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FOREWORD 
Robots are being more popular, more common and more indispensable day by day. 
Most interesting type of robots is autonomous mobile robots for several reasons: For 
being autonomous, they have to be more independent and more intelligent. For 
being mobile they are distinguished from other intelligent systems which are 
physically dependant on a stationary computer. By being mobile their ability to 
accomplish different kind of tasks increases greatly. In the scope of thesis, the 
mapping and localization problem of a semi-autonomous, six legged mobile robot is 
investigated in details, and an experimental solution is supplied.I would like to thank 
to my advisor Asst. Prof. Levent Ovacık for his advices, thank to my family for their 
support and thank to Demet Nar for her assistance and patience. 
 
Bülent Kaplan 
May 2006 
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ALTI BACAKLI MİNİ ROBOTLARDA KONUM TESPİTİ VE HARİTALAMA  
ÖZET 
Bu tez kapsamında öncelikle robotların tarihçesi, kullanım alanları ve mobil 
robotların günlük hayatımızdaki yerinden kısaca bahsedilmiştir.   
Bu projede, mini robotlardaki küçük geometrik boyutlar ve düşük ağırlık taşıma 
kapasitesi gibi kısıtlamalardan dolayı uygulanması zor olan haritalama sistemi farklı 
bir bakış açısıyla ele alınmıştır. Robotu hantallaştıracak tüm donanımdan 
kaçınılması ilkesi benimsenmiştir. Mini robotlarda konum belirleme ve haritalama 
için gerekli algılayıcılardan elde edilecek bilgilerin işlenmesi için karmaşık 
algoritmalara ve donanımlara gerek duyulmaktadır. Bu donanımların robot üzerine 
konulması ise robotun ağırlığını arttırması ve boyutlarını büyütmesi nedeniyle mini 
robotlarda uygulanması olanaksız bir yöntemdir. Algılayıcılar mümkün olduğunca 
basitleştirilmiş, bilgi depolama ve işleme donanımları, robot üzerine yerleştirilmek 
yerine, seyir halinde olmayan yerel (merkezi) bir birime yerleştirilmiştir. Robot 
üzerindeki algılayıcılardan elde edilen tüm veriler en düşük seviyede, mikro 
denetçilerle (pıc 16f877) işlenerek kablosuz bir alıcı/verici aracılığıyla merkezi işlem 
birimine (bir pc) iletilmekte ve bu işlem birimince değerlendirilerek depolanmaktadır. 
Bu bağlamda problem altı bacaklı bir robot üzerinde ele alınmıştır. Robotun tasarımı 
ikinci bölümde detaylı olarak anlatılmıştır. 
Bir otonom mobil robotun çalışma ortamı içerisindeki engellere çarpmaksızın 
güvenilir bir şekilde hareket edebilmesi ve verilen bir görevi yerine getirebilmesi için 
etkin bir yön bulma ve konum belirleme sistemine sahip olması yanında, çevresinin 
bir haritasına da sahip olması gerekir. Bu ancak, robotun çalışma ortamındaki 
nesnelerin daha önceden ya da gerçek zamanlı olarak belirlenerek çalışma 
ortamının bir haritasının çıkarılması ile mümkün olmaktadır. Etkin bir haritalama için 
gerekli şartlardan birisi hassas bir konum belirleme işleminin yapılabilmesidir. 
Bununla birlikte, hassas bir konum belirleme işleminin yapılabilmesi için ise içinde 
bulunulan çevrenin haritalanmış olması gerekmektedir. Bu çelişki iki şekilde 
çözülebilir: önceden yapılmış bir haritadan yararlanarak ya da haritalama ile konum 
belirlemeyi eş zamanlı olarak gerçekleştirerek. 
Üçüncü bölüm konum belirleme ve haritalama ile ilgili teorik bilgilere ayrılmıştır. 
Çeşitli temel kavramlar üzerinde durulmuş, farklı algoritma ve yöntemler 
incelenmiştir. Uygulanan yönteme temel teşkil eden yöntemler ise detaylı olarak 
anlatılmıştır.  
Dördüncü ve son bölümde ise konum belirleme ve haritalama yazılımı bir örnek 
üzerinde anlatılmıştır. 
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LOCALIZATION OF SIX-LEGGED MINI ROBOTS AND MAPPING 
SUMMARY 
In the scope of this thesis, history of robots, fields of their use and the place of 
mobile robots in daily life is briefly discussed. 
In this project, the mapping system, which is difficult apply to mini robots due to the 
restrictions like small geometric dimensions and low capacity of weight carriage, is 
considered from a different point of view. For the task of processing the data 
acquired from the sensors used for mapping and localization, complicated 
algorithms and hardware are required. Locating the required hardware on the robot 
itself is not a feasible method due the fact that they will increase the dimensions and 
weight of the robot, considerably. The principle of avoiding all heavy hardware is in 
charge. Sensors are chosen as simple as possible, data storage and processing 
hardware is located on a central unit instead of locating on the robot itself. All the 
data acquired from the sensors is processed at the lowest level by a microcontroller 
(namely a pic 16f877) and transferred by a wireless receiver/transmitter couple to 
the remote central processing unit (an ordinary pc). Data is then evaluated and 
stored in this central unit.  The project is localized on a six legged robot. The design 
of the robot is described in chapter 2. 
An autonomous mobile robot must have the ability to navigate and securely avoid 
obstacles and to achieve a goal; besides having a reliable localization system the 
robot must have the map of its environment. This can be achieved by determining 
the path of the robot by constructing a map of the environment and determining the 
objects in the environment in real-time or before the operation. For effective map 
making, accurate localization is a necessary condition. On the contrary for an 
accurate localization, map of the environment is a necessary condition. This can be 
solved in two ways: by using an “a priori” map or of by simultaneous localization and 
mapping (slam). 
The third chapter is dedicated to the theoretical background of localization and 
mapping. Some fundamental concepts are examined; different methods and 
algorithms are investigated. The methods that form the basis of the applied method 
are described in details. 
In the fourth chapter, the localization and mapping software is described on an 
example. 
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1. INTRODUCTION 
Technology is developing with tremendous speed. Most rapidly developing 
technologies are communications and computer technologies. Ten years ago, 
mobile phones and internet were being used by a very few people in Turkey. Today 
both internet and mobile phones are indispensable parts of daily life in the world. 
Ten years later the same sort of comments will be made about robots. Especially 
autonomous mobile robots will be as common as personal computers or mobile 
phones of today’s world in the near future. 
In order for an autonomous mobile robot to be useful or popular for humans, it must 
be able to accomplish given certain tasks. In order for an autonomous mobile robot 
to accomplish given tasks in the real world environment, it must make decisions and 
execute actions in real-time as well as cope with various uncertainties. These 
uncertainties arise from various reasons: knowledge about the environment is partial 
and approximate; environmental changes are dynamical and can be only partially 
predicted; the robot’s sensors are imperfect and noisy; and the robot’s control is 
imprecise.  
There are several choices for sensors. In most systems more than one type of 
sensors are implemented. Most popular sensors are infrared proximity sensors, 
cameras and ultrasonic and laser range sensors (range finders). The sensor type 
used in this project is ultrasonic range finder.  
Ultrasonic range sensors have gained extensive use in the mobile robot community. 
There are several reasons for its popularity: robustness, ease of use, range 
accuracy, light weight, and low cost. However, this sensor presents some 
drawbacks. First, it has limited angular resolution. A detected target can reside 
anywhere inside a conical region with half angle of approximately ±12 [1]. Second, 
when the target surface is oriented at unfavorable angles, the bulk of acoustic 
energy is reflected away from the transducer, and the target is undetected. Third, if 
the target is not isolated enough, energy can return from multiple surface reflections, 
creating the illusion of targets at erroneous distances. As a result of these issues, a 
probabilistic model is required to capture the behavior of the sensor. 
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One of the most important problems in mobile robot applications is self-localization.  
If an autonomous is not capable of determining its location it is almost impossible for 
it to go to a desired destination. While navigating through its environment, an 
autonomous mobile robot has access to two sources of information for localization 
purposes: dead reckoning and external sensors. Dead reckoning is the most 
straightforward method to infer the position and orientation of the vehicle. However 
for wheeled robots, wheel drift, floor irregularities, and wheel encoder inaccuracies 
can accrue large errors over time.  
For legged robots dead reckoning is even more painful. One approach is to measure 
the distance traveled for one cycle of the walking gait for once and then to count the 
forward, backward and rotation cycles programmatically by the microcontroller. Then 
the displacement of the robot can be calculated roughly. For better results 
orientation data can be obtained from a sensor, for instance a digital compass as it 
is preferred in this project.  
Therefore, like many of the methods of relative inertial localization, dead reckoning 
requires periodic updates and cannot be employed solely. Some kind of feedback 
from the environment is necessary. There are several methods for gathering this 
feedback.  
Traditionally, this has been accomplished with the use of dedicated active beacons 
(infrared emitters, laser, etc.) or man-made landmarks (guide wires, reflective tape, 
barcodes, geometric shapes, etc.) or natural landmarks (trees, corners, doors, etc.).  
Another approach is not using any explicit landmarks but gathering feedback and 
achieving localization by using occupancy grids. 
If global localization is aimed then the localization must be performed on a map. The 
map can be a priori or can be constructed by the robot itself. The localization and 
mapping can be achieved simultaneously (SLAM). Maps can also be classified as 
“topological maps”, in which, localization is relative (relative to landmarks etc.) and 
“geometrical maps”, in which localization is absolute (by means of coordinates). In 
this project localization is global with no explicit landmarks and mapping is 
geometrical.  
Before moving into the details of the mobile robots one must take a look at the 
historical improvements of the robots in general. 
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1.1 A Brief History of Robots  
According to The Robot Institute of America (1979) : "A reprogrammable, 
multifunctional manipulator designed to move materials, parts, tools, or specialized 
devices through various programmed motions for the performance of a variety of 
tasks." [2] 
The word “Robot" was first used in the 1921 play "R.U.R." (Rossum's Universal 
Robots) by the Czech writer Karel Capek.  "Robot" comes from the Czech word 
"robota", meaning "forced labor" [2]. 
The word "robotics" also comes from science fiction - it first appeared in the short 
story "Runaround" (1942) by Isaac Asimov.  This story was later included in 
Asimov's famous book "I, Robot". The robot stories of Isaac Asimov also introduced 
the idea of a "positronic brain" (used by the character "Data" in Star Trek) and the 
"three laws of robotics". Later, he added the "zeroth" law [2].  
• Law Zero: A robot may not injure humanity, or, through inaction, allow 
humanity to come to harm. 
• Law One: A robot may not harm a human being, or, through inaction, allow a 
human being to come to harm.  
• Law Two: A robot must obey the orders given to it by human beings, except 
where such orders would conflict with the First Law.  
• Law Three: A robot must protect its own existence, as long as such 
protection does not conflict with the First or Second Law. [3] 
1.1.1 Robot Timeline 
Below are the historical landmarks of the robotic evolution.  
~270BC an ancient Greek engineer named Ctesibus made organs and water clocks 
with movable figures. 
1818 - Mary Shelley wrote "Frankenstein" which was about a frightening artificial life 
form created by Dr. Frankenstein. 
1921 - The term "robot" was first used in a play called "R.U.R." or "Rossum's 
Universal Robots" by the Czech writer Karel Capek. The plot was simple: man 
makes robot then robot kills man! 
1941 - Science fiction writer Isaac Asimov first used the word "robotics" to describe 
the technology of robots and predicted the rise of a powerful robot industry. 
 4 
1942 - Asimov wrote "Runaround", a story about robots which contained the "Three 
Laws of Robotics": 
1948 - "Cybernetics", an influence on artificial intelligence research was published 
by Norbert Wiener 
1956-George Devol and Joseph Engelberger formed the world's first robot 
company. 
1959-Computer-assisted manufacturing was demonstrated at the Servomechanisms 
Lab at MIT. 
1961-The first industrial robot was online in a General Motors automobile factory in 
New Jersey. It was called UNIMATE. 
1963 - The first artificial robotic arm to be controlled by a computer was designed. 
The Rancho Arm was designed as a tool for the handicapped and it's six joints gave 
it the flexibility of a human arm. 
1965 - DENDRAL was the first expert system or program designed to execute the 
accumulated knowledge of subject experts. 
1968 - The octopus-like Tentacle Arm was developed by Marvin Minsky. 
1969 - The Stanford Arm was the first electrically powered, computer-controlled 
robot arm. 
1970 - Shakey was introduced as the first mobile robot controlled by artificial 
intelligence. It was produced by SRI International. 
1974 - A robotic arm (the Silver Arm) that performed small-parts assembly using 
feedback from touch and pressure sensors was designed. 
1979 - The Standford Cart crossed a chair-filled room without human assistance. 
The cart had a tv camera mounted on a rail which took pictures from multiple angles 
and relayed them to a computer. The computer analyzed the distance between the 
cart and the obstacles. [3] 
1.2 Modern uses of Robots 
In the modern world, robots have many uses and in the future their uses will even 
increase. Robots will become indispensable parts of our lives as personal 
computers, as they become more talented and less expensive. Today’s robots are 
being used for the following purposes.  
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Robots can be used for exploration of places where humans cannot explore safely. 
The robots are able to carry cameras and other instruments so that they can collect 
information and send it back to their human operators. 
In industry, robots are being used in many areas especially where repetitive and 
routine effort is required. Robots can do many things faster and more accurately 
than humans.  They can do repetitive work that is absolutely boring to people and 
they will not stop, slow down, or fall to sleep like a human. Figure 1.1 is a typical 
example of an industrial robot, most of which are being used in automotive industry. 
 
Figure 1.1 : A Typical Industrial Robot Arm.[4] 
Robots can also be used for medicine. For some surgical operations that require 
high precision surgeon robots are being used.  Human hand cannot be as precise a 
robot’s hand.  Surgeon robots can also be used for remote surgical operations under 
control of a remote human surgeon. When making medicines, robots can do the job 
much faster and more accurately than a human can.   
Robots can be used for the military purposes and police. Explosive ordnance 
disposal (EOD) robots are widely being used for years by both police departments 
and for military uses. (see Figure 1.2) 
Robots are also being used as toys for kids and adults. An example is the "LEGO 
MINDSTORMS" robot construction kit.  These kits, which were developed by the 
LEGO company with M.I.T. scientists, let kids create and program their own robots.  
Another one is "Aibo" - Sony Corporation's robotic dog.[7]  
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Figure 1.2 : Explosive Ordnance Disposal (EOD) Robot [5] 
1.3 Legged Robots 
Although the locomotion system for a legged robot is more difficult to design and 
implement when compared to wheeled and tracked robots their popularity increases. 
There are several reasons for that. One reason is that there is no wheel or track like 
design in nature and the nature is the most important source of inspiration in 
engineering. Another reason is that legged robots are potentially more capable of 
adapting to their environment since legged systems are more flexible. An all terrain 
robot design is more likely to be legged rather than a wheeled or tracked one.  
Since the invention of the wheel, a lot of time and money has been spent to build 
and repair roads and tracks. In general wheeled vehicles depend on even grounds, 
which have to be prepared. Otherwise the vehicles can't move or only with slow 
speed. Therefore special wheeled vehicles like the bulldozer or other track vehicles 
have been invented. They have the disadvantage that a lot of energy is consumed 
and the underground is damaged. In deep forests and mountains even these 
vehicles are useless. 
There are numerous types of legged robots. In fact there is no limitation for the 
number of legs used in the design.  Mostly preferred ones are stated below: 
Monopod(one leg) : Figure 1.3 is an example of a monopod, which is designed in 
MIT’s labs. 
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Figure 1.3 :  Monopod Hopping Robot [6] 
Biped (two legs): Most of the biped examples are humanoid robots. Some of the 
most popular bipeds are Honda’s ASIMO, the world’s most advanced humanoid 
robot, and SONY’s QRIO (see Figure 1.4). 
 
Figure 1.4 : Sony’s Humanoid Robot QRIO [7] 
Quadruped (four legs): Quadruped robots are either insect like or pet like designs. 
Most popular quadruped is Sony’s AIBO. 
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Figure 1.5 : Sony’s Robot Dog AIBO [7] 
 
Figure 1.6 : Another Quadruped Example [8] 
Hexapod (six legs): Hexapods designs are mostly insect like since all the insects 
have six legs (Figure 1.7). Hexapods have several advantages over other legged 
robots: Hexapod walking gaits are simpler and more stable, their mechanical design 
can be very simple. 
 
Figure 1.7 : Two hexapods [9] 
The design of the hexapod selected for this project will be described in details in the 
next chapter. 
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2. DESIGN OF THE ROBOT  
Design of the robot is basically based on the design in [10]. The controller board of 
the original design is completely replaced, and two more sensors are included, 
namely the digital compass and radio transceiver. One more servo motor is also 
included to make the ultrasonic range sensor rotate without rotating the robot itself. 
Design is composed of several steps. 
Mechanical construction: In this stage the robots body is constructed. The chassis 
that is built will carry the servos, legs, electronics, sensors and the main controller 
board.  
 
Figure 2.1 : Completed Robot Chassis [10] 
The main controller circuit board manufacturing: This board (Figure 2.2) contains all 
the support circuitry for the PICmicro 16F877 MCU, such as regulated 5V power 
supply, a piezo speaker, light emitting diodes, and input/output connectors for the 
servos and sensors.  
 10 
 
Figure 2.2 : Main controller circuit board 
Integration: At this stage, all the individual components (main board, sensors, servos 
and the body of the robot etc.) are integrated and can communicate.  
MCU Programming: At this stage PIC16F877 MCU (Figure 2.3) of the robot is 
programmed. The robot is programmed to walk using the walking gaits, to receive 
and transmit data using its sensors (digital compass, ultrasonic range finder and 
radio transceiver) 
 
Figure 2.3 : PIC 16F877 MCU [11] 
PC Programming: PC software is developed for communicating with the robot via 
the radio transceiver module and to achieve the mapping of the environment and 
localization of the robot. 
2.1 Construction Materials and Tools 
During the construction phase of the robot, the following tools were used: 
For construction of chassis; hacksaw, work bench vise, handheld electric drill and 
drill bit set, various pliers, and screw drivers, hammer, wrench, safety glasses.  
For electronic parts; wire strippers, cutters, solder and a chip pulling device, 
multimeter. 
The robot’s body is constructed using aluminum and fasteners that are readily 
available at most hardware stores. There are five sizes of aluminum that will be 
used. The first stock measures 2 cm wide by 3 mm thick, and is usually bought in 
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lengths of 1 meter or longer. Most of the robot’s body is constructed from aluminum 
with the dimensions as shown in Figure 2.4 
 
Figure 2.4 : Flat Aluminum Stock [10] 
The second type of aluminum stock that will be used measures 5 mm x 5 mm and is 
shown in Figure 2.5 It is usually bought in lengths of 1 meter or longer as well. 
 
Figure 2.5 : Square Profile Aluminum Stock [10] 
The third kind of aluminum stock is 2 cm x 2 cm angle aluminum and is 2 mm thick 
as shown in Figure 2.6. Upper parts of the robot’s legs are made using this stock. 
 
Figure 2.6 : L-Profile Aluminum Stock [10] 
The fourth type is 2 mm thick flat aluminum, as shown in Figure 2.7, and it is usually 
bought in larger sheets.  
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Figure 2.7 : Flat Aluminum Sheet [10] 
The fasteners that will be using are 2 mm diameter machine screws, nuts, lock 
washers, locking nuts, and nylon washers as shown in Figure 2.8  
 
Figure 2.8 : Various parts [10] 
2.2 Mechanical Design: Constructing the chassis and legs 
The chassis is made of seven (7) aluminum parts as shown in Figure 2.9 : 
 
Figure 2.9 : Cut and drilled aluminum for the body chassis [10] 
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These parts are assembled as in Figure 2.10. In the figure the two servos for the 
legs are placed between pieces A and B. Assembled chassis is in Figure 2.11. 
 
Figure 2.10 : Parts placement for the body chassis [10]. 
 
Figure 2.11 : Assembled chassis [10] 
For the front and rear legs, the parts in Figure 2.12 and Figure 2.13 are used. 
 
Figure 2.12 : Cut and drilled upper leg pieces [10] 
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Figure 2.13 : Cut and drilled linkages and lower leg pieces [10] 
The assembled middle leg is shown in Figure 2.14 
 
Figure 2.14 : Middle leg assembled [10] 
In figure 2.15, top view drawing of the robot is displayed. 
 
Figure 2.15 : Robot body after all the pieces of the chassis and legs and the servos       
are assembled. Mechanical linkages are shown as P and Q [10]. 
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In Figure 2.16 most of the parts of the robot is assembled, except the digital 
compass and the transceiver. 
 
Figure 2.16 : Assembled Robot. 
In the figure below, the final version of the robot can be seen. The main board is 
replaced with the improved version, pan head with and additional servo was added 
for the sonar sensor. 
 
Figure 2.17 : Assembled Robot (Final version). 
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2.3 Robot Parts  
2.3.1 Actuators and sensors 
Other than its pure mechanical components, the robot has several electro-mechanic 
and electronic parts; the actuators, sensors and main controller board.  
The actuators used in this project are servo motors. The robot has three servo 
motors for its locomotion and one servo motor for its ultrasonic sensor sweeping 
mechanism. All the servo’s used in this project are identical.  
Standard servo, HS-422 model of HI-TEC Company (Figure 2.17) is used as 
actuator for the robot. Product specifications and data sheets can be found in 
references [12] and [13]. 
 
 
Figure 2.18 : HS 422 Standard Servo [12] 
The wire meaning of this servo is the following [12]: 
• Red wire: power line and it goes from 4.8 V to 6V. 
• Black wire: ground (0 V) 
• Yellow wire: control line.  
In order to control the servo, one has to provide them a square wave pulse. With this 
servo, the pulse data that you can feed varies from 0.5 ms to 2.5 ms, and it 
refreshes at 50 Hz (20 ms). The pulse width determines the angle the servo motor 
will rotate. The voltage determines the speed and torque. The next diagram (Figure 
2.19) will show the pulse width and angle of rotation for the HS 422. 
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Figure 2.19 : HS 422 Standard Servo: Pulse width and Angle of Rotation [13] 
In this project three types of sensors are used: Ultrasonic sensor, digital magnetic 
compass and radio transceiver modules. 
The digital compass is used to obtain the orientation data of the robot (Figure 2.19). 
It is a product of Devantech Company. It has the following specifications [12]:  
• Voltage: 5v only required  
• Current: 20mA  
• Resolution: 0.1 Degree  
• Accuracy: 3-4 degrees approx. after calibration 
• Output 1: Timing Pulse 1mS to 37mS in 0.1mS increments  
• Output 2: I2C Interface, 0-255 and 0-3599, SCL speed up to 1MHz  
• Small Size: 32mm x 35mm   
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Figure 2.20 : CMPS03 Magnetic Compass and pin connections [12] 
Ultrasonic range sensor is also a product of Devantech Company. It has the 
following specifications [12]: 
• Voltage: 5v only required  
• Low Current: 4mA   
• Frequency: 40KHz  
• Max Range: 4 m  
• Min Range: 1 cm  
• Modes: Single pin for trig/echo or 2 Pin SRF04 compatible.  
• Input Trigger: 10uS Min. TTL level pulse  
• Echo Pulse: Positive TTL level signal, width proportional to range.  
• Small Size: 43mm x 20mm x 17mm height [12] 
 
Figure 2.21 : SRF05 - Ultrasonic Range Finder [12] 
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Figure 2.22 : SRF05 - Ultrasonic Range Finder pin connections [12] 
The third sensor of the robot is “Easy Radio” radio transceiver module of LPRS. 
Company (Figure 2.23). Pin connections of the sensor is shown in Figure 2.24. 
 
Figure 2.23 : ER400TRS EasyRadio Module [12] 
 
Figure 2.24 : EasyRadio Module pin connection diagram. [14] 
1 - Antenna 50 Ohm RF input/output. Connect to suitable antenna.  
2 - RF Ground RF ground. Connect to antenna ground (coaxial cable screen braid) 
and local ground plane. Internally connected to other Ground pins. 
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3 - RSSI Received Signal Strength Indication 
4 - Busy (Output)  Digital Output to indicate that transceiver is ready to receive serial 
data from host. 
5 - Serial Data Out Digital output for received data to host 
6 - Serial Data In Digital input for serial data to be transmitted 
7 - Host Ready (Input) Digital Input to indicate that Host is Ready to receive serial 
data from transceiver 
8 - Vcc Positive supply pin. +3.6 to +5.5 Volts. This should be a ‘clean’ noise free 
supply with less than 25mV of ripple. 
9 - Ground Connect to supply 0 Volt and ground plane [12] 
Easy radio module is used for communication with a PC, together with its couple 
connected to the PC. The module connected to the PC is also a product of 
Devantech Company. Same easy radio module is used in this module (Figure 2.25).  
 
Figure 2.25 : RF04 USB Radio Telemetry Module [12] 
The module is connected to the PC via USB port but it is detected as a virtual serial 
port by the computer. Therefore it can be easily accessed from any software that 
can access to serial ports using RS232 protocol.  
2.3.2 The main controller board 
One of the most important parts of the robot is the main controller board. It can be 
referred as the brain of the robot. Robot’s autonomous behaviors are programmed 
with this unit. Moreover all of the servos are controlled by main board more 
specifically, the MCU. This unit also gathers the sensor input and sends it to the 
main computer and receives commands and information from the computer via the 
radio transceiver module. The main controller board is consisting of the following 
electronic parts: 
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Figure 2.26 : Main Controller Board circuit diagram.  
• 78L05 5V voltage regulator (x 1) 
• PIC Microcontroller : 16F877 (x 1) 
• 2N3904 NPN transistor (x 1) 
• Red and green LED (x 1) 
• 4.7 kOhm resistor (x 1) 
• 1 kOhm resistor (x 3) 
• 100 Ohm resistor (x 1) 
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• 0.1 microfarad capacitor (x 1) 
• 22 picofarad capacitor (x 2) 
• Connectors, toggle switch, terminal block 
• Crystal : 10 Mhz [modified design] 
• Buzzer 
• Battery holders 
• AA battery (x 4), 9V batter (x 1) 
• IC socket for microcontroller  
The 16F877 microcontroller will be clocked at 10 Mhz (lower frequencies are not 
preferred for the applications including serial communication) and operates on a  
5-volt DC supply, produced from a 78L05 voltage regulator with the source being a 
9V battery. The servos are powered by a separate 6-volt DC battery pack. The 
power supplies are separated to isolate noise from the servos and to keep a steady 
5 volts to the processor when the 6V supply to the servos gets low. This enables the 
robot to operate for a much longer amount of time in between charges. [10] 
2.4 Walking Gaits 
A robot’s gait is the sequence of leg movements it uses to move from one place to 
another. Each leg movement is broken down into step cycles, where a cycle is 
complete when the leg configuration is in the same position as it was when the cycle 
was initiated. A walking gait is a repetitive pattern of foot placement causing a 
regular progression forwards or backwards. Animals and insects choose various 
gaits depending on terrain and desired speed. With six legs there are many gaits, 
but the two most popular are the alternating tripod gait and the wave gait. Six legs 
allow the robot to have three legs on the ground at all times, making it a “stable 
tripod” [10]. Knowledge of gaits provides the programmer with a base from which 
control algorithms or sequences for walking machines can be written. It can also be 
helpful when designing a walking machine. A legged robot can be defined as a 
servo mechanism with many degrees of freedom. The robot’s legs are connected by 
movable joints and actuators of some sort to power the joints. Control of the 
actuators’ movements, varying over time, will result in sustained stable motion of the 
machine in a specified direction. Sustained stable motion consists of several 
objectives, such as stability, maintaining body orientation, control of forward velocity, 
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the ability to turn and reverse, the ability to walk on rough ground and the ability to 
avoid obstacles [10]. 
2.4.1 Stability  
One of the main objectives with legged locomotion is to achieve stability. All legged 
animals and machines face the potentially dangerous problem of falling over, 
because any variations in the slope of the ground could result in unstable states. 
Studies of walking have indicated that controlled falling may be a key part of 
walking. With locomotion, stability is more a matter of achieving a stable cycle where 
parts of the cycle itself may be quite unstable. A six-legged robot is stable when at 
least three of its legs are touching the ground, forming a tripod [10]. This is one of 
the reasons that hexapods are popular. 
During locomotion, the simplest form of stability is to pass without a break from one 
stable state to another. Most walking machines pass through stages in the 
locomotion cycle which are not stable, and the machines fall temporarily. If the gait 
does not contain some phases which are stable, the machine will not be able to stop 
moving without falling over unless it changes its gait [10]. Most animals change from 
stable gaits at low speed to more unstable gaits at higher speeds where balance 
comes into play. Since it is difficult to achieve dynamic balance with a walking 
machine, most walking machines have been designed to balance statically. The 
most common way to do this is to use six legs and move them in triplets so that 
three legs always support the robot [10].  
2.4.2 Adaptability 
When a walking robot must traverse ground that is not smooth and level, several 
control problems may arise. These problems include navigation where the robot 
must choose a route that will get it to a specified location. The second problem is 
with path selection. Given a specified location, the robot must choose the details of 
the route to minimize the problems of slope, roughness and obstacle avoidance. 
The third problem is with terrain adaptation and obstacle crossing. [10] 
2.4.2.1 Tripod Gait 
With the alternating tripod gait, the legs are divided into two sets of three legs. Each 
set is comprised of the front and rear legs on one side, along with the middle leg on 
the opposite side. A forward step half cycle starts with one set of legs lifting and 
moving to a forward position [10]. At the same time the motors of the legs in contact 
with the ground swing backwards the same amount, moving the body of the robot 
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forward. The lifted legs are then lowered, completing the half cycle. The lifting and 
support sets are interchanged and the second half of the cycle is completed, as 
shown in Figure 2.27, 2.28 and 2.29 [15]. In the figures the ovals indicate a foot's 
position. Black means the foot is in contact with the ground/surface. Gray indicates 
that the foot is suspended in the air for that step [15]. 
 
Figure 2.27 : First Three Steps [15] 
• A - Starting position. Center leg is centered so that foot 2 and 5 are 
suspended in air  
• B - Center leg swivels so that foot 2 is in contact, raising the left side of the 
robot. Feet 1 and 3 are suspended in air  
• C - Feet 1 and 3 are moved forward by rotating Left/Right motors to forward 
position, feet 1/3 still suspended. [15] 
 
Figure 2.28 : Second Three Steps [15] 
• D - Center leg is centered so that foot 2 and 5 are suspended in air  
• E - Center leg tilts so that foot 5 is down, 2 is suspended. Feet 4/6 are 
suspended.  
• F - Feet 4/6 are moved forward by rotating Left/Right motors to forward 
position, feet 4/6 still suspended [15] 
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Figure 2.29 : Last Three Steps [15] 
• G - Center leg is centered, feet 2/5 suspended, all others down  
• H - Now it gets a little funny. I've drawn in 2 small circles to represent the 
Left and Right servo output hubs. Right now they are both in the "forward" 
position. To move the robot forward, they must be rotated to center position.  
• I - The feet stay in place and the body is drawn up so that the Left/Right 
servos are even with the front feet [15]. 
This is the fastest stable gait [10]. During the step, the weight of the robot is only 
supported on three legs. If one fails to find firm footing, the robot will fail. The middle 
legs lift the body and are used as a swivel, but they never actually move in a forward 
or reverse direction. The exact forward walking sequence to control the robot in this 
project is detailed in Figure 2.30. The walking sequence that will be used to rotate 
the robot to the left or right is shown in Figure 2.31. 
 
Figure 2.30 : Simplified Forward and Backward Cycle [10] 
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Figure 2.31 : Simplified Rotating Left and Right Cycle [10] 
2.4.2.2 Wave Gait 
A more stable, but slower choice is the wave gait, where only one leg is lifted at a 
time [10]. Starting with a back leg, it is lifted and moved forward. All the other 
grounded legs are moved back by one-sixth of the forward motion. The lifted leg is 
then lowered, and the process repeated for the next leg on the same side. Once the 
front leg has been moved, the procedure is repeated for the other side. The 
attraction of this gait is that there are always at least five legs supporting the weight 
of the robot. But the forward speed is only one-sixth of the alternating tripod gait [1]. 
Below figure (Figure 2.32) illustrates the performance of the two walking gaits 
mentioned above and a third gait called “ripple”. As it can be seen from the figure 
“tripod gait” is the fastest and “wave gait” is the slowest.  
 
Figure 2.32 : Walking Gaits Comparison [16] 
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2.4.2.3 Degrees of Freedom per Leg 
On each side of the robot that was built, the front and rear legs are linked so that 
one servo can be used to move the two legs forwards and backwards. The third 
servo is connected to the middle pair of legs so that rotation of the servo pushes one 
leg down while lifting the other. The fixed alternating tripod gait is a swivel motion on 
the down middle leg, driven by the front and rear legs on the opposite side. Although 
the robot can manage to climb over small objects, the lack of independent leg 
control makes intelligent obstacle climbing difficult [10]. 
A leg only needs to have two degrees of freedom (forwards and backwards, up and 
down) to move. To control the lateral placement of the foot, an extra knee must be 
added. The consequences of moving from a two-degrees-of-freedom leg to a three-
degrees-of-freedom leg are not small [10]. There is the added cost and weight of the 
extra knee motors, drive electronics, and batteries needed for power. Input is 
needed from extra sensors to choose the best lateral contact position of the foot. 
More computing power is needed to service the extra motors, process the new 
sensor input, and run the more complicated algorithms for three-degrees-of-freedom 
legs [10]. 
2.5 PIC Programming  
In this project PIC 16F877 of MicroChip Company is used as microcontroller. There 
are several reasons for this. 16F877 has 40 legs. This gives the chance to make an 
expandable design. It has USART port which enables the robot to achieve serial 
communication through hardware port. It supports high frequencies. Some of these 
properties are also available for 16F628 model, which is smaller and at lower cost, 
but its number I/O ports is not enough for the project requirements. Figure 2.33 
shows the pinout of the PIC 16F877 microcontroller. 
In the project PIC BASIC PRO language is used as the programming language. 
MPLAB and PIC BASIC PRO compiler is used as the development environment. 
ICPROG software is used the load the program to the PIC using a PIC programmer 
device. 
 28 
 
Figure 2.33 : Pinout of the PIC 16F877 microcontroller [17]. 
Pin configuration of the microcontroller is as follows: 
• RD1: Left Servo (Output) 
• RD0: Right Servo (Output) 
• RC3: Middle Servo (Output) 
• RC2: Ultrasonic Sensor Servo (Output) 
• RB6: Green LED (Output) 
• RB7: Red LED (Output) 
• RD2: Buzzer (Output) 
• RC7(RX): Transceiver receive port (Input) 
• RC6(TX): Transceiver transmit port (Output) 
• RD5: Transceiver busy port (Input) 
• RD6: Transceiver host ready port (Output) 
The robot was programmed to achieve the following functions: navigation (walking), 
obstacle avoidance and exploration (data gathering for mapping). 
2.5.1 Walking 
In order to make Insectronic walk, we will need to develop a walking-gait routine that 
will coordinate the leg movements in the proper sequence through time and space. 
Insectronic will be programmed to use a modified tripod gait to achieve locomotion 
[10]. The primary leg positions and the corresponding pulsout values needed for 
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programming the walking movements are shown in Figure 2.34. It is assumed that, 
the objective is to move the right servo from the position shown in the bottom 
diagram of Figure 2.34 with a pulsout value of 160 (1.6 ms pulse width) to the 
position in the top diagram of Figure 2.34 with a pulsout value of 120 (1.2 ms pulse 
width) [10].  
 
Figure 2.34 : Leg Positions for Different Pulsout Values [10] 
When the servo is given the 1.2-ms pulse train, it will move through the entire range 
of movement between the position that the servo is currently in, and the position that 
needs to be reached. The great thing about using a servo is that there is no need to 
program a software routine to cover the movement of all the position points in 
between. This is taken care of by the servo’s internal electronics. All to be done is to 
set the pulse width corresponding to the position that is required, and then the servo 
does the rest [10]. 
To program the walking sequence, the assumption is to be made that each of the 
robot’s legs is in the middle position as in Figure 2.34. As will be seen later, the 
starting position of the legs is not really important because after three moves, all the 
legs will be in sync [10]. 
Now that the pulse-width values have been determined for the primary leg positions, 
these values can be used and the sequencing information to program the leg 
movements so that the robot will walk forward. To make the robot walk backwards, it 
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is just a matter of running this sequence in reverse for the left and right servos, while 
the positions for the middle servo remain the same [10].  
To make the discussion easier, the legs of the robot have been numbered from 1 to 
6 as shown in frame 1 of Figure 2.35. The servo positioned in the middle of the 
robot’s body is attached to legs 2 and 5. It is used to rock the body back and forth 
and in turn lifts up legs 1, 3, and 5 or legs 2, 4, and 6. Legs 1 and 3 are controlled by 
a single servo (which has been referred to as the robot’s left servo) and move 
together via a mechanical linkage. Legs 4 and 6 are also controlled by a single 
servo (the robot’s right) and move together via a mechanical linkage. 
2.5.1.1 Forward and Reverse Walking Sequence 
To start the forward walking sequence, all legs are flat on the ground with the servos 
in their middle positions as shown in frame 1 of Figure 2.35. The first move shown in 
frame 2 of Figure 2.35 is to move leg 2 down, which lifts legs 1, 3, and 5 up off the 
ground. In frame 3, leg 2 remains down and is used as a swivel as legs 4 and 6 are 
moved backwards, propelling the right side of the robot forward. In frame 4, leg 2 
remains down while legs 1 and 3 are moved forward in anticipation of the next 
move. In frame 5, leg 5 is now moved down, lifting legs 2, 4, and 6 up off the 
ground. In frame 6, leg 5 remains down and legs 4 and 6 are moved forward in 
anticipation of the next move. In frame 7, leg 5 remains down and acts as a swivel 
as legs 1 and 3 are moved backwards, propelling the left side of the robot forward. 
For the robot to continue walking forward, the sequence is repeated from frames 2 
to 7. [10] 
 To simplify the sequence for the purposes of programming and to speed up the 
walking gait, the steps in which legs are moved forward in anticipation of the next 
move can be performed at the same time that the opposite set of legs is propelling 
the robot forward. In this case, the move in frame 3 can be performed at the same 
time as the move in frame 4. Also the moves in frame 6 and 7 can be performed at 
the same time. This means that the software will only have to set the servo positions 
four times to complete one forward walking sequence, as listed in Table 2.1. [10] 
The pulsout values that will be used to program the robot are taken from those listed 
in Figure 2.34 and correspond to the positions in Figure 2.35 for the robot to walking  
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Figure 2.35 : Forward Walking Sequence [10] 
reverse, the above sequence is run in reverse for the left and right servo legs while 
the middle servo values remain the same as discussed. [10] 
Tables 2.1 and 2.2 show the exact four-step sequences and the corresponding 
servo positions that will be needed when programming the robot to walk forward and 
reverse. 
Table 2.1 : Forward Walking Sequence with Pulsout Leg Position Values [10] 
Sequence Number Middle Servo Left Servo  Right Servo 
1 170 - - 
2 170 160 160 
3 100 - - 
4 100 120 120 
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Table 2.2 : Reverse Walking Sequence with Pulsout Leg Position Values [10] 
Sequence Number Middle Servo Left Servo  Right Servo 
1 170 - - 
2 170 120 120 
3 100 - - 
4 100 160 160 
2.5.1.2 Rotating Left and Right Walking Sequence 
To discuss how the robot accomplishes turning left and right, it’s better to start with 
all of the robot’s legs flat on the ground, as shown in frame 1 of Figure 2.36. [10] 
The robot’s first action, shown in frame 2 of Figure 2.36, is to move leg number 2 
down, which lifts legs 1, 3, and 5 off of the ground. In frame 3 of Figure 2.36, leg 2 
remains in the down position, acting as a pivot point while legs 4 and 6 are moved 
backwards, swiveling the robot to the left. At the same time, legs 1 and 3 (which are 
lifted off the ground) are moved backwards in anticipation of the next move. In frame 
4, the middle servo moves leg 5 to the downward position, lifting legs 2, 4, and 6 off 
of the ground. In frame 5, leg 5 remains in the down position while legs 1 and 3 
move forward, also causing the robot to pivot to the left. At the same time, legs 4 
and 6 are moved forward in anticipation of the next move. Because the middle leg is 
used as a swivel, the robot can easily turn on the spot. For the robot to turn to the 
right, the sequence is reversed for the left and right servos, while the middle servo 
values stay the same. [10] 
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Figure 2.36 : Rotating Sequence [10] 
Tables 2.3 and 2.4 show the exact four-step sequences and the corresponding 
servo positions that will be needed when programming the robot to turn. 
Table 2.3 : Right-Turn Walking Sequence with Pulsout Leg Position Values [10] 
Sequence Number Middle Servo Left Servo  Right Servo 
1 170 - - 
2 170 120 160 
3 100 - - 
4 100 160 120 
Table 2.4 : Left-Turn Walking Sequence with Pulsout Leg Position Values [10] 
Sequence Number Middle Servo Left Servo  Right Servo 
1 170 - - 
2 170 160 120 
3 100 - - 
4 100 120 160 
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2.5.2 Obstacle Avoidance 
Robot uses its sonar sensor to detect the obstacles. It is desired that robot 
continuously reads range data from the direction it is moving to, when it is walking 
and avoid the obstacles before moving to close to them.  Simple flow chart of the 
algorithm is in Figure 2.37. 
 
Figure 2.37 : Simple Obstacle Avoidance Flow Chart 
To prevent robot to get stuck in a vicious circle, some modifications can be applied 
such as walking backwards after a 360 degree turn etc. Here 15 cm distance is 
selected arbitrarily.  
2.5.3 Exploration 
In the exploration mode, robot collects data about its environment and sends this 
data to the remote computer. The computer then generates a map as the robot 
explores its environment. Data communication between the pc and the robot is 
provided with the radio modules using radio signals (Figure 2.38). 
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Figure 2.38 : PC Robot Communication 
Simple flow chart of the robot exploration is in Figure 2.39. According to this chart, 
the robot takes eleven distance measurements from the half plane by rotating its 
ultrasonic range sensor in 18 degrees increments (see Figure 2.40) [10]. Sends the 
range vector array and orientation data to the central computer and performs 
navigation for 20 cm. In fact robot does not know how much distance it travels; 
therefore it does not have the ability to travel for a specified distance. Instead, the 
computer sends the robot the corresponding walking gate cycle number. For this 
case one cycle corresponds to approximately 20 cm. 
 
Figure 2.39 : Simple Exploration Flow Chart 
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Figure 2.40 : Ultrasonic distance measurements 
Combining the exploration and navigation functions, robots sends enough 
information to the central computer to map the environment and localize the robot. 
In the next chapter, the theoretical background of mapping and localization will be 
covered. 
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3. LOCALIZATION AND MAPPING: THEORY 
An important challenge in small-scale robotics is finding a robot's position when only 
limited sensor information is available. There are many technologies available for 
robot localization, including GPS, active/passive beacons, odometry (dead 
reckoning), sonar, etc. In each approach, however, improvements in accuracy come 
at the cost of expensive hardware and additional processing power. For the robotics 
enthusiast, the key to successful localization is getting the best results out of cheap 
and widely available sensors. [18] 
One commonly used sensing modality for mobile robots is the sonar. Sonar is 
popular in robotics mainly because of its extremely low cost when compared to other 
modalities like infrared and laser. In this project, as mentioned before, a sonar 
sensor is used. 
Before moving to the details of localization and mapping, general concepts will be 
overviewed.  
3.1 General Concepts 
3.1.1 Navigation  
Navigation is the process of moving from one point to another to fulfill a specific 
objective. The most important requirement of a mobile robot is a navigation system. 
Most basic and simple navigation system is “area coverage”. Typical fields of 
application are cleaning robots and lawnmower robots. For this type of robots, 
localization and mapping is of secondary importance [19].  
Second method is “virtual path following”. This method works as the same as 
physical path following. The only difference is that the path is defined in the 
programs of the robot [19]. 
Third method is goal seeking. With this method; the objective is to find the shortest 
and safest path between two points. The route planning by this method has two 
types: “Growing Obstacles” and “Force Fields”. (Figure 3.1 and Figure 3.2) 
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Figure 3.1 : Growing obstacles for path planning [19] 
 
Figure 3.2 : Force fields for path planning [19] 
3.1.2 SLAM : Simultaneous Localization and Mapping 
The process of simultaneously tracking the position of a mobile robot relative to its 
environment and building a map of the environment has been a central research 
topic for the past few years. Accurate localization is a prerequisite for building a 
good map, and having an accurate map is essential for good localization. Therefore, 
Simultaneous Localization and Mapping (SLAM) is a critical underlying factor for 
successful mobile robot navigation in a large environment, irrespective of the higher-
level goals or applications [18]. 
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3.1.3 Odometry  
Odometry is the study of position estimation during wheeled vehicle navigation. The 
term is also sometimes used to describe the distance traveled by a wheeled vehicle. 
Odometry is used by some track or wheeled robots to estimate (not determine) their 
position relative to a starting location. Odometry is the use of data from the rotation 
of wheels or tracks to estimate change in position over time. This method is often 
very sensitive to error. Rapid and accurate data collection, equipment calibration, 
and processing are required in most cases for odometry to be used effectively. 
The word odometry is composed from the Greek words hodos (meaning "travel", 
"journey") and metron (meaning "measure") [20]. 
3.1.4 Dead Reckoning 
Computing current position by integrating velocity over time, starting from a known 
position, is called “dead reckoning” [1]. This method has been very useful for 
determining the location of ships in open sea, since a ship can have a relatively 
constant velocity and route. But when a small mobile robot is considered it is very 
difficult to make accurate calculations. The errors in calculations will be accumulated 
in time and must be corrected.  
3.1.5 Kalman Filter  
A computational algorithm that processes measurements to deduce an optimum 
estimate of the past, present, or future state of a linear system by using a time 
sequence of measurements of the system behavior, plus a statistical model that 
characterizes the system and measurement errors, plus initial condition information 
[21] 
3.1.6 Bayes’ Rule 
Mathematically, Bayes' rule states  
posterior = (likelihood * prior /  marginal likelihood) 
or, in symbols [22],  
P(R=r | e) = (P(e | R=r) P(R=r)) / P(e)                (3.1) 
where P(R=r|e) denotes the probability that random variable R has value r given 
evidence e. The denominator is just a normalizing constant that ensures the 
posterior adds up to 1; it can be computed by summing up the numerator over all 
possible values of R, i.e. [22],  
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P(e) = P(R=0, e) + P(R=1, e) + ... = sum_r P(e | R=r) P(R=r)             (3.2) 
This is called the marginal likelihood and gives the prior probability of the evidence 
[22]. In the project Baye’s rule is used to update the occupancy probability and 
certainty values of the cells of the occupancy grid. These concepts will be discussed 
in details in the following sections. 
3.2 Localization  
Localization is the process of determining the robot’s location within the 
environment. More precisely, it is a procedure that takes as input (i) a map, (ii) an 
estimate of the robot’s current pose, and (iii) a set of sensor readings and produces 
as output a new estimate of the robot’s current pose. Any of (i), (ii), and (iii) may be 
incomplete, and all are toleranced by error bounds [23]. 
3.2.1 Different Localization Approaches 
Many authors have described localization algorithms that make use of beacons or 
landmarks. These are typically features of the environment which it is easy for the 
robot to recognize. Active beacons are objects in the environment that emit a signal 
which the robot can sense; passive beacons are natural features in the environment, 
such as corners, straight line segments, and vertical edges, that the robot has a 
good chance of identifying.  
In one of the approaches; a localization system consisting of a directional infrared 
detector system and a set of beacons that emit modulated infrared signals is 
described. If the robot can detect the angles to three beacons at known locations, it 
can use trigonometry to solve for its own position [23]. Another project gets a similar 
result using active sonar beacons—elapsed times between the receptions of chirps 
from the series of known-location emitters enable the robot to compute its location; 
in fact, an Iterated “Extended Kalman Filter” is used to merge pose estimates based 
on the active beacons with that based on dead reckoning [23].  
A geometric beacon is defined as “a special class of target which can be reliably 
observed in successive sensor measurements (a beacon), and which can be 
accurately described in terms of a concise geometric parameterization.” [23]. The 
beacons used are; typically walls, corners, and cylinders. A “Kalman Filter” is used 
to combine the “measured” location of nearby beacons with the “expected” location 
(based on odometry and the robot’s map) to compute new pose estimates [23]. An 
example of outdoor beacon based navigation uses beacons: that are such features 
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as “peaks,” “pits,” “ridges,” and “ravines”; these are appropriate to navigation in 
rough natural terrains [23].  
Several attempts have been made to use computer vision to detect and locate 
beacons in some examples. An “Extended Kalman Filter” is used to estimate 
position from odometry, sonar data, and the location of visually detected landmarks 
[23]. Their landmarks are selected by hand, choosing objects with strong vertical 
edges. Another approach presents an algorithm that determines both the 
correspondence between observed landmarks (vertical edges in the environment) 
and an “a priori” map, and the location of the robot from that correspondence.  The 
visual landmarks are detected and located using stereo vision techniques [23]. 
Another example is a work in sonar-based localization. A large number of sonar 
readings are obtained, each with the transducer rotated a few degrees from the 
previous. Then the polygon formed by the endpoints of these sonar “rays,” is taken 
and straight line segments are extracted from it. The interpretation-tree-based two-
dimensional matching algorithm and an a priori line-drawn map of the environment 
is used to produce interpretations (lists of possible “sonar segment=wall” pairings). 
Each interpretation corresponds to a pose for the robot. Then the sonar barrier test 
is used, which is defined as an additional constraint on sonar: that “an admissible 
robot configuration must not imply that any sonar ray penetrates a solid object.” This 
algorithm returns the interpretation that passes the sonar barrier test and has the 
greatest amount of sonar contour in contact with the walls [23]. Another example 
uses a similar approach, except that, maps made by the robot are used (both a map 
made of line segments and a map of cells), a laser rangefinder is used to obtain the 
sensory data, and an iterative algorithm is used to match the maps against the 
sensory data [23]. Another example uses sonar data to perform localization: The 
features like “edge,” “wall,” “corner,” and “unknown” features are extracted from this 
data, to find the transformation that maps each sensed feature onto a map feature of 
the same type. Then the transformations are plotted and clusters of similar 
transforms are looked for. This is similar to several matching algorithms based on 
the Hough Transform [23].   
3.2.1.1 Markov Localization   
It represents the robot’s belief by a probability distribution over possible positions 
and uses Bayes’ rule and convolution to update the belief whenever the robot 
senses or moves. Markov localization is a special case of probabilistic state 
estimation, applied to mobile robot localization [24]. 
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The key idea of Markov localization is to compute a probability distribution over all 
possible positions in the environment. Let ℓ = <x, y, θ> denote a position in the state 
space of the robot, where x and y are the robot’s coordinates in a world-centered 
Cartesian reference frame, θ and is the robot’s orientation [24]. The distribution 
Bel(ℓ) expresses the robot’s belief for being at position ℓ. Initially, Bel(ℓ) reflects the 
initial state of knowledge: if the robot knows its initial position, Bel(ℓ) is centered on 
the correct position; if the robot does not know its initial position, Bel(ℓ) is uniformly 
distributed to reflect the global uncertainty of the robot. As the robot operates, Bel(ℓ) 
is incrementally refined [24]. 
Markov localization applies two different probabilistic models to update Bel(ℓ), an 
action model to incorporate movements of the robot into Bel(ℓ) and a perception 
model to update the belief upon sensory input [24]: 
Robot motion is modeled by a conditional probability P(ℓ | ℓ’, a) (a kernel), specifying 
the probability that a measured movement action ‘a’, when executed at ℓ’, carries the 
robot to ℓ. Bel(ℓ) is then updated according to the following general formula, 
commonly used in Markov chains [24]: 
Bel(ℓ)  ← ∫ P(ℓ | ℓ’, a) Bel(ℓ’) dℓ’                         (3.3) 
The term P(ℓ | ℓ’, a) represents a model of the robot’s kinematics, whose probabilistic 
component accounts for errors in odometry. It is assumed that the odometry errors 
to be distributed normally [24]. 
Sensor readings are integrated with Bayes’ rule. Let s denote a sensor reading and 
P(s | ℓ) the likelihood of perceiving s given that the robot is at position ℓ, then Bel(ℓ) is 
updated according to the following rule [24]: 
Bel(ℓ)  ← α P(s | ℓ) Bel(ℓ)                         (3.4) 
Here α is a normalizer, which ensures that Bel(ℓ) integrates to 1. Strictly speaking, 
both update steps are only applicable if the environment is Markovian, that is, if past 
sensor readings are conditionally independent of future readings given the true 
position of the robot. Recent extensions to non-Markovian environments can easily 
be stipulated to the MCL approach; hence, throughout this paper will assume that 
the environment is Markovian and will not pay further attention to this issue [24]. 
Existing approaches to mobile robot localization can be distinguished by the way 
they represent the state space of the robot. 
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Kalman filter-based techniques: Most of the earlier approaches to robot localization 
apply Kalman filters. The vast majority of these approaches are based on the 
assumption that the uncertainty in the robot’s position can be represented by a 
unimodal Gaussian distribution. Sensor readings, too, are assumed to map to 
Gaussian-shaped distributions over the robot’s position [24]. For these assumptions, 
Kalman filters provide extremely efficient update rules that can be shown to be 
optimal (relative to the assumptions) Kalman filter-based techniques have proven to 
be robust and accurate for keeping track of the robot’s position. However, since 
these techniques do not represent multi-modal probability distributions, which 
frequently occur during global localization. In practice, localization approaches using 
Kalman filters typically require that the starting position of the robot is known. In 
addition, Kalman filters rely on sensor models that generate estimates with 
Gaussian uncertainty— which is often unrealistic [24]. 
Topological Markov localization: To overcome these limitations, different 
approaches have used increasingly richer schemes to represent uncertainty, moving 
beyond the Gaussian density assumption inherent in the vanilla Kalman filter. These 
different methods can be roughly distinguished by the type of discretization used for 
the representation of the state space [24]. Markov localization is used for landmark-
based corridor navigation and the state space is organized according to the coarse, 
topological structure of the environment. The coarse resolution of the state 
representation limits the accuracy of the position estimates. Topological approaches 
typically give only a rough sense as to where the robot is [24]. 
Grid-based Markov localization: To deal with multimodal and non-Gaussian 
densities at a fine resolution (as opposed to the coarser discretization in the above 
methods), grid-based approaches perform numerical integration over an evenly 
spaced grid of [24]. This involves discretizing the interesting part of the state space, 
and use it as the basis for an approximation of the state space density, e.g. by a 
piece-wise constant function. Grid-based methods are powerful, but suffer from 
excessive computational overhead [24]. Since the computational load is not carried 
by the robot’s MCU but the central computer, grid-based methods are applicable for 
this project.  Another drawback of grid-based methods is; priori commitment to the 
size and resolution of the state space [24]. In addition, the resolution and thereby 
also the precision at which they can represent the state have to be fixed beforehand. 
The computational requirements have an effect on accuracy as well, as not all 
measurements can be processed in real-time, and valuable information about the 
state is thereby discarded. Recent work has begun to address some of these 
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problems, using oct-trees to obtain a variable resolution representation of the state 
space. This has the advantage of concentrating the computation and memory usage 
where needed, and addresses the limitations arising from fixed resolutions [24]. 
3.2.1.2 Monte Carlo Localization (MCL) 
MCL is a version of Markov localization, a family of probabilistic approaches that 
have recently been applied with great practical success. In analogy with the general 
Markov localization approach outlined in the previous section, MCL proceeds in two 
phases [24]: 
Robot motion: When the robot moves, MCL generates N new samples that 
approximate the robot’s position after the motion command. Each sample is 
generated by randomly drawing a sample from the previously computed sample set, 
with likelihood determined by their p-values. Let ℓ’ denote the position of this sample 
[24]. The new sample’s ℓ is then generated by generating a single, random sample 
from P(ℓ | ℓ’, a) using the action a as observed [24]. The p-value of the new sample 
is N-1.  
 
Figure 3.3 : Sampling-based approximation of the position belief for a non-
sensing robot.[24] 
Figure 3.3 shows the effect of this sampling technique, starting at an initial known 
position (bottom center) and executing actions as indicated by the solid line. As can 
be seen there, the sample sets approximate distributions with increasing 
uncertainty, representing the gradual loss of position information due to slippage 
and drift. 
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Sensor readings are incorporated by re-weighting the sample set, in a way that 
implements Bayes’ rule in Markov localization. More specifically, let <ℓ, p> be a 
sample. Then [24] 
p ← α P(s | ℓ),                           (3.5) 
where s is the sensor measurement, and α  is a normalization constant that 
enforces 11 =∑ =
N
n n
p
. The incorporation of sensor readings is typically performed 
in two phases, one in which p is multiplied by P(s | ℓ), and one in which the various 
p-values are normalized [24].  
In practice, it is useful to add a small number of uniformly distributed, random 
samples after each estimation step. Formally, this is legitimate because the SIR 
methodology can accommodate arbitrary distributions for sampling as long as 
samples are weighted appropriately (using the factor p), and as long as the 
distribution from which samples are generated is non-zero at places where the 
distribution that is being approximated is nonzero - which is actually the case for 
MCL. The added samples are essential for relocalization in the rare event that the 
robot loses track of its position. Since MCL uses finite sample sets, it may happen 
that no sample is generated close to the correct robot position. In such cases, MCL 
would be unable to re-localize the robot [24]. 
3.3 Theoretical Background of Localization Algorithms  
The main concept underlying the localization algorithms presented in this project is 
that of the feasible pose. A feasible pose is one that is consistent with the available 
range and map information: the algorithms partition the robot’s configuration space 
into poses that conflict with available range information and poses that do not; these 
latter are the feasible poses [23]. Poses are feasible or infeasible relative to several 
parameters: a pose is feasible with respect to a map and a range vector if that pose 
places the robot such that the range vector terminates at an obstacle boundary and 
is otherwise unobstructed. A pose is feasible with respect to a map and a set of 
range vectors if it is feasible with the map and each of those individual range 
vectors. Feasibility can be determined within an error bound: to do this, the length of 
a range vector is allowed to vary within an uncertainty bound and determine the 
poses that are consistent with some pose plus-or-minus the uncertainty bound [23]. 
Feasibility can be extended within an error bound for multiple range readings, as 
well. The minimum error bound can also be determined for which there exist a 
 46 
feasible pose. Finally, with multiple range readings, the number of feasible range 
readings that are with a given pose and map can be count, and it is possible to look 
for poses that are feasible with a maximal number of the supplied range readings 
[23]. 
The feasible poses computation method for a particular map M and range probe z: 
At an intuitive level, the procedure is to find all locations for the robot where its 
rangefinder would return z in the world M represents. Treat z as a vector whose tail 
is located at the robot and whose head lies at an obstacle boundary: if z can be 
situated with its tail at a point p, such that the head of z touches an obstacle 
boundary, but no obstacle boundary intersects z anywhere other than its head, then 
p is a feasible pose for map M and range probe z. Figure 3.4 shows how the method 
of localization works. The feasible poses are denoted for a map M and a single 
range probe, z (resp. a set of range probes, Z) by FP(M,  z)(resp. FP(M,  Z)). Part 
(a) of Figure 3.4 shows a map, M. Parts (b), (d), and (g) show three vectors, x, y, 
and z, that represent three different range probes. Part (c) shows FP(M, x): the solid 
black lines are FP(M,  x), because those are all of the positions in M where the tail of 
x can be placed so that its head touches an obstacle, but its body does not. Parts 
(e) and (h) show FP(M,  y) and FP(M,  z). Part (f) shows FP(M,  {x, y}): the two black 
dots are the locations in M where FP(M,  x)and FP(M,  y) intersect. Since there are 
two dots, the two range probes, x and y, are insufficient to localize the robot in M 
uniquely. By taking a third range probe, z, though, the robot can be uniquely 
localized: part (i) shows the intersection of FP(M, x), FP(M, y), and FP(M, z). This 
intersection is located at the single black dot. Therefore, FP(M, {x, y, z}) is that 
single point, so the robot must be located at that point. 
3.3.1 The Underlying Spatial Representation 
The map-making technique chosen for this project is a variant of the statistical 
occupancy grid of which details will be explained in the next section. A simple 
occupancy grid is a bitmap, where ones represent occupied cells and zeroes vacant 
cells. The main idea behind the statistical occupancy grid is that, since range data is 
inexact, the contents of each cell should be a probability: a cell containing a high 
probability is likely to be occupied, while a cell with low probability is likely to be 
empty. An update rule based on Bayesian probability is used to maintain the 
contents of each cell based on range readings that impinge upon that cell [23]. This 
technique is chosen for a number of reasons, but primarily because a grid-based 
map-making technique fit best with the project. 
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Figure 3.4 : How the localization algorithm works: Given (a) a map M and (b) a 
range vector x, the set of feasible poses FP(M, x) can be determined. 
(c) (d) and (e) show y and FP(M, y). The black dots in (f) are FP(M, {x, 
y} ). (g) and (h) show z and FP(M,  z). (i) shows the single point which 
is FP(M, {x, y, z} ). The robot must occupy that position to get range 
vectors x, y, and z in map M [23]. 
Below; some of the terms and objects which will be used in this section are defined. 
A map in this section, a description of the environment is meant, which will typically 
be either a collection of polygons supplied as lists of edges, or a bitmap (a two-
dimensional binary array). A range probe or range vector is a vector whose length is 
the value returned by a rangefinder (typically, a laser rangefinder, an ultrasonic 
rangefinder or other distance measuring sensor) and whose orientation is the 
rangefinder’s heading relative to the robot’s coordinate frame [23]. 
3.3.2 The need for a localization algorithm 
In the domain of robotic manipulator arms, position sensing is a sensing primitive—it 
is typically possible to get a position reading that is within some (small) error bound 
of the actual position of the manipulator. Furthermore, the error bound is a constant; 
it does not grow over time and applies over all configurations of the arm [23]. With 
mobile robots, this assumption does not hold; odometry from wheel shaft encoders 
is fraught with error [23]. One method for tracking the position of a moving object is 
dead reckoning: starting from a known position and computing current position by 
integrating velocity over time. This works poorly in practice: control and sensing 
uncertainty integrated over time make the dead reckoning estimate of position 
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extremely inaccurate. Some work has been done toward developing localization 
techniques and algorithms that operate by comparing geometric representations of 
the robot’s environment with instantaneous sensory data, in such a way as to 
provide estimates of the robot’s pose within its map [23]. 
The main results for this section comprise algorithms to compute feasible pose sets. 
A feasible pose set is the set of all poses in the robot’s configuration space, C, 
which are feasible with the given inputs. 
 
Figure 3.5 : A range probe is a vector with its tail at the robot and its head at an 
obstacle boundary. Pose (a) is feasible under the shown range vector, 
but poses (b) and (c) are not [23]. 
Primarily the case where C is R2 (2-dimensional) and the robot has perfect 
orientation sensing, but no position sensing is considered. R2 × S1 configuration 
space can also be considered, where the robot has no knowledge or only limited 
knowledge about its orientation with respect to the world [23]. In this project, the 
robot is using a digital compass and as long as the compass is known to work 
properly, the second case would not be considered. 
3.3.3 Definition of the Localization Operation 
In the process of computing feasible poses a range reading is represented as a 
vector with the tail at the robot. In order for a given position within a geometric map 
to be consistent with a particular range reading, the following statement must be 
true: If the tail of the range vector is placed at the given position, then (i) the head of 
the range vector must lie on an obstacle but (ii) the body of the vector must not 
intersect any obstacles. This comes from the following interpretation of range 
reading: “a reading of 57 cm in direction θ means that there is nothing within 57 cm 
of the rangefinder in direction θ, but there is something at 57 cm.” [23]. Possible 
positions of the robot, given the positions of the obstacles, meet the following 
condition: any place the tail of the vector can be positioned such that the head of the 
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vector intersects an obstacle but no part of the body of the vector lies on an 
obstacle, represents a place where the robot can be and get that range reading [23]. 
Figure 3.5 demonstrates this interpretation. Given a range vector z, then compute 
the possible locations of the robot can be computed. Before feasible pose is defined 
precisely, a few definitions are needed: The Minkowski sum of two sets, X ⊕ Y is the 
vector sum of all points in X with all points in Y [23]: 
X ⊕ Y = {x + y | x ∈ X, y ∈ Y}.                 (3.6) 
X È Y is the vector sum of X with the 180ο rotation of Y [23]: 
X È Y = {x - y | x ∈ X, y ∈ Y}.                                   (3.7) 
⊕ is also called convolution; the Minkowski sum is mathematically closely related to 
the convolution integral used in signal processing. If x and y are points, ℓ(x, y) 
denotes the open line segment between (but not including) x and y. Let ∂X denote 
the boundary of the set X. Let M be a polygon representing the boundary between 
free space and obstacle in the robot’s map. Let z be the vector representing a given 
range probe. The feasible poses for model M and probe z can be expressed as [23]: 
FP(M, z) = ∂(M È z) – (M È ℓ (0, z ) ),                (3.8) 
where “-” denotes set difference. In fact, it can be dispensed with the ∂, because the 
interior of ( M È z)  is contained in ( M È ℓ ( 0, z ) ). This gives [23];  
FP(M, z) = (M È z) – (M È ℓ (0, z)).               (3.9) 
which is an equivalent definition, but that extends more easily to the case with 
uncertainty. For purposes of explication, two more sets are defined, D (M, z) and  
E (M, z) [23]: 
D (M, z) = (M È z),                  (3.10) 
E (M, z) = (M È ℓ (0, z)).                 (3.11) 
Since FP(M, z) = D(M, z) – E(M, z), D(M, z) is, in some sense, the set of points 
“added in” by the head of a given range probe, while E(M,  z) is the set of points 
“subtracted out” by its body. Figure 3.6 illustrates an example calculation of FP(M, 
z). Precise localization will, in general, take multiple range probes. Given a set of 
range probes Z, it is defined [23]: 
FP (M, Z) = 
Z∈z
I
 FP (M, z).                (3.12) 
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Figure 3.6 : (a) A set of polygons, M, and a range vector z. (b) M with D(M, z) 
overlaid. (c) D(M, z) with E(M, z) overlaid. (d) FP(M, z) = D(M, z) – 
E(M, z) shown with the original M [23]. 
Translational uncertainty is dealt with, by one of two mechanisms: the consistent 
reading method and the varying epsilon method. The consistent reading method 
says, “if FP(M, Z) is empty (there are no points in the intersection of the results of all 
range readings), what is the set of all poses that are contained in a maximal number 
of FP(M, z), for z∈ Z?” For example, suppose there are 24 range readings taken 
(say, one every 15ο), and no point in the map is in all 24 feasible pose sets, then 
look for the set of poses contained in any 23 of the sets, or any 22, and so on (this 
can be done without increased complexity, as explained below). This introduces a 
quality measure to the result: a point that is contained in all 24 point sets is a better 
match than one that is only contained in 23, or 22 [23]. This tactic enables the 
algorithm to be robust in the presence of bad range readings. Note that, in this 
context, Bad range readings are those that are missing or impossible, or which 
simply do not correspond to the actual distance from the sensor to the nearest 
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object in the appropriate direction—essentially, sensor values that are outside 
tolerance bounds. It also can handle the case where a movable obstacle in the 
robot’s vicinity occludes a stationary obstacle, causing one or more range readings 
to be different than expected (see, for example, Figure 3.7). The function that maps 
a point p ∈ C onto {0, 1} based on whether m ∈ FP(M, z) is XFP(M, z) . Given a set Z of 
m range readings, rnk(M, Z, p) ,is defined as the function from C to {0, 1, . . . , m} 
that, for each p ∈ C, counts how many FP(M, z) contain it [23]. Precisely, 
∀ p ∈  C, rnk(M, Z, p) =  ∑
∈Zz
zMFP pX )(),(                   (3.14) 
The set of points in C that are contained in a maximal number of FP(M, z) can now 
be defined. Let  κ = supp∈C (M, Z,.). Then define loc(M, Z) = { p |  rnk(M, Z, p) =  κ }. 
The varying-epsilon method for coping with uncertainty uses epsilon balls (it is 
referred to an uncertainty ball about the origin with radius ε as Bε. Bε will be an L2 
disk (Euclidean distance metric) unless otherwise specified). Given a map, M, and a 
range reading z ∈ R2, it is desired that all poses p where p ⊕ z ⊕ Bε  intersects an 
obstacle, but the portion of ℓ (p, p ⊕ z) lying outside p ⊕ z ⊕ Bε  does not. 
 
Figure 3.7 : The consistent readings method can handle new obstacles: if the robot 
(the circle) has a feasible pose under the twelve range probes shown in 
(a), it will still have a feasible pose meeting nine of the twelve range 
probes, when three of the range probes are changed by the 
introduction of a new obstacle [23]. 
The feasible poses for M and z are denoted with an uncertainty ball of radius ε by  
FPε (M, z) [23]. 
FPε (M, z) = (M È (z ⊕ Bε )) – (M È ℓ  (0, z (1 - ε / |z| ))            (3.15) 
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Again, the “additive” and “subtractive” parts of the formula are defined [23]:   
Dε (M, z) = M È z ⊕ Bε ,                      (3.16) 
Eε (M, z) = M È ℓ (0, z (1 - ε / |z|)),               (3.17) 
so that FPε(M, z) = Dε(M, z) - Eε(M, z). Now the range reading is treated as having 
the form, for instance, “57 cm plus or minus 2 cm.” While FP(M, z) are typically sets 
of line segments, FPε(M, z) is typically a set of two-dimensional “bands” that are, in 
effect, the line segments “grown” by ". The intersection of two or more FPε(M, zi) is 
also typically a set of two-dimensional regions, rather than a set of points or 
segments. 
Now the quality of a match is measured by saying “how large must  ε be selected in 
order to find a point that is in every feasible pose set?” It is also possible to combine 
the consistent reading method and the varying epsilon method by asking “How large 
does epsilon need to be selected, so that there exists a point that is in, say, 90% of 
the feasible pose sets?” (If there is m range probes, what is the minimum epsilon 
such that there exists a point that is contained within ≥ 0.9m of the FPε(M, z)?) 
Figures 3.8 - 3.12 shows an example of localization with three range probes. The 
first figure depicts the map, M, and the three uncertain range probes, z1 through z3; 
the next three show the Dε and Eε sets for the three range probes. The fifth figure 
shows FPε(M, Z), the region that is consistent with all three range probes, overlaid 
with the original M and the three Dε [23].  
 
Figure 3.8 : A localization example: A map (the black squares), three range probes 
(z1, z2, and z3), and an uncertainty ball of radius ". For Figures 3.8–
3.12, the small, partially occluded grey squares key the shading of 
D(M, zi ). The darker, unoccluded grey squares key the shading of E(M, 
zi ) [23]. 
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Figure 3.9 : D(M, z1) and E(M, z1) [23]. 
 
 
Figure 3.10 : D(M, z2) and E(M, z2) [23]. 
 
Figure 3.11 : D(M, z3) and E(M, z3) [23]. 
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Figure 3.12 : Here, it is shown the three FP(M, zi) = D(M, zi ) – E(M, zi ) overlaid. 
The white rectangle with two curved corners in the center is the 
intersection, FP(M, {z1, z2, z3}) [23]. 
3.3.4 Exact Algorithms for Localization in R2 
Given localization operations that was just defined, now the algorithms to compute 
the various feasible pose sets, can be defined. The first set of algorithms is exact 
combinatorial algorithms to perform localization when the map is a set of polygons in 
the plane. Initially, the geometric framework is defined for these exact algorithms 
and a rough sketch of a brute force algorithm to perform the localization operation is 
provided.  
Equation (3.18) states that for map M and probe z [23]: 
FP(M,  z) =  M È z –  M È ℓ ( 0, z ) ).            (3.18) 
This is the set-theoretic definition of the feasible pose set for a given map and 
probe. 
An algorithm for computing feasible pose sets can be developed directly from this. 
Suppose M is a set of convex polygons with n vertices and edges. D = M È z in time 
O(n) can be computed. Also E = M È ℓ (0, z) in linear time can be computed: It was 
shown that B È A, for convex polygons B and A with b and a vertices, respectively, 
can be computed in time Θ (a + b). This time bound is achieved by building the 
result set directly by merging the edge lists of A and B in order of increasing 
orientation relative to the coordinate system. If the closure of ℓ (0, z) was treated as 
the boundary of a two-sided polygon, then this result can be applied to the problem. 
Note that D is simply M translated by -z, and is therefore still a set of polygons. E is 
a set of polygonal regions, but each region is an open set. Taking the set difference 
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can be done in a naive fashion in O(n2) time by taking the set difference between 
each region P+ in D and each region P- in E, yielding exactly FP(M, z). Note that it is 
important in the exact case that the regions in E was treated as open, since the 
boundary of a region in E includes the boundary of the corresponding region in D 
(this follows from the definition), so if the E objects was not treated as open sets,  no 
feasible poses would be obtained. 
This algorithm can be adapted to the varying-epsilon method in a straightforward 
fashion: Dε is computed by convolving M with z ⊕ Bε, Eε by convolving M with  
ℓ (0, z (1 - ε / |z|)), as per (4). The cost of computing Dε and Eε is still linear. The 
brute-force algorithm for the zero-uncertainty case is just described, can still be used 
here, except for two changes. First, there is no longer a need to worry about the 
boundaries of the E objects, and all regions in both D and E can be treated as 
compact. Second, if the uncertainty region is an L2 disk, then for circular arcs in the 
boundaries of the objects have to be allowed. While this higher algebraic complexity 
creates additional implementation details, it has no effect on asymptotic 
combinatorial cost. 
For a set Z of m different range probes, FPε(M, Z) can be computed 
straightforwardly by first computing each FPε(M, z) and then computing the 
intersection of those m sets. In general, a set of k linear and circular segments in the 
plane can have O(k2) intersections. Thus, if M has n edges, each FPε(M, z) has 
complexity O(n2), so the union of all of the FPε(M, z) has complexity O(mn2). Hence,  
the intersections of the union in time4 O(n4m2) can be computed. A property of each 
individual FP(M, z), however, yields a tighter bound. Remember that the complexity 
of U is the number of edges and vertices required to describe it, while the complexity 
of an arrangement ¢ is the number of vertices required to describe it. This 
complexity (¢’s) is bounded from above by O(N + s), where N is the complexity of 
the generating sets, and s is the number of intersections between elements of these 
sets. In this case, N = O(mn2) because FP(M, z) has complexity O(n2) and there are 
m z’s: 
LEMMA 1. Suppose Z contains m range probes. Let U be the union
Zz∈
U FPε(M, z). 
Then (i) the complexity of U is O(mn2), and (ii) the number of intersections in the 
arrangement ¢ generated by the sets {FPε(M, z)}zεZ is O(m2n2). The number of 
intersections in ¢ is O(m2n2). 
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PROOF: It is just shown that (i) if M has n edges, each FPε(M, z) has complexity 
O(n2), so the union of all of the FPε(M, z) has complexity O(mn2). (ii) Although there 
are O(n2) segments on the boundary of an individual FPε(M, z), they all lie on 
∂(Dε(M, z)), which is just a translation of the boundary of M ⊕ Bε. The segments, 
therefore, lie on O(n) lines and circles. In addition, the interiors of these segments 
do not overlap. Thus, there can only be O(n2) intersections between them. 
Analogously, when the union of m FPε(M, z) was taken, the O(mn2) segments lie on 
O(mn) lines. ¢, therefore, can only have O(m2n2) intersections. 
In fact, these bounds are tight: 
LEMMA 2: (i) The complexity of U is Θ(mn2), and (ii) the number of intersections in 
the arrangement ¢ is Θ(m2n2).  
PROOF: Figure 3.13 shows a set of polygons, M, which has n edges. It also shows 
FP(M, z) for a sample range probe, z. If M has n / 8 vertical rectangles and  
n / 8 horizontal rectangles, there are Ù(n2) of the open squares between the  
 
Figure 3.13 : A lower bound: M has n edges, but FP(M, z) has O(n2) connected 
components [23].  
rectangles. Each open square contains part of FP(M, z), so FP(M, z) must have size 
Ù(n2). FPε(M, z) for ε smaller than half the size of the open squares, has similar 
appearance, but with regions such as shown in Figure 3.14. (ii) If there is a set of m 
different range probes, Z, such as the ones shown in Figure 3.14, with each z ∈ Z 
shorter than the size of those open squares, each FPε(M, z) will have that same 
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complexity. U, therefore, for this M and Z, has Ù(m2)  edges. Furthermore, Z can be 
selected such that each FPε(M, z) intersects every other within each of the open 
squares. In that case, each square contains Ù(m2)  intersections, leading to Ù(m2n2)  
intersections overall. Lemma 1 gives that upper bounds equal to these lower 
bounds, allowing to be concluded that these bounds are Θ-tight. 
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4. LOCALIZATION AND MAPPING: APPLICATION 
In this project mapping and localization is managed simultaneously (SLAM) as it 
was mentioned before. A grid-based approach is used for mapping; therefore the 
global map of the environment is represented as an occupancy grid (a matrix of 
cells, each having a value that indicates whether that cell is empty or occupied) [18]. 
4.1 Occupancy Algorithm: Mapping 
A 2-dimensional grid is used to provide a map of the robot’s environment. The grid 
map consists of a matrix of cells, each containing an occupancy value and a 
certainty value. These values are used by the occupancy and localization algorithms 
respectively [18].  
The occupancy algorithm creates a map of the environment by integrating data 
collected over time. As the robot explores its environment, information from range 
sensor sweeps is combined with information about the robot's location to update the 
occupancy values for the global grid map. Thus the occupancy value for each cell in 
the grid indicates whether the cell is occupied, empty or unexplored. The occupancy 
value ranges from 0 to 1. An initial value of 0.5 is used to mark this cell as 
undecided (unexplored) [18].  
In Figure 4.1 the test environment of the robot is represented. It is simply a room of 
5m x 4m dimensions and 2 boxes in it. The robot is expected to explore the room 
and send the distance information it gathered to the central computer. It is also 
expected to avoid the two boxes in the room and once the mapping of the room is 
complete the robot is expected to navigate to the desired location. 
The occupancy grid used in the experiment has 5 cm x 5 cm dimension cells. 
Therefore the resolution of the localization algorithm is 5 cm for both dimensions. 
The mapping algorithm works as follows: Once the exploration is started, the 
algorithm assumes that the robot is located at coordinates (0, 0) (localization). Then 
the robot makes the first sweep of the range sensor as mentioned in chapter 2. 
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Figure 4.1 : Test Environment 
These eleven range vectors form the initial global map of the environment 
(mapping). Then robot goes to its next position due to its exploration algorithm 
described in chapter 2 and makes its second sweep. This time, before updating the 
global map, the algorithm must localize the robot. Once the robot is localized, the 
occupancy grid and therefore the global map is updated. Figure 4.2 show the flow 
chart for the mapping algorithm for the central computer. 
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Figure 4.2 : Mapping Flow Chart 
4.2 Localization 
Localization requires as input: the global map with the occupied cells, a range 
sensor sweep (consisting of an array of range vectors) and optionally an estimated 
location (from the dead reckoning algorithm). If the estimated location is not 
available localization will be performed in the complete map; otherwise the 
localization will be restricted around the estimated location [18]. 
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4.2.1 Dead Reckoning 
Normally, dead reckoning cannot be applied to a legged robot unless the robot is 
using a static and well defined walking gait. In this project, the robot is using a tripod 
gait. This gait is not adaptive and therefore is not changing according to the 
environment conditions and the distance traveled with one cycle of the gait is 
approximately known. By counting the number of steps the robot has taken; the 
distance traveled by the robot can be approximated and this can be accepted as a 
sort of dead reckoning. In this project, one cycle of the robot’s gate is approximately 
20 cm. During exploration; after each sweep of the range sensor, the robot moves 
one cycle (2 steps) which is approximately 20 cm, the error percent of the dead 
reckoning is not expected to be very high. By using dead reckoning, grid map can 
be updated a couple of times without using the feasible poses localization method. 
Besides; for a large map, dead reckoning can reduce the feasible pose computation 
time by limiting the map to be calculated within a smaller region. 
4.2.2 Localization Algorithm 
There are two important concepts for achieving localization for this project. One of 
them is feasible poses, and the other is the certainty values of the cells in the 
occupancy grid.  The simple flow chart of the algorithm is shown in Figure 4.3. 
In the flow chart two things are missing: the case in which the algorithm cannot 
determine any feasible pose that matches with the occupancy grid values. In this 
case dead reckoning is used to approximate the localization of the robot and the grid 
is updated with that assumption. Then the localization process is executed again. 
The other case is when the algorithm determines more than one possible location 
for the robot. But this is not very possible unless the range readings are very few or 
the geometrical orientation of the environment is specifically designed to fake the 
algorithm. 
 62 
 
Figure 4.3 : Localization Flow Chart 
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4.3 The Software 
4.3.1 Architecture 
Csharp 2.0 is used to develop the software used to communicate with the robot and 
perform mapping and localization. The development environment used is Visual 
Studio 2005. The main classes of the software are shown below: 
 
Figure 4.4 : Classes 
4.3.1.1 Engine Class 
Engine class is the heart of the software. All the logic is embedded in this class. The 
main methods are “LocateRobot”, which calculates the location of the robot using 
the sensor sweep data, “UpdateMap”, which calculates the occupancy values on the 
map, using the location of the robot and the sensor sweep data and “RenderMap“, 
which renders the map on the screen after each update of the map. 
4.3.1.2 Map Class 
Map is the main data object. It hosts most of the objects in the system. The 
occupancy grid is represented by the “CellMatrix” array. Location of the robot is 
determined by detecting the cell with the maximum certainty value. 
4.3.1.3 SensorSweep Class 
Sensor sweep hosts the sensor readings. By default it stores 18 sensor readings. 
Each reading has a distance and orientation property.These data is then converted 
to vector representation. 
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4.3.2 Features 
As described earlier, the software running on the central computer communicates 
with the robot via the radio module by using the RS232 protocol.  The software 
listens the specified serial port and reads the data transmitted. If the default 
connection settings do not work, then the settings of the COM port must be edited 
using the specified screen shown in figure 4.5.  
 
Figure 4.5 : COM port settings 
Once the connection is succeeded this means that the computer and the robot are 
ready to communicate. The software has 6 modes of behavior. In “User control” 
mode, the robot waits for user commands. In “Mapping” mode the robot performs 
mapping. This is the most important feature. In “Reactive” mode the robot reacts to 
the moving objects and avoids them if they approach to the robot. In “Calibrate 
Servos” mode the robot holds its servos in the middle positions so that they can be 
calibrated. In “Sensor sweep” mode the robot takes sensor sweeps only. In 
“Explore” mode, the robot explores its environment freely.  
In the below figure, the demo screen of the software is shown. On the map, some 
random reading values are assumed and rendered. The control panel controls are 
for user remote control of the robot. With the “Send” button shown in below, one 
character commands can be sent to the robot to take full control of the robot. 
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Figure 4.6 : Demo screen 
4.3.3 Mapping Demonstration 
The following screen shots describe how mapping takes place visually. In the first 
figure, the map after the second sweep is shown. The white region shows the 
unoccupied cells, the black parts show the occupied cells, the gray region shows the 
unexplored cells. The robot is represented with the purple rectangle in the middle. 
The black lines represent the last sensor sweep. 
In the first sweep Robot locates itself at the origin of the map, since there are no 
occupied cells on the map. The robot then moves to its next position and locates 
itself as in the figure below. The robot is located at point P(0,10) with 52 degrees 
orientation correctly. Then the second sweep is taken and the map is updated. The 
test is performed in the test environment of which diagram was shown above in 
section 4.1.  
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Figure 4.7 : Situation after the second sweep 
 
Figure 4.8 : Third sensor sweep 
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After the third sweep, the robot is correctly located at P (10, 30). The map of the 
environment is clearer.  
 
Figure 4.9 : Forth sensor sweep 
After the fourth sweep, the robot is correctly located at P (20, 40). However the map 
has some errors due to the reflections. When the readings are taken too closely to 
the objects, they can cause faulty results.  
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5. RESULTS AND RECOMMENDATIONS 
The objective of the project was to solve the problem of localization and mapping for 
mini, legged mobile robots with a real design and an optimum solution. The 
objective is mostly achieved.  The design of the robot was modified to satisfy the 
requirements of the project and the robot was constructed according to the modified 
design.  The design of the robot is simple and sufficient for the objective of this 
project but still it can be improved without increasing the cost of the project 
significantly. More than one sonar sensor can be used to achieve better mapping. 
Bluetooth technology can be used for computer robot communication.  
The algorithms for mapping and localization were obtained by modifying, simplifying 
and combining some other algorithms.  The performance of both algorithms can be 
improved by considering the cases that were simply neglected during the design of 
the algorithms. Considering the effects of reflections of sound waves during sonar 
sensor measurements would be a good starting point. For increasing the intelligence 
and flexibility of the system, artificial neural networks and fuzzy logic can be taken 
into account for further improvement of the algorithms. Fuzzy logic can take part for 
both obstacle avoidance and updating the occupancy grid certainty and occupancy 
values. Artificial neural networks can also take part especially when the robot is 
supposed to learn a given or dynamically built map 
The software implementing the algorithm can be improved by adding new features 
such as map saving, loading and printing functionality. Adding zoom and pan 
options for viewing the map can also be considered. 
The results were satisfying the objectives of the project. The robot-computer couple 
is capable of constructing a very simple map of the environment within the 
communication range of the system which is about 200-300 meters.  
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