Abstract. A genetic splicing system involves DNA molecules mixed with enzymes and a ligase that allow the molecules to be cleaved and recombined to produce other molecules in addition to the original ones. Recently, using formal language theory, several researchers have investigated the string properties of DNA molecules that may potentially arise from the original set of molecules under the effect of the given restriction enzymes. This paper introduces an algorithm which, given a splicing system whose initial set of strings is regular, constructs a finite state automaton that recognizes the set of DNA molecules spliced by the system. This algorithm solves the open problem of constructing such an automaton and shows a direct approach to the proof of regularity of spliced languages.
1. Introduction. Genetic splicing is one of the most popular techniques in the field of genetic engineering. It involves restriction enzymes and DNA molecules. Restriction enzymes are endodeoxyribonucleases that recognize specific nucleotide sequences in double-stranded DNA and cleave both strands of the double helix. In molecular biology each double-stranded DNA molecule is represented in terms of paired symbols from four alphabet A, T, C, and G, which denote adenine, cytocine, guanine, and thymine, respectively. The pairs are A/T , T /A, G/C, and C/G. In [5] , Head used formal language theory for the study of the potential effect of a set of restriction enzymes and a ligase that allow a set of DNA molecules to be cleaved and reassociated to produce further molecules. He introduced a new generative formalism called a splicing system as an abstract model for such a biological setting and analyzed the associated languages.
The effect of a restriction enzyme is to cut the molecule into two pieces at a specific pattern of the molecule which is defined by the enzyme involved. Notice that G/C on the left piece (in this notation G is from the top string of the piece and C from the bottom string) and C/G on the right are not involved in the cut. However, they are needed for finding the right pattern and the cut that takes place. Enzymes are classified into two groups depending on where the overhangs occur. In the above example, the left piece has the overhang on the lower half of the strand and the right piece on the top half.
There are enzymes which cut the other way. For example, enzyme HhaI GCGC CGCG will cut the above molecule as follows.
. [5] , it was proved that if the initial set of DNA strings is finite, the strings generated by the system are strictly locally testable [5] , and if the initial set is regular, the set of strings generated is also regular [1] . In [2] an algorithm was presented which, given a splicing system, constructs an automaton which recognizes the language of the splicing system. This algorithm works only for the class of permanent splicing systems. It has been an open problem to develop a more powerful algorithm that does not require the permanence property of splicing systems.
We solve this open problem by introducing an algorithm which uses the so-called monomialization technique that we have developed based on the concept of input memory span of [7] . Given a splicing system with its initial set of strings given in terms of the finite state transition graph of an automaton that recognizes the set, our algorithm constructs an automaton that recognizes the set of strings generated by the system. This paper also shows constructive proofs of the strict locality in [5] and the regularity in [1] of the spliced languages.
Section 2 describes a formal definition of genetic splicing systems which abstracts the above biological concept, investigates the language generated by a splicing system, and introduces lemmas that will be used in sections 4 and 5. Section 3 develops useful concepts and related lemmas concerning finite state transition graphs that will be used in sections 4 and 5 together with the ones developed in section 2. Section 4 introduces an algorithm which constructs an automaton for a given splicing system and analyzes its output. Section 5 proves the main theorems of the paper and, finally, section 6 gives some concluding remarks.
2. Splicing systems. This section formally defines splicing systems, which were first introduced in [5] , and develops some lemmas that will be used in sections 4 and 5.
Definition 2.1 (see [5] ). A splicing system is a quadruple S = (A, I, B, C), where A: a finite alphabet, I: a set of initial strings in A * , and B, C: finite sets of triples (u, x, v), u, x, v ∈ A * . Note that the size of I can be infinite. The sets B and C are called left-hand patterns and right-hand patterns, respectively. A substring uxv in a string over the alphabet A is called left-hand site if (u, x, v) is a left-hand pattern and right-hand site if (u, x, v) is a right-hand pattern. String x is called the crossing of the site uxv. In this paper we will use u, x, and v, and their subscript symbols to denote patterns and sites. For a string wuxvz with a site uxv, we call wux the left half of wuxvz with respect to site uxv, and xvz the right half of wuxvz with respect to site uxv. We assume that for each string in I there are an unbounded number of copies available whenever they are needed for splicing. In the biological sense, we may assume that alphabet A consists of the four symbols each representing one of the four paired symbols A/T, T /A, G/C, and C/G, and B and C represent, respectively, the two types of enzymes depending on the locations of the overhangs.
Definition 2.2. For a splicing system S = (A, I, B, C), by L(S) we denote the set of strings generated by S which is formally defined as follows.
(1) I ⊆ L(S).
(2) If w 1 u 1 xv 1 z 1 and w 2 u 2 xv 2 z 2 are in L(S), and u 1 xv 1 and u 2 xv 2 are sites of the same hand, then w 1 u 1 xv 2 z 2 and w 2 u 2 xv 1 z 1 are also in L(S). A language L is splicing language if there exists a splicing system S which generates L. In part (2) of the above definition, string w 1 u 1 xv 2 z 2 is produced by splicing w 1 u 1 xv 1 z 1 and w 2 u 2 xv 2 z 2 on sites u 1 xv 1 and u 2 xv 2 , respectively. Notice that w 1 u 1 xv 2 z 2 is formed by writing the left half of w 1 u 1 xv 1 z 1 w.r.t u 1 x 1 v 1 followed by the right half of w 2 u 2 xv 2 z 2 w.r.t. u 2 xv 2 with the crossing x overlapped. We will denote this operation as follows:
Notice that spliced sites are underlined. In the literature the following two classes of splicing systems have been studied, in particular, for their language properties and characterizations in terms of finite state automata. Definition 2.3 (see [2] ). A splicing system S = (A, I, B, C) is permanent if, for each pair of strings w 1 u 1 xv 1 z 1 and w 2 u 2 xv 2 z 2 in A * with sites u 1 xv 1 and u 2 xv 2 of the same hand, it has the following property: if y is a substring of w 1 u 1 x (respectively, xv 2 z 2 ) that is the crossing of a site in w 1 u 1 xv 1 z 1 (respectively, w 2 u 2 xv 2 z 2 ), then this same substring y of w 1 u 1 xv 2 z 2 is the crossing of a site in w 1 u 1 xv 2 z 2 .
Notice that the substring y must exist either in w 1 u 1 x of w 1 u 1 xv 1 z 1 or in xv 2 z 2 of w 2 u 2 xv 2 z 2 .
Definition 2.4 (see [5] ). A persistent splicing system is defined as Definition 2.3 with the word "is" occurring in boldface replaced by "contains an occurrence of."
Clearly, permanence implies persistence. To help the reader understand the above two definitions, consider the following operation of a splicing system:
Since x is a substring in w 1 u 1 x that is the crossing of a site in w 1 u 1 xv 1 z 1 , if the system is permanent, then the same x in w 1 u 1 xv 2 z 2 is the crossing of a site in w 1 u 1 xv 2 z 2 . If the system is persistent, the same x contains an occurrence of the crossing of a site in w 1 u 1 xv 2 z 2 . In other words, w 1 u 1 xv 2 z 2 contains a site whose crossing is contained in the substring x. Now, suppose that w 1 u 1 xv 2 z 2 = w 3 u 3 x 3 v 3 z 3 such that u 3 x 3 v 3 is a site and the crossing x is contained in x 3 v 3 z 3 . Consider the following splicing operation:
The substring x, which is contained in x 3 v 3 z 3 , also exists in w 4 u 4 x 3 v 3 z 3 and, hence, the same x should have the crossing of a site. Now, we investigate some interesting splicing operations and introduce several lemmas that will be used in section 5. We need the following well-known theorem (e.g., [4, p.7] ).
Theorem 2.5. Let α, γ ∈ A + and β ∈ A * such that αβ = βγ. Then there exist α 1 , α 2 ∈ A * and p ≥ 0 such that α = α 1 α 2 , γ = α 2 α 1 , and β = α p α 1 = α 1 γ p . Note that p = ⌊|β|/|α|⌋ and |α 1 | = |β| mod |α|. Lemma 2.6. Let α, β, γ ∈ A + such that αβ = βγ. Then, for all k > |β|, string β is a substring of both α k and γ k . Proof. By Theorem 2.5 there are α 1 , α 2 ∈ A * such that α = α 1 α 2 and β = α
of a splicing system S = (A, I, B, C) such that for some sites uxv, u 1 x 1 v 1 , and u 2 x 2 v 2 ,
We prove the lemma by showing that w 11 uxv(y 0 ) k z 2 ∈ L(S), for all k ≥ 1, by induction. The following splicing operation shows that w 11 uxv(y 0 ) k z 2 ∈ L(S) for k = 1:
The following sequence of splicing produces w 11 uxv(y 0 ) i+1 z 2 :
in Lemma 2.7, we get w 11 = w 12 = w 31 and w 21 = w 22 = w 32 , and the first two expressions of the lemma become redundant. For this simple case of the lemma we present the following corollary.
Corollary 2.8. Let w ∈ L(S) of a splicing system. If w = w 1 uxvz = w 2 uxvy 0 z, for some w 1 , w 2 , z ∈ A * , y 0 ∈ A + and a site uxv, then w 1 uxv(y 0 ) * z ⊆ L(S). Lemma 2.9. Let w 1 , w 2 , w 3 ∈ L(S) of a splicing system S that satisfies the condition of Lemma 2.7 above. Then there exists a constant c such that for all k ≥ c, the string (y 0 ) k contains the site uxv. Proof. Conditions (1), (2) , and (3) of Lemma 2.7 implies that strings w 1 , w 2 , and w 3 can be superposed as shown in Figure 1 . In the figure, heavy vertical lines indicate exact positions and others can vary. It is easy to see that the longest string among uxvy 0 , u 2 x 2 v 2 y 2 y 0 , u 1 x 1 v 1 y 1 , and uxv has the others as suffixes. The figure shows the case in which u 2 x 2 v 2 y 2 y 0 is the longest. Whichever the case, we have zuxv = uxvy 0 for some z ∈ A + . By Lemma 2.6 with β = uxv and γ = y 0 , string y 0 k contains the site uxv for all k > |uxv|. Lemma 2.10. Let w 1 , w 2 , w 3 ∈ L(S) of a splicing system S = (A, I, B, C) such that
* and y 0 ∈ A * , where uxv and u ′ xv ′ are sites of the same hand, and u 1 x 1 v 1 and u 2 x 2 v 2 are arbitrary sites. Then
, and w 31 u 1 x 1 v 1 y 1 = w 32 u 2 x 2 v 2 y 2 y 0 . We will prove the lemma by showing that w 11 ux(v
The following splicing operation shows that w 11 ux(v
Then by the property of w 1 , we have
We can produce w 11 ux(v ′ y 0 ) i+1 z 2 by the following sequence of splicing operations:
y 2 , the first two expressions become redundant. For this simple case of the lemma we present the following corollary.
Corollary 2.11. Let w ∈ L(S) of a splicing system S such that w = w 1 uxvz = w 2 u ′ xv ′ y 0 vz for some w 1 , w 2 , z ∈ A * and sites uxv and u ′ xv ′ of the same hand. Then
. Lemma 2.12. Let w 1 , w 2 , w 3 ∈ L(S) of a splicing system S that satisfies the condition of Lemma 2.10 above. If S is persistent, there exists a constant c such that for all k ≥ c the string (v ′ y 0 ) k contains a site. Proof. It suffices to show that x is a substring of (v ′ y 0 ) k . As for the proof of Lemma 2.9, we can superpose w 1 , w 2 , and w 3 as shown in Figure 2 , which implies zx = xv ′ y 0 for some z ∈ A + . By Lemma 2.6 with γ = v ′ y 0 and β = x, string x is a substring of (v Fig. 2 . Superposing w 1 , w 2 , and w 3 for Lemma 2.12.
3. Automata and input memory spans. This section investigates finite state transition graphs and develops some concepts and lemmas that will be used in sections 4 and 5 for constructing an automaton which recognizes the language of a given splicing system. In this paper we use the notation of [9] for the automaton M = (Q, A, δ, q st , F ). The automata that our algorithm constructs is nondeterministic. Thus, δ(p, x) ⊆ Q, for a state p ∈ Q and string x ∈ A * . We write q ∈ δ(p, x) to refer to a sequence of transitions in response to the input string x beginning at p and ending at q. (Note that q st designates the start state of an automaton.) By a graph we mean the state transition graph of the automaton, which is an edge-labeled directed graph. Following the convention we allow an edge to have more than one label. We assume that every state is reachable from the start state, and from every state an accepting state is reachable. Hence, the graph does not have dead states.
A path is a sequence of, possibly repeating, states q 0 q 1 . . . q n such that there is a directed edge from q i to q i+1 , 0 ≤ i < n. An accepting path is a path which starts from the start state and ends in an accepting state. A span is a string of symbols collected along a path one symbol from each edge. Notice that there can be more than one span on a path because more than one symbol can be assigned on an edge. If q ∈ δ(p, x), there is a path from p to q which has span x. An accepting span is a span of an accepting path. By A k (A ≤k ), we denote the set of strings of length k (≤ k) over the alphabet A. By L(G) we denote the set of accepting spans in state transition graph G, i.e., the language of the automaton represented by graph G. We need the following definition which was introduced in [7] .
Definition 3.1 (input memory span). Let M = (Q, A, δ, q st , F ) be an automaton. A string w is an input memory span (IMS) of state q if there is a state p such that q ∈ δ(p, w). For a state q ∈ Q and a nonnegative integer k, the set of input memory spans of order k of state q, denoted by IM S(q, k), is defined as follows:
We can prove that this definition is equivalent to the statement of the following lemma which is used for computing IM S(q, k) of all states q of a given automaton as shown in Figure 3 . We leave the proof of the lemma for the reader.
Lemma 3.2. Let q be a state of an automaton M = (Q, A, δ, q st , F ); then IM S(q, k) can be defined as follows.
(1) IM S(q, 0) = {ǫ} and, for all k ≥ 0, ǫ ∈ IM S(q st , k).
(2) For k > 0, a ∈ A and x ∈ A * xa ∈ IM S(q, k), if and only if there exists p ∈ Q such that x ∈ IM S(p, k − 1) and q ∈ δ(p, a).
Procedure Compute IMS(G, k) (//G is a finite state transition graph which is defined as G = (A, Q, δ, q st , F ).
This procedure computes IM S of order k of all states in G. //) for each state q ∈ Q let IM S(q, 0) = {ǫ}; 
Definition 3.3 (monomial state, monomial automaton).
A state q is monomial with respect to string x, if x ∈ IM S(q, |x|) or x is the only IMS of length ≤ |x| of q, i.e., {x} = IM S(q, |x|). An automaton is monomial w.r.t. string x if every state of the automaton is monomial w.r.t. x. An automaton is monomial of order k if every state of the automaton is monomial w.r.t. every string of length k.
If a state q of an automaton is not monomial w.r.t. a string x, we can transform the automaton to an equivalent one such that the state is monomial w.r.t. x. Appendix A shows an algorithm for monomializing a state transition graph G w.r.t. a string x. (For now, ignore statements 5 and 11 which are for algorithm SP LICE in Appendix B to block splitting "merged" transitions. We will be back to this later in section 4.)
The basic idea is state splitting. Let x = a 1 a 2 . . . a n , n ≥ 1, and x i = a 1 a 2 . . . a i , with x 0 = ǫ. By definition, the graph G is monomial w.r.t. the null string ǫ. Suppose that G is monomial w.r.t. string x i , i < n. If a state q is not monomial w.r.t. a string x i a i+1 , then the algorithm splits q into two equivalent states, say q 1 and q 2 , such that IM S(q 1 , i + 1) = {x i a i+1 } and x i a i+1 ∈ IM S(q 2 , i + 1). Figure 4 shows an example of monomializing a graph w.r.t. string aaaa. Notice that state q in part (a) of the figure, which is not monomial w.r.t. string aaaa, is split into two together with its ancestors along the path (of shaded nodes) which has span aaaa.
Lemma 3.4. Let M be an automaton with n states and alphabet size c. Automaton M can be monomialized to order k by increasing the number of states to no more than nc k+1 . Proof. By Definition 3.1, for a state q, we have
Hence, by splitting each state into no more than c k+1 equivalent states we can monomialize the automaton to order k. The resulting automaton will have no more than nc k+1 states. Definition 3.5 (see [8] ). f k (x): the prefix of x of length k, t k (x): the suffix of x of length k, and I k+1 : the set of all substrings of x of length k + 1. A language L ⊆ A * is (k + 1)-testable in strict sense ((k + 1)-LT SS) if and only if there exists finite sets α, β, and γ such that
A language is strictly locally testable (or locally testable in the strict sense, or LT SS) if it is (k + 1)-LT SS for some k ≥ 0.
In other words, a language is LT SS if its membership of a string x can be decided by inspecting the substrings of x of some constant length. It is irrelevant to the order of appearance of the substrings and other global properties of the string. An automaton is LT SS if its language is LT SS. Theorem 3.6 below shows a simple necessary and sufficient condition that the state transition graph of a reduced deterministic finite automaton should have if it is LT SS.
In [5] , it is shown that the languages generated by persistent splicing systems are strictly locally testable if the initial set I is finite. This proof was based on an algebraic property of locally testable languages. In section 5 we will give another proof of this fact by showing that the automaton constructed in section 4 is strictly locally testable. For the proof we use the following property of the state transition graphs of strictly locally testable automata that we introduced in [6] . Theorem 3.6 (see [6] ). Let M = (Q, A, δ, q st , F ) be a deterministic finite state automaton which is reduced. The language L(M ) is LT SS if and only if there is no pair of distinct states p, q ∈ Q which are not dead state and w ∈ A + such that δ(p, w) = p and δ(q, w) = q.
In other words, an automaton is not LT SS if its state transition graph has two distinct looping paths with the same span. For example, Figure 5 (a) shows an automaton which violates Theorem 2.5 in two cases: one is δ(r, 0) = r and δ(q, 0) = q, and the other is δ(p, 011) = p and δ(q, 011) = q. The automaton in Figure 5 If the state transition graph of a nondeterministic automaton does not have two identical looping paths, then it is LT SS because its reduced deterministic version of the state transition graph will also have no such looping paths as we now prove.
Lemma 3.7. Let M = (Q, A, δ, q st , F ) be a nondeterministic automaton having the property that, for all p, q ∈ Q and a string x ∈ A + , if p ∈ δ(p, x) and q ∈ δ(q, x),
Proof. Let n = |Q|. Assuming the hypothesis of the lemma, we note that, for all w 1 , w 2 ∈ A * and y ∈ A + such that both δ(q st , w 1 y n ) and δ(q st , w 2 y n ) are defined, string
In the nondeterministic automaton M , both δ(q st , w 1 y n ) and δ(q st , w 2 y n ) should be defined. Hence, for all w 3 ∈ A * and i ≥ n, string
, which implies that, for all w 3 ∈ A * , δ(p ′ , w 3 ) is in an accepting state if and only if δ(q ′ , w 3 ) is. This implies that p ′ = q ′ . By Theorem 3.6, L(M ) is LT SS. We can easily extend Lemma 3.7 as follows. Lemma 3.8. Let M = (Q, A, δ, q st , F ) be a nondeterministic automaton. The language L(M ) is LT SS if for every pair of identical looping paths corresponding to p ∈ δ(p, w) and q ∈ δ(q, w), for some p, q ∈ Q and w ∈ A + in the transition graph, the looping paths have a common state r such that r ∈ δ(p, w 1 ) and r ∈ δ(q, w 1 ) for some prefix w 1 of w.
Proof. Let w = w 1 w 2 . Since r ∈ δ(r, w 2 w 1 ), the two looping paths can be merged into a single looping path without affecting the language of the automaton. Let M ′ be the resulting automaton. By Lemma 3.7 L(M ′ ) is LT SS.
4.
Constructing an automaton for a splicing system. This section describes an algorithm CONSTRUCT which, given a splicing system S = (A, I, B, C) , constructs the finite state transition graph of an automaton whose language is L(S). Appendix B shows a high level description of the algorithm. We assume that I is regular which is given in terms of the finite state transition graph G of an automaton which recognizes I. Graph G is iteratively modified by subroutine SPLICE which merges and links certain states until no such modifications are possible.
Let G i , i ≥ 1, be the graph that results from ith iteration of the algorithm with G 0 = G. For each pattern (u, x, v), subroutine SP LICE modifies G i in three major steps in each iteration: state monomialization and merging in step I, linking in step II, and state collapsing in step III. In steps I(1) and I(2) the algorithm monomializes graph G w.r.t. uxv using algorithm M onomialize in Appendix A which was described in section 3. Note that by statements 5 and 11 of the algorithm, if a state q has incoming transitions which are marked as "merged" by step I-5 of algorithm SP LICE, those "merged" transitions are kept merged either in q 1 or q 2 depending on whether q 1 has a marked incoming transition or not. Figure 6 shows what will happen if the graph in Figure 5 is monomialized w.r.t. string aaaa with both of the incoming transitions (thick edges) to the dark-colored state marked as "merged."
For a pattern (u, x, v) of system S, let Q(uxv) denote the set of states p whose IMS of length |uxv| contains uxv, i.e., uxv ∈ IM S(p, |uxv|), after the monomialization step. Let Q(ux, v) denote the set of states q such that ux ∈ IM S(q, |ux|) and r ∈ δ(q, v) for a state r ∈ Q(uxv). In step I the algorithm finds Q(uxv) and Q(ux, v) for each pattern (u, x, v) and merges all states in Q(uxv) into a single state, which we will denote by M Q(uxv), and marks all converged transitions as "merged" (by step I(5)). These "merged" transitions will be kept merged on a common state throughout the computation.
In step II the algorithm constructs a link with span v ′ from every state in Q(ux, v) to state M Q(u ′ xv ′ ) for every pattern (u ′ , x, v ′ ) of the same hand with the same crossing as that of pattern (u, x, v). We call states in Q(ux, v) link sources and the state M Q(u ′ xv ′ ) link destination. Note that links are not marked as "merged", though they end at a merged state. Figure 7 illustrates merging and linking operations for sites uxv and u ′ xv ′ , where highlighted nodes are merged states whose incoming transitions corresponding to the solid edges will be marked as "merged."
Step III collapses equivalent states that meet certain conditions. This step is needed to guarantee that the graph does not grow indefinitely. We will go back to this step for further details after Lemma 4.4. Figure 8 shows an example of constructing an automaton which recognizes the language generated by splicing system S = (A, I, B, C), where A = {a, b}, I = {baa, aaba, bb}, B = { (b, a, a), (a, a, b), (ba, b, a), (ǫ, b, b) }, and C = ∅. Part (a) of the figure is the state transition graph which recognizes I, part (b) is the result of processing sites (b, a, a) and (a, a, b), and part (c) is the final graph after processing sites (ba, b, a) and (ǫ, b, b). Notice that the highlighted state in part (b) is split into two in part (c) by monomialization step. We leave it for the reader to show that the language of the automaton is L(S) = {baa, aaba, bb, aaa, baba, babb, ba}. Now, we study algorithm CON ST RU CT and develop several lemmas that will be used in section 5 where we will prove that if G is the output of the algorithm then L(G) = L(S). We first present the main theorem of this section which proves that algorithm CON ST RU CT terminates under the presumption of finiteness of G i , which will be ascertained by Lemma 4.7.
Theorem 4.1. If the size of the graph G i is finite for all i ≥ 0, then there exists a k such that L(G k ) = L(G k+1 ) and algorithm CON ST RU CT terminates after (k + 1)st iteration.
Proof. Suppose that the algorithm does not terminate. This implies that during each iteration subroutine SP LICE finds |Q(uxv)| > 1 for some pattern (u, x, v). Since the size of the automaton is finite, it should be that G i = G j , for some j > i ≥ 0, possibly with different labels on states. Suppose that in jth iteration it was found that |Q(uxv)| > 1, and all the states in Q(uxv) have been merged into one state by step I(5) of algorithm SP LICE. Then, in ith iteration, the same states in Q(uxv) should have been merged into a state with all the converged transitions to that state marked as "merged" by step I(5) of algorithm SP LICE. Since "merged" transitions to a state are kept in a common state (by statements 5 and 11 of algorithm Monomialize), algorithm SP LICE should have |Q(uxv)| = 1 in jth iteration. We are in a contradiction. It follows that in jth iteration every nonempty set Q(uxv) Fig. 7 . Merging and linking.
should have only one element whose incoming transitions have been merged in previous iteration. No state merging or linking will occur in this iteration and the graph does not change, causing the algorithm to terminate in the next iteration. We take i = k for the theorem.
For a string w, by SF (w) we denote the set of suffixes of w. Let p and q be two states. By I pq we denote the set of spans which start from p and end at q. By F p and T p we, respectively, denote the set of spans that start from q st and end in p and the set of spans that start from p and end at an accepting state. Formally, F p = {w | w ∈ A * , p ∈ δ(q st , w)}, T p = {w | w ∈ A * , r ∈ δ(p, w), r ∈ F }, I pq = {w | w ∈ A * , q ∈ δ(p, w)}. Lemma 4.2. Let p be a state in Q(uxv) which is not monomial w.r.t. a site uxv after the monomialization step (i.e., step (I-2)) of algorithm SP LICE. For every span w ∈ F p , if uxv ∈ SF (w), then there exists a spanŵ ∈ F p which satisfies the following conditions:
, for a state r. Proof. If there is no stringŵ that satisfies condition (a), then uxv ∈ IM S(p, |uxv|) and state p is monomial w.r.t. uxv by Definition 3.3. We are in a contradiction. Suppose that w andŵ do not satisfy condition (b) of the lemma. Then by algorithm Monomialize, state r and all its descendents up to p along the path corresponding to p ∈ δ(r, y) should have been split, with p split into two equivalent states p 1 and p 2 which are monomial w.r.t. string uxv. It follows that no such state p can be in Q(uxv) that is not monomial w.r.t. string uxv. Again, we are in a contradiction. 
Actually, condition (b) of Lemma 4.2 implies that both of the last transitions of
have mark "merged" given by algorithm SP LICE when it computed Q(u ′ x ′ v ′ ) and merged the set into a state. Consequently, monomializing the graph w.r.t. string uxv, algorithm Monomialize should have kept both of these marked transitions merged at state r. (Recall statements 5 and 11 of algorithm Monomialize and Figure 6 .) Similarly, the following lemma holds. Lemma 4.3. Let p be a state in Q(ux, v) which is not monomial w.r.t. ux after the monomialization step (i.e., step I(2)) of algorithm SP LICE for site uxv. For every span w ∈ F p , if ux ∈ SF (w), then there exists a spanŵ ∈ F p , not necessarily distinct from w, which satisfies the following conditions:
, for a state r. Clearly, if w is an accepting span of G i , it will remain as an accepting span, possibly of a different path, after monomialization and merging in step I, linking in step II, and link merging in step III. Hence, we have the following.
). Now, we are ready to show that the size of graph G i is bounded by some constant factor of the size of the input G 0 . By Lemma 3.4, monomializing G 0 increases its size by no more than a constant factor. Clearly, merging does not increase the graph size. Linking introduces new paths and consequently increases the graph size. If one of the states on the links becomes a link source which in turn introduces new links, recursively inducing an unbounded number of links, the graph may grow unbounded and the algorithm will not terminate. Figure 9 source to the link destination.) We solve this problem by merging those links whose link sources have the same input memory spans of order equal to the length of the longest site of the system. Part (b) of Figure 9 illustrates the result of this merging operation on part (a) of the figure.
Let p, q ∈ Q(u 1 x, v 1 ) and r = M Q(u 0 xv 0 ) in G i , and in step II the algorithm has put links with span v 0 from p to r and q to r. Let s and t be the first states on these links as shown in Figure 9 (a). (Note that in the figure v 0 = aww ′ , where a, w, w ′ are, respectively, the spans on p to s, s to q, and q to r paths.) If we can show that s and t are equivalent in the output graph of algorithm CONSTRUCT, we can merge them and their successors pairwise.
Notice that if neither s nor t is an ancestor of the other, they are equivalent in G i . However, if a state on either p to r link or q to r link (not both) is later merged into (or linked to) other state, s and t can no longer be equivalent. This is possible because the states on p to r link may have different input memory spans from those of states on q to r link. If t is a descendant of s on identical links that will be recursively generated an unbounded number of times as shown in Figure 9 (a), we can also merge s and t and their successors pairwise because T s = T t = w(aw) * w ′ T r . The following lemma formally presents this idea, which is implemented by step III of algorithm SP LICE.
Lemma 4.5. Let r = M Q(u 0 xv 0 ) and p, q ∈ Q(u 1 x, v 1 ) for some sites u 0 xv 0 and u 1 xv 1 of the same hand. Let k be the length of the longest possible site of the system. If IM S(p, k) = IM S(q, k), then we can merge the two links from p to r and from q to r, excluding p and q, into a single link without affecting the language of the output graph from algorithm CON ST RU CT .
Proof. Let ps 0 s 1 . . . s n be p to r link and qt 0 t 1 . . . t n be q to t link, where s n = t n = r. Since IM S(p, k) = IM S(q, k), for a site
. Hence, if s i is merged into (or linked to) a state, t i will be merged into (or linked to) the same state. States s i and t i remain equivalent throughout the computation. We can merge the two links by collapsing s i and t i pairwise, for all i, 0 ≤ i ≤ n, without affecting the language of the graph.
Lemma 4.6. If I is given in terms of a finite state transition graph G 0 , then, for every i ≥ 0, the number of linking states in G i is finite.
Proof. Let c = |A|, and let k 1 and k 2 , respectively, be the length of the longest possible site of the splicing system and the length of the longest link. After step III no two separate links exist from a pair of link sources p and q which are linked to the same destination with the property that IM S(p, k 1 ) = IM S(q, k 1 ). Let µ = c k1+1 , which is the largest possible size of the set of IMS of a state (recall the proof of Lemma 3.4). There are no more than 2 µ different sets of input memory spans of length ≤ k 1 + 1. Hence, there are no more than 2 µ separate links in G i that link to the same merged state. There are no more than k 2 − 1 states on a link, and at most |B| + |C| merged states exist in G i . It follows that G i has (k 2 − 1)(|B| + |C|)2 µ linking states, which is finite.
Lemma 4.7. If I is given in terms of a finite state transition graph G 0 , then G i is finite for all i ≥ 0.
Proof. By Lemma 3.4 monomializing G 0 increases the graph size by no more than a constant factor of the graph size. By Lemma 4.6, the total number of states introduced by linking is also no more than a constant factor of the given graph size. If a link is introduced from a link source p to a link destination q, the IMS of q and its descendents may change, and, consequently, monomialization during the subsequent iterations of the algorithm may increase the number of states. However, monomialization introduces no more than k 1 states per link introduced, where k 1 is the maximum site length of the system. Since the number of links is finite, throughout the computation, the number of states introduced by monomialization is also finite.
Characterization theorem.
This section proves a characterization of genetic splicing systems in terms of an automaton by showing that for a given splicing system S, the automaton generated by algorithm CON ST RU CT recognizes the language L(S). In particular, we prove the following three main theorems of the paper.
Theorem 5.1. Let G be the output graph from algorithm CON ST RU CT for a splicing system S = (A, I, B, C) with I given in terms of the state transition graph of an automaton whose language is I. Then L(G) = L(S).
Proof. Lemmas 5.9 and 5.10 will, respectively, prove that
Since I is given in terms of the finite state transition graph of an automaton whose language is I, Theorem 5.1 implies a constructive proof of the following theorem which was proved in [1] using alphabetic dominos.
Theorem 5.2. Let S = (A, I, B, C) be a splicing system. If I is regular, so is L(S).
Theorem 5.3. Let S = (A, I, B, C) be a splicing system with finite I. If S is persistent, then L(S) is LT SS.
Proof. We defer the proof till we prove Lemma 5.11.
To prove Theorem 5.1, we first investigate how each step of algorithm SP LICE affects the language L(G i ). The algorithm has four operations that may affect the language: monomialization (step I(2)), state merging (step I(5)), linking (step II(2)), and link merging (step III). State monomialization and link merging do not affect the language because the one splits a state into equivalent states and the other merges equivalent states that will remain equivalent throughout the computation. By the following two lemmas we shall investigate the effect of state merging and linking operations.
Lemma 5.4. For a pattern (u, x, v) of a splicing system S, let G ′ be the resulting graph after merging the states in Q(uxv) of a graph G to a single state M Q(uxv)
Clearly, all accepting spans that are introduced by merging p and q are in the following set (F p + F q )(I pq + I qp ) * (T p + T q ). (Recall the notation of F p , T p , and Ipq from section 4.) No other spans are affected by the operation. Hence, for the proof it is enough to show the following:
, and y k y k−1 . . . y 1 ∈ (I pq + I qp ) * , for some k ≥ 0, where y i is either in I pq or in I qp . Let Y ki = y k y k−1 . . . y i , Y ii = y i , and Y 0i = ǫ. For the proof it is enough to show that, for all k ≥ 0,
We show this by induction on k. Since p ∈ Q(uxv), by Lemma 4.2, for every w ∈ F p , if uxv ∈ SF (w), there existsŵ ∈ F p such that uxv ∈ SF (ŵ),ŵ =ŵ 1 u 1 x 1 v 1 y and w = w 1 u 1 x 1 v 1 y for someŵ 1 , w 1 , y ∈ A * and a site u 1 x 1 v 1 . The same property holds for every string w ′ ∈ F q . For any pair of strings w ∈ F p and w
, by the hypothesis of the lemma we have wz,ŵz, w
It follows that
.
, the system generates all strings in w(z + z ′ ) as follows:
as follows:
It follows that for all w ∈ F p , w ′ ∈ F q , z ∈ T p , and
, by the hypothesis of the lemma we have wy i+1 z ′ ∈ L(S). By the induction hypothesis we haveŵ
the system generates all strings in wY (i+1)1 (z + z ′ ) as follows:
If y i+1 ∈ I qp , then w ′ y i+1 ∈ F p and w ′ y i+1 z ∈ L(G). Applying the same argument above with the roles of p and q (and w and w ′ ) interchanged, we can show that the system generates w
is concerned with one merging operation in step I(5) of the algorithm. Obviously, we can extend the lemma for a sequence of merging operations as follows.
Lemma 5.5. Let G ′ be the resulting graph when step I of algorithm SP LICE completes its merging operation on G for all sites.
. Lemma 5.6. For two distinct patterns of the same hand (u, x, v) and (u ′ xv ′ ), which have the same crossing, let p ∈ Q(ux, v) and q = M Q(u ′ xv ′ ) in a graph G. Let G ′ be the graph that is constructed from G by linking a path from p to q with span v Figure 10 illustrates the effect of the linking operation. We first consider the case I qp = ∅. Clearly, adding p to q path with span v ′ in G will result in adding the set
Notice that, since q is a merged state, suchŵ ′ exists by Lemma 4.2. Since wvz,ŵ ′ z ′ ∈ L(G), by the hypothesis of the lemma we have wvz,ŵ ′ z ′ ∈ L(S). Since p ∈ Q(ux, v), by Lemma 4.3, there existsŵ ∈ F p such that ux ∈ SF (ŵ) (i.e.,ŵ = w 0 ux for some w 0 ∈ A * ), w = w 1 u 1 x 1 v 1 y andŵ =ŵ 1 u 1 x 1 v 1 y for some w 1 ,ŵ 1 , y ∈ A * and a site
. Now, suppose that I qp = ∅. Adding a p to q link induces a cycle as Figure 10 shows. For the proof we examine how the set of strings in F p T p + F q T q will be affected when the algorithm adds p to q path with span v ′ . Notice that F p T p is the set of accepting spans in G that start with a string in F p , and F q T q is the set of accepting spans that start with a string in F q . The set of spans in G ′ that start from q and end in an accepting state is
Notice that I qp (v ′ I qp ) * denotes all spans that start from q and end in p. The second term of the above expression denotes the set of strings that start with a span in I qp and end with a span in either in T r or T q . Let
In L(G ′ ), the set of accepting spans which start with a string in F q is F q (T q + R), and the set of accepting spans which start with a string in F p is F p (T p + (I pq + v ′ )R). So, for the proof of the lemma it is enough to show that
Since
by the hypothesis of the lemma, we only need to show that
We show this in two parts:
For the proof it is enough to show the following:
Since w ′ y 0 vz ∈ L(G), by the hypothesis of the lemma we have w ′ y 0 vz ∈ L(S). Since w ′ y 0 ∈ F p and p ∈ Q(ux, v), by Lemma 4.3 there existsŵ ∈ F p such that ux ∈ SF (ŵ),ŵ =ŵ 1 u 1 x 1 v 1 y, and w ′ y 0 = w
by the hypothesis of the lemma.
Splicingŵvz =ŵ 0 uxvz andŵ
and by the hypothesis of the lemmaŵy
, the system generates w ′ y 0 tz ′ as follows:
Since w ′ y 0 vz ∈ L(S), we have proved that
For the proof of Part I, we will show that w
, by the hypothesis of the lemma we haveŵvz ∈ L(S).
by the following operation:
With
, finally the system produces w ′ y 0 Y (i+1)1 (vz + tz ′ ) by the following splicing operation:
from Part I of the proof, we have F p I pq R ⊆ L(S). Hence, for the proof it is enough to show that
Since wvz ∈ L(G), we have wvz ∈ L(S) by the hypothesis of the lemma. Findŵ
If ux ∈ SF (w), then by Lemma 4.3 there existsŵ ∈ F p such that ux ∈ SF (ŵ), w =ŵ 1 u 1 x 1 v 1 y, and w = w 1 u 1 x 1 v 1 y for someŵ 1 , w 1 , y ∈ A * and a site u 1 x 1 v 1 . Sincê wvz ∈ L(G), we haveŵvz ∈ L(S). Sinceŵvz =ŵ 0 uxvz, the system produces all strings inŵv ′ R as follows:
Finally, sinceŵv ′ R =ŵ 1 u 1 x 1 v 1 yv ′ R and wvz = w 1 u 1 x 1 v 1 yvz, the system generates all strings in wv ′ R by the following operation:
. Lemma 5.6 is concerned with one linking operation in step II. As for the merging operation, we can extend this lemma for a sequence of linking operations.
Lemma 5.7. Let G ′ be the resulting graph processed by step II of algorithm
Step III, which merges links, actually merges states that will remain equivalent throughout the computation as it was shown by Lemma 4.5. Since
Step III does not change the language, we have the following.
Lemma 5.8. Let G ′ be the resulting graph processed by step III of algorithm
. Now, we are ready to present the two lemmas that prove Theorem 5.1. Lemma 5.9. Let G be the output graph from algorithm CON ST RU CT for a splicing system S = (A, I, B, C) with I given in terms of the state transition graph of an automaton whose language is I.
. By Theorem 4.1 algorithm CON ST RU CT terminates after some finite nth iteration. Thus we have G = G n . Suppose that L(G i ) ⊆ L(S) for all i < n. By Lemmas 5.5, 5.7, and 5.8 we know that
is spliced starting with I and I ⊆ L(S) L(G), there should be a string w ∈ L(S) − L(G) that is generated by splicing with some strings in L(S) L(G). Let w = w 0 x 1 w 1 x 2 w 2 . . . x k w k , for some k ≥ 1, such that x i , 1 ≤ i ≤ k is a crossing of a pattern. (Notice that x i is a crossing that is not necessarily embedded in a site.) This implies that L(G) should have Since w 0 x 1 z 0 , y 1 x 1 w 1 x 2 z 1 ∈ L(G), algorithm SP LICE should have added an accepting span w 0 x 1 w 1 x 2 z 1 in step I or II of the algorithm when it processed the site whose crossing is x 1 . Since the graph has two spans w 0 x 1 w 1 x 2 z 1 and y 2 x 2 w 2 x 3 z 2 , the algorithm should have added an accepting span w 0 x 1 w 1 x 2 w 2 x 3 z 2 in step I or step II of the algorithm when it processed crossing x 2 , and so on. Finally, the algorithm should have added an accepting span w 0 x 1 w 1 x 2 w 2 . . . x k w k , which is w. It follows that w ∈ L(G), a contradiction.
In [5] , it was shown that if I is finite set, L(S) is strictly locally testable. We prove the same result by showing that the reduced deterministic version of M does 6. Concluding remarks. We have introduced an algorithm, which, given a splicing system with its initial set of strings given in terms of the state transition graph of an automaton that recognizes the set, constructs an automaton that recognizes the language generated by the system. This solves the open problem in [2] . With the construction we could show that if the system is persistent, the splicing language is LT SS. This result also shows a constructive proof of regularity of splicing languages when I is regular, which was proven in [1] by using an algebraic system called alphabetic dominos.
The algorithm in [2] works for permanent splicing systems. Recently, one of the reviewers commented that this algorithm had been extended to the class of so-called twist-free splicing systems [3] . A pair of distinct patterns (u, x, v) and (w, y, z) are twisted if there is another pair of patterns (u ′ , x, v ′ ) and (w ′ , y, z ′ ) such that either one of the following conditions are satisfied.
(a) For some u 1 ∈ A + such that ux = u 1 u 2 , either one of u 1 and w ′ is suffix of the other, and either one of u 2 and z is prefix of the other. (b) For some z 2 ∈ A + such that z = z 1 z 2 , either one of z 2 and v ′ is prefix of the other, and either one of z 1 and ux is suffix of the other. A splicing system is twist free if it has no pair of twisted patterns. Twist freeness implies both permanence and persistence. If a splicing system has a pair of twisted patterns, a site can be destroyed. The splicing system in Figure 8 has one twisted pair (ba, b, a) and (b, a, a). Our algorithm solves the problem of twisted patterns by monomializing the graph as shown in the figure (see the split states highlighted).
We can think of multihanded splicing systems S = (A, I, H 1 , H 2 , . . . , H n ), a generalization of the two-handed splicing model. Our algorithm and the main results can be easily extended to such a generalization.
The automata that our algorithm constructs are nondeterministic like the other algorithms introduced in [2] and [3] . It would be challenging to develop a practical algorithm that can construct a deterministic automaton for a given splicing system. There is considerable room for improvement in our algorithm. For the improvement we may note that, in biology, sites are almost always 4, 6, or 8 bps long, and most sites consist of reverse palindromes. Can we use these properties for more efficient construction? Is the algorithm practical for such data? Can we improve it? Appendix A. procedure M onomialize(G, x) (//This algorithm monomializes the finite state transition graph G of an automaton M = (Q, A, δ, q st , F ) w.r.t. string x ∈ A + . It is assumed that the automaton, which is nondeterministic, has no ǫ transition.
The algorithm uses two subroutines Split1(G, q, q 1 , q 2 , c) and Split2(G, q, q 1 , q 2 , c). Given a state q which is not monomial w.r.t. symbol c, algorithm Split1(G, q, q 1 , q 2 , c), splits q into two equivalent states q 1 and q 2 and makes them monomial w.r.t. symbol c such that IM S(q 1 , 1) = {c} and c ∈ IM S(q 2 , 1). Given G which is monomial w.r.t. a string x ∈ A + and a state q which is not monomial w.r.t. xc, Split2(G, q, q 1 , q 2 , c) splits q into two equivalent states q 1 and q 2 and monomializes them w.r.t. string xc such that IM S(q 1 , |xc|) = {xc} and xc ∈ IM S(q 2 , |xc|). Statements 5 and 11 are for algorithm SP LICE in Appendix B to block splitting transitions marked as "merged." //) begin 1. Let x = a 1 a 2 . . . a n ; 2. for each state q such that q ∈ δ(p, a 1 ), for some p ∈ Q, do 3.
if there exits b = a 1 such that q ∈ δ(r, b), for some r ∈ Q, then begin 4.
Split1(G, q, q 1 , q 2 , a 1 ) and mark q 1 with "mon"; 5.
if there is a transition q 1 ∈ δ(p, a 1 ), p ∈ Q, which has mark "merged" then change all transitions q 2 ∈ δ(r, b), b ∈ A, r ∈ Q, that have mark "merged" to q 1 ∈ δ(r, b); end 6.
else mark q with "mon"; 7. for i = 2 to n do (// Monomialize G w.r.t. string a 1 a 2 . . . a i . //) begin 8.
for each q ∈ Q such that q ∈ δ(p, a i ), for some p which has mark "mon," do 9.
if there exists a transition q ∈ δ(r, b) such that either r has no mark "mon" or b = a i then begin 10.
Split2(G, q, q 1 , q 2 , a i ) and mark q 1 withm; 11.
if there is a transition q 1 ∈ δ(p, a 1 ), p ∈ Q, which has mark "merged" then change all transitions q 2 ∈ δ(r, b), b ∈ A, r ∈ Q that have mark "merged" to q 1 ∈ δ(r, b);
