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Abstract
The Tower of Hanoi problem is generalized in such a way that the pegs are located at the vertices of a directed graph G, and
moves of disks may be made only along edges of G. Leiss obtained a complete characterization of graphs in which arbitrarily
many disks can be moved from the source vertex S to the destination vertex D. Here we consider graphs which do not satisfy this
characterization; hence, there is a bound on the number of disks which can be handled. Denote by gn the maximal such number as
G varies over all such graphs with n vertices and S, D vary over the vertices.
Answering a question of Leiss [Finite Hanoi problems: How many discs can be handled? Congr. Numer. 44 (1984) 221–229], we
prove that gn grows sub-exponentially fast. Moreover, there exists a constant C such that gnCn1/2 log2 n for each n. On the other
hand, for each ε > 0 there exists a constant Cε > 0 such that gnCεn(1/2−ε)log2 n for each n.
© 2006 Published by Elsevier B.V.
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1. Introduction and the main result
Consider the following generalization of the Tower of Hanoi problem:
A Hanoi graph is a simple, directed, ﬁnite graph G = (V ,E) with two distinguished vertices, denoted by S (source)
and D (destination), S = D, such that for each vertex v ∈ V \ {S,D} there is a path from S to v and a path from v
to D. At each vertex of G there is a peg, which we shall identify with the vertex itself. The source initially contains m
disks, no two of which are of equal size, such that smaller disks rest on top of larger ones. The task is to move all disks
from S to D. To this end we may use the other vertices of the graph as auxiliary vertices. The transfer is subject to the
following rules:
(1) Each move consists of taking the topmost disk from a peg and placing it on top of all disks residing on some other
peg. (Thus, pegs behave as stacks.)
(2) A disk may be moved from a peg v to another peg w only if there is an edge from v to w, i.e., (v,w) ∈ E.
(3) At no time may a disk be placed upon a smaller one.
The Hanoi Tower problem HAN(G,m), for a Hanoi graph G and m0, is to transfer m disks from S to D, subject
to the above rules.
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The Tower of Hanoi problem was composed by Lucas [10] over a 100 years ago. The problem has a simple recursive
solution and is used in many texts as an example for recursive programming. An equally simple iterative solution is
presented in [3]. A thorough discussion on space and time complexity of various algorithms for solving the Tower of
Hanoi problem can be found in [4].
Various properties of instances of the problemwere studied. In [7], analogies between Pascal’s triangle, the Sierpin´ski
gasket and the Tower of Hanoi are discussed. Properties of the solutions are also discussed, as in [1], where it is shown
that, with a direct approach coding, a string which represents an optimal solution is square free.
A common generalization of the problem is to allow more than 3 pegs and put restrictions on the legitimate moves
of the disks. This is discussed in [6,8,9,14,15]. The case of 4 pegs instead of the classical 3 and the correspondence
with graphs is discussed thoroughly in [16]. The special cases of 3 pegs with restrictions on the allowed moves are
thoroughly discussed in [13]. The correspondence of the solutions in those cases with sequences and morphisms is
discussed in [2].
Another direction was concerned with various generalizations, such as having any initial and ﬁnal conﬁgurations
[5], and assigning colors to disks [12].
Problem HAN(G,m) is solvable if the task may be accomplished. A Hanoi graph G is solvable if HAN(G,m) is
such for all m1.
The requirement that for each vertex v ∈ V there is a path from S to v and a path from v to D is designed to get rid
of inessential vertices. In fact, if there is no path from S to v or from v to D, then no solution of HAN(G,m) may use
the peg v.
Leiss [8] obtained the following characterization of solvable graphs. (Note that, in his formulation of the problem,
V may contain inessential vertices, and hence the formulation of the theorem is different accordingly.)
Theorem A (Leiss [8]). Let G = (V ,E) be a Hanoi graph, and let G+ = (V ,E+) be its transitive closure: E+ =
{(v,w) : v = w, there is a path from v to w}. Then G is solvable if and only if there exist three distinct vertices
v1, v2, v3 ∈ V such that (vi, vj ) ∈ E+ for i, j such that 1 i, j3, i = j .
An unsolvable graph G has a maximal m for which HAN(G,m) is solvable. Denote that m by M(G). It is easy to
see that M(G) may assume arbitrarily large values when G varies over all unsolvable graphs. However, there is clearly
a maximal such m for graphs with n vertices. Denote this maximum by gn, i.e., gn = max|V (G)|=n M(G).
Example 1.1. One may check that g2 = 1, g3 = 2, g4 = 4, but it takes some time already to see that g5 = 5.
Leiss [8] was interested in the asymptotic behavior of gn. The proof of Theorem A may be shown to yield an upper
bound, which however exceeds nn. On the other hand, he showed in [9] that gn grows super-polynomially. More
precisely, he showed that gnn(log2 n), and posed.
Question 1.2. Does gn grow exponentially fast?
In this paper we prove.
Theorem 1.3. There exists a constant C such that gnCn1/2 lg n for each n. On the other hand, for each ε > 0 there
exists a constant Cε > 0 such that gnCεn(1/2−ε) lg n for each n.
Here we used the notation lg n = log2 n.
In Section 2 we ﬁnd a family  of graphs which are (among) the “best’’within the family of unsolvable graphs; more
accurately, gn = maxG∈:|V |=n M(G). In Sections 3 and 4 we prove the ﬁrst part of Theorem 1.3 and in Section 5 the
second.
2. The best unsolvable graphs
Deﬁnition 2.1. An unsolvable Hanoi graph G = (V ,E) is a ladder graph if E(G) is maximal with respect to G being
unsolvable (i.e., by adding any edge to G, one makes it solvable).
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Fig. 1. A (graph whose transitive closure is a) ladder graph.
Obviously, any unsolvable graph is a dag and can be turned into a ladder graph by adding edges if necessary. The
number of disks that can be moved from S to D does not decrease by this addition, and hence for each n there exists a
ladder graph on n vertices that realizes gn, so that we may restrict our attention to ladder graphs. (For the lower bound
on gn we shall actually use other graphs.)
It is known that the transitive closure of a dag is a dag as well, and hence, if G is a ladder graph, then the set of edges,
E, coincides with its transitive closure, E+.
Denote the set of strongly connected components of a ladder graph G = (V ,E) by V ′. Deﬁne an ordering on V ′
by AB if either A = B or there are vertices u ∈ A and v ∈ B such that (u, v) ∈ E. It is known that in a dag the
relation is a partial order on the set of strongly connected components. For a ladder graph, this is a total order.
Write V ′ = {A1, . . . , Ar}, where A1A2 · · ·Ar .
Corollary 2.2. Let G = (V ,E) be a ladder graph and A1, . . . , Ar its strongly connected components. Then each
strongly connected component is of size 1 or 2 and
E = {(u, v) : u = v, u ∈ Ai, v ∈ Aj , ij}.
From here on, we denote V = {v1, . . . , vn}, and agree that S = v1, D = vn, and if Ai = {vk} or Ai = {vk−1, vk}
then Ai+1 = {vk+1} or Ai+1 = {vk+1, vk+2}.
Fig. 1 depicts a typical ladder graph. To avoid over-congestion, we have drawn only the edges between vertices that
belong to the same strongly connected component and between vertices belonging to consecutive Ai’s, but there are
actually edges from each vertex to each vertex to the right of it. (That is, we refer to the transitive closure of the graph
from Fig. 1.)
Obviously, the decomposition into equivalence classes has the property that there are no two consecutive Ai’s of
size 1. Thus, the number ln of ladder graphs on n vertices satisﬁes the recurrence ln = ln−2 + ln−3, so that ln grows
approximately as C · 1.325n. It is an amusing fact that the number l′n of “ladder-like’’ graphs, where we drop the
restriction that no two consecutive Ai’s are of size 1, satisﬁes the recurrence l′n = l′n−1 + l′n−2, which yields the
Fibonacci sequence. Also the number l′′n of ladder graphs with exactly n strongly connected components satisﬁes the
latter recurrence relation. However, we shall make no use of these facts.
3. The sequence (gn)
Lemma 3.1. The sequence (gn)∞n=2 is strictly increasing.
Proof. Let G = (V ,E) be a ladder graph with n vertices with M(G) = gn. We shall show that there exists a ladder
graph with n + 1 vertices such that we can transfer (at least) gn + 1 disks from S to D.
Consider the partition A1, . . . , Ar of V into strongly connected components.Add a new vertex v′ toGwith incoming
edges from, say, the (one or two) vertices in A1, and outgoing edges to all vertices in V \ A1. Obviously, the resulting
graph is a ladder graph as well (or can be transformed into one by adding the edge (v′, v) if A1 = {v} or the edge
(v, v′) if A2 = {v}). Start with gn + 1 disks at S. Transfer the topmost disk from S to v′. Next, transfer the other gn
disks from S to D without using v′ (which is possible since M(G) = gn). Finally, move the smallest disk from v′ to D.
Altogether, we have transferred gn + 1 disks. 
The following lemma will be useful for estimating the numbers gn.
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Lemma 3.2. Let G be a ladder graph with n vertices. If HAN(G,m) is solvable, then it has a solution in which the
largest disk moves only once.
Proof. Suppose a solution of HAN(G,m) is given, in which the ﬁrst move of disk m is from S to vk . If, at the stage
when this move is carried out, D is empty, then we can change the given solution as follows. Replace the ﬁrst move of
disk m by a move from S to D, and continue with all moves of the original solution, omitting all moves of disk m. In the
other case, namely if, when disk m is moved from S to vk , peg D is not empty, then the edge (D, vn−1) must belong to
E, and at that stage peg vn−1 has to be empty and D contains a single disk. Replace the move (S, vk) with the sequence
(D, vn−1), (S,D), (vn−1,D), and continue as in the original solution, omitting all further moves of the largest disk.
Notice that, up to the ﬁrst move of disk m, the two sequences yield the same conﬁgurations of disks on G. From that
point on, the only difference between the conﬁgurations might be the location of disk m. Since disk m is the largest,
moves of other disks can be performed without any obstruction. 
In view of the lemma, we may restrict ourselves to solutions of HAN(G,m) in which the largest disk moves but
once. The following lemma is straightforward.
Lemma 3.3. Let v ∈ V \ {S,D}, and let Ai be the strongly connected component containing v. Put n1 = | ∪ij=1 Aj |
and n2 = |∪rj=i Aj |. Given any solution of HAN(G,m), the number of disks residing at v at the stage when the largest
disk moves from S to D does not exceed gmin(n1,n2).
Proof. The subgraph G′ induced by {u ∈ V : (u, v) ∈ E} ∪ {v}, with S′ = S and D′ = v, is clearly a ladder graph
with n1 vertices. Hence M(G′)gn1 . Similarly, we see that no more than gn2 disks can be transferred from v to D. 
Lemma 3.4. We have g2 = 1, and for n3:
gn
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2
n/2+1∑
i=3
gi + 1, n ≡ 0(mod 2),
2
(n−1)/2∑
i=3
gi + 3g(n+1)/2 + 1, n ≡ 1(mod 2).
Proof. Let G be a ladder graph with n vertices such that HAN(G, gn) is solvable. By Lemma 3.3, the number of disks
residing at any vi at the stage when the largest disk is moved from S to D is at most min(gi+1, gn+2−i ). Hence, the
total number of disks, gn, satisﬁes
gn
n−1∑
i=2
min(gi+1, gn+2−i ) + 1 =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2
n/2+1∑
i=3
gi + 1, n ≡ 0(mod 2),
2
(n+1)/2∑
i=3
gi + g(n+1)/2 + 1, n ≡ 1(mod 2).

It is possible to further improve this upper bound, i.e., if Ak = {vi−1, vi} then it is possible to transfer at most gi disks
from S to each of the vertices of Ak . However, the number of disks residing at either vi−1 or vi is at most gi−1 + gi .
We do not discuss such improvements since the upper bound we shall obtain is not signiﬁcantly changed by them.
4. The upper bound for (gn)
Let (an)∞n=2 be the sequence deﬁned by the initial condition a2 = 1 and, for n3, by the recurrence relation
an =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2
n/2+1∑
i=3
ai + 1, n ≡ 0(mod 2),
2
(n−1)/2∑
i=3
ai + 3a(n+1)/2 + 1, n ≡ 1(mod 2).
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Lemma 4.1. There exists a constant C such that anCn1/2 lg n for n2.
Proof. The recurrence relation readily gives
an+1an + 2a	(n+2)/2
, n3. (1)
Put  = 12 ln 2 . Let N0 be the minimal number n for which 2
√
2e3(2/e+3)
  ln n(n + 1). Take C so that the required
inequality holds for all n < N0. Assume inductively that akCk ln k for each 0kn for some nN0. By the
induction hypothesis and (1):
an+1an + 2a	(n+2)/2
Cn ln n + 2C
(
n + 3
2
) ln(n+3)/2
.
Thus it sufﬁces to prove that
Cn ln n + 2C
(
n + 3
2
) ln((n+3)/2)
C(n + 1) ln(n+1), nN0. (2)
The right-hand side may be bounded from below using Bernoulli’s inequality:
(n + 1) ln(n+1)n ln n
(
1 +  ln n(n + 1)
n
)
. (3)
We bound from above the left-hand side of (2),
(
n + 3
2
) ln((n+3)/2)
= (n + 3)
 ln(n+3)2 ln 2
(n + 3) ln 22 ln(n+3) 
(n + 3) ln(n+3)√2
n
,
and we have (n + 3) ln(n+3) = n ln neF(n), where
F(n) =  ln
(
1 + 3
n
)[
2 ln n + ln
(
1 + 3
n
)]
.
Bound F(n) by using the inequalities ln(1 + 3/n)3/n and 0 ln n/n1/e for n1:
F(n) 3
n
[
2 ln n + 3
n
]
3
[
2
e
+ 3
n2
]
3
[
2
e
+ 3
]
.
Altogether we have
2
(
n + 3
2
) ln((n+3)/2)
2n
 ln ne3(2/e+3)
√
2
n
= C0 n
 ln n
n
. (4)
Replace the right-hand side of (2) by that of (3) and the second term on the left-hand side by the right-hand side of (4).
We get the stronger inequality
n ln n + C0 n
 ln n
n
n ln n
(
1 +  ln n(n + 1)
n
)
, nN0,
which holds since it is equivalent to
C0

 ln n(n + 1), nN0. 
Clearly, gnan for n2, and the ﬁrst part of Theorem 1.3 follows:
gnanCn1/2 lg n.
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5. The lower bound for (gn)
Let n be a positive integer and consider the transitive path digraph Hn = (V ,E), where V = {v1, . . . , vn} and
E = {(vi, vj ) : i < j}. Mark S = v1, D = vn. Denote hn = M(Hn). Obviously, hngn for each n. In this section we
ﬁnd a lower bound for the sequence (hn)∞n=2, thus completing the proof of Theorem 1.3.
Lemma 5.1. The inequality hnhn−1 + h	n/2
 holds for each n.
Proof. The following algorithm yields the required inequality. First, transfer h	n/2
 disks from S to v	n/2
. Next, transfer
hn−1 disks on the graph Hn \ {v	n/2
}. Finally, transfer the h	n/2
 disks residing on v	n/2
 to D. 
A result of Mahler [11] can be used to derive a lower bound for the sequence (hn) in the following manner.
A binary partition of a non-negative integer n is a representation of n in the form
n = n0 + n1 · 2 + n2 · 22 + · · ·
with n0, n1, . . . 0. Denote by bn the number of binary partitions of n. It is easy to see that
bn =
{
bn−1, n ≡ 1(mod 2),
bn−1 + bn/2, n ≡ 0(mod 2).
In [11] Mahler deduced an asymptotic formula for lg bn from his analysis of the functions satisfying a certain class
of functional equations. He showed that lg bn  (lg n)2/2.
It is easily checked that hnbn for all n5, and thus a lower bound for (gn) can be obtained. However, we have
preferred to keep the paper self-contained and use only elementary tools.
The following lemma is used to obtain the lower bound for (gn).
Lemma 5.2. For each ε > 0 there exists a constant Cε > 0 such that hnCεn(1/2−ε) lg n for all n2.
Proof. Let ε > 0. Obviously, the lemma is true for ε 12 , so we may assume ε <
1
2 . Put  = (1− 2ε)/(2 ln 2). Let N0
be the minimal number n for which n1−2 ln 2/ ln(n + 1)C/2 ln 2, where C is a constant to be determined. Take Cε
so that the required inequality holds for all n < N0. We proceed by induction on n. Assume that hkCεk ln k for each
0kn for some nN0. By the induction hypothesis and Lemma 5.1,
hn+1hn + h	(n+1)/2
Cεn ln n + Cε
(
n + 1
2
) ln((n+1)/2)
,
and thus it sufﬁces to prove that
n ln n +
(
n + 1
2
) ln((n+1)/2)
(n + 1) ln(n+1), nN0. (5)
The second term on the left-hand side of (5) may be bounded below by
(
n + 1
2
) ln((n+1)/2)

(n
2
) ln(n/2) = n ln n2 ln 2
n2 ln 2
. (6)
Using the inequality ln(1 + 1/n)1/n, we estimate the right-hand side of (5),
(n + 1) ln(n+1)n ln ne ln n(n+1)/nn ln n
[
1 + C ln(n + 1)
n
]
(7)
for a suitable C. To prove (5) it sufﬁces, by (6) and (7), to show that
n ln n
[
1 + 2 ln 2 1
n2 ln 2
]
n ln n
[
1 + C ln(n + 1)
n
]
, nN0. (8)
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This is equivalent to the inequality
n1−2 ln 2
ln(n + 1)
C
2 ln 2
, nN0,
which is indeed correct. 
The second part of Theorem 1.3 follows:
gnhnCεn(1/2−ε) lg n.
Acknowledgments
Wewish to thank J.P.Allouche,G.Derfel, E.L. Leiss andP.K. Stockmeyer for helpful discussions, ideas and comments
related to the subject matter. We also thank the referees for their comments on the ﬁrst and second drafts of the paper.
References
[1] J.P. Allouche, D. Astoorian, J. Randall, J. Shallit, Morphisms, squarefree strings, and the Tower of Hanoi puzzle, Amer. Math. Monthly 101
(1994) 651–658.
[2] J.P. Allouche, A. Sapir, Restricted Towers of Hanoi and morphisms, in: C. De Felice, A. Restivo (Eds.), Developments in Language Theory,
Lecture Notes in Computer Science, Vol. 3572, Springer, Berlin, 2005, pp. 1–10.
[3] P. Buneman, L. Levy, The Towers of Hanoi Problem, Inform. Process. Lett. 10 (4,5) (1980) 243–244.
[4] P. Cull, E.F. Ecklund Jr., Towers of Hanoi and analysis of algorithms, Amer. Math. Monthly 92 (6) (1985) 407–420.
[5] M.C. Er, The complexity of the generalised cyclic Towers of Hanoi, J. Algorithms 6 (1985) 351–358.
[6] J.S. Frame, Solution to advanced problem 3918, Amer. Math. Monthly 48 (1941) 216–217.
[7] A.M. Hinz, Pascal’s triangle and the Tower of Hanoi, Amer. Math. Monthly 99 (1992) 538–544.
[8] E.L. Leiss, Solving the ‘Towers of Hanoi’ on graphs, J. Combin. Inform. System Sci. 8 (1983) 81–89.
[9] E.L. Leiss, Finite Hanoi problems: how many discs can be handled?, Congr. Numer. 44 (1984) 221–229.
[10] É. Lucas, Récréations Mathématiques, Vol. III, Gauthier-Villars, Paris, 1893.
[11] K. Mahler, On a special functional equation, J. London Math. Soc. 15 (58) (1940) 115–123.
[12] S. Minsker, The Towers of Hanoi rainbow problem: coloring the rings, J. Algorithms 10 (1989) 1–19.
[13] A. Sapir, The Towers of Hanoi with forbidden moves, Comput. J. 47 (1) (2004) 20–24.
[14] B.M. Stewart, Advanced problem 3918, Amer. Math. Monthly 46 (1939) 363.
[15] B.M. Stewart, Solution to advanced problem 3918, Amer. Math. Monthly 48 (1941) 217–219.
[16] P.K. Stockmeyer, Variations on the four-post Tower of Hanoi puzzle, Congr. Numer. 102 (1994) 3–12.
