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Analytical evaluation of relativistic molecular integrals.
III. Computation and results for molecular auxiliary functions
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Fully analytical method for calculation of the molecular integrals over Slater−type orbitals with
non−integer principal quantum numbers are proposed. These integrals are expressed through rela-
tivistic molecular auxiliary functions derived in our previous paper [Phys. Rev. E 91, 023303 (2015)].
The procedure for computation of the molecular auxiliary functions is detailed. It applies both in
relativistic and non-relativistic electronic structure theory. It is capable of yielding highly accurate
molecular integrals for all ranges of orbital parameters and quantum numbers.
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I. INTRODUCTION
The idea of dropping the restriction on principal quan-
tum numbers was firstly suggested by Rydberg [1] in
1890. This was much earlier than any attempt to de-
velop a stable method for electronic structure calculation
of many−electron systems or to construct a more flexible
basis orbital to be used in these method.
The solution of non−relativistic Schro¨dinger equation for
the Coulomb interaction in atomic units (a.u.), leads to
expression for the wave−lengths λ of spectral line emit-
ted in a transition of the atom from quantum state n2 to
state n1 [2],
1
λ
=
1
2π
(En2 − En1) =
Z2
4π
(
1
n21
− 1
n22
)
, (1)
where Z is the nuclear charge, En1 , En2 are the lower and
upper energy levels for hydrogen−like atoms. (n1, n2) are
the principal quantum numbers with integer values ac-
cording to Bohr theory they have integer values. Ryd-
berg through investigation of alkali spectra showed that
for many−electron atoms empirically similar expression
could be used:
1
λ
=
1
2π
(En2 − En1) =
Z2
4π
(
1
(n1 − δ1)2
− 1
(n2 − δ2)2
)
.
(2)
Here, n∗ = n − δ is effective quantum number with
non−integer values. The quantity δ called the quantum
defect [3]. It is depends on angular momentum quantum
number l. The Eq. (2) was obtained by assumption that
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the Z − 1 core electrons (which fill the inner shells of the
core ion completely) do influence the energy of the one
outermost electron by only screening the pure Coulomb
potential. [4, 5]. The analytical wave−function obtained
from solution of Scho¨dinger−like equation for the outer-
most electron with a Coulomb potential screened by Z−1
core electrons has similar form as hydrogen atom solution
but with non−integer values of principal quantum num-
bers [5]. Note that, quantum mechanical justification of
the Ritz’s expansion [6] for quantum defect finally, was
given by Hartree [7]. Such modification on Bohr’s theory
thus, guided the acquisition of analytical Hartree−Fock
SCF equations [8] and derivation of basis orbitals with
non−integer principal quantum numbers as basis sets.
Slater−type orbitals with non−integer principal quan-
tum numbers (NSTOs),
χ (ζ, ~r) =
(2ζ)n+1/2√
Γ (2n+ 1)
rn−1e−ζrYlm (θ, ϕ) (3)
were originally, considered as basis orbitals by Slater
in [9] (in fact, as an improvement to Hartree’s method
the use of simple analytic basis orbitals in forms that
containing parameters to be variationally determined in-
stead of numerical solution of a differential equation was
at first suggested by Slater in a letter published previ-
ously [10]) and Zener [11] in 1930s for non−relativistic
self−consistent field (SCF) calculation of atoms and
molecules. NSTOs are achieved by simplification of La-
guerre functions in hydrogen-like wave−function (ob-
tained from solution of Scho¨dinger−like equation) by
keeping only the term of the highest power of r. These
functions provide extra flexibility for closer variational
description of atoms and molecules since now in addition
to orbital parameters ζ the principal quantum numbers
are also variational parameters. This was already high-
lighted by Zener with a particular note that by putting
2extra parameters into the basis orbitals wherever flexibil-
ity may be obtained without increased complexity. More-
over, it was also predicted that using such sophisticated
basis orbitals in molecular Hartree−Fock SCF calcula-
tions makes evaluation of the molecular integrals labori-
ous. Absence of mathematical difficulties in evaluation of
integrals for atomic systems on the other hand, allowed
for research on using NSTOs [12–14] from different point
of view. Complexity of basis sets was increased, effec-
tiveness of such approximations on physical representa-
tion of a quantum mechanical systems was investigated.
It should be noted that, the works have been performed
so far on electronic structure calculation of atoms and
molecules with NSTOs, which are going to be investi-
gated in detail below, clearly take inspiration from [11].
Years after Zener’s paper, first attempt to calculate the
molecules was carried out by Parr and Joy [15] in 1957.
In their immediately following work they reveled the bot-
tleneck in solution of the integrals evaluation problem
that occurs in molecular calculations [16]. Four kind of
basic integrals, the overlap, kinetic energy, nuclear at-
traction, electron−electron repulsion integrals described.
Prolate spheroidal coordinates method was used to eval-
uate these integrals from their expressions in terms of
gamma functions, incomplete gamma functions, incom-
plete beta functions. The incomplete gamma functions
on the other hand, have no explicit closed-form rela-
tions. The stability of results for the incomplete gamma
functions varies according to domain of parameters [17]
(please see also references therein). Efficient and accurate
approximation for computation of the incomplete gamma
functions still being studied in the literature [18–22].
Shortly after, in [23] the convolution theorem for Fourier
transform method suggested for use alternatively to
auxiliary functions methods (the method express the
two−center integrals in ellipsoidal coordinates. The re-
sulting simpler integrals are so called auxiliary func-
tions). All subsequent studies so far in effort to derive
an individual palatable technique for the solution, have
been used either auxiliary functions method, [24–26]
was originated by Hobson in [27] and was suggested to
use in quantum chemistry by Mulliken et al. in [28] or
Fourier transform convolution method [23] (this case re-
sults with highly oscillatory integrals involving spheri-
cal Bessel functions). As a sample rightfully, hydrogen
molecule has been considered because it is the simplest
possible molecule. It consists of two protons with ei-
ther one− or two−electrons. Mathematical elaboration
the problem of integral evaluation within this framework
was done by Geller and Silverstone in series of papers
[29–34]. Meanwhile, another series of papers were being
published by Bishop [35–38] for calculation of complex
molecules such as H3O
+, CH4, NH4 using Slater−type
orbitals with non−integer principal quantum numbers.
The studies were carried out by Bishop ignored the con-
cern about accuracy to a certain point. Lack of math-
ematical method for accurate calculation of molecular
integrals over NSTOs become increasingly frustrating
for researchers who have desire to explore the advan-
tages of using of NSTOs in molecular calculations. In
another noteworthy attempt made by Allouche [39] to
eliminate the problem of integral evaluation taking into
account the accuracy for results was used the prolate
spheroidal coordinates. The two−center one−electron in-
tegrals were again expressed in terms of auxiliary func-
tions integrals involving the incomplete gamma func-
tions. The two−center two−electron integrals were ex-
pressed in terms of auxiliary functions integrals involv-
ing the product of Legendre polynomials with different
centers and the incomplete gamma functions. This time
for integration of the resulting molecular auxiliary func-
tions the numerical Gaussian quadrature procedure was
suggested. Both the numerical procedure and its com-
puter code makes it challenging to get accurate results
for such auxiliary functions integrals given in [39]. This
may be because practical multi−precision libraries and
the symbolic programming languages were not available
when Allouche’s paper was published. Even if they were
available it would still be laborious (Please see [40–43]
where numerical three−dimensional adaptive integration
procedure used for calculation of two−center integrals
with Slater−type functions (STOs). The principal quan-
tum numbers restricted to be integers yet, even with low-
est values of quantum numbers the results are insuffi-
cient). It should be noted that, a transformation method
suggested for radial parts of NSTOs in [39] as,
rnBe
−ζrB
=
√
2π
∞∑
l=0
1
rARAB
Vn+2l (rA, RAB, ζ) Yl0 (θA, ϕA) , (4)
Vnl (rA, RAB, ζ) =
∫ RAB+rA
|RAB−rA|
rnBe
−ζr
Pl0 (cosθA) drB ,
(5)
shows that if the accuracy problem for two− and
three−center integrals are eliminated then, it is elimi-
nated for four−center integrals as well. The last study
before 90s that needs to be highlighted was performed
by Taylor [44]. There a general manipulation for in-
verse Gauss transforms were derived. Formulas for in-
verse Gauss transforms of Slater−type orbitals obtained
in a previous research [45] were generalized to NSTOs.
As far as we know no detailed implementation of this
method for molecular calculations yet. It is beyond scope
of the present paper but, remains as an interesting work
to be noted for future.
In 90s, the applications using NSTOs concentrated to
only atomic implementations. It can be said that Koga
and his co−workers played dominant role in these ap-
plications [46–51] through inclusively investigating the
atoms for each individual modification on the basis sets.
As it is stated above the aim was here finding the opti-
mal basis sets to be used in Hartree−Fock SCF calcula-
tions that represent the physical properties of the system
3as ideally as possible. For atoms with nuclear charge Z,
Z ≤ 54 a detailed calculations using Slater−type basis
orbitals had been performed by Clementi and Roetti in
1974 [52]. In this study with single−, double−zeta ba-
sis sets approximations the ground, excited states en-
ergies and linear combination coefficients of the atomic
wave−function (in analytical solution of Hartree−Fock
SCF equations the atomic wave−function is represented
by linear combination of primitive basis orbitals) were ob-
tained. These results accepted as reference values. For-
mally, studies on basis sets construction methods [53–
57] and re−optimization of orbital exponents [58–60]
which are considered to improve the results given in [52],
were performed using Slater−type orbitals. Thus, uti-
lizing from the strategies developed in these works and
dropping the restriction on principal quantum numbers
provided further improvements. Note that, in early works
of 90s it were believed that using NSTOs as basis orbitals
in analytical solution of Hartree−Fock SCF equations
may results in better values for energy then numerical
solutions [61]. In this class of computations, however, the
main idea is testing the limits of used basis sets in terms
of energy. The electron correlations and the relativistic
effects are ignored. The best results for energy of atoms
are found from numerical solution of Hartree−Fock SCF
equations. Proximity of analytical solution to numerical
solution thus, is so called Hartree−Fock limit of the used
basis sets approximation.
In following improvements for the results given in [52],
inspiring from work in [62] new variational parameters
(η) as
(
rn−1e−ζr
η)
[63] and from work in [64] new func-
tions (cosh (βr + γ)) as rn−1e−ζr
η
cosh (βr + γ) [65–67]
embedded to radial part of NSTOs. These new emenda-
tions led also to closer results to numerical solution for
Hartree−Fock SCF. Besides, the quantity βr in hyper-
bolic cosine was written as βrη [68]. Then it was decided
to embedding the final generalized form of hyperbolic co-
sine functions as cospq (βr
η + γ) [69]. Using this kind of
basis sets produced so the closest results to the numerical
ones because each basis orbital in linear combination at
least with four variational parameter and basis sets ap-
proximation such as double−zeta not yet is considered.
The improvements so far sustained for comprehen-
sively investigating the physical properties of atoms via
Hartree−Fock SCF method have been ended up with a
decision about molecular applications of derived formulae
and algorithms. Answer for integrals evaluation problem
in molecular calculations even with pure NSTOs without
any additional parameter or functions is still pending. In
the late of 90s one more attempt was made by Mekel-
leche and Baba−Ahmed [70, 71]. Due to lack of bench-
mark values for the integrals then, a tremendous num-
ber of papers were published (Mostly by Guseinov, his
co−workers [72–78] and Ozdogan, his co−workers [79–
82]. We only cite here, those that are noteworthy. We
refer the interested readers for more information [83–85]).
Mainly in almost all these works the ill−conditioned bi-
nomial series expansion,
(ξ ± ν) =
∞∑
s=0
(±1)s Fs (n) ξn−sνs, (6)
where, Fs (n) are the binomial coefficients indexed by n,
s is usually written
(
n
s
)
, with
(
n
s
)
=
Γ (n+ 1)
Γ (s+ 1)Γ (n− s+ 1) , (7)
Γ (n) is the gamma functions or the one−center expan-
sion approximation,
χnlm (ζ, ~r) = lim
N→∞
N∑
n′=l+1
V Nnl,n′lχn′lm (ζ, ~r) (8)
was used. Here, V Nnl,n′l are the expansion coefficients used
to represent the Slater−type orbitals with non−integer
principal quantum numbers in terms of Slater−type or-
bitals with integer principal quantum numbers [76]. It
was supposed that the results of calculations obtained
with any of these approximations are accurate. Accord-
ingly, these approximations applied for solution of various
problems [86–94].
Finally, the benchmark results for two−, three−center
one− and two−electron molecular integrals which have
been demanded for years in order to test the accuracy
of any analytical method to be derived, obtained via nu-
merical global-adaptive method through Gauss-Kronrod
numerical integration extension [95] by us [96–98] with
35 correct decimals. A new molecular auxiliary func-
tions introduced [97]. Note that, the analytical evalua-
tion of these functions involve some challenges namely,
power functions with non-integer exponents, incomplete
gamma functions and their multiplications have no ex-
plicit closed-form relations. In following the definition
and the origin of these new molecular auxiliary functions
re-visited, an analytical method based on a recurrence
strategy which is based on the criterion defined in our
previous papers of the series, developed for computation
of them [99, 100].
The main scope of the this paper is to show that
neither in terms of accuracy nor CPU speed there are
no disadvantages of using NSTOs in molecular calcula-
tions in comparison to Slater−type orbitals. The algo-
rithm thereof, for the molecular auxiliary functions com-
putation is detailed. A computer program code is writ-
ten using Julia programming language [101]. The re-
sults obtained for molecular auxiliary functions are com-
pared with ones obtained from numerical global-adaptive
method based on Gauss-Kronrod numerical integration
extension. The results obtained for the two−center in-
tegrals are compared with benchmark values given in
[96, 97]. Note that it would be a choice just presenting the
formulae and sharing the details of computations upon
request. The molecular integrals evaluation with NSTOs
4problem has preoccupied researchers for decades. As it
is stated above plenty of research articles available in
the literature that produce suspicious approaches and
results. We thus, believe in this paper there should be
sufficient information for both beginner and expert read-
ers to re−compute the given formulas and re−produce
the results. For some formulas, under−brace symbols are
used in order to readily direct the readers to appendices
where, the procedure for the computation of these formu-
las are specified. We finally hope this time the molecular
integrals problem with non−integer Slater−type orbitals
is reached an analytical solution.
II. REVISITING THE MOLECULAR
AUXILIARY FUNCTIONS FEATURES
The molecular auxiliary functions defined in prolate
spheroidal coordinates (ξ, ν, φ) where, 1 ≤ ξ <∞, −1 ≤
ν ≤ 1, 0 ≤ φ ≤ 2π, have the following form,{ Pn1,qn2n3n4 (p123)Qn1,qn2n3n4 (p123)
}
=
pn11
(n4 − n1)n1
∫ ∞
1
∫ 1
−1
(ξν)
q
(ξ + ν)
n2 (ξ − ν)n3
×
{
P [n4 − n1, p1(ξ + ν)]
Q [n4 − n1, p1(ξ + ν)]
}
ep2ξ−p3νdξdν, (9)
here, {q, n1} ∈ Z, {n2, n3, n4} ∈ R, p123 = {p1, p2, p3}
(and in subsequent notation), p1 > 0, p2 > 0,
−p2 ≤ p3 ≤ p2.
P,Q are the normalized complementary incomplete
gamma and the normalized incomplete gamma
functions[102, 103],
P [α, z] =
γ (α, z)
Γ (α)
, Q [α, z] =
Γ (α, z)
Γ (α)
, (10)
where γ(a, z) and Γ(a, z) are incomplete gamma func-
tions,
γ (α, z) =
∫ z
0
tα−1e−tdt, Γ (α, z) =
∫ ∞
z
tα−1e−tdt,
(11)
Γ(a) is a complete gamma function,
Γ (α) = Γ (α, z) + γ (α, z) , (12)
and the Pochhammer’s symbol (α)n is defined,
(α)n =
Γ (α+ n)
Γ (α)
. (13)
The incomplete gamma functions in Eq. (9) arise as a re-
sult of two−electron interactions. As it was stated in our
previous works, the symmetry properties of two-center
two-electron integrals allow us to take advantage of the
sum P +Q = 1 instead of immediate expansion of incom-
plete gamma functions or using the relations P = Q− 1,
Q = P − 1 which their convergence are conditional [103].
This feature was formalized by a criterion given as,
Criterion. Let P [n4 − n1, z] and Q [n4 − n1, z] then
n4−n1 = a± c, n4−n1 = a± d, where a ∈ R, {c, d} ∈ Z
are true for any integrals that can be reduced to Eq. (9).
It is now legitimate to use up− and down−ward
distant recurrence relations for normalized incomplete
gamma functions [103] and reduce the Eq. (9) to
well−known overlap−like integrals defined in prolate
spheroidal coordinates [100] which are independent from
electron−electron interactions as follows,
Gn1,qn2n3 (p123) =
pn11
Γ (n1 + 1)
×
∫ ∞
1
∫ 1
−1
(ξν)
q
(ξ + ν)
n2 (ξ − ν)n3 e−p2ξ−p3νdξdν.
(14)
By using the following relationship,
(ξν)
q
=
1
22q
∑
s1
(−1)s1 Fs (q) (ξ + ν)2q−2s1 (ξ − ν)2s1 , (15)
for Eq. (14) we have,
Gn1,qn2n3(p123)
=
1
22q
∑
s1
(−1)s1 Fs1 (q)Gn1,0n2+2q−2s1,n3+2s1(p123), (16)
0 ≤ s1 ≤ q. The vectorization procedure which runs
faster than the corresponding code containing loops, is
used for computation of molecular auxiliary functions.
Accordingly, it is more advantageous to details the com-
puter program code to be written in two sections. These
sections are divided depending on the values of p3 as
p3 = 0 and p3 6= 0. Four sum indices are defined as fol-
lows,
• s1 is used in both sections three and four, for bino-
mial expansion of (ξν)
q
• s2 is used in section four, for series expansion of
e−p3ν
• s3 is used section four, for binomial expansion of
(ξν)s2
• s4 is used in both sections three and four, for series
expansion of incomplete beta functions.
These indices are results of explicitly writing the Eq. (14)
by including all the sub−functions in its content. On the
other hand, storing the value of all terms in explicit form
of Eq. (14) requires using two indices (instead of four)
run over a finite sum and an infinite sum, respectively.
For this purpose we use an additional indices as s5, s6.
5III. COMPUTATION OF THE MOLECULAR
AUXILIARY FUNCTIONS. CASE 1. P3 = 0.
For p3 = 0 we have the following relationship for the
auxiliary functions given in the left hand sidde of Eq.
(16) with q = 0 [99],
Gn1,0n2n3 (p120) = hn1,0n2n3 (p12) + hn1,0n3n2 (p12)
− kn1,0n2n3 (p12)− kn1,0n3n2 (p12) , (17)
here,
hn1,q
′
n2n3 (p12) =
pn11
Γ (n1 + 1)
2n2+n3+q
′+1B (n2 + 1, n3 + 1)
× E−(n2+n3+q′+1) (p2)− ln1,q
′
n2n3 (p12) , (18)
ln1,q
′
n2n3 (p12) =
pn11
Γ (n1 + 1)
×
∑
s4
(−n2)s4
(n3 + s4 + 1) s4!
mn2+q
′−s4
n3+s4+1
(p2) , (19)
where, 0 ≤ s4 ≤ N .
mn1n2 (p)
= 2n1U (n2 + 1, n1 + n2 + 2, p) Γ (n2 + 1) e
−p, (20)
and,
kn1,q
′
n2,n3 (p12) =
pn11
Γ (n1 + 1)
2n2+n3+q
′+1
×B
(
n2 + 1, n3 + 1,
1
2
)
E−(n2+n3+q′+1) (p2) . (21)
with, confluent hypergeometric functions of first kind
[102] and B (α, β, z) incomplete beta functions,
B (α, β, z) =
∫ z
0
tα−1(1− t)β−1dt. (22)
Notice that, while q = 0, q′ = 0. The Eqs. (18-21) are
given in general form and be used for q 6= 0. The q′ in
fact, is a sum indices that arises from series expansion
of exponential functions. We discuss this in the following
section but already, such generalization of the Eqs. (18-
21) is to avoid duplication.
The simplified form of Eq. (17) that is easier to use in
coding, is written as follows,
Gn1,0n2n3 (p120) =
pn11
Γ (n1 + 1)
2n2+n3+1Bn2+1,n3+1︸ ︷︷ ︸
G01
× E−(n2+n3+1) (p2)︸ ︷︷ ︸
G02
− ln1,0n2n3 (p12)︸ ︷︷ ︸
G03
− ln1,0n3n2 (p12)︸ ︷︷ ︸
G04
. (23)
Considering the Eq. (16), the values for n1 n2, n3 in the
Eq. (23) should replace with n1 → n1, n2 → n2+2q−2s1,
n3 → n3 + 2s1. The second under−braced function is
called to as G02, represents the generalized exponential
integral functions [102]. It is invariant for each term of
the summation.
The following recurrence relationship is derived for the
beta function depicted with G01
Bz−2s,z′+2s =
(z′ + 2s− 1) (z′ + 2s− 2)
(z − 2s) (z − 2s+ 1)
×Bz−2s+2,z′+2s−2, (24)
where, z = n2 + 2q + 1, z
′ = n3 + 1.
The G03 is a re−written form of Eq. (19) according to
Eq. (16):
ln1,0n2+2q−2s1,n3+2s1 (p12) =
pn11
Γ (n1 + 1)
×
∞∑
s4=0
[− (n2 + 2q − 2s1)]s4
(n3 + 2s1 + s4 + 1)︸ ︷︷ ︸
P1
mn2+2q−2s1−s4n3+2s1+s4+1 (p2)
s4!︸ ︷︷ ︸
M1
. (25)
The expression for G04 is obtained only by exchanging the
indices n2 + 2q − 2s1 and n3 + 2s1 so the under−brace
symbols in this case become P2, M2. The following form
of down−, up−ward recurrence relationships then, are
used for Pochhammer’s symbols in P1 and P2,
(z − 2s)s′ =
(z − 2s) (z − 2s+ 1)
(z − 2s+ s′) (z − 2s+ s′ + 1)
× (z − 2s+ 2)s′ , (26)
(z + 2s)s′ =
(z + 2s+ s′ − 1) (z + 2s+ s′ − 2)
(z + 2s− 1) (z + 2s− 2)
× (z + 2s− 2)s′ . (27)
The m functions with two sum indices are reduced to one
and computed with using recurrence relationships:
mn2+2q−sn3+s+1 (p2)︸ ︷︷ ︸
m1,n2→n3⇒m2
=
1
4
(n3 + s)
(n3 + 2q − s+ 1)︸ ︷︷ ︸
c11,n2→n3⇒c21
m
n2+2q−(s−2)
n3+s−1
(p2)︸ ︷︷ ︸
m11,n2→n3⇒m21
+
1
2
(n2 − n3 + 2q − 2s− p2 + 1)
(n2 + 2q − s+ 1)︸ ︷︷ ︸
c21,n2→n3⇒c22
m
n2+2q−(s−1)
n3+s (p2)︸ ︷︷ ︸
m21,n2→n3⇒m22
.
(28)
In the Eq. (25) for M2, n2 are exchanged with n3.
The readers should look to Appendix A for vectorized
forms of the equations presented in this section.
6IV. COMPUTATION OF THE MOLECULAR
AUXILIARY FUNCTIONS. CASE 2. P3 6= 0.
The derived relationships in our previous papers [99,
100] for molecular auxiliary functions while p3 6= 0 can be
recapitulated in the present paper. The Eq. (16) is still
primary but its reduced form
(Gn1,0) on the right−hand
side, is as follows,
Gn1,0n2,n3 (p123) =
pn11
Γ (n1 + 1)
∑
s
(−1)s J s,s,sn2,n3 (p32) , (29)
J s,s,sn2,n3 (p32)
=
1
2s
∑
s′
(−1)s′ Fs′ (s)J s,s,0n2+2s−2s′,n3+2s′ (p32) , (30)
J s,s,0n2n3 (p12) =
pn11
Γ (n1 + 1)
2n2+n3−s+1Bn2+1,n3+1︸ ︷︷ ︸
J01
× E−(n2+n3−s+1)︸ ︷︷ ︸
J02
− ln1,−sn2n3 (p12)︸ ︷︷ ︸
J03
− ln1,−sn3n2 (p12)︸ ︷︷ ︸
J04
, (31)
Here, s = s2, n2 = n2+2q−2s1+2s2−2s3, n3 = n3+2s1+
2s3. Before starting the discussion on the computational
procedure, it should be noticed that same as previous
section, the Eq. (16) is computed by directly inserting
the Eqs. (30, 31) into it. Instead of producing multiple
functions that need to be computed, this is recommended
in our study based on vectorization procedure.
Starting with J01 of the Eq. (31) the following recurrence
relationships are used first,
Bz+2s,z′
=
(z + 2s− 1) (z + 2s− 2)
(z + z′ + 2s− 1) (z + z′ + 2s− 2)︸ ︷︷ ︸
br
Bz+2s−2,z′ , (32)
with z = n2 + 2q − s, z = n3 + s, and,
Bz−s,z′+s
=
(z′ + 2s− 1) (z′ + 2s− 2)
(z − 2s) (z − 2s+ 1)︸ ︷︷ ︸
bc
Bz−s+2,z′+s−2, (33)
with, z = n2 + 2q + 2s, z
′ = n3.
The J02 represents the exponential integrals functions.
They are computed as follows,
E−a−s (p) =
1
p
{
e−p + (a+ s)E−a−s+1 (p)
}
, (34)
here, − (a+ s) = − (n2 + 2q + n3)− s2, p = p2.
The auxiliary functions given with J03 and J04 are the
most challenging to compute since they are defined with
four sum indices. They, however, have symmetry allows
us represent them only with two sum indices (one use for
finite sum and the other for infinite sum). Notice that,
the molecular auxiliary functions derived for evaluation
of integrals over Slater−type orbitals with integer prin-
cipal quantum number are with two sum indices of the
same property. This is the most important feature of our
method. The main reason of claim that for both accu-
racy and CPU speed there should be no disadvantages of
using NSTOs in molecular calculations. Taking into ac-
count a small computationally meaningful modification
on the Eq. (19) the J03 and J04 are expressed as,
ln1,qn2,n3 (p12) =
pn11
Γ (n1 + 1)
×
pe1︷ ︸︸ ︷
(−n2)−q
∑
s
pl1︷ ︸︸ ︷
(−n2 − q)s
(n3 + s+ 1) s!
m1︷ ︸︸ ︷
m
(n2+q)
n3+s+1
(p2)
(−n2 + s)−q︸ ︷︷ ︸
ps1
(35)
where, s = s4, n1 = s2, q = −s2, p12 = p32, p1 = p3.
For J03 function, n2 = n2 + 2q − 2s1 + 2s2 − 2s3, n3 =
n3+2s1+2s3. The values of n2 with n3 and the symbols
m1, pe1, pl1, ps1 with m2, pe2, pl2, ps2 are exchanged
respectively for J04.
The recurrence relationship to be used for computation
of ps1, pe1 determined as,
(− [n2 + 2q]− 2s)s
=
[− (n2 + 2q)− 2s]
[− (n2 + 2q)− s] [− (n2 + 2q)− 2s+ 1]︸ ︷︷ ︸
psr1,n2→n3⇒psr2
(− [n2 + 2q]− 2s+ 2)s−1 , (36)
(− [n2 + 2q]− 2s+ s′)s′
=
[− (n2 + 2q)− 2s+ s′ + s− 1]
[− (n2 + 2q)− 2s+ s′ − 1]︸ ︷︷ ︸
psc1,n2→n3⇒psc2
× (− [n2 + 2q]− 2s+ s′ − 1)s′ . (37)
There is no need for an additional effort to compute
pe1, pe2 since ps1, ps2 contains all of their terms. pl1 and
pl2 (n2 → n3) are in same form with pm, thus same proce-
dure for computation of them are used. This also applies
for factorial and binomial coefficients. The only functions
remain that require special attention, are m1, m2. The
sum indices reduced recurrence relationships expressions
7for m functions are as follows,
m
(n2+s)+2q−s
′
n3+s′+1
(p)︸ ︷︷ ︸
m1,n2→n3⇒m2
=
1
4
(n3 + s
′)
((n3 + s) + 2q − s′ + 1]︸ ︷︷ ︸
c11,n2→n3⇒c21
×m(n2+s)+2q−(s
′−2)
n3+s′+1
(p)︸ ︷︷ ︸
m11,n2→n3⇒m21
+
1
2
[(n2 + s)− n3 + 2q − 2s′ − p2 + 1]
((n2 + s) + 2q − s′ + 1]︸ ︷︷ ︸
c21,n2→n3⇒c22
×m(n2+s)+2q−(s
′−1)
n3+s′
(p)︸ ︷︷ ︸
m21,n2→n3⇒m22
, (38)
m
(n2+s)+2q−s
′
n3+s′+1
(p)︸ ︷︷ ︸
m1,n2→n3⇒m2
= 4
(n2 + s) + n3 + 2q + p+ 1
p︸ ︷︷ ︸
r11,n2→n3⇒r21
×m(n2+s)+2q−(s
′+1)
n3+s′+1
(p)︸ ︷︷ ︸
m11,n2→n3⇒m21
+ 2
s′ − (n2 + s)− 2q + 1
p︸ ︷︷ ︸
r21,n2→n3⇒r22
×m(n2+s)+2q−(s
′+2)
n3+s′+1
(p)︸ ︷︷ ︸
m21,n2→n3⇒m22
. (39)
All the terms stored in the memory are re-collected in
line with the Eqs. (31, 35) then they are used in explicit
form of the Eq. (16) given below,
Gn1,qn2,n3 (p123) =
1
2q
∑
s1,s2,s3
(−1)s1+s4+s2 Fs1 (q)
1
2s4
× Fs3 (s2)
{
1
2−s2
(
ps23
Γ (s2 + 1)
2n2+n3+2q+s2+1
×Bn2+2q−2s1+2s2−2s3+1,n3+2s1+2s3+1
× E−(n2+n3+2q+s2+1) (p2)
− ls2−s2n2+2q−2s1+2s2−2s3,n3+2s1+2s2 (p32)
− ls2−s2n3+2s1+2s2,n2+2q−2s1+2s2−2s3 (p32) )} . (40)
The domain of s6 sum index is dependent to upper limit
of summation which must covers all the terms in Eq.
(40).
For vectorized forms of the equations presented in this
section see Appendix B.
V. RESULTS AND DISCUSSIONS
An efficient method for computation of the relativis-
tic molecular auxiliary functions given in the Eq. (9) is
presented. They are reduced to Eq. (17) and Eq. (29)
according to the criterion that represent the symme-
try of two−electron interactions. This is also consistent
with the idea that the overlap integrals are basic build-
ing block for molecular integrals since the Eqs. (17, 29)
are in fact the representation of two−center overlap in-
tegrals in prolate spheroidal coordinates. This simply
provide the necessary and sufficient condition to prove
the accuracy of proposed fully analytical method. The
two−center overlap integrals of non−integer Slater−type
orbitals in the lined−up coordinate systems are given as,
Snlλ,n′l′λ(ρ, τ) =
∫
χ∗nlλ (ζ, ~rA)χn′l′λ (ζ
′, ~rB) dV (41)
with,
ρ =
R
2
(ζ + ζ′) , τ =
ζ − ζ′
ζ + ζ′
and, ~R = ~RAB = ~rA − ~rB, ζ, ζ′ are orbital parameters.
Please see [96] (and references therein) for explicit form
of Eq. (41). For calculation of the Eq. (41) the following
form accordingly, is used,
Snlλ,n′l′λ(ρ, τ) = Nnn′ (ρ, τ)
l∑
a
l′∑
b=λ
a+b∑
c=0
gcab (lλ, l
′λ)
× P0,cn−a,n′−b,0 (0, ρ, τ) . (42)
The gcab coefficients arise from product of two spherical
harmonics with different centers [72]. The results of cal-
culations presented in Tables I and II are obtained from
the Eq. (42). It is clear from this equation that the ac-
curacy of the used method should be tested by increas-
ing the values of angular momentum coefficients l, l′ and
considering as high as possible values for principal quan-
tum numbers n, n′. In the tables presented in this study,
the fixed with values for principal quantum numbers,
n = 50.1, n′ = 50.0 are used. The values of orbital pa-
rameters are chosen as ρ = 5.1, τ = 0. These values
are chosen based on experiences from previous calcula-
tions which lead to know that the so far developed meth-
ods in order to calculate the two−center overlap inte-
grals with non−integer principal quantum numbers have
failed. The values of angular momentum quantum num-
bers l, l′ are increased from {l, l′} = 0 to {l, l′} = 5, re-
spectively. Benchmark results are obtained via numerical
global−adaptive method with Gauss−Kronrod numeri-
cal integration extension using Mathematica program-
ming language [104]. The calculations are performed
with 40−digits accuracy by setting the WorkingPreci-
sion option as 40. This causes all internal computations
to be done to at most 40−digit precision.
Julia programming language [105, 106] is used for com-
putation of the fully analtytical method. This program-
ming language allow easy use of this existing code writ-
ten in C or Fortran programming languages. It has a
”no boilerplate” philosophy: functions can be called di-
rectly from it without any ”glue” code, code generation,
8TABLE I. The comparative values for the two−center overlap integrals over non−integer Slater−type orbitals.
n l n′ l′ λ ρ τ Results
50.1 0 50.0 0 0 5.1 0
9.57914 65146 38189 77903 14416 92566 55702 E−01(35)a
9.57914 65146 38189 77903 14416 92566 55702 E−01(80)b
50.1 1 50.0 1 1 5.1 0
9.72384 17544 16182 68349 60818 96583 16551 E−01(35)a
9.72384 17544 16182 68349 60818 96583 16551 E−01(80)b
50.1 2 50.0 2 0 5.1 0
9.18991 91933 69431 71198 54394 33099 01583 E−01(35)a
9.18991 91933 69431 71198 54394 33099 01583 E−01(80)b
50.1 3 50.0 3 1 5.1 0
9.13139 56806 63425 61199 88426 62258 19702 E−01(35)a
9.13139 56806 63425 61199 88426 62258 19703 E−01(80)b
50.1 4 50.0 4 2 5.1 0
9.08402 38184 02459 97117 43224 82911 00064 E−01(40)a
9.08402 38184 02459 97117 43224 82911 00064 E−01(85)b
50.1 5 50.0 5 1 5.1 0
8.66195 74959 32514 08801 94794 08243 70292 E−01(40)a
8.66195 74959 32514 08801 94794 08243 70292 E−01(85)b
The numbers in pharantesis represent the upper limit of summation N .
a Benchmark result obtained via global-adaptive method with Gauss-Kronrod extension.
b Results obtained via Eq. (40).
TABLE II. Convergence behavior of the analytical solution for two−center overlap integrals.
n l n′ l′ λ ρ τ Results
50.1 5 50.0 5 1 5.1 0
1.32568 13525 90586 81329 51435 96242 73791 E+36(10)
-2.90971 87630 90363 23342 45215 08552 63018 E+34(15)
1.23299 50039 89889 33472 47029 50376 17086 E+32(20)
-8.07987 96650 25341 37309 26554 15979 78721 E+28(25)
1.93904 45950 34950 77981 80976 64495 06345 E+24(30)
1.64177 83542 71254 80306 89257 94945 30469 E+20(35)
2.24224 67720 72493 39894 23507 37260 10690 E+15(40)
8.10564 74767 07974 06257 20626 75989 83928 E+08(45)
-1.56878 26202 66460 85553 98231 88490 25729 E+01(50)
8.66195 75005 97684 59795 29121 58447 25427 E−01(55)
8.66195 74959 32514 00384 71911 22855 86889 E−01(60)
8.66195 74959 32514 08801 68929 31385 75004 E−01(65)
8.66195 74959 32514 08801 94793 64570 45165 E−01(70)
8.66195 74959 32514 08801 94794 08242 21380 E−01(75)
8.66195 74959 32514 08801 94794 08243 70283 E−01(80)
8.66195 74959 32514 08801 94794 08243 70292 E−01(85)
8.66195 74959 32514 08801 94794 08243 70292 E−01(90)
The numbers in pharantesis represent the upper limit of summation N .
or compilation even from the interactive prompt. This is
accomplished by making an appropriate call with ccall,
which looks like an ordinary function call. The most com-
mon syntax for ccall is as follow,
ccall((symbol, library),
RetT ype, (ArgType1, ...), Arg1, ...).
For accuracy only an additional computer algebra pack-
age so called Nemo [107] is required. This package is
based on C libraries such as FLINT,ANTIC,Arb, Pari
and Singular. It has a module system which is use to
provide access to Nemo. It is imported and used all ex-
ported functionality by simply type using Nemo.
In the light of the previous sections, for fully analyti-
cal method the upper limit of summation N that gives
results equivalent to numerical ones has found to be
N = 85.
Appendix A: Vectorized form for the functions in
Section III
The beta functions are now be written in vector form
as,
B[s1 + 1] =
(z′ + 2s1 − 1) (z′ + 2s1 − 2)
(z − 2s1) (z − 2s1 + 1) B[s1] (A1)
9In order to compute the Pochhammer’s symbols in P1,
P2, first, s1 = 0 is considered.
P1[s4, 1] = p1[s4]/ (n3 + s4 + 1)
P2[s4, 1] = p2[s4]/ (n2 + 2q + s4 + 1)
(A2)
where,
p1[s4 + 1] = − (n2 + 2q − s4 + 1) p1[s4]
p2[s4 + 1] = − (n3 − s4 + 1) p2[s4] (A3)
In a vector form considering the Eqs. (25−27), They are
given as,
P1 [s4, s1 + 1]
=
(z + 2s1 + s4 − 1) (z + 2s1 + s4 − 2)
(z + 2s1) (z + 2s1 − 1) P1[s4, s1]
(A4)
P2 [s4, s1 + 1]
=
(z′ − 2s1 − 1) (z′ − 2s1)
(z′ − 2s1 + s4 − 2) (z′ − 2s1 + s4 − 1)P2[s4, s1]
(A5)
m1[s5 + 1] =
1
4 c
11m11[s5] +
1
2c
12m12[s5]
m2[s5 + 1] =
1
4 c
21m21[s5] +
1
2c
22m22[s5]
m12[s5 + 1] = m1[s5]
m22[s5 + 1] = m2[s5]
M1[s4, s1] = m1[s5 + 2]/f [s4]
M2[s4, sp] = m2[s5 + 2]/f [s4]
(A6)
with, 2s1 ≤ s5 ≤ N + 2s1 and sp = q − s1. The f , b vec-
tors are represent the factorials of the Eq. (25), binomial
coefficients of Eq. (16),
b[s+ 1] =
(
q − s
s+ 1
)
b[s] (A7)
respectively. Finally, in this section, what is left are just
multiplying the defined vector forms of the functions,
(PM)1 [s4, s1] = b[s1]P1[s4, s1]M1[s4, s1]
(PM)2 [s4, s1] = b[s1]P2[s4, s1]M2[s4, s1]
(A8)
taking into account Eqs. (23, 25), inserting the sum ap-
propriately in the Eq. (16).
Appendix B: Vectorized form for the functions in
Section IV
B[s2, 1] = br[s2]B[s2 − 1, 1] (B1)
B[s2, s6] = bc[sqe]B[s2, s6 − 1] (B2)
ps1[s4, 1] = psr1[s4, 1]ps1[s4 − 1, 1]
ps1[s4, 2] = psr1[s4, 2]ps1[s4 − 1, 2]
ps2[s4, 1] = psr2[s4, 1]ps2[s4 − 1, 1]
ps2[s4, 2] = psr2[s4, 2]ps2[s4 − 1, 2]
ps1[s4, s6] = psc1[s4, s6]ps1[s4, s6 − 1]
ps2[s4, s6] = psc2[s, s6]ps2[s4, s6 − 1]
(B3)
Finally in vector forms for m1 and m2 functions we have,
m1[s4, 1] = 4r11[s4, 1]m1[s4 − 2, 1] + r12[s4, 1]m1[s4 − 1, 1]
m1[s4, 2] = 4r11[s4, 2]m1[s4 − 2, 2] + r12[s4, 2]m1[s4 − 1, 2]
m2[s4, 1] = 4r21[s4, 1]m2[s4 − 2, 1] + r22[s4, 1]m2[s4 − 1, 1]
m2[s4, 2] = 4r21[s4, 2]m2[s4 − 2, 2] + r22[s4, 2]m2[s4 − 1, 2]
(B4)
m1[s4, s6] =
1
4c11[s4, s6]m1[s4, s6 − 2]
+c12[s4, s6]m1[s4, s6 − 1] (B5)
m2[s4, s6] =
1
4c21[s4, s6]m2[s4, s6 − 2]
+c22[s4, s6]m2[s4, s6 − 1] (B6)
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