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Abstract Project managers are continuously under pres-
sure to shorten product development durations. One
practical approach for reducing the project duration is
lessening dependencies between different development
components and teams. However, most of the resource
allocation strategies for lessening dependencies place
the implicit and simplistic assumption that the depen-
dency structure between components is static (i.e., does
not change over time). This assumption, however, does
not necessarily hold true in all product development
projects. In this paper, we present an analytical frame-
work for optimally allocating resources to shorten the
lead-time of product development projects having a time-
varying dependency structure. We build our theoreti-
cal framework on a linear system model of product de-
velopment processes, in which system integration and
local development teams exchange information asyn-
chronously and aperiodically. By utilizing a convexity
result from the matrix theory, we show that the optimal
resource allocation can be efficiently found by solving
a convex optimization problem. We provide illustrative
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examples to demonstrate the proposed framework. We
also present boundary analyses based on major graph
models to provide managerial guidelines for improving
empirical PD processes.
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1 Introduction
Projects are indispensable and central in most of the in-
dustries for performing several types of work [57]. For
this reason, project management has been one of the
major research themes in the field of engineering de-
sign during the last half-century. Since modern prod-
uct structures are becoming increasingly complex due
to global competition, technological advancements, and
changing customer needs, the management of product
development (PD) projects is of fundamental impor-
tance in various organizations. Despite this fact, there
is still a lack of effective managerial methodologies for
achieving PD project goals such as meeting prespecified
deadlines, achieving desired performances, and keeping
cost requirements [20,49]. It is even reported that some
of the PD projects achieving their goals are often con-
sidered to be not successful by stakeholders [21, 22].
Therefore, the development of effective methodologies
for the modeling and planning of PD projects is highly
anticipated by both managers and stakeholders.
Modularization is a widely adopted approach for ef-
fective understanding, management, and characteriza-
tion of complex PD projects. Modularization consists
of the following two steps: establishment of a modu-
lar architecture and development of design rules [4]. In
ar
X
iv
:1
90
3.
09
96
4v
1 
 [m
ath
.O
C]
  2
4 M
ar 
20
19
2 Masaki Ogura et al.
the first step, we divide a product into smaller build-
ing blocks called modules. This division is performed
in such a way that dependencies among the compo-
nents within individual modules are maximized while
dependencies between modules are minimized. There-
fore, modularization allows project managers to facili-
tate a PD project by independently improving individ-
ual modules within the product [7, 67].
In practice, various technical, physical, and busi-
ness constraints prohibit us from ignoring dependen-
cies between modules and simply designing each mod-
ule separately [31]. Therefore, in the second step of
modularization, we seek for the possibility of minimiz-
ing or eliminating dependencies outside module bound-
aries [4]. Such interdependencies can be reduced by in-
vesting in the design rules defining the connections or
relationships between modules [2, 39, 44]. The reduc-
tion is achieved through either the creation of a higher
level design rule in the design structure matrix (DSM)
or internalizing the rule within the design of each mod-
ule [4]. This process helps us to develop a design rule as
a mutual upfront agreement between modules [26,45].
On the other hand, the current practice for invest-
ing in design rules is often based on project managers’
intuition or heuristic rules, which may not necessarily
lead to the best outcome [1, 43]. Therefore, we find in
the literature several decision support tools aimed at
assisting the managers to cost-efficiently invest in de-
sign rules (see, e.g., [16, 38, 59] and references therein).
A distinctive approach to address this problem can be
found in the sequence of works [10, 11, 13], in which
the authors identify the fact that performance, robust-
ness, resilience, and fragility of complex design networks
are heavily dependent on their underlying connectivity
structures. The authors found, by analyzing empirical
PD processes, that large-scale design networks are char-
acterized by heavy-tail degree distributions with highly
connected modules, while most modules have small de-
grees. This finding suggests [13] that these degree con-
nectivity patterns of complex design networks can be
exploited and incorporated in a resource allocation for
suppressing the amplification and propagation of design
changes and errors through the engineering network.
However, most of the aforementioned decision sup-
port tools in the literature rely on an implicit assump-
tion that the PD project architecture is static and,
therefore, does not change over time. This assumption
is not consistent with reality; for example, informa-
tion hiding between development teams give rise to a
time-varying dependency structure, which causes per-
sistent recurrence of problems such that progress oscil-
lates between being on schedule and falling behind [39,
65]. Other sources of the time-variability include asyn-
chronicity and random timing of task updates and infor-
mation exchange [32,48] and fluctuations in the amount
of rework that a unit of rework in a module causes to
other modules [33]. In fact, as firstly discovered in the
seminal papers [12, 14], time-variability of dependency
structures or, in general, connectivity structures, can be
found not only in PD projects but also in various other
contexts such as human contact networks, online so-
cial networks, biological, and ecological networks (see,
also, the monographs [30,46] for recent surveys on this
subject).
In this paper, we present an optimization frame-
work for making a cost-efficient investment in design
rules when the underlying dependency structure be-
tween modules is changing over time. We illustrate our
theoretical framework by focusing on the PD project
model with asynchronous interaction between system
integration and local development teams [65]. By us-
ing the stability theory of switched linear systems [41]
adopted from the systems and control theory, we show
that the proposed model is feasible, i.e., the amount
of unfinished work converges to zero, if and only if
the magnitude of the eigenvalues of a generalized work
transformation matrix (WTM) is strictly less than one.
We then propose an analytical framework for op-
timally weakening the dependencies between different
product components for accelerating PD projects. Since
organizations seek for minimizing project lead-times un-
der a predefined budget, time-cost trade-offs naturally
arise in this context. In this paper, we consider the fol-
lowing two types of time-cost trade-off problems [28].
The first one is the budget-constrained dependency op-
timization, where we distribute a fixed amount of re-
source across the project for minimizing its lead-time.
The other problem is the performance-constrained de-
pendency optimization, where we distribute resource
for achieving a specified performance objective while
minimizing the cost of the resource. We show that both
problems can be efficiently solved via convex optimiza-
tion techniques [9], which is in contrast with other de-
cision support tools relying on, e.g., non-convex opti-
mizations [66], genetic algorithms [3, 56], iterative pro-
cedures [6], and backtracking procedures [55].
The proposed framework is tailored to a dynamical
PD project in which a local team passes their outcome
to the system team for integration [35]. We specifically
consider the situation where, although the information
update from the local team occurs regularly, the one
from the system team occurs only intermittently [65].
Such asymmetry in the communication frequency can
arise due to high communication cost or unbalanced
integration and development times. A major source of
high communication cost is poor communications be-
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tween teams, which could even result in failed projects.
On the other hand, when the development time is sig-
nificantly different from the integration time, one of the
teams would have to wait for the completion of the task
in the other team. In this context, a typical application
area of the proposed framework is the design and devel-
opment of large-scale components in complex industrial
products such as vehicles, vessels, and aircraft.
The rest of this paper is organized as follows. In
Section 2, we describe our model of PD processes un-
der asynchronous and aperiodic interactions between
system integration and local development teams. Af-
ter studying the feasibility of the proposed PD pro-
cess model in Section 3, in Section 4 we develop an
optimization framework for efficiently solving the time-
cost trade-off problems. The obtained framework is il-
lustrated with a real PD process in Section 5. Further
boundary analyses based on major graph models are
performed in Section 6. We finally provide the conclu-
sion of the paper as well as some discussions in Sec-
tion 7.
2 Asynchronous and aperiodic work
transformation model
In this section, we review the asynchronous work trans-
formation model presented in [65]. We then generalize
the model to the case of random and aperiodic informa-
tion exchange. We finally describe the problems of fea-
sibility analysis and optimal resource allocation studied
in this paper.
2.1 Asynchronous work transformation
In the asynchronous and periodic work transformation
model [65], there exist a pair of local and system teams
working for the development of a product. The PD pro-
cess contains m tasks, and each task is separated into
development and integration tasks that are performed
by the local and system teams, respectively. As in [65],
we let Li(k) and Si(k) represent the amount of unfin-
ished work in the ith local and system task at time
step k, respectively. Let us define the vectors
L(k) =
L1(k)...
Lm(k)
 , S(k) =
S1(k)...
Sm(k)
 .
If the local and system teams exchange information at
every time step, the above variables evolve over time by
the following equation:[
L(k + 1)
S(k + 1)
]
=
[
WL WSL
WLS WS
] [
L(k)
S(k)
]
, (1)
where WL, WSL, WLS , and WS are WTMs having non-
negative entries. For example, WSL is an entry-wise
nonnegative matrix that captures the rework fraction
created by system tasks S(k) for the corresponding lo-
cal tasks L(k). The other WTMs are understood in a
similar manner.
As discussed and demonstrated by the authors in [65],
even though the local team may frequently provide the
system team with local updates, the system team, on
the other hand, may provide only intermittent feedback
to the local team. To model this situation, they intro-
duce the third variable, Hi(k), denoting the amount
of finished work in the ith system task that is not yet
transfered to the local team. When feedback from the
system to local team occurs, the finished work will be
cleared on the part of the system team and will be trans-
ferred to the local team. Also, until feedback occurs,
the finished work keeps accumulating within the sys-
tem team. In this situation, the vectorial variable
H(k) =
H1(k)...
Hm(k)

dynamically evolves as
H(k + 1) =
{
0, if feedback occurs at time k,
H(k) +WSHS(k), otherwise,
where WSH is a WTM from unfinished system tasks to
finished system tasks. Similarly, the amount of unfin-
ished work in the local team evolves by the following
difference equation:
L(k + 1) =

WLL(k) +WSLS(k) +H(k),
if feedback occurs at time k,
WLL(k), otherwise.
Finally, notice that the amount of unfinished work in
the system team evolves in the same way as in (1).
Combining the above equations, we see that the joint
state variable
x(k) =
L(k)S(k)
H(k)
 (2)
evolves over time as
x(k + 1) =
{
A1x(k), if feedback occurs at time k,
A2x(k), otherwise,
(3)
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where the matrices A1 and A2 are given by
A1 =
WL WSL IWLS WS O
O O O
 , A2 =
WL O OWLS WS O
O WSH I
 .
In [65], the authors considered the situation where
feedbacks occur periodically. By using the Floquet the-
ory for periodic linear dynamical systems, the authors
clarified how intermittent feedback from the system team
leads to persistent recurrence of PD problems called
design churn effects, where progress oscillates between
being on schedule and falling behind.
2.2 Specifications of WTMs
In this paper, we adopt the specification of WTMs
proposed in [65]. Let ΩL and ΩS denote the DSMs
within the local and system teams, respectively. For
each σ = L, S, the diagonal elements of Ωσ give work
completion coefficients, while the off-diagonal elements
(Ωσ,ij with i 6= j) denote the amount of rework cre-
ated for the task i per unit of work done on the task j.
Also, for describing the dependency between the local
and system teams, inter-component dependency matri-
ces (IDMs) are introduced. Let ΩLS denote the IDM,
whose element ΩLS,ij represents the amount of rework
created for system task i per unit of work done on lo-
cal task j. The IDM ΩSL is understood in the same
manner.
Then, the authors in [65] have adopted the following
formula for computing the WTMs from the DSMs and
IDMs. In their formula, the WTM within the local team
is given by
WL,ij =
{
1−ΩL,ii, if i = j,
ΩL,ijΩL,jj , if i 6= j.
(4)
The system WTM WS is computed in the same manner.
Similarly, the IDMs are given by the formulas
WLS,ij = ΩLS,ijΩL,jj ,
WSL,ij = ΩSL,ijΩS,jj ,
(5)
for all 1 ≤ i, j ≤ m. Finally, they let WSH = WSL.
2.3 Aperiodic work transformation
Let τ0, τ1, . . . denote the times at which feedback from
the system team to the local team occurs (see Fig. 1
for a schematic picture). Without loss of generality, we
assume that τ0 = 0. Let
∆τ` = τ`+1 − τ`
System team
Local team
Frequent 
information update
𝑘 = 0, 1, 2, …
Intermittent
system feedback
𝑘 = 𝜏0, 𝜏1, 𝜏2, …
Fig. 1 Asynchronous and aperiodic information exchange
between the system and local teams.
denote the interval between feedbacks. In [65], it was
assumed that the interval ∆τ` is constant. However, in
practical PD processes, it is common that the interval
of feedbacks fluctuates due to both intrinsic and exoge-
nous factors. For this reason, in this paper, we consider
a generalized work transformation model where the in-
terval experiences stochastic fluctuations. Let hmin and
hmax denote the minimum and maximum length of in-
terval, i.e., we assume that
0 < hmin ≤ ∆τ` ≤ hmax. (6)
We furthermore assume that the random intervals ∆τ`
are independent and identically distributed with the
probability
P (∆τ` = h) = ph, h = 1, 2, . . . , (7)
which can be estimated by the manager from the past
history of project management data. We remark that,
under this formulation, we can no longer depend on the
Floquet theory on periodic linear dynamical systems
that was used in [65] because the dynamical system (2)
is no longer a periodic linear system but a stochastic
switched linear system in the context of systems and
control theory.
In this paper, we address the following two funda-
mental questions on the PD process described above.
The first question is about the feasibility of the PD
process. Specifically, we are interested in if the state
variable x(t) in (2) tends to 0 as t→∞. This feasibility
analysis problem is investigated in Section 3. The other
question is on the PD process optimization. Specifically,
if the PD process turns out to be infeasible, or, feasi-
ble but too slow, we are interested in how to optimally
improve the PD process by utilizing a limited budget.
In Section 4, we study the problem of tuning the de-
pendencies between different product components and
development teams for optimally improving the process
in a cost-efficient manner.
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2.4 Literature review: Linear systems modeling
Before developing our framework in the next section, in
this section we give a brief review of the linear systems
modeling of PD processes and, then, state the contri-
bution of this paper.
2.4.1 Static dependency structure
The linear systems approach for modeling PD processes
dates back to the seminal work by Smith and Eppinger
in [60], where the authors modeled the amount of un-
finished work by a linear system having, as its tran-
sition matrix, the WTM of the development process.
Based on the linear system model, the authors illus-
trated the critical role of eigenvalues and eigenvectors
of the WTM for understanding the behavior of PD pro-
cesses. They have also shown that the values of the
dominating eigenvector of the WTM allow us to identify
the design features that require a large number of itera-
tions. This linear systems modeling was later extended
to continuous-time models in terms of differential equa-
tions [35, 36, 54]. Although a linear system model is an
idealization of realistic PD processes, the model indeed
allows us to obtain new knowledge to and identify the
critical issues in PD processes [60]. For this reason, the
linear systems modeling has been adopted in other con-
texts of engineering management including value-based
managements [27], cash flow management [23], and the
KPI analysis of supply chains [17].
When the analysis of a PD process indicates that
the project is not feasible within a pre-specified pe-
riod and, therefore, needs to be accelerated, the project
manager would consider improving the process by al-
locating additional human or technological resources.
In this direction, we can find in the literature several
methodologies for tuning the values of WTMs for pro-
cess improvements. Lee et al. [40] presented an analyt-
ical framework for tuning the value of the WTM based
on the pole-placement method developed in the systems
and control theory. Cheng and Chu [19] extended this
approach by using fuzzy numbers and proposed an opti-
mization framework for assigning tasks to multi-skilled
employees. Joglekar and Ford [34] employed a more ad-
vanced control theoretical tool called the LQ optimal
control, which allows us to find a resource allocation
that optimizes the performance of the PD process over
an infinite time-horizon.
2.4.2 Time-varying dependency architecture
Huberman and Wilkinson [33] proposed a general lin-
ear system model where the WTM randomly fluctu-
ates over time. The sources of such fluctuations include
asynchronicity of information exchange, uncertainty in
performance evaluation, and fluctuations in the amount
of development resources. Under the assumption that
the fluctuations of the WTM are independent and iden-
tically distributed, the authors showed that the time-
averaged dynamics of the PD process can be analyzed
by the eigenvalues and eigenvectors of the time-average
of the WTM. The authors also investigated the depen-
dencies of the higher order moments of the work vectors
on the parameters of the probability distributions of the
fluctuations.
The authors in [64] considered a linear system model,
in which reworks of tasks occur randomly. The authors
proposed an analytical method, based on the eigende-
composition of the WTM, to mitigate the development
process for minimizing the project duration. However,
since their method is based on the analysis of the worst-
case in which reworks occur with probability one, the
mitigation strategy resulting from their methodology is
not expected to be cost-effective.
Yassine et al. [65] investigated the effect of asyn-
chronous information exchanges between local develop-
ment teams and the system integration team in PD
processes. The authors specifically modeled the asyn-
chronicity by a time-varying linear system whose WTM
changes periodically in accordance with the period of
information exchanges. Using the Floquet theory of lin-
ear periodic systems [58], the authors have shown that
the churn phenomena, which are frequently observed in
realistic PD processes, are caused by the asynchronic-
ity. The authors also suggested a heuristic methodology
for improving the project development processes based
on the eigendecomposition of a certain matrix following
from the Floquet theory.
As we have reviewed so far in this subsection, al-
though there exist various analytical methodologies for
the improvement and optimization of fluctuation-free
PD processes, we still find a lack of such methodologies
tailored for the development processes subject to tem-
poral fluctuations. An exception is a work by Yassine
et al. [65], where the authors proposed an eigenvector-
based method for identifying design components re-
quiring improvements. However, it remains to be an
open question how much resources we should allocate
when multiple such components are identified. We also
remark that the optimality of resource allocations is
rarely discussed in the literature as well.
3 Feasibility analysis
In this section, we analyze the feasibility of the PD
process described in the last section. We specifically
show that the PD process is feasible if and only if the
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magnitudes of the eigenvalues of a generalized WTM
are strictly less than one.
We start our analysis by reviewing the results pre-
sented by the authors in [65], in which they have con-
sidered the case of periodic feedbacks from the system
team to the local team. Let the period of the feedback
be denoted by T > 0. Also, let the dimension of the
vector x be denoted by n = 3m. Then, by using the
Floquet theory of periodic linear systems, the authors
found that the state variable (2) admits the represen-
tation
x(k) = Π(k)Zkg, k = 0, 1, 2, . . . , (8)
where Z ∈ Rn×n is a matrix, g ∈ Rn is a vector, and
Π(0), Π(1), Π(2), . . . is a sequence of n × n matrices
having period T . By using the representation (8), the
authors identified the following two sources of design
churn effects: the one arising from the periodicity of
the matrix sequence Π, and the one from the positions
of the eigenvalues of the matrix Z. In their analysis, an
important role is played by the monodromy matrix
AT−12 A1, (9)
which represents the work transformation between feed-
back epochs, i.e., the transitions of the sub-sampled
state variables
x(0), x(T ), x(2T ), . . . . (10)
In fact, the matrix Z in (8) is obtained from the diag-
onalization of the monodromy matrix (9).
However, in our case where the interval of feedbacks
is stochastically modeled, the monodromy matrix (9)
equals
M = A∆τ`−12 A1, (11)
which is a random matrix. Due to the stochasticity of
the monodromy matrix, we can no longer apply the
Floquet theory to our PD process. However, we can
still attempt to adopt the methodology based on the
monodromy matrix. In order to illustrate the idea, let
us define the random vectors
ζ(`) = x(τ`), ` = 0, 1, 2, . . . . (12)
As in (10), the random vector (12) represents the state
right before the feedback from the system team. From
(2) and (11), we see that the vectors ζ(`) satisfy the
relationship
ζ(`+ 1) = Mζ(`). (13)
Being a stochastic difference equation, Equation (13) is
still not easy to analyze. In order to avoid the difficulty,
let us take the mathematical expectation on both sides
of the equation (13) to obtain
E[ζ(`+ 1)] = E[A∆τ`−12 A1ζ(`)]. (14)
Since the feedback interval ∆τ` is drawn from a distri-
bution independent of the state variable ζ(`), we can
decompose the expectation on the right-hand side of
(14) to obtain
E[ζ(`+ 1)] = E[A∆τ`−12 ]A1E[ζ(`)]. (15)
Let us introduce the vector
z(`) = E[ζ(`)].
Then, from (15), we obtain
z(`+ 1) =Mz(`), (16)
where the matrix M is given by M = E[A∆τ`−12 ]A1.
Notice that, by (7), we can calculate the matrix M by
the formula
M = (phminAhmin−12 + · · ·+ phmaxAhmax−12 )A1, (17)
where hmin and hmax are the minimum and maximum
of the interval of two subsequent feedbacks and satisfy
(6).
We can interpret equation (16) as representing the
expected transformation of works between subsequent
feedback epochs, with M representing a generalized
WTM. As is well-known, if the magnitudes of the eigen-
values of the matrixM are all less than one, then z(`),
the expected state variable at the feedback epochs, con-
verges to zero as ` tends to infinity. Notice that, due
to the stochasticity of the feedback intervals, this con-
vergence does not necessarily imply the convergence of
the original state variable x(k) as k tends to infinity.
However, by utilizing the theory of switched linear sys-
tems [51] in the context of systems and control theory,
we can prove that the condition on the magnitude of
the eigenvalues of the generalized WTM is, in fact, suf-
ficient for the feasibility of the PD process:
Theorem 1 The expected amounts of unfinished works,
i.e., E[L(k)] and E[S(k)], converge to 0 as k tends to
∞ if and only if the magnitudes of the eigenvalues ofM
are less than one.
Proof Define the stochastic process ξ = {ξ(k)}k≥0 by
ξ(k) =
{
1, if feedback occurs at time k,
2, otherwise.
By the assumption that the intervals ∆τ` are indepen-
dent and identically distributed, we can show that the
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stochastic process ξ is regenerative (see [61] for the de-
tails). Moreover, under this notation, the PD dynam-
ics (3) admits the representation x(k + 1) = Aξ(k)x(k)
and, therefore, is a regenerative switched linear system
defined in [51]. Moreover, we can easily confirm that the
dynamics (3) satisfies the three conditions A1, A2, and
A3 given in [51]. The dynamics satisfies A1 because the
WTMs are nonnegative. Also, the conditions A2 and A3
are satisfied because hmax is finite. Hence, Theorem 25
in [51] shows that Theorem 1 holds true.
By Theorem 1, the maximum magnitude of the eigen-
values of the matrixM, i.e., the spectral radius ρ(M),
determines the feasibility of the PD project. Therefore,
the quantity serves as an indicator for the PD manager
to quickly predict the final consequence of his or her
PD project. If the quantity is less than one, then the
manager is assured about the validity of the current
resource allocation in design rules. On the other hand,
if the quantity is larger than one, then the manager
should be warned and urged to reconsider the current
practice. For this reason, we call the spectral radius the
feasibility index of the PD project. In the next section,
we present an analytical framework for cost-efficiently
optimizing the feasibility index.
4 Optimizing dependencies
Based on the feasibility analysis in the last section, in
this section, we study the problem of tuning the depen-
dencies between distinct design components or teams
to improve a nominal, possibly infeasible, PD process.
We specifically consider the following PD optimization
problem. Suppose that we can use resources for decreas-
ing the dependencies. Assuming that the resources have
an associated cost and that we are given a fixed budget,
how should we distribute our resource throughout the
local and system tasks to accelerate the PD process?
The purpose of this section is to present a resource
allocation framework for tuning the dependency terms
in the DSMs and IDMs to optimize the PD process
under aperiodic interactions between the system inte-
gration and local development teams. We show that,
under the assumption that the cost functions for tun-
ing the dependencies are posynomials, we can transform
the resource allocation problem to an equivalent convex
optimization problem.
4.1 Problem formulation
In this paper, we shall focus on tuning the values of the
inter-component or inter-team dependencies
{Ωσ,ij : (σ ∈ {LS, SL}) or (i 6= j and σ ∈ {L, S})}.
(18)
We assume that there is a cost associated with tuning
the strength of dependencies. Let fL,ij(ΨL,ij) denote
the cost of tuning the nominal dependency ΩL,ij to
ΨL,ij . In other words, if we want to set the dependency
of the ith local component on the jth local component
to be ΨL,ij , we need to pay fL,ij(ΨL,ij) monetary units.
Since we do not need to consider improving the depen-
dencies that are originally zero, the total cost for the
improvement of the DSM ΩL equals
CL =
∑
(i,j) : ΩL,ij 6=0
and i6=j
fL,ij(ΨL,ij).
Similarly, we introduce the cost functions fLS,ij(ΨLS,ij),
fSL,ij(ΨSL,ij), and fS,ij(ΨS,ij) for tuning the nominal
DSM ΩS and IDMs ΩLS and ΩSL, respectively. Then,
the total cost for the improvement of the DSM and
IDMs are given by
CS =
∑
(i,j) : ΩS,ij 6=0
and i 6=j
fS,ij(ΨS,ij),
CLS =
∑
(i,j) : ΩLS,ij 6=0
fLS,ij(ΨLS,ij),
CSL =
∑
(i,j) : ΩSL,ij 6=0
fSL,ij(ΨSL,ij).
Thus, the total cost for the improvement of the entire
development process equals
C = CL + CS + CLS + CSL. (19)
We impose the following two natural restrictions on
the new DSMs and IDMs. First, the new matrices must
be “better” than the nominal ones. In other words, we
impose the following inequalities
Ψσ,ij ≤ Ωσ,ij , (20)
where σ denotes any one of the strings L, S, LS, and
SL. Secondly, we assume that there is a certain manage-
ment limitation in improving the values of the matrices,
which we model by the inequality
Ψσ,ij ≥ Ωσ,ij , (21)
where  ∈ (0, 1) is a constant dependent on projects.
This inequality implies that the possible improvement
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of the values of the matrices is at most 100(1 − )%.
This implies that, since  > 0, we cannot completely
eliminate a dependency that is present in the nominal
PD process.
From our feasibility analysis in the last section, we
know that the smaller the feasibility index, the faster
the amounts of unfinished work decrease. For this rea-
son, we formulate our first project optimization prob-
lem as follows:
Problem 1 (Budget-constrained dependency op-
timization) Given cost functions fσ,ij , a constant  >
0, and a budget B > 0, find the new DSMs and IDMs
Ψσ that minimize the feasibility index of the PD project
while satisfying the budget constraint on the cost (19)
C ≤ B (22)
and the constraints (20) and (21).
We formulate another PD optimization problem of
practical interest. In the budget-constrained dependency
optimization problem, we need to distribute our re-
source in the PD process while keeping the correspond-
ing cost within a given available budget. However, when
the main KPI is in reducing the improvement cost, the
manager would be interested in directly minimizing the
cost, C, while making sure that the PD process is feasi-
ble. From this perspective, we formulate an alternative
optimization problem as follows:
Problem 2 (Performance-constrained dependency
optimization) Given cost functions fσ,ij , a constant
 > 0, and a required performance r ∈ [0, 1), find the
new DSMs and IDMs that minimize the cost C (19)
while satisfying the constraints (20) and (21) as well as
the following requirement on the feasibility index:
ρ(M) ≤ r. (23)
Mathematically, the budget-constrained dependency
optimization problem is formulated as
minimize
Ψσ,ij
ρ(M)
subject to (20), (21), (22).
(24)
Also, the performance-constrained dependency optimiza-
tion problem is formulated as
minimize
Ψσ,ij
C
subject to (20), (21), (23).
(25)
4.2 Transformation to convex optimizations
The optimization problems (24) and (25) are not trivial
to solve because the problems involve the spectral ra-
dius of the complicated matrix sumM of the form (17).
Although one may apply a heuristic optimization tech-
niques such as the gradient descent method, such an
approach can result in a solution that is only locally
optimal, yielding a not necessarily effective allocation
of resources. Therefore, it is desirable to establish a re-
liable method for obtaining a globally optimal solution
to the optimization problems (24) and (25).
In this subsection, we shall show that the optimiza-
tion problems can be efficiently solved if the cost func-
tions fσ,ij belong to a wide class of functions called
posynomials (see, e.g., [8]), which we review below. Let
f(X) be a real function defined for a positive scalar
variable X > 0. We say that f is a monomial if there
exist c > 0 and a real number a such that f(X) = cXa.
We say that f is a posynomial if f is a sum of monomi-
als. For example, f(X) = X−2 + 2 + 3X1.5 is a posyn-
omial because X−2, 2, and 3X1.5 are monomials. The
following lemma shows that posynomials exhibit a nu-
merically good property with respect to the auxiliary
variable
Y = logX. (26)
Lemma 1 ([8]) If the function f(X) is a posynomial,
then the function F defined by F (Y ) = log f(expY ) is
a convex function of Y .
Besides the above mentioned numerical properties,
there are developed algorithms [8] to fit posynomials
to real data, possibly taken from past management his-
tories. For these reasons, in this paper, we place the
following reasonable assumption on the cost functions.
We assume that, for each σ, i, and j, there exists a
posynomial f+σ,ij such that the cost function fσ,ij is of
the form
fσ,ij(Ψσ,ij) = f
+
σ,ij(Ψσ,ij)− f+σ,ij(Ωσ,ij).
The essential part of the cost function is the first term
f+σ,ij(Ψσ,ij), while the second term −f+σ,ij(Ωσ,ij) is for
normalizing the cost function as fσ,ij(Ωσ,ij) = 0, i.e.,
the zero investment yields the nominal interdependency
matrix. Corresponding to the decomposition, let us de-
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fine
C+L =
∑
(i,j) : ΩL,ij 6=0
and i 6=j
f+L,ij(ΨL,ij),
C+S =
∑
(i,j) : ΩS,ij 6=0
and i 6=j
f+S,ij(ΨS,ij),
C+LS =
∑
(i,j) : ΩLS,ij 6=0
f+LS,ij(ΨLS,ij),
C+SL =
∑
(i,j) : ΩSL,ij 6=0
f+SL,ij(ΨSL,ij)
and
C−L =
∑
(i,j) : ΩL,ij 6=0
and i 6=j
f+L,ij(ΩL,ij),
C−S =
∑
(i,j) : ΩS,ij 6=0
and i 6=j
f+S,ij(ΩS,ij),
C−LS =
∑
(i,j) : ΩLS,ij 6=0
f+LS,ij(ΩLS,ij),
C−SL =
∑
(i,j) : ΩSL,ij 6=0
f+SL,ij(ΩSL,ij).
(27)
Let
C+ = C+L + C
+
S + C
+
LS + C
+
SL,
C− = C−L + C
−
S + C
−
LS + C
−
SL. (28)
Then, the total cost (19) is rewritten as
C = C+ − C−.
We are now ready to state the first main result of
this paper. As in (26), we introduce the auxiliary vari-
able
Ξσ,ij = logΨσ,ij
for all σ, i, and j. By using the celebrated convexity re-
sult of Kingman [37], we can show that the optimization
problem (24) for solving the budget-constrained depen-
dency optimization problem can be transformed to a
convex optimization problem, which can be efficiently
and optimally solved by off-the-shelve softwares.
Theorem 2 Let Ξ?σ,ij be the solution of the optimiza-
tion problem
minimize
Ξσ,ij
log ρ(M)
subject to Ξσ,ij ≤ logΩσ,ij , (29a)
Ξσ,ij ≥ log + logΩσ,ij , (29b)
logC+ ≤ log(B + C−). (29c)
Then, the DSMs and IDMs defined by
Ψ?σ,ij =
{
0, if Ωσ,ij = 0,
exp(Ξ?σ,ij), otherwise,
(30)
solve the budget-constrained dependency optimization
problem. Moreover, if the cost functions fσ,ij are posyn-
omial, then the optimization problem (29) is convex.
Theorem 2 serves as an analytical decision support
tool for PD managers. Specifically, the theorem allows
PD managers to efficiently solve the budget-constrained
dependency optimization problem (Problem 1) by us-
ing off-the-shelve software for convex optimization such
as fmincon routine in the MATLAB programming lan-
guage or the CVXOPT package for the Python program-
ming language. This feature distinguishes the proposed
framework from others relying on heuristic or non-convex
optimization procedures [3, 6, 55, 56] for the following
two reasons. On the one hand, since the above solvers
always provide globally optimal solutions, PD managers
do not need to worry about the optimality of their in-
vestments. On the other hand, since the computational
cost for solving the problem is relatively small (poly-
nomial in the size of the project), PD managers can
quickly assess and, if necessary, re-design their PD pro-
cess even when their project is quite large.
In order to prove Theorem 2, we state the following
celebrated result by Kingman [37]:
Proposition 1 ([37]) LetM be a square matrix func-
tion in positive variables x1, . . . , xN . Assume that the
logarithm of each entry in the matrix M is convex in
the variables x1, . . . , xN . Then, log ρ(M), as a func-
tion of the variables x1, . . . , xN , is convex.
We can now prove Theorem 2:
Proof It is easy to see that the dependency constraints
(20), (21) and the budget constraint (22) in the opti-
mization problem (24) are equivalent to the constraints
(29a), (29b), and (29c), respectively.
Therefore, to prove Theorem 2, it is enough to show
that the quantities logC+ and log ρ(M) are convex
with respect to the variables Ξσ,ij (σ ∈ {L, S, LS, SL}
and 1 ≤ i, j ≤ m). To show the convexity of logC+,
notice that C+ is a posynomial in the dependency vari-
ables
{Ψσ,ij : (σ ∈ {LS, SL}) or (i 6= j and σ ∈ {L, S})}
(31)
by our assumption that the cost function f+σ,ij(Ψσ,ij) is
a posynomial for all σ, i, and j. Therefore, Lemma 1
shows the convexity of logC+ with respect to the vari-
ables Ξσ,ij .
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Let us show the convexity of log ρ(M). By equa-
tion (17), each entry of the matrix M is a posynomial
in the elements of the WTMs. Moreover, by (4) and (5),
each element of the WTMs is a posynomial in the de-
pendency variables (31). Therefore, since a composition
of posynomials is a posynomial, each entry of the ma-
trixM is a posynomial in the variables (31). Therefore,
Lemma 1 shows that the logarithm of each entry ofM
is convex with respect to the variables Ξσ,ij . Hence,
Proposition 1 concludes the convexity of log ρ(M) with
respect to the variables Ξσ,ij , as desired.
Our second main result states that the performance-
constrained dependency optimization problem can be
also transformed to a convex optimization problem:
Theorem 3 Let Ξ?σ,ij be the solution of the optimiza-
tion problem
minimize
Ξσ,ij
logC+
subject to Ξσ,ij ≤ logΩσ,ij ,
Ξσ,ij ≥ log + logΩσ,ij ,
log ρ(M) ≤ log r.
(32)
Then, the DSMs and IDMs defined by (30) solve the
performance-constrained dependency optimization prob-
lem. Moreover, if the cost functions fσ,ij are posyno-
mial, then the optimization problem (32) is a convex
program.
Proof We can prove Theorem 3 in the same way as
in the proof of Theorem 2. The constraints (20), (21),
and (23) are obviously equivalent to the constraints in
the optimization problem (32). Also, since C− is given
by equations (27) and (28) and, therefore, is a con-
stant, the minimization of C performed in the optimiza-
tion problem (25) is equivalent to minimizing logC+ as
in the optimization problem (32). This completes the
proof of Theorem 3.
5 Case study: automotive appearance design
In this section, we illustrate our optimization frame-
work presented in the last section by using a real PD
process reported in [47]. In Section 5.1, we give an
overview of the nominal automotive appearance design
process. In Section 5.2, we introduce the cost func-
tion used in this case study and also give the baseline
resource allocation strategy based on the description
in [65]. We illustrate the effectiveness of our optimiza-
tion framework in Section 5.3.
5.1 Automotive appearance design
The automotive appearance design process reported in
[47] (and further investigated in [65]) is a part of an
automobile PD process and refers to the process of de-
signing all interior and exterior automobile surfaces for
better appearance, surface quality, and operational in-
terface. The authors in [65] focused on the following
pair of the system and local teams; the engineering (lo-
cal) team responsible for the feasibility of designs, and
the styling (system) team responsible for the appear-
ance of the vehicle. Information exchanges occur not
only on the cross-functional level but also within func-
tional groups working with specific tasks on appearance
design. The tasks are 1) carpet, 2) center console, 3)
door trim panel, 4) garnish trim, 5) overhead system,
6) instrument panel, 7) luggage trim, 8) package tray,
9) seats, and 10) steering wheel. For the sake of com-
pleteness, we include the values of the DSMs and IDMs
in Fig. 2.
During the project period, there occur two different
types of information exchanges between the teams. One
is a weekly feasibility meeting, where the engineering
team feedbacks to the styling team on infeasible design
conditions. The other ones are in terms of CAD data
from the styling team to the engineering team and are
scheduled to be roughly six-week intervals. In this pa-
per, we consider the situation where the schedule of the
meeting can be either brought forward or postponed at
most two weeks due to random and unexpected cir-
cumstances. In order to realize this situation, we set
the minimum and the maximum interval of feedbacks
as hmin = 4 and hmax = 8.
5.2 Resource allocation strategies
In the nominal DSMs and IDMs shown in Fig. 2, we
identify 104 dependencies of the form (18). Since the
DSM ΩS is diagonal and, therefore, does not contain
dependency terms, we do not consider tuning the values
of ΩS in this case study.
We consider the following requirements on the cost
functions in this case study.
1. The cost function fσ,ij is decreasing, that is, the
more we invest, the weaker dependencies become.
2. In order to achieve the full improvement and set the
dependency to Ωσ,ij , we need to pay the cost Ωσ,ij ,
that is,
fσ,ij(Ωσ,ij) = Ωσ,ij . (33)
The second requirement in particular implies that the
cost for the full improvement is proportional to the
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Fig. 2 The nominal DSMs and IDMs of the automotive appearance design. The inter-component and inter-team dependencies
(18) that can be weakened by the manager are highlighted with the gray color.
Fig. 3 Cost function (34) with  = 0.85 and p = 50, 10, and
0.5. No investment (i.e., fσ,ij(Ψσ,ij) = 0) yields the nominal
dependency Ωσ,ij . The maximum investment (Ωσ,ij mone-
tary unit) yields the fully improved dependency Ωσ,ij .
strength of the nominal dependencies. In order to re-
alize this situation, we use the following cost function:
fσ,ij(Ψσ,ij) = cσ,ij
(
1
(Ψσ,ij)p
− 1
(Ωσ,ij)
p
)
, (34)
where p is a parameter that should be appropriately
set by the manager, and the constant cσ,ij is uniquely
determined to satisfy the equation (33). Also, we use
a positive p to satisfy the first requirement. In Fig. 3,
we show the shape of the cost function for various val-
ues of p. We see that, by tuning the value of p, we
can recover the following two practical improvement
regimes that appear in realistic PD process improve-
ments. When p is small, we obtain the regime of linear
improvement where the magnitude of the improvement,
Ωσ,ij − Ψσ,ij , is proportional to the allocated resource.
On the other hand, a large p yields the regime of dimin-
ishing returns (see, e.g., [18]), where the incremental
elimination of the dependency decreases as we allocate
more resource.
To set the baseline strategy for resource distribu-
tion, we recall the strategy that was found to be most
effective among the other strategies that were proposed
by the authors in [65]. In this reference, the tasks L2,
L3, and L6 (i.e., the tasks for the center console, door
trip panel, and instrument panel within the local team)
were identified as “complex local components”. Then,
the authors proposed that the project manager should
focus on weakening the dependencies between these three
local tasks and other tasks. Therefore, in terms of the
DSMs and IDMs, it was recommended that we weaken
the following dependencies:
ΩL,i2, ΩL,i3, ΩL,i6, ΩL,2j , ΩL,3j , ΩL,6j ,
ΩLS,i2, ΩLS,i3, ΩLS,i6, ΩSL,2j , ΩSL,3j , ΩSL,6j ,
(35)
where i, j = 1, . . . , 10. We choose to implement this
recommendation in the following manner. In our im-
plementation, we distribute the whole resource to the
dependencies in (35) in such a way that the distributed
resources are proportional to the strength of the nom-
inal dependencies. Hence, in the baseline strategy, we
distribute no resources to the dependencies that are not
listed in (35).
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inal dependencies. Hence, in the baseline strategy, we
distribute no resources to the dependencies that are not
listed in (35).
12 Masaki Ogura et al.
1
L1 L2 L3 L4 L5 L6 L7 L8 L9 L10
L1 0 0 0 0 0
L2 0 0 30.0 0 0 0
L3 0 0 0 24.0 0 0 0
L4 0 0 14.0 0 0 0
L5 0
L6 0 0 0 0 0 0
L7 0 0 0 0 0 0
L8 0 0 0
L9 0 8.1 2.1 0 4.0 0 0 0 0
L10 1.6 1.2 26.0 1.9
(a) fL,ij(ΨL,ij)
L1 L2 L3 L4 L5 L6 L7 L8 L9 L10
S1
S2 0 0 0 0 0 0 0 0
S3 0 0 0 0 0 0 0 0
S4 0 0 0 0 0 0 0
S5 0 0
S6 0 0 0 0 0 0 0
S7 0 0 0
S8 0 0
S9 0 0 0 0
S10 0
(b) fLS,ij(ΨLS,ij)
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
L1 0
L2 7.2
L3 15.0
L4 0
L5 0
L6 15.0
L7 0
L8 0
L9 0
L10 0
(c) fSL,ij(ΨSL,ij)
Fig. 4 Proposed investments on dependencies (multiplied
by 100). The top six investments are highlighted with the
gray color.
1
L1 L2 L3 L4 L5 L6 L7 L8 L9 L10
L1 2.6 0.4 0 0 0
L2 2.1 0.9 6.4 0.4 5.1 0.4
L3 0.4 0.9 1.7 5.1 0.4 3.9 0.4
L4 0 3.9 3.0 0 0 0
L5 0
L6 6.4 5.6 3.4 1.3 0.4 4.3
L7 0.4 0.4 0 1.3 0 0
L8 0 0 0
L9 0 5.1 3.9 0 0.9 0 0 0 0
L10 0.4 0.4 5.6 0
(a) fL,ij(ΨL,ij)
L1 L2 L3 L4 L5 L6 L7 L8 L9 L10
S1
S2 1.9 0 0 1.9 0 0 0 0
S3 2.6 0 0 2.1 0 0 0 0
S4 1.3 3.2 0 0 0 0 0
S5 1.1 0
S6 21.6 18.6 0 0 0 0 0
S7 1.5 1.3 0
S8 0 0
S9 3.0 2.6 0 0
S10 0
(b) fLS,ij(ΨLS,ij)
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
L1 0
L2 3.2
L3 3.2
L4 0
L5 0
L6 3.2
L7 0
L8 0
L9 0
L10 0
(c) fSL,ij(ΨSL,ij)
Fig. 5 Baseline investments on dependencies (multiplied by
100). The top six investments are highlighted with the gray
color.
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by 100). The top six investments are highlighted with the
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Proposed invest-
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Fig. 6 Optimal investments versus centrality measures in the automotive appearance design
5.3 Results
For simplicity of illustration, we first fix the probabili-
ties (7) as p1 = p2 = p3 = 0, p4 = p5 = 1/8, p6 = 1/2,
and p7 = p8 = 1/8. We set  = 0.85 (i.e., a full invest-
ment eliminates 15% of the nominal dependency) and
solve the budget-constrained dependency optimization
problem with the budget B = 1.5. Using the baseline
and proposed strategies, we obtain the two sets of re-
source distributions for weakening the strength of de-
pendencies. The proposed strategy achieves the better
performance ρ(M) = 0.8484 compared with the base-
line strategy ρ(M) = 0.9079. We show the obtained
investments in Figs. 4 and 5. A remarkable difference
between the proposed and baseline strategies can be
found in the investments on ΩLS ; although the pro-
posed strategy invests no resource on ΩLS , the baseline
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5.3 Results
For simplicity of illustration, we first fix the probabili-
ties (7) as p1 = p2 = p3 = 0, p4 = p5 = 1/8, p6 = 1/2,
and p7 = p8 = 1/8. We set  = 0.85 (i.e., a full invest-
ment eliminates 15% of the nominal dependency) and
solve the budget-constrained dependency optimization
problem with the budget B = 1.5. Using the baseline
and proposed strategies, we obtain the two sets of re-
source distributions for weakening the strength of de-
pendencies. The proposed strategy achieves the better
performance ρ(M) = 0.8484 compared with the base-
line strategy ρ(M) = 0.9079. We show the obtained
investments in Figs. 4 and 5. A remarkable difference
between the proposed and baseline strategies can be
found in the investments on ΩLS ; although the pro-
posed strategy invests no resource on ΩLS , the baseline
strategy spends more than the half of the budget in its
improvement.
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Fig. 7 Performances of the baseline and proposed strategies
for various values of the budget B. Solid line: proposed strat-
egy. Dashed line: baseline strategy.
Fig. 8 Investments on the dependencies versus the budget B.
We show the investments on the dependencies that receive the
top six investments in Fig. 4.
Let us then observe how the investment from the
proposed strategy depends on the centrality metrics of
the network underlying the PD process. For this pur-
pose, we determine the aggregated amount of invest-
ments on an individual task by the total sum of in-
vestments on the dependencies involving the task. For
example, the aggregated amount of investment on the
task L9 in the proposed strategy equals (8.1 + 2.1 +
4.0 + 1.9)/100 = 0.161. On the other hand, to compute
the centrality metrics of each task, we construct the
extended DSM by the formula
Ω =
[
ΩL ΩLS
ΩSL ΩS
]
(36)
and consider the directed network GΩ whose adjacency
matrix equals Ω. We then compute the following three
different centrality measures for the network GΩ ; the be-
tweenness centrality, the PageRank, and the Hub cen-
Fig. 9 Amount of unfinished work for each design compo-
nent and teams. Solid lines: proposed strategy. Dashed lines:
baseline strategy.
Fig. 10 Histograms of the completion times of the nominal
project, the project with the baseline investments, and the
one with the proposed investments.
trality (see, e.g., [50]). Each centrality metric is nor-
malized to sum to 2m = 20. In Fig. 6, we show how
the amount of aggregated investments in the proposed
strategy depend on the aforementioned centrality mea-
sures. Interestingly, we find that the dependencies of
the proposed investments on the centrality measures
are not very clear for any cases, which contradicts our
intuition that, the bigger centrality a task has, the more
investment the task should receive. This observation in-
dicates that, for the improvement of the automotive PD
project, the centrality measures are not necessarily an
indicative measure. We shall revisit and discuss this
counterintuitive result in Section 6.
We next observe how the amount of the available
budget B affects performance improvements. In Fig. 7,
we show the optimized values of the spectral radius
ρ(M) from the proposed and baseline strategies as we
increase B from 0 to 1.5. We confirm that the proposed
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strategy achieves improvement on the baseline strat-
egy for any value of the budget. Then, in Fig. 8, we
show the investments on the top six dependencies in
Fig. 4 for various values of the budget B. We observe
that the amount of investment on each dependency is
not necessarily related to the priority of the invest-
ment. For example, although the dependency ΩLS,66
receives the second least amount of investments with
the budget B = 1.5, the dependency receives all the
available investments when the budget B is within the
range [0, 0.15]. This phenomenon indicates that the de-
pendency ΩLS,66 should be invested with the top pri-
ority. This nontrivial pattern of the optimal investment
indicates the necessity of an analytical tool for PD man-
agers to develop an appropriate resource allocation strat-
egy.
Let us finally compare the amounts of reductions in
project completion times. In Fig. 9, we show the tra-
jectories of the amount of unfinished work when the
proposed and baseline strategies are applied. We see
that the proposed strategy achieves a faster decay in
the amount of unfinished work. In order to further in-
vestigate the sensitivity of this analysis, we perform
the following experiment. Let us suppose that the de-
sign project completes if the total amount of unfinished
works across the project falls below a specified level,
say, γ. In this case study, this level is set as γ = 1
(i.e., 1/20 units of unfinished work within each task in
average). In Fig. 10, we show the histogram of comple-
tion times of the nominal project, the project with the
baseline investments, and the one with the proposed in-
vestments. To create the histogram, we randomly draw
the numbers (p4, p5, p6, p7, p8) from a uniform distribu-
tion on the set {(p4, p5, p6, p7, p8) : p4 ≥ 0, p5 ≥ 0, p6 ≥
0, p7 ≥ 0, p8 ≥ 0, p4+p5+p6+p7+p8 = 1}. By follow-
ing this procedure, we randomly generate a thousand
probability distributions for the feedback intervals and,
for each distribution, we find the resource allocation us-
ing the proposed and baseline strategies. We then sim-
ulate the design process and obtain one thousand sam-
ple paths for the nominal project, the project with the
baseline investments, and the one with the proposed
investments, from which we compute the completion
times. From Fig. 10, we see that the proposed strategy
can effectively reduce the project completion times.
6 Centrality metrics
In the case study that we performed in the previous
section, we have observed that a task having a larger
centrality does not necessarily receive a bigger invest-
ment at the optimality (see Fig. 6). On the other hand,
it was shown in the reference [13] that the dynamics and
performance of engineering networks are dominated by
a few highly central nodes. Specifically, it was observed
in the reference that we can exploit such connectivity
patterns of complex design networks to suppress the
amplification and propagation of design changes and
errors through the network. In order to explain this ap-
parent contradiction and provide reliable and practical
guidelines for resource investments in engineering de-
sign networks, in this section we analyze how the nom-
inal boundary conditions on the DSMs and IDMs, i.e.,
the connectivity of the design networks, affects the de-
pendence of the optimal investments on centrality mea-
sures.
For this purpose, we consider the cases where the
structure of the PD network is determined by the fol-
lowing three major network models; the Erdo˝s-Re´nyi
[24], Watz-Strogatz [63], and Baraba´si-Albert [5] graphs.
The Erdo¨s-Re´nyi graph is one of the earliest random
graph models and commonly used in the literature,
partly due to the fact that the model is easy to analyze.
On the other hand, the Watz-Strogatz and Baraba´si-
Albert graphs are more practical network models able
to reproduce, respectively, the small-world and scale-
free properties, which are frequently observed in empir-
ical complex networks. For more detailed accounts on
the graph models from the perspective of engineering
design, we refer the readers to the references [10,11].
For each type of graph models, we construct a sam-
ple network (i.e., a realization) having 2m nodes for
m = 10, 50, and 200, respectively (recall that the PD
process under our consideration containsm components
and each component is separately assigned into the lo-
cal and system teams). Then, we set the extended DSM
of the PD process, given in (36), by the formulaΩ = cA,
where A is the adjacency matrix of the sample network
and the constant c > 0 is chosen in such a way that the
generalized WTM, given by (17), has the spectral radius
one, i.e., ρ(M) = 1. Under this setting, the nominal PD
project without resource allocations is (marginally) not
feasible. For this nominal PD project, we solve the con-
vex optimization problem (29) to obtain the optimal
investments that solve the budget-constrained depen-
dency optimization problem. In this optimization, we
use the parameter  = 0.5 and set the budget B to be
10% of the full resource allocation. Also, we normalize
the sum of the centralities to be equal to 2m, as was
done in the case study in the previous section.
In Fig. 11, we show the amount of the investments
for individual tasks versus the centralities of the net-
work GΩ for the case of Erdo˝s-Re´nyi PD networks. We
can observe a tendency that, when the network size is
relatively large (m = 50 and m = 200), tasks having
bigger centralities tend to receive heavier investments.
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Horizontal axis a) Betweenness centralities b) PageRank c) Hub centralities
1) m = 10
2) m = 50
3) m = 200
Fig. 11 Optimal investments versus centrality measures in the Erdo˝s-Re´nyi PD networks
However, this tendency is not very strong for us to
decide on investing towards only on the tasks having
higher centralities, as there still exist some tasks re-
ceiving relatively heavy investments but having smaller
centralities. We also note that, when the network size is
small (m = 10), the amounts of investments seem not
to have a significant correlation with any of the cen-
trality measures. The above observations suggest that,
when the network underlying a PD process exhibits a
random-graph like structure, the proposed investment
strategy could outperform the ones purely based on cen-
trality measures. We can also draw a similar conclusion
from Fig. 12 for the Watz-Strogatz network model.
However, the guidelines for the cases of Erdo˝s-Re´nyi
and Watz-Strogatz PD networks do not immediately
extend to the last network model of Baraba´si-Albert
graphs. In Fig. 13, we show the amount of investments
on individual development tasks versus the centralities
in the case of the Baraba`si-Albert graph. In contrast
with the former two cases (Figs. 11 and 12), we see
that the amounts of investments almost monotonically
increase with the centralities, even for the small network
size of m = 10. Furthermore, in the case of m = 200,
most of the tasks receive almost zero investments, while
a few high-centrality nodes are heavily invested for the
improvement of the PD process, as previously reported
in the reference [13].
Let us summarize our findings as follows. As can be
observed from the second and third rows in Fig. 13, if
a PD network has a scale-free property and is relatively
large-scale, then heavily investing on high-centrality tasks
would yield the best outcome, which coincides with
findings in the literature. However, this natural invest-
ment strategy may not work well when the underlying
PD networks are rather random or have a small-world
property, as can be seen from Figs. 11 and 12. In such a
case, the project managers are encouraged to consider
not only high-centrality tasks but also the ones having
‘middle’ centralities to obtain the best outcome from
investing in their PD projects. In fact, the PD network
of our case study in Section 5 falls into this category;
as Fig. 2 indicates, the underlying network structure
is neither large-scale nor scale-free. This characteristics
particularly explains the small correlation between the
amount of the optimal investments and the centralities
of the individual tasks.
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Horizontal axis a) Betweenness centralities b) PageRank c) Hub centralities
1) m = 10
2) m = 50
3) m = 200
Fig. 12 Optimal investments versus centrality measures in the Watz-Strogatz PD networks
7 Conclusion and discussion
In this paper, we have presented an analytical frame-
work for optimizing the feasibility of PD projects hav-
ing a time-varying architecture. We have focused on
the specific but widely-observed situation in which sys-
tem and local team asynchronously interact for devel-
opment. By using a result from the systems and con-
trol theory, we first have derived the feasibility index
of the project for determining the long-term feasibility
of the project. Building on this analysis result, we have
shown that the optimal resource distribution solving
the budget-constrained and performance-constrained de-
pendency optimization problems can be efficiently found
by solving convex optimization problems. The effective-
ness of the framework has been illustrated by the case
study taking an automobile PD project as an exam-
ple. We have furthermore analyzed how the boundary
conditions on the DSMs and IDMs affect the optimal
investment patterns by using major graph models from
the Network Science.
It has long been implicitly assumed in most of the
resource-allocation support tools that the dependency
structure between modules is static (i.e., does not change
over time) in PD projects. However, in several practi-
cal situations, the dependency structure experiences dy-
namical changes over time due to various endogenous
and exogenous reasons. Despite this fact, little research
effort has been spent on the issue of making optimal
decisions on resource allocation for developing design
rules. This is in great contrast with the research trend
in the network science, in which the time-variability of
network structures has been attracting growing atten-
tion [30,46] since their discovery [12,14]. This paper is
the first to shed a light on the issue somewhat over-
looked in design engineering.
Several limitations of the proposed framework sug-
gest fruitful directions for future research. One of the
limitations of the current study stems from the fact that
the framework allows the case in which the project has
one and only one system and local teams. This limi-
tation is mostly due to that of regenerative processes;
if there are multiple system or local teams, then one
can confirm that the work transformation between the
teams cannot be described by a regenerative process.
However, by employing more general results from sys-
tems and control theory such as the one in [52], it would
become possible to deal with such a general case.
Resource Optimization of Product Development Projects with Time-Varying Dependency Structure 17i i i f l j i i - i
Horizontal axis a) Betweenness centralities b) PageRank c) Hub centralities
1) m = 10
2) m = 50
3) m = 200
Fig. 13 Optimal investments versus centrality measures in the Baraba`si-Albert PD networks
Data availability is another issue that should be
strengthened in future research. There exist established
methodologies for the measurement of DSMs and WTMs
in the literature (see, e.g., [15]). On the other hand, we
have not addressed the details on measuring the dis-
tribution (7) of the interval between feedbacks. If past
historical data of the same or similar projects is avail-
able to the PD manager, then it is realistic to estimate
the distribution to a certain precision. However, if the
PD project is completely new and, therefore, such past
history is not available, then we would have to rely on
a rough estimate by the PD manager, which could de-
teriorate the reliability of our framework. One of the
possible approaches to solve this issue is to use robust
control theoretical tools on switched linear systems (see.
e.g., [42, 53]).
The current framework is tailored to large-scale,
complex, and dynamical PD project in which commu-
nications between teams does not necessarily regularly
occur but are asynchronous. For this reason, the current
framework is not directly applicable to other widely-
used frameworks such as Scrum for software develop-
ment processes, in which communications between de-
velopment members occur continuously and, therefore,
the dependency structure within the project is not likely
to change dynamically. However, it has been demon-
strated in the network science literature that ignoring
even a small temporality in dependency structure can
lead to an ineligible error in our analysis [12,25,29,62].
Such findings suggest that the currently widespread
paradigm of “static dependency” for PD projects im-
provements may have to be carefully reconsidered.
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