A two-parameter lifetime distribution was introduced by Kundu and Gupta known as generalised exponential distribution. This distribution has been touted to be an alternative to the well-known 2-parameter Weibull and gamma distributions. We seek to determine the parameters and the survival function of this distribution. The survival function determines the probability that a unit under investigation will survive beyond a certain specified time, say, ( ). We have employed different data sets to estimate the parameters and see how well the distribution can be used to analyse survival data. A comparison is made about the estimators used in this study. Standard errors of the estimators are determined and used for the comparisons. A simulation study is also carried out, and the mean squared errors and absolute bias are obtained for the purpose of comparison.
Introduction
As the need grows for conceptualization, formalization, and abstraction in biology, so too does mathematics' relevance to the field according to Fagerström et al. [1] . Mathematics is particularly important for analysing and characterizing random variation, for example, size and weight of individuals in populations, their sensitivity to chemicals, and time-toevent cases, such as the amount of time an individual needs to recover from illness. The frequency distribution of such data is a major factor determining the type of statistical analysis that can be validly carried out on any data set. Many widely used statistical methods, such as ANOVA (analysis of variance) and regression analysis, require that the data be normally distributed, but only rarely is the frequency distribution of data tested when these techniques are used (Limpert et al.) [2] .
Gupta and Kundu [3] recently proposed the twoparameter generalised exponential distribution ( ) as an alternative to the lognormal, gamma, and Weibull distributions and did some studies on its properties. Some references on distribution are Raqab [4] , Raqab and Ahsanullah [5] , Zheng [6] , and Kundu and Gupta [7] . According to Gupta and Kundu [8] , the two-parameter ( , ) can have increasing and decreasing failure rates depending on the shape parameter. Some research has been done to compare MLE to that of the Bayesian approach in estimating the survival function and the parameters of the Weibull distribution which are similar to the generalised exponential distribution. Amongst others, Sinha [9] determined the Bayes estimates of the reliability function and the hazard rate of the Weibull failure time distribution by employing only squared error loss function; Abdel-Wahid and Winterbottom [10] studied the approximate Bayesian estimates for the Weibull reliability function and hazard rate from censored data by employing a new method that has the potential of reducing the number of terms in Lindley procedure; Guure and Ibrahim [11] did some studies on Bayesian analysis of the survival function and failure rate of Weibull distribution with censored data. Huang and Wu [12] considered Bayesian estimation and prediction for Weibull model with progressive censoring. Similar work can be seen in Guure et al. [13] , Zellner [14] , Guure et al. [15] . Al-Aboud [16] , Al-Athari [17] , and Pandey et al. [18] .
Maximum likelihood method is one of the most popular estimation techniques for many distributions. According to the classical statistician, maximum likelihood has some outstanding properties. We have in this paper compared the maximum likelihood estimator and that of the Bayesian estimators to determine the best method that can be used to estimate the parameters of the generalised exponential distribution.
The remaining part of the paper is arranged as follows. Section 2 contains materials and methods that deal with the derivative of the parameters under maximum likelihood estimator and that of the Bayesian estimators. Section 3 deals with analysis of some real data sets, followed by a simulation study in Section 4. Results and discussion are in Section 5, and then Section 6 is the conclusion.
Materials and Methods
Let ( 1 , . . . , ) be the set of random lifetimes with respect to the generalised exponential distribution, with and as the parameters, where is the scale parameter and is the shape parameter. The cumulative distribution function ( ), the probability density function ( ), and the survival function ( ) are given, respectively, as
the density function:
and the survival function:
Let the distribution with the shape parameter and the scale parameter be denoted by ( , ).
Maximum Likelihood Estimation.
Since ( 1 , . . . , ) is the set of random lifetimes from the generalised exponential distribution with parameters and .
The likelihood function is
To obtain the equations for the unknown parameters, we take the log of (4) and partially different with respect to the unknown parameters. By employing an iterative procedure such as Newton-Raphson, the estimates of the scale and shape parameters can easily be obtained. Readers can refer to Kundu and Gupta [7] for details. Therefore, the survival function can be obtained aŝ
where (̂) and (̂) are the maximum likelihood estimates of the parameters.
Bayesian Inference.
In Bayesian analysis, the parameter of interest is always considered to be a random variable with a prior distribution. The prior distribution is the distribution of the parameter before any data is observed. The selection of prior distribution is most often than not based on the type of prior information that is available to us. When we have little or no information about the parameter, a noninformative prior should be used else an informative prior. In analysing data from medical, engineering, or biological studies, it is possible to obtain information with respect to similar studies in the past, and if that is even unattainable, information from an expert could be modelled to fit an appropriate prior distribution. This can be referred to as prior elicitation. We let the two unknown parameters take on the gamma prior distributions by assuming that the hyper parameters are all known and greater than zero, that is, , , , > 0. The gamma prior is assumed for this distribution because both the scale and shape parameters are greater than zero:
Bayesian inference is based on the posterior distribution which is obtained by dividing the joint density function to the marginal distribution function as given below:
Due to the complex nature of the posterior distribution given in (7), Lindley approximation is employed in order to estimate the unknown parameters. The Bayes estimator is considered under two loss functions. Since in drawing conclusions about the survival or duration of a living organism, an overestimation could be more detrimental to underestimation or vice versa, we have considered both asymmetric (general entropy) loss function and symmetric (squared error) loss function. [19] proposed an approximation for a ratio of integral of the form
Lindley Approximation. Lindley
where ℓ( ) is the log likelihood and ( ), V( ) are arbitrary functions of , V( ) is the prior distribution for , and ( ) = ( ) ⋅ V( ) with ( ) being some function of interest as seen in (8) .
The posterior expectation according to Sinha [9] is
where ( ) = log{V( )} and ℓ( ) represent the log-likelihood function. Considering the Bayesian estimator under the squared error loss function, which is the posterior mean, the 
The second and third derivatives with respect to the scale and shape parameters are
To estimate the survival function, under the squared error loss function, we let
where
General Entropy Loss Function.
The general entropy loss function is a generalisation of the entropy loss function. The Bayes estimator̂of under the general entropy loss iŝ=
provided (⋅) exists and is finite. The Bayes estimator for this loss function with respect to the parameters and the survival function are
A similar Lindley approach is used for the general entropy loss function as in the squared error loss function, with
For the general entropy loss function, the posterior expectation according to Lindley [19] can be approximated by using (18) . The survival function is similarly obtained by substituting (14) into (18):
Real Data Analysis

Example 1.
We analyse two data sets in this section which we have considered to be relatively small and moderate for illustration and comparison purposes. The data is obtained from Lawless [20] . The data represent survival times for two groups of laboratory mice, all of which were exposed to a fixed dose of radiation at an age of 5 to 6. The first group of mice lived in a conventional lab environment, and the second group was kept in a germ-free environment. The cause of death for each mouse was assigned after autopsy to be one of three things: thymic lymphoma ( 1 ), reticulum cell sarcoma ( 2 ), or other causes ( 3 ). The mice all died by the end of the experiment, so there is no censoring. For the purpose of our study, we have considered the first set of data from the control group which seem relatively small with = 22 and the second which seem relatively moderate from the third set of data of the germ-free group with = 38. Using the iterative procedure suggested from the beginning of this paper, the MLEs of̂and̂for the relatively small samples are 0. 015024 Observably, the Bayes estimator under squared error loss for the shape parameter ( ) has the same estimate and standard error as compared to that of the classical maximum likelihood estimator but with the scale parameter (̂), and Bayes under squared error has a smaller standard error in juxtaposition to MLE.
Example 2.
In this section, we analyse another real data set which we have considered to be relatively large and complete for illustrative purpose. The data originates from Bjerkedal [21] . The data represents the survival times of guinea pigs injected with different doses of tubercle bacilli. It is known that guinea pigs have high susceptibility to that of human tuberculosis, and this informs our decision to use the data in our study. Here, our primary concern is with the animals in the same cage that were under the same regimen. The regimen number is the common logarithm of the number of bacillary units in 0.5 mL of challenge solution; that is, The importance of the survival function cannot be ignored; therefore, the correctness of its estimate is very crucial to both biological and medical studies. As clearly presented in Table 2 , the estimator with the smallest standard error under all the samples is the classical maximum likelihood estimator; therefore, MLE is preferred as a better estimator to the others.
Comparing all the estimators, it is clear from the results that Bayes estimator under general entropy loss function with the loss parameter of +0.6 has the smallest standard error and estimate for both the shape parameter (̂) and the scale parameter (̂).
Simulation Study
Since it is difficult to compare the performance of the estimators theoretically and also to validate the real data employed in this paper, we have performed extensive simulations to compare the estimators through mean squared errors and absolute biases by employing different sample sizes with different parameter values.
We have considered in the simulation study a sample size of = 25, 50, and 100, which is representative of small, moderate, and large data sets. The following steps were employed to generate the data.
The generation of ( , ) is simple as stated in Gupta and Kundu [8] . If follows a uniform distribution in the interval [0, 1], then = (− ln(1 − (1/ ) )/ ) follows ( , ). Consequently, with a very good uniform random number generator, the generation of random deviate is immediate. A lifetime is generated from the sample sizes indicated above from the distribution which represents failure of the product or unit. The values of the assumed actual shape parameter ( ) of the distribution were taken to be 0.8, 1.6, and 2.2. The scale parameter ( ) was considered throughout the paper to be one (4) .
We observed that the parameter estimates under the classical maximum likelihood method could not be obtained in close form, and we therefore employed Newton-Raphson iterative approach via the Hessian matrix. This can simply be implemented in the programming language with the package maxLik.
To compute the Bayes estimates, an assumption is made such that and take, respectively, Gamma( , ) and Gamma( , ) priors. We set the hyperparameters to be 0.0001, that is, = = = = 0.0001, in order to obtain proper priors. This approach was suggested by Press and Tanur [22] . Note that at this point the posterior distribution is also proper.
The values of the loss parameter for the general entropy loss function are = ±0.6, which can be extended for other values of the loss parameter. Readers are referred to Calabria and Pulcini [23] for the choice of the loss parameter values. These were iterated = 1000 times. The mean squared error and the absolute bias values are determined and presented below for the purpose of comparison.
Results and Discussion
In this study, our objective is to obtain the estimates of the parameters and to observe the performance of the methods used for estimation. To examine the estimates of the parameters, we obtain the absolute biases and mean squared errors of the estimates under different methods of estimation.
From Table 3 , it is very clear that the most dominant estimator that had the smallest mean squared errors vis--vis the absolute biases for the scale parameter (̂) is Bayesian under general entropy loss function. This is followed closely by Bayes under squared error loss function. What has been observed again is that, as the sample size increases, the mean squared error of all the estimators decrease unswervingly. This is simply an indication of how good and reliable the estimators are.
When we consider Table 4 , which contains the mean squared errors and the absolute biases of the estimated shape parameter (̂), we noticed that the mean squared errors and the absolute biases of the two estimators, that is, maximum likelihood and Bayes under squared error loss function, have the same values for the estimated shape parameter. Table 5 , we observed that the classical maximum likelihood estimator (MLE) as compared to Bayes estimators under squared error and general entropy loss function had the smallest mean squared error values as well as minimum absolute bias for the estimated survival function of the generalised exponential distribution. This implies that maximum likelihood estimator may be preferred when estimating the survival function to the others.
Conclusion
In this paper, we have considered the Bayes estimation of the unknown parameters of the generalized exponential distribution. We have also assumed a gamma prior on both parameters, and we provide the Bayes estimators under the assumptions of squared error and general entropy loss functions. We observed that the Bayes estimators cannot be obtained in explicit forms, due to the complex nature of the posterior distribution of which Bayes inference is drawn. Therefore, Lindley's numerical approximations procedure is used. It is also observed that the parameter estimates under the classical maximum likelihood method could not be obtained in close form; we therefore employed NewtonRaphson iterative approach via the Hessian matrix.
From the results and discussions above, it is evident that the Bayesian estimator under general entropy loss function performed quiet better than Bayes under squared error loss function and that of maximum likelihood estimator for estimating the scale parameter̂, with both MSE and absolute bias. In the case of the shape parameter (̂), the Bayesian estimator under the squared error loss function and the maximum likelihood estimator are both almost tantamount in estimating it. For the survival function, maximum likelihood performed better than the other estimators.
