In this paper we develop non-parametric methods to estimate the L 2 -gain (H ∞ -norm) of a linear dynamical system from iterative experiments. This work is mainly motivated by model error modelling, where the error dynamics are more complex than can be captured by a low order parametric model. The standard system identification approach to the gain estimation problem is to estimate a parametric model of the system, which then is used calculate the gain. When it is possible to update the input signal during the experiment, an alternative way is to iteratively optimize the input signal in order to maximize the estimated input to output gain. A key observation is that the gradient of the gain with respect to the input signal can, without knowing a model, be found from two experiments. Iterative numerical methods for calculation of eigenvalues of positive definite matrices, e.g., the Power Method or the Lanczos Method, can then be applied to update the input signal sequence between experiments to find the maximum gain. The main difficulty compared to the corresponding eigenvalue problem in numerical analysis is the effects of additive measurement noise, which require modified schemes that avoid bias errors. We derive three such related methods and evaluate them by a numerical example. Partial results on convergence and statistical properties of the gain estimate are provided. A constrained stochastic gradient method with local optimization of step-length shows promising results in case of noisy data.
Introduction
Consider a scalar discrete time asymptotically stable time-invariant linear dynamical system with impulse response sequence {g k }, input signal sequence {u(t)} and output signal sequence {y(t)}, where
The corresponding transfer function equals G(z) = ∞ k=0 g k z −k . The L 2 -norm of a sequence {x(t), t = 1, 2, . . .}, is defined as
We will study the L 2 -gain β of a dynamical system:
The L 2 -gain equals the H ∞ -norm for asymptotically stable linear systems, that is the maximum of the absolute value of the frequency response. The maximizing input is a sinusoidal signal with corresponding peak frequency, see, e.g., Kailath (1980) . Notice that β in (2) does not depend on the choice of γ for linear systems. There are efficient numerical methods to directly compute β from a state space model of a LTI systems, see, e.g., Bruisma and Steinbuch (1990) .
The small gain theorem, see, e.g., Khalil (2002) , is a most useful tool for validating the stability of a feedback system. It requires the knowledge of an upper bound of the L 2 -gain of the corresponding open loop system. This motivates deriving accurate and reliable methods to estimate the gain from experimental data. A common approach is to use a System Identification (SI) algorithm, see Ljung (1999) or Söderström and Stoica (1989) , to estimate a model of the system and then calculate the L 2 -gain of the identified model. To verify robust feedback stability, the open-loop transfer function is typically decomposed into two parts, G(z) = G nom (z) + G error (z). The nominal part, G nom (z), corresponds to a lower order parametric model and can be estimated using standard SI methods , while the error part, G error (z), should capture modelling errors and is often much more complex. Data-driven model error modelling is thus more complicated and often of nonparametric or high model order nature, see Reinelt et al. (2002) . Robust stability tests can be based on the L 2 -gain of a G error (z). The paper van Heusden et al. (2007) presents a convex set optimization method to directly (without an explicit model) estimate the gain from a given set of input/output data.
Our objective is to derive non-parametric gain estimation methods based on iterative experiments and input signal optimization. The basic idea is to let the system itself generate the optimal input signal for gain estimation. No explicit model of the system is required. We will study a batch approach where the optimization is with respect to a finite length input sequence. An example of such a method is the so-called Power Iteration Method (PIM) that was first suggested in Hjalmarsson (2005) . In Massoumina and Kosut (1994) it is shown that for LTI noise free systems, the gain estimate based on finite data lengths can be made arbitrarily close to the true gain by using long enough experiments. This idea was further developed for system identification purposes in Hjalmarsson and Lindqvist (2001) . In Hjalmarsson (2005) it was also illustrated by means of a simulation example that this method can be useful also for certain nonlinear systems. In Barenthin et al. (2005) the method was applied to an industrial induction machine drive for rail vehicle propulsion with nonlinear dynamics. The results were more accurate estimates of the gain compared to more ad hoc engineered input signals. We will keep the problem formulation general, but, as mentioned above, our main motivation comes from model error estimation, see e.g., Mosskull et al. (2003) , Reinelt et al. (2002) , Schoukens et al. (2002) , Poolla et al. (1994) and Kosut (1995) .
In Section 2 we introduce a linear algebra framework for gain estimation. Section 3 considers gain estimation based on iterative experiments. We propose a Stochastic Gradient Iteration Method (SGIM) for input signal optimization, with the Power Iteration Method (PIM) as a special case. This approach is extended to the Lanczos Iteration Method (LIM). An illustrative numerical simulation example is provided in Section 4, while Section 5 concludes the paper and describes open problems.
A Linear Algebra Perspective
Assume that u(t) = 0, t ≤ 0, i.e., zero initial conditions.. The input to output relation (1) for a given input sequence {u(t), t = 1, . . . , N } can then be written in matrix notation as
The matrix G is a lower triangular Toeplitz matrix. The gain cost function
will be maximized with respect to the finite sequence u to find a lower bound of the L 2 -gain. This function is called the Rayleigh quotient in numerical analysis, see Golub and van Loan (1996) . It well known that V (u) ≤ λ max (the maximum eigenvalue of the matrix G T G) with equality if u is the corresponding "maximum" eigenvector. By letting the length of the sequence u go to infinity, the L 2 -gain equals β = lim N →∞ √ λ max . The Toeplitz structure of G and the stability assumption imply that λ max tends to max ω |
as N → ∞ and we have the previously mentioned result for LTI systems in Massoumina and Kosut (1994) .
For the noise free case it is easy to recover the impulse response of the system
This method is very sensitive to noise since we only have one measurement per parameter. For a general input signal the least squares estimate of the impulse response vector
High lag estimates are based on very few observations and thus often of poor quality. A common approach is to truncate g and only estimate the n first impulse response coefficients from y and the first n columns of U. Typically the number of parameters, n, needs to be in the order of N/ log N for almost sure convergence, see Ljung and Wahlberg (1992) .
Gain Estimation using Iterative Experiments
For a given model we can, of course, explicitly construct the matrix G T G and numerically solve the corresponding maximum eigenvalue problem. How-ever, in order to use an iterative algorithm for eigenvalue calculations it is enough to be able to evaluate G T Gu = G T y for a given u. 2 For a dynamical system this can be done as follows: Perform a first experiment with input u and corresponding output y. In a second experiment apply the reversed time output sequenceỹ = [y(N ), y(N − 1), . . . , y(1)]
T as input to the system. Let the corresponding output sequence be [z(1), z(2), . . . , z(N )]
T and denote its time reversed version byz = [z(N ), z(N − 1), . . . , z (1)] T . Due to the Toeplitz structure,z = G T y = G T Gu.
(7) This means that G T Gu, and V (u), can be determined from two experiments without explicitly knowing the complete matrix G.
Consider the case when the measured output signal is corrupted by additive noise {e(t)}, e = [e(1), e(2), . . . , e(N )]
T , i.e.,
For simplicity reasons assume {e(t)} to be zero mean white noise with variance σ 2 e . Pre-whitening techniques can be used to handle general correlations. The noise corrupted version of the signal (7) equals
where e 1 is the noise vector from the first experiment andẽ 2 originates from the second experiment (withẽ 2 denoting the reversed time version of e 2 ).
The maximum eigenvalue estimation problem to be studied consists of two parts. First, we need to find an estimate of the optimal input sequence that corresponds to an eigenvector associated with λ max . The second steps involves finding the gain estimate. We will study how the quality of the gain estimate is affected by measurement noise. For pedagogical reasons we will, however, do the analysis in the reverse order.
Statistical Analysis of Eigenvalue Estimate
Assume that the maximum eigenvectorū of G T G is known and that the corresponding sequence is used as the input to the system. Then (8) equals
where the noise vectors in (9) has covariance matrix σ 2 e G T G + I . The best linear unbiased estimate of λ max is given by the weighted least squares problem
A difficulty is that the weighting matrix is unknown, but sinceū is an eigen-
From this result it follows that the minimizing solution to (10) equals the standard (without weighting) least squares solutionλ
Applying Expression (9) in (11) giveŝ
The error term due to noise has zero mean value and variance typically is of order N . This means thatλ max is a consistent estimate of the gain as N tends to infinity. The more direct estimatê
has a dominating noise error term (e T 1 e 1 )/(ū Tū ) with expected value N σ 2 e / ū 2 2 , which typically does not tend to zero as N tends to infinity. Hence, one should be careful when using the estimate (13) when the measured output contains additive noise.
Recursive Eigenvector Estimation
Next, we will present methods for the estimation of the eigenvectorū associated with the largest eigenvalue of G T G. To iteratively calculate the maximum eigenvalue of a positive definite matrix is a classical problem in numerical analysis. With a simplified notation we havẽ
In our application the matrix A ≥ 0 has structure, but at the end we are only interested in estimating the maximum eigenvalue of the matrix.
The stochastic gain estimation problem to be studied is to maximizē
with respect to u. Recall from (14) thatz is a function of u. The expected value ofV (u) is
The gradient ofV (u), with respect to u, using (14) equals
The zero mean valued noise termē/2 is non-measurable and will be approximated by its mean value in the algorithms to follow. We then obtain the approximative (exact when there is no noise) gradient expression
Notice that u T ∇V (u) = 0, which means that the (average) gradient at u is orthogonal to u. This observation makes it possible to define a gradient update that automatically satisfies the constraint u T u = γ, namely
If u T k u k = γ then u T k+1 u k+1 = γ for all θ k . As described in Edelman et al. (1998) , this is the gradient update on a so-called Grassmann Manifold and forms the foundation of conjugate gradient algorithms. See Abrudan et al. (2009) for signal processing optimization application with unitary matrix constraint. As explained in Markusson (2002) , this approach is also closely related to iterative learning control, see, e.g., Moore (1999) and Norrlöf (2000) .
The update of (17) corresponding to tan(
For the noise free case this is just the classical Power Method for calculating the maximum eigenvalue of a matrix, see Golub and van Loan (1996) ,z k = Au k , u k+1 = √ γz k /||z k || 2 , for which conditions for convergence are well known. Let the eigenvalues and eigenvector be defined by
Then we must have a 1 = 0 for convergence, i.e., u 0 must have a component in the direction ofū 1 . The convergence rate of the power method is of order O [λ 2 /λ 1 ] k , see Golub and van Loan (1996) , which typically is rather slow. We will instead study how to use Lanczos Method, which has much faster convergence rate.
To our knowledge less is known about gradient based methods for calculating the maximum eigenvalue and corresponding eigenvector in an additive noise stochastic setting. Classical results in numerical analysis consider mainly round-off errors and deterministic perturbations of matrix elements. It is known, see, e.g., Kushner and Yin (2003) , that the step-length of stochastic gradient methods should tend to zero as a function of the number of iterations in order to have convergence with probability one. This implies that θ k in (17) should tend to zero, typically as 1/k, as the number of iterations k increases. In practice it is often better to do a line search within a local neighborhood of u k . This can be done at the price of an extra evaluation, Az, to explicitly constructV (u k+1 (θ)), which then can be maximized as a function of admissible θ. In fact, this idea is in very closely related to Lanczos Method, and the corresponding θ optimization problem can, as described below, be re-formulated as a generalized eigenvalue problem. The clever idea of Lanczos Method is to avoid finding a gradient step-length by instead optimizing over a complete subspace. Start with a random u 1 3 and setz 0 = u 1 . Evaluate the same sequence as in the Power Method
Define the n × k matrix
The basic idea of Lanczos Method is to maximizeV (u) while restricting u to be in the range space of Q k−1 . For the noise free case the range space of Q k−1 equals the so-called Krylov subspace spanned by the columns of
The maximum ofV (u) over Krylov subspaces will monotonically increase when we extend the space of admissible u from the range space of Q k−1 to Q k . The reason is that the gradient ∇V (u) defined by (16) will belong to the range space of Q k . The constrained optimization problem without noise can be written
Introduce the new parameter vector x to write u = Q k−1 x, i.e., to enforce the range space constraint. To evaluate the corresponding cost function u T Au = x T Q T k−1 AQ k−1 x, we need to find AQ k−1 . The standard choice in Lanczos 3 The exact condition is that b = u 1 and A should form a controllable pair in the control theory sense.
Method is to take
that is the last k columns of Q k . This is an exact relation when there is no noise. For the noisy case we have two problems: The matrix Q T k−1Q k is not symmetric. This can be handled by instead using the matrix 0.5(Q T k−1Q k + Q T k Q k−1 ), for which we have the same quadratic cost function. The noise part in Q k−1 is strongly correlated with the noise contribution inQ k (shifted columns of Q k−1 ). This will cause bias errors as illustrated by the following example (without normalization)
One way to overcome this correlation problem, at the price of twice as many evaluations, is to form AQ k−1 by k additional evaluations of the observation process. Use these new observations to constructQ new k , with exactly the same structure asQ k . The independence implies that Q T k−1Q new k will not have any bias term. To summarize:
The optimization problem (21) can be reformulated as the k × k generalized eigenvalue problem, see Golub and van Loan (1996) ,
with largest generalized eigenvalueλ max k and corresponding unit length generalized eigenvectorx k . Takeû k = √ γQ k−1xk .
The classical Lanczos Method orthogonalizes Q k−1 to obtain a standard eigenvalue problem and then use a tridiagonalization trick to obtain a simple algorithm, but the solution is the same as from the generalized eigenvalue problem above. A very nice feature of the Lanczos Method is that an early termination often gives surprisingly good approximations of the maximum eigenvalue of A. The theoretical properties of the Lanczos Method without noise are well understood, and also the numerical sensitivity to round-off errors. However, less seems to be known about the stochastic Lanczos Method outlined in this section. There are two consequences of stochastic errors: Since Q k−1 contains noise we do not optimize over the exact Krylov subspace, which means that we can not guarantee a monotone increasing sequence of eigenvalue estimates when we increase the dimension from k to k + 1. The other effect of errors is in the construction of AQ k−1 in the cost function as discussed above. Our contribution is to propose ways remove bias errors, but a full stochastic analysis is beyond the scope of this paper.
Finally, the optimal step-length problem for the Stochastic Gradient Scheme (17) can be solved by applying Lanczos Method with
while the Power Method (18) just uses
This shows why the Lanczos Method gives superior result compared with these two methods when there is no noise. For the noisy case the stochastic gradient method seems to be the best choice as illustrated in next section.
To conclude: We have proposed three iterative methods to estimate the "optimal" input signal sequenceû k :
• The Stochastic Gradient Iteration Method (SGIM) corresponding to (17), or with optimized step-length (18) 
with (22). • The Power Iterations Method (PIM) corresponding to (18).
• The Lanczos Iteration Method (LIM) corresponding to (21).
The final L 2 -gain estimate, c.f. (11), is given bŷ
This gain estimate is only based on data from a last iteration and its quality can be analyzed using the lower variance bound (12). An alterative gain estimate would be a weighted average of previous estimatesβ j , j ≤ k.
Numerical Examples
In this section the proposed methods are illustrated by means of a numerical example. The aim is not to optimize the algorithms for this specific example, but rather to show basic behavior by using several rather short experiments. Consider a finite impulse response system with
where {w k } is a normal distributed random variable with zero mean and unit variance. We will study a specific realization (seed 0 in MatLab) with true squared gain λ max = 13. The corresponding amplitude frequency response is given in Figure 1 . The Bode plot shows a rather complex error dynamical system, which is difficult to approximate with a low order model. Also notice that the peak in the Bode plot is slightly higher than √ 13 since it is corresponds to the infinite sequence (N → ∞) case.
We use input normalization ||u|| 2 2 = 1 (γ = 1)and rather short data records of length N = 100. We will study the noise variance σ 2 e = {0.0001, 0.001, 0.01}. The corresponding signal to noise ratios N σ 2 e /γ are {0.01, 0.1, 1}. We will study 7, 12 and 17 basic iterations in the iterative methods. Recall the the modified LIM method and the SGIM method use twice as many iterations. All iterative methods will be initiated using the input sequence
where u LS 1 is the optimal input sequence based on a least squares estimate of order 25 and only 100 data point, while u rand 1 is uniformly distributed white noise. Since we will use several short experiments it would be fair to compare with a least squares FIR estimate calculated from the same number of experiments having the input signal u rand 1 in each experiments. This gives, however, poor results because of the problem estimating g k for large k with short data records. We will instead excite the system with one long sequence of length 4×100 times the number of basic iterations. A finite impulse response model of order 100 is estimated. For 7 basic iteration we have 2800 measurements that are rather few to estimate 100 parameters (compare the almost sure convergence condition in Ljung and Wahlberg (1992) : n ∼ N/ log N = 2800/ log 2800 = 19).
We will give the results for the Least Squares (LS) method with a FIR model of order 100, the Stochastic Gradient Iteration Method (SGIM) with optimized step-length, The Power Iteration Method (PIM) and the modified Lanczos Iteration Method (LIM). The mean and the standard deviation of the gain estimation errors
for 500 different input signal and noise realizations are summarized in Table 1 . Table 1 provides a lot of insights. To start with the LS method is less biased than the other methods. However, the root mean square error (the square root of the squared mean value plus the variance) for the methods are approximately of the same magnitude. The square root of the variance expression (12) gives a very accurate predictions of the standard deviation of the iterative methods, but also gives a good agreements with the variance of the least squares estimate. The latter is somewhat unexpected, since we are using a completely different input signal for the LS method. The normalized power of the input signals are, however, of the same order. Notice that the iterative methods use almost all data to estimate the eigenvector, and is only using the 100 last data point to estimate the gain, while the LS method uses all data to estimate the impulse response. The closely related methods SGIM, with optimized step-length, and the modified LIM give similar results. LIM has superior properties for the noise free case, but the SGIM seems more robust to noise and few iterations. LIM uses more information from past experiments, while SGIM constantly changes the initial input u 1 . PIM gives the worst result by not taking previous iterations into account.
The objective of this section has been to illustrate the basic behavior of the three suggested methods and compare with a direct system identification approach. We have used very few data points and few iterations. Still the methods give good results. The quality depends on the signal to noise ratio as confirmed by the variance result (12).
Conclusions
The idea of this paper is to use iterative experiments to estimate the input signal that maximizes the input output gain rather than a parametric model of the system. We have studied a non-parametric approach to estimate the gain of a system inspired by the Power Method and the Lanczos Method in numerical analysis. The main difficulty compared with the classical case is measurement noise, and we have proposed and studied stochastic versions of these standard eigenvector/eigenvalue methods. We have presented partial results on convergence and statistical properties. A key result is the variance expression (12).
In Barenthin Syberg et al. (2009) we have studied two generalizations of these methods. For linear systems we know that the optimal input signal is sinusoidal with unknown frequency ω. We could hence optimize within the class of parameterized signals instead of general norm bounded signal sequences. Let u = u(η), where η is a low dimensional parameter, e.g. the frequency ω. It is possible to modify the stochastic gradient method (17) to update η instead of u, while it is less obvious how to extend the Lanczos Method to structured eigenvectors. Our experience with gradient methods and structured inputs is that they are quite sensitive to local minima. The second generalization studied in Barenthin Syberg et al. (2009) and Barenthin et al. (2006) is gain estimation for Hammerstein systems with known non-linearity. The idea here is also to develop modified stochastic gradient algorithms. Another important property in stability analysis is the concept of passivity.
Here one would like to solve min u y T u s.t. u T u = γ > 0, It would be interesting to apply the framework developed in this paper to this class of problems.
