Abstract. We propose a probabilistic model for the Independent Vector Analysis approach to blind deconvolution and derive an asymptotic Newton method to estimate the model by Maximum Likelihood.
Introduction
In this paper we propose a probabilistic model for the complex STFT coefficient vectors, which can be used in Independent Vector Analysis (IVA) [7] to perform blind deconvolution. We use adaptive source densities [11] that are dependent across frequencies [6, 12] via complex Gaussian scale mixtures (CGSMs). These densities are shown to be the natural result of the sampling of Fourier coefficients of intermittent sources, in which a source is active only over a random fraction of each time window used to sample the DFT. We derive a Newton method for Maximum Likelihood estimation [2] . The IVA model was developed by Kim, Eltoft, Lee, and others [8, 6, 7] .
Notation: We denote the imaginary number by  √ −1.
Densities over Complex Vectors and STFT Coefficients
A probability density defined on a complex vector space is simply a joint density formulated over the real and imaginary parts of the vector. In particular, the probability density function is real valued. Integration over C n is equivalent to integration over R 2n . However, some real valued functions of complex vectors can be expressed in a simpler form in terms of the complex vectors z = x +  y and z * = x −  y, rather than the real and imaginary parts x and y. And optimization of the real valued function may be more conveniently carried out in the complex space C n using the Wirtinger calculus, instead of working in R 2n [9] . Fourier coefficients of a stationary time series are complex valued random variables. Stationarity implies that the covariance matrix of the real and imaginary parts has a particular form. Let x be an n dimensional complex valued random vector. Then if the real-valued random vectors x R , and x I are jointly distributed as,
for some complex vector c and Hermitian positive definite matrix Σ, then we say x is complex multivariate Normal distributed, and write x ∼ N C (c, Σ). The real domain probability density over (x R , x I ) can be written in terms of complex quantities p(x) p(x R , x I ) as,
In particular, the univariate complex Normal distribution is given by
where x R and x I are independent N (µ R , σ 2 /2) and N (µ I , σ 2 /2) respectively. Using the central limit theorem, it is shown that for stationary time series y i (t), the distribution of the Fourier coefficients 
Blind Deconvolution and Complex Gaussian Scale Mixtures
In the noiseless blind deconvolution problem [5] , we have,
where the time series s i (t), i = 1, . . . , n are mutually independent. Using the discrete Fourier transform, this is expressed in the frequency domain as,
where x(ω) τ x(τ ) exp(−ωτ ), etc. We consider the asymptotic distribution of the short time Fourier transform (STFT) coefficients, calculated by,
Since the sources s i (t) are independent, we have that s i (ω 1 ) and s j (ω 2 ) are independent for i = j, and any ω 1 , ω 2 . Thus the joint distribution over the sources is a product,
By Theorem 1, for stationary sources, the joint distribution over the frequencies is the product of n univariate complex Gaussians,
where N C (µ, σ 2 ) is the univariate complex Normal distribution, which is a radially symmetric distribution over the real and imaginary parts of s i (ω k ), with variance σ 2 k , which gives the spectral power at frequency ω k . Theorem 1 holds for stationary time series, but most long term observations of sensor data are non-stationary.
A more realistic assumption is that the time series is stationary over contiguous blocks, switching at discrete (random) times among a set of stationary regimes. For each individual stationary regime, as the window size, and/or sampling rate tend to infinity, the Fourier coefficients will tend to complex Gaussians. In a switching time series, a window may contain two or more stationary regimes. If we let the sampling rate tend to infinity, the individual stationary segments in the window will still be asymptotically complex Normal, and the overall distribution of the coefficients in the window will be a convex sum of the two (or more) complex Normal random variables.
Since each window will contain a random size segment of a given stationary state, the distributions of the Fourier coefficients for each state will be complex Gaussian scale mixtures, with the Fourier coefficients at different frequencies being uncorrelated but dependent. The joint distribution is given by,
The distribution of s i is equivalent to the product of a non-negative mixing random variable with a complex Normal random vector,
, and can be expressed in a form similar to that of real valued Gaussian scale mixtures, where the squared magnitude of the complex variable is substituted for the square of the real variable [12] .
Knowing the distribution of the Fourier coefficients of the independent sources, we can calculate the distribution of the observation Fourier coefficients as,
The parameters of the unmixing system W(ω), as well as the CGSM density models, for each source i = 1, . . . , n are adapted by Quasi Maximum Likelihood.
Generalized Inverse Gaussian and Generalized Hyperbolic
The Generalized Inverse Gaussian (GIG) density [3, 6, 12 ] is a convenient mixing density. It can be thought of as a combination and generalization of the gamma and inverse gamma distributions. The GIG density has the form,
for ξ > 0, where K λ is the Bessel K function, or modified Bessel function of the second kind. The moments of the Generalized Inverse Gaussian are easily found by direct integration, using the fact that (1) integrates to one,
Since υ is a scale parameter and we will estimate the scale of the complex Normal directly, we will eliminate this redundancy by setting υ = 1 in the mixing density. The generalized hyperbolic distribution [3] is the complex Gaussian scale mixture arising from the GIG mixing density. We write the generalized hyperbolic density in the form,
where τ (b i ) τ 2 + 2τ b i 2 . The GIG density is conjugate to the Normal density, so the posterior density of ξ given b i is also a GIG density. In particular the parameters of the posterior density of ξ are,
We can thus find the posterior expectation required for the EM algorithm using (2),
4 Probabilistic IVA and Maximum Likelihood
We shall assume for simplicity of presentation and implementation that ω k = 0(mod π) for k = 1, . . . , N , so that all the STFT coefficients are all complex valued. Thus for each observation x :t: of STFT coefficients of the data, there is a set of random vectors of independent, zero mean sources b :tk , such that,
The density of the observations p(x :t: ) p(x :t1 . . . , x :tN ) is given by,
where
k , and b :tk = W k x :tk , k = 1, . . . , N . The sources are modeled as mixtures of Gaussian Scale Mixtures, extending the real model in [11] to the complex dependent case. We define,
kji b itk The source density models are defined as follows,
Each q ij is a CGSM parameterized by τ ij . Thus the density of the observations x ::: {x :t: }, t = 1, . . . , T , is given by p(x ::: ; Θ) = T t=1 p(x :t: ; Θ), and the parameters to be estimated are
. . , m, and k = 1, . . . , N .
Maximum Likelihood
Given the STFT data X = {x :tk }, k = 1, . . . , N , t = 1, . . . , T , we consider the ML estimate of
We employ the EM algorithm to allow the source density at each frequency to be a mixture of (multivariate intra-dependent) CGSMs. Thus we define the random index j it ranging over {1, . . . , m} with probabilities α ij , j = 1, . . . , m, and we let z itj = 1 if j it = j, and 0 otherwise. For the joint density of X and Z, we have,
where q ij (y it:j ) is the jth mixture component of the dependent multivariate density model for the STFT coefficients of ith source, b it: is the vector of STFT coefficients for source i at time t, andβ ij
For the log likelihood of the data then (scaled by 1/T ), which is to be maximized with respect to the parameters, we have,
for k = 1, . . . , N , where,
If we multiply (8) by W H k W k on the right, we get,
This linear transformation of the complex gradient is positive definite, and thus yields a valid descent direction.The direction (10) is known as the "natural gradient" [1] .
Hessian and Newton Method
If we expand L in a second order Taylor series, L(W + dW), and solve for the maximizing dW, we arrive at the equation,
for k = 1, . . . , N , where H 11 denotes two consecutive conjugate derivatives of W k , H 12 denotes a conjugate derivative of W k followed by a non-conjugate derivative of W k , etc. The H terms are derivatives with respect to W k followed by derivatives with respect to W where = k. Now, we have,
where δ ir is the Kronecker delta symbol, and, 
where the posterior expectation is given by equation (4).
Conclusion
We have formulated a probabilistic framework for IVA and developed an asymptotic Newton method to estimate the parameters by Maximum Likelihood with adaptive complex Gaussian scale mixtures. We have extended the IVA model by deriving the model probabilistically using complex Gaussian scale mixtures. We also allow sources to have arbitrary spectra by adapting the spectral power parameters β ijk , and to assume multiple spectral regimes using a mixture of CGSMs in the source model. Here we have concentrated on Generalized Inverse Gaussian mixing density, but the framework can accommodate other CGSM families as well, e.g. Generalized Gaussian or Logistic densities [12] . The Newton method can be extended to handle non-circular sources as well, leading from equation (13) to a block 4 × 4 Hessian structure [10] . The probabilistic model also allows straightforward extension to an IVA mixture model.
