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Abstract
This paper addresses heavy-tailed large-deviation estimates for the distribution tail of functionals of a
class of spectrally one-sided Lévy processes. Our contribution is to show that these estimates remain valid
in a near-critical regime. This complements recent similar results that have been obtained for the all-time
supremum of such processes. Specifically, we consider local asymptotics of the all-time supremum, the
supremum of the process until exiting [0,∞), the maximum jump until that time, and the time it takes until
exiting [0,∞). The proofs rely, among other things, on properties of scale functions.
c⃝ 2018 Elsevier B.V. All rights reserved.
Keywords: Compound Poisson process; M/G/1 queue; Heavy traffic; Large deviations; Uniform asymptotics; First
passage time; Supremum
1. Introduction
The analysis of spectrally one-sided Le´vy processes is a topic of fundamental interest in the
stochastic processes literature [31] and arises in many applications, such as queueing [16] and
insurance risk theory [5,6,21]. More generally, Le´vy processes and various functionals have been
studied extensively over the last decades through fluctuation theory, leading to many interesting
and useful results. If the underlying Le´vy measure is heavy-tailed, then exact expressions are
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harder to obtain and one often resorts to asymptotic estimates based on heavy-tailed large
deviations. The goal of this paper is to assess the robustness of several of these approximations
in a regime where the underlying Le´vy process has a small drift.
To make this more specific, consider the compound Poisson process with deterministic drift
Xρ(t) := X0 +
Nρ (t)∑
i=1
Bi − t, (1.1)
where N ρ(t), t ≥ 0, is a Poisson process with a rate that depends on a drift parameter ρ. With
a slight abuse of terminology, we call Xρ a compound Poisson process throughout this paper,
and investigate the asymptotic behaviour of various functionals of Xρ under the assumption that
the i.i.d. nonnegative jump sizes Bi have a regularly-varying tail with index α > 2. The initial
condition X0 is equal in distribution to Bi and independent of ρ; we present a more detailed
model description in Section 2. The long-term drift E[Xρ(1) − X0] of the process is negative,
and of order 1 − ρ. In the central limit regime, we let ρ ↑ 1 so that the long-term drift tends to
zero.
A functional that has received ample attention in the literature is the all-time supremum
Mρ∞ := supt≥0 Xρ(t). For fixed ρ, as x → ∞, the following estimate holds (see e.g. Embrechts
and Veraverbeke [21], Foss et al. [22], Klu¨ppelberg et al. [28], Maulik and Zwart [32]):
P(Mρ∞ > x) ∼
ρ
E[B1](1− ρ)
∫ ∞
x
P(B1 > t) dt. (1.2)
This approximation can be very inaccurate when ρ ↑ 1. Specifically, if ρ ↑ 1 and x = y/(1− ρ)
for fixed y, then P(Mρ∞ > x) will converge to exp[−2(E[B1]/E[B21 ])y] (this is a heavy-traffic
limit, cf. [37,38]).
Motivated by the contrast between these two regimes, Olvera-Cravioto et al. [33] establish an
explicit threshold
x˜ρ := µ(α − 2) 11− ρ log
1
1− ρ , (1.3)
for someµ > 0 as specified in the next section, where the two regimes connect. In particular, they
show that estimate (1.2) remains valid when ρ ↑ 1 and x ≥ (1+ ε)˜xρ . Similar results, including
examinations when the heavy-traffic approximation remains valid, can be found in Blanchet and
Lam [11], Denisov and Kugler [18], Kugler and Wachtel [29].
The investigation and contributions of the present paper focus on the validity of heavy-
tail approximations like (1.2) when ρ ↑ 1. All of the above-mentioned works focus on
global asymptotics of the all-time supremum functional Mρ∞, and one may wonder how robust
the obtained insights are when other functionals of importance are considered. For example,
another well-studied functional of Le´vy processes is the first passage time of zero, τ ρ , which
among others may characterize a busy-period duration in queueing theory. A third functional of
importance is Mρτ := supt<τρ Xρ(t). A series of prior works [7,15,39] obtain useful asymptotic
approximations for τ ρ , while Mρτ has been considered in Asmussen [3]. All these works focus
on (a subclass of) subexponential jump sizes and fixed ρ. Our aim is to investigate how robust
these asymptotic estimates are when also ρ ↑ 1.
We feel that our main achievement is a description of the tail behaviour of P(τ ρ > x) as
x →∞ while ρ ↑ 1. For fixed ρ, Zwart [39] showed that
P(τ ρ > x) ∼ 1
1− ρP(B1 > (1− ρ)x) (1.4)
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as x → ∞. In the current paper, we show that this large deviations approximation remains
valid as ρ ↑ 1 for all x above a certain threshold x∗ρ which turns out to be much larger than
threshold (1.3):
x∗ρ :=
1
(1− ρ)2
(
log
1
1− ρ
)k∗
, (1.5)
where k∗ > 2. We actually show that the asymptotic behaviour of P(τ ρ > x) coincides with
P(Mρτ > (1 − ρ)x); intuitively, if the process hits zero after time x , then it is likely that the
process obeyed the long-term drift after reaching level (1−ρ)x early in time. Uniform heavy-tail
approximations for Mρτ , which are established in this paper as by-product of independent interest,
yield the given asymptotic. The gap between x∗ρ and x˜ρ/(1−ρ) is required for technical reasons;
however, we show that our result does not hold for k∗ = 0 in (1.5) (i.e. if x∗ρ is proportional to
(1− ρ)−2).
Additional theorems that lead to our main result provide uniform heavy-tail approximations
on the “local” tail probability P(Mρ∞ ∈ [x, x+T )) of the all-time supremum functional Mρ∞, and
uniform heavy-tail approximations on the tail distribution of the largest jump Bρτ until time τ
ρ .
The local asymptotics of Mρ∞ provide a generalization of Corollary 2.1(b) in Olvera-Cravioto et
al. [33] and are obtained in a similar fashion via a decomposition of the Pollaczek–Khintchine
formula. Furthermore, we derive asymptotic expressions for the conditional expected time of
reaching a high level a, given that level a is reached before time τ ρ . The corresponding lemma
relies heavily on fluctuation theory for Le´vy processes; specifically, it relies on the theory of scale
functions. A recent review article on and examples of scale functions can be found in Kuznetsov
et al. [30] and Hubalek and Kyprianou [26], respectively.
The paper is organized as follows. A precise description of the model and an introduction
to the notation used can be found in Section 2. Section 3 presents and discusses our results; in
particular, Theorems 3.1 and 3.5 display our main results. The four subsequent sections are each
devoted to the proof of one theorem. Section 8 contains the extensive proof of a crucial lemma,
and Section 9 provides the theoretical support for the discussion presented in Section 3.1. Finally,
the deferred proof of a minor lemma is presented in the Appendix.
2. Preliminaries
Let {B}∪{Bi }∞i=0 be a sequence of non-negative, independent and identically distributed (i.i.d.)
regularly-varying random variables (cf. [10]) with mean E[B] > 0 and finite variance σ 2B . More
specifically, their common cumulative distribution function (c.d.f.) FB : R→ [0, 1], FB(0) = 0
is characterized by its tail
F B(x) := P(B > x) = L(x)x−α, (2.1)
where α > 2, α ̸= 3 and L(x) is a slowly varying function: limx→∞L(ax)/L(x) = 1 for all
a > 0. A key property of such distributions is that E[B p] < ∞ for p < α and E[B p] = ∞
for p > α. The α-th moment can be either finite or infinite. For technical reasons, this article
does not address the α = 3 case. It should be noted that regularly-varying distributions are a
subclass of subexponential distributions [24], and as such satisfy limx→∞P(max{B1, . . ., Bn} >
x)/P(B1 > x) = n.
Define the Poisson process N 1(t), t ≥ 0, which is independent of the Bi and has rate 1/E[B].
Then N ρ(t) := N 1(ρt), t ≥ 0, is a Poisson process with rate λρ := ρ/E[B]. We consider a family
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of Le´vy processes {Xρ(t)}, indexed by ρ ∈ (0, 1), where Xρ : [0,∞) → R is characterized as
Xρ(t) := X0 +
Nρ (t)∑
i=1
Bi − t. (2.2)
We say that Xρ(t) is a compound Poisson process with initial value Xρ(0) = X0 := B0 and long-
term drift E[Xρ(1) − Xρ(0)] = −(1 − ρ) < 0. The process Xρ(t) experiences a deterministic
decrease of −t and has jumps of size Bi . For this reason we refer to FB as the jump-size
distribution.
The first passage time of level x is denoted by σ ρ(x) := inf{t ≥ 0 : Xρ(t) ≥ x}, whereas
the first hitting time of level zero is indicated by τ ρ := inf{t ≥ 0 : Xρ(t) = 0}. Of primary
interest in this article are the supremum Mρτ until the first down-crossing of level zero, i.e.
Mρτ := sup{Xρ(t) : 0 ≤ t ≤ τ ρ}, and the all-time supremum Mρ∞ := sup{Xρ(t) : t ≥ 0}
of the Le´vy process. We also derive a result on the largest jump Bρτ before time τ
ρ : Bρτ :=
sup{Bi : 0 ≤ i ≤ N ρ(τ ρ)}.
Consider the sequence of i.i.d. random variables {B∗} ∪ {B∗i }∞i=1 with c.d.f. FB∗ . FB∗ is
the excess distribution of B and will be referred to as excess jump-size distribution. The
excess jump-size distribution can be characterized by its probability density function (p.d.f.)
fB∗ (x) = 1E[B]P(B > x) and has finite mean µ := E[B2]/(2E[B]) < ∞. It is assumed that B∗
and B∗i are independent of N ρ, B and Bi for all relevant indices. Since B is regularly varying,
Theorem 2.45 in Foss et al. [23] states that the tail distribution of B∗,
F B∗ (x) = 1E[B]
∫ ∞
x
P(B > t) dt ∼ 1
(α − 1)E[B] L(x)x
−α+1, (2.3)
is also regularly varying, where f (z) ∼ g(z) if and only if limz↑z∗ f (z)/g(z) = 1 for some
limiting value z∗ ∈ {1,∞}. In this paper, the limit of interest is either ρ ↑ 1, x → ∞ or
a → ∞. The proper limit should be clear from the context. Similarly, f (z) ≳ (≲) g(z) denotes
the relation lim infz↑z∗ (lim supz↑z∗ ) f (z)/g(z) ≥ (≤) 1. We adopt the common conventions
f (z) = O(g(z)) if and only if lim supz↑z∗ | f (z)/g(z)| < ∞ and f (z) = o(g(z)) if and only
if lim supz↑z∗ f (z)/g(z) = 0. If both f (z) = O(g(z)) and g(z) = O( f (z)), then this is denoted
by f (z) = Θ(g(z)).
Let T ∈ (0,∞) be any positive constant and define the interval ∆ = [0, T ). In the remainder
of this article we will denote the “local” tail probability P(B∗ ∈ [x, x + T )) by P(B∗ ∈ x +∆).
Furthermore, we adopt the well-known conventions ⌊x⌋ := max{n ∈ N : n ≤ x} and
⌈x⌉ := min{n ∈ N : n ≥ x}, and denote 1([logicalexpression]) for the indicator function
that assumes value 1 if the logical expression is true, and value 0 otherwise.
Most variables that have been introduced so far depend on the parameter ρ. Now that their
dependence has been noted, we drop the superscripts ρ for the remainder of this article. Variables
that are introduced in later sections and that depend on ρ will carry a sub- or superscript unless
mentioned otherwise.
Finally, we note that many expressions in this chapter involve constants that do not provide
additional insight, and that do not contribute to the global behaviour of the expressions. For this
reason, many constants have been replaced by C : a constant whose value may change from line
to line.
3. Main results and discussion
The purpose of this section is to present and discuss our main results. Theorem 3.1 presents an
exact uniform asymptotic relation between the all-time supremum M∞ and excess jump size B∗.
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Theorems 3.2 and 3.3 and Corollary 3.4 display exact uniform asymptotic relations between the
supremum Mτ , the largest jump Bτ and the jump sizes B. Theorem 3.5 shows an exact uniform
asymptotic for the relation between the first hitting time τ and Mτ . The tightness of the results is
discussed in Section 9.
Our first theorem relates the local tail probability P(M∞ ∈ x +∆) to the local tail probability
P(B∗ ∈ x +∆):
Theorem 3.1. Suppose P(B > x) = L(x)x−α for some α > 2, α ̸= 3 and L(x) slowly varying.
Let µ = E[B2]/(2E[B]) and define xρ := kµ(α − 1) 11−ρ log 11−ρ for any k > 1. Then for any
fixed interval ∆ = [0, T ) the relation
sup
x≥xρ
⏐⏐⏐⏐⏐ P(M∞ ∈ x +∆)ρ1−ρP(B∗ ∈ x +∆) − 1
⏐⏐⏐⏐⏐→ 0 (3.1)
holds as ρ ↑ 1. Furthermore, (3.1) remains valid for k = 1 provided that L(x)/(log x)α →∞.
Theorem 3.1 extends Corollary 2.3(b) of Olvera-Cravioto et al. [33], who considered the
“global” tail probability ∆ = [0,∞). The similarity of the results is also reflected in the proof
of the theorem, which greatly depends on the Pollaczek–Khintchine formula and the power law
nature of the jump-size distribution. A key difference between the proofs is Olvera-Cravioto et
al.’s application of the “global” big jump asymptotics as reported by Borovkov and Borovkov
[12] versus our usage of the “local” analogues as derived by Denisov et al. [17]. The transition
point x˜ρ in Olvera-Cravioto et al. [33] (cf. expression (1.3)) differs from xρ by a factor α−1α−2 ,
which is an artefact of our analysis of the local tail probability (index α) as opposed to their
analysis of the global tail probability (index α − 1). Similarly, their k = 1 case requires L(x) to
asymptotically dominate (log x)α−1 instead of (log x)α .
Our next result relates the tail behaviour of Mτ to that of B:
Theorem 3.2. Suppose that all conditions in Theorem 3.1 hold. Then
sup
x≥xρ
⏐⏐⏐⏐⏐ P(Mτ > x)1
1−ρP(B > x)
− 1
⏐⏐⏐⏐⏐→ 0 (3.2)
holds as ρ ↑ 1. Furthermore, (3.2) remains valid for k = 1 provided that L(x)/(log x)α →∞.
Theorem 3.2 is related to a similar result for general random walks, derived for a larger class
of subexponential distributions, cf. Asmussen [3, Theorem 2.1]. Again, the contribution in our
setting is the validity of this asymptotic estimate in the near-critical regime. Also the intuition
behind this result, that Mτ is comparable in size to the largest jump Bτ , remains valid:
Theorem 3.3. Suppose P(B > x) = L(x)x−α for some α > 2, α ̸= 3 and L(x) slowly varying.
Let xˆρ satisfy P(B > xˆρ)/(1− ρ)2 → 0 as ρ ↑ 1. Then the relation
sup
x≥xˆρ
⏐⏐⏐⏐⏐ P(Bτ > x)1
1−ρP(B > x)
− 1
⏐⏐⏐⏐⏐→ 0 (3.3)
holds as ρ ↑ 1. In particular, the above statement holds for xˆρ ≥ 1/(1− ρ).
Corollary 3.4. Suppose that all conditions in Theorem 3.1 hold. Then
sup
x≥xρ
⏐⏐⏐⏐P(Mτ > x)P(Bτ > x) − 1
⏐⏐⏐⏐→ 0 (3.4)
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holds as ρ ↑ 1. Furthermore, (3.4) remains valid for k = 1 provided that L(x)/(log x)α
→∞.
Here, we note that E[τ ] = E[B]/(1 − ρ) and therefore one might guess P(Bτ > x) ≈
P(max{B1, . . ., B1/(1−ρ)} > x) ≈ 11−ρP(B > x) as a property of subexponential functions.
Theorem 3.3 makes this relation explicit.
We are now ready to examine the asymptotic behaviour of the tail probability of the first
hitting time of zero, P(τ > x).
Theorem 3.5. Suppose P(B > x) = L(x)x−α for some α > 2, α ̸= 3 and L(x) slowly varying.
For any k∗ > 2 define x∗ρ := 1(1−ρ)2
(
log 11−ρ
)k∗
. Then both
sup
x≥x∗ρ
⏐⏐⏐⏐P(τ > x | Mτ > (1− ρ)x)− 1⏐⏐⏐⏐→ 0 (3.5)
and
sup
x≥x∗ρ
⏐⏐⏐⏐P(Mτ > (1− ρ)x | τ > x)− 1⏐⏐⏐⏐→ 0 (3.6)
hold as ρ ↑ 1. In particular, (3.5) and (3.6) imply
sup
x≥x∗ρ
⏐⏐⏐⏐ P(τ > x)P(Mτ > (1− ρ)x) − 1
⏐⏐⏐⏐→ 0 (3.7)
as ρ ↑ 1.
For fixed ρ, related questions have been examined by Durrett [19] for random walks and
Zwart [39] for queues. Their results lead to the insight that a large value of τ is caused by an
‘early’ big jump, after which the process drifts towards 0 at rate 1− ρ (see Fig. 1). This suggests
the approximation τ ≈ Mτ/(1−ρ), which was made rigorous by Zwart [39] using a sample-path
analysis. The challenge in our setting is to show that the big jump occurs at a time that does not
grow too large as ρ ↑ 1. This is settled by the crucial technical Lemma 7.2 in Section 7, which
essentially states that it takes O(1/(1−ρ)) time units until the largest jump. This lemma is proven
by providing an estimate of the time until the big jump in terms of q-scale functions, which in
turn need to be estimated in detail for various specific ranges of parameter values.
3.1. Tightness of bounds
It is natural to question the quality of our thresholds xρ and x∗ρ in the results presented above.
Corollary 3.7 and Lemma 3.8 show that our choices are close to optimal, in the sense that our
results are no longer valid if the logarithmic terms in xρ and x∗ρ are dropped. Prior to these claims,
however, we state a local analogue of Kingman’s heavy-traffic approximation that is required in
the proof of Corollary 3.7, but which is also of independent interest.
First, consider the function xρ = kµ(α − 1) 11−ρ log 11−ρ as presented in Theorem 3.1,
Theorem 3.2 and Corollary 3.4. As stated earlier, Theorem 3.1 is the local analogue of Corollary
2.3(b) in Olvera-Cravioto et al. [33] and the function xρ only differs by a constant from their
function x˜ρ . Additionally, their Corollary 2.3(a) states that the tail probability P(M∞ > x)
asymptotically behaves as an exponential random variable for x < (1 − ε)˜xρ , ε > 0 sufficiently
small. This result suggests that the local tail probability P(M∞ ∈ x+∆) behaves as the density of
an exponential random variable for x sufficiently small. The next lemma supports this suggestion
by presenting a local analogue of Kingman’s heavy-traffic approximation that appears to be new:
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Fig. 1. Illustration of a scenario where X (t) stays positive for a long time due to a large jump early in the process. The
largest jump of size (1−ρ)x happens at time O(1/(1−ρ)). The long-term drift of−(1−ρ) suggests that τ ≈ (1+o(1))x .
Lemma 3.6. Suppose that the jump size p.d.f. fB(x) of B is completely monotone; i.e. fB(x)
and all its derivatives exist and satisfy (−1)n dndxn fB(x) ≥ 0 for all x > 0 and n = 1, 2, . . . Fix
y > 0. Then the all-time supremum p.d.f. of fM∞ (x) on (0,∞) exists and satisfies
lim
ρ↑1
1
1− ρ fM∞
(
y
1− ρ
)
= 1
E[B∗]
e−
y
E[B∗] . (3.8)
We hence expect P(M∞ ∈ x + ∆) to display exponential decay as ρ ↑ 1 for x sufficiently
smaller than xρ , similar to the results of Olvera-Cravioto et al. [33]. Analysing the local tail
probability P(M∞ ∈ x + ∆) for general x ≤ xρ is beyond the scope of this paper; however,
the corollary below shows that (1 − ρ)x(ρ) must diverge to infinity in order for Theorem 3.1 to
remain true:
Corollary 3.7. Suppose P(B > x) = L(x)x−α for some α > 2 and L(x) slowly varying,
and assume that the jump size p.d.f. fB(x) of B is completely monotone. Fix y > 0. Then for
yρ = y1−ρ the limit
lim
ρ↑1
P(M∞ ∈ yρ +∆)
ρ
1−ρP(B∗ ∈ yρ +∆)
(3.9)
diverges to infinity.
The proof of Theorem 3.2 derives the estimates
1
λ
P(M∞ ∈ [x, x + 1)) ≲ P(Mτ > x) ≲ 1
λ
P(M∞ ∈ [x − 1, x)) (3.10)
as x →∞. As such, a similar necessary condition on any function x(ρ) for which Theorem 3.1
holds is also necessary for Theorem 3.2. An analogue argument holds for Corollary 3.4.
We next discuss the function x∗ρ = 1(1−ρ)2
(
log 11−ρ
)k
which is of interest in Theorem 3.5. The
proof of Theorem 3.5 greatly relies on Theorem 3.2 but considers P(Mτ > (1 − ρ)x) instead
of P(Mτ > x). We would therefore expect Theorem 3.5 to hold with x(ρ) = xρ/(1 − ρ).
The current proof, however, requires the higher level x∗ρ for technical reasons. In contrast, the
following lemma gives a lower bound on x(ρ) if it is to replace x∗ρ . In particular, it states that
(1− ρ)2x(ρ) needs to diverge to infinity:
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Lemma 3.8. Suppose P(B > x) = L(x)x−α for some α > 2 and L(x) slowly varying. Fix
y > 0. Then for y∗ρ = y(1−ρ)2 the limit
lim
ρ↑1
P(τ > y∗ρ)
ρ
1−ρP(B > (1− ρ)y∗ρ)
(3.11)
diverges to infinity.
4. Local asymptotics of the all-time supremum
This section contains the proof of Theorem 3.1. We consider the all-time supremum by its
Pollaczek–Khintchine infinite-series representation. From this representation, we distinguish
between few jumps and many jumps scenarios (small and large n), where the threshold is
approximately x/E[B∗]. It is shown that under the few jumps scenario, a large all-time supremum
is most probably due to a large value of a single B∗i . Contrastingly, the many jumps scenario is
shown to be negligible.
Define S∗0 := 0 and S∗n :=
∑n
i=1 B
∗
i . By Theorem VIII.5.7 in Asmussen [4],
P(M∞ ∈ x +∆) =
∞∑
n=0
(1− ρ)ρnP(S∗n ∈ x +∆) (4.1)
for all x > 0. An equivalent representation of (3.1) is therefore
sup
x≥xρ
⏐⏐⏐⏐⏐
∑∞
n=1(1− ρ)ρn
[
P(S∗n ∈ x +∆)− nP(B∗ ∈ x +∆)
]
ρ
1−ρP(B∗ ∈ x +∆)
⏐⏐⏐⏐⏐→ 0 (4.2)
as ρ ↑ 1. Fix a constant δ that satisfies max{ 12 , 1α−1 } < δ < 1 and define Uδ(x) := ⌊(x − xδ)/µ⌋.
Then the numerator in (4.2) can be decomposed as⏐⏐⏐⏐⏐
∞∑
n=1
(1− ρ)ρn [P(S∗n ∈ x +∆)− nP(B∗ ∈ x +∆)]
⏐⏐⏐⏐⏐
≤
Uδ (x)∑
n=1
(1− ρ)ρn
⏐⏐⏐⏐P(S∗n ∈ x +∆)− nP(B∗ ∈ x − (n − 1)µ+∆)⏐⏐⏐⏐
+
Uδ (x)∑
n=1
(1− ρ)ρnn
⏐⏐⏐⏐P(B∗ ∈ x − (n − 1)µ+∆)− P(B∗ ∈ x +∆)⏐⏐⏐⏐
+
⏐⏐⏐⏐⏐⏐
∞∑
n=Uδ (x)+1
(1− ρ)ρn [P(S∗n ∈ x +∆)− nP(B∗ ∈ x +∆)]
⏐⏐⏐⏐⏐⏐ . (4.3)
Here, the first term corresponds to the few jumps scenario and the third term corresponds to the
many jumps scenario. The second term corrects a shift in the argument of P(B∗ ∈ ·), which is
required for application of the following lemma:
Lemma 4.1. Suppose ξ is a non-negative regularly-varying random variable whose c.d.f. has
index −αξ < −2, αξ ̸= 3; i.e. P(ξ > x) = L(x)x−αξ . Let Fξ∗ be the excess distribution of ξ
with index −αξ + 1 < −1 and i.i.d. samples ξ ∗, ξ ∗1 , ξ ∗2 , . . . For any max
{
1
αξ−1 ,
1
2
}
< Γ < 1
denote UΓ (x) = ⌊ x−xΓE[ξ∗] ⌋. Then, there exists a non-increasing function φ(x) satisfying φ(x) ↓ 0
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as x →∞ such that
sup
1≤n≤UΓ (x)
⏐⏐⏐⏐ P(ξ ∗1 + · · · + ξ ∗n ∈ x +∆)nP(ξ ∗ ∈ x − (n − 1)E[ξ ∗]+∆) − 1
⏐⏐⏐⏐ ≤ φ(x).
The proof is delayed until the end of this section and relies heavily on the machinery
provided by Denisov et al. [17]. Lemma 4.1 is closely related to the subexponential property
limx→∞P(B∗1 + · · · + B∗n > x)/P(B∗1 > x) = n and guarantees that, for some non-increasing
φ(x) ↓ 0 as x →∞, expression (4.3) is dominated by
φ(x)
Uδ (x)∑
n=1
(1− ρ)ρnnP(B∗ ∈ x +∆)
+ (1+ φ(x))
Uδ (x)∑
n=1
(1− ρ)ρnn
⏐⏐⏐⏐P(B∗ ∈ x − (n − 1)µ+∆)− P(B∗ ∈ x +∆)⏐⏐⏐⏐
+
∞∑
n=Uδ (x)+1
(1− ρ)ρn [1+ nP(B∗ ∈ x +∆)]
=: φ(x)I(x, ρ)+ (1+ φ(x))II(x, ρ)+ III(x, ρ).
Term I(x, ρ) is bounded by ρ1−ρP(B
∗ ∈ x +∆), so that xρ →∞ implies
sup
x≥xρ
φ(x)I(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≤ φ(xρ) → 0 (4.4)
as ρ ↑ 1. We are done if terms II and III also vanish uniformly.
Term II is split into two parts. Fix γ such that 0 < γ < δ and define Vγ (x) := ⌊(1− γ )x/µ⌋.
For x sufficiently large we have Vγ (x) < Uδ(x), so that II may be written as
II(x, ρ) =
Vγ (x)∑
n=1
(1− ρ)ρnn
⏐⏐⏐⏐P(B∗ ∈ x − (n − 1)µ+∆)− P(B∗ ∈ x +∆)⏐⏐⏐⏐
+
Uδ (x)∑
n=Vγ (x)+1
(1− ρ)ρnn
⏐⏐⏐⏐P(B∗ ∈ x − (n − 1)µ+∆)− P(B∗ ∈ x +∆)⏐⏐⏐⏐
=: IIa(x, ρ)+ IIb(x, ρ).
For 1 ≤ n ≤ Vγ (x), Newton’s generalized binomial theorem implies that
P(B∗ ∈ x − (n − 1)µ+∆)
P(B∗ ∈ x +∆) ≤
P(B > x − (n − 1)µ)
P(B > x + T ) ∼
(
1− (n − 1)µ+ T
x + T
)−α
= 1+
∞∑
m=1
α(α + 1) · · · (α + m − 1)
m!
(
(n − 1)µ+ T
x + T
)m
≤ 1+ α
(
(n − 1)µ+ T
x + T
)(
1− (n − 1)µ+ T
x + T
)−α−1
≲ 1+ αγ−α−1 (n − 1)µ+ T
x + T ,
as x →∞, and therefore
P(B∗ ∈ x − (n − 1)µ+∆)
P(B∗ ∈ x +∆) − 1 ≲ C
n − 1
x
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as x →∞. Substituting this into IIa gives
IIa(x, ρ) ≲ CP(B∗ ∈ x +∆) 1
x
Vγ (x)∑
n=1
(1− ρ)ρnn(n − 1)
≤ CP(B∗ ∈ x +∆) 2ρ
2
(1− ρ)2x
(
1− ρVγ (x) − (1− ρ)Vγ (x)ρVγ (x)
)
≤ Cρ
(1− ρ)2x P(B
∗ ∈ x +∆).
We hence conclude
sup
x≥xρ
IIa(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≲ C
log 11−ρ
→ 0 (4.5)
as ρ ↑ 1.
Next, consider term IIb. Since P(B∗ ∈ y +∆) is decreasing in y, we find
IIb(x, ρ) ≤ C(1− ρ)ρVγ (x)+1x
Uδ (x)∑
n=Vγ (x)+1
P(B∗ ∈ x − (n − 1)µ+∆)
≤ C(1− ρ)ρ(1−γ )x/µx
∫ x−µVγ (x)
x−µUδ (x)
P(B∗ ∈ t +∆) dt.
Noting that P(B∗ ∈ x + ∆) is regularly varying with index −α < −2, Theorem 1.5.11 in [10]
indicates that
IIb(x, ρ) ≲ C(1− ρ)ρ(1−γ )x/µx(x − µUδ(x))P(B∗ ∈ x − µUδ(x)+∆)
≤ C(1− ρ)ρ(1−γ )x/µx1+δP(B∗ ∈ xδ −∆).
It remains to verify that IIb decreases sufficiently fast for x ≥ xρ . To this end, we write
sup
x≥xρ
IIb(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≲ C sup
x≥xρ
(1− ρ)2ρ(1−γ ) xµ−1x1+δ P(B
∗ ∈ xδ +∆)
P(B∗ ∈ x +∆)
≤ C sup
x≥xρ
(1− ρ)2ρ(1−γ ) xµ−1x1+δ P(B > x
δ)
P(B > x + T )
∼ C sup
x≥xρ
(1− ρ)2e
(
(1−γ ) xµ−1
)
log ρx1+δ+(1−δ)α
≤ C sup
x≥xρ
(1− ρ)2e−
(
(1−γ ) xµ−1
)
(1−ρ)x1+δ+(1−δ)α,
where we exploited the inequality log ρ ≤ −(1−ρ). Additionally, for ρ sufficiently close to one,
the supremum is achieved in x = xρ and
sup
x≥xρ
IIb(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≲ C(1− ρ)2e−(1−γ )(1−ρ) xρµ x1+δ+(1−δ)αρ .
Substituting xρ = kµ(α − 1) 11−ρ log 11−ρ now gives
sup
x≥xρ
IIb(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≲ C(1− ρ)k(1−γ )(α−1)−(1−δ)(α−1)
(
log
1
1− ρ
)1+δ+(1−δ)α
→ 0 (4.6)
as ρ ↑ 1, since γ < δ. This verifies the convergence of term II to zero.
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We continue with the analysis of term III. This term is rewritten into two specified terms:
III(x, ρ) = ρUδ (x)+1 +
[
(Uδ(x)+ 1) ρUδ (x)+1 + ρ
Uδ (x)+2
1− ρ
]
P(B∗ ∈ x +∆)
≤ ρ x−x
δ
µ +
[(
x − xδ
µ
+ 1
)
+ ρ
1− ρ
]
P(B∗ ∈ x +∆)ρ x−x
δ
µ
≤ ρ x−x
δ
µ + C (1− ρ)x + 1
1− ρ P(B
∗ ∈ x +∆)ρ x−x
δ
µ
=: IIIa(x, ρ)+ IIIb(x, ρ).
We consider terms IIIa and IIIb in order.
For term IIIa, we first assume that k > 1. Potter’s Theorem (e.g. Theorem 1.5.6 in Bingham
et al. [10]) suggests that P(B∗ ∈ x + ∆) ≥ TP(B ≥ x + T ) ≥ T C(x + T )−α−ν for any fixed
ν > 0 and x sufficiently large. In particular, for 0 < ν < (k − 1)(α − 1),
sup
x≥xρ
IIIa(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≤ sup
x≥xρ
C(1− ρ)(x + T )α+νρ x−x
δ
µ −1.
Again, the supremum is achieved in x = xρ for ρ sufficiently close to one and hence
sup
x≥xρ
IIIa(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≤ C(1− ρ)e
(α+ν) log xρ+
(
xρ−xδρ
µ −1
)
log ρ+(α+ν) log
(
1+ Txρ
)
≤ Ce
(α+ν) log xρ−
(
xρ−xδρ
µ −1
)
(1−ρ)−log 11−ρ+(α+ν) log
(
1+ Txρ
)
.
Substitution of xρ = kµ(α − 1) 11−ρ log 11−ρ now yields
sup
x≥xρ
IIIa(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≤ C(1− ρ)e(α+ν−1) log 11−ρ−k(α−1) log 11−ρ+o
(
log 11−ρ
)
, (4.7)
which tends to zero as ρ ↑ 1.
Second, assume k = 1 and L(x)/(log x)α →∞. Then there exists a non-increasing function
φ(x) ↓ 0 such that L(x) ≥ (logαx)/φ(x). Similar to the preceding analysis we find
sup
x≥xρ
IIIa(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
≤ sup
x≥xρ
1
L(x + T ) (1− ρ)(x + T )
αρ
x−xδ
µ −1
≲ φ(xρ) sup
x≥xρ
1
logαx
e
α log x+
(
x−xδ
µ −1
)
log ρ−log 11−ρ
≤ φ(xρ) 1logαxρ e
(α−1) log 11−ρ+α log log 11−ρ−(α−1)
(
1−xδ−1ρ −x−1ρ
)
log 11−ρ
= Cφ(xρ) 1
logα 11−ρ
eα log log
1
1−ρ+(α−1)
(
xδ−1ρ +x−1ρ
)
log 11−ρ
= Cφ(xρ)e(α−1)
(
xδ−1ρ +x−1ρ
)
log 11−ρ → 0
as ρ ↑ 1 since (log x)/x1−δ → 0 for any δ < 1.
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Finally, for term IIIb one can see that
sup
x≥xρ
IIIb(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
= C sup
x≥xρ
((1− ρ)x + 1)ρ x−x
δ
µ −1.
As before, the supremum is attained in x = xρ for ρ sufficiently close to one. Thus,
sup
x≥xρ
IIIb(x, ρ)
ρ
1−ρP(B∗ ∈ x +∆)
= C((1− ρ)xρ + 1)e
(
xρ−xδρ
µ −1
)
log ρ
≤ C log 1
1− ρ e
−k(α−1)(1+o(1)) log 11−ρ → 0 (4.8)
as ρ ↑ 1. From (4.4), (4.5), (4.6), (4.7) and (4.8), we may conclude that (4.2) and equivalently
(3.1) converges to zero. This completes the proof of Theorem 3.1.
This section is concluded by the proof of Lemma 4.1.
4.1. Proof of Lemma 4.1
First consider the case −αξ < −3. Then σ 2ξ∗ = Var(ξ ∗) = E[ξ
3]
3E[ξ ] is finite, and therefore
ξ
∗
i = ξ
∗
i −E[ξ∗]
σξ∗ and S
∗
n = ξ
∗
1+···+ξ∗n−nE[ξ∗]
σξ∗ are well-defined for all i ≥ 1, n ≥ 1. Since
P(ξ ∗1 + · · · + ξ ∗n ∈ x +∆)
nP(ξ ∗ ∈ x − (n − 1)E[ξ ∗]+∆) =
P
(
S
∗
n ∈ x−nE[ξ
∗]+∆
σξ∗
)
nP
(
ξ
∗
1 ∈ x−nE[ξ∗]+∆σξ∗
) , (4.9)
the result follows from Theorem 8.1 in Denisov et al. [17] once we show that the fraction
(x − nE[ξ ∗])/√(αξ − 3)n log n diverges to infinity uniformly for 1 ≤ n ≤ UΓ (x) as x → ∞.
As Γ > 12 , one may see that
x − nE[ξ ∗]√
(αξ − 3)n log n
≥ x −UΓ (x)E[ξ
∗]√
(αξ − 3)UΓ (x) log UΓ (x)
∼
√
E[ξ ∗]
αξ − 3
xΓ−
1
2
log x
indeed tends to infinity as x →∞.
Now assume −3 < −αξ < −2. Let ξ˜ ∗i = ξ ∗i − E[ξ ∗] and S˜∗n = ξ ∗1 + · · · + ξ ∗n − nE[ξ ∗] for
all i ≥ 1, n ≥ 1. Then
P(ξ ∗1 + · · · + ξ ∗n ∈ x +∆)
nP(ξ ∗ ∈ x − (n − 1)E[ξ ∗]+∆) =
P
(
S˜∗n ∈ x − nE[ξ ∗]+∆
)
nP
(˜
ξ ∗1 ∈ x − nE[ξ ∗]+∆
) . (4.10)
Fix Γ ∗ such that 1
αξ−1 < Γ
∗ < Γ . Theorem 9.1 in Denisov et al. [17] implies that P(S˜∗n ∈
x + ∆) ∼ nP(˜ξ ∗1 ∈ x + ∆) uniformly for x ≥ nΓ∗ . The proof is concluded by showing that
(x − nE[ξ ∗])/nΓ∗ →∞ uniformly for 1 ≤ n ≤ UΓ (x), which follows from
x − nE[ξ ∗]
nΓ∗
≥ x −UΓ (x)E[ξ
∗]
UΓ (x)Γ
∗ ∼ E[ξ ∗]Γ∗xΓ−Γ∗ .
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5. Asymptotics of the supremum Mτ
This section is dedicated to the proof of Theorem 3.2. The proof quickly follows from
Theorem 3.1 and the following lemma:
Lemma 5.1. The inequalities
1
λ
P(M∞ ∈ [x, x + 1))
P(M∞ < x + 1) ≤ P(Mτ > x) ≤
1
λ
P(M∞ ∈ [x − 1, x))
P(M∞ < x − 1) (5.1)
are valid for all x > 1.
Lemma 5.1 is proven in the Appendix by means of scale functions; a concept that is introduced
in Section 8. Lemma 5.1 and Theorem 3.1 together state that
P(Mτ > x) ≲
1
λ
1
P(M∞ < x − 1)
ρ
1− ρP(B
∗ ∈ [x − 1, x))
for x ≥ xρ as ρ ↑ 1. Applying the simple bound P(B∗ ∈ [x − 1, x)) ≤ 1E[B]P(B > x − 1)
yields
P(Mτ > x) ≲
1
P(M∞ < x − 1)
1
1− ρP(B > x − 1),
which, since B is long-tailed, is asymptotically equivalent to
P(Mτ > x) ≲
1
P(M∞ < x − 1)
1
1− ρP(B > x). (5.2)
It follows that P(Mτ > x)/((1− ρ)−1P(B > x)) ≲ 1 for all x ≥ xρ as ρ ↑ 1.
The asymptotic lower bound is proven similarly, thereby completing the proof of
Theorem 3.2.
6. Asymptotics of the supremum jump size
This section contributes the proof of Theorem 3.3. The following equality is an interpretation
of expression (3.4) in Boxma [13]:
P(Bτ > x) = P(B > x)+
∫ x
0
[
1− e−λP(Bτ>x)t] dP(B ≤ t). (6.1)
From this equality it follows that
P(B > x)
P(Bτ > x)
= 1−
∫ x
0
[
1− e−λP(Bτ>x)t
P(Bτ > x)
]
dP(B ≤ t)
= 1− λ
∫ x
0
t dP(B ≤ t)+ λ
∫ x
0
[
1− 1− e
−λP(Bτ>x)t
λP(Bτ > x)t
]
t dP(B ≤ t)
= 1− ρ + λ
∫ ∞
x
t dP(B ≤ t)+ λ
∫ x
0
[
1− 1− e
−λP(Bτ>x)t
λP(Bτ > x)t
]
t dP(B ≤ t),
so that
1
1− ρ
P(B > x)
P(Bτ > x)
− 1 = λ
1− ρ
∫ ∞
x
t dP(B ≤ t)
+ λ
1− ρ
∫ x
0
[
1− 1− e
−λP(Bτ>x)t
λP(Bτ > x)t
]
t dP(B ≤ t). (6.2)
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Here, we note that the right-hand side of the latter expression is non-negative because
(1− e−y)/y ≤ 1.
The first integral in (6.2) can be upper bounded as
sup
x≥xˆρ
λ
1− ρ
∫ ∞
x
t dP(B ≤ t) = sup
x≥xˆρ
λ
1− ρE [B 1(B > x)]
= sup
x≥xˆρ
(
λ
1− ρE
[
B − x
⏐⏐⏐⏐B > x]P(B > x)+ λxP(B > x)1− ρ
)
≲ C sup
x≥xˆρ
λxP(B > x)
1− ρ , (6.3)
since E [B − x | B > x] ∼ x
α−1 , as shown in Embrechts et al. [20, p. 162]. Clearly, this upper
bound tends to zero for all x ≥ xˆρ provided that supx≥xˆρ xP(B>x)1−ρ → 0 as ρ ↑ 1.
Sequentially, we consider the second integral in (6.2). The bound ey ≥ 1+ y+ y2/2 for y ≥ 0
implies
sup
x≥xˆρ
λ
1− ρ
∫ x
0
[
1− 1− e
−λP(Bτ>x)t
λP(Bτ > x)t
]
t dP(B ≤ t)
≤ sup
x≥xˆρ
λ
1− ρ
∫ x
0
[
1−
1− 1
1+λP(Bτ>x)t+λ2P(Bτ>x)2t2/2
λP(Bτ > x)t
]
t dP(B ≤ t)
= sup
x≥xˆρ
λ
2
1
1− ρ
∫ x
0
λP(Bτ > x)t + λ2P(Bτ > x)2t2
1+ λP(Bτ > x)t + λ2P(Bτ > x)2t2/2 t dP(B ≤ t)
≤ sup
x≥xˆρ
λ2
2
P(Bτ > x)
1− ρ
∫ x
0
[
t2 + λP(Bτ > x)t3
]
dP(B ≤ t)
≤ sup
x≥xˆρ
λ2
2
P(Bτ > x)
1− ρ [1+ λP(Bτ > x)x]E[B
2].
From Eq. (6.2) we know that P(Bτ > x) ≤ P(B>x)1−ρ and therefore
sup
x≥xˆρ
λ
1− ρ
∫ x
0
[
1− 1− e
−λP(Bτ>x)t
λP(Bτ > x)t
]
t dP(B ≤ t)
≤ sup
x≥xˆρ
λ2
2
P(B > x)
(1− ρ)2
[
1+ λxP(B > x)
1− ρ
]
E[B2]. (6.4)
It follows that second expression vanishes for x ≥ xˆρ if both supx≥xˆρ xP(B>x)1−ρ and supx≥xˆρ P(B>x)(1−ρ)2
tend to zero as ρ ↑ 1. These conditions are analysed by Potter’s Theorem, which states that for
any 0 < ν < α − 2 there exists a constant Cν > 0 such that P(B > x) ≤ Cνx−α+ν for all x
sufficiently large. In particular, we find
sup
x≥1/(1−ρ)
xP(B > x)
1− ρ ≤ supx≥1/(1−ρ)
Cνx1−α+ν
1− ρ → 0,
and similarly supx≥1/(1−ρ)
P(B>x)
(1−ρ)2 → 0, implying that the theorem holds for xˆ ≥ 1/(1− ρ). Since
xP(B>x)
1−ρ ≤ P(B>x)(1−ρ)2 when x ≤ 1/(1 − ρ), the condition supx≥xˆρ P(B>x)(1−ρ)2 → 0 implies (3.3) for all
xˆρ ≤ 11−ρ .
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7. Asymptotics of the first hitting time of level zero
This section is devoted to the proof of Theorem 3.5. We will validate expression (3.5), which
considers the asymptotic behaviour of the conditional probability P(τ > x | Mτ > (1−ρ)x), and
expression (3.7), which considers the asymptotic behaviour of P(τ > x) as ρ ↑ 1. Expressions
(3.5) and (3.7) together imply expression (3.6) through the inequality⏐⏐⏐⏐P(Q | R)− 1⏐⏐⏐⏐ ≤ ⏐⏐⏐⏐P(R | Q)− 1⏐⏐⏐⏐× ⏐⏐⏐⏐P(Q)P(R)
⏐⏐⏐⏐+ ⏐⏐⏐⏐P(Q)P(R) − 1
⏐⏐⏐⏐ (7.1)
for two events Q and R of non-zero probability.
Section 7.1 validates the asymptotic behaviour of P(τ > x | Mτ > (1 − ρ)x). Thereafter,
Section 7.2 proves the asymptotic behaviour of P(τ > x) by means of a sample-path analysis
that makes a distinction based on the supremum Mτ . The resulting events are again discriminated
based on the number of jumps before τ or the first passage time of a specific level.
7.1. Asymptotics of conditional first hitting time
We first prove expression (3.5). Since P(τ > x | Mτ > (1 − ρ)x) ≤ 1, we only need to show
that supx≥x∗ρP(τ > x | Mτ > (1− ρ)x)− 1 ≥ 0 as ρ ↑ 1.
Fix p ∈ (1/2+ 1/k∗, 1) and define hu(x, ρ) := (1 − ρ)x + g(x, ρ), where g is described
by g(x, ρ) := (1 − ρ)2p−1x p. The function hu(x, ρ) is an upper bound for, yet asymptotically
equivalent to, (1 − ρ)x . By conditioning on the event {Mτ > hu(x, ρ)}, the long term drift
−(1− ρ) of X (t) implies that P(τ > x | Mτ > hu(x, ρ)) must tend to one.
To make this precise we follow the proof of Proposition 3.1 of Zwart [39]. Noting that
{σ (y) < τ } = {Mτ > y}, the joint probability P(τ > x; Mτ > (1− ρ)x) is lower bounded as
P(τ > x; Mτ > (1− ρ)x) ≥ P(τ > x; Mτ > hu(x, ρ))
≥ P(τ − σ (hu(x, ρ)) > x | σ (hu(x, ρ)) < τ )
× P(Mτ > hu(x, ρ)),
where the conditional probability on the right-hand side can be represented as an integral:
P(τ − σ (hu(x, ρ)) > x | σ (hu(x, ρ)) < τ )
=
∫ ∞
hu (x,ρ)
P(τ − σ (hu(x, ρ)) > x | σ (hu(x, ρ)) < τ ; X (σ (hu(x, ρ))) = y)
× dP(X (σ (hu(x, ρ))) ≤ y | σ (hu(x, ρ)) < τ )
≥
∫ ∞
hu (x,ρ)
P(X (t) > 0; 0 ≤ t ≤ x | X (0) = y)
× dP(X (σ (hu(x, ρ))) ≤ y | σ (hu(x, ρ)) < τ ).
As the integrand is increasing in y, we obtain
P(τ > x; Mτ > (1− ρ)x) ≥ P(X (t) > 0; 0 ≤ t ≤ x | X (0) = hu(x, ρ))
× P(Mτ > hu(x, ρ)). (7.2)
Rewriting the first probability on the right-hand side of (7.2) yields
P(X (t) > 0; 0 ≤ t ≤ x | X (0) = hu(x, ρ)) = P
(
inf
t∈[0,x]
{X (t)− X (0)} > −hu(x, ρ)
)
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≥ P
(
inf
t∈[0,x]
{
−ρt +
N (t)∑
i=1
Bi
}
> −g(x, ρ)
)
= 1− P
(
sup
t∈[0,x]
{
ρt −
N (t)∑
i=1
Bi
}
≥ g(x, ρ)
)
.
From Etemadi’s inequality for Le´vy processes [35, Lemma A.4], it then follows that
P(X (t) > 0; 0 ≤ t ≤ x | X (0) = hu(x, ρ))
≥ 1− 3 sup
t∈[0,x]
P
(
ρt −
N (t)∑
i=1
Bi ≥ g(x, ρ)/3
)
≥ 1− 3 sup
t∈[0,x]
P
(⏐⏐⏐⏐⏐ρt −
N (t)∑
i=1
Bi
⏐⏐⏐⏐⏐ ≥ g(x, ρ)/3
)
.
The variance of
∑N (t)
i=1 Bi equals λE[B2]t and is dominated by 2E[B∗]t for all ρ ∈ [0, 1].
Therefore, noting that 3 · 32 · 2 = 54, Chebyshev’s inequality implies
P(X (t) > 0; 0 ≤ t ≤ x | X (0) = hu(x, ρ)) ≥ 1− sup
t∈[0,x]
54E[B∗]t
g(x, ρ)2
= 1− 54E[B
∗]
((1− ρ)2x)2p−1 → 1 (7.3)
for all x ≥ x∗ρ as ρ ↑ 1. Let ζ (ρ) := 1− 54E[B∗](log 11−ρ )−(2p−1)k
∗
. By relations (7.2), (7.3) and
Theorem 3.2, one readily finds
sup
x≥x∗ρ
P(τ > x | Mτ > (1− ρ)x)
≥ sup
x≥x∗ρ
P(X (t) > 0; 0 ≤ t ≤ x | X (0) = hu(x, ρ)) P(Mτ > hu(x, ρ))P(Mτ > (1− ρ)x)
≳ ζ (ρ) sup
x≥x∗ρ
P(B > hu(x, ρ))
P(B > (1− ρ)x) ∼ ζ (ρ)
(
1+ ((1− ρ)2x∗ρ)p−1
)−α
,
which tends to one as ρ ↑ 1. This validates expression (3.5) in Theorem 3.5.
7.2. Asymptotics of unconditional first hitting time
This section validates expression (3.7). It follows from expression (3.5) that limρ↑1infx≥x∗ρ
P(τ > x | Mτ > (1− ρ)x) = 1, and thus
lim
ρ↑1
inf
x≥x∗ρ
P(τ > x)
P(Mτ > (1− ρ)x) ≥ 1. (7.4)
Proving limρ↑1supx≥x∗ρ
P(τ>x)
P(Mτ>(1−ρ)x) ≤ 1, however, requires far more work.
As noted at the beginning of this section, the event {τ > x} is analysed by discriminating
various scenarios. First, we specify scenarios {τ > x, Mτ ∈ ·}, where the supremum Mτ can
be in three regions: small, intermediate and large. Then, the small and intermediate regions are
shown to be negligible in Sections 7.2.1 through 7.2.4. Finally, the large Mτ region is shown to
be asymptotically equivalent to P(τ > x) in Section 7.2.7. The structure of the proof is visualized
in Fig. 2.
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Fig. 2. Visualization of proof structure. The event of a large time τ is analysed under three scenarios, depending on the
size of the supremum Mτ . Two of these scenarios are again considered in more detail, where a distinction is based on the
number of jumps before τ and the passage time of a high level aρ .
We now formalize the various scenarios. Fix constants εγ > 0 and εδ ∈ (0, (p − 12 )k∗ − 1),
and define the functions γρ :=
(
log 11−ρ
)−εγ
and δρ :=
(
log 11−ρ
)−(1+εδ )
. Similar as before, the
function hl(x, ρ) := (1 − γρ)(1 − ρ)x − g(x, ρ), where g(x, ρ) = (1 − ρ)2p−1x p, represents a
lower bound for, yet is asymptotically equivalent to, (1− ρ)x . The three regions for Mτ are now
given by
P(τ > x) ≤ P(τ > x; Mτ ≤ δρ(1− ρ)x)+ P(τ > x; Mτ ∈ (δρ(1− ρ)x, hl(x, ρ)])
+ P(Mτ > hl(x, ρ))
=: Iˆ(x, ρ)+ IˆI(x, ρ)+ ˆIII(x, ρ).
The next paragraphs show that terms Iˆ and IˆI both vanish faster than P(Mτ > (1 − ρ)x) for
x ≥ x∗ρ as ρ ↑ 1. Contrastingly, the final paragraph shows that term ˆIII asymptotically behaves
as P(Mτ > (1− ρ)x) in the same limiting regime.
7.2.1. Small supremum Mτ : term Iˆ
Term Iˆ is the probability of a large first hitting time τ for which the corresponding process
supremum Mτ is relatively small. First, we show that the number of jumps before τ is not much
higher than the expected number of jumps. Then, we show that it is highly unlikely for a probable
amount of small jumps to incur a large τ .
We let λ∗ := (1 + ηρ)λ, where ηρ := (1 − ρ)/2, and note that λ∗E[B] ∈ [0, 1) whenever
ρ ∈ [0, 1). Also, we introduce the i.i.d. random variables B0,i characterized by their common
c.d.f. P(B0,i ≤ y) := P(B ≤ y | B ≤ δρ(1− ρ)x).
Recall that N (t) denotes the number of jumps during an interval of length t . In particular, N (t)
is Poisson distributed with mean λt . Let N0(t) be the number of jumps of size at most δρ(1−ρ)x
and N1(t) be the number of jumps of at least that size. Then N0(t) is Poisson distributed with
mean λtP(B < δρ(1 − ρ)x), N1(t) is Poisson distributed with mean λtP(B ≥ δρ(1 − ρ)x) and
N (t) = N0(t)+ N1(t) for all t ≥ 0.
We observe that if τ > x , then all jumps before time x had a cumulative size of at least x .
That is, if τ > x then it must be that
∑N (x)
i=0 Bi > x . Furthermore, it is easy to see that Mτ ≥ Bτ .
From these two observations we derive
Iˆ(x, ρ) = P
(
τ > x,
N (x)∑
i=0
Bi > x, Mτ ≤ δρ(1− ρ)x
)
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≤ P
(N (x)∑
i=0
Bi > x,
N (x)⋁
i=0
Bi ≤ δρ(1− ρ)x
)
= P
(N0(x)∑
i=0
B0,i > x, N1(x) = 0
)
≤ P
(N0(x)∑
i=0
B0,i > x
)
≤ P(N0(x) ≥ λ∗x)+ P
(
λ∗x∑
i=0
B0,i > x
)
= P(N (x) ≥ λ∗x)+ P
(
λ∗x∑
i=0
Bi > x
⏐⏐⏐⏐ λ
∗x⋁
i=0
Bi ≤ δρ(1− ρ)x
)
=: Iˆa(x, ρ)+ Iˆb(x, ρ).
Here, term Iˆa corresponds to a system where the number of jumps greatly exceeds its expectation.
Term Iˆb indicates a likely number of jumps, none of which has a size exceeding δρ(1− ρ)x .
7.2.2. Many jumps: term Iˆa
From Markov’s inequality, one can see that for all s ≥ 0 we have
Iˆa(x, ρ) = P(es N (x) ≥ esλ∗x ) ≤ e−sλ∗xE [es N (x)] = exp[−λx((1+ ηρ)s − es + 1)].
Taking the infimum over all s ≥ 0 gives
Iˆa(x, ρ) ≤ exp[−λx sup
s≥0
((1+ ηρ)s − es + 1)] = exp
[−λx ((1+ ηρ) log(1+ ηρ)− ηρ)] .
The bound log(1 + ηρ) ≥ 2ηρ2+ηρ for ηρ > 0 then yields Iˆa(x, ρ) ≤ exp
[
− η2ρ2+ηρ λx
]
. Dividing
by P(Mτ > (1 − ρ)x), taking the supremum, applying Theorem 3.2 and using Potter’s Theorem
with ν > 0 gives
sup
x≥x∗ρ
Iˆa(x, ρ)
P(Mτ > (1− ρ)x) ≲ supx≥x∗ρ
C
1− ρ
ρP(B > (1− ρ)x) exp
[
− η
2
ρ
2+ ηρ λx
]
≤ sup
x≥x∗ρ
C
1− ρ
ρ
exp
[
(α + ν) log((1− ρ)x)− η
2
ρ
2+ ηρ λx
]
≤ C 1− ρ
ρ
exp
[
(α + ν) log 1
1− ρ −
λ
10
logk
∗ 1
1− ρ
+ o
(
log
1
1− ρ
)]
→ 0, (7.5)
as ρ ↑ 1.
7.2.3. Few jumps: term Iˆb
Now consider term Iˆb. The corresponding event is a large τ , caused by a probable amount
of small jumps. The following theorem by Prokhorov [34] is used to show that this scenario is
unlikely as ρ tends to 1.
Theorem 7.1 ([34, Theorem 1]). Suppose that ξi , i = 1, . . . , n are independent, zero-mean
random variables such that there exists a constant c for which |ξi | ≤ c for i = 1, . . . , n, and
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i=1Var{ξi } <∞. Then
P
(
n∑
i=1
ξi > y
)
≤ exp
[
− y
2c
arcsinh
yc
2
∑n
i=1 Var{ξi }
]
. (7.6)
Using the bound arcsinh(z) = log(z +√1+ z2) ≥ log(2z), Prokhorov’s inequality implies
P
(
n∑
i=1
ξi > y
)
≤
(
cy∑n
i=1 Var{ξi }
)− y2c
. (7.6*)
Define Yi := Bi − E[B]. Then
Iˆb(x, ρ) = P
(
λ∗x∑
i=0
Yi > (1− λ∗E[B])x − E[B]
⏐⏐⏐⏐ λ
∗x⋁
i=0
Yi ≤ δρ(1− ρ)x − E[B]
)
.
Let σ 2B0 be the variance of B provided B < δρ(1 − ρ)x . Then σ 2B0 ≤ σ 2B and hence, using
(7.6*),
Iˆb(x, ρ) ≤
(
δρ(1− ρ)x − E[B]
λ∗x + 1
(1− λ∗E[B])x − E[B]
σ 2B
)− (1−λ∗E[B])x−E[B]2δρ (1−ρ)x−2E[B]
= exp
[
−(1+ φ(1)ρ (x))
1− λ∗E[B]
2δρ(1− ρ)
× log
(
1− φ(2)ρ (x)
λ∗σ 2B
(1− λ∗E[B])(1− ρ)δρx
)]
,
where the real-valued functions φ(i)ρ (x) are defined as
φ(1)ρ (x) :=
1− E[B](1−λ∗E[B])x
1− E[B]
δρ (1−ρ)x
− 1, φ(2)ρ (x) := 1−
(
1− E[B]
δρ (1−ρ)x
) (
1− E[B](1−λ∗E[B])x
)
1+ 1
λ∗x
,
and satisfy φ(i)ρ (x) → 0 as ρ ↑ 1 for all x ≥ x∗ρ . Additionally, the functions φ(i)ρ are non-
negative and non-increasing for ρ sufficiently close to one. These properties imply that the
inequality
Iˆb(x, ρ) ≤ exp
[
−1− λ
∗E[B]
2δρ(1− ρ) log
(
1− φ(2)ρ (x)
λ∗σ 2B
(1− λ∗E[B])(1− ρ)δρx
)]
,
holds for ρ sufficiently close to one and x ≥ x∗ρ . Substitution of λ∗ = (1 + ηρ)λ = 3−ρ2 λ
subsequently gives
Iˆb(x, ρ) ≤ exp
[
− 1
4δρ
log
(
1− φ(2)ρ (x)
3λσ 2B
(1− ρ)2δρx
)]
.
Dividing the upper bound above by P(Mτ > (1 − ρ)x) ∼ ρ1−ρP(B > (1 − ρ)x) and applying
Potter’s Theorem with ν > 0 yields
Iˆb(x, ρ)
P(Mτ > (1− ρ)x) ≲ C
1− ρ
ρ
exp
[
(α + ν) log((1− ρ)x)
− 1
4δρ
log
(
1− φ(2)ρ (x)
3λσ 2B
(1− ρ)2δρx
)]
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= C 1− ρ
ρ
exp
[(
α + ν − 1
4δρ
)
log((1− ρ)x)
− 1
4δρ
log
(
1− φ(2)ρ (x)
3λσ 2B
(1− ρ)δρ
)]
.
The supremum over x ≥ x∗ρ is attained in x = x∗ρ for ρ sufficiently close to one. That is,
sup
x≥x∗ρ
Iˆb(x, ρ)
P(Mτ > (1− ρ)x) ≲ C
1− ρ
ρ
exp
[(
α + ν − 1
4δρ
)
log
(
1
1− ρ log
k∗ 1
1− ρ
)
− 1
4δρ
log
(
1− φ(2)ρ (x∗ρ)
3λσ 2B
(1− ρ)δρ
)]
= C 1− ρ
ρ
exp
[
(α + ν) log
(
1
1− ρ log
k∗ 1
1− ρ
)
− 1
4
log1+εδ
(
1
1− ρ
)
× log
(
1− φ(2)ρ (x∗ρ)
3λσ 2B
logk
∗−1−εδ 1
1− ρ
)]
→ 0 (7.7)
as ρ ↑ 1. Together, (7.5) and (7.7) assure that term Iˆ is dominated by P(Mτ > (1− ρ)x).
7.2.4. Intermediate supremum Mτ : term IˆI
Term IˆI corresponds to the event of a large τ that experiences an intermediate supremum Mτ .
Write
sup
x≥x∗ρ
IˆI(x, ρ)
P(Mτ > (1− ρ)x) ≤ supx≥x∗ρ
P(Mτ > δρ(1− ρ)x)
P(Mτ > (1− ρ)x)
× sup
x≥x∗ρ
P(τ > x; Mτ ≤ hl(x, ρ) | Mτ > δρ(1− ρ)x)
∼ δ−αρ sup
x≥x∗ρ
P(τ > x; Mτ ≤ hl(x, ρ) | Mτ > δρ(1− ρ)x). (7.8)
Set κρ :=
(
log 11−ρ
)−εκ
for some εκ ≥ εγ , implying γρ − κρ > 0. By considering the time σ (aρ)
when the process X (t) first exceeds level aρ := δρ(1−ρ)x , we can partition (7.8) into two events:
P(τ > x; Mτ ≤ hl(x, ρ) | Mτ > δρ(1− ρ)x) = P(τ > x; σ (aρ)
≤ κρx; Mτ ≤ hl(x, ρ) | σ (aρ) < τ )
+ P(τ > x; σ (aρ) > κρx; Mτ ≤ hl(x, ρ) | σ (aρ) < τ )
≤ P(τ > (1− κρ)x; Mτ ≤ hl(x, ρ) | σ (aρ) < τ )
+ P(σ (aρ) > κρx | σ (aρ) < τ )
=: ˆIIa(x, ρ)+ ˆIIb(x, ρ).
Term ˆIIa is associated with sample paths that experiences an intermediate supremum and that
may already hit zero after time (1−κρ)x . Term ˆIIb corresponds to a sample path where the process
does not exceed level aρ before time κρx , provided that it will hit level aρ before it hits zero.
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7.2.5. Early passage time: term ˆIIa
Term ˆIIa is analysed along the lines of Section 7.1:
ˆIIa(x, ρ) =
∫ hl (x,ρ)
0
P(X (t) > 0; 0 ≤ t ≤ (1− κρ)x; Mτ ≤ hl(x, ρ) | σ (aρ) < τ;X (0) = y)
× dP(X (0) ≤ y | σ (aρ) < τ )
≤
∫ hl (x,ρ)
0
P(X (t) > 0; 0 ≤ t ≤ (1− κρ)x | σ (aρ) < τ ; X (0) = y)
× dP(X (0) ≤ y | σ (aρ) < τ )
≤ P(X (t) > 0; 0 ≤ t ≤ (1− κρ)x | X (0) = hl(x, ρ))
≤ P(X ((1− κρ)x)− X (0) > −hl(x, ρ)).
Here, the second inequality holds as the integrand is increasing in y, and aρ ≤ hl(x, ρ) for
x ≥ x∗ρ and ρ sufficiently close to one.
Define Aρ0 := 0 and Aρi := inf{t ≥ 0 : N (
∑i−1
j=0 A
ρ
j + t) ≥ i} for all i ≥ 1. Then the Aρi are
i.i.d. exponentially distributed random variables with mean 1/λ and
∑N (t)
i=1 A
ρ
i ≤ t for all t ≥ 0.
We drop the superscript ρ for notational convenience. Now,
ˆIIa(x, ρ) ≤ P
⎛⎝−(1− κρ)x + N ((1−κρ )x)∑
i=1
Bi > −hl(x, ρ)
⎞⎠
= P
⎛⎝−ρ(1− κρ)x + N ((1−κρ )x)∑
i=1
Bi > (γρ − κρ)(1− ρ)x + g(x, ρ)
⎞⎠
≤ P
⎛⎝N ((1−κρ )x)∑
i=1
[Bi − ρAi ] > (γρ − κρ)(1− ρ)x + g(x, ρ)
⎞⎠ .
Fix q ∈
(
max
{
2, (1+εδ )α
(p− 12 )k∗
}
, α
)
. By Chebyshev’s inequality for general moments and Theorem
5.1 in Chapter 1 of Gut [25], there exists some constant Cq such that
ˆIIa(x, ρ) ≤
E
[(∑N ((1−κρ )x)
i=1 [Bi − ρAi ]
)q]
(
(γρ − κρ)(1− ρ)x + g(x, ρ)
)q ≤ CqE[|B1 − ρA1|q ]E[N ((1− κρ)x)q/2]g(x, ρ)q
≤ CqE[|B1 − ρA1|
q ]E[N ((1− κρ)x)]q/2
g(x, ρ)q
,
where the last derivation is justified by Ho¨lder’s inequality. Subsequently, one may show from
Jensen’s inequality that E[|B − A|q ] ≤ 2q−1(E[|A|q ]+ E[|B|q ]) and therefore
ˆIIa(x, ρ) ≤ Cq2
q−1(E[Bq1 ]+ E[Aq1])(λ(1− κρ)x)q/2
(1− ρ)(2p−1)q x pq ≤ C
(
(1− ρ)2x)−(p− 12 )q
for some constant C . By choice of p, q and εδ , we conclude that
δ−αρ sup
x≥x∗ρ
ˆIIa(x, ρ) ≤ C
(
log
1
1− ρ
)(1+εδ )α−(p− 12 )k∗q → 0 (7.9)
as ρ ↑ 1.
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7.2.6. Late passage time: term ˆIIb
Term ˆIIb is analysed with the following crucial lemma, and is proven in Section 8:
Lemma 7.2. Suppose P(B > x) = L(x)x−α for some α > 2, α ̸= 3 and L(x) slowly varying.
Define a∗ρ := k∗µ(α − 1) 11−ρ log 11−ρ for some k∗ > 2. Then for any fixed y > 0,
sup
a≥a∗ρ
E[σ (a) | σ (a) < τ ; X0 = y] = O
(
1
1− ρ
)
(7.10)
as ρ ↑ 1. Similarly, without conditioning on the value of X0,
sup
a≥a∗ρ
E[σ (a) | σ (a) < τ ] = O
(
1
1− ρ
)
(7.11)
as ρ ↑ 1.
Applying Markov’s inequality and sequentially Lemma 7.2 to term ˆIIb yields
δ−αρ sup
x≥x∗ρ
ˆIIb(x, ρ) ≤ sup
x≥x∗ρ
E[σ (δρ(1− ρ)x) | σ (δρ(1− ρ)x) < τ ]
δαρκρx
= O
(
1
1− ρ
)
(1− ρ)2(
log 11−ρ
)k∗−(1+εδ )α−εκ → 0 (7.12)
as rhotoone, thereby immediately completing the analysis of term ˆIIb.
7.2.7. Large supremum Mτ : term ˆIII
Finally, we show that the probability of a large time τ is asymptotically equivalent to term ˆIII.
Using Theorem 3.2, it directly follows that
sup
x≥x∗ρ
ˆIII(x, ρ)
P(Mτ > (1− ρ)x) ≲ supx≥x∗ρ
P(B > hl(x, ρ))
P(B > (1− ρ)x)
∼ sup
x≥x∗ρ
(
(1− γρ)(1− ρ)x − (1− ρ)2p−1x p
(1− ρ)x
)−α
=
(
1−
(
log
1
1− ρ
)−εγ
−
(
log
1
1− ρ
)−(1−p)k∗)−α
→ 1
as ρ ↑ 1. The proof of expression (3.7) and therewith the proof of Theorem 3.5 is completed
once we validate Lemma 7.2, which is the subject of the next section.
8. Asymptotics of the conditional expectation of the passage time of level a
This section is dedicated to the proof of Lemma 7.2, which regards the expected first passage
time of level a, σ (a), provided that level a is reached before level 0: σ (a) < τ . In particular, we
consider high levels a ≥ a∗ρ := k∗µ(α−1) 11−ρ log 11−ρ for any k∗ > 2. The lemma considers two
different scenarios. In the first scenario, we condition on the initial value X (0) = y. In the second
scenario, the initial value X (0) is a random variable with the same distribution as a general jump
size B. The analysis for this latter scenario is based on the following decomposition:
E[σ (a) | σ (a) < τ ] =
∫ a
0
E[σ (a) | σ (a) < τ ; X (0) = y] dP(B ≤ y). (8.1)
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When analysing the integral in expression (8.1), a distinction is made between a “small” and a
“large” random initial value; a precise definition of which is given at the end of these introductory
paragraphs. The analysis of the first of the lemma, where the initial value is fixed, is implicit in
the analysis of a small random initial value. The proof of the first scenario is concluded at the
end of Section 8.1.
The derivation of results in this section relies heavily on the theory of spectrally one-sided
Le´vy processes and q-scale functions, e.g. as documented by Kyprianou [31]. Our interest in
q-scale functions W (q)ρ originates from the close connection between the all-time supremum M∞
and the 0-scale function Wρ(x) := W (0)ρ (x). Of particular importance is the relation
P(M∞ < x) = (1− ρ)Wρ(x), (8.2)
which can be derived from Corollary IX.3.4 in Asmussen [4] (e.g. as shown in Bekker et al. [8]).
Define the Laplace exponent ψ(λ) := 1t logE(e−λX (t)) of X (t) and its right-inverse ϕ(q) :=
sup{λ ≥ 0 : ψ(λ) = q}. Then, for every q ≥ 0, the q-scale function W (q)ρ (x) : R → [0,∞)
corresponding to the spectrally positive Le´vy process X (t) is defined on x < 0 as W (q)ρ (x) = 0,
and on x ≥ 0 by its Laplace transform:∫ ∞
0
e−βx W (q)ρ (x) dx =
1
ψ(β)− q for β > ϕ(q). (8.3)
Additionally, Kyprianou gives a representation of W (q)ρ (x) in terms of Wρ(x) in his rela-
tion (8.29):
W (q)ρ (x) =
∑
k≥0
qk W (k+1)⊛ρ (x), (8.4)
where the function f 1⊛(x) is identical to f (x) and f k⊛(x) := ∫ x0 f (k−1)⊛(x − y) f (y) dy denotes
the k-fold convolution of f with itself.
An alternative representation of Wρ(x) is provided by expression (8.22) in Kyprianou [31],
stating that there are a measure nρ(·) on the space of excursions of X (t) from its previous
minimum min{X (s) : 0 ≤ s ≤ t} and a random variable ξρ associated with the height of an
excursion, such that for all b > x ≥ 0 we have
Wρ(x) = Wρ(b) exp
(
−
∫ b
x
nρ(ξρ > t) dt
)
. (8.5)
This representation will provide a useful property for the all-time supremum p.d.f. fM∞ (x) :=
d
dyP(M∞ < y)
⏐⏐⏐
y=x
. Using the Pollaczek–Khintchine formula (cf. Eq. (4.1)), we write
fM∞ (x) =
∞∑
n=1
(1− ρ)ρn d
dy
P(B∗1 + · · · + B∗n < y)
⏐⏐⏐⏐
y=x
for x > 0. One may show by induction that ddyP(B
∗
1 + · · · + B∗n < y) is defined everywhere and
is bounded by 1/E[B] for all n ≥ 1. As such, fM∞ (x) is properly defined and bounded for all
x > 0. Additionally, (8.5) implies that
fM∞ (x)
P(M∞ < x)
= d
dy
log Wρ(y)
⏐⏐⏐⏐
y=x
= nρ(ξρ > x) (8.6)
is non-increasing in x .
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For the remainder of this section, the subscripts ρ for Wρ(x) and W
(q)
ρ (x) are discarded.
We also introduce the short-hand notations Ey[·] and Py(·) for the conditional expectation
E[· | X (0) = y] and conditional probability P(· | X (0) = y), respectively.
Let Z (q)(x) := 1 + q ∫ x0 W (q)(y) dy. From (8.4) and the spectrally positive Le´vy process
interpretation of Theorem 8.1 in Kyprianou [31], it follows that
Ey[σ (a)1(σ (a) < τ )] = − ddqEy[e
−qσ (a)1(σ (a) < τ )]
⏐⏐⏐⏐
q=0
= − d
dq
Z (q)(a − y)+ W
(q)(a − y)
W (q)(a)
d
dq
Z (q)(a)
+ Z (q)(a) W
(q)(a) ddq W
(q)(a − y)− W (q)(a − y) ddq W (q)(a)
(W (q)(a))2
⏐⏐⏐⏐
q=0
= −
∫ a−y
0
W (t) dt + W (a − y)
W (a)
∫ a
0
W (t) dt
+ W (a)W
2⊛(a − y)− W (a − y)W 2⊛(a)
(W (a))2
= W (a − y)
W (a)
∫ a
0 (W (a)− W (a − t))W (t) dt
W (a)
−
∫ a−y
0 (W (a)− W (a − y − t))W (t) dt
W (a)
.
Now, from (8.12) in Kyprianou [31] one may deduce Py(σ (a) < τ ) = W (a)−W (a−y)W (a) , which gives
a representation of the conditional expectation in terms of scale functions:
Ey[σ (a) | σ (a) < τ ] = W (a − y)W (a)
∫ a
0 (W (a)− W (a − t))W (t) dt
W (a)− W (a − y)
−
∫ a−y
0 (W (a)− W (a − y − t))W (t) dt
W (a)− W (a − y) .
Substitute (8.2) into the above expression to obtain
Ey [σ (a) | σ (a) < τ ] = P(M∞ < a − y)P(M∞ < a)
∫ a
0 P(M∞ ∈ [a − t, a))P(M∞ < t) dt
(1− ρ)P(M∞ ∈ [a − y, a))
−
∫ a−y
0 P(M∞ ∈ [a − y − t, a))P(M∞ < t) dt
(1− ρ)P(M∞ ∈ [a − y, a))
≤
∫ a
0 P(M∞ ∈ [a − t, a))P(M∞ < t) dt −
∫ a−y
0 P(M∞ ∈ [a − y − t, a))P(M∞ < t) dt
(1− ρ)P(M∞ ∈ [a − y, a))
=: Knum (y, a)
Kdenom (y, a)
. (8.7)
The analysis of this expression depends on the initial value y. We distinguish two categories of
initial values: small and large values. Fix d such that 0 < d < 1 − 2k∗ < 1. Small values are of
size at most d · a, all other values are large values.
Please cite this article in press as: B. Kamphorst, B. Zwart, Uniform asymptotics for compound Poisson processes with regularly varying jumps and
vanishing drift, Stochastic Processes and their Applications (2018), https://doi.org/10.1016/j.spa.2018.03.012.
B. Kamphorst, B. Zwart / Stochastic Processes and their Applications ( ) – 25
8.1. Small random initial value or fixed initial value
This section considers the process from a small initial value y, i.e. y ≤ da. For any
y-differentiable function G(y, a), it is known that G(y, a) = G(0, a) + ∫ y0 dds G(s, a)⏐⏐s=z dz.
This is now used to obtain an alternative representation of Knum(y, a).
Let M (i)∞ , i = 1, 2 be independent copies of M∞. Taking the derivative of Knum(s, a) with
respect to s yields
d
ds
Knum(s, a) = P(M (2)∞ < a)P(M (1)∞ < a − s)
−
∫ a−s
0
P(M (1)∞ < t) dP(M
(2)
∞ < a − s − t)
= P(M (2)∞ < a)P(M (1)∞ < a − s)− P(M (1)∞ + M (2)∞ < a − s)
= P(M (1)∞ < a − s)− P(M (1)∞ + M (2)∞ < a − s)
− P(M (2)∞ ≥ a)P(M (1)∞ < a − s)
= P(M (1)∞ + M (2)∞ ≥ a − s; M (1)∞ < a − s)
− P(M (2)∞ ≥ a − s)P(M (1)∞ < a − s)
+ P(M (2)∞ ∈ [a − s, a))P(M (1)∞ < a − s)
= P(M (1)∞ + M (2)∞ ≥ a − s; M (1)∞ < a − s; M (2)∞ < a − s)
+ P(M (2)∞ ∈ [a − s, a))P(M (1)∞ < a − s),
so that Knum(0, a) = 0 implies
Ey[σ (a) | σ (a) < τ ] ≤ Knum(y, a)Kdenom(y, a)
=
∫ y
0 P(M
(1)∞ + M (2)∞ ≥ a − z; M (1)∞ < a − z; M (2)∞ < a − z) dz
(1− ρ)P(M∞ ∈ [a − y, a))
+
∫ y
0 P(M
(2)∞ ∈ [a − z, a))P(M (1)∞ < a − z) dz
(1− ρ)P(M∞ ∈ [a − y, a))
≤
∫ y
0 P(M
(1)∞ + M (2)∞ ≥ a − z; M (1)∞ < a − z; M (2)∞ < a − z) dz
(1− ρ)P(M∞ ∈ [a − y, a))
+ y
1− ρ .
By symmetry, we have
P(M (1)∞ + M (2)∞ ≥ u; M (1)∞ < u; M (2)∞ < u) ≤ 2P(M (1)∞ + M (2)∞ ≥ u; u/2 ≤ M (1)∞ < u)
≤ 2P(M∞ ∈ [u/2, u))
and hence
Ey[σ (a) | σ (a) < τ ] ≤ 2
∫ y
0 P
(
M∞ ∈
[ a−z
2 , a − z
))
dz
(1− ρ)P(M∞ ∈ [a − y, a)) +
y
1− ρ
≤ 2y
1− ρ
(
1+ P
(
M∞ ∈
[ a−y
2 , a
))
P(M∞ ∈ [a − y, a))
)
. (8.8)
Please cite this article in press as: B. Kamphorst, B. Zwart, Uniform asymptotics for compound Poisson processes with regularly varying jumps and
vanishing drift, Stochastic Processes and their Applications (2018), https://doi.org/10.1016/j.spa.2018.03.012.
26 B. Kamphorst, B. Zwart / Stochastic Processes and their Applications ( ) –
Both local probabilities can be represented as a sum of local probabilities over an interval
with fixed length. Subsequently, Theorem 3.1 is applied to bound the above ratio. Fix ymin > 0
and first consider (8.8) for ymin ≤ y ≤ da. For S := ymin/2, we have
P
(
M∞ ∈
[ a−y
2 ,
a
2
))
P (M∞ ∈ [a − y, a)) ≤
∑⌈ y2S−1⌉
i=0 P
(
M∞ ∈
[ a−y
2 + i S, a−y2 + (i + 1)S
))
∑⌊ yS−1⌋
i=0 P (M∞ ∈ [a − y + i S, a − y + (i + 1)S))
.
We would now like to utilize Theorem 3.1. To this end, consider xρ as defined by Theorem 3.1
with parameter (1 − d)k∗/2 > 1. Then for all y ≤ da, we have a−y2 ≥ 1−d2 a∗ρ = xρ .
Hence, we observe that there exists a non-increasing function φρ(·) ↓ 0 for which the
inequalities
1− φρ
(
a − y
2
)
≤ P
(
M∞ ∈
[ a−y
2 + i S, a−y2 + (i + 1)S
))
ρ
1−ρP
(
B∗ ∈ [ a−y2 + i S, a−y2 + (i + 1)S)) ≤ 1+ φρ
(
a − y
2
)
(8.9)
both hold for all y ≤ da and i ≥ 0. From a − y ≥ a − da ≥ ak∗ one may subsequently conclude
that the ratio of interest is bounded:
P
(
M∞ ∈
[ a−y
2 ,
a
2
))
P (M∞ ∈ [a − y, a))
≤ 1+ φρ
( a
2k∗
)
1− φρ
( a
k∗
) ∑⌈ y2S−1⌉i=0 P (B∗ ∈ [ a−y2 + i S, a−y2 + (i + 1)S))∑⌊ yS−1⌋
i=0 P (B∗ ∈ [a − y + i S, a − y + (i + 1)S))
≤ 1+ φρ
( a
2k∗
)
1− φρ
( a
k∗
) y2S + 1y
S − 1
P
(
B > a−y2
)
P (B > a)
∼ 1+
2S
y
2− 2Sy
(
a − y
2a
)−α
≤ 2(2k∗)α.
Second, consider (8.8) for 0 < y < ymin . Relation (8.6) implies
P
(
M∞ ∈
[ a−y
2 ,
a
2
))
P (M∞ ∈ [a − y, a)) ≤
y supz∈(0,y)
fM∞( a−z2 )
P(M∞< a−z2 )
P
(
M∞ < a−z2
)
2y infz∈(0,y)
fM∞ (a−z)
P(M∞<a−z)P(M∞ < a − z)
≤
fM∞
(
a−y
2
)
P
(
M∞< a−y2
)P (M∞ < a2 )
2 fM∞ (a)P(M∞<a)P(M∞ < a − y)
= fM∞
( a−y
2
)
2 fM∞ (a)
P
(
M∞ < a2
)
P(M∞ < a)
P
(
M∞ < a−y2
)
P(M∞ < a − y)
∼ fM∞
( a−y
2
)
2 fM∞ (a)
as a →∞. We conclude that
Ey[σ (a) | σ (a) < τ ] ≲ C y1− ρ
(
1+ fM∞
( a−y
2
)
fM∞ (a)
1(y ≤ ymin)
)
. (8.10)
The above relation explicitly shows the dependence of the asymptotic upper bound on y. This
dependence is crucial in the analysis of the second part of the lemma, where we will integrate
the upper bound over P(B < y). However, before addressing large initial values it should be
noted that (8.10) also proves the first part of the lemma. There, y is fixed and the lemma follows
directly after choosing 0 < ymin < y.
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8.2. Large random initial value
Complementary to the previous section, we now consider (8.7) for large initial values, i.e.
da ≤ y < a. Let M∗∞ be a random variable with the excess distribution of M∞ as its c.d.f. , that
is, ddxP(M
∗∞ < x) = P(M∞ ≥ t)/E[M∞]. Using the equalities P(M∞ < t) = 1 − P(M∞ ≥ t)
and
∫ a
0 P(M∞ ∈ [a − t, a)) dt = E[M∞1(M∞ < a)], we find
Knum(y, a) =
∫ a
0
P(M∞ ∈ [a − t, a))P(M∞ < t) dt
−
∫ a−y
0
P(M∞ ∈ [a − y − t, a))P(M∞ < t) dt
= E[M∞1(M∞ < a)]− E[M∞]
∫ a
0
P(M∞ ∈ [a − t, a)) dP(M∗∞ < t)
− E[M∞1(M∞ < a − y)]+ E[M∞]
×
∫ a−y
0
P(M∞ ∈ [a − y − t, a)) dP(M∗∞ < t)
≤ E[M∞1(M∞ ∈ [a − y, a))]+ E[M∞]
× P(M∞ ∈ [a − y − M∗∞, a); M∗∞ < a − y)
≤ aP(M∞ ∈ [a − y, a))+ E[M∞].
It therefore follows that
Ey[σ (a) | σ (a) < τ ]− a1− ρ ≤
E[M∞]
(1− ρ)P(M∞ ∈ [a − y, a))
≤ E[M∞]
(1− ρ)P(M∞ ∈ [(1− d)a, a)) ,
where E[M∞] = ρ1−ρ E[B
2]
2E[B] . Similar to the analysis of small initial values, Theorem 3.1 invokes
Ey[σ (a) | σ (a) < τ ] ≲ a1− ρ +
C
(1− ρ)daP (B > a) (8.11)
and therewith completes the analysis of the conditional expectation for large initial values.
8.3. Synthesis of small and large random initial value
From relations (8.1), (8.10) and (8.11), one may deduce that
sup
a≥a∗ρ
E[σ (a) | σ (a) < τ ]
≤ sup
a≥a∗ρ
∫ da
0
Ey[σ (a) | σ (a) < τ ] dP(B < y)
+ sup
a≥a∗ρ
∫ a
da
Ey[σ (a) | σ (a) < τ ] dP(B < y)
≲ C
1− ρ supa≥a∗ρ
∫ da
0
y dP(B < y)+ C
1− ρ supa≥a∗ρ
∫ ymin
0
y · fM∞
( a−y
2
)
fM∞ (a)
dP(B < y)
+ sup
a≥a∗ρ
P(B ≥ da) sup
y∈[da,a)
Ey[σ (a) | σ (a) < τ ]
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≲ CE[B]
1− ρ +
Cymin
1− ρ supa≥a∗ρ
∫ ymin
0
fM∞
( a−y
2
)
fM∞ (a)
dP(B < y)
+ sup
a≥a∗ρ
a
1− ρP(B ≥ da)+ supa≥a∗ρ
C
(1− ρ)a
P(B ≥ da)
P (B ≥ a) . (8.12)
The third term is dominated by its Markov’s bound E[B](1−ρ)d . Also, the integral in the second term
is ultimately bounded by a constant. This follows from the fact that fM∞ (x)P(M∞≤x) is non-increasing
and application of Theorem 3.1 as before:∫ ymin
0
fM∞
( a−y
2
)
fM∞ (a)
dP(B < y)
≤ P(M∞ ≤
a
2 )
fM∞ (a)
∫ ymin
0
fM∞
( a−y
2
)
P(M∞ ≤ a−y2 )
dP(B < y)
≤ P(B < ymin)P(M∞ ≤
a
2 )
P(M∞ ≤ a)
P(M∞ ≤ a)
fM∞ (a)
fM∞
( a−ymin
2
)
P(M∞ ≤ a−ymin2 )
= C P(M∞ ≤
a
2 )
P(M∞ ≤ a) infy∈(0,ymin )
P(M∞ ≤ a + y)
fM∞ (a + y)
inf
y∈(0,ymin )
fM∞
(
a+y−2ymin
2
)
P(M∞ ≤ a+y−2ymin2 )
≤ C P(M∞ ≤
a
2 )
P(M∞ ≤ a)
P(M∞ ≤ a + ymin)
P(M∞ ≤ a−ymin2 )
infy∈(0,ymin ) fM∞
(
a+y−2ymin
2
)
supy∈(0,ymin ) fM∞ (a + y)
≲ C
∫ ymin
0 fM∞
(
a+y−2ymin
2
)
dy∫ ymin
0 fM∞ (a + y) dy
= C
P
(
M∞ ∈
(
a−2ymin
2 ,
a−ymin
2
))
P(M∞ ∈ (a, a + ymin))
≲ C
P
(
B > a−2ymin2
)
P(B > a + ymin) ∼ C
(
1− 3ymin
a + ymin
)−α
as a →∞. Substituting this into (8.12) gives
sup
a≥a∗ρ
E[σ (a) | σ (a) < τ ] ≲ C
1− ρ +
Cymin
1− ρ supa≥a∗ρ
(
1− 3ymin
a + ymin
)−α
+ sup
a≥a∗ρ
C
(1− ρ)a d
−α. (8.13)
Since all suprema are obtained in a = a∗ρ as ρ ↑ 1, the above expressions can be written in terms
of 1/(1− ρ):
sup
a≥a∗ρ
E[σ (a) | σ (a) < τ ] ≲ C
1− ρ +
C
log 11−ρ
= O
(
1
1− ρ
)
.
This completes the proof of Lemma 7.2.
9. Tightness of bounds—proofs
This section presents the proof of Lemma 3.6, Corollary 3.7 and Lemma 3.8, respectively.
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9.1. Local Kingman heavy traffic approximation
Complete monotonicity of the p.d.f. fM∞ (·) follows from Corollary 3.2 in Keilson [27].
As fM∞ (·) is non-increasing, it follows that the random variable V with c.d.f. FV (0) := 1,
FV (x) := 1 − fM∞ (x)fM∞ (0+) , x > 0, is well-defined. Relation (3.8) is now derived by analysing the
Laplace–Stieltjes transform of V . Let M˜∞(·) and B˜∗(·) denote the Laplace–Stieltjes transforms
of M∞ and B∗, respectively. One the one hand, we have [2, relation (7.9)]∫ ∞
0+
e−st fM∞ (t) dt = M˜∞(s)− P(M∞ = 0) =
1− ρ
1− ρ B˜∗(s) − (1− ρ)
= ρ(1− ρ)B˜
∗(s)
1− ρ B˜∗(s) . (9.1)
On the other hand, integration by parts yields∫ ∞
0+
e−st fM∞ (t) dt =
1
s
fM∞ (0+)+
1
s
∫ ∞
0+
e−st d fM∞ (t). (9.2)
Combining (9.1) and (9.2) gives
E[esV ] = −
∫ ∞
0
e−st d
fM∞ (t)
fM∞ (0+)
= 1− ρ(1− ρ)s B˜
∗(s)
fM∞ (0+)(1− ρ B˜∗(s))
= 1− E[B]s B˜
∗(s)
1− ρ B˜∗(s) ,
since fM∞ (0+) = (1− ρ)λ (cf. relation (4.1)).
From the above, we deduce
E[e(1−ρ)sV ] = 1− E[B](1− ρ)s B˜
∗((1− ρ)s)
1− ρ B˜∗((1− ρ)s)
= 1− E[B](1− ρ)s B˜
∗((1− ρ)s)
1− ρ (1− E[B∗](1− ρ)s + o(1− ρ))
→ 1− E[B]s
1+ E[B∗]s
as ρ ↑ 1. Inverting this expression and applying the Continuity Theorem gives
P((1− ρ)V ≤ x) → 1− E[B]
E[B∗]
e−
x
E[B∗] , (9.3)
providedE[B∗] ≥ E[B]. Under this assumption, the lemma statement follows from the definition
of FV (x). The proof is therefore concluded once we verify that all completely monotone densities
fB(·) satisfy E[B∗] ≥ E[B].
Bernstein’s theorem [9] states that any completely monotone function can be represented as
mixture of exponential functions. In particular, there exists a non-decreasing function µ(·) such
that
fB(x) =
∫ ∞
0
e−t x dµ(t). (9.4)
From this representation, one may derive 1 = ∫∞0 1t dµ(t), E[B] = ∫∞0 1t2 dµ(t) and E[B2] =∫∞
0
2
t3
dµ(t). A straightforward computation yields
E[B2]− 2E[B]2 =
∫ ∞
0
∫ ∞
0
1
st
(
1
s
− 1
t
)2
dµ(s) dµ(t) ≥ 0.
The claimed property follows from E[B∗]− E[B] = (E[B2]− 2E[B]2)/(2E[B]) ≥ 0.
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9.2. Lower bound of the function xρ
Since the p.d.f. of both M∞ and B∗ are well-defined and non-increasing, one can see that
P(M∞ ∈ y1−ρ +∆)
ρ
1−ρP(B∗ ∈ y1−ρ +∆)
=
∫ y/(1−ρ)+T
y/(1−ρ) fM∞ (t) dt
ρ
1−ρ
∫ y/(1−ρ)+T
y/(1−ρ) P(B > t)/E[B] dt
≥
fM∞
(
y
1−ρ + T
)
λ
1−ρP
(
B > y1−ρ
)
≥
1
1−ρ fM∞
(
y+T
1−ρ
)
λ
(1−ρ)2P
(
B > y1−ρ
) .
Fix 0 < ν < α − 2. According to Potter’s Theorem there exists a constant C > 0 such that
P(B > x) ≤ Cx−α+ν for x sufficiently large. Hence, by Lemma 3.6,
lim
ρ↑1
P
(
M∞ ∈ y1−ρ +∆
)
ρ
1−ρP
(
B∗ ∈ y1−ρ +∆
) ≥ lim
ρ↑1
1
1−ρ fM∞
(
y+T
1−ρ
)
λC(1− ρ)α−2−ν y−α+ν = ∞.
9.3. Lower bound of the function x∗ρ
Theorem 1 in Abate and Whitt [1] states that 11−ρP
(
τ > t
(1−ρ)2
)
converges to a function fR(t)
as ρ ↑ 1 for all t > 0. Thus, since FB is regularly varying with index −α < −2, we find
lim
ρ↑1
P(τ > y∗ρ)
ρ
1−ρP(B > (1− ρ)y∗ρ)
= lim
ρ↑1
1
1−ρP
(
τ >
y
(1−ρ)2
)
ρ
(1−ρ)2P
(
B > y1−ρ
)
= fR(y) lim
ρ↑1
1
ρ
(1−ρ)2P
(
B > y1−ρ
) = ∞.
Appendix. Inequalities
This appendix is dedicated to the proof of Lemma 5.1. Taka´cs [36, Section 29] and Cohen
[14] have independently shown that
P(Mτ > x) = 1
λ
d
dy
logP(M∞ < y)
⏐⏐
y=x , (A.1)
of which we analyse the right-hand side by means of scale functions.
The definition and some properties of scale functions were provided in Section 8; for this
appendix we recall that P(M∞ < x) = (1 − ρ)Wρ(x) and that ddy log Wρ(y) is non-increasing
and positive (cf. relation (8.6)). This latter property implies that log Wρ(x) is concave.
Rewriting (A.1) in terms of the scale function Wρ(x), exploiting its concavity and using
log x ≤ x − 1 gives
P(Mτ > x) = 1
λ
d
dy
log Wρ(y)
⏐⏐
y=x ≤
1
λ
[
log Wρ(x)− log Wρ(x − 1)
]
= 1
λ
log
Wρ(x)
Wρ(x − 1) ≤
1
λ
[
Wρ(x)
Wρ(x − 1) − 1
]
= 1
λ
P(M∞ ∈ [x − 1, x))
P(M∞ < x − 1)
for all x > 1, which concludes the upper bound. Using the inequality log x ≥ 1− 1x for all x > 0
and slightly altering the above analysis yields the lower bound.
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