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Supervisory Control of Fuzzy Discrete Event
Systems for Simulation Equivalence
Weilin Deng and Daowen Qiu⋆
Abstract—The supervisory control theory of fuzzy discrete
event systems (FDESs) for fuzzy language equivalence has
been developed. However, in a way, language equivalence has
limited expressiveness. So if the given specification can not be
expressed by language equivalence, then the control for language
equivalence does not work. In this paper, we further establish
the supervisory control theory of FDESs for fuzzy simulation
equivalence whose expressiveness is stronger than that of fuzzy
language equivalence. First, we formalize the notions of fuzzy
simulation and fuzzy simulation equivalence between two FDESs.
Then we present a method for deciding whether there is a
fuzzy simulation or not. In addition, we also show several basic
properties of fuzzy simulation relations. Afterwards, we put
forward the notion of fuzzy simulation-based controllability, and
particularly show that it serves as a necessary and sufficient
condition for the existence of the fuzzy supervisors of FDESs.
Moreover, we study the “range” control problem of FDESs. Some
examples are given to illustrate the main results obtained.
Index Terms—fuzzy discrete event systems (FDESs), super-
visory control, fuzzy simulation equivalence, simulation-based
controllability, fuzzy finite automata.
I. INTRODUCTION
D ISCRETE event systems (DESs) are discrete states anddynamic event-driven systems. There are many real-
world systems that can be modeled as DESs, such as computer
networks, transportation systems, automated manufacturing
systems and communication networks, etc. Supervisory con-
trol problem of DESs was first launched by Ramadge and
Wonham [1]. Since then, there is a considerable amount of lit-
erature on this issue (for example, [2], [3] and their references).
In Ramadge and Wonham’s framework, the objective of the
control is to ensure that the controlled system is language
equivalent with the given desired specification.
Language equivalence preserves the safety properties of
linear temporal logic (LTL), which has been used in modeling
checking (for instance, [4] and ). However, language equiva-
lence is not adequate for describing the behavior equivalence
of some nondeterministic systems [5], so several notions of
behavior equivalence which are finer than language equiva-
lence, such as failures, refusal-trace, ready-trace, simulation
[6] and bisimulation [5], [7] have been proposed. Notably,
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Zhou and Kumar [6] investigated the supervisory control
problem of nondeterministic DESs for simulation equivalence,
whose control objective is to ensure the simulation equivalence
of the controlled systems and the given specification.
It should be pointed out that the DESs framework can only
process crisp states and crisp states transitions. However, in
real-world situation, there are a large number of problems with
vagueness, impreciseness, and subjectivity.
In order to characterize those properties in DESs, Lin
and Ying [8] first proposed the fuzzy discrete event systems
(FDESs) by combining fuzzy set theory [9] with classical
DESs. In [8], FDESs are modelled as fuzzy automata. It is
worth pointing out that fuzzy automata were first discussed
by Santos [10], Wee [11], Lee and Zadeh [12]. Since then,
a growing body of literature has investigated this topic (we
can refer to [13] and its references). By the way, fuzzy
automata taking membership in a complete residuated lattice
were studied in [14], [15], [16]. M. ´Ciric´ and his cooperators
also studied fuzzy automata taking membership in a complete
residuated lattice in a different view [17], [18], [19].
Qiu [20], as well as Cao and Ying [21], respectively,
developed the supervisory control theory of FDESs with full
observation. Further, Qiu and Liu, Cao and Ying studied the
supervisory control issue of FDESs with partial observation
in [22] and [23], and investigated the decentralized control
issue of FDESs in [24] and [23], respectively. Recently, Du,
Ying and Lin provided a theory of extended FDESs for
handling ranges of knowledge uncertainties and subjectivity
[25]. Jayasiri established modular supervisory control and
hierarchical supervisory control theory of FDESs in [26], and
generalized the decentralized control theory of FDESs in [27].
Moreover, FDESs have been applied to practical problem in
many areas, such as decision making [28], clinical treatment
planning [29], HIV/AIDS treatment regimen selection [30],
[31], traffic management [32] and mobile robot navigation
[33], [34], [35], [36], etc. Notably, FDES-based method for
mobile robot navigation was compared with several different
methods (including DES-based method, arbitration method,
unmodulated method, etc.) by Jayasiri [35] and Rajibul Huq
[36], respectively. The results in [35] and [36] reveal that
FDES-based method has a superior performance over its
classical counterparts, especially in complex environment.
Nevertheless, it is necessary to mention that the works in
[20], [22], [24], [21], [23], [27], [35] are all based on fuzzy
language equivalence. That is, the objective of the control
is to ensure that the controlled system is fuzzy language
equivalent with the given specification. Such type of control is
usually called fuzzy language-equivalence control. Similarly,
2the control which ensures the controlled system is fuzzy
simulation equivalent with the given specification is called
fuzzy simulation-equivalence control.
It is known that language equivalence has limited expres-
siveness, and the expressiveness of simulation equivalence is
stronger than that of language equivalence [6]. That is, there
exist some problems that can be expressed by simulation
equivalence but not by language equivalence. An example of
such properties is: All paths contain a state starting from which
all future states satisfy a certain property [6]. If the given
specification is like such a property, then the fuzzy language-
equivalence control [20], [22], [21], [23] does not work and
the fuzzy simulation-equivalence control is required (Example
5 in Section IV intends to illustrate this case).
As far as we are aware, up to now, there are still no
studies on the fuzzy simulation-equivalence control problem
of FDESs. The purpose of this paper is to develop these
works [6], [20], [21] and establish the fuzzy simulation-
equivalence control theory for FDESs. In the paper, we are
mainly concerned with what specifications can be achieved
by fuzzy simulation-equivalence control and what are the re-
lations between fuzzy language-equivalence control and fuzzy
simulation-equivalence control of FDESs.
The main contributions of the paper are as follows.
1) To characterize the fuzziness of the simulation relation
of FDESs, in Section III we present the formal definition
of the fuzzy simulation relations of FDESs, which is
the generalized version of the simulation relations of
DESs. The generalization makes it possible to character-
ize the relations between FDESs more precisely. Then
we present a method for deciding whether there is a
fuzzy simulation between the given FDESs. Further we
investigate several basic properties of fuzzy simulation
relations, which are the foundations for the study of the
fuzzy simulation-equivalence control problem of FDESs.
2) In Subsection A of Section IV, we introduce the no-
tion of fuzzy simulation-based controllability and show
that it serves as a necessary and sufficient condition
for the existence of fuzzy supervisors of FDESs. We
also present an efficient algorithm for constructing a
fuzzy supervisor whenever it exists. Moreover, we study
the “range” control problem of FDESs and present a
necessary and sufficient condition for the existence of
the “range” supervisors for FDESs.
3) In Subsection B of Section IV, we discuss the rela-
tions between the fuzzy language-equivalence control,
which have been discussed by Qiu [20], and the fuzzy
simulation-equivalence control of FDESs. We find that
the fuzzy simulation-based controllability implies the
corresponding fuzzy language-based controllability but
the inverse does not hold. This result suggests that the
fuzzy simulation-equivalence control is more precise
than the fuzzy language-equivalence control.
Besides the above-mentioned Sections, Section II provides
the formulation of FDESs with parallel composition operation,
which has been introduced by Qiu [20]. Section VI summa-
rizes the main results obtained and mentions several future
research directions.
II. FUZZY DISCRETE EVENT SYSTEMS
In this section, we would briefly introduce the language and
automaton models for DESs and FDESs. For the more details,
we can refer to [8], [20], [37], [2].
A DES is usually modeled by a finite automaton in logical
level. A finite automaton is a 5-tuple G = {X,Σ, α,X0, Xm},
where X denotes a set of finite states, Σ denotes a set of
events, α : X× Σ¯→ 2X is the state transition function, where
Σ¯ = Σ∪{ǫ} with ǫ being a label for “silent” transitions, X0 ⊆
X is the set of initial states, and Xm ⊆ X is the set of marked
(final) states. Σ∗ denotes the set of all finite length sequences
over Σ, including zero length string ǫ. The ǫ-closure of x ∈ X ,
denoted as ǫ∗(x), is the set of states reached by the execution
of a sequence of ǫ-transitions from the state x. By using the ǫ-
closure map, we can extend the definition of the state transition
function to X × Σ∗ in the following inductive manner: ∀x ∈
X,α∗(x, ǫ) = ǫ∗(x), and ∀s ∈ Σ∗, σ ∈ Σ : α∗(x, sσ) =
ǫ∗(α(α∗(x, s), σ)). A subset of Σ∗ is called a language. A
language K is closed if K = pr(K), where pr(K) denotes the
prefix closure of K . The languages generated and marked by G
are, respectively, defined as L(G) = {s ∈ Σ : α∗(X0, s) 6= ∅}
and Lm(G) = {s ∈ L(G) : α∗(X0, s)
⋂
Xm 6= ∅}.
We consider the following vectors and matrices representa-
tion for FDESs [8], [20].
Definition 1: An FDES is modeled as a fuzzy automaton,
which is a max-min system:
G˜ = {X˜, Σ˜, α˜, x˜0, x˜m}.
Here X˜ is a set of fuzzy states over a crisp state set X with
|X | = n. A fuzzy state x˜ ∈ X˜ is represented by a vector
[x1, x2, . . . , xn], where xi ∈ [0, 1] represents the degree of
fuzzy state x˜ being crisp state xi. x˜0 = [x˜0,1, x˜0,2, . . . , x˜0,n]
is the fuzzy initial state, where x˜0,i ∈ [0, 1] is the degree
of the crisp state xi belonging to initial states. x˜m =
[x˜m,1, x˜m,2, . . . , x˜m,n] is the fuzzy final state, where x˜m,i ∈
[0, 1] is the degree of the crisp state xi belonging to final states.
Σ˜ is a set of fuzzy events. Any σ˜ ∈ Σ˜ is denoted by a matrix
σ˜ = [aij ]n∗n with aij ∈ [0, 1]. α : X˜ × Σ˜→ X˜ is a transition
function, which is defined by α˜(x˜, σ˜) = x˜⊙ σ˜ for x˜ ∈ X˜ and
σ˜ ∈ Σ˜. The “⊙” denotes max-min operation in fuzzy set the-
ory [38]: For matrices A = [ail]n∗m and B = [blj ]m∗k, matrix
C = A⊙B = [cij ]n∗k with cij = maxml=1min{ail, blj}.
Remark 1: The vectors and matrices representation for
FDESs mentioned in Definition 1 is also suitable for DESs.
Actually, if we restrict all the elements in state vectors and
event matrices to {0, 1}, then an FDES is reduced to a DES.
The fuzzy languages generated and marked by G˜, denoted
by LG˜ and LG˜,m, respectively, are defined as two functions
from Σ˜ to [0, 1] as follows: LG˜(ǫ) = LG˜,m(ǫ) = 1, and for
any fuzzy events string s˜ = σ˜1σ˜2 . . . σ˜k ∈ Σ˜∗, k ≥ 1,
LG˜(s˜) =
n
max
i=1
x˜0 ⊙ σ˜1 ⊙ . . .⊙ σ˜k ⊙ s¯
T
i , (1)
LG˜,m(s˜) = x˜0 ⊙ σ˜1 ⊙ . . .⊙ σ˜k ⊙ x˜
T
m, (2)
where T is the transpose operation, and s¯i = [0 . . . 1 . . . 0],
where 1 is at the ith entry. The following property is obtained
3Fig. 1. (A). FDES G˜ of Example1. (B). nondeterministic DES G altered
from G˜ by restricting the degree of transition and the degree of belonging to
initial and final states to 0 or 1.
in [20]. For any s˜ ∈ Σ˜∗ and any σ˜ ∈ Σ˜,
LG˜,m(s˜σ˜) ≤ LG˜(s˜σ˜) ≤ LG˜(s˜). (3)
Example 1: Let an FDES G˜ = {X˜, Σ˜, α˜, x˜0, x˜m}, Σ˜ =
{σ˜, σ˜
′
} and
x˜0 = [0.9 0.1], x˜m = [0.1 0.8],
σ˜ =
[
0.9 0.8
0 0.1
]
, σ˜
′
=
[
0 0.3
0 0.9
]
,
where the σ˜ and σ˜′ are the corresponding matrices of events
σ˜ and σ˜′ , respectively. G˜ is shown as Fig.1-(A). If we restrict
all the elements in vectors x˜0, x˜m and matrices σ˜, σ˜
′
to 0 or
1, for instance, we revise 0.9 and 0.8 to 1, 0.3 and 0.1 to 0,
then the FDES G˜ is transformed into a nondeterministic DES
G = {X,Σ, α, x0, xm} (as shown in Fig.1-(B)), where
x0 = [1 0], xm = [0 1], σ =
[
1 1
0 0
]
, σ
′
=
[
0 0
0 1
]
.
According to Equations (1) and (2), the languages generated
and marked by FDES G˜ are shown as follows.
LG˜ =
1
ǫ
+
0.9
σ˜
+
0.3
σ˜
′
+
0.9
σ˜σ˜
+
0.8
σ˜σ˜
′
+
0.1
σ˜
′
σ˜
+
0.3
σ˜
′
σ˜
′
. . . ,
LG˜,m =
1
ǫ
+
0.8
σ˜
+
0.3
σ˜
′
+
0.8
σ˜σ˜
+
0.8
σ˜σ˜
′
+
0.1
σ˜
′
σ˜
+
0.3
σ˜
′
σ˜
′
. . . .
The languages generated and marked by the DES G are shown
as follows.
LG =
1
ǫ
+
1
σ
+
0
σ
′
+
1
σσ
+
1
σσ
′
+
0
σ
′
σ
+
0
σ
′
σ
′
· · · ,
LG,m =
1
ǫ
+
1
σ
+
0
σ
′
+
1
σσ
+
1
σσ
′
+
0
σ
′
σ
+
0
σ
′
σ
′
· · · .
Therefore, actually, nondeterministic DESs are just special
cases of FDESs.
In supervisory control theory, the operation of parallel
composition is one of the most important operations over
fuzzy automata. It characterizes the fuzzy systems combining
with each other by synchronously executing the common
events. For given G˜i = {X˜i, Σ˜i, α˜i, x˜0i, x˜mi}, i ∈ {1, 2}, we
formulate the parallel composition of fuzzy automata in terms
of the following fashion:
G˜1||G˜2 = {X˜1⊗˜X˜2, Σ˜1 ∪ Σ˜2, α˜1||α˜2, x˜01⊗˜x˜02, x˜1m⊗˜x˜2m}.
Here X˜1⊗˜X˜2 = {x˜1⊗˜x˜2 : x˜i ∈ X˜i, i ∈ {1, 2}}, where
⊗˜ denotes fuzzy tensor operation. α˜1||α˜2 is a function from
(X˜1⊗˜X˜2)×(Σ˜1∪Σ˜2) to (X˜1⊗˜X˜2). That is, for any x˜1⊗˜x˜2 ∈
(X˜1⊗˜X˜2) and any σ˜ ∈ (Σ˜1⊗˜Σ˜2),
(α˜1||α˜2)(x˜1⊗˜x˜2, σ˜) = (x˜1⊗˜x˜2)⊙ σ˜.
Here the corresponding matrix σ˜ of fuzzy event σ˜ is defined
as follows.
1) If fuzzy event σ˜ ∈ Σ˜1∩Σ˜2, then the matrix σ˜ = σ˜1⊗˜σ˜2,
where σ˜1 and σ˜2 are the corresponding matrices of fuzzy
event σ˜ in G˜1 and G˜2, respectively.
2) If fuzzy event σ˜ ∈ Σ˜1\Σ˜2, then the matrix σ˜ = σ˜1⊗˜I˜2,
where σ˜1 is the corresponding matrix of fuzzy event σ˜
in G˜1, and I˜2 is the unit matrix of order |X2|.
3) If fuzzy event σ˜ ∈ Σ˜2\Σ˜1, then the matrix σ˜ = I˜1⊗˜σ˜2,
where σ˜2 is the corresponding matrix of fuzzy event σ˜
in G˜2, and I˜1 is the unit matrix of order |X1|.
As indicated above, the symbol ⊗˜ denotes fuzzy tensor
of matrices. That is, for matrices A = [aij ]m×n and B =
[bij ]k×l, we have
A⊗˜B =

 Min{a11, B} . . . Min{a1n, B}..
.
.
.
.
.
.
.
Min{am1, B} . . . Min{amn, B}

 ,
where
Min(aij , B) =

 min{aij, b11} . . . min{aij , b1l}..
.
.
.
.
.
.
.
min{aij , bk1} . . . min{aij , bkl}

 .
Remark 2: The operation of parallel composition over
fuzzy automata defined here is a little different from that in
[20]. Namely, we use fuzzy tensor operation rather than tensor
product operation. Such a choice can ensure the correctness of
the basic properties about the fuzzy simulation relations. We
would discuss these properties in next section.
III. FUZZY SIMULATION AND FUZZY SIMULATION
EQUIVALENCE OF FDESS
In this section, the notions of simulation and simulation
equivalence of finite automata are generalized to their corre-
sponding versions of fuzzy automata: fuzzy simulation and
fuzzy simulation equivalence. Then we present a method for
deciding whether there is a fuzzy simulation between the given
FDESs. Furthermore, we discuss several basic properties of
fuzzy simulation relations, which are the foundations for the
study of the fuzzy simulation-equivalence control problem of
FDESs.
A. Fuzzy Simulation and Fuzzy Simulation Equivalence
Firstly, we introduce the following two notions for finite
automata, which have been presented in [37], [6].
Definition 2: Given two finite automata Gi = {Xi,Σ, αi,
X0i, Xmi}, where i ∈ {1, 2}, G1 is said to be simulated by
G2, denoted by G1 ⊆φ G2, if there exists a binary relation
4φ ∈ P(X1×X2) (P(•) denotes the powerset of a set), which
satisfies the following conditions:
(1).(∀x01 ∈ X01)(∃x02 ∈ X02)((x01, x02) ∈ φ), (4a)
(2).(∀(x1, x2) ∈ φ)⇒ (x1 ∈ Xm1 ⇒ x2 ∈ Xm2), (4b)
(3).(∀(x1, x2) ∈ φ)⇒ (∀σ ∈ Σ)(∀x
′
1 ∈ α1(x1, σ))
(∃x
′
2 ∈ α2(x2, σ))((x
′
1, x
′
2) ∈ φ). (4c)
Here φ is called as a simulation relation. For each (x1, x2) ∈
φ, x1 is said to be simulated by x2. The subscript φ is omitted
from ⊆φ when it is clear from the context.
Intuitively, the condition (1) shows that for each initial state
of G1, there exists at least one initial state of G2 that can
simulate the former; the condition (2) shows that marked states
of G1 can only be simulated by marked states of G2; the
condition (3) shows that for each simulation pair (x1, x2) ∈ φ,
each successor of x1 can be simulated by at least one successor
of x2 under the same event-driven.
Definition 3: Given two finite automata Gi = {Xi,Σ, αi,
X0i, Xmi}, where i ∈ {1, 2}, if there exist simulation relations
φ1 ∈ P(X1×X2) and φ2 ∈ P(X2×X1) such that G1 ⊆φ1 G2
and G2 ⊆φ2 G1, G1 is said to be simulation equivalent with
G2, denoted by G1 ∼φ G2, φ = φ1 ∪ φ2. φ is called as a
simulation equivalence relation. The subscript φ is omitted
from ∼φ when it is clear from the context.
We consider to use a matrix to represent a simulation
relation. Suppose |X1| = m, |X2| = n. Then the simulation
relation φ can be represented by a matrix [φij ]m∗n. The
φij ∈ {0, 1}, and φij = 1 if and only if (x1i , x2j) ∈ φ, where
x1i ∈ X1 and x2j ∈ X2. The states that can simulate x1i and the
states that can be simulated by x2j are denoted by x1i ⊙ φ and
x2j⊙φ
T
, respectively. Here x1i and x2j are vectors as mentioned
in Section 2.
Then, we could use the vectors and matrices representation
to reformulate the conditions in Definition 2 as follows:
1) Equation (4a) means that the initial states of G1 should
be included in the states that the initial states of G2
can simulate. Hence, we reformulate the rule as: X01 ≤
(X02 ⊙ φT ).
2) Equation (4b) means that the states that can simulate the
final states of G1 should be included in the final states
of G2. Hence, we reformulate the rule as: (Xm1⊙φ) ≤
Xm2.
3) Equation (4c) means that given any state x2 ∈ X2, for
any its simulation pair (x1, x2), suppose they make a
same event-transition and turn to new states X1∗ and
X2∗, respectively. Then X1∗ should be included in the
states set that can be simulated by X2∗. Hence, we
reformulate the rule as: (x2⊙φT ⊙σ1) ≤ (x2⊙σ2⊙φT )
for any x2 ∈ X2 and any σ ∈ Σ, where σ1 and σ2
are the corresponding matrices of event σ in G1 and
G2, respectively. Actually, the rule can be simplified as:
(φT ⊙ σ1) ≤ (σ2 ⊙ φT ) for any σ ∈ Σ.
Similarly, the fuzzy simulation relations of FDESs also can
be represented by a matrix. More precisely, consider fuzzy
automata G˜i = {X˜i, Σ˜, α˜i, x˜0i, x˜mi}, where i ∈ {1, 2}.
Suppose |X1| = m, |X2| = n. Then the simulation relation
between G˜1 and G˜2 is denoted by a fuzzy relation φ˜ ∈
F(X1×X2) (F(•) denotes the set of all fuzzy subsets [38]).
Let φ˜ = [aij ]m∗n, aij ∈ [0, 1], where aij denotes the degree
of the crisp state x1i (∈ X1) being simulated by the crisp state
x2j(∈ X2). For any fuzzy state x˜1 ∈ X˜1, the fuzzy state in
G˜2 that can simulate x˜1 is denoted by x˜1 ⊙ φ˜. On the other
hand, for any state x˜2 ∈ X˜2, the fuzzy state in G˜1 that can be
simulated by x˜2 is denoted by x˜2 ⊙ φ˜T .
Based on the above analysis, we present the formal defini-
tions of fuzzy simulation and fuzzy simulation equivalence as
follows.
Definition 4: Given two fuzzy automata G˜i = {X˜i, Σ˜, α˜i,
x˜0i, x˜mi}, where i ∈ {1, 2}, G˜1 is said to be fuzzy simulated
by G˜2, denoted by G˜1 ⊆φ˜ G˜2, if there exists a fuzzy relation
φ˜ ∈ F(X˜1 × X˜2), which satisfies the following conditions:
(1).x˜01 ≤ x˜02 ⊙ φ˜
T , (5a)
(2).x˜m1 ⊙ φ˜ ≤ x˜m2, (5b)
(3).φ˜T ⊙ σ˜1 ≤ σ˜2 ⊙ φ˜
T (∀σ˜ ∈ Σ˜). (5c)
Here σ˜1 and σ˜2 denote the corresponding matrices of event σ˜
in G˜1 and G˜2, respectively. φ˜ is called as a fuzzy simulation
relation. Equations (5a)-(5c) are called as fuzzy simulation
conditions with respect to G˜1 → G˜2. The subscript φ˜ is
omitted from ⊆φ˜ when it is clear from the context.
Definition 5: Given two finite automata G˜i = {X˜i, Σ˜, α˜i,
x˜0i, x˜mi}, where i ∈ {1, 2}, if there exist fuzzy simulation
relations φ˜1 ∈ F(X1 ×X2) and φ˜2 ∈ F(X2 ×X1) such that
G˜1 ⊆φ˜1 G˜2 and G˜2 ⊆φ˜2 G˜1, G˜1 is said to be fuzzy simulation
equivalent with G˜2, denoted by G˜1 ∼ G˜2.
By the way, Cao et al. [39] presented a notion related to
the bisimulation for fuzzy-transition systems from a different
point of view. Xing et al. [40] also defined simulation and
bisimulation for fuzzy automata. However, the relation defined
by Xing et al. [40] is actually crisp rather than fuzzy. Definition
4 generalizes the simulation relations by allowing the states
of automata to simulate with any degree. This generalization
makes it possible to characterize the relations between au-
tomata more precisely. It should be pointed out that fuzzy
simulation relations defined here is equivalent with forward
simulation relations defined in [19] for the particular max-min
systems.
The following example illustrates the concepts defined be-
fore.
Example 2: Let G˜i = {X˜i, Σ˜, α˜i, x˜0i, x˜mi}, i ∈ {1, 2},
where Σ˜ = {σ˜, σ˜′} and
x˜01 = [0 1], x˜m1 = [1 1], x˜02 = [1 0], x˜m2 = [1 1],
σ˜1 =
[
1 0.4
0.3 0.5
]
, σ˜
′
1 =
[
0.4 0.7
0.7 1
]
,
σ˜2 =
[
0.5 0.3
0.3 1
]
, σ˜
′
2 =
[
1 0.7
0.7 0.4
]
,
where σ˜i and σ˜
′
i are the corresponding matrices of events σ˜
and σ˜′ in G˜i, respectively. G˜1 and G˜2 are shown as Fig. 2.
We have the fuzzy relation
φ˜ =
[
0.5 1
1 0.5
]
,
5Fig. 2. (A). FDES G˜1 of Example2. (B). FDES G˜2 of Example2. According
to Definition 4 and Definition 5, G˜1 ∼ G˜2.
which satisfies the fuzzy simulation conditions with respect to
G˜1 → G˜2 and G˜2 → G˜1. That is, G˜1 ⊆φ˜ G˜2 and G˜2 ⊆φ˜
G˜1. Therefore G˜1 and G˜2 are fuzzy simulation equivalent (as
shown in Fig. 2).
B. Verification of Fuzzy Simulation Relations
In this subsection, we present a method for deciding whether
there is a fuzzy simulation between given FDESs.
From Definition 4, we notice that the verification of the
fuzzy simulation relation means finding one of the solutions
of Equations (5a)-(5c).
Before giving the method for verifying the fuzzy simulation
relation between two FDESs, we need to present a useful
lemma as follows.
Lemma 1: Let two FDESs G˜i = {X˜i, Σ˜, α˜i, x˜0i, x˜mi},
where i ∈ {1, 2}, |X1| = m, |X2| = n, |Σ˜| = k. Suppose A =
{x˜01,i, x˜02,j , x˜m1,i, x˜m2,j , σ˜1,ii′ , σ˜2,jj′ }, where i, i
′
∈ [1,m],
j, j
′
∈ [1, n], where σ˜1, σ˜2 are the corresponding matrices
for any event σ˜ ∈ Σ˜ in G˜1 and G˜2, respectively. That is, A
is the set of all the elements in the state vectors and event
matrices of G˜i. Let φ˜ = [φ˜ij ]m∗n, φ˜↑ = [φ˜↑ij ]m∗n, and
φ˜↑ij = min{a|a ∈ A ∧ a ≥ φ˜ij}. If φ˜ satisfies Equations
(5a)-(5c), then φ˜↑ also satisfies Equations (5a)-(5c).
Proof:
1) It is obvious that φ˜ ≤ φ˜↑, which together with x˜01 ≤ x˜02
⊙φ˜T implies that x˜01 ≤ x˜02 ⊙ φ˜↑
T
.
2) x˜m1 ⊙ φ˜ ≤ x˜m2 means that ∀j ∈ [1, n],maxi∈[1,m]
{min{x˜m1,i, φ˜ij}} ≤ x˜m2,j . That is, ∀i ∈ [1,m], j ∈
[1, j], min{x˜m1,i, φ˜ij} ≤ x˜m2,j . Next we show that
min{x˜m1,i, φ˜
↑
ij} ≤ x˜m2,j holds by dividing into the
following two cases:
a) when x˜m1,i ≤ φ˜ij , mini∈[1,m]{x˜m1,i, φ˜↑ij} ≤
x˜m2,j is obvious.
b) when x˜m1,i ≥ φ˜ij , we immediately get φ˜ij ≤
x˜m2,j . For x˜m2,j ∈ A, we get φ˜↑ij ≤ x˜m2,j . Then
min{x˜m1,i, φ˜
↑
ij} ≤ x˜m2,j holds.
Therefore, maxi∈[1,m]{min{x˜m1,i, φ˜↑ij}} ≤ x˜m2,j holds
for any j ∈ [1, n]. That is, x˜m1 ⊙ φ˜↑ ≤ x˜m2.
3) φ˜T ⊙ σ˜1 ≤ σ˜2 ⊙ φ˜T means that ∀i ∈ [1, n], j ∈ [1,m],
max
j′∈[1,n]
{min{φ˜T
ij′
, σ˜1,j′ j}} ≤
max
i′∈[1,m]
{min{σ˜2,ii′ , φ˜
T
i′ j
}}.
Suppose when i′ = i0, the right-hand side of the above
inequality gets the maximum. Then ∀i ∈ [1, n], j ∈
[1,m], j
′
∈ [1,m], we get
min{φ˜T
ij′
, σ˜1,j′ j} ≤ min{σ˜2,ii0 , φ˜
T
i0j}.
Similarly, by dividing into φ˜T
ij′
≤ σ˜1,j′ j and φ˜Tij′ ≥
σ˜1,j′ j two cases, we have
min{φ˜↑
T
ij′ , σ˜1,j′ j} ≤ min{σ˜2,ii0 , φ˜
T
i0j}. (6)
Together with φ˜Ti0j ≤ φ˜↑
T
i0j , we further get
min{φ˜↑
T
ij′ , σ˜1,j′ j} ≤ min{σ˜2,ii0 , φ˜
↑
T
i0j}. (7)
Then from Equations (6) and (7), we get that ∀i ∈
[1, n], j ∈ [1,m],
max
j′∈[1,n]
{min{φ˜↑
T
ij′ , σ˜1,j′ j}} ≤
max
i′∈[1,m]
{min{σ˜2,ii′ , φ˜
↑
T
i′ j}}.
That is, φ˜↑
T
⊙ σ˜1 ≤ σ˜2 ⊙ φ˜↑
T
.
Therefore, φ˜↑ satisfies Equations (5a)-(5c).
Remark 3: Lemma 1 suggests that if there exists a fuzzy
simulation relation φ˜ between G˜1 and G˜2, then there also
exists a fuzzy simulation relation φ˜↑, whose elements are all
from the set A, between G˜1 and G˜2. Equivalently, if there does
not exist any fuzzy simulation relation whose elements are all
from the set A, then there does not exist any fuzzy simulation
relation. In addition, the cardinality of set A is finite. Thus, we
can make an exhaustive search for the fuzzy simulation rela-
tions over the matrix space Am∗n. The worst case complexity
of the search algorithm is O((2∗(m+n)+(m2+n2)∗k)m∗n).
Notably, Reference [18] provides an algorithm to compute the
greatest simulation between fuzzy automata. The algorithm
can be used for verifying simulation.
The following example illustrates the search algorithm to
decide whether there is a simulation between the given FDESs.
Example 3: Let G˜i = {X˜i, Σ˜, α˜i, x˜0i, x˜mi}, i ∈ {1, 2},
where Σ˜ = {σ˜, σ˜′} and
x˜01 = [0.9 1], x˜m1 = [1 1], x˜02 = [0 0 1], x˜m2 = [1 1 1],
σ˜1 =
[
1 0.7
0.7 0.9
]
, σ˜
′
1 =
[
0.7 0.7
0.9 1
]
,
σ˜2 =

 1 0.2 0.40.6 1 0.2
0.4 0.7 0.9

 , σ˜′2 =

 0.6 0.7 0.10.7 0.2 0.4
0.9 0.9 1

 .
Here σ˜i and σ˜
′
i are the corresponding matrices of events σ˜ and
σ˜
′ in G˜i, respectively.
First, we compute the set A = {0, 0.2, 0.4, 0.7, 0.9, 1}. By
exhaustive searching over the matrix space A2∗3 and A3∗2,
respectively, we get the following fuzzy simulation relations
φ˜ =
[
1 1 0.9
0.7 0.7 1
]
and ϕ˜ =

 1 0.91 0.9
0.7 1

 ,
such that G˜1 ⊆φ˜ G˜2 and G˜2 ⊆ϕ˜ G˜1. Therefore, G˜1 and G˜2
are fuzzy simulation equivalent.
6C. Properties of Fuzzy Simulation of FDESs
In this subsection, we discuss some basic properties of fuzzy
simulation, which play an important role in the study of fuzzy
simulation-equivalence control of FDESs. For convenience, we
consider a set of FDESs with common events A = {G˜i},
where G˜i = {X˜i, Σ˜, α˜i, x˜0i, x˜mi}, i ∈ {1, 2, 3, . . .}.
Proposition 1: The fuzzy simulation relation is transitive.
Proof: Consider G˜i ∈ A, i = {1, 2, 3} with G˜1 ⊆φ˜1
G˜2 and G˜2 ⊆φ˜2 G˜3. We need to show that there exists a
simulation relation φ˜ such that G˜1 ⊆φ˜ G˜3.
1) By G˜2 ⊆φ˜2 G˜3, we have x˜02 ≤ x˜03⊙ φ˜T2 , which implies
x˜02 ⊙ φ˜T1 ≤ x˜03 ⊙ φ˜
T
2 ⊙ φ˜
T
1 . Noting that φ˜T2 ⊙ φ˜T1 =
(φ˜1 ⊙ φ˜2)T , we get x˜02 ⊙ φ˜T1 ≤ x˜03 ⊙ (φ˜1 ⊙ φ˜2)T . By
G˜1 ⊆φ˜1 G˜2, we have x˜01 ≤ x˜02 ⊙ φ˜
T
1 . Then we get
x˜01 ≤ x˜03 ⊙ (φ˜1 ⊙ φ˜2)T .
2) By G˜1 ⊆φ˜1 G˜2, we have x˜m1 ⊙ φ˜1 ≤ x˜m2, which im-
plies x˜m1⊙ φ˜1⊙ φ˜2 ≤ x˜m2⊙ φ˜2. By G˜2 ⊆φ˜2 G˜3, we get
x˜m2⊙φ˜2 ≤ x˜m3. Then we have x˜m1⊙(φ˜1⊙φ˜2) ≤ x˜m3.
3) By G˜1 ⊆φ˜1 G˜2 and G˜2 ⊆φ˜2 G˜3, we have φ˜T1 ⊙ σ˜1 ≤
σ˜2⊙φ˜T1 and φ˜T2 ⊙σ˜2 ≤ σ˜3⊙φ˜T2 , which imply φ˜T2 ⊙φ˜T1 ⊙
σ˜1 ≤ φ˜
T
2 ⊙ σ˜2⊙ φ˜
T
1 and φ˜T2 ⊙ σ˜2⊙ φ˜T1 ≤ σ˜3⊙ φ˜T2 ⊙ φ˜T1 ,
respectively. Thus we have φ˜T2 ⊙φ˜T1 ⊙σ˜1 ≤ σ˜3⊙φ˜T2 ⊙φ˜T1 ,
that is, (φ˜1 ⊙ φ˜2)T ⊙ σ˜1 ≤ σ˜3 ⊙ (φ˜1 ⊙ φ˜2)T .
Hence, let φ˜ = φ˜1 ⊙ φ˜2. By the definition of fuzzy
simulation, we have G1 ⊆φ˜ G3.
Lemma 2: Assume A, B, C, and D are matrices for which
A ⊙ C and B ⊙ D are defined. Then (A⊗˜B) ⊙ (C⊗˜D) =
(A⊙ C)⊗˜(B ⊙D).
Proof: Without loss of generality, suppose A,B,C,D are
k ∗m, p∗s,m∗n, s∗r matrices respectively. Let a∧B denote
Min{a,B} and let a ∧ c denote min{a, c}. Then we have
(A⊗˜B)⊙ (C⊗˜D)
=

 a11 ∧B . . . a1m ∧B..
.
.
.
.
.
.
.
ak1 ∧B . . . akm ∧B

⊙

 c11 ∧D . . . c1n ∧D..
.
.
.
.
.
.
.
cm1 ∧D . . . cmn ∧D


=
[
m
max
l=1
min{(ail ∧B)⊙ (clj ∧D)}
]j∈[1,n]
i∈[1,k]
=
[
m
max
l=1
min{(ail ∧ clj) ∧ (B ⊙D)}
]j∈[1,n]
i∈[1,k]
= [[A⊙ C]ij ∧ (B ⊙D)]
j∈[1,n]
i∈[1,k]
= (A⊙ C)⊗˜(B ⊙D).
Lemma 2 is used to support the proof of Proposition 2 and
Proposition 3.
The following proposition shows that if the first fuzzy
automaton can be simulated by the second automaton, then
the parallel composition of the first automaton and another
automaton can also be simulated by the second automaton.
Proposition 2: G˜1 ⊆ G˜3 ⇒ G˜1||G˜2 ⊆ G˜3 ; G˜2 ⊆ G˜3 ⇒
G˜1||G˜2 ⊆ G˜3.
Proof: We prove the part 1 first. Suppose G˜1 ⊆φ˜1 G˜3
and |X2| = n. We define φ˜2 := φ˜1⊗˜(1)Tn , in which (1)n =
[1, . . . , 1︸ ︷︷ ︸
n
]. We show G˜1||G˜2 ⊆φ˜2 G˜3 as follows.
1) By G˜1 ⊆φ˜1 G˜3, we have x˜01 ≤ x˜03⊙ φ˜T1 , which implies
x˜01⊗˜(1)n ≤ x˜03 ⊙ φ˜T1 ⊗˜(1)n. As x˜01⊗˜x˜02 ≤ x˜01⊗˜(1)n
is obvious, we have x˜01⊗˜x˜02 ≤ x˜03 ⊙ φ˜T1 ⊗˜(1)n.
Noting that a matrix’s ⊗˜ operation with (1)n just means
successively duplicating its every column n times, we
get x˜03 ⊙ φ˜T1 ⊗˜(1)n = x˜03 ⊙ (φ˜T1 ⊗˜(1)n). Therefore, we
have x˜01⊗˜x˜02 ≤ x˜03 ⊙ (φ˜T1 ⊗˜(1)n) = x˜03 ⊙ φ˜T2 .
2) As (x˜m2 ⊙ (1)Tn ) is a 1*1’s matrix, we have (x˜m1 ⊙
φ˜1)⊗˜(x˜m2⊙(1)Tn ) ≤ (x˜m1⊙φ˜1). By Lemma 2, we have
(x˜m1⊙ φ˜1)⊗˜(x˜m2⊙(1)Tn ) = (x˜m1⊗˜x˜m2)⊙(φ˜1⊗˜(1)Tn ).
Then we have (x˜m1⊗˜x˜m2)⊙ (φ˜1⊗˜(1)Tn ) ≤ (x˜m1⊙ φ˜1).
Further, by G˜1 ⊆φ˜1 G˜3, we have x˜m1 ⊙ φ˜1 ≤
x˜m3. Therefore (x˜m1⊗˜x˜m2) ⊙ φ˜2 = (x˜m1⊗˜x˜m2) ⊙
(φ˜1⊗˜(1)Tn ) ≤ x˜m3 holds.
3) By G˜1 ⊆φ˜1 G˜3, we get φ˜T1 ⊙ σ˜1 ≤ σ˜3 ⊙ φ˜T1 ,
which together with (1)n ⊙ σ˜2 ≤ (1)n implies (φ˜T1 ⊙
σ˜1)⊗˜((1)n ⊙ σ˜2) ≤ (σ˜3 ⊙ φ˜T1 )⊗˜(1)n. Further, (φ˜T1 ⊙
σ˜1)⊗˜((1)n ⊙ σ˜2) = (φT1 ⊗˜(1)n) ⊙ (σ˜1⊗˜σ˜2) holds by
Lemma 2 and (σ˜3⊙ φ˜T1 )⊗˜(1)n = σ˜3⊙(φ˜T1 ⊗˜(1)n) holds
as we interpreted above. Therefore, we get (φ˜T1 ⊗˜(1)n)⊙
(σ˜1⊗˜σ˜2) ≤ σ˜3 ⊙ (φ˜
T
1 ⊗˜(1)n), that is, φ˜2 ⊙ (σ˜1⊗˜σ˜2) ≤
σ˜3 ⊙ φ˜2.
That is, we complete the proof of part 1 of the proposition.
Similarly, supposing G˜2 ⊆φ˜1 G˜3, |X1| = n, and defining
φ˜2 := (1)Tn ⊗˜φ˜1, we can prove G˜2 ⊆φ˜1 G˜3 ⇒ G˜1||G˜2 ⊆φ˜2
G˜3.
The following corollary follows from Proposition 2.
Corollary 1: G˜1||G˜2 ⊆ G˜1; G˜1||G˜2 ⊆ G˜2.
Proof: Since G˜1 ⊆ G˜1 and G˜2 ⊆ G˜2, by Proposition 2,
we immediately get G˜1||G˜2 ⊆ G˜1 and G˜1||G˜2 ⊆ G˜2.
Proposition 3: Given two fuzzy automata G˜i, i ∈ {1, 2},
then L(G˜1||G˜2) = L(G˜1)∩˜L(G˜2), where symbol ∩˜ is Zadeh
fuzzy AND operator.
Proof: Let |X1| = m and |X2| = n. Suppose for any
s˜ ∈ Σ˜∗ with s˜ = σ˜1σ˜2 . . . σ˜k, the corresponding matrices of
fuzzy event σ˜i, i ∈ [1, k] in G˜1 and G˜2 are denoted by σ˜i1 and
σ˜i2, respectively. For convenience, let (σ˜11⊙σ˜21⊙. . .⊙σ˜k1 ) = σ˜s1
and (σ˜11 ⊙ σ˜21 ⊙ . . .⊙ σ˜k1 ) = σ˜s2. We have:
L(G˜1||G˜2)(s˜)
=
m∗n
max
i=1
(x˜01⊗˜x˜02)⊙ (σ˜
s
1⊗˜σ˜
s
2) ∗ s¯i
=
m∗n
max
i=1
(x˜01 ⊙ σ˜
s
1)⊗˜(x˜02 ⊙ σ˜
s
2) ∗ s¯i
= min{
m
max
i=1
(x˜01 ⊙ σ˜
s
1 ∗ s¯i),
n
max
i=1
(x˜02 ⊙ σ˜
s
1 ∗ s¯i)}
= min{L(G˜1)(s˜), L(G˜2)(s˜)}
= L(G˜1)(s˜)∩˜L(G˜2)(s˜).
The following proposition shows that if the first fuzzy
automaton can be fuzzy simulated by another two automata,
7then the first automaton also can be fuzzy simulated by the
parallel composition of another two automata.
Proposition 4: G˜3 ⊆ G˜1, G˜3 ⊆ G˜2 ⇒ G˜3 ⊆ G˜1||G˜2.
Proof: We would like to postpone the proof to Appendix
A.
The following proposition shows that the inverse direction
of Proposition 4 also holds.
Proposition 5: G˜3 ⊆ G˜1||G˜2 ⇒ G˜3 ⊆ G˜1, G˜3 ⊆ G˜2
Proof: We also would like to postpone the proof to
Appendix B.
The following corollary follows from Proposition 2 and
Proposition 4.
Corollary 2: G˜1 ⊆ G˜2 ⇒ G˜3||G˜1 ⊆ G˜3||G˜2.
Proof: Since G˜1 ⊆ G˜2, by Proposition 2, we have
G˜3||G˜1 ⊆ G˜2. By Corollary 1, we have G˜3||G˜1 ⊆ G˜3. There-
fore by Proposition 4, we further have G˜3||G˜1 ⊆ G˜3||G˜2.
IV. FUZZY SIMULATION-EQUIVALENCE CONTROL OF
FDESS
In this section, we first study the fuzzy simulation-
equivalence control problem, then investigate the rela-
tions between fuzzy language-equivalence control and fuzzy
simulation-equivalence control.
A. Fuzzy Simulation-Equivalence Control
We model an uncontrolled system, a specification, and a
supervisor as the following fuzzy automata: G˜ = {X˜, Σ˜,
α˜, x˜0, x˜m}, R˜ = {Q˜, Σ˜, β˜, q˜0, q˜m}, and S˜ = {Y˜ , Σ˜, γ˜,
y˜0, y˜m}, respectively. In this subsection, we study the fuzzy
simulation-equivalence control problem of FDESs, which
guarantees the fuzzy simulation equivalence of the controlled
system and the given specification, that is, G˜||S˜ ∼ R˜.
In an FDES, each fuzzy event is physically associated with
a degree of uncontrollability. More formally, we present the
following definition.
Definition 6: The uncontrollable event set Σ˜uc and control-
lable event set Σ˜c are, respectively, defined as a function from
Σ˜ to [0, 1], which satisfy the following condition:
Σ˜uc(σ˜) + Σ˜c(σ˜) = 1 (∀σ˜ ∈ Σ˜), (8)
where Σ˜uc(σ˜) and Σ˜c(σ˜) are the degrees of uncontrollability
and controllability, respectively, of event σ˜.
Due to the uncontrollability of fuzzy event, we present the
following notion to characterize the valid supervisors of fuzzy
simulation-equivalence control.
Definition 7: A fuzzy automaton S˜ = {Y˜ , Σ˜, γ˜, y˜0, y˜m}
with uncontrollable event set Σ˜uc and |Y | = n, is called a fuzzy
Σ˜u-compatible supervisor if the following condition holds:
n
max
j=1
σ˜(i)(j) ≥ Σ˜uc(σ˜) (∀σ˜ ∈ Σ˜, ∀ i ∈ [1, n]). (9)
Intuitively, Equation (9) indicates that every row of every
event matrix of the fuzzy Σ˜u-compatible supervisor includes
at least one element which is no less than the uncontrollable
degree of the corresponding event.
Remark 4: Fuzzy Σ˜u-compatible supervisor generalizes the
notion of Σ˜u-compatible supervisor introduced in [37]. If we
assume that the events, the states and the uncontrollability are
all crisp, then it reduces to the Σ˜u-compatible supervisor.
Next, we consider to find a necessary and sufficient con-
dition for the existence of fuzzy supervisors. Intuitively, we
believe that the fuzzy supervisor should be closely related to
the specification R˜. Therefore, firstly we construct a fuzzy
Σ˜uc-compatible supervisor R˜+ based on the specification
automaton R as follows.
Algorithm 1: Supposing R˜ = {Q˜, Σ˜, β˜, q˜0, q˜m}, |Q| = n,
then we define
R˜+ = {Q˜+, Σ˜+, β˜+, q˜+0 , q˜
+
m},
where Q+ = Q ∪ {q+}, q˜+0 = [q˜0, 0], q˜+m = [q˜m, 0], β˜+ :
Q˜+ × Σ˜+ → Q˜+ is a transition function which is defined by
β˜+(q˜, σ˜) = q˜⊙ σ˜ for q˜ ∈ Q˜+ and σ˜ ∈ Σ˜+. As the number of
the corresponding crisp states increases to (n + 1), the order
of the events matrices should increase to (n + 1). For any
σ˜+ ∈ Σ˜+ and ∀i, j ∈ [1, n+ 1], we construct it as follows:
σ˜+(i)(j) =


σ˜(i)(j), if i ∈ [1, n], j ∈ [1, n],
0, if i = n+ 1, j ∈ [1, n],
Σ˜uc(σ˜), if i = n+ 1, j = n+ 1,
0, else if maxnj=1 σ˜(i)(j) ≥ Σ˜uc(σ˜),
Σ˜uc(σ˜), else if maxnj=1 σ˜(i)(j) < Σ˜uc(σ˜).
(10)
Here σ˜(i)(j) denotes the ith row and jth column element
of the matrix σ˜.
The algorithm shows that R˜+ is obtained by adding a crisp
state and adding transitions from each state to the new state
to ensure that R˜+ is a fuzzy Σ˜uc-compatible supervisor. The
following example illustrates the algorithm.
Example 4: Let the specification R˜ = {Q˜, Σ˜, β˜, q˜0, q˜m}.
Here q˜0 = [1 0], q˜m = [0 1], Σ˜ = {σ˜, σ˜
′
} , Σ˜uc(σ˜) = 0.7 and
Σ˜uc(σ˜
′
) = 0.6. The corresponding events matrices are:
σ˜ =
[
0.8 0.4
0.3 0
]
, σ˜
′
=
[
0 0.5
0.3 0.7
]
.
Then by Algorithm 1, R˜+ = {Q˜+, Σ˜+, β˜+, q˜+0 , q˜+m}. Here
q˜+0 = [1, 0, 0], q˜
+
m = [0, 1, 0], and the corresponding events
matrices are:
σ˜ =

 0.8 0.4 00.3 0 0.7
0 0 0.7

 , σ˜′ =

 0 0.5 0.60.3 0.7 0
0 0 0.6

 .
The FDES R˜ and R˜+ are shown as Fig. 3 (A) and (B),
respectively.
The following two lemmas characterize the relations among
R˜+, R˜, and any fuzzy Σ˜uc-compatible supervisor S˜. They will
be used to support the proof of Theorem 1.
Lemma 3: R˜ ⊆ R˜+.
Proof: Suppose |Q| = n. Let φ˜ = (In∗n, 0n∗1). Then it
is easy to check R˜ ⊆φ˜ R˜+.
Lemma 4: Let S˜ be any fuzzy Σ˜uc-compatible supervisor.
Then R˜ ⊆ S˜ ⇒ R˜+ ⊆ S˜.
Proof: Suppose R˜ ⊆φ˜1 S˜ and |Q| = n, |Y | = m. Let
φ˜2(i)(j) =
{
φ˜1(i)(j), i ∈ [1, n], j ∈ [1,m],
maxσ˜∈Σ˜ Σ˜uc(σ˜), i = n+ 1, j ∈ [1,m].
(11)
8Fig. 3. (A). FDES R˜ with Σ˜uc(σ˜) = 0.7 and Σ˜uc(σ˜′ ) = 0.6. (B). FDES
R˜+ constructed from R˜ using Algorithm 1.
Here φ˜(i)(j) denotes the ith row and jth column element of
the matrix φ˜. We show R˜+ ⊆φ˜2 S˜ as follows.
1) By R˜ ⊆φ˜1 S˜, we have q˜0 ≤ y˜0 ⊙ φ˜T1 , that is,
q˜0(i) ≤
m
max
j=1
min{y˜0(j), φ
T
1 (j)(i)} for ∀i ∈ [1, n].
Further, it is obvious that the following equation holds:
0 ≤
m
max
j=1
min{y˜0(j),max
σ˜∈Σ˜
Σ˜uc(σ˜)}, ∀i ∈ [1, n].
Then by the definitions of φ˜2 and q˜+0 , we have
q˜+0 (i) ≤
m
max
j=1
min{y˜0(j), φ
T
2 (j)(i)}, ∀i ∈ [1, n+ 1],
that is, q˜+0 ≤ y˜0 ⊙ φT2 .
2) By R˜ ⊆φ˜1 S˜, we have q˜m ⊙ φ˜1 ≤ y˜m, that is,
n
max
i=1
min{q˜m(i), φ˜1(i)(j)} ≤ y˜m(j), ∀j ∈ [1,m].
(12)
Further, it is obvious that the following equation holds:
max{min{0,max
σ˜∈Σ˜
Σ˜uc(σ˜)},
n
max
i=1
min{q˜m(i), φ˜1(i)(j)}}
=
n
max
i=1
min{q˜m(i), φ˜1(i)(j)}. (13)
On the other hand, by the definitions of φ˜2 and q˜+m, we
have
max{min{0,max
σ˜∈Σ˜
Σ˜uc(σ˜)},
n
max
i=1
min{q˜m(i), φ˜1(i)(j)}}
=
n+1
max
i=1
min{q˜+m(i), φ˜2(i)(j)}. (14)
From Equations (12), (13) and (14), we have
n+1
max
i=1
min{q˜+m(i), φ˜2(i)(j)} ≤ y˜m(j), ∀j ∈ [1,m],
(15)
that is, q˜+m ⊙ φ˜2 ≤ y˜m holds.
3) Suppose for any σ˜ ∈ Σ˜, the corresponding event
matrices in R˜, R˜+ and S˜ are denoted by σ˜, σ˜+ and σ˜s,
respectively. By R˜ ⊆φ˜1 S˜, we have φ˜
T
1 ⊙ σ˜ ≤ σ˜
s ⊙ φ˜T1
for any σ˜ ∈ Σ˜, that is, ∀i ∈ [1, n], ∀j ∈ [1,m], we have
n
max
i∗=1
min{φT1 (j)(i
∗), σ˜(i∗)(i)} ≤
m
max
j∗=1
min{σ˜s(j)(j∗), φ˜T1 (j
∗)(i)}. (16)
For convenience, we denote the left-hand and right-hand
sides of the above inequality as A(j)(i) and B(j)(i),
respectively. On the other hand, we need to show φ˜T2 ⊙
σ˜+ ≤ σ˜s ⊙ φ˜T2 , that is, ∀i ∈ [1, n+ 1], ∀j ∈ [1,m], we
need to show
n+1
max
i∗=1
min{φT2 (j)(i
∗), σ˜+(i∗)(i)} ≤
m
max
j∗=1
min{σ˜s(j)(j∗), φ˜T2 (j
∗)(i)}. (17)
For convenience, we denote the left-hand and right-hand
sides of the above inequality as C(j)(i) and D(j)(i),
respectively. Then we show C(j)(i) ≤ D(j)(i) by
dividing into the following two cases:
a) i ∈ [1, n].
By the definition of φ˜2, we have
B(j)(i) = D(j)(i).
By the definitions of φ˜2 and σ˜+, we have
C(j)(i)
= max{A(j)(i),min{φT2 (j)(n+ 1), σ˜
+(n+ 1)(i)}}
= max{A(j)(i),min{max
σ˜∈Σ˜
Σ˜uc(σ˜), 0}} = A(j)(i).
Then we have C(j)(i) ≤ D(j)(i).
b) i = n+ 1.
By the definitions of φ˜2 and σ˜+, we have
C(j)(n+ 1) =
n+1
max
i∗=1
min{φT2 (j)(i
∗), σ˜+(i∗)(n+ 1)}
≤ Σ˜uc(σ˜).
For S˜ is fuzzy Σ˜uc-compatible, together with the defi-
nition of φ˜2, we have
D(j)(n+ 1) =
m
max
j∗=1
min{σ˜s(j)(j∗), φ˜T2 (j
∗)(n+ 1)}
≥ Σ˜uc(σ˜).
Then we have C(j)(i) ≤ D(j)(i). Therefore, ∀i ∈
[1, n + 1], ∀j ∈ [1,m], C(j)(i) ≤ D(j)(i) holds, that
is, φ˜T2 ⊙ σ˜+ ≤ σ˜s ⊙ φ˜T2 holds.
That is, we complete the proof of the lemma.
The following theorem provides a necessary and sufficient
condition for the existence of fuzzy supervisors.
Theorem 1: Given an uncontrolled system G˜, and specifi-
cation R˜, there exists a fuzzy Σ˜uc-compatible supervisor S˜
such that G˜||S˜ ∼ R˜ if and only if R˜ ⊆ G˜ and G˜||R˜+ ⊆ R˜,
where R˜+ has been defined in Algorithm 1.
Proof: For sufficiency, by Lemma 3 we have R˜ ⊆ R˜+,
which together with R˜ ⊆ G˜ implies R˜ ⊆ G˜||R˜+ by
Proposition 4. As G˜||R˜+ ⊆ R˜ holds, we have G˜||R˜+ ∼ R˜.
Since R˜+ is fuzzy Σ˜uc-compatible, we can choose S˜ to be
R˜+. Then G˜||S˜ ∼ R˜ holds.
For necessity, G˜||S˜ ∼ R˜ implies G˜||S˜ ⊆ R˜ and R˜ ⊆ G˜||S˜,
which further implies R˜ ⊆ G˜ and R˜ ⊆ S˜ by Proposition
5. It remains to show G˜||R˜+ ⊆ R˜. By Lemma 4 R˜ ⊆ S˜
implies R˜+ ⊆ S˜. By Corollary 2, R˜+ ⊆ S˜ implies G˜||R˜+ ⊆
G˜||S˜, which together with G˜||S˜ ⊆ R˜, implies G˜||R˜+ ⊆ R˜ by
Proposition 1.
Remark 5: The condition of the existence of supervisors
for crisp DESs has been studied by Zhou and Kumar [6].
Theorem 1 generalizes the results to FDESs. Theorem 1
9shows that the problem of verifying the existence of fuzzy
supervisors can be reduced to the problem of verifying the
fuzzy simulation relations, which can be solved by the search
algorithm mentioned in Section III (Subsection B). Whenever
the supervisors exist, R˜+ can serve as a supervisor.
From Theorem 1, we present the following definition to
characterize the achievable specifications by fuzzy simulation-
equivalence control.
Definition 8: Given an uncontrolled system G˜ with the
uncontrollable set Σ˜uc and a specification R˜, R˜ is called fuzzy
simulation-based controllable with respect to G˜ and Σ˜uc if
R˜ ⊆ G˜ and G˜||R˜+ ⊆ R˜ hold.
The following example illustrates the fuzzy simulation-
equivalence control for a specification which can be expressed
by fuzzy simulation equivalence but can not by fuzzy language
equivalence.
Example 5: In an FDES-based disease treatment-decision
support system, each of the main clinical variables of a
certain disease is modeled as an FDES, in which the states
denote the conditions of the clinical variable, such as “poor”,
“not bad”, “good”, etc., and the events denote treatment
regimens [29], [30], [31]. Let a clinical variable be modelled as
G˜ = {X˜, Σ˜, α˜, x˜0, x˜m} (as shown in Fig. 4). Suppose that the
first and second crisp states of G˜ denote “bad” and “good”,
respectively. The initial state is x˜0 = [1 0] and the marked
state is x˜m = [1 1]. Σ˜ = {σ˜, σ˜
′
}, denoting the candidate
treatment regimens, are fuzzy events with Σ˜uc(σ˜) = 0.8 and
Σ˜uc(σ˜
′
) = 0.1. The corresponding matrices of the events are:
σ˜1 =
[
0.4 0.8
0 0.4
]
, σ˜
′
1 =
[
0.4 0.9
0.4 0.4
]
.
Besides the high cure rate, the low recurrence rate of a
treatment regimen is another important desired specification
in medical treatment.
Suppose the desired treatment specification is that the
recurrence rate should be no greater than 20%. Then the
specification can be modeled as R˜ = {Q˜, Σ˜, β˜, q˜0, q˜m}. Here
the initial state, the final state and the treatment regimen σ˜ are
equal to those in the uncontrolled system. The corresponding
treatment regimen σ˜′ matrix is:
σ˜
′
2 =
[
0.4 0.9
0.2 0.4
]
.
According to Equations (1) and (2), we can easily get the
system language LG˜ and the specification language LR˜ as
follows.
LG˜ =
1
ǫ
+
0.8
σ
+
0.9
σ′
+
0.4
s˜ (|s˜| ≥ 2)
= LR˜.
Hence, if we use fuzzy language equivalence as system behav-
ioral equivalence, then the specification is directly achieved
without control. However, as mentioned above, the system
behavior is not satisfied. Therefore, under these circumstances,
the fuzzy language-equivalence control does not work and the
fuzzy simulation-equivalence control is required.
Next, we consider whether the specification can be achieved
by the fuzzy simulation-equivalence control or not.
Fig. 4. (A).The system G˜ with Σ˜uc(σ˜) = 0.8 and Σ˜uc(σ˜′ ) = 0.1. (B).The
specification R˜. (C).R˜+ constructed from R˜ using Algorithm 1 (D).G˜||R˜+.
Using the searching algorithm in Section III, we get R˜ ⊆ G˜ and G˜||R˜+ ⊆ R˜.
Firstly, using the searching algorithm mentioned in Section
III (Subsection B), we get the fuzzy simulation relation
φ˜ =
[
1 0
0 1
]
,
such that R˜ ⊆φ˜ G˜.
Afterwards, we verify whether or not G˜||R˜+ ⊆ R˜ holds.
First, according to Algorithm 1, we construct the R˜+ as
follows:
q˜0+ = [1 0 0] , q˜m+ = [1 1 0],
σ˜+ =

 0.4 0.8 00 0.4 0.8
0 0 0.8

 , σ˜′+ =

 0.4 0.9 00.2 0.4 0
0 0 0.1

 ,
where q˜0+ and q˜m+ are the initial state and final state,
respectively, and σ˜+ and σ˜
′
+ are the corresponding matrices
of events σ˜ and σ˜′ in R˜+.
Then we get G˜||R˜+:
q˜0GR = x˜0⊗˜q˜0+ = [1 0 0 0 0 0],
q˜mGR = x˜m⊗˜q˜m+ = [1 1 0 1 1 0],
σ˜GR =


0.4 0.4 0 0.4 0.8 0
0 0.4 0.4 0 0.4 0.8
0 0 0.4 0 0 0.8
0 0 0 0.4 0.4 0
0 0 0 0 0.4 0.4
0 0 0 0 0 0.4

 ,
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σ˜
′
GR =


0.4 0.4 0 0.4 0.9 0
0.2 0.4 0 0.2 0.4 0
0 0 0.1 0 0 0.1
0.2 0.2 0 0.4 0.4 0
0.2 0.2 0 0.2 0.4 0
0 0 0.1 0 0 0.1

 ,
where q˜0GR and q˜mGR are the initial state and final state,
respectively, and σ˜GR and σ˜
′
GR are the corresponding matrices
of events σ˜ and σ˜′ in G˜||R˜+.
Using the searching algorithm mentioned in Section III
(Subsection B), we get the fuzzy simulation relation
φ˜ =
[
1 0.4 0.4 0.4 0.4 0.4
0.4 0.4 0.4 0.4 0.9 0.4
]T
,
such that G˜||R˜+ ⊆φ˜ R˜. Therefore, R˜ is simulation-based
controllable, and R˜+ serves as the supervisor S˜ to ensure that
G˜||S˜ ∼ R˜. That is, the specification can be achieved by fuzzy
simulation-equivalence control.
We have discussed the “target” control problem, which aims
to ensure G˜||S˜ ∼ R˜, or equivalently R˜ ⊆ G˜||S˜ ⊆ R˜. We
continue to consider a more general “range” control problem,
which aims to ensure R˜1 ⊆ G˜||S˜ ⊆ R˜2, where automaton
R˜1 and automaton R˜2 specify the minimally and maximally
desired system behavior, respectively. R˜1 = R˜2 = R˜ holds in
the “target” control problem. The following theorem discusses
the “range” control problem and presents a necessary and
sufficient condition for the existence of the “range” supervisor.
Theorem 2: Given an uncontrolled system G˜, and the lower
bond specification R˜1 and upper bound specification R˜2 such
that R˜1 ⊆ R˜2, there exists a fuzzy Σ˜uc-compatible supervisor
S˜ such that R˜1 ⊆ G˜||S˜ ⊆ R˜2 if and only if R˜1 ⊆ G˜ and
G˜||R˜+1 ⊆ R˜2.
Proof: For sufficiency, by Lemma 3 we have R˜1 ⊆ R˜+1 .
Together with R˜1 ⊆ G˜, it implies R˜1 ⊆ G˜||R˜+1 by Proposition
4. As G˜||R˜+1 ⊆ R˜2 holds, we have R˜1 ⊆ G˜||R˜
+
1 ⊆ R˜2.
Since R˜+1 is Σ˜uc-compatible, let S˜ be R˜+1 , and we have R˜1 ⊆
G˜||S˜ ⊆ R˜2.
For necessity, by Proposition 5, R˜1 ⊆ G˜||S˜ implies R˜1 ⊆ G˜
and R˜1 ⊆ S˜. It remains to show G˜||R˜+1 ⊆ R˜2. By Lemma 4,
R˜1 ⊆ S˜ implies R˜+1 ⊆ S˜. By Corollary 2, R˜
+
1 ⊆ S˜ implies
G˜||R˜+1 ⊆ G˜||S˜, which together with G˜||S˜ ⊆ R˜2, implies
G˜||R˜+1 ⊆ R˜2 by Proposition 1.
The following example illustrates the above results. For
convenience to calculate by hand, the following example is
simplified by restricting all the elements in state vectors and
event matrices to 0 or 1.
Example 6: Consider an uncontrolled system G˜ with the
minimally behavior R˜1 and maximally behavior R˜2 and the
uncontrollable set Σ˜uc(σ˜1) = Σ˜uc(σ˜2) = 0, Σ˜uc(σ˜3) = 1.
Due to the limited space, we do not present the state vectors
and event matrices of G˜, R˜1 and R˜2. For the detail, see Fig.
5-(A-C).
It is obvious that R˜1 ⊆ G˜ holds. We need to verify whether
G˜||R˜+1 ⊆ R˜2 holds or not. First, following Algorithm 1, we
construct R˜+, as shown in Fig. 5-(D). Then, we further obtain
G˜||R˜+, as shown in Fig. 5-(E). Using the searching algorithm
Fig. 5. (A).The uncontrolled system G˜ (B).The the minimally behavior R˜1
(C). maximally behavior R˜2 (D) R˜+1 constructed from R˜1 using Algorithm
1 (E).G˜||R˜+
1
.
in Section III, we obtain that G˜||R˜+1 ⊆ R˜2 does not hold.
Thus, the “range” control problem of G˜ has no solution.
If the uncontrollable set is revised to Σ˜uc(σ˜1) = Σ˜uc(σ˜3) =
0 and Σ˜uc(σ˜2) = 1, following the aforementioned steps, we
obtain that both R˜1 ⊆ G˜ and G˜||R˜+1 ⊆ R˜2 hold. Therefore,
the “range” control problem of G˜ has at least one solution
R+1 .
B. Fuzzy Language-equivalence Control and Fuzzy Simulation
-equivalence Control
In this subsection, we continue to investigate the rela-
tions between fuzzy language-equivalence control and fuzzy
simulation-equivalence control.
Fuzzy language-equivalence control has been studied by Qiu
[20], [22] in detail, the objective of which is ensure that the
controlled system LS˜/G˜ is fuzzy language equivalent with the
given specification pr(K˜).
Qiu [20] presented the following notion to characterize
achievable languages by fuzzy language-equivalence control.
Definition 9: Let K˜ and M˜ be fuzzy languages over fuzzy
event set Σ˜ and pr(M˜ ) = M˜ . K˜ is said to be fuzzy language-
based controllable with respect to M˜ and Σ˜uc if for any s˜ ∈
Σ˜∗ and for any σ˜ ∈ Σ˜, the following equation holds:
min{pr(K˜)(s˜), Σ˜uc(σ˜), M˜(s˜σ˜)} ≤ pr(K˜)(s˜σ˜). (18)
Equation (18) is called fuzzy controllability condition of K˜
with respect to M˜ and Σ˜uc in [20]. In order to emphasize the
difference of the fuzzy language-equivalence control studied
in [20] and the fuzzy simulation-equivalence control studied
in this paper, henceforth, we called Equation (18) as fuzzy
language-based controllability condition of K˜ with respect to
M˜ and Σ˜uc.
Before giving the main theorem, we present two useful
lemmas.
Lemma 5: Given a fuzzy Σ˜uc-compatible supervisor S˜,
then ∀s˜ ∈ Σ˜∗ and ∀σ˜ ∈ Σ˜, L(S˜)(s˜σ˜) ≥ min{Σ˜uc(σ˜),
L(S˜)(s˜)}.
Proof: Suppose that after the occurrence of the fuzzy
event string s˜, the automaton S˜ turns to the fuzzy state
q˜ = [q0, q1, . . . , qn]. Then by the definition of fuzzy language,
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we have maxni=1(qi) = L(S˜)(s˜). Without loss of generality,
assume qi∗ = L(S˜)(s˜). Since S˜ is Σ˜uc-compatible supervi-
sor, maxnj=1 σ˜(i
∗)(j) ≥ Σ˜uc(σ˜). Without loss of generality,
assume σ˜(i∗)(j∗) ≥ Σ˜uc(σ˜). Then we have
L(S˜)(s˜σ˜) =
n
max
i′=1
{
n
max
j′=1
min{qj′ , σ(j
′
)(i
′
)}}
≥ min{qi∗ , σ(i
∗)(j∗)}
≥ min{Σ˜uc(σ˜), L(S˜)(s˜)}.
Lemma 6: G˜1 ⊆ G˜2 ⇒ L(G˜1) ≤ L(G˜2) ; G˜1 ∼ G˜2 ⇒
L(G˜1) = L(G˜2).
Proof: We can refer to Theorem 5. 3 in [19].
Theorem 3: Given fuzzy automata G˜ and R˜ with Σ˜uc, if
R˜ is fuzzy simulation-based controllable with respect to G˜
and Σ˜uc, then L(R˜) is fuzzy language-based controllable with
respect to L(G˜) and Σ˜uc.
Proof: Since R˜ is fuzzy simulation-based controllable, we
assume there exists a fuzzy Σ˜uc-compatible supervisor S˜ such
that G˜||S˜ ∼ R˜.
By Lemma 5, for any s˜ ∈ Σ˜∗ and ∀σ˜ ∈ Σ˜, we have
L(S˜)(s˜σ˜) ≥ min{Σ˜uc(σ˜), L(S˜)(s˜)},
which implies
min{L(G˜)(s˜σ˜), L(S˜)(s˜σ˜)} ≥
min{L(G˜)(s˜σ˜), Σ˜uc(σ˜), L(S˜)(s˜)}. (19)
By Proposition 3 and Lemma 6, we have
min{L(G˜)(s˜σ˜), L(S˜)(s˜σ˜)}
= L(G˜)∩˜L(S˜)(s˜σ˜) = L(G˜||S˜)(s˜σ˜) = L(R˜)(s˜σ˜),
which further implies L(S˜) ≥ L(R˜), that is, L(S˜)(s˜) ≥
L(R˜)(s˜). Then it is obvious that the following equation holds:
min{L(G˜)(s˜σ˜), Σ˜uc(σ˜), L(S˜)(s˜)} ≥
min{L(G˜)(s˜σ˜), Σ˜uc(σ˜), L(R˜)(s˜)}. (20)
Therefore, with Equations (19) and (20), we have
L(R˜)(s˜σ˜) ≥ min{L(G˜)(s˜σ˜), Σ˜uc(σ˜), L(R˜)(s˜)}.
That is, L(R˜) is fuzzy language-based controllable with re-
spect to L(G˜) and Σ˜uc.
Remark 6: Theorem 3 characterizes the relation be-
tween fuzzy language-equivalence controllability and fuzzy
simulation-equivalence controllability. In the fuzzy simulation-
equivalence control, the specification is given by a fuzzy
automaton R˜, whereas, in the fuzzy language-equivalence
control, the specification is given by a fuzzy language K˜.
If the specification R˜ is achievable by the fuzzy simulation-
equivalence control, then pr(K˜) = L(R˜) is achievable by the
fuzzy language-equivalence control. However, the inverse does
not hold. So in this sense, we can say the fuzzy simulation-
equivalence control is more precise than the fuzzy language-
equivalence control.
The rest of this section gives a counter-example to illustrate
further that the fuzzy language-based controllability does not
imply the corresponding fuzzy simulation-based controllabil-
ity.
Example 7: Let the uncontrolled system G˜ = {X˜, Σ˜, α˜,
x˜0, x˜m} and the specification R˜ = {Q˜, Σ˜, β˜, q˜0, q˜m}, where
Σ˜ = {σ˜, σ˜
′
}, Σ˜uc(σ˜) = 0.8, Σ˜uc(σ˜
′
) = 0.2 and
x˜0 = [0.4 0.7 0], x˜m = [1 1 1],
σ˜1 =

 0 0 10 0 1
0 0 0

 , σ˜′1 =

 0 0 00 0 1
0 0 0

 ,
q˜0 = [0.7 0.7 0], q˜m = [1 1 1],
σ˜2 =

 0 0 10 0 0
0 0 0

 , σ˜′2 =

 0 0 00 0 1
0 0 0

 ,
where σ˜1, σ˜2 and σ˜
′
1, σ˜
′
2 are the corresponding matrices of
events σ˜ and σ˜′ in G˜ and R˜, respectively.
Following the above settings, we get L(G˜)(ǫ˜) = L(R˜)(ǫ˜) =
0.7, L(G˜)(σ˜) = L(R˜)(σ˜) = 0.7, L(G˜)(σ˜′ ) = L(R˜)(σ˜
′
) =
0.7 and for ∀s˜ ∈ Σ˜∗, |s˜| ≥ 2, L(G˜)(s˜) = L(R˜)(s˜) = 0, that
is, L(G˜) = L(R˜). By the fuzzy language-based controllability
condition (Equation (18)), we get L(R˜) is fuzzy language-
based controllable.
Next we show R˜ is not fuzzy simulation-based controllable.
First, we construct the R˜+ as follows:
q˜0+ = [0.7 0.7 0 0], q˜m+ = [1 1 1 0],
σ˜+ =


0 0 1 0
0 0 0 0.8
0 0 0 0.8
0 0 0 0.8

 , σ˜′+ =


0 0 0 0.2
0 0 1 0
0 0 0 0.2
0 0 0 0.2

 ,
where q˜0+ and q˜m+ are the initial state and final state,
respectively, and σ˜+ and σ˜
′
+ are the corresponding matrices
of events σ˜ and σ˜′ in R˜+. Then we get G˜||R˜+:
q˜0GR = [0.4 0.4 0 0 0.7 0.7 0 0 0 0 0 0] ,
q˜mGR = [1 1 1 0 1 1 1 0 1 1 1 0],
σ˜GR =

 04∗4 04∗4 σ˜+04∗4 04∗4 σ˜+
04∗4 04∗4 04∗4

 ,
σ˜
′
GR =

 04∗4 04∗4 04∗404∗4 04∗4 σ˜′+
04∗4 04∗4 04∗4

 ,
where q˜0GR and q˜mGR are the initial state and final state,
respectively, and σ˜GR and σ˜
′
GR are the corresponding matrices
of events σ˜ and σ˜′ in G˜||R˜+.
Suppose there exists a fuzzy relation φ˜ = [φT1 , φT2 , φT3 ],
where φi, i ∈ {1, 2, 3} is a row vector of order 12, such that
G˜||R˜+ ⊆φ˜ R˜, that is, the following equations hold.
 φ1φ2
φ3

⊙ σ˜GR ≤ σ˜2 ⊙

 φ1φ2
φ3

 =

 φ30
0

 , (21)
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
 φ1φ2
φ3

⊙ σ˜′GR ≤ σ˜′2 ⊙

 φ1φ2
φ3

 =

 0φ3
0

 , (22)
[0.4 0.4 0 0 0.7 0.7 0 0 0 0 0 0] = q˜0GR ≤
q˜0 ⊙

 φ1φ2
φ3

 = [0.7 0.7 0]⊙

 φ1φ2
φ3

 . (23)
From Equation (21) and Equation (22), we get φ2(5) = 0 and
φ1(5) = 0 (φ1(5) and φ2(5) denote the 5th entry of φ1 and
φ2, respectively), which contradict with Equation (23). Hence,
G˜||R˜+ ⊆ R˜ does not hold, that is, R˜ is not simulation-based
controllable.
V. CONCLUSION
FDESs were first proposed by Lin and Ying [8], and since
then FDESs have been well investigated by many authors
(for instance, [41], [42], [43], [44], [45]). The supervisory
control theory of FDESs for fuzzy language equivalence
was developed by Qiu [20] as well as Cao and Ying [21],
respectively. As the fuzzy language equivalence has limited
expressiveness, in this paper we have established the supervi-
sory control theory of FDESs for fuzzy simulation equivalence
whose expressiveness is stronger than that of fuzzy lan-
guage equivalence. More specifically, the fuzzy simulation and
fuzzy simulation equivalence of FDESs have been formulated.
Several basic properties of fuzzy simulation relations have
been discussed. Then, we have presented a necessary and
sufficient condition for the existence of fuzzy supervisors for
FDESs, and given an efficient algorithm for constructing a
supervisor whenever it exists. Moreover, we have investigated
the relations of the fuzzy language-based controllability and
fuzzy simulation-based controllability, and the results suggest
that fuzzy simulation-equivalence control is more precise
than fuzzy language-equivalence control. In addition, several
examples have been used to support the findings in this paper.
Since we have assumed all the events are observable by
the fuzzy supervisors, a further issue worthy of consideration
is to deal with fuzzy simulation-equivalence control problem
under partial observation. Furthermore, dealing with the decen-
tralized supervisory control problem of FDESs for simulation
equivalence is another challenge. These problems should be
also worthy of consideration in subsequent work.
APPENDIX A
PROOF OF PROPOSITION 4
Suppose G˜3 ⊆φ˜1 G˜1, G˜3 ⊆φ˜2 G˜2, |X1| = m, |X2| = n,
|X3| = k. Let φ˜(p)((q−1)∗n+r) = min(φ˜1(p)(q), φ˜2(p)(r))
for ∀q ∈ [1,m], r ∈ [1, n], p ∈ [1, k]. Here the φ˜(i)(j) denotes
the ith row and jth column element of the matrix φ˜. We show
G˜3 ⊆φ˜ G˜1||G˜2 as follows.
1) We first show x˜03 ≤ x˜01⊗˜x02 ⊙ φ˜T . That is,
x˜03(p) ≤
r∈[1,n]
max
q∈[1,m]
min{min{x˜01(q), x˜02(r)},
φ˜T ((q − 1) ∗ n+ r)(p)}, ∀p ∈ [1, k]. (24)
By the definition of φ˜, we get another form for Equation
(24):
x˜03(p) ≤
r∈[1,n]
max
q∈[1,m]
min{x˜01(q), x˜02(r),
φ˜T1 (q)(p), φ˜
T
2 (r)(p)}, ∀p ∈ [1, k]. (25)
By G˜3 ⊆φ˜1 G˜1 and G˜3 ⊆φ˜2 G˜2, ∀p ∈ [1, k], we have:
x˜03(p) ≤ max
q∈[1,m]
min{x˜01(q), φ˜T1 (q)(p)}; (26)
x˜03(p) ≤ max
r∈[1,n]
min{x˜02(r), φ˜T2 (r)(p)}. (27)
Suppose when q = q∗ and r = r∗, the right-hand side
of Equations (26) and (27) gets the maxima. Then we
get
x˜03(p) ≤
min{x˜01(q
∗), x˜02(r
∗), φ˜T1 (q
∗)(p), φ˜T2 (r
∗)(p)},
which implies Equation (25). That is to say, x˜03 ≤
x˜01⊗˜x02 ⊙ φ˜T holds.
2) We continue to show x˜m3 ⊙ φ˜ ≤ x˜m1⊗˜x˜m2. That is,
∀q ∈ [1,m] and ∀r ∈ [1, n],
max
p∈[1,k]
min{x˜m3(p), φ˜(p)((q − 1) ∗ n+ r)} ≤
min(x˜m1(q), x˜m2(r)). (28)
By the definition of φ˜, we get another form for Equation
(28):
max
p∈[1,k]
min{x˜m3(p), φ˜1(p)(q), φ˜2(p)(r)} ≤
min(x˜m1(q), x˜m2(r)). (29)
By G˜3 ⊆φ˜1 G˜1 and G˜3 ⊆φ˜2 G˜2, we have
max
p∈[1,k]
min{x˜m3(p), φ˜1(p)(q)} ≤ x˜m1(q), ∀q ∈ [1,m];
max
p∈[1,k]
min{x˜m3(p), φ˜2(p)(r)} ≤ x˜m2(r), ∀r ∈ [1, r].
Furthermore we get the following two equations: ∀q ∈
[1,m] and ∀r ∈ [1, r] :
max
p∈[1,k]
min{x˜m3(p), φ˜1(p)(q), φ˜2(p)(r)} ≤ x˜m1(q);
max
p∈[1,k]
min{x˜m3(p), φ˜1(p)(q), φ˜2(p)(r)} ≤ x˜m2(r),
which both imply Equation (29). That is, x˜m3 ⊙ φ˜ ≤
x˜m1⊗˜x˜m2 holds.
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3) Finally, we show φ˜T ⊙ σ˜3 ≤ σ˜1⊗˜σ˜2 ⊙ φ˜T . That is,
∀q ∈ [1,m], r ∈ [1, n], p ∈ [1, k],
max
p∗∈[1,k]
min{φ˜T ((q − 1) ∗ n+ r)(p∗), σ˜3(p
∗)(p)} ≤
r∗∈[1,n]
max
q∗∈[1,m]
min{min(σ˜1(q)(q
∗), σ˜2(r)(r
∗)),
φ˜T ((q∗ − 1) ∗ n+ r∗)(p)}. (30)
By the definition of φ˜, we get a simple form for Equation
(30) as follows:
max
p∗∈[1,k]
min{φ˜T1 (q)(p
∗), φ˜T2 (r)(p
∗), σ˜3(p
∗)(p)} ≤
r∗∈[1,n]
max
q∗∈[1,m]
min{σ˜1(q)(q
∗), σ˜2(r)(r
∗),
φ˜T1 (q
∗)(p), φ˜T2 (r
∗)(p)}. (31)
For convenience, we denote the left-hand side and the
right-hand side of the above inequality as A(q)(r)(p)
and B(q)(r)(p), respectively. On the other hand, by
G˜3 ⊆φ˜1 G˜1 and G˜3 ⊆φ˜2 G˜2, ∀q ∈ [1,m], p ∈ [1, k],
we have
max
p∗∈[1,k]
min{φ˜T1 (q)(p
∗), σ˜3(p
∗)(p)} ≤
max
q∗∈[1,m]
min{σ˜1(q)(q
∗), φ˜T1 (q
∗)(p)}, (32)
and ∀r ∈ [1, n], p ∈ [1, k],
max
p∗∈[1,k]
min{φ˜T2 (r)(p
∗), σ˜3(p
∗)(p)} ≤
max
r∗∈[1,m]
min{σ˜2(r)(r
∗), φ˜T2 (r
∗)(p)}. (33)
Suppose when q∗ = q0 and r∗ = r0, the right-hand
side of Equations (32) and (33) get the maxima. Then
∀q ∈ [1,m], p ∈ [1, k], we get
max
p∗∈[1,k]
min{φ˜T1 (q)(p
∗), σ˜3(p
∗)(p)} ≤
min{σ˜1(q)(q
0), φ˜T1 (q
0)(p)}, (34)
and ∀r ∈ [1, n], p ∈ [1, k],
max
p∗∈[1,k]
min{φ˜T2 (r)(p
∗), σ˜3(p
∗)(p)} ≤
min{σ˜2(r)(r
0), φ˜T2 (r
0)(p)}. (35)
It is obvious that ∀q ∈ [1,m], r ∈ [1, n], p ∈ [1, k], the
following two equations hold:
A(q)(r)(p) ≤ max
p∗∈[1,k]
min{φ˜T1 (q)(p
∗), σ˜3(p
∗)(p)},
(36)
A(q)(r)(p) ≤ max
p∗∈[1,k]
min{φ˜T2 (r)(p
∗), σ˜3(p
∗)(p)}.
(37)
Based on Equations (34)-(37), we get
A(q)(r)(p) ≤ min{σ˜1(q)(q
0), σ˜2(r)(r
0),
φ˜T1 (q
0)(p), φ˜T1 (r
0)(p)}. (38)
Moreover, it is obvious that
B(q)(r)(p) ≥ min{σ˜1(q)(q
0), σ˜2(r)(r
0),
φ˜T1 (q
0)(p), φ˜T1 (r
0)(p)}. (39)
Then we get A(p)(q)(r) ≤ B(p)(q)(r). That is, we have
shown Equation (31), which means φ˜T ⊙ σ˜3 ≤ σ˜1⊗˜σ˜2⊙
φ˜T .
Therefore, we have completed the proof of Proposition 4.
APPENDIX B
PROOF OF PROPOSITION 5
Suppose G˜3 ⊆φ˜3 G˜1||G˜2 and |X1| = m, |X2| = n,
|X3| = k. Let φ˜1(p)(q) = maxmr=1 φ˜3(p)((q − 1) ∗ n + r),
∀q ∈ [1,m], p ∈ [1, k]. Here φ˜(i)(j) denotes the ith row and
jth column element of the matrix φ˜. We prove G˜3 ⊆φ˜1 G˜1 as
follows.
1) By G˜3 ⊆φ˜3 G˜1||G˜2, we have x˜03 ≤ (x˜01 ⊗ x˜02)⊙ φ˜T3 .
That is, ∀ p ∈ [1, k],
x˜03(p) ≤
r∗∈[1,n]
max
q∗∈[1,n]
min{min{x˜01(q
∗), x˜02(r
∗)},
φ˜T3 ((q
∗ − 1) ∗ n+ r∗)(p)}.
(40)
By the definition of φ˜1, we have
φ˜T3 ((q
∗ − 1) ∗ n+ r∗)(p) ≤ φ˜T1 (q
∗)(p). (41)
Then we have
x˜03(p) ≤ max
q∗∈[i,n]
min{x˜01(q
∗), φ˜T1 (q
∗)(p)}. (42)
That is, x˜03 ≤ x˜01 ⊙ φ˜T1 .
2) By G˜3 ⊆φ˜3 G˜1||G˜2, we have x˜m3 ⊙ φ˜3 ≤ x˜m1⊗˜x˜m2.
That is, ∀q ∈ [1,m], r ∈ [1, n],
max
p∗∈[1,m]
min{x˜m3(p
∗), φ˜3(p
∗)((q − 1) ∗ n+ r)}
≤ min{x˜m1(q), x˜m2(r)}. (43)
Suppose φ˜1(p∗)(q)) = φ˜3(p∗)((q − 1) ∗ n + r∗). Then
we have
max
p∗∈[1,m]
min{x˜m3(p
∗), φ˜1(p
∗)(q)}
= max
p∗∈[1,m]
min{x˜m3(p
∗), φ˜3(p
∗)((q − 1) ∗ n+ r∗)}
≤ min{x˜m1(q), x˜m2(r
∗)} ≤ x˜m1(q). (44)
That is, x˜m3 ⊙ φ˜1 ≤ x˜m1.
3) By G˜3 ⊆φ˜3 G˜1||G˜2, we have φ˜T3 ⊙ σ˜3 ≤ (σ˜1⊗˜σ˜2)⊙ φ˜T3 .
That is, ∀q ∈ [1,m], r ∈ [1, n], p ∈ [1, k],
max
p∗∈[1,k]
min{φ˜T3 ((q − 1) ∗ n+ r)(p
∗), σ˜3(p
∗)(p)} ≤
r∗∈[1,n]
max
q∗∈[1,m]
min{σ˜1(q)(q
∗), σ˜2(r)(r
∗),
φ˜T3 ((q
∗ − 1) ∗ n+ r∗)(p)}. (45)
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Suppose φ˜T1 (q)(p∗)) = φ˜T3 ((q − 1) ∗ n+ r0)(p∗). Then
by the definition of φ˜1, we have
max
p∗∈[1,k]
min{φ˜T1 (q)(p
∗), σ˜3(p
∗)(p)}
= max
p∗∈[1,k]
min{φ˜T3 ((q − 1) ∗ n+ r
0)(p∗), σ˜3(p
∗)(p)}
≤
r∗∈[1,n]
max
q∗∈[1,m]
min{σ˜1(q)(q
∗), σ˜2(r
0)(r∗),
φ˜T3 ((q
∗ − 1) ∗ n+ r∗)(p)}
≤ max
q∗∈[1,m]
min{σ˜1(q)(q
∗), φ˜T1 (q
∗)(p)}.
That is, φ˜T1 ⊙ σ˜3 ≤ σ˜1 ⊙ φ˜T1 .
Therefore, the proof of Proposition 5 has been completed.
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