Methods for Evaluating Marketing Options
Hospitality managers could achieve greater success with marketing initiatives using experiments or quasi-experiments to test those initiatives for promising courses of action. These techniques do not, however, allow researchers to draw conclusions about causeand-effect relationships. Consequently, these techniques are of limited usefulness in revealing how effective a specific potential action will be. That is the province of causal research methods, such as choice modeling and experimentation, which can help decision makers draw conclusions about the effects, benefits, and influences of their prospective actions. Exploratory, descriptive, and causal research methods have a place in every functional area of hospitality businesses. In this article we focus on the use of causal-research methods in hospitality marketing.
Although systematic data on the use of different types of research in marketing are not available, several informal sources suggest that marketers often rely on exploratory and descrip- indicated that this magazine has published 162 articles on focus groups and 59 articles on telephone interviewing and mail surveys, but only 22 articles on choice modeling (i.e., conjoint or trade-off analysis) .* "Experiments" was not even listed as a search topic. Assuming that the frequency with which different research methods are written about in marketing-research maga-
We advocate the increased use of experiments and quasi-experiments in hospitality-marketing research.
zines roughly reflects the frequency with which those methods are used by marketing researchers, the data from Quirk? would indicate that 90 percent of marketing research is exploratory or descriptive and only 10 percent is causal. Similar estimates were obtained from a query of the founders of two large firms engaged in marketing research for the hospitality industry. One estimated that 95 percent of hospitalitymarketing-research expenditures are devoted to exploratory or descriptive research, while the other estimated that 80 percent of hospitalityresearch budgets are for exploratory or descriptive research.5 It is clear to us that causal methods such as experiments are a rarity in hospitality-marketing research today. In this article we advocate the increased use of experiments and quasi-experiments in hospitality-marketing research. The article is divided into three sections. Section one contains an explanation of why marketers should use causal research methods to evaluate the effects on consumers of different marketing actions. Section two contains a brief description of two causal-research methods-namely, true experiments and quasi-experiments-along with a discussion of their strengths and weaknesses. Section three contains a discussion of issues relating to conducting experiments and quasiexperiments and interpreting their results, which should give the reader an understanding of how to conduct and evaluate this type of research.
The Need for Causal Research
Ideally, hospitality marketers would first conduct exploratory and descriptive research to get an understanding of marketing problems or opportunities and would use this information to develop multiple courses of action that they believe will address those problems or capitalize on those opportunities. The proposed courses of action would then be systematically tested to discover whether they actually influence consumption behavior. Too often, however, marketers conduct only exploratory or descriptive research (as described above) and then develop just one course of action based on what they learn from those exercises. Kevin Clancy and Peter Krieg characterize this failure to develop and test several marketing options as a form of "death-wish marketing."' The problem with this practice is that the marketplace is so complex that no single course of action, even ifwell grounded in an understanding of the marketplace, is assured of producing the desired outcomes. In fact, marketers have a history of failing more than they succeed. 
Type-l error:
Concluding that the treatments being tested had an effect when they really did not.
Type-2 error:
Concluding that the treatments being tested had no effect when they really did. tudes toward an advertisement and purchase behavior explains why popular ad campaigns, like Taco Bell's ads that feature a Chihuahua saying, "Yo quiero Taco Bell," often fail to increase sales.r2 Asking consumers to predict their own behavior is also unreliable. Psychologists have found that people are not aware of all the factors that affect their behavior and, most important, that they cannot accurately predict how they will react to events.13 This is one reason that attempts to sell healthful or low-fat menu items in restaurants have generally failed despite consumers' reports that they want and will buy such items.'* To achieve company goals, marketers need to know what the effects of various marketing options or actions are on consumers' purchase behavior. While exploratory and descriptive research can provide information about consumer perceptions of, and attitudes toward, marketing options, these techniques cannot answer questions about how those options will affect consumer behavior. This is because the underlying causes of behavior are too complex to be accurately predicted from attitudes and opinions-even by consumers themselves. Fortunately, causal research methods can answer such questions. In the sections below we describe and discuss two causal research methods-namely, experiments and quasi-experiments.
Experiments, Quasi-experiments, and Their Limitations
Experiments are a type of research based on the following logic. If you identify two or more groups that are equivalent, expose those groups to different treatments, and subsequently observe differences between the groups on some dimension of interest, then you can reasonably con- Oct. 1999, pp. 98-102. elude that those differences must be caused by the treatments. The following are characteristics of true experiments: (1) at least one treatment group and one comparison group, (2) at least one outcome measure, and (3) random assignment of subjects to treatments. Experiments can be used to test the effects of different prices, ad appeals, sales promotions, product changes, or any other marketing actions being considered on consumer attitudes and, most important, behavior.
For example, an experiment examining the effects of two menu designs on a restaurant's sales might randomly assign dining parties to receive one of the two menus by flipping a coin. A party sees one menu design when heads comes up and the other menu design when tails comes up. By keeping track of which dining parties received which menu design, the experimenter can compare the average check achieved with each menu design. Assuming that the samples involved are large, random assignment of dining parties distributes their characteristics evenly across the different groups and ensures that the groups seeing each menu design (or treatment) really are comparable. Thus, any subsequent difference in average check observed between the treatment groups can be attributed to the menu designs, and the experimenter can be confident that she knows which of the two designs will produce the largest sales in that restaurant.
True experiments with random assignment to treatments are sometimes impossible or impractical. In this case, one can conduct a quasiexperiment, a procedure that has the following characteristics: (1) at least one manipulated treatment group and one comparison group15 (2) at least one outcome measure, and (3) nonrandom assignment of subjects to treatments. For example, a restaurant-chain executive may want to test the effects on sales of a proposed renovation of the chains restaurants. Randomly assigning units within the chain to renovation and nonrenovation treatment groups would not be practical because renovating enough restaurants to make such random assignment meaningful would be too costly. In such a case, one could l5 The procedure for deciding on a sample size described in the accompanying article is the correct method. However, the required sample sizes indicated by this method are usually large, and marketers often want to avoid the costs of working with such large samples. In those cases, marketers may be tempted to run an experiment with smaller sample sizes than the number recommended by standard procedure, analyze the results, and then add additional subjects if a practically meaningful but not statistically significant effect is found.
We advise against this two-step procedure for two reasons. First, the small initial sample sizes may result in chance reductions of the observed effect such that what is in reality a practically meaningful effect appears not to be so. In that case, marketers will not add subjects, and the statistical power needed to avoid this Type-2 error will not be available. Second, the decision to run the experiment with additional subjects only when there is a sizeable but not significant effect in the initial, small sample biases the final test with the larger sample and increases the probability of a Type-l error.
If marketers can afford the additional subjects required by the second step of this procedure, they should use that larger sample size in the first place.-A. L. and M. L.
Issues in Designing Experiments and Interpreting Their Results
The important issues that arise when designing marketing experiments and interpreting their results involve three types of validity-those being statistical-inference validity, internal validity, and external validity, l9 These three types of validity refer to the causal conclusions derived from an experiment?' Such a conclusion has statisticalinference validity if the experimenter can rule out chance as an explanation for the absence or existence of differences between treatment groups.
Such a conclusion has internal validity if I9 Academic researchers are concerned about a fourth type of valid$-known as construct validity. A conclusion has construct validity if the variables being manipulated and measured in an experiment are correctly identified and labeled. This is a concern in basic science where researchers want to make conclusions about general, abstract constructs based on specific, concrete manipulations and measures. However, in applied marketing research, the variables researchers want to make conclusions about are generally defined by their operationalizations, so construct validity is not a potential problem. an effect when they really did not. This is known as "Type-1 error." Second, chance can decrease differences among treatment groups and lead experimenters to conclude that the treatments had no effect when they really did. This is known as "Type-2 error." Marketers can reduce these two threats to statistical-inference validity by selecting appropriate acceptable alpha levels, obtaining sufficient sample sizes, and reducing withintreatment-group variability. Each of these methods of reducing statistical error is described below.
Statistical-inference Validity
Appropriate acceptable alpha levels. The alpha level for a study is the probability of making a Type-l error. The actual alpha is reported on the output of statistical-analysis programs, and is sometimes referred to as the "p value." Marketers decide what probability of making aTType-1 error is acceptable and conclude that observed differences between treatments reflect real (nonchance) effects only when appropriate statistical tests indicate that the probability of making a Type-l error is tolerable. The conventionally accepted alpha level is p I .05, meaning that the experimenter is willing to take no more than a 5-percent chance of accepting an observed effect as real when it is not. The reason for accepting some nonzero probability of making a Type-l error is that lowering this probability increases the probability of making a Type-2 error. Thus, marketers must weigh the relative consequences of making a Type-l or a Type-2 error when deciding on the acceptable alpha level for a study.
Another thing to keep in mind is that the probability of making a Type-l error increases with the number of comparisons being made between treatment groups. Assuming that an experiment's treatments have no real effect, the probability of making a Type-l error could be 5 percent when making one comparison between two treatments, but it may be 50 percent when using the same alpha level to make 10 different Since large samples are expensive to obtain, marketers should make sure they are needed before using them.
To save money, marketers should determine the sample size needed to keep the probabilities of Type-l and Type-2 errors at desired levels.
These calculations can be done by hand or on one of several available computer programs.'l To calculate sample size, marketers must specify
(1) the desired probability of Type-2 errors, *3 More precisely, random assignment makes groups comparable on the expected, pre-treatment level of the outcome variable. Essentially, it distributes the pre-treatment propensity to respond on the outcome variable evenly across groups.
APRIL 2003
Cornell Hotel and Restaurant Administration Quarterlysubjects per treatment group are often sufficient to consider the different treatment groups as equivalent.'* Random assignment of individual consumers to treatments is easy when experiments are conducted in a laboratory or are conducted via post or e-mail. In those cases, the experimenter has control over which subjects get which treatment. In addition, many magazines and television-cable companies now have the ability to deliver distinct content to various (essentially random) subsets of their customers. This allows marketers to expose different people to different ads even though they are reading the same magazine or watching the same television show. Those people can then be contacted and asked to provide information used to compare the effectiveness of the different ads.
In some cases, random assignment of individuals to different treatments is not possible. For example, a restaurateur could not randomly assign individual dining parties in a field experiment that compares the effects on sales of playing two different styles of music over the sound system. In such cases, however, it is possible to use different units of analysis and to conduct true experiments by randomly assigning those units to treatments. A restaurateur could, for example, randomly determine which of two different styles of music are played each day for two months and could then compare the average daily sales under each style of music. In this case, any differences between days in the number and type of customers or other characteristics will be evenly distributed across the two treatment groups and '* An Y sample size that produces statistically significant resuits in an experiment with random assignment is sufficient for random assignment to have worked. As long as subjects are randomly assigned, any pre-treatment differences in propensity to respond on the outcome variable can be due only to chance. Statistical significance means that the post-treatment differences on the outcome variable are too large to be attributed to chance, so the sample size was (by definition) large enough to rule out pre-existing chance differences between treatment groups. Samples of 20 to 30 subjects per treatment are common in academic psychological experiments. However, psychologists are more concerned about the existence of a treatment effect than about its exact size. Marketers interested in reliable estimates oftreatment-effect sizes will need to use samples larger than 20 to 30 subjects per treatment. In addition, marketers that are studying insensitive or highly variable outcome measures may need to use large sample sizes.
any subsequent difference between the treatment groups in average daily sales can be safely attributed to the different styles of music. In general, researchers can assign many different units (e.g., individual consumers, multi-person dining parties, days, units of a restaurant chain) to treatment groups, but should make sure that those units are what are described by the outcome meas_uesz5
If random assignment of individuals or other units of analysis is not practical, marketers can use a quasi-experimental design. To do this the marketer must try to anticipate all the variables that might affect the outcome variable and find naturally occurring units matched on those variables. Unfortunately, it is nearly impossible to anticipate all the relevant variables and find units that are perfectly matched thereon. Even if matched pairs could be found, it is possible that factors outside the experimenter's control could change one of the units during the course of the study and thereby create a new confound. For example, a competitor of one of two matched restaurants in a quasi-experiment could suddenly close, boost the other restaurant's sales, and confound the experiment. The internal validity of this simple quasi-experimental design falls far short of that for a true experiment with random assignment. There are a variety of more-complex quasi-experimental designs that help address different threats to internal validity, and marketers interested in conducting a quasi-experiment should consult experts about the options available. However, the internal validity of quasiexperiments is never as great as that of true experiments, so whenever practical, random assignment is the preferred method of assigning subjects to treatments.
External Validity
External validity is the extent to which an experiment's results apply or generalize to the real The way to ensure external validity is to make the features of the experiment similar to the features of the situation to which the experimental results will be generalized. Marketers should draw a sample that is representative of the actual consumers of the product or service, deliver the treatments to subjects in the same way and in the same context that they will be delivered in the marketplace, and measure the same outcome vari- 3o STEP measurement involves giving subjects a booklet that describes all the major competitors in a product category and instructs subjects to distribute ten stickers among the competing options to reflect the likelihood that the subjects would buy the products as described. Each product description is on a separate page of the booklet. Product descriptions include a brand name, a picture, a price and a summary of product attributes and benefits (taken from real promotional materials on that product). The number of STEP stickers a person gives a product is related to that person's subsequent purchase behavior. Furthermore, the average shares of STEP stickers products receive correlate at .92 with the products' actual market shares. See: Marder, op. cit. and what conclusions it cannot. We hope that this article will increase such awareness among hospitality marketers and will encourage them to make greater use of this research tool.
Conclusion

