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I. INTRODUCTION
One possibility of investigating nonlinear effects in plasma 1 physics is the numerical simulation of plasmas.
Numerical methods have been used to an ever increasing extent recently. One numerical 2 approach is, following the trajectories of particles directly.
Another approach produces solutions of the Vlasov equation, 5+X· Ur-+2 E(bt) · v=0 ,
supplemented by Poisson's equation, BE = 4*nq(1 -· f fdv) 3 As is well known a direct numerical solution of the Vlasov It is the purpose of this paper to clarify the close connection between them and to report several new methods which resulted in increased numerical stability and in an appreciable savings of computer time. In Sec. II and III we describe the Hermite expansion and the Characteristic Function method. In Sec. IV we describe a new transform method, the power transform. In Sec. V a new method of truncating the resulting infinite system is described and in Sec. VI the truncation is 3 analyzed in terms of the eigenvalue spectrum of a simplified system.
In Sec. VII the method of damping the coefficients of the matrix is presented, which can also be used for numerical stabilization.
II.
THE HERMITE EXPANSION
In the Hermite Expansion the velocity dependence of the distribution function is represented by Hermite polynomials 00 - It follows from the theory of orthogonal functions that the expansion (2) converges in the mean only if
It is evident that this condition is much more stringent than the existence of all moments.
When the series (2) The system (4) excels by its ease of computation. It is a system of ordinary differential equations of first order. It has therefore been used by several investigators. As computers handle only finite systems it has to be truncated in the index n and v.
Truncation in n does not cause any difficulties. t -100 w . We will return to this point later and discuss now pe the method of the Characteristic Function. 5 III.
THE CHARACTERISTIC FUNCTION METHOD
In this method, we employ for reasons described elsewhere, 1 a Fourier trahsform in velocity space and write
The Fourier transformation of a distribution function is well known in statistics and called the Characteristic Function. Inserting Eq. (5) into the Vlasov and Poisson equations we obtain the system
where F_n (y, t) = Fn(-y't)*
The formal solution can be written as Fn(s,t).= Fn(s -nt,o)
m=-00 Jo Equation (7) can easily be written as a finite difference scheme, if n is small, i.e., if we are interested in cases, where only a few modes suffice for an adequate description. If one wants to keep many modes, it is advantageous not to decompose the distribution function into Four·ier modes but to stay in configuration space. This approach will be treated in a. forthcoming paper by J. Nuehrenberg.
Similar to the truncation of the Hermite system at v , we can m follow the solution of Eqs. (6) and (7) The two methods described appear to be two very different
approaches. Yet there is a very intimate connection.
IV.
THE POWER TRANSFORM
As is well known, the m-th derivative of a characteristic function Fn(y't) with respect to y for y 0 is proportional to the m-th moment of the distribution function
We are interested in the first few moments and so we write Fn(y't)
as an expansion in powers of y, When series (9) is inserted into Eq. (6) and equal powers of y are collected, one obtains a system which is very similar to Eq. (4):
We show now that the an v are equal to the Z in Eq. (4) 
V=0
The integral can be written as for large v.
An example is given in Fig. 1 . The coefficients appear to be a discrete plot of an otherwise continuous function in v.
It is therefore natural to guess the (vm + 1) coefficient by a polynomial extrapolation and thus close the system (10).
This method worked very well for the linear Vlasov equation.
Polynomials of order 0, 1, 2, 3 and 4 were used, and the system The question arises how this cutoff procedure works in the nonlinear case. We found that it depends very much On the case treated.
If the amplitude of the electric fields are quite small the results 9 will be similar to the linear limit. If the electric fields become so large that the homogeneous velocity distribution is changed appreciably, the truncation by extrapolation still stabilizes the system.
The coefficients a do however no longer lie on a continuous curve n, v but show some scattering which increases with increasing nonlinearity.
Thus some inaccuracy is introduced by the truncation. It has been 1 shown however, that up to times t = 60 w -the inaccuracies thus Pe introduced are negligible when v = 80 or larger.
We now consider the nature of the truncation instability and its stabilization. 
The solution is clearly The truncated system has now a dicrete spectrum of eigenvalues.
There are N eigenvalues and they are given by the zeros of the N-th We can also prescribe explicitly the imaginary part by writing Computer calculations using Eq. (24) with 1.5 <A< 2.5 also showed satisfactory results without any numerical instabilities.
VII.
DAMPED MATRIX
The methods of truncation discussed so far did not change the x represents results when the maximum v was 20, 50, 100.
The extrapolation used was of fourth order.
