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ON THE FRAME BUNDLE ADAPTED TO A SUBMANIFOLD
KAMIL NIEDZIA LOMSKI
Abstract. Let M be a submanifold of a Riemannian manifold (N, g). M
induces a subbundle O(M,N) of adapted frames over M of the bundle of or-
thonormal frames O(N). Riemannian metric g induces natural metric on O(N).
We study the geometry of a submanifold O(M,N) in O(N). We characterize
the horizontal distribution of O(M,N) and state its correspondence with the
horizontal lift in O(N) induced by the Levi–Civita connection on N .
In the case of extrinsic geometry, we show that minimality is equivalent to
harmonicity of the Gauss map of the submanifold M with deformed Riemann-
ian metric. In the case of intrinsic geometry we compute the curvatures and
compare this geometry with the geometry of M .
1. Introduction
It is a basic fact that the reduction of the connection on the frame bundle L(N)
to the frame bundle O(N) of orthonormal frames over a Riemannian manifold on
N is equivalent with the condition for the connection ∇ on N to be Riemannian.
If we consider a submanifoldM of N we may introduce the bundle O(M,N) of
adapted frames, which is a subbundle of O(N)|M . It appears that the Levi–Civita
connection on N is not reducible to O(M,N). In fact the connection
∇′XY = (∇XY ⊤)⊤ + (∇XY ⊥)⊥
on TN |M is reducible to O(M,N). We define the horizontal distribution on
O(M,N) induced by∇′. We show the relation between horizontal liftsXh′ andXh
to O(M,N) and to O(N), induced by ∇′ and ∇, respectively. The correspondence
relies on the difference
SXY = ∇XY −∇′XY = (∇XY ⊤)⊥ + (∇XY ⊥)⊤ = Π(X, Y ⊤)− AY ⊥(X),
where Π denotes the second fundamental form of M and AV the Weingarten
operator in the normal direction V . It is not surprising, since the complement
m of the Lie algebra h = o(n) ⊕ o(p) of structure group of O(M,N) in the Lie
algebra g = o(n+ p) of the structure group of O(N) consists of block matrices of
the form (
0 A
−A⊤ 0
)
,
where we put n = dimM , n+ p = dimN .
We study the intrinsic and extrinsic geometry of O(M,N) in O(N). In order
to do it we equip O(N), and more generally L(N), with the Sasaki–Mok metric
induced by the Riemannian metric on N . This metric agrees with the canonical
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Riemannian metric on O(N) defined on the vertical subspace with the use of the
Killing form on the Lie algebra o(n+ p).
We begin by introducing in the frame bundle L(N) special vertical vector fields
T¯ induced from the tensor fields T : TN → TN . These vector fields generate the
space of all invariant vertical vector fields and they are tangent to O(N) if and
only if tensors T are skew–symmetric. Then the Levi–Civita connection of O(N)
on these vector fields is just the bi–invariant connection, namely
∇O(M)
T¯
T¯ ′ =
1
2
[T¯ , T¯ ′].
For the extrinsic geometry, notice that the quotient O(n+p)/(O(n)⊕O(p)) of
structure groups ofO(N) andO(M,N), respectively, is the fiber of the Grassmann
bundle Grn(N) of n–dimensional subspaces of TN . The tangent space of this
quotient is the complement of o(n) ⊕ o(p) in o(n + p) and, simultaneously, the
transversal of TO(M,N) in TO(N). This suggests the correspondence between
the extrinsic geometry of a submanifold O(M,N) in O(N) and the geometry of
Grn(N).
Indeed, the main theorem gives the characterization of minimality of O(M,N),
which is equivalent to the harmonicity of the Gauss map of a submanifold with
respect modified Riemannian metric
g˜(X, Y ) = g(PX, Y ),
where
P (X) = X − 2
∑
A
S2eA(X), X ∈ TM.
Theorem 1.1. Submanifold O(M,N) is minimal in O(N) if and only if the
Gauss map γ : (M, g˜) → (Grp(N), gGr) of the submanifold M ⊂ N is harmonic,
where gGr is the Riemannian metric induced from the Riemannian metric g on
M .
For the intrinsic geometry, we compute curvature tensor and sectional curva-
tures. We state the correspondence between the geometric properties of M and
O(M,N). It is interesting that the Levi–Civita connection on the horizontal lifts
depends on the Levi–Civita connection ∇˜ of g˜, namely
∇O(M,N)
Xh
′ Y
h′ =
(
∇˜XY
)h′
−R′(X, Y ),
where R′ is the curvature tensor of ∇′.
Similar results to the ones obtained in this paper can be generalized to the
frame bundle adapted to a foliation or merely to a distribution. In that case the
adapted frame bundle is a bundle over N and the connection ∇′ is a connection
on N . These results are studied by the author independently [10].
Throughout the paper we use the following index convention:
1 ≤ A,B,C ≤ p, p + 1 ≤ α, β, γ ≤ p+ n, 1 ≤ i, j, k ≤ p+ n.
Acknowledgment. The author wishes to thank Wojciech Koz lowski and Pawe l
Walczak for fruitful conversations. The author was supported by the Polish NSC
grant No. 6065/B/H03/2011/40
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2. Frame bundle, Sasaki–Mok metric, induced vector fields
Let L(N) be the bundle of frames over a Riemannian manifold N . Let ω be the
connection form of the Levi–Civita connection ∇. The horizontal distributionH is
the kernel of ω, whereas the vertical distribution V is the kernel of the differential
of projection pi : L(N)→ N . Thus
Hu = kerωu, Vu = ker pi∗u and TuL(N) = Hu ⊕ Vu.
Vertical distribution consists of fundamental vector fields A∗u, where A ∈ gl(n).
Denote by V iu the subspace of Vu spanned by elements (Eji )∗u, j = 1, . . . , p + n.
Then
TuL(N) = Hu ⊕ V1u ⊕ . . .⊕ Vp+nu .
Each summand is (p + n)–dimensional and any vector X ∈ TN has the unique
lift Xv,iu to the subspace V iu. More precisely, for a vector X and a basis u ∈ L(N)
we put
Xv,iu =
∑
j
ξj(Eji )
∗
u,
where ξi are the coefficients of the vector X with respect to the basis u.
Consider in L(N) the Sasaki–Mok metric [9, 6, 1]
gSM(X
h
u , Y
h
u ) = g(X, Y ),
gSM(X
h
u , Y
v,j) = 0,
gSM(X
v,i, Y v,j) = δijg(X, Y ).
This implies that the decomposition TuL(N) = Hu⊕V1u⊕ . . .⊕Vnu is orthogonal.
For a tensor field T : TN → TN put
T¯u =
∑
i
T (ui)
v,i
u , u ∈ L(N).
Then T¯ is a vertical vector field on L(N).
Proposition 2.1. The correspondence
T 7→ T¯
is a bijection between (1, 1)–tensor fields on N and invariant vertical vector fields
on L(N), i.e. vertical vector fields V such that
Rg∗Vu = Vug, u ∈ L(N), g ∈ GL(n).
Proof. Let T be (1, 1)–tensor field. For u ∈ L(N) put T (ui) =
∑
j t
j
i (u)uj. Then
T¯u =
∑
i,j
tji (u)(E
j
i )
∗
u.
The invariance of T¯ follows from the relation
tji (ug) =
∑
k,l
gki g˜
j
k t
l
k(u),
where (g˜ij) is the matrix inverse to (g
i
j), and the well known formula Rg∗A
∗
u =
(ad(g−1)A)∗ua for any A ∈ gl(n+ p).
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Conversely, if V ∈ V is invariant vertical vector field, then for fixed basis
u ∈ L(N) we have
Vu =
∑
i
(vi)
v,i
u ,
for some vectors vi. It suffices to put T (ui) = vi. The fact that T is well defined
follows by the invariance of V . 
Remark 2.2. Notice that the vector field T¯ can be written in the form
T¯u = (u
−1 · T · u)∗u,
where we treat the basis u ∈ L(N) as a linear isomorphism u : Rn+p → Tpi(u)N .
Then the invariance of T follows immediately by the correspondence Rg∗A
∗
u =
(ad(g−1)A)∗ug.
3. Adapted orthonormal frames
Let M be a p–dimensional submanifold of (p + n)–dimensional Riemannian
manifold (N, g) and denote by O(N) the bundle of orthonormal frames over N .
We say that a frame u = (u1, . . . , un+p) ∈ O(N) over the point x ∈M is adapted
if the first p vectors u1, . . . , up are tangent to M . Then, clearly, the remaining
vectors up+1, . . . , up+n are orthogonal to M . Denote the subbundle of adapted
frames by O(M,N). We have the following diagram
O(M,N) O(N)|M O(N)
M N


//
$$❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏


//
 


//
where the horizontal arrows are just inclusions. The structure group of O(M)
or O(M)|N is G = O(p + n), whereas the structure group of O(M,N) is H =
O(p)⊕ O(n) ⊂ O(p+ n).
Let ∇ be the Levi–Civita connection on N and let ω denote its connec-
tion form on O(M). ω has its values in the Lie algebra g = o(p + n). The
h = o(n) ⊕ o(p)–component ω′ of ω restricted to M defines the connection in
O(M,N). Moreover, the o(n)–component of ω′ defines the Levi–Civita connec-
tion in O(M) = O(M,N)/O(p) [5].
Notice that tangent bundle TN overM is an associated bundle with O(M,N),
i.e.
TN |M = O(M,N)×H Rp+n.
In addition, we have
TM = O(M,N)×O(p) Rp, T⊥M = O(M,N)×O(n) Rn,
where Rp,Rn are considered as subspaces of Rp+n as restrictions to first p and
last n coordinates, respectively. Denote by ∇′ and ∇M the connections on TN |M
and TM , respectively, induced by connection form ω′. Then
∇′XY = (∇XY ⊤)⊤ + (∇XY ⊥)⊥,
∇MX Z = (∇XZ)⊤
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for X ∈ TM , Y ∈ Γ(TN |M) and Z ∈ Γ(TM). Notice that restrictions of ∇
and ∇′ to TM define the same connection ∇M . Therefore, we will often write ∇′
instead of ∇M .
Denote by S the (1, 2)–tensor being the difference between ∇ and ∇′, i.e.,
SXY = (∇XY ⊤)⊥ + (∇XY ⊥)⊤, X ∈ TM, Y ∈ TN |M.
If we denote by Π the second fundamental form of M and by AN the Wein-
garten operator of M with respect to normal vector field N , then tensor S can
be written in the form
SXY = Π(X, Y )− AY ⊥(X),
which implies that S vanishes if and only if M is totally geodesic.
Let us now compute the horizontal distribution of O(M,N) with respect to
ω′.
Proposition 3.1. The horizontal lift Xh
′
of a vector X ∈ TM to the bundle
O(M,N) equals
Xh
′
u = X
h
u + (SX)u
= Xhu +
∑
A
Π(X, uA)
v,A
u +
∑
α
Auα(X)
v,α
u ,
(3.1)
where Xhu denotes the horizontal lift of X to O(N)|M .
Proof. Fix a vector X ∈ TM and a basis u ∈ O(M,N). Let fi : O(N)u → Rn
denotes the invariant function such that fi(u) = ei, where ei is the i–th vector of
the canonical basis in Rn. We will show that for a vertical vector V ∈ Vu we have
Vu = −
∑
i
(u(V fi))
v,i
u .
Indeed, since A∗ufi = −A · fi(u) = −Aei is the i–th column of −A we get
−
∑
i
(u(A∗ufi))
v,i
u =
∑
i
(u(Aei))
v,i
u = A
∗
u.
Consider the vertical vector V = Xhu −Xh′u . Then by above
(SX)u =
∑
i
SX(ui)
v,i
u =
∑
i
(∇Xui −∇′Xui)v,iu =
∑
i
(u(V fi))
v,i = −V,
which proves (3.1). 
Remark 3.2. It follows by the proof of Proposition 3.1 that if ∇ and ∇′ are
two connections on N , S = ∇−∇′ is their difference, then the relation between
horizontal lifts to L(M) equals Xh
′
= Xh + SX .
4. Properties of some operators and vector fields
In this section, we will introduce necessary operators and vector fields which
will play very important role. These operators allow to decompose vectors in the
frame bundle O(N) into tangent and orthogonal parts to O(M,N).
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Denote by g(TN) the space of skew–symmetric (1, 1)–tensor fields on TN , i.e.
T ∈ g(TN) if and only if
g(T (X), Y ) = −g(X, T (Y )), X, Y ∈ TN.
The following Lemma will be used frequently.
Lemma 4.1. Let T ∈ g(TN). Then the vector field T¯ |O(N) is tangent to O(N).
In particular, vector fields
SX and R(X, Y ), X, Y ∈ TM,
are tangent to O(N).
Proof. Let T (ui) =
∑
j t
j
iuj. Assuming T is skew–symmetric we have t
j
i = −tij ,
hence
T¯u =
∑
i,j
tji (E
j
i )
∗
u =
∑
i<j
tji (E
j
i −Eij)∗u.
Therefore T¯u ∈ TuO(N). 
Denote by m the natural complement of the Lie algebra h in the Lie algebra
of skew–symmetric matrices g. This decomposition allows to decompose skew–
symmetric tensors over M as follows. For T ∈ g(TN |M) put
Tm(X) = T (X
⊥)⊤ + T (X⊤)⊥,
Th(X) = T (X
⊥)⊥ + T (X⊤)⊤.
Clearly T = Th + Tm and Th, Tm are skew–symmetric. Denote the subspaces
spanned by these tensors by h(TN |M) and m(TN |M), respectively.
Lemma 4.2. The decomposition
(4.1) g(TN |M) = h(TN |M)⊕m(TN |M)
implies the following geometric conditions.
(1) For T ∈ g(TN |M) we have
(∇XTh)m = [SX , Th], (∇XTh)h = ∇′XTh,
(∇XTm)m = ∇′XTm, (∇XTm)h = [SX , Tm].
In particular, ∇′ obeys the decomposition (4.1).
(2) The following Codazzi and Gauss formulas hold
R(X, Y )h = R
′(X, Y ) + [SX , SY ],
R(X, Y )m = ∇′XSY −∇′Y SX − S[X,Y ].
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Proof. Follows by simple computations. We will just compute one formula. We
have
(∇XTh)m(Z) = (∇XTh)(Z⊤)⊥ + (∇XTh)(Z⊥)⊤
= (∇XTh(Z⊤)− Th(∇XZ⊤))⊥ + (∇XTh(Z⊥)− Th(∇XZ⊥))⊤
= (∇X(T (Z⊤))⊤)⊥ − (T ((∇XZ⊤)⊥))⊥
+ (∇X(T (Z⊥))⊥)⊤ − ((T (∇XZ⊥)⊤))⊤
= SX((T (Z
⊤))⊤)− (T (SX(Z⊤)))⊥ + SX((T (Z⊥))⊥)− (T (SX(Z⊥)))⊤
= SX(Th(Z))− Th(SX(Z))
= [SX , Th](Z).

Now, for T ∈ g(TN |M) define
RT (X) =
∑
i
R(ei, T (ei))X,
STm =
∑
A
SeA(Tm(eA))−
∑
α
STm(eα)(eα),
where X ∈ TN |M . Notice that, by the symmetry of the second fundamental form
Π of M ,
STm = 2
∑
A
SeA(Tm(eA)),
which implies, in particular, that
SSX = 2
∑
A
S2eA(X), X ∈ TM.
Let us collect the properties of vector STm and operators SX , RT . Denote by
〈T, T ′〉 the inner product of skew–symmetric endomorphism equal
〈T, T ′〉 =
∑
i
g(T (ei), T
′(ei)) = −tr(T · T ′),
where (ei) is any orthonormal basis. Notice, that Tm and T
′
h are orthogonal and
for any skew–symmetric endomorphisms T, T ′, T ′′
〈[T, T ′], T ′′〉 = 〈T, [T ′, T ′′]〉,
where [T, T ′] denotes the commutator of T and T ′.
Lemma 4.3. Let X, Y ∈ TM and T ∈ g(TN |M). Then, the following relations
hold
g(RT (X), Y ) = 〈R(X, Y ), T 〉,
g(STm, X) = −〈Tm, SX〉.
Proof. For the proof of the first relation, we have
g(RT (X), Y ) =
∑
i
g(R(ui, T (ui))X, Y ) =
∑
i
g(R(X, Y )ui, T (ui))
= 〈R(X, Y ), T 〉.
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Further
g(STm, X) =
∑
A
g(SeA(Tm(eA)), X)−
∑
α
g(STm(eα)(eα), X)
= −
∑
A
g(Tm(eA), SeA(X)) +
∑
α
g(eα, STm(eα)(X))
= −
∑
A
g(Tm(eA), SX(eA))−
∑
α
g(SX(eα), Tm(eα))
= −〈Tm, SX〉.

For any X ∈ TM put
P (X) = X − 2
∑
A
S2eA(X) = X − SSX ,
where (eA) is any orthonormal basis on M .
Lemma 4.4. Operator P satisfies the following relation
gSM(X
h′, Y h
′
) = g(X,P (Y )), X, Y ∈ TM.
In particular, P : TM → TM is symmetric and invertible (1, 1)–tensor field.
Moreover,
g((∇′XP )Y, Z) = 〈SZ ,∇′XSY − S∇′XY 〉+ 〈SY ,∇′XSZ − S∇′XZ〉
Proof. Notice that for any X, Y ∈ TM and u ∈ O(M,N) by Lemma 4.3
g(X,P (Y )) = g(X, Y − SSY )
= g(X, Y ) + 〈SX , SY 〉
= g(X, Y ) +
∑
i
g(SX(ui), SY (ui))
= g(X, Y ) + gSM(SX , SY )
= gSM(X
h′, Y h
′
).
Since |Xh′|2GSM = g(X,P (X)), it follows that P is invertible. Moreover,
g((∇′XP )Y, Z) = g(∇′X(Y − SSY ), Z)− g(∇′XY, Z − SSZ)
= −g(∇′XSSY , Z) + g(∇′XY, SSZ)
= X〈SY , SZ〉+ g(SSY ,∇′XZ)− 〈S∇′XY , SZ〉
= 〈∇′XSY , SZ〉+ 〈SY ,∇′XSZ〉 − 〈SY , S∇′XZ〉 − 〈S∇′XY , SZ〉,
which proves the second part of the lemma. 
By above Lemma, the symmetric and bilinear form
g˜(X, Y ) = g(X,P (Y )), X, Y ∈ TM,
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defines the Riemannian metric on M . Let ∇˜ be the Levi–Civita connection of g˜
on M . One can show, see for example [2], that
(4.2) g(∇˜XY −∇′XY, P (Z))
=
1
2
(g((∇′XP )Y, Z) + g((∇′Y P )X,Z)− g(X, (∇′ZP )X))
for any X, Y, Z ∈ TM . Denote the difference of connections ∇˜ and ∇′ by L, i.e.
LXY = ∇˜XY −∇′XY, X, Y ∈ TM.
We will describe tensor L in a different way. Put
QT (X) = P
−1((RT (X))
⊤ − S(∇XT )m), X ∈ TM.
Lemma 4.5. The operator QT has the following properties
gSM(QTh(X)
h′, Y h
′
) = 〈R′(X, Y ), Th〉,
gSM(QTm(X)
h′, Y h
′
) = 〈∇′XSY −∇′Y SX − S[X,Y ], Tm〉+ 〈∇′XTm, SY 〉.
Proof. Let X, Y ∈ TM and T ∈ g(TN |M). Then, by Lemma 4.3 and Lemma 4.2,
gSM(QTh(X)
h′, Y h
′
) = g(P (QTh(X)), Y ) = g(RTh(X)
⊤ − S(∇XTh)m , Y )
= 〈R(X, Y ), Th〉+ 〈(∇XTh)m, SY 〉
= 〈R′(X, Y ), Th〉+ 〈[SX , SY ], Th〉+ 〈[SX , Th], SY 〉
= 〈R′(X, Y ), Th〉.
and, as above,
gSM(QTm(X)
h′, Y h
′
) = 〈R(X, Y ), Tm〉+ 〈(∇XTm)m, SY 〉
= 〈∇′XSY −∇′Y SX − S[X,Y ], Tm〉+ 〈∇′XTm, SY 〉.

Now, we can state and prove the most important result of this section.
Proposition 4.6. The operator L can be described as follows
LXY =
1
2
(
QSX (Y ) +QSY (X) + P
−1(SS
∇′
X
Y+∇′
Y
X
)
)
.
Proof. Denote the right hand side by RHS. By Lemma 4.5 we have
2g(RHS, P (Z)) = 〈∇′Y SZ −∇′ZSY − S[Y,Z], SX〉+ 〈∇′Y SX , SZ〉
+ 〈∇′XSZ −∇′ZSX − S[X,Z], SY 〉+ 〈∇′XSY , SZ〉
− 〈S∇′
X
Y+∇′
Y
X , SZ〉
= 〈∇′Y SZ − S∇′Y Z , SX〉+ 〈∇′Y SX − S∇′YX , SZ〉
+ 〈∇′XSZ − S∇′XZ , SY 〉+ 〈∇′XSY − S∇′XY , SZ〉
− (〈∇′ZSY − S∇′ZY , SX〉+ 〈∇′ZSX − S∇′ZX , SY 〉).
Therefore, by Lemma 4.4 and equation (4.2) we get desired equality. 
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5. Geometry of adapted orthonormal frame bundle induced by a
submanifold
Consider the frame bundle L(N) over the Riemannian manifold N and equip
L(N) with Sasaki–Mok metric. Then the Levi–Civita connection ∇L(N) at u ∈
L(N) is of the form [1, 6]
∇L(N)
Xh
Y h = (∇XY )h − 1
2
R(X, Y ),
∇L(N)
Xh
Y v,j = (∇XY )v,j + 1
2
(R(uj, Y )X)
h ,
∇L(N)
Xv,i
Y h =
1
2
(R(uj, X)Y )
h ,
∇L(N)
Xv,i
Y v,j = 0.
By Lemma 4.1 the vector ∇L(N)
Xh
Y h is tangent to O(N) at the elements u ∈
O(N). Moreover, by the definition of a vertical vector field T¯ induced by a tensor
field T , we get
∇L(N)
T¯
Xh =
1
2
(∑
i
R(ui, T (ui))X
)h
,
∇L(N)
Xh
T¯ =
1
2
(∑
i
R(ui, T (ui))X
)h
+∇XT ,(5.1)
∇L(N)
T¯
T¯ ′ = T ′ ◦ T .
It follows by Lemma 4.1 that at u ∈ O(N) the first two relations of (5.1) are
relations for the Levi–Civita connection ∇O(N) on O(N). Since for T and T ′ the
decomposition
T ′ ◦ T = 1
2
[T ′, T ] +
1
2
(T ′ ◦ T + T ◦ T ′) ,
where [T ′, T ] is a commutator of T ′ and T , is orthogonal and [T ′, T ] ∈ g(TN),
again by Lemma 4.1, we get∇O(N)
T¯
T¯ ′ = 1
2
[T ′, T ]. Moreover, vector
∑
iR(ui, T (ui))X
is independent of the choice of the orthonormal basis u. Finally
∇O(N)
Xh
Y h = (∇XY )h − 1
2
R(X, Y ),
∇O(N)
T¯
Xh =
1
2
RT (X)
h,
∇O(N)
Xh
T¯ =
1
2
RT (X)
h +∇XT ,
∇O(N)
T¯
T¯ ′ =
1
2
[T ′, T ].
(5.2)
The Levi–Civita connection of O(N) was first computed by Kowalski and Sek-
izawa [7, 8], but with the use of different vertical vector fields, namely the vector
fields (Tij)
∗ defined below.
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Remark 5.1. By the formula (5.1) for the Levi–Civita connection ∇L(N) on the
vector fields T¯ , T¯ ′ we get that
[T¯ , T¯ ′] = −[T, T ′].
Therefore, the subspace of invariant vertical vector fields forms a Lie algebra,
which is anti–isomorphic to the Lie algebra of (1, 1)–tensor fields of the tangent
space TN . Moreover, we get
∇O(N)
T¯
T¯ ′ =
1
2
[T¯ , T¯ ′].
Hence, the Levi–Civita connection on the invariant vertical vector fields is just
the bi–invariant connection.
Put
Tij =
1√
2
(
Eij − Eji
) ∈ o(n).
Then, by the equality (Eij)
∗
u = u
v,j
i , we have
gSM((Tij)
∗
u, (Tkl)
∗
u) = δikδjl − δilδjk.
Therefore
gSM(A
∗
u, B
∗
u) = −tr(A · B),
hence Sasaki–Mok metric gSM is on the vertical subspace of the orthonormal
frame bundle O(N) the metric induced by the Killing form K on the Lie algebra
g,
K(U, V ) = −tr(U · V ), U, V ∈ g.
Let M be a submanifold of N and O(M,N) the bundle of frames adapted to
M . Notice that vectors
Xh
′
, (TAB)
∗, (Tα,β)
∗,
where X ∈ TM , are tangent to O(M,N), whereas vectors
Zh, (TAα)
∗
u − (SuA(uα))hu,
where Z ∈ T⊥M , are orthogonal to O(M,N) in O(N).
Denote by ∇O(M,N) the Levi–Civita connection of O(M,N) and by ΠO(M,N)
the second fundamental form of O(M,N) in O(N) with respect to Sasaki–Mok
metric gSM .
Adopt the notation from the previous sections.
Proposition 5.2. Let X ∈ TM and u ∈ O(M,N). The decomposition of Xhu
into tangent and orthogonal part to O(M,N) in O(N) equals
(5.3) Xhu = P
−1(X)h
′
u +
(
−SP−1(X) − 2
∑
A
(S2eA(P
−1(X)))hu
)
.
Proof. Since Xh
′
= Xhu + SX , it follows that
(5.4) Xh
′
u +
(
− SX − 2
∑
A
(S2eA(X))
h
u
)
= Xhu − 2
∑
A
(
S2eA(X)
)h
u
= P (X)hu.
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Put Vu = SX + 2
∑
A(S
2
eA
(X))hu. Then, by above,
gSM(Y
h′, Vu) = gSM(SX , SY ) + g(Y, 2
∑
A
S2eA(X))
= 2
∑
A
g(SuA(X), SuA(Y ))− 2
∑
A
g(SuA(X), SuA(Y ))
= 0.
Therefore the vector Vu is orthogonal to subspace H′. It is easy to see that Vu is
also orthogonal to the vertical subspace of O(N,M)|M . Thus Vu ∈ T⊥O(M,N).
This implies that (5.4) is a decomposition into tangent and orthogonal parts.
Substituting X by P−1(X) in (5.4) we get (5.3). 
Proposition 5.3. Let T ∈ g(TN |M). The following decomposition
(5.5) T¯ =
(
T¯h − P−1(STm)h
′
)
+(
T¯m + (STm)
h + SP−1(STm ) + 2
∑
A
(S2eA(P
−1(STm)))
h
)
is a decomposition into tangent and orthogonal part to O(M,N) in O(N).
Proof. By the definition of Sasaki–Mok metric we have
gSM(T¯h, T¯m) = 〈Th, Tm〉 = 0.
Therefore the decomposition
T¯ = T¯h + T¯h
is orthogonal. Moreover vector T¯m+(STm)
h is orthogonal to vectors T ∗AB, T
∗
αβ and
for any X ∈ TM by Lemma 4.3
gSM(T¯m + (STm)
h, Xh
′
) = gSM(T¯m + (STm)
h, Xh + SX)
= 〈Tm, SX〉+ g(STm, X)
= 0
Therefore T¯m + (STm)
h ∈ T⊥O(M,N). We have
T¯ = T¯h − (STm)h + T¯m + (STm)h.
To prove (5.5) it suffices to apply Proposition 5.2 to the vector (−STm)h. 
We will now compute the Levi–Civita connection ∇O(N) on the vector fields
tangent to O(M,N). By Lemma 4.2 we have
∇O(N)
Xh
′ Y
h′ = (∇XY )h + 1
2
(RSX (Y ) +RSY (X))
h − R′(X, Y )
+
1
2
∇′XSY +∇′Y SX +
1
2
S[X,Y ]
∇O(N)
Xh
′ T¯ =
1
2
RT (X)
h +∇′XT +
1
2
(∇XT )m
∇O(N)
T¯
Y h
′
=
1
2
RT (Y )
h +
1
2
(∇Y T )m.
(5.6)
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5.1. Intrinsic geometry. Now, we are ready to compute the Levi–Civita con-
nection ∇O(M,N) and curvatures of O(M,N).
Proposition 5.4. Let X, Y ∈ Γ(TM) and T, T ′ ∈ h(TN |M). The Levi–Civita
connection ∇O(M,N) of O(M,N) equals
∇O(M,N)
Xh
′ Y
h′ = (∇˜XY )h′ − 1
2
R′(X, Y ),
∇O(M,N)
Xh
′ T¯ =
1
2
QT (X)
h′ +∇′XT ,
∇O(M,N)
T¯
Y h
′
=
1
2
QT (Y )
h′,
∇O(M,N)
T¯
T¯ ′ =
1
2
[T¯ , T¯ ′].
Proof. Follows by Propositions 5.2 and 5.3, Proposition 4.6, relations (5.6) and
the fact that
P−1(X) = X + P−1(SSX), X ∈ TM.

Proposition 5.5. Let X, Y, Z ∈ TM , T, T ′, T ′′ ∈ h(TN |M). The curvature ten-
sor RO(M,N) equals
RO(M,N)(Xh
′
, Y h
′
)Zh
′
= (R˜(X, Y )Z)h
′ − 1
2
(DXR′)(Y, Z)− (DYR′)(X,Z)
− 1
4
(
QR′(Y,Z)(X)−QR′(X,Z)(Y )− 2QR′(X,Y )(Z)
)h′
,
RO(M,N)(Xh
′
, Y h
′
)T¯ =
1
2
((DXQT )(Y )− (DYQT )(X))h
′
+
1
2
[R′(X, Y ), T ]− 1
4
R′(X,QT (Y ))− R′(Y,QT (X)),
RO(M,N)(Xh
′
, T¯ )Zh
′
=
1
2
((DXQT )(Z))
h′ − 1
4
R′(X,QT (Z))− [R′(X,Z), T ]
and
RO(M,N)(Xh
′
, T¯ )T¯ ′ = −1
4
(
Q[T,T ′](X) +QT (QT ′(X)
)h′
,
RO(M,N)(T¯ , T¯ ′)Zh
′
=
(
1
4
[QT , QT ′](Z) +
1
2
Q[T,T ′](Z)
)h′
,
RO(M,N)(T¯ , T¯ ′)T¯ ′′ = −1
4
[[T, T ′], T ′′],
where
(DXR
′)(Y, Z) = ∇′XR′(Y, Z)−R′(∇˜XY, Z)−R′(Y, ∇˜XZ),
(DXQT )(Y ) = ∇˜XQT (Y )−Q∇′
X
T (Y )−QT (∇˜XY ).
Proof. Direct consequence of Proposition 5.4. 
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Proposition 5.6. The sectional curvature κO(M,N) of O(M,N) is of the form
κO(M,N)(Xh
′
, Y h
′
) = κ˜(X, Y )− 3
4
‖R′(X, Y )‖2,
κO(M,N)(Xh
′
, T¯ ) = |Q2T (X)|2g˜,
κO(M,N)(T¯ , T¯ ′) =
1
8
‖[T, T ′]‖2
for T, T ′ ∈ h(TN |M) orthonormal and X, Y orthonormal with respect to g˜, where
κ˜(X, Y ) is the sectional curvature of (M, g˜) in the direction of X, Y ∈ TM .
Proof. By Lemma 4.5 we have
κO(M,N)(Xh
′
, Y h
′
) = g˜(R˜(X, Y )Y,X) +
3
4
gSM(QR′(X,Y )(Y )
h′, Xh
′
)
= κ˜(X, Y )− 3
4
‖R′(X, Y )‖2.
This proves the first equality. For the proof of the second relation, let UT (X) =
RT (X)
⊤ − S(∇XT )m for T ∈ h(TN |M). Then QT (X) = P−1(UT (X)). Moreover,
since
g(S(∇XT )m , Y ) = −〈SY , [SX , T ]〉 = 〈[SX , SY ], T 〉 = 〈SX , [SY , T ]〉 = −g(S(∇Y T )m , X),
it follows that UT is skew-symmetric. Hence
g˜(QT (X), Y ) = g(UT (X), Y ) = −g(X,UT (Y )) = −g˜(X,QT (Y )),
so QT is skew–symmetric with respect to g˜. Therefore
κO(M,N)(Xh
′
, T¯ ) = −1
4
gSM(Q
2
T (X)
h′, Xh
′
)
= −1
4
g˜(Q2T (X), X)
=
1
4
g˜(QT (X), QT (X)).
The last relation follows directly by the formula for the curvature tensor. 
Corollary 5.7. If dimM > 2, then O(M,N) is never of constant sectional cur-
vature.
Corollary 5.8. If (M, g) is totally geodesic and (N, g) is of constant sectional
curvature 0 ≤ κ ≤ 2
3
, then O(M,N) has non–negative sectional curvatures.
Proof. Since M is totally geodesic, we have SX = 0 and g˜ = g. In particular
R˜ = R′. Moreover
‖R′(X, Y )‖2 = 2κ2.
By Proposition 5.6 we have κO(M,N)(Xh, Y h) = κ− 3
2
κ2 ≥ 0. Clearly the remaining
sectional curvatures are non–negative. 
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5.2. Extrinsic geometry. Now we are ready to compute the second fundamen-
tal form of the Levi–Civita connection of gSM and study the extrinsic geometry
of O(M,N).
Proposition 5.9. The second fundamental form ΠO(M,N) equals
ΠO(M,N)(Xh
′
u , Y
h′
u ) =
(
Π(X, Y ) +
1
2
(RSX (Y ) +RSY (X))
⊥
)h
− 1
2
SP−1(∇′
X
Y+∇′
Y
X+(RSX (Y )+RSY (X))
⊤)
−
(∑
A
S2eA(P
−1(∇′XY +∇′YX + (RSX (Y ) +RSY (X))⊤))
)h
+
1
2
∇′XSY +∇′Y SX +
1
2
(S∇′
X
SY +∇′Y SX
)h
+
1
2
SP−1(S
∇′
X
SY +∇
′
Y
SX
) +
(∑
A
S2eA(P
−1(S∇′
X
SY +∇
′
Y
SX ))
)h
,
ΠO(M,N)(Xh
′
u , T¯u) =
(
(RT (X))
⊥
)h − 1
2
SP−1(RT (X)⊤) −
(∑
A
S2eA(P
−1(RT (X))
⊤)
)h
+
1
2
(∇XT )m + 1
2
SP−1(S(∇XT )m ) +
(∑
A
S2eA(P
−1(S(∇XT )m))
)h
,
ΠO(M,N)(T¯u, T¯ ′u) = 0,
where X, Y ∈ TM , T, T ′ ∈ h(TN |M) and Π denotes the second fundamental
form of (M, g).
Proof. First notice that
(∇′XY )h +
1
2
S[X,Y ] =
1
2
(∇′XY +∇′YX)h +
1
2
[X, Y ] +
1
2
S[X,Y ]
=
1
2
(∇′XY +∇′YX)h +
1
2
[X, Y ]h
′
.
Now, Proposition follows by relations (5.6) and Propositions 5.2 and 5.3. 
Corollary 5.10. O(M,N) is totally geodesic if and only if M is totally geodesic
and
(5.7) (R(U, V )W )⊤ = 0 for U, V,W ∈ T⊥M.
Proof. Assume M is totally geodesic and (5.7) holds. Then Π = 0, SX = 0 and
RT (X)
⊥ = 0 for any T ∈ h(TN |M) and X ∈ TM . Therefore ΠO(M,N) = 0.
Conversely, assume ΠO(M,N) = 0. Then by the formula for ΠO(M,N)(Xh
′
, T¯ )
it follows that RT (X)
⊥ = 0. This implies (5.7). Moreover, by the formula for
ΠO(M,N)(Xh
′
, Y h
′
) we get Π = 0. 
Above corollary implies the following result.
Corollary 5.11. Assume N is of constant scalar curvature. Then O(M,N) is
totally geodesic if and only if M is totally geodesic.
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In order to compute the mean curvature vector HO(M,N) of O(M,N) in O(N)
we need to recall the concept of the Gauss map of a submanifold and its har-
monicity.
Let Grn(N) denotes the Grassmann bundle of n–dimensional subspaces of the
tangent bundle TN . Then
Grn(N) = O(N)×G (G/H) = O(N)/H,
where the action of G on the fiber is by left multiplication. The Killing form on G
induces the invariant metric on the quotient G/H , hence on the vertical subspace
of the Grassmann bundle. Consider the mapping ρ : O(N)→ Grn(N) of the form
ρ(u) = span{u1, . . . , un}, u ∈ O(N).
In other words ρ(u) = [u · H ], where [u · H ] denotes the equivalence class of
u ·H ∈ O(N)× (G/H) under the action of G. The horizontal subspace of Grn(N)
is defined as ρ∗(H). The Riemannian metric gGr on the horizontal space of the
Grassmann bundle is induced from the metric g on M . Moreover, horizontal and
vertical subspaces are orthogonal. In other words, the map µ is a Riemannian
submersion.
The Gauss map of a submanifold M in N is a map γ :M → Grn(N) defined
as
γ(x) = TxM ⊂ TxN, x ∈M.
In other words, the following diagram commutes
O(N)|M Grn(N)|M Grn(N)
M N
//
ρ
$$❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
pi


//

piGr
OO
γ


//
where pi : O(N) → N denotes the projection in the bundle O(N)|M and piGr :
Grn(N)→ N the projection in the Grassmann bundle. Notice that ρ|O(N,M) is
a constant map on the fibers, ρ(u) = Tpi(u)M .
Considering the Riemannian metric g˜ onM , which may, in general, differ from
g, we study the harmonicity of a map
(5.8) γ : (M, g˜)→ (Grn(N), gGr).
Harmonicity of a Gauss map (5.8), up to the knowledge of the author, was
studied only in the case when g˜ = g [12, 4]. The harmonicity of the Gauss map
for a distribution was studied in the full generality in [3].
For a (1, 1)–tensor T on N let
Tˆξ = µ∗uT¯u, µ(u) = ξ.
Moreover, we put
Xh,Grξ = µ∗u(X
h), µ(u) = ξ.
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Then, Tˆ and Xh,Gr are well–defined vector fields on Grn(N). Notice that Tˆ = Tˆm,
i.e. Tˆh = 0. Thus, it is clear that the Levi–Civita connection of Grn(N) is equal
∇GrXh,GrY h,Gr = (∇XY )h,Gr −
1
2
̂R(X, Y )m,
∇GrXh,Gr Tˆm = ∇̂′XTm +
1
2
RTm(X)
h,Gr,
∇Gr
Tˆm
Tˆ ′m = 0.
The Levi–Civita connection ∇Gr induces the unique connection ∇γ in the
pull–back bundle γ−1(T Grn(N))→M which satisfies the condition
∇γX(E ◦ ϕ) = ∇Grγ∗XE, X ∈ TM, E ∈ Γ(T Grn(N)).
Then, γ is harmonic if its tension field τ(γ) vanishes, where
τ(γ) =
∑
A
∇γe˜Aγ∗e˜A − γ∗(∇˜e˜A e˜A)
and (e˜a) is an orthonormal basis of M with respect to g˜ and ∇˜ is the Levi–Civita
connection of g˜. Notice that
γ∗X = X
h,Gr ◦ γ + ŜX ◦ γ,
which follows form the fact that
σ∗X = X
h ◦ σ +
∑
i
(∇Xσi)v,i
for a section of O(N) and that γ = µ ◦ σad, where σad is the section of O(M,N).
Therefore, we get the formula for the tension field,
τ(γ) =
∑
A
(∇e˜A e˜A − ∇˜e˜A e˜A +RS ˜eA (e˜A))h,Gr + ∇̂′e˜ASe˜A − Ŝ∇˜e˜A e˜A.
In particular, γ is harmonic if and only if∑
A
Π(e˜A, e˜A) +RS ˜eA (e˜A)
⊥ = 0,(H1) ∑
A
∇′e˜A e˜A − ∇˜e˜A e˜A +RSe˜A (e˜A)⊤ = 0,(H2)
∇′e˜ASe˜A − S∇˜e˜A e˜A = 0.(H3)
Now, we can state and prove the main theorem.
Theorem 5.12. O(M,N) is minimal in O(N) if and only if the Gauss map
γ : (M, g˜)→ (Grn(N), gGr) of M is harmonic.
Proof. First, we compute the scalar product of the second fundamental form on
horizontal vectors with orthogonal vectors Zh, Z ∈ T⊥M , and T˜ = T¯ + ShT , for
T ∈ m(TN |M). Clearly
(5.9) gSM(Π(X
h′, Y h
′
), Zh) = g(Π(X, Y ) +
1
2
(RSX (Y ) +RSY (X))
⊥, Z).
Put
V = ∇′XY +∇′YX + (RSX (Y ) +RSY (X))⊤, L = ∇′XSY +∇′Y SX .
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Then, by Lemma 4.3,
gSM(Π(X
h′, Y h
′
), T˜ ) =
1
2
(〈SP−1(V ), T 〉+ 〈L, T 〉+ 〈SP−1(SL), T 〉
− g(SS
P−1(V )
, ST ) + g(SL, ST ) + g(SS
P−1(SL)
, ST ))
=
1
2
(g(V, ST ) + 〈L, T 〉 − 〈SSL, T 〉 − g(SL, ST ))
=
1
2
〈L− SV , T 〉.
(5.10)
Let (e˜A) be an orthonormal basis on M with respect to g˜. Then, (e˜A
h′) is an
orthonormal basis of the horizontal distribution H′, since
gSM(e˜A
h′, e˜B
h′) = g˜(e˜A, e˜B) = δAB.
By (5.9) and (5.10) the harmonicity of γ is equivalent to the following conditions∑
A
Π(e˜A, e˜A) +RS ˜eA (e˜A)
⊥ = 0,(M1) ∑
A
∇′e˜ASe˜A − S∇′e˜A e˜A − SRSe˜A (e˜A)⊤ = 0.(M2)
Condition (M1) is just the condition (H1). Moreover, (H2) and (H3) imply (M2).
To show the converse, assume (M1) and (M2) hold. It suffices to show that (H2)
is satisfied. By Codazzi equation (see Lemma 4.2) and Lemma 4.3∑
A
g(RSe˜A (e˜A), Z) =
∑
A
〈R(e˜A, Z), Se˜A〉
=
∑
A
〈∇′e˜ASZ − S∇′˜eAZ , Se˜A〉 − 〈∇
′
ZSe˜A − S∇′Z e˜A, Se˜A〉.
Hence, by Lemma 4.4, equation (4.2) and (M2) we have∑
A
g(∇˜e˜A e˜A −∇′e˜A e˜A, P (Z)) =
∑
A
g((∇′e˜AP )e˜A, Z)−
1
2
g((∇′ZP )e˜A, e˜A)
=
∑
A
(〈∇′e˜ASe˜A − S∇′e˜A e˜A, SZ〉+ 〈∇′e˜ASZ − S∇′e˜AZ , Se˜A〉
− 〈∇′ZSe˜A − S∇′Z e˜A, Se˜A〉
)
=
∑
A
〈∇′e˜ASe˜A − S∇′˜eA e˜A, SZ〉+ g(RSe˜A (e˜A), Z)
= g(SRSe˜A (e˜A)
⊤ , SZ) + g(RSe˜A (e˜A), Z)
=
∑
A
g(RSe˜A (e˜A)
⊤, P (Z)).
Therefore (H2) holds. 
Remark 5.13. It seems that the correlation of minimality of O(M,N) and the
harmonicity of associated section of the Grassmann bundle is a more general fact,
which holds for any restriction of the structure group of the principal bundle and
the homogeneous bundle associated with this bundle. This correlation is studied
by the author independently [11].
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