Abstract Given two point sets S and T , in a many-to-many matching between S and T each point in S is assigned to one or more points in T and vice versa. A generalization of the many-to-many matching problem is the limited capacity many-to-many matching problem, where the number of points that can be matched to each point (the capacity of each point) is limited. In this paper, we provide an O n 2 time algorithm for the one dimensional minimum-cost limited capacity many-to-many matching problem, where |S| + |T | = n. Our algorithm improves the best previous time complexity of O(kn 2 ), that in which k is the largest capacity of the points in S ∪ T . In this problem, both S and T lie on the real line and the cost of matching s ∈ S to t ∈ T is equal to the distance between s and t.
definitions are presented in Fig. 1 . In an ODMLM, a point matching to its capacity number of points is called a saturated point. Now, we briefly explain the dynamic programming matching algorithm presented by Colannino et al. [4] which determines a minimum-cost many-to-many matching between S and T . The time complexity of their algorithm is O(n log n) for the unsorted point sets S and T . However, if the point sets are given in sorted order the algorithm runs in linear time. Let C(q) denote the cost of a minimum cost many-to-many matching for the set of the points { p ∈ S ∪ T | p ≤ q}, the algorithm presented in [4] computes C(q) for all points q in S ∪T . In fact, the cost of the minimum many-to-many matching between S and T is equal to C(m), where m is the largest point in S ∪ T . (Fig. 2a) [4] . (Fig. 2b) [4] .
Lemma 1 Let b < c be two points in S, and a < d be two points in T such that a ≤ b < c ≤ d. Then a minimum cost many-to-many matching that contains (a, c) does not contain (b, d), and vice versa

Lemma 2 Let b, d ∈ T and a, c ∈ S with a < b < c < d. Then, a minimum cost many-to-many matching contains no pairs (a, d)
Proof Suppose, by way of contradiction, that M is a minimum cost many-to-many matching that contains such a pair (a, d) (Fig. 2b) . Remove the pair (a, d) from M and add the pairs (a, b) and (c, d). The result M is still a many-to-many matching which has a smaller cost, a contradiction.
Corollary 1 For any matching (a, d) in a minimum-cost many-to-many matching with a < d, we have a ∈ A i and d ∈ A i+1
for some i ≥ 0. [4] . , and a, a ∈ A i with b < a < a < b , suppose by contradiction that there exists a minimum cost many-to-many matching containing both (b, a ) and (a, b ). But this contradicts Lemma 1.
Lemma 3 In a minimum cost many-to-many matching, each A i for all i > 0 contains a point q i , such that all points in A i lying to the left of q i are matched with the points in A i−1 and all points in A i lying to the right of q i are matched with the points in A i+1
In fact, we can consider the point q i defined in Lemma 3 as a separating point. As the separating points are explored, their algorithm easily computes the output. Initially, they assumed that
Depending on the values of w, s, and i five cases arise.
Case 0: w = 0. In this case two situations arise: i ≤ s and i > s. In the first situation the optimal matching is computed by assigning the first s − i elements of A 0 to b 1 and the remaining i elements pairwise (Fig. 3a ), so C (b i ) is computed from:
In the second situation, i > s, the cost is minimized by matching the first s points in A 1 pairwise with the points in A 0 , and the remaining i − s points in A 1 with a s (Fig. 3b) . So:
Case 1: w > 0, s = t = 1. This case is illustrated in Fig. 4a . By Lemma 3, b 1 must be matched with the point a 1 . Therefore, we do not consider the point a 1 , unless it reduces the cost of C (b 1 ). Case 2: w > 0, s = 1, t > 1. By Lemma 3, in a minimum cost matching all points in A w+1 should be matched with a 1 as presented in Fig. 4b . As case 1, 
Our Matching Algorithm
In this section, we introduce our matching algorithm which is based on the algorithm of Colannino et al. [4] . It is not hard to see that Lemma 1 also applies for an ODMLM. Let Cap(q) denote the capacity of the point q, i.e., the number of the points that can be matched to q. For any point q, C(q, j) denotes the cost of an ODMLM for the set of points { p ∈ S ∪ T , with p ≤ q and 1
is the cost of an ODMLM. The following lemmas describe some structural properties of an ODMLM created by our algorithm. Note that we use this corollary for finding empty capacity for matching each point. So, for each a ∈ A i we must find the first partition A j containing points with empty capacities. Proof Obviously, the minimum cost is obtained by matching each point in B with the closest point in A which is not saturated. Notice that by Lemma 8 the order by which the points of B are matched is arbitrary, that is, it is not important which point of B is matched first. But without loss of generality we match the two sets as follows. ... 
Lemma 4 Let a ∈ S, b ∈ T and c
∈ S, d ∈ T such that a ≤ b < c ≤ d.w > 0, s > 1, t > 1. a Computing X (b i ). b Computing Y (b i ). c Computing Z (b i ) a d b c (b) a d b c (a)
Lemma 8 Let a < a ≤ b < b such that a, a ∈ S and b, b ∈ T . Assume that we must match the points a, a to the points b, b . Then, in an ODMLM it does not matter that we use the pairs (a, b), (a , b ) or the pairs (a, b ), (a , b). Proof The cost of the two pairs (a, b), (a , b ) is equal to the cost of the two pairs (a, b ), (a , b). Since we have
(b − a) + (b − a ) = (b − a) + (b − a ).
Lemma 9 Let
may be neither saturated nor single matched, where k is the greatest integer such that
In fact, a s−k is the border between the single matched points in A and the saturated points, such that all points in A lying to the left of a s−k are single matched and all points in A lying to the right of it are saturated. Figure 8a illustrates an example of this situation. Now assume t ≤ s j=1 α j and a 1 ≥ b t . In this situation, which is depicted in Fig.  7b , we assign the last s elements in B pairwise with the points in A to guarantee that each point of A is matched to at least one point of B. Then starting from b t−s , we match each point of the remaining t −s points in B, that is b 1 , . . . , b t−s , to the smallest point in A that has not been saturated. Hence, the first k points in A are saturated, the last s − k − 1 points are single matched, and the (k + 1) th point may be neither single matched nor saturated, where k is the greatest integer such that Figure 8b illustrates an example of this case of Lemma 9.
Theorem 1 Let S and T be two sets of points on the real line with |S| + |T | = n. Then, a minimum-cost limited capacity many-to-many matching between S and T can be determined in O(n 2 ) time.
We can compute an ODMLM by finding the point q i of each set A i defined in Lemma 7, called here the optimal point, which separates the points lying to the left of the optimal point from the points lying to the right of it. Our algorithm has two steps: the maim step and the final step. Consider two points a, b with a ≤ b, by Corollary 2, for each matching (a, d) in an ODMLM with a ∈ A i and d ∈ A j we have j = i + 1 except two cases: (1) there do not exist any capacities in A j−1 , A j−3 , . . . , A i+2 for the point d ∈ A j , and (2) there are no capacities in the partitions A i+1 , A i+3 , . . . , A j−2 for the point a ∈ A i . In the first case, considered in Case B of the main step of our algorithm, we seek the partitions A j−1 , A j−3 , A j−5 , . . . to find the first partition with an empty capacity point for d. In the second case, explained in the final step of our algorithm, we seek the partitions A i+1 , A i+3 , A i+5 , . . . to find the first partition containing a point with an empty capacity for the point a. In the following, we explain the main step of our algorithm.
Main
Step The idea of our dynamic programming algorithm is that we add each point b i ∈ S ∪ T one by one, and then compute an optimal matching as the capacity of b i increases by 1 to Cap(b i ). Recall that by Lemma 7 the aim of our algorithm is to determine the optimal point q i of each partition A i .
Consider 
3.
i j=1 β j > s. By Lemma 9, in this situation the optimal matching is computed by assigning the last i elements in A 0 , that is a s−i+1 , . . . , a s , pairwise with the points in A 1 . Then, starting from a s−i we match each point of the remaining unmatched points in A 0 to the closest point (i.e., the smallest point) of A 1 that has not been saturated.
Case A.1: w > 0, s = 1. By Lemma 7, all points in A w+1 are assigned to a 1 . We identify two case: (1) a 1 is paired with both b 1 and some other points p < b 1 , and (2) a 1 is paired only with b 1 . We choose the matching of minimum cost:
In this case, we should examine all points a j ∈ A w and determine the optimal point q w of A w . Let
In this situation, by Lemma 7 we should find the optimal point q w of A w . We must examine three cases. a r , a r +1 , . . . , a s to b 1 , b 2 , . . . , b i plus min (C (a r −1 , α r −1 ) , C (a r , α r − 1) ) for 1 ≤ r ≤ s − i. So, we have:
Let S r,i be the cost of matching
where k is the greatest integer such that
Note that we have: 
The values of X (b
Note that where k is the greatest integer for which
and
In fact, h = s − k + 1 implies that a h is a saturated point, h = s − k implies that m points are matched to a h , and h < s − k implies that a h is matched to a single point. So, we have:
Therefore, we have:
where a k is the largest point in A w that is not saturated in the matching corresponding A w+1 , that is b i−h+1 , . . . , b i−1 , b i , are matched to the points in A w according to Lemma 9 (Fig. 9) . The cost of this matching is:
. . , α s } be the capacities of {a 1 , a 2 , . . . , a s }, and h = s j=1 α j . If the sum of the capacities of the points in A w−2 is greater than or equal to the number of the points in {b 1 , b 2 , . . . , b t }, that is t ≤ h , the process is stopped. Otherwise, the last h elements in {b 1 , b 2 This backward process is followed until finding the first set, called A w , that can satisfy the demands of the remaining unmatched points in the set
i.e., the sum of the capacities of the points in A w is greater than or equal to the number of the unmatched points in the set A w +1 ∪ · · · ∪ A w−1 ∪ A w+1 . It is possible that we do not reach such a set A w , in this situation 
for all 1 ≤ k ≤ β i . Figure 10 illustrates an example of Case B, where 6 , t 7 }, and C S = {5, 2, 3} as the capacity set of {s 1 , s 2 , s 3 }. First, the last 5 points in A 3 are mapped to the points in A 2 , then we seek the previous sets to find enough capacities, so we match t 2 and t 1 with s 1 .
Final
Step In this step, we consider the situation where there are not enough capacities in A w+1 for the points a ∈ A w for w ≥ 0, and so by Corollary 2, we must seek the partitions A w+3 , A w+5 , . . . for finding enough capacities. So, we investigate all partitions A w = {a 1 , a 2 , . . . , a s } for w ≥ 0 in the ascending order of w as follows. Starting from a 1 , examine each a j ∈ A w one by one in the ascending order. For each a j ∈ A w with t k=1 β k < (s − j + 1), i.e., there are not enough capacities in A w+1 for the points a j , a j+1 , . . . , a s , we seek the next sets to find enough capacities according to Corollary 2.
Let h = t j=1 β j , and A = {a j , a j+1 , . . . , a j+h−1 } be the h consecutive points of A w starting from a j (Fig. 11). We match a j , a j+1 , . . . , a j+h−1 with the points of A w+1 using Lemma 9. So, the last β 1 points in A are matched to the point b 1 , the last β 2 points of the remaining h − β 1 points in A are matched to the point b 2 , and so on. Let C w+1 be the cost of matching the points in A to the points in A w+1 using Lemma 9 plus min(C a j−1 , α j−1 , C a j , α j − 1 ), so we have: 1 , a 2 , . . . , a h }, with the points in A w+3 using Lemma 9. So, the last β 1 points of A are matched to the point b 1 , the last β 2 points of the remaining h − β 1 points in A are matched to the point b 2 , and so on. Then, let C w+3 be the costs of matching the points of A to the points of A w+3 plus C w+1 :
Next, we compare the sum of the capacities of the points in A w+5 with the number of the points in {a h +1 , a h +2 , . . . , a s } ∪ A w+4 , and so forth. This forward process is followed until finding the first partition, called A j , which can satisfy the demands of the remaining unmatched points in
Note that by Lemma 6 and Corollary 2, in this step the points in A k for w ≤ k ≤ j − 1 seek the points in the partitions A k+1 , A k+3 , A k+5 , . . . to find the first partition A j with enough empty capacities (Fig. 12) . Figure 13 shows an example for this situation. Note that it is possible that there does not exist a set such A j . If A j exists, we should match the unmatched points in A with the points in A j as follows.
Let 
Therefore, we can compute C (b i , k) for all 1 ≤ i ≤ t and 1 ≤ k ≤ β i in O(n) time, and our algorithm computes an ODMLM between two point sets with total cardinality n in O(n 2 ) time.
Concluding Remarks
The limited capacity many-to-many point matching is a many-to-many matching where each point has a limited capacity. In this paper, we study the one dimensional limited capacity many-to-many matching problem, called ODMLM problem, in which we match two point sets that lie on the real line. We provide an algorithm that determines an ODMLM between two point sets with total cardinality n in O(n 2 ) time. The two-dimensional version of this problem is open.
