ABSTRACT. Time-varying coefficient models are widely used in longitudinal data analysis. These models allow the effects of predictors on response to vary over time. In this article, we consider a mixed-effects time-varying coefficient model to account for the within subject correlation for longitudinal data. We show that when kernel smoothing is used to estimate the smooth functions in time-varying coefficient models for sparse or dense longitudinal data, the asymptotic results of these two situations are essentially different. Therefore, a subjective choice between the sparse and dense cases might lead to erroneous conclusions for statistical inference. In order to solve this problem, we establish a unified self-normalized central limit theorem, based on which a unified inference is proposed without deciding whether the data are sparse or dense. The effectiveness of the proposed unified inference is demonstrated through a simulation study and an analysis of Baltimore MACS data.
Introduction
Longitudinal data sets arise in biostatistics and lifetime testing problems when the responses of the individuals are recorded repeatedly over a period of time. Examples can be found in clinical trials, follow-up studies for monitoring disease progression, and observational cohort studies. In many longitudinal studies, repeated measurements of the response variable are collected at irregular and possibly subject-specific time points. Therefore, the measurements within each subject are possibly correlated with each other, and data are often highly unbalanced, but different subjects can be assumed to be independent. Typically, the scientific interest is either in the pattern of change over time of the outcome measures or more simply in the dependence of the outcome on the covariates.
A useful nonparametric model to quantify the influence of covariates other than time is the time-varying coefficient model, in which coefficients are allowed to change smoothly over time. Let ¹.y ij ; x i .t ij /; t ij /I i D 1; 2; : : : ; nI j D 1; 2; : : : ; n i º be a longitudinal sample from n randomly selected subjects, where t ij is the time when the j th measurement of the i th subject is made and assumed to have bounded support, n i is the number of repeated measurements of the ith subject, y ij is the response and D 1 is an optional intercept. The total number of observations in this sample is N D P n iD1 n i . The time-varying coefficient model can be written as
(1.1)
To better account for the local correlation structure of the longitudinal data, similar to the nonparametric mixed-effects model used by Wu & Zhang (2002) and Kim & Zhao (2013) , we add a subject-specific random trajectory v i . / to model (1.1) and consider the following mixed-effects time-varying coefficient model / D 1, and v i .t/ and ij are assumed to be independent. Model (1.2) is basically the same as the model of Hoover et al. (1998) and is a special case of the model investigated by Liang et al. (2003) and Tian & Wu (2014) , which also includes subject-specific coefficients. Our primary goal in this article is to estimate the varying coefficientsˇ.t/ and construct confidence intervals for them.
Longitudinal data can be identified as sparse or dense according to the number of measurements within each subject. Statistical analyses for sparse or dense longitudinal data have been a subject of intense investigation in the recent ten years. Please see, for example, Yao et al. (2005) and Ma et al. (2012) for the studies of the sparse longitudinal data when n i is assumed to be bounded or follows a given distribution with E.n i / < 1; see, for example, Fan & Zhang (2000) and Zhang & Chen (2007) for the studies of the dense longitudinal data when n i ! 1. Kim & Zhao (2013) specified the sparse and dense cases clearly. Here, we adopt their assumptions for the number of repeated measurements of each subject under these two scenarios:
Sparse longitudinal data: n 1 ; n 2 ; : : : ; n n are independent and identically distributed positive-integer-valued random variables with E.n i / < 1; Dense longitudinal data: min 1ÄiÄn .n i / M n for some M n ! 1 as n ! 1.
Other assumptions regarding the number of repeated measurements within each subject were also used to study asymptotic behaviours of local polynomial estimators in varying coefficient models. These assumptions are more or less similar to sparse or dense longitudinal data definitions described earlier. For example, in Hoover et al. (1998) and Wu & Chiang (2000) , the asymptotic inference was established under the assumption of max 1ÄiÄn .n i N 1 / ! 0 as n ! 1. This assumption covers the sparse longitudinal data condition defined earlier but does not meet the definition of dense longitudinal data. In practice, it is well known that the boundary between sparse and dense cases is not always clear. A subjective choice between sparse and dense cases may pose challenges for statistical inference. Furthermore, asymptotic properties of estimators could be different under sparse and dense assumptions. For example, as pointed out in Wu & Chiang (2000) , estimators proposed in Hoover et al. (1998) may not be consistent under the dense data setting. Li & Hsing (2010) established a uniform convergence rate for weighted local linear estimation of mean and variance functions for functional/longitudinal data. Nevertheless, Kim & Zhao (2013) showed that convergence rates and limiting variances under sparse and dense assumptions are different. This motivated them to develop unified nonparametric approaches to perform longitudinal data analysis without deciding whether the data are dense or sparse. However, Kim & Zhao (2013) only considered estimating the mean response curve without the presence of covariates.
In this article, we use the mixed-effects time-varying coefficient model (1.2) to take covariates other than time into account. The time-varying coefficient part,ˇ.t/, in this model describes the effect of interest. The model considered by Kim & Zhao (2013) is a special case of ours if x ij =1. We first show that when using kernel smoothing to estimate smooth functions for sparse or dense longitudinal data, asymptotic results of these two situations are essentially different.
Therefore, a subjective choice between sparse and dense cases could lead to wrong conclusions for statistical inference. In order to solve this problem, motivated by Kim & Zhao (2013) , we establish a unified self-normalized central limit theorem, based on which a unified inference is proposed that can adapt to both sparse and dense cases. The resulting unified confidence interval is simple to compute and use in practice. The effectiveness of the proposed unified inference is demonstrated through a simulation study and an analysis of Baltimore MACS data.
This article is organized as follows. In section 2, we first introduce a sample size weighted local constant estimator of the smooth functionsˇ.t / and provide asymptotic properties for both sparse and dense longitudinal data. Under the mixed-effects time-varying coefficient model setting, we then propose a unified convergence theory based on a self-normalization technique. In section 3, we provide numerical results from a simulation study and use the Baltimore MACS data to demonstrate the performance of the proposed unified approach. Section 4 contains some discussion. Regularity conditions and proofs are assembled in the Appendix. Hoover et al. (1998) proposed a local constant fit for the time-varying coefficient model. However, they did not consider the effect of repeated measurements for each subject. Similar to Li & Hsing (2010) , we consider a sample size weighted local constant estimation method for the model (1.2). Let f . / be the density function of t ij and let t be an interior point of the support of f . /. The weighted local constant estimator we consider is
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Estimation method
where K. / is a kernel function that is symmetric about 0 and satisfies R R K.u/ du D 1 and h n > 0 is a bandwidth, depending on n, with
Similar to the estimator considered by Kim & Zhao (2013) , the just shown estimator does not take within-subject correlations into account for the simplicity of explanation. However, the statistical inference we establish in this article takes within-subject correlations into account and is based on the model assumption (1.2). Based on Lin & Carroll (2000) , the working independence kernel regression estimate Ǒ .t / of (2.1) is still consistent and can achieve optimal convergence rate. However, the working independence estimate might lose some efficiency compared with many proposed methods that incorporate within-subject correlations into nonparametric regression estimator. See, for example, Fan et al. (2007) , Fan & Wu (2008) , Pourahmadi (2007) , Pan & Mackenzie (2003) , Ye & Pan (2006) , Zhang & Leng (2012) , Yao & Li (2013) and Zhang et al. (2015) .
Asymptotic properties for sparse and dense longitudinal data
Based on sparse and dense cases specified in Kim & Zhao (2013) , we will show that convergence rates and limiting variances of Ǒ .t / are different for sparse and dense longitudinal data. To gain intuition about this, we decompose the difference between the estimated value Ǒ .t/ and the true valueˇ.t / in the following way:
where the asymptotic distribution of Ǒ .t / is determined by the right-hand side, with
Based on the previous definition
where
Throughout this article, a n b n means that a n =b n ! 1. For the same subject and same time point,
then by (2.5) and (2.6), we have the following result:
Under the sparse assumption that n i 's are independent and identically distributed with E.n i / < 1, we have, var. i jn i / .t /h n f .t/ K .t; t/ C 2 .t/ =n i as h n ! 0; under the dense assumption that min 1ÄiÄn .n i / M n for some M n ! 1 as n ! 1, we have var. i jn i / G.t; t /h 2 n f 2 .t / .t; t / with M n h n ! 1. Therefore, limiting variances for sparse and dense cases are substantially different. We state asymptotic properties for these two scenarios in the following theorem.
Theorem 2.1. Let
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Based on the regularity conditions in the Appendix, we have the following asymptotic results.
Sparse data: Assume nh n ! 1 and sup n nh
where 
Based on Theorem 2.1, Ǒ .t / has the traditional nonparametric convergence rate if the data are sparse, but has root n convergence rate if the data are dense. In addition, note that, if x D 1, then Theorem 2.1 simplifies to asymptotic results provided by Kim & Zhao (2013) . Based on the asymptotic normality in Theorem 2.1, confidence intervals forˇ.t/ are different under sparse and dense assumptions. Let´1 ˛=2 be the 1 ˛=2 standard normal quantile. Then an asymptotic 1 ˛confidence interval for the smooth functionˇl .t/, l D 0; : : : ; k is
for sparse data or
for dense data, whereˇ.t / D .ˇ0.t /;ˇ1.t/; : : : ;ˇk.t // T , Ǒ l .t/ is the .l C 1/th element of Ǒ .t/, O l .t / is the .l C 1/th element of O .t / and the subscript .l; l/ refers to the .l C 1/th diagonal element of a matrix. In the aforementioned formulas, O D n 
Proposed unified approach
From Section 2.2, asymptotic results for sparse and dense longitudinal data are essentially different, and thus, a subjective choice between these two situations poses challenges for statistical inference, which motivates us to find a unified approach. In this section, we propose a unified self-normalized central limit theorem that can adapt to both sparse and dense cases for the mixed-effects time-varying coefficient model (
where H n is defined in (2.2), and
We have the following unified central limit theorem.
Theorem 2.2. Assume nh n = log n ! 1 and sup n nh 5 n < 1 for sparse data or n i M n , M n h n ! 1, nh 2 n = log n ! 1 and sup n nh 4 n < 1 for dense data. Under the regularity conditions in the Appendix,
in both sparse and dense settings, where I kC1 is the .k C 1/ .k C 1/ identity matrix.
Note that the central limit theorem proposed in Kim & Zhao (2013) is a special case of Theorem 2.2 if x D 1 is assumed in model (1.2). Based on Theorem 2.2, a unified asymptotic pointwise 1 ˛confidence interval forˇl .t /, l D 0; : : : ; k can be written as follows:
(2.12)
The confidence intervals (2.10) and (2.11) in section 2.2 require estimates of the withinsubject covariance function .t; t/, the overall noise variance function 2 .t/ and the conditional expectation G.t; t /; which need extra smoothing procedures, but (2.12) does not need such estimates and can be used for both sparse and dense cases through the self-normalizer
Because of the bias term h 2 n l .t /, it is possible that the estimate Ǒ l .t/ is outside the confidence interval. Because it is difficult to estimate the bias h 2 n .t/ in practice due to unknown derivatives f 0 ,ˇ0 ,ˇ0 0 and 0 , we use the same kernel function as in Kim & Zhao (2013) 
and therefore .t / D 0 kC1 . This obviously does not solve the bias problem. For instance, if f ,ˇand are four times differentiable, then we have the higher order bias term O.h 4 n /. As Kim & Zhao (2013) stated, the bias problem is an inherently difficult problem and no good solutions exist so far. Our simulation results in section 3.1 demonstrate that the new proposed self-normalized confidence interval works well.
For kernel regression, the selection of bandwidth is generally more important than the selection of kernel functions. As stated in Wu & Chiang (2000) , under-smoothing or over-smoothing is mainly caused by inappropriate bandwidth choices in practice but is rarely influenced by kernel shapes. The asymptotic optimal bandwidth depends on n and n i , and it should be able to balance the asymptotic bias term h 2 n .t / and the asymptotic variance term U n .t/. However, as proved in Theorem 2.1, asymptotic properties of the variance term U n .t/ depend on whether the data are dense or sparse and how n i increases with n. Therefore, it is not easy to derive a unified asymptotic optimal bandwidth. To select the bandwidth for Ǒ in practice, we use the idea of 'leave-one-subject-out' cross-validation procedure suggested by Rice & Silverman (1991) . Let Ǒ i .t / be a kernel estimator ofˇ.t/ computed using the data with all repeated measurements of the i th subject left out and define
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to be the subject-based cross-validation. The optimal bandwidth is then defined to be the unique minimizer of CV.h n /. Based on remark 2.3 of Wu & Chiang (2000) , the aforementioned CV bandwidth approximately minimizes the following average squared error:
3. Simulation and real data application
Simulation study
We follow Kim & Zhao (2013) to construct the subject-specific random trajectory v i . /. Consider the model 
For the vector .n 1 ; n 2 ; : : : ; n n / of the number of repeated measurements on each subject, we consider four cases N 1 W n i U OE¹5; 6; : : : ; 15ºI N 2 W n i U OE¹15; 16; : : : ; 35ºI (3.1) N 3 W n i U OE¹80; 81; : : : ; 120ºI N 4 W n i U OE¹150; 151; : : : ; 250º:
Here, U OED represents the discrete uniform distribution on a finite set D. Five confidence intervals are compared in our simulation study:
(1) The self-normalization-based confidence interval in (2.12) (SN); (2) The asymptotic normality-based confidence interval (2.10) for sparse data (NS); (3) The asymptotic normality-based confidence intervals (2.11) for dense data (ND); (4) The bootstrap confidence interval with 200 bootstrap replications from sampling subjects with replacement (BS); (5) The infeasible confidence interval (NSD)
The confidence interval NSD is used as a benchmark to compare the performance of the other confidence intervals, because NSD uses the true theoretical limiting variance function (2.7). Note, however, that NSD is practically infeasible, because it depends on many unknown functions. Similar to Kim & Zhao (2013) , we use the true functions .t; t/, 2 .t/, f .t/, .t/ and G.t; t / for NS, ND and NSD, which gives an advantage to these three methods and removes the impact of different estimation methods. Note that the proposed self-normalization-based confidence interval SN only requires a point estimate ofˇ.t/ and thus is very easy to implement.
We would like to demonstrate that our new method SN works comparably or better than NS and ND even when true functions are used for NS and ND. To measure the performance of different confidence intervals, we use the following two criteria: empirical coverage probabilities and lengths of confidence intervals. Let t 1 < < t 20 be 20 grid points evenly spaced on OE0:1; 0:9. For each grid point t j .j D 1; : : : ; 20/ and a given confidence level, we construct confidence intervals for smooth functionsˇ0.t j /,ˇ1.t j / andˇ2.t j / and compute the empirical coverage probabilities based on 500 replications. Using 500 replications is restricted by the computing time based on a personal computer with Intel(R) Core(TM) i5 CPU, 4-GB installed memory and 32-bit operating system. For each of the five confidence intervals, the empirical coverage probabilities and lengths are averaged at 20 grid points. The bandwidth used for each replicate is the average of 20 optimal bandwidths in (2.13) based on 20 replications (Kim & Zhao, 2013) .
The results forˇ1.t / andˇ2.t / are showed in Tables SN, the self-normalized confidence interval in (2.12); NS and ND, the asymptotic normalitybased confidence intervals (2.10) and (2.11) assuming sparse and dense data, respectively; NSD, the infeasible confidence interval in (3.3) ; BS, the bootstrap confidence interval; N i , i D 1; : : : ; 4, the number of measurements on individual subjects defined in (3.1) and (3.2). SN, the self-normalized confidence interval in (2.12); NS and ND, the asymptotic normality based confidence intervals (2.10) and (2.11) assuming sparse and dense data, respectively; NSD, the infeasible confidence interval in (3.3); BS, the bootstrap confidence interval; N i , i D 1; : : : ; 4, the number of measurements on individual subjects defined in (3.1) and (3.2). SN, the self-normalized confidence interval in (2.12); NS and ND, the asymptotic normality based confidence intervals (2.10) and (2.11) assuming sparse and dense data, respectively; NSD, the infeasible confidence interval in (3.3); BS, the bootstrap confidence interval; N i , i D 1; : : : ; 4, the number of measurements on individual subjects defined in (3.1) and (3.2).
while that of the dense confidence interval ND becomes better. These two confidence intervals only perform well under their corresponding sparse or dense setting, which further confirms the theoretical results in Theorem 2.1. Note that the dense confidence interval ND gives the same widths for each simulation setting at a certain nominal level. This is because asymptotic variances for ND at 20 grid points are the same for each simulation setting. In addition, because we use the same way to generate two covariates x ij1 and x ij 2 , the diagonal elements in .t / and G.t; t/ corresponding toˇ1.t/ anď 2 .t/ in (2.10), (2.11) and (3.3) are the same at a given grid point. Hence, the widths of the confidence intervals ofˇ1.t / andˇ2.t / are the same for NSD, NS and ND .
Compared with NS and ND, the proposed self-normalization-based confidence interval SN provides more stable and better performance. First, it has similar widths and coverage probabilities as the bootstrap confidence interval (BS) and both of them perform closely to the infeasible confidence interval NSD; second, its computing time is much shorter than for the bootstrap confidence interval; finally, asymptotic properties of the self-normalization method have been established in this article, whereas theoretical properties of the bootstrap procedure for longitudinal data have not been developed as far as we know. We also did simulation studies on some larger sample sizes, for example, n D 3000, and the proposed self-normalized SN, the self-normalized confidence interval in (2.12); NS and ND, the asymptotic normality based confidence intervals (2.10) and (2.11) assuming sparse and dense data, respectively; NSD, the infeasible confidence interval in (3.3); BS, the bootstrap confidence interval; N i , i D 1; : : : ; 4, the number of measurements on individual subjects defined in (3.1) and (3.2).
method still works very well and performs better than sparse and dense intervals and has similar performance to the bootstrap method under all cases we tried.
Application to Baltimore MACS data
In this section, we apply the self-normalization-based confidence interval to the HIV part of the Baltimore MACS data which came from the Baltimore MACS Public Data Set Release PO4 (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) provided by Dr. Alfred Saah. CD4 cells can be destroyed by human immunodeficiency virus (HIV), and thus, the percentage of the CD4 cells in the blood of a human body will change after HIV infection. Because of this, CD4 cell count and the percentage in the blood are the most popular used markers to monitor the progression of the disease. The HIV status of 283 homosexual men who were infected with HIV during the follow-up period between 1984 and 1991 was included in this data set. All individuals were scheduled to have measurements made twice a year. Because many patients missed some of their scheduled visits and HIV infections happened randomly during the study, numbers of repeated measurements for each patient are not equal and their measurement times are different. Further details about the design, methods and medical implications of the study can be found in Kaslow et al. (1987) .
The response variable is the CD4 percentage over time after HIV infection. Three covariates are as follows: patient's age, smoking status with 1 as smoker and 0 as nonsmoker and the CD4 cell percentage before the infection. The aim of our statistical analysis is to evaluate the effects of smoking, pre-HIV infection CD4 percentage and age at HIV infection on the mean CD4 percentage after the infection. Define t ij to be the time (in years) of the j th measurement of the i th individual after HIV infection. In this data set, patients have a minimum of 1 measurement and a maximum of 14 measurements. Let Y ij be the i th individual's CD4 percentage at time t ij and X 1i be the smoking status for the ith individual. We centre age and pre-infection CD4 percentage using the sample average. Then we construct the time-varying coefficient model as follows:
whereˇ0.t / represents the baseline CD4 percentage and can be interpreted as the mean CD4 percentage at time t for a nonsmoker with average pre-infection CD4 percentage and average age at HIV infection. Therefore,ˇ1.t /,ˇ2.t / andˇ3.t / represent time-varying effects for smoking, age at HIV infection and pre-infection CD4 percentage, respectively, on the post-infection CD4 percentage at time t .
We use the kernel smoothing method stated in (2.1) to estimate smoothing functionsˇ0.t/,
1 .t/,ˇ2.t / andˇ3.t /. The bandwidth was chosen by using the leave-one-subject-out crossvalidation method, and its value is 0.7074. This real data set is most likely to be the sparse case. However, based on Tables 1-4, even for the case of N 1 , the proposed self-normalized method (SN) provides better confidence interval than the sparse confidence interval (NS). In addition, as we discussed before, the sparse confidence interval (2.10) requires estimates of many unknown quantities and some of them are not easy to estimate, while the self-normalized confidence interval (2.12) does not require any additional estimates besides the estimates of regression coefficients. Therefore, self-normalization-based 95% confidence intervals were constructed forˇ0.t/; : : : ;ˇ3.t / at 100 equally spaced time points between 0.1 and 5.9 years. We also constructed bootstrap 95% intervals at the same 100 time points, based on 1000 bootstrap replications. Figure 1 depicts fitted coefficient functions (solid curves) with 95% selfnormalization-based confidence intervals (dashed curves) and bootstrap confidence intervals (dotted curves). It can easily be seen that self-normalization-based confidence intervals are very close to bootstrap confidence intervals. Indeed, they almost overlap with each other. However, the computing time for the self-normalization-based confidence interval is much shorter than Fig. 1 . Application to Baltimore MACS data. Estimated coefficient curves for the baseline CD4 percentage and the effects of smoking, age and pre-infection CD4 percentage on the post-infection CD4 percentage. The value of the selected bandwidth is 0.7074. Solid curves, estimated effects; dashed curves, 95% selfnormalization-based confidence intervals; dotted curves, 95% bootstrap pointwise confidence intervals. the bootstrap confidence interval. The former one only takes approximately 5 seconds, whereas the latter one needs almost 50 minutes based on a personal computer with Intel(R) Core(TM) i5 CPU, 4-GB installed memory and 32-bit operating system. Based on the constructed confidence intervals, the mean baseline CD4 percentage of the population decreases with time, but at a rate that appears to be slowing down at 4 years after the infection. Because confidence intervals for smoking and age of HIV infection cover 0 most of the time, these two covariates do not significantly affect the post-infection CD4 percentage. The pre-infection CD4 percentage appears to be positively associated with higher post-infection CD4 percentage, which is expected. The aforementioned findings basically agree with Wu & Chiang (2000) , Fan & Zhang (2000) , Huang et al. (2002) and Qu & Li (2006) .
Discussion
In this article, we proposed a unified inference for the time-varying coefficient model (1.2) for the longitudinal data based on the new established unified self-normalized central limit theorem. The new inference tool allows us to do inference for the longitudinal data without subjectively deciding whether the data are sparse or dense. The effectiveness of the proposed unified inference is demonstrated through a simulation study and an analysis of Baltimore MACS data. However, we want to point out that our method only unifies the inference of the sparse and dense situations discussed in our article. It requires more research to provide a unified inference that is applicable to all cases.
The weighted local constant estimators that we considered in this article only use one smoothing parameter, which may not be able to provide adequate smoothing for all coefficient curves at the same time. Wu & Chiang (2000) proposed the componentwise local least squares criteria to estimate time-varying coefficients using different amounts of smoothing. The reason that we use one smoothing parameter is for the simplicity of computation, and our proposed unified inference can be extended to the case of different smoothing parameters as well.
For time-varying coefficient models, the commonly asked questions are whether coefficient functionsˇ. / vary over time and whether certain covariates are significant. Therefore, we may wish to test whether a certain component ofˇ. / is identically zero or constant. The generalized likelihood ratio statistics for the nonparametric testing problems proposed in Fan et al. (2001) might be considered, but the theoretical and practical aspects for longitudinal data would require substantial development.
