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Abstract
In this paper we present an automatic key frame selection
method to summarise 3D video sequences. Key-frame se-
lection is based on optimisation for the set of frames which
give the best representation of the sequence according to
a rate-distortion trade-off. Distortion of the summariza-
tion from the original sequence is based on measurement of
self-similarity using volume histograms. The method eval-
uates the globally optimal set of key-frames to represent
the entire sequence without requiring pre-segmentation of
the sequence into shots or temporal correspondence. Re-
sults demonstrate that for 3D video sequences of people
wearing a variety of clothing the summarization automati-
cally selects a set of key-frames which represent the dynam-
ics. Comparative evaluation of rate-distortion character-
istics with previous 3D video summarization demonstrates
improved performance.
1. Introduction
Three-dimensional (3D) video is able to capture a dy-
namic scene such as an actor’s performance allowing re-
play and observation from arbitrary viewpoint, also called
a free-viewpoint video. Kanade et al. pioneered the re-
construction and rendering images of people from multiple
camera views [11]. Since then 3D video generation systems
have been widely developed [9, 4, 23, 20]. This has resulted
in the emergence of large-scale 3D video database, which
requires methods for browsing and retrieval. Summariza-
tion of 3D video is required to reduce the viewing time for
browsing, bandwidth and computational requirement of re-
trieval allowing efficient search and reuse of 3D video. In
this paper, we present an automatic key frame extraction
method to summarise 3D video sequences.
Three-dimensional video of people captures the human
body motion, so identifying dynamic change points in the
motion as key frames should provide a good summariza-
tion or representation of the overall movement. For marker-
based human motion capture data, structural features such
as the motion of joints and other feature points are easily
located and tracked [15, 24]. However, 3D video is com-
monly reconstructed from multiple views without a tempo-
rally coherent structure resulting in a sequence of meshes
with different geometry, topology and connectivity at each
time frame. There is no hierarchical structure or direct cor-
respondence between frames. Temporal correspondence of
3D video for non-rigid scenes such as people remains an
open problem. In the absence of temporal correspondence
it is not possible to directly identify dynamic events.
In this work we present a method of 3D video summa-
rization which identifies the set of key frames giving the
“best” representation of the motion. A typical summariza-
tion can be regarded as a selection of key frames to repre-
sent the original video. A concise summarization is a com-
pact and faithful representation of the original video, which
should be brief in form but comprehensive in scope. We
define the “conciseness” of a 3D video summarization as
the trade off between “compactness” (the rate of the sum-
marization or the number of key frames) and “faithfulness”
(the distortion to the original sequence). Although in gen-
eral as the rate increase, the distortion will decrease, the
location of key frames also affects the distortion [14]. Xu et
al. [25] determine the best locations and the number of key
frames for a 3D video in the sense of rate-distortion trade
off. However, in their approach a prior shots detection is re-
quired to segment the sequence before extraction. The user
has to manually specify the experiential parameters for the
trade off.
We present a 3D video summarization method to auto-
matically extract key frames from original 3D video with-
out prior motion analysis, temporal correspondence or shot
detection. The problem of key frame selection is framed as
the problem of finding the shortest path in a graph which
is constructed from the self-similarity of the original 3D
video. Key-frames are identified which optimally represent
the 3D video sequence according to the Rate-Distortion(R-
D) trade-off. The optimal R-D trade-off defines the set of
key-frames which give the best summarization of the 3D
video. Evaluation on multiple 3D video sequences demon-
strate that this approach gives a compact and faithful repre-
sentation. Performance is compared to previous techniques
for 3D video summarization [25] demonstrating reduced
distortion and automatic key-frame extraction.
2. Background
2.1. Key Frame Extraction
In earlier work on 2D video, key frames are selected
by sampling video frames randomly or uniformly at certain
time intervals [21]. This approach is simple and fast but ne-
glects the video content. Therefore the approach may miss
representative frames and include redundant frames. To ad-
dress this problem, shot-based key-frame extraction algo-
rithms have been proposed [26]. A video is first segmented
into shots and then key-frames are extracted for each shot
independently.
A popular method for key-frame selection is cluster-
ing. Similar frames are clustered and a representative frame
from each cluster is selected as a key-frame. Campbell et al.
[3] used phase-space (2D projections of joint positions and
velocities) for recognising atomic ballet moves from mo-
tion capture data where temporal correspondence is known
and the system learns clusters from training data. Zhuang
et al. [27] proposed an unsupervised clustering based on
colour histograms to segment video into shots. For each
shot the frame closest to the cluster centre is selected as a
key-frame. Lagendijk et al. [13] developed a similar ap-
proach clustering the video sequence and for each cluster
the key frame which minimises the visual redundancy is se-
lected. Loy et al. [17] applied clustering to sports video
based on 2D shape context similarity, key frames are chosen
as the most central frame in each cluster (the frame with the
minimum average within cluster distance is the key frame).
Liu et al. [16] store the extracted cluster key frames in an
efficient motion index tree, to improve retrieval time of 3D
motions with different speeds. Ratakonda et al. [19] pro-
posed a hierarchical video summarization using a pair-wise
K-means algorithm. Doulamis et al. [8] adopted a fuzzy
classifier to cluster all features extracted through a recursive
shortest spanning tree algorithm to predetermined classes.
And a genetic algorithm is adopted to extract key-frames by
minimising a cross-correlation criterion. Kim and Hwang
[12] also present an object-based video abstraction through
Mean Shift Clustering.
Grouping similar frames and selecting representative
frame also exploits self-similarity. BenAbdelkader et al.
[2] regard gait motion as repeated blocks in a self-similarity
matrix, constructed from distances between sequences of
simultaneously scaled silhouettes. Cooper et al. [5] decom-
pose a self-similarity matrix from distances between DCT
coefficients to generate video summaries. Vermaak et al.
[22] maximise the dissimilarity between consecutive key
frames, and favour frames with high entropy.
Another popular key frame extraction is curve simplifi-
cation. Ramer et al. [18] constructs a polygonal approxima-
tion to a curve, by repeatedly splitting the line at the point
with the maximal distance from the curve. DeMenthon et al.
[6] applied curve simplification to video DCT coefficients,
while Lim et al. applied it to 3D motion capture data [15].
They reported that a reasonable approximation can be made
with about a fifth of the frames. Finally, Xiao et al. [24]
provide a keyframe extraction method based on a novel lay-
ered curve simplification algorithm for motion capture data,
where features such as bone angles are tracked.
Li et al. extract key frames from 2D video by a rate-
distortion optimisation in [14]. The optimal algorithm is
based on dynamic programming and practical constraints
such as the maximum rate or distortion should be pre-
defined by a user. Xu et al. [25] also consider rate-distortion
trade off for a 3D video summarization, however, shots de-
tection must be performed before key frame extraction and
a user defined control parameter is required.
Many key frame extraction methods mentioned above
are based on a two-step approach: an initial shots detec-
tion step, followed by independent key-frame extraction for
each shot. The quality of key-frame extraction depends on
the quality of shot detection. For clustering methods, the
chosen centre of the cluster may not work, since motion is
better represented by local extreme points which tend to be
off centre [1]. Curve simplification requires motion analysis
to establish temporal correspondence, for example, tracking
features, which is easy to do with motion capture data but
difficult with 3D video data. Establishing temporal corre-
spondence is also computationally expensive as a basis for
summarization.
2.2. 3D Shape Similarity
Our approach to summarization is based on the selec-
tion of representative key-frames which minimise the re-
dundancy of time-varying geometry in 3D video. This
requires the specification of a 3D shape similarity mea-
sure. Several techniques for measuring 3D shape simi-
larity have been proposed in the 3D shape retrieval litera-
ture: feature-based, graph-based, view-based and bending-
invariant methods. Feature-based methods are most general
and can be applied to any multimedia database. A com-
prehensive review on 3D shape retrieval can be found in
[10] and a quantitative evaluation to compare performance
of four feature-based 3D shape descriptors including Shape
Distribution, Spin Image, Shape Histogram and Spherical
Harmonics can be found in [10]. This work showed that
for 3D video of human motion, a volume-sampling shape-
histogram gives best performance in measuring 3D shape
similarity with unknown correspondence. This approach is
adopted in this work.
3. Similarity Measure
As mentioned in Section 1, 3D video data has no hier-
archical structure in each frame and no correspondences
between successive frames, which makes motion analysis
(feature tracking) difficult and computationally expensive.
On the other hand, a 3D video data provides a strong ge-
ometric information which allows us to compare a pair of
frames only measuring their geometric similarity. If we
regard a summarization as a representation of original 3D
video, the distortion between the set of extracted key frames
and the original sequence determines how accurate it is. We
assume the distortion is the sum of frame by frame dis-
similarities. In general, 3D video is a sequence of meshes
M = {mi}Nsi=1 with both the set of mesh vertexes and ver-
tex connections changing at each time frame.
3.1. Shape Histogram
A Shape Histogram partitions the space containing an
object into disjoint cells corresponding to the bins of a
histogram. Given a 3D surface mesh, a volume-sampling
spherical Shape Histogram is constructed as follows:
1. A volumetric representation is constructed by rasteriz-
ing the surface into a set of voxels that lie inside the
model.
2. Space is transformed to a spherical coordinates system
(r, φ, θ) around the centre of mass of the model.
3. A 3D spherical histogram is constructed, accumulating
the voxels in the volume representation.
4. The final histogram is normalised.
The spherical coordinate histogram is compared invari-
ant of rotation about the vertical axis by testing similar-
ity for all feasible rotations in θ. Instead of rotating the
3D mesh, we generate a high resolution histogram first
and shift it with 1◦ resolution in θ, and re-bin to a coarse
histogram. For ith frame with no rotation, the high res-
olution histogram H∗i,0 = h
∗
i (r, φ, θ) and its coarse his-
togram is Hi,0; for jth frame with α◦ rotation (α is integer),
the high resolution histogram H∗j,α = h
∗
j (r, φ, f(θ, α)),
f(θ, α) = (θ+α)mod360, and its coarse histogram isHj,α.
The similarity between ith and jth frame is computed as
Similarity(mi,mj) = min
α∈{0,..,359}
{|Hi,0 −Hj,α|}
Where | · | is the L2 distance between two 3D histograms,
|Hi,0−Hj,α| =
√√√√Nbr∑
r=1
Nbφ∑
φ=1
Nbθ∑
θ=1
(hi(r, φ, θ)− hj(r, φ, f(θ, α))2
Figure 1. Self-Similarity Matrix for Roxanne’s
Hit (left) and JP’s Lock (right).
where h(·) denotes each bin of the coarse histogram and
Nbr, Nbφ, Nbθ the number of bins for shells, zenith angle
and azimuth angle respectively. The high resolution his-
togram has the same number of bins for shells and zenith
angle but a higher resolution for azimuth angle, Nb∗θ = 360.
In this paper, we set (Nbr, Nbφ, Nbθ) = (10, 20, 40) for
the coarse histogram, the optimal bin size reported for hu-
man shape similarity [10].
3.2. Self-Similarity Matrix
The Self-Similarity Matrix S for a 3D video sequence
M can be generated as
S := (si,j)Ns×Ns = {Similarity(mi,mj)}Ns×Ns
Two examples are shown in Figure 1, one for Roxanne’s
Hit, a short sequence of 76 frames and another for JP’s
Lock, a long sequence of 250 frames.
4. Key Frames Extraction
We use the self-similarity measure between all frames of
a 3D video sequence to extract key frames directly without
an intermediate shot detection. The summarization of the
3D video will be the set of key frames extracted. In the
following sections, we first define the Rate, the Distortion,
and their weighted sum, the Conciseness Cost. We con-
struct a graph according to the Conciseness Cost, and the
key frame extraction is converted to a shortest path problem.
Finally, we automatically determine an optimal selection of
key frames in the sense of the trade-off between the Rate
and the Distortion.
4.1. Definitions
We propose a definition of rate and distortion for 3D
video summarization, similar to the definitions in [25].
Generally, the rate should be the entropy of key frames and
the distortion should be the information loss between the
key frames and the original sequence. The rate is defined as
the number of key frames Nk,
Rate = Nk
The distortion for the entire sequence is defined as the sum
of distortion for each key frame representing its adjacent
frames. Given a set of key frames K = {kj}Nkj=1 to rep-
resent a 3D video sequence M = {mi}Nsi=1, and assuming
kj represents adjacent frames A(kj), the distortion for the
sequence is
Distortion =
Nk∑
j=1
D(kj)
where D(kj) is the distortion for the key frame kj repre-
senting its adjacent frames A(kj),
D(kj) =
∑
mi∈A(kj)
Similarity(kj ,mi)
The quality of a summarization depends on two costs: the
representative cost (Rate) and the accuracy cost (Distor-
tion). We define the Conciseness Cost as a weighted sum
of the Rate and Distortion,
Conciseness = β ·Rate+ (1− β) ·Distortion
where β is the parameter to weight the Rate and Distortion.
A good summarization prefers a small Conciseness Cost.
Given β, the optimal selection of key frames Koptβ is the
one which minimises the Conciseness Cost,
Koptβ = argmin
K⊆M
{Conciseness}
4.2. Conciseness Cost Matrix
Before we construct the graph, we pre-compute a Con-
ciseness Cost Matrix C,
C := (ci′,j′)Ns×bNs+12 c
ci′,j′ = (1− β) · di′,j′ + β
where β is the parameter to weight the Rate and Distortion
and di′,j′ is the entry of a Distortion Cost Matrix D which
can be derived from the Self-Similarity Matrix S
D := (di′,j′)Ns×bNs+12 c
di′,j′ =
j′∑
n=−j′
si′,i′+n
Given β = 0.5, Conciseness Cost Matrices for Roxanne’s
Hit and JP’s Lock are shown in Figure 2. Each element of
the matrix C represents the cost of selecting each frame in a
motion sequence as a key-frame that spans a specific range
of frames. The task is then to select the optimal number of
key-frames that span the motion sequence and minimise the
total cost.
Figure 2. Conciseness Matrix for Roxanne’s
Hit (left) and JP’s Lock (right), β = 0.5.
4.3. Graph Construction
The graph can be constructed from the Conciseness Cost
Matrix. The optimisation for the location of each key frame
and the number of adjacent frames it represents converts to
a shortest path problem in the graph. Each entry of the Con-
ciseness Matrix is a node in the graph. The connections and
edge distance is defined as follows, edges are formed be-
tween each frame node and all nodes which could represent
it. Example for a 5 frames sequence is shown in Figure 3.
1. Each entry ci′,j′ corresponds to a node Nodep(i′, j′)
in the graph. Nodep(i′, j′) denotes that frame i′ is a
key-frame candidate representing j′ frames in its past
and future. If j′ = 0 then frame i′ represents itself
only.
2. The edge distance from Nodep(i′, j′) to
Nodeq(m′, n′) is defined as Edge(p, q) = cm′,n′ .
Edge(p, q) denotes the Conciseness Cost introduced
by including Nodeq(m′, n′) in the path.
3. Key frames must be in time ascending order. If i′ >=
m′ then Edge(p, q) =∞.
4. All frames in the sequence must be represented by one
key frame. If i′ < m′ and i′ + j′ < m′ − n′ then
Edge(p, q) =∞.
5. The source node Nodesource is added and connected
with all Nodes which can represent the first frame.
If i′ − j′ = 1 then Edge(source, p) = ci′,j′ else
Edge(source, p) =∞.
6. The sink node Nodesink is added and connected with
Nodes which can represent the last frame. If m′+n′ =
Ns then Edge(q, sink) = 0 else Edge(q, sink) =∞.
4.4. Shortest Path
Given β an optimal solution can be found via search for
the shortest path in the constructed graph. Here, we ap-
ply Dijkstra algorithm [7] to find the shortest path from
Figure 3. Example Graph for a sequence of 5
frames. Only Edge <∞ are shown.
Figure 4. Shortest Path shown as white line
on Self-Similarity Matrix for Roxanne’s Hit
(left) and JP’s Lock (right), β = 0.5.
Nodesource to Nodesink which contains all the key frames
and covers the entire sequence. This gives a global opti-
mal key frames extraction for a given β. Figure 4 shows
the shortest path on the Self-Similarity Matrix (rotated by
45◦) for Roxanne’s Hit and JP’s Lock respectively. We can
see that for slow changes where larger regions have a low
cost then only one key-frame is selected, where as for fast
changes more key-frames are selected. Corresponding se-
quence and key frames are shown in Figure 5 (a) and (c).
4.5. Optimal Point on the R-D curve
The Rate-Distortion curve is guaranteed to decrease
monotonically. As the rate of key-frames increases the re-
sulting distortion will decrease. We therefore automatically
define the operating point on the rate-distortion curve where
an increase in key-frame rate has a relatively reduced effect
on decreasing distortion. The units of our rate and distor-
tion measure are equal and the optimal point can be defined
simply where
dDistortion
dRate
= −1
It corresponds simply to β = 0.5, where rate and distortion
are treated equally in defining conciseness.
5. Experimental Results and Evaluation
In this section, we present experimental results of our
key-frame extraction and compare them with baseline key-
frame extraction used in [25]. The key frames for a fe-
male subject performing nine short sequences of motion in-
cluding Hit (8 key-frames extracted from 76 frames in to-
tal denoted by 8/76), Stagger (9/81), Walk to Stand (6/56),
Stand (2/50), Stand to Walk (5/31), Walk to Jog (5/27), Jog
(4/26), Jog to Walk (4/28) and a male subject performing
three long sequences including Lock (22/250), Lock to Pop
(26/250) and Pop (20/250) are shown in Figure 5 and 6.
Key-frames are selected according to our R-D optimal crite-
ria. The baseline key-frame extraction [25] is set at the same
Rate. For short sequences, which can be regarded as shots
after shot detection, our key-frames extraction and baseline
method both work well giving qualitatively reasonable sum-
marization, but our method gives less redundant more rep-
resentative key-frames, shown in Figure 5(a)(b). For long
sequences, which can be regarded as 3D video without shot
detection, our method outperforms baseline method giving
less redundant key-frames and keeping more motion infor-
mation, shown in Figure 5(c). For all tested sequences,
the proposed optimisation selects key-frames according to
the movement dynamics resulting in increased spacing of
key-frames for slow movement and identification of suit-
able key-frames to represent visually significant changes in
posture.
The performance of our key-frame selection approach is
compared to the method proposed in [25]. Rate-distortion
characteristics for the two approaches applied to the twelve
different female (Roxanne) and male (JP) 3D video se-
quences are presented in Figure 7. These rate-distortion
characteristics are provided by computing the optimal so-
lutions for β in the range of [0, 1]. The optimal key-frame
solution is marked as a dot on the R-D curve. Compar-
ison of the R-D characteristics for our approach with the
that of [25] demonstrates improved performance for all 3D
video sequences with a lower R-D curve for the key-frames
generated by our approach. There are significant large im-
provements with our method, expect for the case of Rox-
anne’s Stand which is almost still, as the method in [25]
does not use the 3D video dynamics resulting in redundant
key-frames.
6. Conclusions
In this paper, we propose an automatic key-frame extrac-
tion method for 3D video summarization. Volume-sampling
spherical Shape Histogram is adopted to compute the self-
similarity of 3D video sequences. A graph is constructed
(a) Original 3D video sequence (top smalls), Proposed Key-frame extraction (middle row), compared with Baseline (bottom row) [25] for Roxanne’s Hit.
(b) Proposed Key-frame extraction (top row), compared with Baseline (bottom row) [25] for Roxanne’s Stagger.
(c) Proposed Key-frame extraction (top two rows), compared with Baseline (bottom two rows) [25] for JP’s Lock
Figure 5. Proposed key-frame extraction vs. Baseline for Roxanne and JP 3D video.
Figure 6. More key-frame extraction for Roxanne and JP 3D video: Walk to Stand, Stand, Stand to
Walk (top); Walk, Walk to Jog, Jog (middle); Lock to Pop (bottom).
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 7. Rate-Distortion Curve
from the self-similarity and the shortest path is found as the
set of key frames. The global optimisation process provides
a concise representation. The optimal key-frame summa-
rization is automatically evaluated to balance the represen-
tation size (rate) against the representation accuracy (distor-
tion). Experimental results show the summarization is com-
pact and faithful to the original 3D video. Our method has
been compared with the baseline method, key-frame extrac-
tion for a shot, used in [25]. The results of tested short se-
quences demonstrate our method gives improved key-frame
selection for a variety of 3D video sequences of human
movement with different dynamics. Sequences without shot
detection demonstrate our method significantly outperforms
the baseline. The approach automatically produces key-
frame summarization for 3D video of human movement
without requiring any manual parameter adjustment, shot
detection or temporal correspondence.
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