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Abstract 
Independent Component Analysis for Harmonic Source Identification  
in Electric Power Systems 
Ekrem Gursoy 
Dagmar Niebur, Ph.D. 
 
In the last couple of decades harmonics have become a major power quality problem in 
electric power systems. It is important to identify the harmonic sources in the system to 
solve and prevent harmonic related problems. It is the original contribution of this thesis 
to model the harmonic load identification problem as a blind source separation task and 
to solve it using a statistical technique called Independent Component Analysis (ICA). 
Under non-sinusoidal conditions, harmonic voltage measurements are modeled as a linear 
combination of statistically independent harmonic current sources. This thesis 
demonstrates that ICA is well suited to estimate the harmonic current sources using a 
relatively small number of measurements and without knowledge of network topology 
and parameters. In addition to the harmonic source estimates, ICA also provides a rough 
estimate of the system admittance matrix. This matrix provides information for the 
location estimation of harmonic sources. A discussion of the sensitivity of the estimation 
algorithm with respect to measurement noise, number of data points and measurements, 
and the statistical independence is presented. The effectiveness of the proposed 
estimation algorithm is demonstrated through computer simulations using several ICA 
methods and power system test cases. 
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CHAPTER 1: INTRODUCTION 
1.1 Motivation 
Identification and measurement of harmonic sources has become an important issue in 
electric power systems since increased use of power electronic devices and equipment 
sensitive to harmonics has increased the number of adverse harmonic related events.  
Harmonics have been around for a long time, but have become a major power quality 
problem in the past couple of decades. Traditional harmonic producing loads are the 
rotating machines and transformers in electric power systems. Because of uneven 
distribution of flux in the airgap of the rotating machine, non-sinusoidal voltage and 
currents are generated by rotating machines such as synchronous machines. Overloaded 
transformers generate harmonic currents. Transformer excitation currents will be non-
sinusoidal because of core saturation, magnetic imbalance or DC magnetization resulting 
in the harmonic currents.  
Power electronics technology has found not only major applications in small powered 
devices and equipment but with the lowering cost and increased efficiency in 
semiconductor technology, it has become one of the major components in control and 
power quality management of modern power systems. Small powered equipment such as 
television, computers, adjustable speed drives (ASD), uninterruptible power supplies 
(UPS), electronic ballast and office equipment such as printers and fax machines draw 
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non-sinusoidal voltages and currents. Individual effects of this type of equipment to 
harmonic distortion may be negligible, but the combined effects of a larger number of 
these to harmonic distortion in power systems can be substantial. There are several 
studies on the effect of the home and office equipment to the harmonic distortion in 
power systems [1, 2]. 
For reliable and efficient power generation and delivery, modern power systems are 
equipped with devices which control and adjust the active and reactive power flow and 
regulate voltage. These devices are called Flexible AC Transmission Systems (FACTS). 
These are high power components with solid state switching that provides a fast control 
action to voltage and power flow regulation. Because of power electronic equipment used 
in these devices, these transmission devices produce distorted voltage and current wave 
forms. Other high powered sources of harmonics include the High Voltage Direct Current 
Transmission (HVDC) technologies producing non-sinusoidal voltage and currents 
because of the converters used in the front end of the transmission lines, arc furnaces 
which produce non-characteristic harmonics, thyristor controlled reactors (TCR), ASD, 
and many others. 
Harmonics have become an important power quality problem because of the increased 
distortion levels in the power system as a result of an increasing number of harmonic 
producing loads. The main effects of harmonics in power systems are heating, 
overloading and aging of equipment and increased losses. Besides the increase in the 
number of harmonic sources, the number of devices sensitive to the harmonic distortion 
has also increased. Harmonics may lead to malfunctioning of power system components 
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and electronic devices. Relays and measurement equipment may function erroneously 
under non-sinusoidal voltage and currents. 
One of the concerns related to the harmonic distortion is the resonance in the system. 
Capacitor banks are extensively used for power factor correction in power systems. 
Capacitors are not a source of harmonics, but can change the system response and cause 
resonant conditions which amplify the harmonic distortion. Resonant conditions create 
high voltage across the capacitor leading to the failure of the capacitor bank. 
It is therefore important to identify the source of harmonics to solve the problems related 
to harmonic distortion. 
Harmonic distortion causes financial expenses for customers and electric power 
companies. The obvious expenses are the result of malfunctioning, aging and frequent 
maintenance of equipment. Companies are required to take necessary action to keep the 
harmonic distortion at levels defined by standards, i.e. IEEE Standard 519-1992 [3], IEC 
61000-3-2 [4]. There are some studies on allocating the cost of harmonic distortion [5]. A 
recent study in marginal pricing of harmonic injections is addressed in [6, 7] to determine 
the costs of mitigating harmonic distortion. Harmonic levels in the power system need to 
be known to solve these issues. However, in a deregulated network, it may be difficult to 
obtain sufficient measurements at substations owned by other companies. 
Deregulated electric utility environment encourages competition between generation, 
transmission and distribution companies to ensure a low market price and to improve the 
reliability of the system where different parts of the system are owned by different 
companies. Because of privacy, security, and market operations, most of the data such as 
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network parameters, real time generation, and load data are not shared by the companies. 
Under these circumstances, necessary information may not be obtained to identify the 
harmonic distortion levels in the system. 
Harmonic measurements are more sophisticated and costly than ordinary measurements 
[8]. Voltage and current waveforms have to be sampled by analog-to-digital converters. 
Harmonic components are obtained after Fourier Transform. Also harmonic 
measurements require synchronization for phase measurements, which is achieved by 
Global Positioning Systems (GPS). The amount of data to be stored and analyzed is much 
more than the ordinary measurements. It is neither easy nor economical to obtain a large 
number of harmonic measurements because of instrumentation installation, maintenance, 
and related measurement acquisition issues. A limited number of harmonic measurements 
are taken in the electric network. 
Harmonic state estimation (HSE) techniques have been developed to assess the harmonic 
levels, and to identify the harmonic sources in electric power systems [9-14]. HSE 
techniques require detailed and accurate knowledge of network parameters and topology. 
In a deregulated electric utility environment this information is mostly unavailable to 
other companies and the public because of security and privacy issues, especially 
pertaining to accurate network parameters and up-to-date topology. However, this 
information is critical for HSE. Approximation of the system model and poor knowledge 
of network topology and parameters may lead to large estimation errors [15]. 
Measurement of harmonic impedances [16] can be a solution, which again is impractical 
and expensive for large networks. Another important issue is the modeling of system 
components in the harmonic domain. System component behaviors in higher frequencies 
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are different from the fundamental frequency of the system [17]. Several models are 
developed for different system components, and selecting an appropriate model for HSE 
is challenging especially for linear load models where it is generally difficult to know the 
accurate composition of load. 
Using synchronized, partial, asymmetric harmonic measurements, harmonic levels can be 
estimated by system-wide HSE techniques [11, 13]. The number and the location of 
harmonic measurements for HSE are determined from observability analysis [18]. For 
both fully observable and partially observable networks, the number of required harmonic 
measurements is much larger than the number of sources. It is not easy to obtain 
necessary measurements for an observable network because of deregulated network and 
instrumentation issues. 
The data acquired via meters in the system are analyzed and processed by the utility’s 
Energy Management System (EMS) for safe, reliable and economical operation of the 
power system. An EMS comprises several tools. Some of these tools are engineering 
tools like state estimator, power flow solver, load forecaster and financial tools like 
locational marginal pricing (LMPs). The measurement data is limited because of 
instrumentation, cost and deregulation policies. Also the measured data is not 100% 
accurate. Data is analyzed and crossed-checked for errors through several tools. For 
example, pseudo measurements such as unmeasured load powers are forecasted using 
historical data and used in the state estimator. Status of breakers and switches are 
checked by the topology processor. State estimator results are checked for bad data. 
Branch power flows are obtained using the power flow solver. Retrieving as much 
information as possible from the available data is important for a reliable estimation of 
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the state of the system. An erroneous result of a tool can lead to larger errors in the tools 
which uses this data [15]. Because of these reasons, it is essential that the tools are 
independent from each other in terms of the data used in order to cross check the results. 
Also new tools have to be incorporated to the existing EMS with less interference and 
without extra measurement requirements. 
1.2 Objective 
The objective of this thesis is to develop an estimation algorithm for harmonic source 
identification in electric power systems based on blind source separation techniques 
which do not require the knowledge of network topology and parameters. Identification 
of harmonic sources comprises both the magnitude of the sources and the locations of the 
sources in a power system. 
1.3 Contributions of Thesis 
The original contributions of this thesis are 
• To model the harmonic source and location estimation problem as a blind source 
separation task and to solve it using a statistical technique called Independent 
Component Analysis (ICA). 
• To design and develop a method to estimate the harmonic sources in the power 
system without knowledge of network topology and parameters. 
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• To design and develop a method to estimate the location of harmonic sources in 
the system. 
• To perform observability analysis of estimator and introduce a basic meter 
placement algorithm. 
• To investigate the sensitivities of estimation under correlated load conditions, 
noisy measurements and sensitivities of estimation to number of measurements 
and number of data points. 
1.4 Organization of Thesis 
The remainder of this thesis is divided into five chapters. 
Chapter 2 presents the harmonic analysis in power systems. Harmonic power flow and 
modeling of system components in harmonic domain is presented. An overview of 
harmonic state estimation and observability analysis is given. State-of-the-art harmonic 
load identification and harmonic state estimation is discussed. 
Chapter 3 describes Independent Component Analysis, ICA, the main method for the 
identification of harmonic sources in this thesis. The linear model of the ICA and several 
objective functions for blind source separation are discussed. The ICA methods used for 
harmonic source identification are presented. 
Chapter 4 introduces the estimation algorithm for the harmonic source identification 
problem in power systems based on the blind source separation technique, ICA. This 
chapter first introduces the estimation of harmonic sources with batch and on-line 
  
8
estimation algorithms. This is followed by the observability analysis of the estimator and 
the basic meter placement algorithm. A method for the location estimation of harmonic 
sources is presented. Simulation results using 14-Bus and 30-Bus test systems are given. 
Chapter 5 discusses the sensitivities of the estimation algorithm under correlated load 
conditions, noisy measurements and sensitivities of estimation to number of 
measurements and number of data points. 
Chapter 6 concludes the thesis with a summary, review of main contribution points and 
directions for future research. 
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CHAPTER 2: HARMONIC ANALYSIS IN POWER SYSTEMS 
2.1 Introduction 
Mathematically any periodic waveform can be described as summation of a series of 
sinusoids which is known as a Fourier Series. The sinusoids are integer multiples of the 
fundamental frequency. These so-called harmonic orders of the fundamental frequency 
are represented by h in this thesis and thus hth term in the Fourier series is referred to as 
the hth harmonic of the fundamental frequency which is assumed to be 60 Hz. Harmonics 
are produced by the nonlinear components in the power system. For a nonlinear 
component the voltage is a nonlinear function of the current and therefore voltage and 
current have different waveforms. 
2.2 Power System Component Models for Harmonic Analysis 
The lines can be modeled by the lumped parameter π circuit for short lines or a 
distributed parameter π circuit for long lines [17]. 
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Z
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Figure 2-1 Equivalent π model of a transmission line 
In Figure 2-1, 
hl
Z  and 
hl
Y  are the multiphase coupled impedance and admittance at 
harmonic frequencies including all phase and ground conductors. The multiphase model 
can be simplified into a single phase π circuit using the positive sequence impedance data 
of the line for balanced harmonic analysis. Skin effects can be incorporated into the line 
model by a frequency dependent resistance model (2.1), [19]. 
 
2
2
0.6461
192 0.518hl
hR R
h
⎛ ⎞= +⎜ ⎟+⎝ ⎠
 (2.1) 
where R is the resistance of the line at fundamental frequency and h is the harmonic 
order. 
Transformer winding connection, series impedance, and magnetizing branch have effects 
on harmonic flows. The variety of transformer connections and resulting phase shift 
effects complicates the modeling of transformers for harmonic analysis. Three phase 
transformer models for different connections are given in [20]. For single phase analysis, 
transformers can be modeled by its short circuit impedance. The following transformer 
models are suggested in the literature [21, 22]: 
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Figure 2-2 Transformer models for harmonic analysis 
In Figure 2-2, Xtr and Rtr are the leakage reactance and resistance of the transformer at 
fundamental frequency. In Figure 2-2 (a) ( )0.1026tr trR khX hγ= + , γ being the ratio of 
hysteresis to eddy current losses, k=1/(1+ γ) and in (b) a factor 80 is suggested for the 
reactance. In Figure 2-2 (c) R1tr and R2tr are frequency independent resistances whose 
values can be estimated from ( )2 190 / 110trV SR< <  and ( )2213 / 30trSR V< <  respectively 
with Str being the rated power of the transformer. 
If the harmonics generated by the transformer is of concern, then the saturation effects 
should be taken into consideration. A current source should be included in the 
magnetizing branch to represent the harmonic producing characteristics of the 
transformer. 
Synchronous generators can be modeled by shunt impedance connected to the terminal 
bus assuming that the generators do not produce any harmonic voltages or currents. There 
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are several synchronous generator models for harmonic analysis derived from the sub-
transient or negative sequence impedances of the generator.  
 "
hg d
X hX=  (2.2) 
 '
hg d
X hX=  (2.3) 
 ( )" "12hg d qX h X X= +  (2.4) 
References [17, 21], suggest modeling the synchronous generator as reactance 
hg
X  at 
harmonic frequencies as in (2.2), (2.3) or (2.4). In equations (2.2)-(2.4) "dX , 
'
dX  and 
"
qX  
are the direct sub-transient, direct transient and quadrature sub-transient reactances. A 
harmonic frequency dependent resistance representing the generator power losses can be 
included in the model as in (2.5) [17, 23]. 
 "
hg d
Z R h jhX= +  (2.5) 
Induction machines can be modeled by their locked rotor inductance and resistance 
representing the motor losses. The motor loses such as the eddy current loses and the skin 
effect is included in the model by a frequency dependent resistance which is in series 
with the locked rotor inductance [17]. 
   0.5 1.5
h h
a
im im imZ R h jX a= + < <  (2.6) 
In (2.6) Rim and Xim are the motor equivalent resistance and locked rotor reactance at 
harmonic order h and a is a parameter between 0.5 and 1.5 which represents the 
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dependency of resistance to increasing frequency. A detailed model of the induction 
motor at harmonic frequencies is given in [23]. 
Linear passive loads that do not produce harmonics are modeled in aggregate form of 
individual loads which have an effect on the damping and resonance conditions of the 
network at higher frequencies. The equivalent impedance at harmonic frequencies for 
passive loads can be determined at the point of supply by direct measurement for a 
sufficient number of frequencies or by active power P and reactive power Q of load from 
the fundamental frequency load flow. The first approach is time consuming and difficult, 
and is not preferred unless the available load models are not satisfactory for analysis. The 
second approach is based on the fundamental frequency load flow solution where the 
equivalent impedance can be obtained from the fundamental frequency active power, 
reactive power, and voltages. The suggested linear passive load models for harmonic 
analysis in literature are given below [17, 21, 22]. In equations (2.7)-(2.10) V, P and Q 
are the fundamental frequency nominal voltage, active power, and reactive power of the 
passive linear load respectively. 
Load Model A: 
 
2 2
          
h hL L
V VR X h
P Q
= =  (2.7) 
 Load Model B: 
 ( ) ( )
2 2
          
0.1 0.9 0.1 0.9h hL L
V VR X
h P h Q
= =+ +  (2.8) 
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 Load Model C:  
 
2 2
          
h hL L
V VR X
P Q
= =  (2.9) 
Load Model D:  
 ( )( )2     0.073     6.7 / 0.74
h h h h h
s p
L L L L L
VR X hR X hR Q P
P
= = = −  (2.10) 
Load Model E:  
          
h hL L
R R h X hX= =  (2.11) 
hL
X
hL
R
hL
R h
s
LX
h
p
LX
hL
R hLX
 
Figure 2-3 Linear passive load models: (a) Load Model A, B, C; (b) Load model D; 
(c) Load model E. 
A general load representation has been presented in [21] considering the load 
composition of the aggregate load. 
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Shunt capacitors and reactors are modeled by their equivalent reactance at harmonic 
frequencies which is found using the rated power and voltage of the device at 
fundamental frequency. 
 
2 2
       shunt shuntC Lshunt shunt
C L
V VX X h
hQ Q
= =  (2.12) 
2.3 Harmonic Power Flow 
Harmonic power flow is performed to find the harmonic distortion levels in the power 
system. The system equations under non-sinusoidal conditions can be represented by the 
following linear equation: 
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 (2.13) 
Ii is the net current injection phasor at bus i at frequency f, Vi is the voltage phasor at bus i 
at frequency f, Yii is the self admittance of bus i at frequency f, Yij is the mutual 
admittance between bus i and j at frequency f and n is the number of buses in the electric 
network. In compact form, (2.13) can be represented in a matrix form with harmonic 
order h 
 h h h=I Y V  (2.14) 
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where h = 2, 3, 4,…, k is the harmonic order representing the integer multiples of the 
fundamental frequency. In equation (2.14), Ih is the n-dimensional harmonic current 
injection vector, Yh is the n×n system harmonic admittance matrix and Vh is the n-
dimensional harmonic bus voltage vector to be solved by direct solution of the linear 
equation (2.14). The system harmonic admittance matrix Yh is formed according to the 
system topology using admittances of each individual power system component which 
are obtained from the models for harmonic analysis, i.e. models given in Section 2.2.  
For three-phase analysis the dimension of the admittance matrix is three times the 
number of buses. Each element of the admittance matrix in (2.13) is a 3×3 matrix 
representing the self and mutual admittances between phases. 
Equation (2.14) is formed for each harmonic frequency of interest resulting in h-1 
independent sets of linear equations. 
 
2 2 2
3 3 3
h h h
=
=
=
I Y V
I Y V
I Y V
# # #  (2.15) 
Some power electronic equipment act as a voltage source producing harmonic voltages in 
the system. In a system with harmonic current and harmonic voltage sources, equation 
(2.14) can be partitioned according to the unknown harmonic currents and voltages. 
 k uk uu u
u kk ku k
⎡ ⎤ ⎡ ⎤ ⎡ ⎤=⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
I Y Y V
I Y Y V
 (2.16) 
where subscripts u and k represent unknown and known values for voltages and currents.  
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The basic approach for the calculation of the harmonic voltages in the system is by using 
current source models for harmonic producing loads. The magnitudes and phase angles of 
the current source can be determined from the harmonic spectrum of the harmonic load 
which can be obtained by direct measurement, or by using typical harmonic spectrum of 
a certain type of harmonic producing equipment. Typical harmonic spectra of some 
harmonic sources are given in [3, 24]. As an example, the harmonic spectra of three 
harmonic producing equipments from [24] are shown in Table 2-1. In this table only the 
characteristic harmonics, odd harmonics, are shown. The harmonic distortion from the 
harmonic producing loads are reduced as much as possible by employing different circuit 
connection and control strategies. For example, a symmetrical firing in the positive and 
negative half-cycles eliminates the even harmonic orders. An ideal 6-pulse configuration 
will create only harmonic orders of h=6k±1, k=1, 2, 3…. Also harmonics multiples of 
three are trapped in the delta windings of the supply transformer or delta branches of the 
equipment such as delta connected TCR. However, because of unbalances and 
asymmetry in the system and misfiring in switching devices uncharacteristic harmonics 
can penetrate the system. If there is a harmonic distortion in the system due to these 
harmonics, i.e. 2nd, 3rd, 4th… then the estimation would be carried out for these harmonics 
in addition to the characteristic harmonics. The significant harmonics that needs to be 
included in the estimation can be identified from the harmonic spectrum of the harmonic 
bus voltage measurements. 
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Table 2-1 Harmonic Spectra of Six-Pulse HVDC, TCR and ASD 
Six-Pulse HVDC Delta Connected TCR ASD h 
Mag.(pu) Angle(deg) Mag.(pu) Angle(deg) Mag.(pu) Angle(deg) 
1 1.0000 -49.56 1.0000 46.92 1.0000 0.00 
5 0.1941 -67.77 0.0702 -124.40 0.1824 -55.68 
7 0.1309 11.90 0.0250 -29.87 0.1190 -84.11 
11 0.0758 -7.13 0.0136 -23.75 0.0573 -143.56 
13 0.0586 68.57 0.0075 71.50 0.0401 -175.58 
17 0.0379 46.53 0.0062 77.12 0.0193 111.39 
19 0.0329 116.46 0.0032 173.43 0.0139 68.30 
23 0.0226 87.47 0.0043 178.02 0.0094 -24.61 
25 0.0241 159.32 0.0013 -83.45 0.0086 -67.64 
29 0.0193 126.79 0.0040 -80.45 0.0071 -145.46 
 
The current source magnitude of the load can be determined for each harmonic by 
 
1
spect
h
h r spect
II I
I
=  (2.17) 
where Ir is the rated current magnitude of the harmonic source at fundamental frequency, 
spect
hI and 1
spectI are the current magnitudes of the hth harmonic and the fundamental 
frequency obtained from the harmonic spectrum of the device respectively (eg. Table 
2-1). 
The current source model explained above can be improved by including the fundamental 
frequency load flow solution. Harmonic sources are modeled as constant power loads in 
fundamental frequency load flow solution which provides the voltage magnitude and 
phase angles at each bus. Using the bus voltages and the power rating of the harmonic 
load, the fundamental frequency current of the harmonic load can be determined more 
accurately. In addition to the magnitudes of the harmonic current in (2.17) the phase 
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angle of the harmonic current hθ  can be estimated by (2.18) given the phase angle at the 
fundamental frequency, 1θ  [17]. 
 ( )1 1spect specth h hθ θ θ θ= + −  (2.18) 
Here specthθ and 1spectθ are the phase angles of the hth harmonic and the fundamental 
frequency from the harmonic current spectrum of the load respectively. 
Current source models using the harmonic spectrum may not represent all operating 
conditions of the harmonic sources. Harmonic voltage distortion at the terminals of the 
harmonic source and unbalanced system conditions will result in non-characteristic 
harmonics. A more accurate model for the current source is the voltage dependent current 
source model [25, 26]. This model can be expressed by the supply point fundamental 
voltage V1, the harmonic voltages, Vh, and the control variables α 
 ( )1, ,h hI f α= V V  (2.19) 
Harmonic analysis using the voltage dependent current source models requires an 
iterative method. The decoupled iterative method involves solving the equations (2.14) 
and (2.19) separately. First, harmonic currents are determined using the initial estimates 
of the terminal voltage of the harmonic source from (2.19). Second, the harmonic and 
fundamental frequency bus voltages are determined using (2.14) and the fundamental 
frequency load flow respectively. The updated bus voltages are then used to calculate the 
harmonic currents in (2.19). This iterative process is repeated until the change in voltages 
and currents are less than a small positive error margin. 
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Another method is based on the simultaneous solutions of (2.14) and (2.19) using the 
Newton-Raphson method. This method requires closed form and differentiable device 
models. The convergence properties of this method are better than the iterative method if 
the initial conditions are close to the solution. The harmonic power flow problem can be 
represented by a set of nonlinear algebraic equations in the form of 
 ( ) 0=xF  (2.20) 
which can be solved by the Newton-Raphson method: 
 
( )
1
i i i
i i i+
=
=
x x
x x x
J F∆
− ∆  (2.21) 
where Ji is the Jacobin matrix and i is the iteration number [26-29].  
2.4 Harmonic Producing Loads 
Traditional harmonic producing devices in a power system are the transformers and the 
rotating machines. Transformer excitation currents will be non-sinusoidal because of core 
saturation, magnetic imbalance or DC magnetization resulting in the harmonic currents. 
Electrically unbalanced windings of rotating machines will result in a non-uniform and 
non-sinusoidal magnetic flux distribution around the air-gap producing harmonic 
electromagnetic forces (e.m.f.s). 
Other sources of harmonics are the power electronic devices. The most common 
harmonic distortion source is the static power converter. Power is supplied to the 
equipment and the load through some form of power electronic switching. Three phase 
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static converters are widely used as the front end for high power electric equipment such 
as HVDC terminals, DC drives and adjustable speed drives (ASD).  The most common 
type is the six-pulse bridge rectifier. 12-pulse, 24-pulse and 48-pulse can be formed by 
connecting several 6-pulse rectifiers to eliminate and reduce the harmonics. Harmonic 
currents generated by HVDC, DC drives and ASD differ considerably because of the 
different circuit design in the DC part and different control strategies. Single-phase 
converters used in electronic controls and switched-mode power supplies are widely 
employed in home, office and industry electronic equipment such as computers, 
televisions, ASD, etc... Even though the power rating of the equipment is small so that 
the harmonic distortion is small, the number of this harmonic-producing equipment can 
be large resulting substantial harmonic distortion in the system. A typical example is an 
office building with a large number of personal computers and electronic devices. 
Power electronic technology is used to enhance the power system controllability and 
transfer limit. The so-called technologies, Flexible AC Transmission Systems (FACTS), 
include Static Compensators (STATCOM), Thyristor Controlled Series Capacitors 
(TCSC), Static VAR Compensators (SVC), Unified Power Flow Controller (UPFC), etc... 
These devices realize various functions such as constant power flow control, series 
compensation, voltage regulation, phase shifting, phase balancing, eliminating voltage 
sags, swells, and rapid adjustment of network impedance. Because of the power 
electronic switching used in this equipment, non-sinusoidal current and voltages are 
produced. 
An electric arc furnace is another type of industrial equipment which contributes to the 
distortion, having highly nonlinear voltage-current characteristics. 
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2.4.1 Definition of Load Profiles 
A modern harmonic measurement system is shown in Figure 2-4. Current and voltage 
waveform measurements are obtained from the meters in substations. Analog voltage and 
current signals are converted to digital signals with analog-to-digital conversion. This 
digital data is processed and stored for further analysis. 
Monitoring,
Analysis,
Database
GPS, Satellite,
(time reference)
Substation
Multi-function
Measurement
System
 
Figure 2-4 Synchronized harmonic measurement system 
Synchronization of measurements is required for phase angle measurements which are 
achieved by global positioning systems (GPS). GPS provides synchronized timing signals 
for monitoring of several voltage and current signals concurrently which are located at 
different geographical locations. Every measurement station is equipped with a GPS 
receiver. A time reference with an accuracy of 1 µs allows the measurement of the phase 
angle of the 25th harmonic with an accuracy of less than 1 degree [14, 30]. Harmonic 
phase angle measurements allow identifying the contributions of harmonic currents from 
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different loads, identifying the harmonic source and sinks and assessing the harmonic 
flows in the network. 
The instrumentation for harmonic analysis is more sophisticated and costly than the 
ordinary measurements. Intelligent software and algorithms are required to store, process, 
and display the huge amount of data acquired through measurements. 
The harmonic content of the voltage and current is obtained from the sampled waveforms 
using Fourier transform. A sample measured current and voltage waveform of one phase 
is shown in Figure 2-5. 
Harmonic content of such voltage and current waveform in Figure 2-5 can be obtained by 
the Discrete Fourier Transform. Harmonic content of a current and voltage is shown in 
Figure 2-6.  
 
Figure 2-5 Current and voltage waveform measurements (an example) 
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Figure 2-6 Harmonics of current and voltage (an example) 
Figure 2-5 and Figure 2-6 show the waveform and the harmonics of current and voltage 
for single phase at a particular instant of time, i.e. 5/1/95, 08:17:01. If these 
measurements are taken with 1-minute intervals over a 24-hour period then there will be 
1440 of these graphs. A more compact representation of snapshots is to record the RMS 
value of each harmonic in Figure 2-6 and plot them with respect to time as shown in 
Figure 2-7. 
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Figure 2-7 RMS value of 5th harmonic current of phase-A over 24-hour period 
Figure 2-7 is the plot of a certain harmonic current, i.e. 5th, RMS value vs. time which is a 
set of snapshot measurements at the specified sampling times, i.e. 5-minute [31]. Instead 
of actual ampere values, per-unit values can also be used. This is basically the time series 
of harmonic currents. Such plots will be called as Load Profiles which represents the 
current measured in Amp/p.u. vs. time in minutes. For complex harmonic currents, real 
and imaginary parts of the current have individual load profiles. In this study, load 
profiles over 24-hour period will be considered. Also, in this thesis the term “harmonic 
sources” represents the harmonic current sources. 
2.5 Harmonic State Estimation 
State estimation [32] is one of the main tools in energy management systems. The states 
are the bus voltage magnitudes and phase angles. The state estimation problem is to 
estimate the system states from the over-determined system equations. Generally the 
problem is formulated as a weighted least squares problem where the estimates of states 
  
26
minimize the weighted sum of the squares of the measurement error. The general 
structure of the state estimation is based on the single phase and single frequency model, 
assuming that the system is balanced and symmetrical, voltage and current waveforms 
are pure sinusoidal with a constant frequency. The measurements used are the active 
power, reactive power, and voltage measurements in the power system. For the non-
linear power flow model, the solutions are obtained iteratively. 
The traditional state estimation technique estimates the complex bus voltages which are 
generally used as state variables at the fundamental frequency and needs to be extended 
to estimate the harmonic distortion levels in the electric power systems. The harmonic 
state estimation (HSE) technique is developed to determine harmonic generation and 
propagation throughout the power system [9-14]. HSE is a generalized state estimation 
algorithm in the sense that the estimation is carried out over several harmonic frequencies 
and generally in three phases where the system is assumed to be unbalanced and 
asymmetrical. One of the distinctions of HSE from traditional state estimation is the 
measurement requirements. The measurements for HSE include the harmonic voltage and 
current measurements. Current and voltage waveform and phase angle measurements are 
required for the harmonic state estimation. Power measurements can also be used but in 
general these measurements are not favored in HSE algorithms. 
The mathematical model which relates the measurements to the state variables can be 
formulated as 
 ( )= +z x eh  (2.22) 
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where, z is the p-dimensional measurement vector, x is the q-dimensional state vector, 
h(·) is a set of nonlinear equations relating measurements to states and e is the p-
dimensional error vector. If the measurements can be related to the states with linear 
equations, then the linear measurement equations can be used: 
 =z Hx + e  (2.23) 
where z is the p-dimensional measurement vector, x is the q-dimensional state vector, H 
is the p×q dimensional measurement matrix and e is the p-dimensional error vector at 
harmonic order h. Using state estimation, state variables are estimated from the available 
measurements. If bus voltages are selected as state variables to be estimated which are 
similar to the traditional state estimation, then the harmonic voltage and current 
measurements are related to the state variables with the following equations 
 h h h h= +I Y V e  (2.24) 
 h h h h= +V V eP  (2.25) 
 L Lh h h h= +I Y V e  (2.26) 
where P is the permutation matrix with entries 1 and 0, IL is the line current measurement 
and YL is the line to bus admittance matrix with proper dimension. Equations (2.24), 
(2.25) and (2.26) show the relation of bus current injection measurement, bus voltage 
measurement and line current measurement to the state variables at harmonic order h, 
respectively.  
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The harmonic state estimation problem is to find the system states from the over-
determined system of equations (2.23) where q < p. The problem formulation with 
weighted least squares (WLS) where the objective function to be minimized for the WLS 
estimator is given as, 
 ( )iminimize                    x
under constraint          
H=
= −
e Te
e z Hx
J  (2.27) 
In (2.27) xi are the components of the state vector x, T is the weighting matrix, and H is 
the Hermitian transpose. The elements of the weighting matrix represent the 
measurement accuracy and reliability of corresponding measurement. The common 
choice for T is the inverse of the error covariance matrix of the measurements. The 
harmonic order h is dropped in (2.27), however the estimation is carried out for each 
harmonic order of interest. The solution of (2.27) for the state vector x is 
 ( ) 1ˆ −T Tx = H TH H Tz  (2.28) 
In (2.28) (HTTH)-1 is called the gain matrix. The measured values, states and the 
measurement matrix are complex valued. The optimization problem in (2.27) can be 
modified by separating the real and imaginary parts of the complex variables [10, 14]. 
Instead of WLS, other performance criteria can also be used, such as Weighted Least 
Absolute Value, Least Median of Squares or Non-quadratic Estimators. 
In a three-phase harmonic state estimation up to harmonic order h, the number of states is 
3h times larger than the number of states in traditional state estimation. A complete 
system-wide state estimation in harmonic domain is not practical because of the large 
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number of measurements required and the cost of the instrumentation. In reality there is a 
limited number of measurements, and the harmonic state of the network is estimated 
partially [13]. The state estimator will provide a unique solution if the measurement 
matrix has a full rank. Underdetermined equations don’t allow all variables to be 
estimated. In this case the gain matrix does not have full rank. 
The system is said to be observable if a unique solution of states can be obtained for a 
given set of measurements [32]. Classical observability analysis can be used to determine 
the observability of the system for HSE problem. It is important to determine the 
observable/unobservable states of the network and the redundant measurements. Existing 
observability analysis methods can be collected into three groups: topological, numerical, 
and symbolic approaches.  
Topological observability [33] is based on the graph theory principles. “The network is 
topologically observable if there exists a spanning tree of full rank” [33]. A tree is a 
connected loop-free set of branches of the network. A spanning tree is maximal tree such 
that all nodes are connected by branches of the tree. Topological methods are 
combinatorial, and require significant computation effort. However, state estimation 
results are not necessary to determine the observability of the system. 
The system is said to be algebraically observable if the gain matrix has a full rank.  
Numerical observability [34, 35] is based on the solvability of state variables . Even if the 
system is algebraically observable, a numerically ill conditioned set of equations and 
rounding errors of floating point calculations may prevent the determination of the state 
variables with acceptable accuracy. 
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Symbolic observability [36] is also based on the measurement matrix but not on the 
numerical values of entries of the matrix. Each element of the measurement matrix which 
is different than zero is replaced by 1 eliminating numerical problems related by floating 
point operations. 
Hybrid methods [37] combining the topological and numerical methods are also 
developed for observability analysis. An overview on observability approaches can be 
found in [38]. 
2.6 State-of-the-art of HSE and Harmonic Source Identification 
Harmonic state estimation techniques have been developed to assess the harmonic levels 
and to identify the harmonic sources in electric power systems [9, 10, 13, 14, 39, 40]. An 
algorithm to estimate the harmonic state of the network partially is developed using 
limited number of measurements [13]. The number and the location of harmonic 
measurements for HSE are determined from observability analysis [10]. HSE provides 
information for the identification of harmonic sources. Specifically, references [11, 12] 
focus on the identification of harmonic sources by state estimation. Other references for 
the identification of harmonic sources are [41, 42]. Location estimation of harmonic 
sources is presented in [43]. These harmonic source identification methods are based on 
the optimization of an objective function such as WLS, sparsity maximization etc…, 
require substantial number of measurements and the accurate knowledge of the 
measurement matrix. 
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There are other methods used for the identification of harmonic sources in the system. A 
neural network based algorithm is used in [44]. Estimation with neural network 
algorithms requires prior information of sources for training the neural network. 
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CHAPTER 3: INDEPENDENT COMPONENT ANALYSIS 
3.1 Introduction 
Blind Source Separation (BSS) techniques [45] have received attention in applications 
where there is little or no information available on the underlying physical environment 
and the sources. Blind source separation algorithms estimate the source signals from 
observed mixtures. The word ‘blind’ emphasizes that the source signals and the way the 
sources are mixed, i.e. the mixing model parameters, are unknown. A well known 
example for the BSS is the cocktail party problem [46]. Assume that four people are 
speaking simultaneously in a room, and there are four microphones located in different 
parts of the room recording the sounds in the room. The recordings from the microphones 
will be the mixture of the individuals’ speeches. In this problem neither the individuals’ 
speeches nor the distances of individuals from the microphones are known. The only 
known quantity is the recordings from the microphones. The objective of the BSS is to 
recover the individuals’ speeches from the recorded signals. The BSS is a difficult 
problem to solve. However, some properties of the sources make the problem solvable. 
The two important BSS techniques are the Independent Component Analysis (ICA) [47] 
and the Sparse Decomposition [48] which are based on the statistical independence and 
the sparsity of the source signals, respectively. In this problem source signals are the 
speeches of the individuals and measurement signals are the recordings of the 
microphones. 
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BSS has found many applications in the areas of signal processing, telecommunications, 
brain imaging, audio/image separation, and financial applications [46]. 
3.2 Linear Model-based Independent Component Analysis 
Independent component analysis is a BSS algorithm which transforms the observed 
signals into mutually, statistically independent signals. It thus exploits the statistical 
independence between the sources. Statistical properties of signals are a key factor in 
estimation by ICA, since there is almost no other information available. 
Assuming there are N sources and M measurements, then the linear mixing model of ICA 
can be written as 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 11 1 12 2 1 1
2 21 1 22 2 2 2
1 1 2 2
i i i N N i i
i i i N N i i
M i M i M i MN N i M i
x t a s t a s t a s t n t
x t a s t a s t a s t n t
x t a s t a s t a s t n t
= + + + +
= + + + +
= + + + +
= + + + +
…
…
# # # … # #
…
 (3.1) 
In a compact form (3.1) is 
 ( ) ( ) ( )i i it t t= +x As n  (3.2) 
where 
( ) ( ) ( )1 Ti i N it s t s t= ⎡ ⎤⎣ ⎦…s  : N-dimensional vector of unknown source signals 
( ) ( ) ( )1 Ti i M it x t x t= ⎡ ⎤⎣ ⎦…x  : M-dimensional vector of observed signals 
A      : M×N unknown matrix called mixing matrix 
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( )itn      : N-dimensional noise vector  
ti     : Time or sample index with i=1,2,…,T.  
The mixing model given above is an instantaneous mixing model which means that there 
is no time delay in the mixing. Neglecting the noise term, the matrix representation of 
(3.2) is 
 =X AS  (3.3) 
Here X and S are M×T and N×T matrices whose column vectors are observation vectors 
( ) ( )1 , , Tt t…x x  and sources ( ) ( )1 , , Tt t…s s , A is an M×N full column rank matrix.  
The objective of the ICA is to find estimates of the S and A from the available 
observations X. The recovery model can be written as 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 11 1 12 2 1
2 21 1 22 2 2
1 1 2 2
ˆ
ˆ
ˆ
i i i M M i
i i i M M i
N i N i N i NM M i
s t w x t w x t w x t
s t w x t w x t w x t
s t w x t w x t w x t
= + + +
= + + +
= + + +
= + + +
…
…
# # # … #
…
 (3.4) 
where 
( ) ( ) ( )1ˆ ˆ ˆ Ti i N it s t s t= ⎡ ⎤⎣ ⎦…s  : N-dimensional vector of separated signals 
( ) ( ) ( )1 Ti i M it x t x t= ⎡ ⎤⎣ ⎦…x  : M-dimensional vector of observed signals 
W     : N×M estimated matrix called separating matrix 
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Rewriting (3.4) in matrix form 
 ˆ =S WX  (3.5) 
where Ŝ is an estimate of the sources S with the dimension of N×T and W is an N×M 
matrix called separating matrix which is the pseudo-inverse of matrix A. The mixing 
matrix A as well as the separating matrix W, are assumed to be constant over t1...tT. 
There are two indeterminacies in the estimation of the ICA model. These indeterminacies 
are due to the fact that both the sources S and the way the sources are mixed, A, are 
unknown. Estimation by ICA is unique up to a scaling and permutation [49, 50]. 
1. Scaling Indeterminacy 
A non-singular diagonal matrix K and its inverse K-1 can be multiplied by the mixing 
matrix A without changing the measurement matrix X. 
 -1 ' '=X AKK S = A S  (3.6) 
Equation (3.6) shows that the magnitudes of the sources can not be estimated 
uniquely. Scaling indeterminacy can be removed by setting all the sources with the 
same magnitude, i.e. unit variance or using prior information about the sources or the 
mixing matrix. 
2. Ordering Indeterminacy 
The order of the sources can be changed and labeled differently (first, second …) 
without affecting the estimation result. Multiplying the mixing matrix A by a 
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permutation matrix P and its inverse P-1, which has only one nonzero element of 
value 1 in each row and column, will not change the measurement matrix X. In the 
complex case, non-zero element is a unit length complex number and this 
indeterminacy pertains to the phases. 
 -1 " "=X APP S = A S  (3.7) 
Ordering indeterminacy can be eliminated by prior information about the sources. 
Scaling and ordering indeterminacy can be combined into one equation 
 WA PK=  (3.8) 
In the ICA problem, sources S, measurements X, mixing matrix A and the separating 
matrix W can be real or complex valued. In this thesis sources, measurements and the 
mixing matrix are complex valued. 
3.3 Statistical Properties of Signals 
Source and mixed signals should satisfy the following properties in order to be estimated 
by ICA. 
1. The source signals are mutually statistically independent. 
2. At maximum one source is Gaussian distributed. 
3. The mixing matrix has full column rank. 
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As the name of the algorithm Independent Component Analysis implies, the first 
important property is the statistical independence of sources.  
Two random variables y1 and y2 are mutually statistically independent if the information 
on y1 does not provide any information on the value of y2. As an example the event of 
getting a “3” when a die is rolled first time and the event of getting a “3” the second time 
the die is rolled, are independent. Statistical independence can be represented by 
probability density functions (pdf) as follows: Assuming y1 and y2 are random variables 
with the marginal probability density functions ( )
1 1y
p y and ( )
2 2y
p y  and joint pdf  
( )
1 2, 1 2
,y yp y y  then y1 and y2 are statistically independent if and only if the joint pdf can be 
written in factorized form 
 ( ) ( ) ( )
1 2 1 2, 1 2 1 2
,y y y yp y y p y p y=  (3.9) 
For n statistically independent random variables y1, y2… yn, the joint pdf can be written as 
 ( ) ( ) ( ) ( )
1 2 1 2, , 1 2 1 2
, ,
n ny y y n y y y n
p y y y p y p y p y=… … …  (3.10) 
The second important property that the sources should satisfy is the non-gaussianity. 
Sources should have non-gaussian distributions. As explained in Section 3.7, objective 
functions used in ICA estimation are based on the higher order statistics. However, for 
Gaussian distributions higher-order statistics are either zero or contain redundant 
information. Also, the joint probability distribution of Gaussian variables is rotationally 
symmetric under orthogonal transformation assuming that the data is whitened. This is 
the result of the property that the uncorrelated jointly Gaussian variables are necessarily 
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independent [51]. Therefore only a single Gaussian variable can be estimated. Several 
Gaussian distributed random variables can not be distinguished and thus not estimated by 
ICA. 
The third property requires that the mixing matrix has full column rank indicating that the 
number of observations should be greater or equal to the number of sources. There have 
been studies on under-determined cases where the number of measurements is less than 
the sources [52-54]. In this thesis it is assumed that the mixing matrix has full column 
rank and is non-singular unless otherwise stated. 
3.4 PCA and Whitening for Decorrelation of Signals 
Principal Component Analysis [55] transforms a set of correlated zero mean random 
variables into a small number of decorrelated variables called principal components while 
retaining as much information as possible from the original variables. 
Some of the objectives of the PCA are to reduce the dimensionality of the data set, to 
identify the underlying variables and to choose the most useful variables.  
Finding the principal components is based on the eigenstructure of the covariance matrix. 
The input to the PCA is the vector ( ) ( ) ( )1 Ti i M it x t x t= ⎡ ⎤⎣ ⎦…x with samples i=1,2,…,T. 
The mean of the vector x is removed by centering 
 ( ) ( ) ( ){ }i i it t E t= −x x x  (3.11) 
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Practically the mean of x is estimated from the available sample represented by the 
expectation operator E. The eigenvalues and eigenvectors of the covariance matrix of the 
zero mean variable x are given by 
 ( ) ( ){ }T Txx i iE t t= =C x x VΛV  (3.12) 
where, Λ is a diagonal matrix with M eigenvalues 1 2, , , Mλ λ λ…  called principal 
eigenvalues and V is an M×M orthogonal matrix with the unit-length orthonormal 
eigenvectors 1 2, , , M…v v v  called the principal eigenvectors, see (3.13). 
 [ ]1 2, , , Ti i i ikv v v= …v ,    1 if  and 0 if Ti j ij ij iji j i jδ δ δ= = = = ≠v v  (3.13) 
The following linear transformation of the input vector x, gives the first p principal 
components ( ) ( ) ( )1 Ti i P it z t z t= ⎡ ⎤⎣ ⎦…z  
 TP=z V x  (3.14) 
where, TPV  is the subset of the first p orthonormal eigenvectors 1 2, , , P…v v v . The set of 
eigenvectors TPV  are ordered such that the corresponding eigenvalues are 
1 2 Pλ λ λ≥ ≥ ≥…  where 1 p M≤ ≤ . The first principal component has the maximum 
variance with this eigenvalue-eigenvector arrangement. Hence the variance of the ith 
principal component is equal to the ith eigenvalue of the covariance matrix Cxx where 
1 2
2 2 2
Pz z z
σ σ σ≥ ≥" . 
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The computational complexity of the covariance matrix increases when the dimension of 
the input data vector increases. There are several adaptive algorithms developed for the 
calculation of the principal components. Some of the cost functions used in adaptive 
algorithms for PCA are given in [56] as 
 
( ) { }
( ) ( ) ( )
( ) ( ) ( )
2
1
2
3
maximize   
maximize   /
maximize   log /
T
T T
xx
T T
xx
E= − −
=
=
J v x vv x
J v v C v v v
J v v C v v v
 (3.15) 
3.5 A Simple Example to Illustrate ICA 
The ICA model will be explained with an example. Two uniformly distributed, random 
variables are generated in the interval [-2 2] using (3.16) as shown in Figure 3-1. 
 
( )( ) ( )
( )( ) ( )
1
2
2 2 2 1,1000
2 2 2 1,1000
rand
rand
= − + − − ×
= − + − − ×
s
s
 (3.16) 
The joint distribution of these two independent components s1 and s2 is shown in Figure 
3-2. It is clear that s1 and s2 are independent since knowing the value of s1 does not 
provide any information on the value of s2. 
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Figure 3-1 Artificially generated signals (left) and their histograms (right) 
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Figure 3-2 Scatter diagram of the joint distribution of uniformly distributed 
independent sources s1 and s2 
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The linear mixing model shown in (3.3) can be represented by multiplying the sources s1 
and s2 by a 2×2 matrix 
1 2
3 1
A ⎡ ⎤= ⎢ ⎥⎣ ⎦ , (3.17). 
 1 1
2 2
1 2
3 1
x s
x s
⎡ ⎤ ⎡ ⎤⎡ ⎤=⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦
 (3.17) 
The resulting measurements x1 and x2 are shown in Figure 3-3 with their histograms. 
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Figure 3-3 Mixtures (left) and their histograms (right) 
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The histograms of mixtures x1 and x2 in Figure 3-3 show that the distributions of 
mixtures are closer to the Gaussian distribution than the uniform distribution of the 
original signals s1 and s2. This is actually the result of the Central Limit Theorem. 
For N independent random variables y1, y2 ,…, yN the sum is given by the random variable 
1 2 Ny y y= + + +…y . y has a mean 1 2 Nη η η η= + + +…  and a 
variance 2 2 2 21 2 Nσ σ σ σ= + + +… . According to [51], the Central Limit Theorem states 
that “under certain general conditions and for N approaching infinity, the distribution 
F(y) of y approaches a normal distribution with the same mean and variance. If yi is of 
continuous type, the density p(y) of y approaches a normal density.” 
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Figure 3-4 The joint distribution of the mixtures x1 and x2 
The joint distribution of the mixtures is shown in Figure 3-4. The mixtures x1 and x2 are 
not independent and for a given value of x1 it is possible to predict the value of x2. 
The ICA estimation problem is to find a linear transformation W from the given mixtures 
which maximizes the independence of the estimates. Since the mixing matrix A is a 
square matrix, estimating W which is the inverse of the A up to a scale and permutation, 
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and multiplying the mixtures X with W will give the estimates of the sources ŝ1 and ŝ2. 
Intuitively, Figure 3-4 provides information about A. The edges of the parallelogram are 
in the direction of the columns of the mixing matrix A as in Figure 3-5. It may be 
possible to estimate the columns of the mixing matrix from the joint distribution of the 
mixtures for artificially generated data with specific distributions when the number of 
sources is very small. However, this is not the case with real world signals, and the 
estimation becomes more complicated. 
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Figure 3-5 The joint distribution of the mixtures x1 and x2. The light colored line 
represents the direction of first column, and the dark colored line 
represents the direction of second column of mixing matrix A 
As a preprocessing step for ICA, the input data is whitened and centered. Centering 
transforms the observed signals into zero-mean variables and whitening linearly 
transforms the observed and centered signals, so that the transformed signals are 
uncorrelated, have zero mean and their variances equal unity. This preprocessing is not 
necessary for most ICA algorithms. However, it simplifies the estimation process. For the 
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example generated by the equation (3.17) the mean is computed as 
0.1734
0.0158mean
⎡ ⎤= ⎢ ⎥−⎣ ⎦x , 
and the mean is removed by 
 c meanx = x - x  (3.18) 
The principal eigenvalues Λ and the eigenvectors V of the centered mixtures xc are 
calculated using MATLAB as 
 [ ] ( ) 2.5044 0 0.8464 0.5325  
0 17.1340 0.5325 0.8464c
pcamat
−⎡ ⎤ ⎡ ⎤= ⇒ = =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦V x VΛ, Λ (3.19) 
The whitened mixtures are found by the linear whitening transform 
 ( ) 1/ 2 T
c
−=
=
Q V
z Qx
Λ
 (3.20) 
where Q is the whitening matrix and z is the whitened mixtures. The resulting whitened 
vectors are plotted in Figure 3-6. It is clear from Figure 3-6 that mixtures are uncorrelated 
but not independent. With whitening and centering, only the decorrelation of inputs can 
be achieved. ICA will be used to find the rotation of the square in Figure 3-6 which will 
maximize the independence of the outputs, see also Figure 3-2.  
 
  
46
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
Whitened and Centered Mixtures
 
Figure 3-6 The joint distribution of the whitened mixtures z1 and z2 
3.6 ICA Estimation Process 
The mixing and separation process of ICA is shown in Figure 3-7. Whitening is used as a 
preprocessing of the raw measured data. Whitening is generally not required however it 
simplifies the estimation and it is employed in most of the ICA algorithms as a 
preprocessing step. Estimation of the separating matrix W is an iterative process based on 
the optimization of an objective function. 
 
( )its ( )itx ( )itz ( )ˆ its
 
Figure 3-7 Mixing and separation process of ICA 
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The methods based on finding the columns of the mixing matrix from the edges of the 
joint distribution of mixtures can be used when the problem is simple. The state-of-the-art 
ICA algorithms are based on the statistical properties of the signals. The main properties 
that the ICA exploits are the statistical independence and the higher order statistics which 
are discussed in the following sections. 
Source signals can be random variables, as shown in the above example, or deterministic 
signals. Some artificially generated deterministic signals and their histograms are shown 
in Figure 3-8. 
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Signal Time Domain Representation Histogram 
Modulated Sinusoid: 
s1(t) = 2sin(t/145)cos(t/6) 
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Figure 3-8 Artificially generated deterministic signals and their histograms 
 
3.7 Objective Functions as Statistical Independence Measures 
3.7.1 Mutual Information 
Mutual information is used as a measure of statistical independence for the ICA [57]. 
Mutual information is minimized by determining a matrix W which minimizes the 
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dependence between the components of x. The mutual information ( )1 2, , , MI y y y…  of M 
random variables y1, y2,…,yM can be defined as 
 ( ) ( ) ( )1 2
1
, , ,
M
M i
i
I y y y H y H
=
= −∑… y  (3.21) 
In (3.21), H(yi) is the marginal entropy of yi and H(y) is the joint entropy of vector y 
including all the yi. H(yi) and H(y) are defined as 
 
( ) ( ) ( )
( ) ( ) ( )y y
log
log y
i ii y i y i i
H y p y p y dy
H p p d
= −
= −
∫
∫y y y  (3.22) 
The mutual information can be written in terms of the Kullback-Leibler (KL) divergence 
by substituting the joint entropy terms from equation (3.22) into (3.21) 
( ) ( ) ( )( ) ( ) ( )( )y1 2 y y1 1, , , log  i i
M
M y i Mi
y ii
p
I y y y K p p y p dy
p y= =
= =∏ ∫ ∏…
y
y y  (3.23) 
The Kullback-Leibler divergence ( ) ( )( )y 1 iM y iiK p p y=∏y  in (3.23) measures the 
closeness between the joint probability density function y and the product of the marginal 
probability density function of yi. It therefore serves as a measure of statistical 
independence. When the components of y are statistically independent, then (3.10) yields 
the joint pdf ( ) ( ) ( ) ( )
1 2y 1 2 ny y y n
p p y p y p y= …y , and the mutual information becomes 
zero. Mutual information ( )1 2, , , MI y y y…  is always nonnegative. It is equal to zero if 
and only if the yi is independent. Mutual information is invariant under invertible 
transformations such as permutations and scaling. This leads to the following property 
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 ( )1 2, , , 0   iff   MI y y y =… WA = PK  (3.24) 
3.7.2 Maximum Likelihood 
For a given mixing matrix A with =x As , the density px of x, and the density of sources 
ps are given as 
 ( ) ( ) ( )1; det det
ix s s i
i
p p p s−= = ∏x A A s W  (3.25) 
where ( ) ( )
is s i
i
p p s=∏s , ( )isp ⋅  represent the probability densities of the components of 
s and W = A-1. Given T observations of x,  x(1), x(2),…x(T), the log-likelihood L(W) is 
 
( )( )
( )( )
1
1
1( ) log ;
1              log ; log det
T
x
t
T
s
t
L p t
T
p t
T
=
=
=
= +
∑
∑
W x W
Wx W W
 (3.26) 
The estimates of the independent sources ŝ1,...,ŝM are extracted by determining the matrix 
W, which maximizes the log-likelihood. Several contrast functions can be derived by 
simple manipulation of log-likelihood. It is shown in [58] that log-likelihood can be 
written as 
 ( ) ( ) ( ) ( )( )ˆ sˆsL H K p p= −W x s s  (3.27) 
Since H(x) does not depend on W, the log-likelihood coincides with the minimization of 
KL which is a measure of closeness. KL divergence is minimized by finding separating 
matrix W such that the hypothesized distribution of sources ps(s) and the distribution of 
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the outputs pŝ(ŝ) are as close as possible to each other. KL divergence between the 
hypothesized distribution of the source and the distribution of outputs is 
 ( ) ( )( ) ( ) ( )( )ˆˆ ˆs s
ˆ
ˆ ˆ log ss s
p
K p p p dy
p
= ∫ ss s s s  (3.28) 
3.7.3 Information Maximization 
The information maximization (IM) principle [59] is based on the maximization of 
information transferred in a network, in other words on the maximization of the output 
entropy. IM is related to the maximum likelihood, and under certain conditions, is 
equivalent to the maximum likelihood approach. 
The output of the network is 
 ( )ˆ ,g=s w x  (3.29) 
where, g(·) is a nonlinear transfer function. The joint entropy of output of the network is 
 ( ) ( ) ( ) ( )1 1ˆ ˆ ˆ ˆ ˆ,N NH H s H s I s s= + + −… …s  (3.30) 
Independent components are obtained by maximizing the joint entropy. The maximum of 
(3.30) is obtained when the marginal entropies are maximized and the mutual information 
is minimized. The relation between the pdf of the output ŝ and the pdf of x is given by 
 ( ) ( )ˆ ˆ detxs
p
p =
x
x
s
J
 (3.31) 
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where, Jx is the Jacobian matrix of the ( ),g w x . From (3.31) and the expression of 
entropy with the expectation operator, the output entropy can be written as 
 ( ) ( ){ } ( ){ } { }ˆˆ ˆlog log log dets xH E p E p E= − = − + xs s x J  (3.32) 
The maximization of (3.32) with respect to W implies minimization of the mutual 
information between the outputs. This also suggests that the nonlinear transfer function 
g(·) can be chosen as the cumulative distribution function of the inputs and then its 
derivative g’(·) is to be the pdf of the input variables. 
3.7.4 Negentropy 
One of the assumptions made for the sources is that the sources are non-gaussian 
distributed. Previous measures are based on the independence property of the sources. 
Negentropy is the normalized version of the entropy which is always non-negative and 
zero for Gaussian variables. This property allows Negentropy to be used as a measure of 
non-gaussianity for ICA estimation. Negentropy, Ν, is defined as 
 ( ) ( ) ( )ˆ ˆGN H H= −s y s  (3.33) 
where yG is a Gaussian random variable with the same mean and covariance matrix as the 
estimated sources sˆ . Negentropy can also be defined in terms of the KL divergence 
 ( ) ( ) ( )( ) ( ) ( )( )ˆˆ ˆ ˆˆ ˆ ˆ log  ss G G s G G
p
N K p p y p dy
p y
= = ∫ ss s s  (3.34) 
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In (3.34) pG(yG) is the Gaussian distribution with the same mean and covariance as pŝ(ŝ). 
Negentropy is a good measure of non-gaussianity. However, it is difficult to calculate 
because it requires an estimate of the probability density function which is not generally 
available in advance. Instead, approximations of Negentropy are used as objective 
functions for ICA estimation [60].  
Negentropy can be approximated by higher order cumulants 
 ( ) ( ) ( ) ( ) ( ) ( )2 2 4 23 4 3 3 41 1 7 112 48 48 8N y y y y y yκ κ κ κ κ≅ + + +  (3.35) 
where 3κ and 4κ are 3rd and 4th order cumulants of random variable y with zero mean and 
unit variance. Other approximations are proposed in literature [46] using non-quadratic 
functions G(·) 
 ( ) ( ){ } ( ){ } 2GN y k E G y E G y⎡ ⎤≈ −⎣ ⎦  (3.36) 
where k is a constant, y and yG are assumed to be of zero mean and unit variance.  
3.7.5 Higher Order Moments 
Higher order moments, or cumulants can be used as a measure of non-gaussianity. A 
classical measure for non-gaussianity is the kurtosis which is defined as 
 ( ) 42
2
kurt y κκ=  (3.37) 
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where κ4 and κ2 are the 4th and 2nd cumulants. The kurtosis of Gaussian distribution for 
(3.37) is three. A more convenient definition of Kurtosis is the normalized kurtosis (3.38) 
which is zero for Gaussian variables. 
 ( ) ( ){ }( ){ }
4
22
3
E y
kurt y
E y
= −  (3.38) 
Here y is a zero mean random variable.  
A distribution with positive kurtosis is called supergaussian (or leptokurtic) which has a 
peaked distribution. The respective distribution with negative distribution is called 
subgaussian (or platykurtic) which has a flat distribution. Laplace distribution and 
uniform distributions are examples for supergaussian and subgaussian distributions 
respectively. The kurtosis of the functions given in Section 3.6 are calculated using the 
definition in (3.37). Some properties of the kurtosis are 
 
( ) ( ) ( )
( ) ( )
1 2 1 2
4
1 1
kurt y y kurt y kurt y
kurt y kurt yα α
+ = +
=  (3.39) 
Kurtosis is widely used as a measure of non-gaussianity because of its computational 
simplicity and its properties in (3.39). Another useful higher order statistic is the third 
central moment, skewness. Skewness is a measure of asymmetry of the pdf which is zero 
for symmetric distributions around their mean. 
 ( ){ }33 E yµ µ= −  (3.40) 
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3.8 ICA Estimation Algorithms 
Several ICA algorithms have been derived from the statistical measures explained in the 
previous section. This section presents some of the well known ICA algorithms in the 
literature. 
3.8.1 Fixed Point Algorithms  
Fixed point algorithms, so called FastICA algorithms are based on the fixed point 
iteration scheme. FastICA algorithms are developed based on the measure of the 
negentropy in [60] and kurtosis in [61]. Here the FastICA algorithm is presented based on 
the negentropy. The following derivation of the algorithm is given in the references [60] 
and [61] and included here for completeness. 
FastICA Using Negentropy 
As mentioned in section 3.7.4, the computation of negentropy is difficult. Therefore the 
following approximation of negentropy is used  
 ( ) ( ){ } ( ){ } 2ˆ iˆ GN k E G E G⎡ ⎤≈ −⎣ ⎦s s y  (3.41) 
Independent components ŝi are extracted one by one as ˆ Ti =s w x by maximizing the 
constraint objective function 
 ( ) ( ){ } ( ){ } 2T GE G E G⎡ ⎤= −⎣ ⎦J w w x y  (3.42) 
where w is an M-dimensional vector. Independent components can be estimated one by 
one using a deflation scheme. One unit cost function can be generalized as maximizing 
  
56
the sum of N-unit cost function to compute the W matrix as a whole. The optimization 
problem, under constraint of decorrelation, becomes 
 
( )
( )( ){ }1
maximize  wrt.      1, 2 ,
ˆsubject to            and
N
i i
i
T T T
k j jk i
i N
E δ
=
=
= =
∑ …J w w
w x w x s w x
 (3.43) 
where wi is the row of the separating matrix W, at the maximum of ( )iJ w . ( )iJ w  is 
maximized at the certain optima of ( ){ }TE G w x and under constraint 
( ){ }2 2 1TE = =w x w : 
 ( ) ( ){ } 0TF E g α= − =w x w x w  (3.44) 
where ( ) ( )ˆˆ ˆ
G
g
∂= ∂
s
s
s
, ( ) ( )ˆˆ' ˆ
g
g
∂= ∂
s
s
s
, ( ){ }0 0T TE gα = w x w x  and w0 is the value of w at 
the optimum . Solving this equation by Newton’s method 
 ( ) ( ){ }' 0T TF E g α∂ = − =∂ w xx w x Iw  (3.45) 
Since the data is whitened, the above equation can be simplified by the following 
approximation which gives a diagonal Jacobian,  
 ( ){ } { } ( ){ } ( ){ }' ' 'T T T T TE g E E g E g≅ =zz w z zz w z w z I  (3.46) 
Also, w0 can be replaced by the current value of w in α. Therefore the following 
approximate Newton iteration is obtained 
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( ){ }
( ){ }'
T
T
E g
E g
α
α
⎡ ⎤−⎣ ⎦= − ⎡ ⎤−⎣ ⎦
=
z w z w
w w
w z
ww
w
 (3.47) 
The iteration can be further simplified by multiplying both sides of (3.47) by 
( ){ }' TE g α⎡ ⎤−⎣ ⎦w z . The resulting algorithm is the fixed point algorithm 
 
( ){ } ( ){ }'T TE g E g= −
=
w z w z w z w
ww
w
 (3.48) 
Practically, G(·) is any non-quadratic function. However, some functions are preferred 
over others. G(·) should represent a good measure of nongaussianity. Also it should be 
robust against outliers and computationally simple. The following functions are 
suggested for G(·) in [60]. 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( )
2 4
1 1 2 2 3
1 2
2 3
1 1 2 2 3
2 2 2 2
1 1 1 2 2 3
1 1 1ˆ ˆ ˆ ˆ ˆlog cosh exp / 2
4
ˆ ˆ ˆ ˆ ˆ ˆtanh exp / 2
ˆ ˆ ˆ ˆ ˆ ˆ' 1 tanh ' 1 exp / 2 ' 3
G s a s G s a s G y s
a a
g s a s g s s a s g y s
g s a a s g s s a s g y s
= = − − =
= = − =
= − = − − =
(3.49) 
The fixed point algorithm derived above extracts one independent component. In order to 
estimate several independent components, the one-unit algorithm has to be run several 
times with vectors w1,…,wN. After every iteration w1,…,wN have to be orthogonolized to 
prevent the vectors from converging to the same maxima. 
This can be achieved by deflationary orthogonalization using Gram-Schmidt method. 
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( )1 1 1
1
1
1
1
p
T
p p p j j
j
p
p
p
+ + +
=
+
+
+
= −
=
∑w w w w w
w
w
w
 (3.50) 
where p is the number of previously estimated vectors. Instead of deflationary 
orthogonalization, symmetric orthogonalization can also be used 
 ( ) 1/ 2T −=W WW W  (3.51) 
The complex version of this algorithm is given in [62]. 
3.8.2 Equivariant Adaptive Separation via Independence (EASI) 
The EASI algorithm [63] is an adaptive algorithm where the serial updating algorithm is 
 ( )1 ˆt t t tfλ+ = −B B s B  (3.52) 
Here Bt is the global separating matrix for ŝ = Bx, f(ŝ) is the matrix-valued function and 
λt is a sequence of positive adaptation steps. In this algorithm, the separating matrix B is a 
global separating matrix combining the whitening matrix Q and orthogonal separating 
matrix W into one matrix as B=WQ. 
The algorithm is proposed to optimize the objective function in the form of 
 ( ) ( ){ }ˆoptimize    E f=J B s  (3.53) 
The function f(ŝ) is obtained as the relative gradient of the objective function. For 
example, if this function is based on the kurtosis and the sources have positive kurtosis, 
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then the separation is achieved by maximizing (3.53). The gradient of the objective 
function J(B) is defined as 
 
( ) ( ) ( ){ }ˆ ˆ'ˆ T TfE E f⎧ ⎫⎛ ⎞∂ ∂⎪ ⎪= =⎨⎜ ⎟ ⎬∂ ∂⎪ ⎪⎝ ⎠⎩ ⎭
J B s
x s x
B s
 (3.54) 
Equation (3.54) can be written as x = B-1ŝ for a square and invertible B: 
 ( ) ( ){ }( ) 1ˆ ˆ' T TE f −∂ =∂J B s s BB  (3.55) 
The matrix inversion in (3.55) can be avoided using the so-called natural gradient [64] 
defined by 
 T
nat
∂ ∂⎛ ⎞ =⎜ ⎟∂ ∂⎝ ⎠
J J B B
B B
 (3.56) 
The multiplication of the matrix gradient in (3.55) by BTB on the right-hand side results 
in ( ) ( ){ }ˆ ˆ' TE f∂ =∂J B s sB . The stochastic gradient rule is obtained by deleting the 
expectation operator,  
 ( )1 ˆ ˆ' Tt t t tfλ+ = −B B s s B  (3.57) 
The learning rule in (3.57) can be obtained by using the relative gradient approach [63].  
The online adaptation rule for whitening is given by 
 1
T
t t t tλ+ ⎡ ⎤= − −⎣ ⎦Q Q zz I Q  (3.58) 
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where z = Qx and I is the identity matrix. The learning rule in (3.57) is used to update W 
by preserving the orthogonality of W. This is accomplished by replacing ( )ˆ ˆ' T=D f s s by 
its projection onto the space of skew symmetric matrices where T = −D D . The learning 
rule in (3.57) becomes 
 ( ) ( )1 ˆ ˆ ˆ ˆ' ' TTt t t tλ+ ⎡ ⎤= − −⎣ ⎦W W f s s sf s W  (3.59) 
From (3.58) and (3.59) the global updating rule is obtained as 
 ( ) ( )( ) ( )
( ) ( )
1 1 1
ˆ ˆ ˆ ˆ      ' '
ˆˆ ˆ ˆ ˆ ˆ     ' '
t t t
TT T
t t t t t t t
TT T
t t t
λ λ
λ
+ + +=
⎡ ⎤ ⎡ ⎤= − − × − −⎣ ⎦⎣ ⎦
⎡ ⎤= − − + −⎣ ⎦
B W Q
W f s s sf s W Q zz I Q
B ss I f s s sf s B
 (3.60) 
The full derivation of the learning rule in (3.60) is given in [63]. (3.60) is the EASI 
algorithm [63]. In general a normalized form of the EASI algorithm (3.61) is used 
because of its stable convergence property. For complex valued numbers, the transpose T 
is replaced with the hermitian transpose H. 
 ( ) ( )( )1
ˆ ˆ ˆ ˆ' 'ˆˆ
ˆ ˆ ˆ ˆ1 1 '
TTT
t t t tT T
t t
λ λ λ+
⎡ ⎤−−⎢ ⎥− ++ +⎢ ⎥⎣ ⎦
f s s sf sss IB = B B
s s s f s
 (3.61) 
EASI is an online estimation algorithm and has some advantages over batch type 
algorithms. Some of these advantages are listed here: 
• It is useful when new measurements come during the iteration 
• It is less memory consuming 
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• It is computationally efficient 
• It has adaptive learning 
• It has the ability to adapt in changing environments and slowly varying statistics 
3.8.3 Joint Approximate Diagonalization of Eigen-matrices (JADE) 
The BSS problem can be transformed into an equivalent problem of approximate joint 
diagonalization. Consider the covariance matrices Cx(τ) and Cs(τ) of time-delayed mixed 
signals x(t) and source signals s(t) 
 
( ) ( ) ( ){ }
( ) ( ) ( ){ }
T
T
E t t
E t t
τ τ
τ τ
= −
= −
x
s
C x x
C s s
 (3.62) 
where τ is a non-zero time lag. From the mixing model, the covariance of x(t) is 
associated to the covariance of s(t) as 
 
( ) ( )( ) ( )( ){ }
( ) ( ){ }
( )
          
          
T
T T
T
E t t
E t t
τ τ
τ
τ
= −
= −
=
x
s
C As As
A s s A
AC A
 (3.63) 
In (3.63), Cs(τ) is a diagonal matrix because the off diagonal elements of Cs(τ), which are 
cross-correlations, are zero for the statistically independent source signals. Thus (3.63) 
can be seen as a matrix diagonalization problem, and the mixing matrix A is the solution 
of this problem. For an invertible A, W = A-1 and (3.63) can be written as 
 ( ) ( )τ τ Ts xC = WC W  (3.64) 
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W is the matrix that diagonalizes all Cx(τ) simultaneously. Exact diagonalization from 
(3.63) may not be possible because computing expectation as a sample average and noise 
may result in an approximate diagonalization. 
In the above formulation, time delayed covariance matrices are considered which exploit 
the second order statistics (SOS). Instead of SOS, higher order statistics such as cumulant 
matrices can be employed which exploit the non-gaussianity.  
The objective of JADE algorithms is to perform the joint approximate diagonalization of 
the fourth order cumulant N×N matrices Mij=CumX(i,j), i,j=1,2,…,N. The objective 
function based on the maximization of the diagonal elements is 
 ( ) ( ) 2
, 1
maximize  
N
T
ij
i j
J diag
=
= ∑W WM W  (3.65) 
where ( ) 2.diag is the sum of squares of the diagonal elements. Instead of cumulant 
matrices, approximate diagonalization can be performed on a smaller set the set of eigen-
matrices of the cumulant matrices with an orthogonal transformation. The JADE 
algorithm was first introduced in [65]. 
3.9 State of the Art of ICA 
Independent component analysis has been an attractive technique for different areas such 
as financial applications, audio separation, image separation, telecommunications, and 
brain imaging applications [46]. 
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Even though there are plenty of applications of ICA to the areas mentioned above, there 
is limited application in power systems. The application of BSS for machine monitoring 
and rotating machine vibration analysis are presented in [66-68]. In [69], BSS is used for 
the harmonic elimination of inverters. There are several studies on load profile estimation 
using ICA. Active power load profiles of loads in power systems are estimated in [70-
72]. Online estimation of active power load profiles under topology change is presented 
in [73]. Reactive power load profile estimation is also studied [74]. Results on harmonic 
load estimation presented in this thesis are published in [75, 76]. 
In addition to the algorithms presented in the previous section, several ICA algorithms 
are available in the literature. Algorithms can be classified into batch [61, 65] and 
adaptive algorithms [59, 63, 64, 77] . Algorithms for complex valued signals are 
presented in [62, 63, 65]. Other topics studied in blind source separation are location 
estimation of sources [78-80], constrained ICA [81], frequency domain applications [82], 
and under-determined source separation [52, 54, 83]. Non-stationary mixing condition, in 
the sense that the time varying signal variances and the mixing matrix are studied in [84, 
85]. Blind source separation with noise components are presented in [86, 87]. 
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CHAPTER 4: HARMONIC SOURCE IDENTIFICATION USING ICA 
The linear system of equations under non-sinusoidal conditions and the linear ICA model 
allows us to estimate the harmonic sources in the power system in a blind manner using 
ICA. 
Harmonic sources and the network topology and parameters are assumed to be unknown. 
Based on ICA, the problem formulation for the estimation of the harmonic sources from 
available measurements without knowledge of network topology and parameters is 
presented. Case studies are presented with different test systems and ICA algorithms. 
The observability of the estimator is characterized based on conditions on the mixing 
matrix, statistical properties of measurements, and knowledge of network topology. 
Based on the observability analysis, a basic meter placement algorithm is presented. 
The knowledge of the estimated mixing matrix is utilized to determine the location of 
harmonic sources. The mixing matrix represents the reduced measurement matrix as in 
the HSE which characterizes the electrical distances. 
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4.1 Estimation of Harmonic Sources 
4.1.1 Problem Formulation and Assumptions 
In this section the harmonic source estimation procedure is presented.  
The system equations under non-sinusoidal condition are given by the following linear 
equation: 
 h h hI Y V=  (4.1) 
where h is the harmonic order of the frequency, Ih is the bus current injection vector, Vh 
is the bus voltage vector, and Yh is the system admittance matrix at harmonic order h. 
The linear equation (4.1) is solved for each frequency of interest. 
A general linear measurement model based on the harmonic power flow can be written as 
 ( ) ( ) ( )  h i h h i h it t t i 1,2...,T= + =z H x e  (4.2) 
where 
zh(ti) M∈^   : measurement vector at time ti, 
xh(ti) N∈^   : state variable vector at time ti 
Hh M N×∈^  : measurement matrix relating measurements to the states 
eh(ti) M∈^   : error vector at time ti 
h   : harmonic order 
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ti    : discrete time or sample index 
T    : number of samples 
Harmonic current injections can be selected as state variables since other system 
variables can be determined uniquely from harmonic current injections. Assuming there 
are only harmonic bus voltage measurements, the general measurement model for 
harmonic source estimation problem is given as 
 ( ) ( ) ( )  h i h h i h it t t i 1,2...,T= + =V Z I e  (4.3) 
where 
Vh(ti) M∈^   : harmonic bus voltage measurement vector at time ti 
Ih(ti) N∈^   : unknown harmonic current source vector at time ti 
Zh M N×∈^  : unknown harmonic impedance matrix  
eh(ti) M∈^   : error vector at time ti 
h   : harmonic order 
ti    : discrete time or sample index 
T    : number of samples 
Comparing the measurement model in (4.3) with the linear ICA model in (3.2), the 
following correspondences can be observed,  
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 (4.4) 
The correspondence in (4.4) between the linear ICA model and the harmonic 
measurement model suggest that harmonic current sources Ih(ti) can be estimated using 
ICA if Ih(ti) satisfy the assumptions of ICA. 
The objective is to estimate the load profiles of harmonic sources Ih(ti), using the 
statistical properties of time series data Vh(ti), without the knowledge of system 
parameters and topology, Zh. Measurements are obtained at a limited number of buses, 
preferably at substations. The following assumptions are adopted for the estimation of 
harmonic sources: 
1. Harmonic sources are mutually statistically independent at each ti. 
2. At most one of the harmonic sources is Gaussian distributed. 
3. The number of measurements M is greater than or equal to the number of 
harmonic sources N.  
4. The noise component in measurements is negligibly small. 
5. Historical load profiles and forecasted peak loads are available. 
Assumption 1 and 2 are examined for the harmonic current sources in Section 4.1.2 using 
the actual measured data and the studies in the literature. The load profile of harmonic 
sources represents a dependent and independent part which can be separated by a linear 
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filter. Also the independent part shows a super-gaussian distribution. Deviation from the 
statistical independence assumption is investigated in Section 5.1. 
Assumption 3 requires that the harmonic impedance matrix Zh, is a full column rank 
matrix. To simplify the problem, it is further assumed that the harmonic impedance 
matrix Zh is square and constant. If the number of measurements is larger than the 
number of sources, PCA can be used to reduce the dimension of Zh and make it square 
which is the approach followed in this thesis if required. The condition where the number 
of measurements is smaller than the number of sources is investigated in Section 5.4.  
Assumptions 1, 2 and 3 are the basis of ICA estimation and these are explained in detail 
in the context of the blind source separation problem in Chapter 3. 
Assumption 4 allows to first study the estimation problem without considering the effect 
of the measurement noise. The estimation problem with the measurement noise is 
considered in Section 5.3. 
Assumption 5 is necessary to eliminate the indeterminacies of the results of the 
estimation. This assumption is examined in Section 4.1.3. 
In assumption 3, the mixing matrix A, as well as the separating matrix W which 
represents the admittance matrix Yh are assumed to be constant in the sense that system 
topology and parameters are constant during the time interval of interest. The blind 
estimation under topology change is possible as it was shown in [88] for active power 
profile estimation. Also, linear loads have affect the admittance matrix. The linear system 
equations in (4.1) can be written as 
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Here Yhi,j represents the equivalent admittance at harmonic order h between node i and j, 
and YhLi represents the admittance of linear loads connected to bus i which are modeled 
with impedance models. We can separate the admittance matrix into two parts: 
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 (4.6) 
The second term on the right hand side of the equation (4.6) represents the linear loads as 
a vector of harmonic current sources. Rewriting (4.6), we obtain 
 Lh h h h+ =-I I Y V  (4.7) 
Here IhL is the harmonic current source vector corresponding to the second term on the 
right hand side of (4.6). Using the above transformation, the load model for linear loads 
changes from impedance model to current model, and the admittance matrix is kept 
constant. However in contrast to non-linear loads, harmonic currents of linear loads are 
not independent and not non-gaussian distributed. Equation (4.7) shows that the number 
of measurements required for the estimation should be larger than the number of non-
linear loads. 
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4.1.2 Statistical Properties of Harmonic Sources 
Estimation with ICA requires the statistical independence and non-gaussianity of sources. 
In this part statistical properties of harmonic sources are examined.  
The power demand of a load is not constant throughout the day, week or year. 
Considering the power demand of a load over a 24-hour period, variation of power 
mostly depends on the type of the load. Similar load types have similar active/apparent 
power profiles which can be categorized into classes including residential, industrial, 
commercial. Also parameters such as weather variables including temperature, the day of 
week, time of day and others effect the variation of the power demand of the load. These 
factors create a slow varying trend which illustrates hour-to-hour variations, i.e. a peak in 
the afternoon and minimum at nighttime. At the same time there are fast variations over 
this trend. These fast fluctuations represent load variations in seconds or minutes and are 
considered random variations which are difficult to predict. Using a moving average 
filter, fast fluctuations and slow varying component of the load can be separated. A 
typical load profile with the slow varying and fast varying components is shown in Figure 
4-3. The estimation of active and reactive power profiles of electric loads is studied in 
[70, 72], and it was shown for a particular set of loads belonging to the New York ISO 
that the fast varying component of the load are non-gaussian and statistically 
independent. 
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Figure 4-1 Active power profile over 7-day period [31] 
In this thesis, harmonic currents are of interest instead of complex powers. Similar 
observations and conclusions can be made for the current profile of the load in terms of 
load variation and statistics of these variations because the complex power is a function 
of the current. 
To verify the assumptions made regarding the statistics of the harmonic sources, actual 5-
min harmonic current data is obtained from the web based power quality monitoring 
program PQWeb® which “enables utility and industrial users to view power quality data 
via a Web browser” [31]. Specifically the data studied are 5-minute 
minimum/maximum/average envelope measurements from the “Substation 5530” over 
the 7-day period of 11/24/2006-12/01/2006, and the 1-day period of 11/28/2006. The 
“Substation 5530” is an electric utility substation serving residential and light commercial 
loads. The load has a peak power rating of 20.6 MW during this period. 7-day active 
power profile of this load is shown in Figure 4-1. 
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The load profile of the 5th harmonic current of this load over a 1-day and a 7-day period 
is shown in Figure 4-2. The load profiles of 7th, 11th 13th and 17th harmonic components 
are shown in the Appendix A. Examining these load profiles, they demonstrate similar 
slow and fast varying components, as the active power profiles. The variations can be 
attributed to the same factors affecting the variation of power as mentioned in the 
beginning of this section. The fast varying and slow varying component of the load 
profile of the 5th harmonic current shown in Figure 4-3 is separated by 8-point moving 
average filter. Similarly fast and slow varying components are separated by 8-point 
moving average for the 7th, 11th, 13th, and 17th. The sample kurtosis and skewness are 
calculated for the fast fluctuations using the definitions in (3.37) and (3.40). For a true 
Gaussian distribution, the kurtosis should be three and the skewness should be zero. The 
results in Table 4-1 show that the kurtosis is greater than three and the skewness has 
values close to zero indicating a super-gaussian distribution. The total variation of 
electric loads and harmonic loads may represent a gaussian distribution as a result of 
Central Limit Theorem. However, when the fast and slow varying components of the 
load variation are separated by a linear filter, the fast varying component exhibits a non-
gaussian distribution. This property of harmonic loads is utilized for the proposed 
estimation algorithm. 
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Figure 4-2 Load profile of the 5th harmonic current over 1-day and 7-day period 
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Figure 4-3 Fast and slow varying components of the of 5th harmonic current 
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Table 4-1 Statistics of the fast varying component of the load profiles 
  7-Day 1-Day 
  Kurtosis Skewness Kurtosis Skewness Variance
 avg 8.21 0.03 8.78 -0.97 0.0015 
5th Harmonic min 5.43 -0.38 8.95 -1.47 0.0024 
 max 10.40 0.67 9.69 0.28 0.0019 
 avg 4.96 0.05 3.99 -0.01 0.0019 
7th Harmonic min 4.53 -0.07 3.78 -0.13 0.0022 
 max 4.74 0.43 5.12 0.36 0.0042 
 avg 11.48 0.13 14.90 0.09 0.0012 
11th Harmonic min 8.73 -0.04 11.29 -0.17 0.0017 
 max 10.87 0.14 12.64 0.18 0.0018 
 avg 7.01 -0.25 8.06 0.05 0.0025 
13th Harmonic min 6.65 -0.53 6.26 -0.86 0.0078 
 max 6.70 0.50 6.37 0.09 0.0041 
 avg 11.91 -0.57 11.72 -0.11 0.0020 
17th Harmonic min 4.57 -0.36 5.58 -0.39 0.0037 
 max 14.37 1.24 13.10 0.99 0.0044 
 
There was no measurement data available from another harmonic source connected to the 
same network with the harmonic source at ‘Substation 5530’. Because of that, statistical 
independence between harmonic source currents could not be verified. At this point, 
referring to the previous studies [70-72], it is assumed that the fast fluctuations of power 
of loads are statistically independent which are the result of statistically independent fast 
fluctuations of currents. Moreover, different types of harmonic sources, including ASD, 
TCR, and HVDC have different operation schemes and harmonic spectra as shown in 
Table 2-1. 
The results of long term monitoring of harmonic voltages and currents conducted in the 
United Kingdom electric power system are presented in [89-91]. In these studies, similar 
conclusions and observations have been made in terms of the slow and fast varying 
components of harmonic load profiles. In [92, 93] measured signals are treated as the sum 
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of a deterministic and random component. Furthermore, harmonic sources are assumed to 
be independent in [94] similar to general electric loads [72]. 
Linear filtering shown in Figure 4-3 does not change the linear ICA model [95]. The fast 
and slow varying parts of the sources can be separated by an appropriate filter such as a 
moving average filter. The moving average filter, represented by matrix Φ, is applied to 
the ICA model (3.3) multiplying the source signals by Φ 
 slow
slow slow
= =X X AS
X = AS
Φ Φ
 (4.8) 
Since Φ is a component-wise filter, fast varying components can be obtained by 
 fast fast slow
fast fast
= − = −
=
X X X AS AS
X AS
 (4.9) 
The mixing matrix remains unchanged after linear filtering. ICA can be applied to the 
fast varying part of the measured data, assuming that this part is independent and non-
Gaussian distributed. Thus the separating matrix W≈A-1 can be estimated. The estimate of 
the slow varying part of the sources Ŝslow can be recovered by 
 ˆslow slowS = WX  (4.10) 
Fast varying components of the sources Ŝfast can also be recovered. However slow 
varying components are of more interest because they represent the main variation of the 
load. 
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4.1.3 Eliminating Indeterminacies of Estimation 
There is some indeterminacy in estimation by ICA as mentioned in Section 3.2. In the 
case of real valued signals, independent components can be estimated up to a scaling and 
a permutation factor. This is due to the fact that both the sources S and the mixing matrix 
A are unknown. A source can be multiplied by a factor k and the corresponding column 
of the mixing matrix can be divided by k without changing the probability distribution 
and the measurement vector. Similarly, permuting two columns of A and the two 
corresponding rows of source S will not affect the measurement vector. In the complex 
case this indeterminacy pertains to the phases. Without prior knowledge, phases of the 
estimates of the sources S are unknown. Both indeterminacies can be written as 
 =WA PK  (4.11) 
This indeterminacy can be eliminated if there is some prior knowledge of the sources. In 
fact, in electric power systems, it is reasonable to assume that historical load data is 
available, i.e. historical load profiles as shown in Figure 4-2, which can be used to 
eliminate the permutation ambiguity, P. Estimated load profiles can be matched with the 
historical load profiles by looking at the correlation between them. Estimated and actual 
load profile are paired, which have the highest correlation coefficient, thus matching the 
estimated load profiles, i.e. the rows of the matrix W representing the estimate of reduced 
Ybus, to bus numbers. 
Furthermore, it is assumed that forecasted peak loads are available which can be used to 
scale the estimated load profiles. This information will be used to identify the diagonal 
scaling matrix K. Particularly for harmonic loads, if the type of harmonic load is known, 
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i.e. 6-pulse bridge rectifier, TCR, ASD, then the typical harmonic spectrum of harmonic 
load as in Table 2-1 can also be used to scale the load profiles.  
4.1.4 Estimation Algorithm  
The harmonic load identification algorithm described above can be summarized as 
follows: 
1. Obtain harmonic voltage measurements Vh on selected buses. 
 
2. Use PCA to eliminate the redundant measurements and reduce 
the dimension of measurements if necessary (Eq. (3.14)). 
 
3. Apply a linear filter to obtain the fast varying components of 
the measurement vector Vh (Eq. (4.8) and (4.9)). 
 
4. Centralize and whiten the measurement data (Eq. (3.18) and 
(3.20)). 
 
5. Apply complex ICA algorithm to the fast varying component 
of Vh (Eq. (3.43),  (3.53), (3.65)) 
 
6. Obtain the estimates of the harmonic current sources at 
harmonic frequency h (Eq. (4.10)). 
 
7. Reorder and scale the estimated sources using historical data 
(Eq. (4.11)). 
 
8. Perform steps 2 through 7 for each harmonic frequency of 
interest. 
 
The steps of the estimation algorithm are given above with the corresponding equations 
used at each step. The steps of the algorithm are also shown in circled numbers in the 
flow chart of the algorithm shown in Figure 4-4. Algorithm can be simplified by 
combining the step 2 and 4 into one step. 
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Figure 4-4 Harmonic load identification by ICA 
The flow chart of the algorithm is given in Figure 4-4. The letters on each side of the 
flow diagram represent the matrices used and/or estimated during each step. 
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4.1.5 Differences between HSE and Estimation with ICA 
The linear measurement model for the harmonic state estimation (HSE) can be written as: 
 = +z Hx e  (4.12) 
In this equation, z is the harmonic measurement vector, H is the measurement matrix 
relating measurements to states, x is the harmonic state vector, and e is the error vector. 
In the nonlinear measurement model Hx is replaced by the nonlinear function of the state 
vector h(·). The state estimation task pertains to estimating the states of the system i.e. the 
harmonic bus voltages, from the over-determined system equations. Once the states of the 
system are obtained harmonic load flow in the system and thus the harmonic loads can be 
calculated. The problem is generally formulated as a weighted least squares problem. The 
objective function to be minimized for WLS estimator is: 
 ( ) [ ] [ ]T= − −x z Hx z HxJ T  (4.13) 
Here, T is a diagonal weight matrix whose elements represent the accuracy and reliability 
of corresponding measurements. For HSE the following assumptions are made in order to 
solve the optimization problem given in (4.13) [96]: 
1. The measurement matrix H representing the system parameters and the topology 
of the network is given, i.e. branch impedances, admittances and breaker status 
are known accurately.  
2. Assumptions on statistical properties of the measurement errors, e: 
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a. Measurement errors are statistically independent, i.e. the covariance 
matrix is diagonal. 
b. Measurement errors have zero mean, i.e. E(ej) = 0 
3. No assumptions on the statistical properties of load are made. 
4. No time series of measurements is required. Estimation is done for one instant in 
time (single scan of system data). 
5. The harmonic bus voltage magnitudes and phases are estimated. 
A comparison of the HSE model (4.12) to the ICA model (3.3) yields the following 
commonalities: Both measurement models are linear, and both can be extended to non-
linear models. However, the assumptions, solution technique, and results for ICA differ 
from the HSE ones as follows: 
1. The reduced measurement matrix A is unknown, i.e. no knowledge about system 
parameters and topology is required. 
2. The loads are statistically independent and have non-gaussian distributions. 
3. A time series of measurements is required. Estimation is done for a series in time. 
4. ICA estimates the harmonic bus injection current real and imaginary parts as well 
as the reduced measurement matrix A. 
There are differences between the outputs of the HSE and ICA. State estimation gives 
estimates of the states for one instant at time. The output of ICA is a time series estimate 
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of the sources such as load profile over 24 hour period. However, as it is explained in the 
following sections, on-line ICA algorithms can resemble state estimation providing and 
updating estimates for one instant at a time. 
Because of the reasons outlined above, a numeric comparison of HSE results and ICA 
results is not meaningful. If H is known and sufficient measurements are available, then 
there is no need to identify A since the harmonic load currents can be computed from the 
estimated harmonic voltages. If H is not known, then the states can not be identified 
using HSE. Here ICA can be used to estimate those loads. ICA will also provide a rough 
estimate of the reduced measurement matrix. 
4.2 Case Studies 
The proposed estimation algorithm for harmonic source estimation is applied to the test 
cases. The necessary data for analysis is obtained through computer simulations because 
there are not enough accessible on-site measurements available. 
In order to simulate the changes of the linear and nonlinear loads during the day, load 
profiles are required. Typical load profiles which represent the slow varying component 
of the harmonic current source are downloaded from the website of the Electric 
Reliability Council of Texas (ERCOT) [23]. The load profiles of the harmonic current 
sources are generated in accordance with the actual measured harmonic currents given in 
Section 4.1.2. To distinguish fast and slow-varying components of the load profiles, a 
zero mean Laplace distributed random variable with 0.002 variance is added to the 
normalized load profiles. Here the Laplace distributed random variables represent the fast 
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varying components, which are statistically independent, and the load profiles represent 
the slow varying components mentioned in the previous part. For the normalized load 
profiles, the variance of the fast fluctuations of the actual measured harmonic currents is 
around 0.002 on average which are shown in Table 4-1. These load profiles represent the 
fundamental frequency component of the harmonic current sources. The load profiles at 
different harmonic orders are obtained by multiplying the fundamental frequency load 
profile with the magnitude and the phase angle of the harmonic sources given in Table 
2-1. The fast fluctuations of the load profiles have uncorrelated real and imaginary parts 
according to the assumptions made earlier. So far the load profiles generated represent 
the load profiles of harmonic current sources which are unknown and to be estimated, in 
other words the sources S in the ICA model. 
In addition to the harmonic current sources, linear loads have their own load profiles. The 
load profiles of linear loads are obtained similarly by adding a zero mean Laplace 
distributed random variable with 0.002 variance to the normalized load profiles and 
multiplying active and reactive power of each load by one of these load profiles. 
Harmonic measurement vectors, i.e. the harmonic bus voltages, are obtained by solving 
the linear equation in (2.15). The public-domain program MATPOWER [24] was 
modified to carry out both fundamental and harmonic power flow calculations. The 
power system is assumed to be balanced and symmetrical. Therefore single phase 
analysis is carried out. First, the fundamental frequency power flow solution is obtained. 
Harmonic sources are modeled as constant power loads in this step. Using bus voltages, 
and active and reactive power of each linear load, the impedance models of linear loads 
are obtained. The impedance model A in (2.7) is used to model linear loads in the 
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harmonic domain. In harmonic analysis, a transmission line, a generator, and a 
transformer are modeled as a π-model, a sub-transient reactance, and a short circuit 
impedance respectively. These impedances are used to build the Ybus matrix at each 
sampling time. Next, the harmonic bus voltages are calculated by solving the linear 
system equations in (2.15) for each harmonic frequency of interest. These harmonic bus 
voltages (i.e. Figure 4-5) represent the measurement vector X in ICA model for the 
estimation of harmonic sources. 
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Figure 4-5 Harmonic voltage measurement 
The proposed harmonic load identification algorithm is tested on a modified IEEE 14-
Bus and modified IEEE 30-Bus test systems shown in Figure 4-6 and Figure 4-7. The 
system parameters of both systems are given in the Appendix B. Three harmonic loads 
exist in both cases. These harmonic loads are geographically and electrically far from 
each other, which represents a realistic case in power systems. These loads are modeled 
as harmonic current sources. Harmonic current spectra given in Table 2-1 ([26]) are used 
for these harmonic loads and simulations are obtained for 5th, 7th, 11th, 13th and 17th 
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harmonics. In addition to the harmonic loads, there are several linear loads in the test 
systems. All harmonic loads and linear loads have 1-minute varying load profiles over a 
24-hour period, resulting in 1440 data points per load. Harmonic voltage measurements 
are obtained from selected buses as shown in Figure 4-6 and Figure 4-7 which represent 
the mixed signals for the proposed estimation algorithm. 
 
Figure 4-6 Modified IEEE 14-Bus test system 
Harmonic voltage measurements are selected because these measurements are easier to 
obtain and more reliable than other harmonic measurements, such as power 
measurements. The locations of measurements are determined by the meter placement 
algorithm presented in Section 4.3.1. Also, substations are favored when locating these 
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measurements because in general it is easier and less expensive to obtain measurements 
at substations than at other buses. None of the measurements are located at the harmonic 
load buses. This reflects the case of a deregulated network where generation and 
distribution are unbundled. The test systems explained in this section are used in the 
following sections for harmonic source estimation. 
 
 
Figure 4-7 Modified IEEE 30-Bus test system 
In simulations, the fundamental frequency is assumed to be 60 Hz and constant 
throughout the network. Active and reactive power balance is performed at the 
fundamental frequency. The power transfer at harmonic frequencies is negligibly small 
and therefore neglected. At harmonic frequencies the harmonic loads are modeled as 
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harmonic current sources and other system components with impedance models 
satisfying the Kirchhoff’s’ Voltage and Current Laws in harmonic analysis. The 
harmonic power flow can be incorporated into the fundamental frequency Newton-
Raphson power flow by including the current and apparent volt-ampere balance with the 
active and reactive power balance [27]. 
4.2.1 Performance Indices 
To quantify the estimation quality, the following error measures are used for the slow 
varying component of the load profiles of harmonic current sources. The source signal 
sslow(t) stands for either the real or imaginary part of the load profile to be estimated and 
and sslow_est(t) is the corresponding estimated variable. Similarly the normalized source 
signals ( )Nslow ts , estimated sources ( )Nslow_est ts  and residual error between these two 
( )N tr are defined where real and imaginary part of the load profile is normalized between 
-1 and 1. Also, ( )abs tr  is the residual error between the magnitude of the actual load 
profile ( )absslow ts  and the magnitude of the estimated load profile ( )absslow_est ts . 
 ( ) ( ) ( )          1, ,N N Nslow slow_estt t t t T= − = …r s s  (4.14) 
 ( ) ( ) ( )          1, ,abs abs absslow slow_estt t t t T= − = …r s s  (4.15) 
The performance of the estimations is evaluated using the following error criteria: 
Normalized Maximum Absolute Error (NMXAE): 
 ( )( )
1, ,
max N
t T
NMXAE t
=
=
…
r  (4.16) 
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Normalized Mean Absolute Error (NMAE): 
 ( )
1
1 T N
t
NMAE t
T =
= ∑ r  (4.17) 
Normalized Mean Squared Error (NMSE): 
 ( ) 2
1
1 T N
t
NMSE t
T =
= ∑ r  (4.18) 
Mean Absolute Percentage Error (MAPE): 
 
( )
( )1
1(%) *100
absT
abs
t slow
t
MAPE
T t=
= ∑ rs  (4.19) 
Sample Correlation Coefficient: 
 slow slow_est
slow slow_est
CC σ σ=
s s
s s
C
 (4.20) 
Real and imaginary parts of the harmonic currents have different magnitudes and can 
change signs depending on the load profile and the phase angles of the harmonic source. 
Because of this, each load profile is normalized between -1 and 1. Also percentage errors 
are calculated for the magnitude of the harmonic currents without normalization. The 
magnitude of the harmonic current injected is usually of greater interest than the phase 
for system analysis in the harmonic domain. 
4.2.2 Estimation with Complex Valued ICA 
This part presents the results of the harmonic source estimation using the proposed 
estimation algorithm. The harmonic current sources, harmonic bus voltages and the 
measurement matrix are complex valued. Thus the complex version of the JADE 
algorithm presented in Section 3.8.3 is used. The estimation procedure shown in Figure 
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4-4 is followed for the estimation of harmonic sources. This procedure is repeated for 
each harmonic order, i.e. 5th, 7th etc. Real and imaginary parts of the load profiles of 
harmonic current sources are estimated.  
4.2.2.1 14-Bus Test System Results 
In this section, the results of the harmonic source estimation using the 14-Bus test system 
shown in Figure 4-6 are presented. Errors and figures are shown for the slow varying 
component of the load profiles. Table 4-2 through Table 4-4 show the error measures and 
the correlation coefficients between the estimated and actual load profiles. The real and 
imaginary parts of the estimated harmonic current profiles of the harmonic current source 
at Bus 5 are shown in Figure 4-8. The solid lines represent the actual load shapes and the 
dash lines represent the estimated ones. The figures for Bus 10 and 12 are given in 
Appendix A. The results from Table 4-2 through Table 4-4 show that average MAPEs of 
estimated load profiles of harmonic injection at Buses 5, 10 and 12 are 1%, 1.7% and 
1.9% respectively. Also, correlation coefficients are close to 1. 
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Figure 4-8 Actual and estimated harmonic components of harmonic current source 
at Bus 5 
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Figure 4-8 (continued) 
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Figure 4-8 (continued) 
Table 4-2 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 5 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9984 0.0731 0.0321 0.0015 5 
Imag 0.9971 0.0735 0.0419 0.0022 
0.67 
Real 0.9994 0.0827 0.0202 0.0008 7 
Imag 0.9968 0.0895 0.0393 0.0022 
0.58 
Real 0.9991 0.0835 0.0277 0.0013 11 
Imag 0.9967 0.1160 0.0386 0.0023 
0.78 
Real 0.9992 0.0594 0.0212 0.0007 13 
Imag 0.9989 0.0674 0.0218 0.0009 
0.56 
Real 0.9972 0.1057 0.0292 0.0014 
B
U
S 
5 
17 
Imag 0.9824 0.1862 0.0860 0.0105 
2.45 
 
Table 4-3 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 9 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9939 0.1542 0.0516 0.0043 5 
Imag 0.9862 0.2125 0.0754 0.0105 
1.42 
Real 0.9955 0.1758 0.0669 0.0078 7 
Imag 0.7327 1.0004 0.3791 0.2186 
1.90 
Real 0.9965 0.1594 0.0542 0.0054 11 
Imag 0.9516 0.5878 0.1969 0.0717 
1.62 
Real 0.9846 0.3325 0.1083 0.0223 13 
Imag 0.9873 0.1958 0.0805 0.0089 
1.58 
Real 0.9943 0.1892 0.0749 0.0097 
B
U
S 
9 
17 
Imag 0.9877 0.3256 0.0777 0.0143 
1.74 
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Table 4-4 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 12 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9436 0.5656 0.1567 0.0467 5 
Imag 0.9812 0.2996 0.0894 0.0145 
3.24 
Real 0.3374 1.3718 0.5882 0.4994 7 
Imag 0.9957 0.1396 0.0458 0.0039 
1.38 
Real 0.9898 0.2473 0.0758 0.0114 11 
Imag 0.9713 0.3051 0.1157 0.0222 
1.19 
Real 0.9968 0.1239 0.0423 0.0032 13 
Imag 0.7253 0.7830 0.3747 0.2084 
1.47 
Real 0.9792 0.3011 0.1143 0.0199 
B
U
S 
12
 
17 
Imag 0.9711 0.4375 0.1082 0.0235 
2.44 
 
 
 
4.2.2.2 30-Bus Test System Results 
This section presents the results of the harmonic source estimation using the 30-Bus test 
system shown in Figure 4-7. The error measures and the correlation coefficients between 
the estimated and actual load profiles are given in Table 4-5 through Table 4-7. From the 
results in tables, average MAPEs of estimations given at buses 7, 16 and 30 are 1.8%, 
1.5% and 3.5% respectively and correlation coefficients are close to 1. 
Table 4-5 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 7 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9925 0.1597 0.0554 0.0049 5 
Imag 0.9912 0.1827 0.0671 0.0070 
1.45 
Real 0.9953 0.1955 0.0647 0.0071 7 
Imag 0.9908 0.2770 0.0953 0.0146 
1.84 
Real 0.9916 0.2961 0.0628 0.0094 11 
Imag 0.9210 0.6436 0.1863 0.0626 
1.91 
Real 0.9850 0.3229 0.0748 0.0116 13 
Imag 0.9920 0.1565 0.0593 0.0057 
1.55 
Real 0.9959 0.1519 0.0446 0.0038 
B
U
S 
7 
17 
Imag 0.9679 0.2680 0.1369 0.0231 
2.44 
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Table 4-6 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 16 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9934 0.2438 0.0597 0.0082 5 
Imag 0.9686 0.4066 0.1775 0.0544 
2.21 
Real 0.9988 0.0985 0.0307 0.0018 7 
Imag 0.9981 0.0844 0.0258 0.0012 
0.71 
Real 0.9933 0.1976 0.0616 0.0063 11 
Imag 0.9422 0.4572 0.1996 0.0646 
1.40 
Real 0.9252 0.5659 0.1752 0.0591 13 
Imag 0.9941 0.1600 0.0553 0.0049 
0.98 
Real 0.8023 0.9288 0.3296 0.2050 
B
U
S 
16
 
17 
Imag 0.9844 0.2972 0.1143 0.0181 
2.37 
 
Table 4-7 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 30 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9961 0.1044 0.0499 0.0035 5 
Imag 0.9904 0.1917 0.0803 0.0100 
1.99 
Real 0.2096 1.5789 0.6790 0.6818 7 
Imag 0.9951 0.1508 0.0539 0.0054 
1.46 
Real 0.9641 0.2880 0.1752 0.0362 11 
Imag 0.9591 0.4311 0.1822 0.0547 
5.57 
Real 0.9909 0.2619 0.0943 0.0159 13 
Imag 0.5171 1.8240 0.4044 0.3494 
3.21 
Real 0.8000 0.8525 0.3055 0.1505 
B
U
S 
30
 
17 
Imag 0.9149 0.6551 0.1742 0.0581 
5.31 
 
4.2.3 Estimation Using Other ICA Algorithms 
4.2.3.1 Estimation Using FastICA Algorithm 
The complex version of the FastICA algorithm presented in Section 3.8.1 is used to 
estimate the load profiles of harmonic sources in 30-Bus test system. The separating 
matrix W is initialized randomly and updated to optimize the objective function. Because 
of the random initialization convergence of the algorithm and the results of the estimation 
may be different. The results are obtained with three different initial W matrices. The 
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error measures and correlation coefficients given in Table 4-8 through Table 4-10 are the 
average of the three runs of the FastICA algorithm. 
Table 4-8 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 7 using FastICA algorithm 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9971 0.1162 0.0364 0.0023 5 
Imag 0.9862 0.1903 0.0918 0.0114 
2.26 
Real 0.9791 0.3105 0.1267 0.0269 7 
Imag 0.9934 0.1810 0.0604 0.0066 
3.89 
Real 0.9950 0.2239 0.0531 0.0062 11 
Imag 0.9887 0.2201 0.0790 0.0098 
1.65 
Real 0.8453 0.6455 0.1910 0.1139 13 
Imag 0.9603 0.4757 0.1094 0.0300 
3.15 
Real 0.9952 0.1486 0.0532 0.0050 
B
U
S 
7 
17 
Imag 0.9675 0.3459 0.1232 0.0221 
2.33 
 
Table 4-9 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 16 using FastICA algorithm 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.7882 1.0925 0.3459 0.2598 5 
Imag 0.9865 0.2614 0.1004 0.0184 
3.00 
Real 0.9858 0.3462 0.1147 0.0237 7 
Imag 0.8632 0.6665 0.2352 0.1004 
2.72 
Real 0.9969 0.1561 0.0403 0.0037 11 
Imag 0.8674 0.6612 0.2418 0.1006 
1.20 
Real 0.8951 0.5245 0.1762 0.0989 13 
Imag 0.9739 0.3103 0.1279 0.0258 
2.02 
Real 0.7954 0.8765 0.3012 0.1860 
B
U
S 
16
 
17 
Imag 0.9769 0.2892 0.1017 0.0201 
2.11 
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Table 4-10 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 30 using FastICA algorithm 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9800 0.3125 0.1149 0.0281 5 
Imag 0.9978 0.0988 0.0371 0.0024 
1.19 
Real 0.9180 0.4688 0.2052 0.0646 7 
Imag 0.9896 0.2696 0.0696 0.0097 
1.96 
Real 0.9881 0.1962 0.0911 0.0138 11 
Imag 0.7960 0.6849 0.2826 0.1830 
3.76 
Real 0.9737 0.2828 0.1365 0.0263 13 
Imag 0.7580 0.7990 0.3590 0.2137 
4.68 
Real 0.9479 0.4455 0.1940 0.0612 
B
U
S 
30
 
17 
Imag 0.9671 0.4094 0.1328 0.0327 
3.77 
 
 
 
4.2.3.2 Estimation using EASI Algorithm 
In this section, the algorithm used for the estimation is the complex version of EASI 
algorithm presented in Part 3.8.2. EASI is an on-line algorithm where measurement 
points are introduced to the algorithm one at a time. Similar to the FastICA algorithm the 
results may be different for different initialization of separating matrix. Because of this 
the average of the three runs of the algorithm are shown in Table 4-11 through Table 
4-13. 30-Bus test system is used for the estimation. 
Table 4-11 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 7 using EASI algorithm 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9791 0.3037 0.1047 0.0190 5 
Imag 0.9706 0.2952 0.1224 0.0216 
3.04 
Real 0.9346 0.6643 0.1724 0.0608 7 
Imag 0.9309 0.4388 0.1925 0.0700 
5.69 
Real 0.9931 0.1900 0.0698 0.0081 11 
Imag 0.7398 0.9461 0.3250 0.2002 
2.35 
Real 0.9882 0.2447 0.0631 0.0086 13 
Imag 0.9713 0.3142 0.1216 0.0216 
2.83 
Real 0.9893 0.1652 0.0723 0.0081 
B
U
S 
7 
17 
Imag 0.9832 0.1988 0.0884 0.0135 
2.08 
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Table 4-12 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 16 using EASI algorithm 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9629 0.5084 0.1676 0.0529 5 
Imag 0.9224 0.4734 0.1665 0.0689 
3.48 
Real 0.9796 0.2493 0.0898 0.0200 7 
Imag 0.9655 0.3176 0.1158 0.0254 
2.40 
Real 0.9970 0.1436 0.0427 0.0032 11 
Imag 0.9827 0.2910 0.0905 0.0187 
1.28 
Real 0.9741 0.4185 0.0970 0.0307 13 
Imag 0.9841 0.2419 0.0813 0.0134 
1.55 
Real 0.8936 0.7361 0.2517 0.1198 
B
U
S 
16
 
17 
Imag 0.9792 0.2688 0.0979 0.0188 
1.81 
 
Table 4-13 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 30 using EASI algorithm 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9756 0.3080 0.1271 0.0258 5 
Imag 0.9686 0.3357 0.1440 0.0353 
3.74 
Real 0.8529 0.7772 0.2826 0.1389 7 
Imag 0.9898 0.2041 0.0690 0.0095 
2.02 
Real 0.6862 0.8557 0.3279 0.2254 11 
Imag 0.9347 0.4866 0.1899 0.0650 
7.41 
Real 0.9789 0.2643 0.1281 0.0237 13 
Imag 0.6503 1.1713 0.4316 0.2934 
4.24 
Real 0.7393 0.7875 0.3843 0.1919 
B
U
S 
30
 
17 
Imag 0.9820 0.2976 0.1467 0.0321 
5.22 
 
4.2.4 Conclusion and Observations on the Estimation Results 
The estimation results presented in the previous sections shows that the harmonic sources 
can be estimated with an accuracy of less than 2% on average for the 14-Bus and 30-Bus 
test cases. Correlation coefficients are close to 1, indicating matching of high accuracy 
between estimated and actual load profiles. The results given in the tables and the 
observations with the technique indicate that the signal strength and proximity of 
measurements to the sources affect the accuracy of results. The harmonic source at Bus 5 
in 14-Bus test system which is adjacent to the measurements 3, 4 and 6, is estimated more 
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accurately than the harmonic source at Bus 12. In general, results show that the sources 
with high magnitude are estimated more accurately. As an example, in Table 4-4, the real 
part of the 7th harmonic component has an NMSE of 0.4994 and CC of 0.3374 compared 
to the 0.0039 and 0.9957 of the imaginary part. This can be associated with the 
magnitude of the real part which is 1/10th of magnitude of the imaginary part. Even if the 
real part has a large error, the MAPE is 1.38% indicating that the magnitude of the 
harmonic current source can be estimated accurately which is valuable information for 
harmonic analysis. 
Also when the size of the network and the number of linear and/or nonlinear loads 
increases, the necessary number of measurements increases. There are total of 8 linear 
and nonlinear loads in the 14-Bus test system and 5 measurements compared to total 11 
loads and 7 measurements in 30-Bus test system. The number of measurements is still 
smaller than the number of measurement required for HSE. 
Another observation is that the batch type algorithms JADE and FastICA perform better 
than the on-line algorithm EASI. This observation is made in several studies in the 
literature as a result of data points required for on-line algorithms to converge is larger 
than the batch type algorithms. In this study, 24-hour period with 1-minute data points is 
considered. In a real measurement system, several days or a week can be considered 
increasing the number of data points as well as the performance of the on-line algorithm.  
The performance of the on-line algorithm is less than 4% overall which is quite accurate 
and makes it applicable for real time applications. Estimating the states of the system, 
harmonic current sources on-line, when the measurement is received at each time-step, 
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resembles estimation with HSE. Such an application will provide valuable 
complementary information on harmonic sources to system operators for real time 
operation of power systems. 
4.3 Observability Analysis of the ICA Estimator 
Observability analysis is carried out to determine the solvability of state estimation for a 
given set of measurements. It is especially important to determine the observable states or 
part of the network when the system of equations is under-determined. 
The linear measurement model for harmonic state estimation is given in Section 2.5 and 
shown in (4.21). 
 = +z Hx e  (4.21) 
The estimate of the states xˆ  of the linear measurement system in (4.21) by least square 
estimation is given as 
 ( ) 1ˆ T T−=x H H H z  (4.22) 
where HTH is called the gain matrix and (HTH)-1H is the so-called pseudo-inverse of H. 
The system is topologically observable if there exists a maximal spanning tree. 
Topological observability does not depend on the solvability of the state estimation. 
Algebraic observability determines the observability of the system based on the rank of 
the gain matrix. Numerical observability determines the solvability of the states. 
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Topological and algebraic observability are the necessary conditions for the solvability of 
the states.  
The measurement system for ICA and HSE has similar linear models. The states for HSE 
can be chosen as harmonic bus voltages or the harmonic current injections which enables 
one to determine all the other network variables uniquely. In ICA state variables are the 
harmonic current injections since these are considered as the independent components.  
Basically the observability of the HSE is based on the rank or the invertability of the gain 
matrix which requires the accurate knowledge of the measurement matrix H. In ICA, the 
measurement matrix corresponds to the mixing matrix A which is unknown. The only 
available information is the measurement matrix X. X contains the necessary information 
for the estimation of the sources (states) S and the mixing matrix A which can be used for 
the numerical observability analysis of the system. The states in the HSE problem 
correspond to the independent components in ICA.  
Theorem: Assume a measurement model X=AS where A is an M×N matrix, X and S are 
M×T and N×T matrices respectively, N≤M. The rows of S, si are statistically 
independent, and at most, one of them is Gaussian distributed. The states (ICs) are said to 
be observable if the mixing matrix A has a full column rank where Ŝ=WX is the inverse 
linear transformation of the measurement model [97]. Separability and identifiability of 
the ICA is discussed in [49, 50]. 
Remark: In the deterministic case the theorem implies that if W is a square matrix with 
rank N, then W is the inverse of A. Otherwise, W is the pseudo-inverse of A. In ICA, A is 
not known in advance to identify the observable states unlike the measurement matrix H 
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in state estimation. This property is similar to the numerical observability in SE where the 
observability of the states is determined after the solution of the SE. 
It is of interest to determine the observability of the system in advance. However, the 
available information for the ICA estimation is limited. The only available information is 
the measurements X. If the topology of the electric network is known then an 
observability scheme can be developed upon this assumption. These are discussed in the 
following paragraphs. 
1. The necessary condition for the system to be observable is that the covariance 
(correlation) matrix Cxx of X has at least N non-zero eigenvalues.  
If the rows of the X, xi, are correlated, then there is redundant information in 
measurements which may result in a separating matrix with rank smaller than N. A 
constant relationship between the elements of X will result in zero eigenvalues 
meaning that some variables can be determined from other variables.  
Remark: This property is a necessary condition for the solvability of the separating 
matrix W. However, it is not a sufficient condition because Rank(Cxx ) ≥ N does not 
guarantee the solvability of the states. 
2. The knowledge of network topology can provide information for a better mixing 
of sources for an observable ICA model. 
An observability scheme for ICA can be obtained in the sense of symbolic observability 
of the state estimation problem. In this part it is assumed that the topology of the electric 
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network is known. Instead of harmonic bus voltages, harmonic current injections are 
chosen as state variables. 
For simplicity assume a network with only harmonic voltage measurements at all n buses 
with measurement for each harmonic component h, thus dropping the harmonic index h 
from the equations. The symbolic measurement matrix, Zbussym can be obtained by first 
forming the Ybussym matrix, where all branch admittance values are assumed 1.0, and then 
taking the inverse of Ybussym. The resulting measurement equation is 
 
1 11 1 1 1 1 1
1 11 1 1 1 1 1
1 1
1 1
symk k n
k k k k k k k n k
k k kk kk kn k
n n nk nk nn n
V Z Z Z Z I
V Z Z Z Z I
V Z Z Z Z I
V Z Z Z Z I
−
− − − − − − −
−
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
" "
# # % # # % # #
" "
" "
# # % # # % # #
" "
 (4.23) 
Since harmonic injections are zero for most of the buses, the above equation can be 
simplified by removing the columns of bus impedance matrix corresponding to the zero 
injection buses which are assumed to be buses 1 through k-1. The resulting equation is 
 
N
1 1 1
1 1 1
symk n
k
k k k k n
k kk kn
n
n nk nn
V Z Z
I
V Z Z
V Z Z
I
V Z Z
− − −
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
x
z H
"
# # % #
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# # % #
"	
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 (4.24) 
The measurement matrix H in (4.24) has rank n-k. For a completely determined system of 
equations, we need to find n-k linearly independent rows from H in (4.24). The n-k 
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voltage measurements corresponding to the linearly independent rows define the minimal 
set of measurements making the system observable.  
Example: Consider the system shown in Figure 4-9. Bus 7 is chosen as the reference bus. 
The symbolic bus admittance matrix is given in (4.25) assuming all branch admittance 
values are 1.0. 
 
2I
1I
 
Figure 4-9 Example system for observability analysis 
 
 symbus
1 0 1 0 0 0
0 1 1 0 0 0
1 1 3 1 0 0
0 0 1 3 1 1
0 0 0 1 2 0
0 0 0 1 0 2
−⎡ ⎤⎢ ⎥−⎢ ⎥⎢ ⎥− − −= ⎢ ⎥− − −⎢ ⎥⎢ ⎥−⎢ ⎥−⎣ ⎦
Y  (4.25) 
The measurement model and the reduced measurement model with only harmonic bus 
voltage measurements are 
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1 1 1
2 2 2
3 3
4 4
5 5
6 6
3 2 2 1 0.5 0.5 3 2
2 3 2 1 0.5 0.5 2 3
2 2 2 1 0.5 0.5 20
  
1 1 1 1 0.5 0.5 0
0.5 0.5 0.5 0.5 0.75 0.25 0
0.5 0.5 0.5 0.5 0.25 0.75 0
V I V
V I V
V V
V V
V V
V V
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥= ⇒ =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦
1
2
2
1 1
0.5 0.5
0.5 0.5
I
I
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
(4.26) 
For a completely determined system, 2 independent measurements are sufficient. As can 
be seen from the reduced measurement model, selecting the first and second row gives a 
measurement matrix with rank 2. However, selecting rows 4 and 5 results in a 
measurement matrix rank of 1. Some other valid choices of linearly independent 
measurements are 1&3, 1&4, 1&5, 2&3, etc. 
Such selection of measurements will provide necessary conditions for an observable ICA 
estimation with a linearly independent set of measurements X, and invertible 
transformation W≈A-1. The measurement models in (4.23) and (4.24) are given for one 
instant of time, ti. The above results are true for a set of measurements i=1,2,…T over a 
time period resulting in a time series of measurement data, provided that the harmonic 
injections exist in the n-k buses. A redundant set of measurements is generally necessary 
because of the effect of noise and the linear loads. 
4.3.1 Meter Placement 
Meter placement algorithms for state estimation and HSE have been studied in several 
papers [35, 98, 99]. There are different objectives for meter placement algorithms such as 
improving estimation accuracy, assuring system observability, bad data elimination and 
at the same time providing a minimum cost for meters and installation and others. In this 
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section, a meter placement algorithm is developed with the objective to improve the 
accuracy assuring an observable estimation and the network topology is assumed to be 
known. 
From the results of the symbolic observability analysis, the meters should be placed at 
buses which correspond to the linearly independent rows of the reduced symbolic 
measurement matrix. This assures the observability of the estimator assuming that all 
branch admittances are 1.0 pu and linear load impedances are neglected. There may be 
several choices from the combinations of the linearly independent rows of measurement 
matrix. However, preference will be given to the ones which are easier to obtain, such as 
measurements at substations instead of load buses. The second objective of the meter 
placement algorithm is to provide an invertible transformation. Redundant information 
can be eliminated by removing the measurements corresponding to the zero eigenvalues 
of Cxx. PCA is used as a preprocessing step for removing the redundant information if 
necessary. The measurements consist of harmonic bus voltage measurements. 
 The measurement placement algorithm is defined as follows: 
1. Initialize the number of meters depending on the harmonic 
sources and the linear loads in the system. 
 
2. Select the harmonic current injections as state variables and set 
up the symbolic Ybussym matrix. 
 
3. Form the full measurement model with harmonic bus voltage 
measurements.  
 
4. Form the reduced measurement model based on the locations of 
harmonic sources. 
 
5. Select a candidate set of harmonic bus voltage measurements 
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based on the linearly independent rows of the reduced 
measurement matrix and accessibility of the measurement 
location. 
 
6. Obtain the harmonic voltage measurements for i=1,2,…,T. 
 
7. Compute the eigenvalues of the covariance matrix of 
measurements Cxx and remove the measurements corresponding 
to zero eigenvalues. 
 
8. If the number of remaining eigenvalues is less than the number 
of sources than go to step 5. 
 
9. If Step 8 is false for all candidate measurement sets than increase 
the number of measurements by 1 and go to Step 5. 
 
10. Repeat step 7 through Step 9 for all harmonic orders h. 
 
4.3.2 Meter Placement Example 
The 14-Bus test system shown in Figure 4-6 is used in this section for meter placement 
example.  
1. There are 3 harmonic loads and 5 linear loads in the system. Initially the number 
of measurements is chosen as 5. 
2. The symbolic admittance matrix: 
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 symbus
2 1 0 0 1 0 0 0 0 0 0 0 0 0
1 4 1 1 1 0 0 0 0 0 0 0 0 0
0 1 2 1 0 0 0 0 0 0 0 0 0 0
0 1 1 5 1 0 1 0 1 0 0 0 0 0
1 1 0 1 4 1 0 0 0 0 0 0 0 0
0 0 0 0 1 4 0 0 0 0 1 1 1 0
0 0 0 1 0 0 3 1 1 0 0 0 0 0
0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 0 0 1 0 0 1 0 4 1 0 0 0 1
0 0 0 0 0 0 0 0 1 2 1 0 0 0
0 0 0 0 0 1 0 0 0 1 2 0 0 0
0 0 0 0 0
− −
− − − −
− −
− − − − −
− − − −
− − − −
− − −= −
− − − −
− −
− −
Y
1 0 0 0 0 0 2 1 0
0 0 0 0 0 1 0 0 0 0 0 1 3 1
0 0 0 0 0 0 0 0 1 0 0 0 1 2
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥− −⎢ ⎥− − −⎢ ⎥⎢ ⎥− −⎣ ⎦
 
3. The symbolic measurement matrix with Bus 1 selected as reference: 
sym
bus
0.61 0.56 0.51 0.39 0.43 0.49 0.49 0.48 0.46 0.44 0.43 0.44 0.46
0.56 1.12 0.68 0.44 0.52 0.65 0.65 0.63 0.59 0.55 0.53 0.54 0.59
0.51 0.68 0.85 0.49 0.61 0.82 0.82 0.78 0.72 0.66 0.63 0.65 0.71
0.39 0.44 0.49 0.61 0.57 0.51 0.51 0.52 0.54
=Z
0.56 0.57 0.56 0.54
0.43 0.52 0.61 0.57 1.26 0.71 0.71 0.82 0.97 1.11 1.2 1.15 0.98
0.49 0.65 0.82 0.51 0.71 1.41 1.41 1.01 0.91 0.81 0.75 0.79 0.90
0.49 0.65 0.82 0.51 0.71 1.41 2.41 1.01 0.91 0.81 0.75 0.79 0.90
0.48 0.63 0.78 0.52 0.82 1.01 1.01 1.24 1.10 0.96 0.87 0.93 1.09
0.46 0.59 0.72 0.54 0.97 0.91 0.91 1.10 1.72 1.34 0.98 1.00 1.05
0.44 0.55 0.67 0.56 1.11 0.81 0.81 0.96 1.34 1.72 1.09 1.08 1.02
0.43 0.53 0.63 0.57 1.2 0.75 0.75 0.87 0.98 1.09 1.79 1.37 1.12
0.44 0.55 0.65 0.56 1.15 0.79 0.79 0.93 1.00 1.07 1.37 1.59 1.26
0.46 0.59 0.71 0.54 0.98 0.90 0.90 1.08 1.05 1.02 1.12 1.26 1.67
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 
4. The reduced symbolic measurement matrix according to the harmonic source 
locations at buses 5, 9 and 13. 
  
106
 sym-redbus
0.39 0.48 0.44
0.44 0.63 0.54
0.49 0.78 0.65
0.61 0.52 0.56
0.57 0.82 1.15
0.51 1.01 0.79
0.51 1.01 0.79
0.52 1.24 0.93
0.54 1.10 1.00
0.56 0.96 1.08
0.57 0.87 1.37
0.56 0.93 1.59
0.54 1.08 1.26
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎦
Z
⎥⎥⎥⎥⎥⎥⎥⎥
 
5. The linearly independent rows of the Zbussym-red are chosen as the 2nd, 5th and 12th 
rows which correspond to the buses 3, 6 and 13. This selection of measurements 
provides an observable ICA as explained in Section 4.3 
In addition to these three measurements, two more measurement locations are 
chosen as bus 4 and 8. When choosing the location of measurements, preference 
is given to the buses at substations. These are buses 3, 4, 6 and 8. 
6. Harmonic voltage measurements are obtained at buses 3, 4, 6, 8 and 13 over 24 
hour period with 1-minute samples. 
7. The eigenvalues of the covariance matrix of measurements Cxx are computed. The 
ratio between the maximum and minimum eigenvalues of the covariance matrix is 
around 10-4 and10-5 for the harmonic orders 5, 7, 11 and 13 and for the 17th 
harmonic this ratio is around 10-3. Because of that none of the measurements are 
removed from the measurement set.  
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8. The number of measurements is larger than the number of harmonic sources. 
9. The number of measurements remains 5. 
10. Step 7 through Step 9 is repeated for harmonic orders of 5, 7, 11, 13 and 17. 
The resulting measurement locations are the buses 3, 4, 6, 8 and 13. 
4.4 Location Estimation of Harmonic Sources 
Location estimation of harmonic sources has been an appealing area of research in power 
systems. Once the location of the harmonic source is identified, preventive and corrective 
measures can be taken to reduce the distortion at the point of source, such as harmonic 
filtering. Also, in a deregulated electric utility it is important to identify the source of 
distortion because the companies can be penalized or obligated to comply with the 
distortion levels defined in standards. 
The traditional approach for the estimation of the harmonic sources is based on HSE. A 
large number of measurements including redundant ones is required to identify the 
harmonic source locations from HSE. One of the difficulties with the location of the 
estimation is that linear loads can act like a harmonic source because of the distorted 
voltage waveform at the point of common coupling drawing harmonic currents. There are 
studies on estimation and distinguishing the actual source of the distortion [100, 101]. 
The main subject of Section 4.2 is the estimation of harmonic sources and the attention is 
given to the estimated sources Ŝ. However, apart from the estimated sources there is 
another output of the ICA which is the separating matrix W, corresponding to the 
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(pseudo) inverse of the mixing matrix A. This part will focus on the separating matrix W 
and mixing matrix A for the location estimation of the harmonic sources. In this section, 
it is assumed that the topology and branch parameters of the network can be constructed 
at harmonic frequencies with the best available knowledge. The main scheme of the 
approach is to estimate the approximate system measurement matrix without knowledge 
of network topology or parameters with ICA and use this matrix for the location 
estimation of harmonic sources. The measurement matrix is actually the system 
impedance matrix since only harmonic bus voltage measurements are considered in the 
rest of this section. Thus, the reduced system impedance matrix at harmonic frequencies 
is the estimated mixing matrix A through ICA. 
The full measurement matrix from (4.23) represents the linear mixing model with all 
possible measurements and sources at n busses. 
 
{P P P P
{
{
{
11 1 1 1 11 1
1 111 1 1 1 1
1 1
1 1
1 1
1
1
k k n
k kk k k k k k n
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k kk kk kn
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Z Z Z Z
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−
−
⎡ ⎤⎢ ⎥⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥⎢ ⎥⎣ ⎦
−
−
" "
# ## % # # % #
" "
" "# #
# % # # % #
" "
 (4.27) 
In (4.27) the rows of the measurement matrix numbered on the left correspond to the 
measurements, and the columns numbered at the top correspond to the sources. Since the 
number of the sources is equal to the number of the measurements, the measurement 
matrix is square and there are n rows and n columns. If the sources are only at buses n 
  
109
through k then the measurement matrix is rectangular and there are n rows and n-k 
columns as in (4.24). Generally, there are a limited number of measurements. For 
simplicity, assume that the number of sources and measurements are the same and they 
are located at buses from n through k, then the (n-k)×(n-k) sub-matrix of the 
measurement matrix is 
 
N N
k kk kn k
n nk nn n
V Z Z I
V Z Z I
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
"
# # % # #
"	

X SA
 (4.28) 
Equation (4.28) represents the actual mixing model of the harmonic sources for the ICA 
model. The n-k number of measurements and sources can be located at different buses; in 
this case (4.28) will be formed from the rows and columns of (4.27) corresponding to 
locations of the voltage measurements and harmonic sources.  
The estimated separating matrix W with ICA is not the actual inverse of the mixing 
matrix because of the ambiguities related to matrices K and P explained in Part 3.2. The 
mixing matrix is 
 -1A W PK=  (4.29) 
Rewriting equation (4.29) using the mixing matrix in (4.28) yields 
 
1
0
0
−⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
" " " "
# % # # % # # % # # % #
" " " "
kk kn kk kn kk kn kk
nk nn nk nn nk nn nn
Z Z w w p p k
Z Z w w p p k
 (4.30) 
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The scaling matrix K is a real valued diagonal matrix, the permutation matrix P is a 
complex matrix with only one nonzero element with length 1 in each row and column; Z 
and W are also complex matrices in (4.30). Define W-1=Aest and assume that P is a 
diagonal matrix (if P is not a diagonal matrix then the order of the rows of W-1 will be 
different as shown in the case study).  
 
0 0
0 0
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
" " " "
# % # # % # # % # # % #
" " " "
kk kn kk kn kk kk
est est
nk nn nk nn nn nn
est est
Z Z a a p k
Z Z a a p k
 (4.31) 
Multiplication of Aest with P will not change the absolute value of the elements of Aest 
because elements of the P are unit length complex numbers. Thus if the absolute value of 
both sides of (4.31) are taken, the following equation is obtained 
 
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
" "
# % # # % #
" "
kk kn kk kk nn kn
est est
nk nn kk nk nn nn
est est
Z Z k a k a
Z Z k a k a
 (4.32) 
The columns of the two matrices correspond to the harmonic sources such as the first 
column corresponding to the harmonic source at bus k. A nice property is obtained if the 
columns of two matrices are normalized with the largest element of the column. Instead 
of the largest element of the column other elements of the column can be chosen for 
normalization but this may result in very large/small values or zero division. Because of 
that columns are normalized with the largest element of the column. Normalization of the 
columns of the matrix on the right hand side of (4.32) eliminates the coefficients kkk…knn. 
The normalized matrices are 
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1 1
1 1
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
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kn kn
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nn nn
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nk nk
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kk kk
est
Z a
Z a
Z a
Z a
 (4.33) 
where the largest element of the columns are assumed to be the diagonal elements of the 
matrices. The resulting two matrices are equivalent, and will have the same columns 
corresponding to the same source.  
The sources estimated with ICA are not exactly equal to the original sources as shown in 
Part 4.2; there is always some error in estimation because of noise, approximation in 
statistical models, and convergence to local optima. Therefore, the normalized estimated 
mixing matrix is not exactly the same as the normalized original mixing matrix. Also, 
while permutation does not change the structure of the columns, the order of columns 
will be different.  
4.4.1 Problem Formulation 
In this section a harmonic source localization algorithm is developed based on the 
framework of the previous part. The main objective of the algorithm is to find the 
matching columns of the normalized estimated mixing matrix and the normalized original 
mixing matrix which will correspond to the harmonic source locations. The known and 
unknown values beforehand are 
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Known:  
• Full measurement matrix: Bus admittance matrix Ybus correspondingly bus 
impedance matrix Zbus where only harmonic bus voltage measurements 
are considered. 
• Location of measurements 
• Estimated mixing matrix Aest with ICA 
Unknown: 
• Location of harmonic sources 
Basically, from (4.27) the first two known values result in the following matrix 
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1 1
1 1
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 (4.34) 
The rows numbered on the left represent the location of measurements (n-k buses), and 
the columns numbered at the top represent all possible locations (n buses) of harmonic 
sources. The matrix in (4.34) provides a reference map for the location of sources with 
coordinates of buses which are defined by the electrical distances from the measurement 
points: buses. 
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The objective function is 
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red n est n
i red n
i q i r q
ri q=
− =
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Z
Z
…
…
A
 (4.35) 
where 
Zred,n  : M×Q  normalized absolute value of the measurement matrix 
Aest,n  : M×R  normalized absolute value of the estimated mixing matrix 
The columns of the measurement matrix and the estimated mixing matrix with indices q 
and r resulting in the minimum of the objective function in (4.35) have the minimum 
distance in terms of 1-norm. Thus, a column of estimated mixing matrix which has 
minimum 1-norm distance with the kth column of measurement matrix represents a 
harmonic source located at the kth bus of the electric network. The minimum value of 
(4.35) is theoretically zero. However, a minimum of zero is generally not possible, and a 
threshold value can be set so that the minimum values of the objective function in (4.35) 
greater than the threshold value can be rejected. There is discrete number of points and 
the search space of objective function is bounded by Q×R, the number of the columns of 
reduced measurement matrix, and estimated mixing matrix. Because the search space is 
bounded and generally small, minima of (4.35) can be found by exhaustive search. 
Even though the harmonic index h is dropped from the equations and the formulations 
above to simplify the representation, all the matrices and vectors can be established for 
each harmonic order of interest. Location estimation using several harmonics will provide 
redundant information for a more reliable and accurate location estimation. 
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4.4.2 Case Study 
The modified IEEE 14-Bus test system along with the loads and the measurements shown 
in Section 4.2 is used for the location estimation of harmonic sources. 14-Bus system is 
shown in Figure 4-10 . Harmonic loads are located at buses 5, 9 and 12 and there are five 
harmonic voltage measurements taken from buses 3, 4, 6, 8 and 13.  
 
Figure 4-10 Modified IEEE 14-Bus test system 
Following the problem formulation of previous section, the first two known values of the 
problem are: 
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1. Full measurement matrix (Zbus): Zbus is obtained by first forming the 
matrix Ybus and then taking the inverse of Ybus (to simplify the 
representation absolute value of elements of Zbus are shown below). 
0.444 0.281 0.179 0.193 0.212 0.149 0.168 0.168 0.153 0.140 0.141 0.147 0.146 0.134
0.281 0.345 0.207 0.204 0.210 0.150 0.177 0.177 0.160 0.146 0.145 0.149 0.148 0.139
0.179 0.207 0.515 0.213 0.184 0.139 0.181 0.181 0.161 0.145 0.139
abs =Z
0.138 0.138 0.135
0.193 0.204 0.213 0.342 0.266 0.207 0.286 0.286 0.253 0.225 0.211 0.207 0.207 0.209
0.212 0.210 0.184 0.266 0.348 0.234 0.238 0.238 0.221 0.206 0.215 0.230 0.227 0.200
0.149 0.150 0.139 0.207 0.234 0.769 0.313 0.313 0.367 0.402 0.568 0.730 0.698 0.459
0.168 0.177 0.181 0.286 0.238 0.313 0.856 0.856 0.606 0.511 0.404 0.329 0.342 0.440
0.168 0.177 0.181 0.286 0.238 0.313 0.856 1.736 0.606 0.511 0.404 0.329 0.342 0.440
0.153 0.160 0.161 0.253 0.221 0.367 0.606 0.606 0.788 0.658 0.503 0.391 0.410 0.559
0.140 0.146 0.145 0.225 0.206 0.402 0.511 0.511 0.658 0.887 0.634 0.414 0.424 0.498
0.141 0.145 0.139 0.211 0.215 0.568 0.404 0.404 0.503 0.634 1.066 0.556 0.545 0.468
0.147 0.149 0.138 0.207 0.230 0.730 0.329 0.329 0.391 0.414 0.556 1.400 0.909 0.554
0.146 0.148 0.138 0.207 0.227 0.698 0.342 0.342 0.410 0.424 0.545 0.909 1.077 0.629
0.134 0.139 0.135 0.200 0.200 0.459 0.440 0.440 0.559 0.498 0.468 0.554 0.629 1.212
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎦
 
Zbus is the same matrix established for the harmonic power flow analysis of the test 
system at ti=1. 
2. Location of measurements: Buses 3, 4, 6, 8 and 13. 
From the first two known values, the following matrix is obtained as in (4.34): 
{ P P P P P P P P P P P P P
{
{
3
4
0.179 0.207 0.515 0.213 0.184 0.139 0.181 0.181 0.161 0.145 0.139 0.138 0.138 0.135
0.193 0.204 0.213 0.342 0.266 0.207 0.286 0.286 0.253 0.225 0.211 0.207 0.207 0.209
6
1 3 5 6 7 8 9 10 132
0.149 0.1
4
5
11 12
0 0.139 0.207 0.234 0.7
14
red =Z

{
{
69 0.313 0.313 0.367 0.402 0.568 0.730 0.698 0.459
0.168 0.177 0.181 0.286 0.238 0.313 0.856 1.736 0.606 0.511 0.404 0.329 0.342 0.440
0.146 0.148 0.138 0.207 0.227 0.698 0.342 0.342 0.410 0.424 0.545 0.909 1.077 0
9
13 .629
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢⎢⎢⎣ ⎦
⎥⎥⎥
 
The separating matrix is estimated by ICA using the harmonic source estimation 
algorithm discussed in Part 4.1. In this part we are interested in the estimated separating 
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matrix rather than the harmonic sources. The separating matrix estimated in Section 
4.2.2.1 is utilized in here. The estimated global separating matrix B=WTQ as in (4.29) is, 
6.657 0.943 4.770 0.758 0.160 0.081 0.243 0.024 0.112 0.059
0.907 0.412 0.997 0.257 1.260 0.025 0.041 0.001 0.932 0.021
3.020 0.418 3.649 0.340 0.225 0.044 0.600 0.007 0.030 0.035
0.198 0.1
i i i i i
i i i i i
i i i i i
− − + − − − − +
+ − − + − − −
= − − + − + − − −
− −
B 4*10
83 0.162 0.172 0.489 0.088 0.090 0.008 0.546 0.067
0.275 0.030 0.031 0.040 0.056 0.008 0.186 0.023 0.012 0.001
i i i i i
i i i i i
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥+ − − − − +⎢ ⎥⎢ ⎥− − + − + − −⎣ ⎦
 
The estimated mixing matrix is obtained by taking the inverse of the global separating 
matrix Aest=B-1. Taking the absolute value of the estimated mixing matrix 
3
0.0609 0.0810 0.0950 0.1148 0.2628
0.0686 0.1185 0.1387 0.1715 0.4122
*100.0626 0.3773 0.1514 0.6114 0.6113
0.0919 0.1907 0.1525 0.2764 0.9935
0.0732 0.3637 0.1546 0.7662 0.6832
est
−
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
A  
Matrices estA  and redZ  are normalized by the largest element of each column. The 
resulting normalized matrices as in (4.33) are 
{ P P P P P P P P P P P P P
{
{,
0.93 1.00 1.00 0.62 0.69 0.18 0.21 0.10 0.27 0.28 0.24 0.15 0.13 0.22
1.00 0.99 0.41 1.00 1.00 0.27 0.33 0.16 0.42 0.44 0.37 0.23 0.19 0.33
0.77 0.73 0.27 0.61 0.88 1.00 0.
3
4
376 0.18 0.61 0.79 1.00 0.80 0.65 0.73
1 3 5 6 7 8 9 10 132 4 11 12 14
red n =Z

{
{
0.87 0.85 0.35 0.84 0.90 0.41 1.00 1.00 1.00 1.00 0.71 0.36 0.32 0.70
0.76 0.71 0.27 0.61 0.85 0.91 0.40 0.20 0.68 0.83 0.96 1.00 1.00 1.00
9
13
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 
  
117
P P P P P
,
0.66 0.21 0.61 0.15 0.26
0.75 0.31 0.90 0.22 0.41
0.68 1.00 0.98 0.80 0.62
1.00 0.51 0.99 0.36 1.00
0.80 0.96 1.00 1.00 0.69
est n
a b c d e⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
A  
Aest,n and Zred,n are the two matrices required to find the minima of the objective function 
in (4.35). Here an exhaustive search is applied to find the minima where Q=14 and R=5. 
The value of the objective function for each combination of q=1,2…14 and r=1,2,…5 is 
shown below. The minimum of each row is highlighted in bold which represents the 
matching columns of the Aest,n and Zred,n. 
{ P P P P P P P P P P P P P
{
{
0.86 0.93 6.48 0.95 6.34 5.24 14.73 2.59 2.20 3.62 7.74 9.45 4.03
2.44 2.60 6.77 2.97 2.07 0.66 3.72 10.91 2.01 1.46 1.46 2.48 0.74
1.16 1.38 8.72 1.56 6.28 6
1 3 5 6 7 8 9 1
.80 17.88
0 132 4 11 12 1
3.57 2.67 3.38 7.91 10.07 4.31
2.
4
a
b
c
d
0.71

0.57
0.60
{
{
55 2.70 6.02 3.07 2.43 0.76 3.95 8.94 2.34 1.82 1.52 0.70 1.21
1.74 1.68 5.43 1.50 1.82 3.09 1.90 7.97 0.52 1.28 3.86 4.73 1.38e
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
0.04
0.04
Columns a, b c, d and e of Aest,n correspond to the columns 5, 11, 5, 12 and 9 of Zred,n 
respectively, denoting that there are harmonic sources located at buses 5, 9, 11 and 12. 
Estimated Harmonic Source Bus Location 
1 5 
2 11 
3 5 
4 12 
5 9 
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The actual harmonic source locations from Figure 4-10 are at buses 5, 9 and 12 which are 
correctly estimated by the algorithm. The above results also show that there are two 
harmonic sources, 1 and 3, located at bus 5. The algorithm gives two harmonic sources at 
bus 5 not because the two columns of B converge to the same optima, but because of 
numerical similarity. Numerical similarity occurs because of the preprocessing of the 
matrices for the optimization problem which is done by taking the absolute value of the 
matrices and normalization with the largest value of the columns. Moreover, results 
suggest another source at bus 11 which actually is not a harmonic source but a linear 
load. The algorithm will point to more source locations than the actual locations in the 
system because of the redundant number of measurements used for the ICA estimation.  
Examination of the correlation coefficients between the estimated load profiles and the 
actual load profiles confirms these results. In Table 4-14 correlation coefficients 
highlighted in red which are close to 1, indicate that the estimated sources 3, 4 and 5 
correspond to the harmonic sources located at buses 5, 9 and 12 respectively.  
Table 4-14 Correlation coefficients between actual and estimated load profiles  
Imaginary Part of Estimated Sources Correlation Coefficients 
1 2 3 4 5 
Bus 5 0.4458 -0.4286 0.9984 -0.0190 -0.3662 
Bus 9 0.3101 -0.4416 -0.3499 0.1765 0.9939 R
ea
l 
Pa
rt 
of
 A
ct
ua
l 
So
ur
ce
s 
Bus 12 -0.3019 0.3110 -0.0631 0.9436 -0.0760 
Real Part of Estimated Sources Correlation Coefficients 1 2 3 4 5 
Bus 5 0.8175 -0.5707 -0.9971 -0.2122 -0.0084 
Bus 9 0.1208 0.3456 -0.1330 0.0611 -0.9862 
Im
ag
in
ar
y 
 
Pa
rt 
of
 A
ct
ua
l 
So
ur
ce
s 
Bus 12 0.3115 -0.5727 -0.2427 -0.9812 0.3196 
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A general observation from the estimated locations and the correlation coefficients show 
that the accurate estimation of harmonic sources assures the accurate estimation of 
location of harmonic sources. If there is an ambiguity in the result of the location 
estimation using one harmonic order such as the 5th harmonic, then location estimation 
could be performed using other harmonic orders too. Location estimation using other 
harmonic orders such as 7th, 11th, etc…, should identify the same location (bus) as long as 
the harmonic source at that bus is a source of those harmonics, provide redundant 
information to eliminate ambiguity and increase the accuracy of the location estimation. 
The location estimation using each harmonic order will provide the harmonic content of 
the source at the bus, i.e. spectrum of the harmonic source. This information can be used 
to identify the type of the harmonic source even if there is no prior information available 
about the harmonic source. 
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CHAPTER 5: SENSITIVITY ANALYSIS OF ICA ESTIMATION FOR 
HARMONIC LOAD PROFILES 
The sensitivities of the estimation algorithm with respect to the assumptions made 
previously are investigated in this section. Constraints on statistical independence are 
relaxed and the robustness of the algorithm for smaller sample size and noisy conditions 
is investigated.  
5.1 Relaxing the Condition of Statistical Independence  
The estimation of the sources is based on the assumption that the harmonic sources are 
statistically independent. Also, it is assumed that the real and imaginary parts of the 
harmonic currents are uncorrelated. In this section the performance of the estimation 
under slightly correlated conditions is investigated. First, it is assumed that the fast 
varying components of different harmonic sources are slightly correlated. Second, it is 
assumed that real and imaginary parts of an individual source are slightly correlated. The 
30-Bus test system is used for the estimation. As an example correlation coefficients 
between real and imaginary parts of the 7th harmonic component of harmonic sources at 
Buses 7, 16 and 30 are shown in Table 5-1. For statistically independent sources the off-
diagonal elements in Table 5-1 would be zero and for a strong correlation between 
sources the off-diagonal elements would be close to 1.  
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Table 5-1 Correlation coefficients between real and imaginary parts of the fast 
varying components of 7th harmonic component 
  Real Part 
 Bus 7 16 30 
7 1.0000 -0.1558 0.1714 
16 -0.1558 1.0000 -0.3924 
R
ea
l P
ar
t 
30 0.1714 -0.3924 1.0000 
     
  Imaginary Part 
 Bus 7 16 30 
7 1.0000 -0.1995 -0.1560 
16 -0.1995 1.0000 0.7844 
Im
ag
in
ar
y 
Pa
rt 
30 -0.1560 0.7844 1.0000 
     
  Imaginary Part 
 Bus 7 16 30 
7 0.1811 0.2240 0.2302 
16 0.0569 -0.0309 -0.1429 
R
ea
l P
ar
t 
30 -0.1076 0.4311 0.5213 
 
The correlated harmonic sources are generated similar to the procedure in Section 4.2. 
The active and reactive power of linear and nonlinear loads are obtained by multiplying 
each load power rating with one of the load profiles generated and by adding Laplace 
distributed random variable with zero mean and 0.002 variance to the normalized slow 
varying components downloaded from ERCOT. Similar to the procedure in Section 4.2, 
first, the fundamental frequency power flow solution is obtained. Harmonic sources are 
modeled as constant power loads in this step. Harmonic current source models are 
obtained for harmonic sources using the fundamental power flow solution. Using the bus 
voltages and the power rating of the harmonic load, the fundamental frequency current of 
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each harmonic source is obtained. The magnitude and the phase angle of harmonic 
currents at several harmonic frequencies are obtained from the harmonic spectra of 
typical harmonic sources using (2.17) and (2.18). Next, the harmonic bus voltages are 
calculated by solving the linear system equations in (2.15) for each harmonic frequency 
of interest. The bus admittance matrix is obtained similarly as in Section 4.2. 
Table 5-2 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 7 with slightly correlated loads 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9666 0.4093 0.1207 0.0282 5 
Imag 0.9790 0.4411 0.1538 0.0382 
3.53 
Real 0.9934 0.1890 0.0562 0.0054 7 
Imag 0.9583 0.3881 0.1478 0.0368 
0.70 
Real 0.9795 0.4670 0.0936 0.0213 11 
Imag 0.9334 0.3716 0.1527 0.0351 
3.31 
Real 0.9793 0.3447 0.1016 0.0199 13 
Imag 0.8328 0.6432 0.2995 0.1278 
3.84 
Real 0.7421 1.2072 0.4790 0.3390 
B
U
S 
7 
17 
Imag 0.8670 0.6362 0.2445 0.0887 
9.55 
 
Table 5-3 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 16 with slightly correlated loads 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9737 0.2333 0.1281 0.0199 5 
Imag 0.9940 0.1770 0.0590 0.0055 
1.01 
Real 0.9857 0.2893 0.0860 0.0130 7 
Imag 0.6887 0.7485 0.4064 0.2129 
1.95 
Real 0.7970 0.7971 0.3629 0.2218 11 
Imag 0.9817 0.3588 0.1572 0.0381 
7.91 
Real 0.9761 0.3727 0.1176 0.0277 13 
Imag 0.9953 0.1639 0.0575 0.0057 
1.28 
Real 0.9988 0.0877 0.0341 0.0018 
B
U
S 
16
 
17 
Imag 0.9958 0.1314 0.0422 0.0030 
0.88 
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Table 5-4 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 30 with slightly correlated loads 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9398 0.6478 0.2597 0.1031 5 
Imag 0.5981 1.1785 0.4280 0.2575 
9.81 
Real 0.9731 0.3026 0.1163 0.0205 7 
Imag 0.9334 0.4454 0.2077 0.0632 
9.08 
Real 0.9742 0.2799 0.1071 0.0188 11 
Imag 0.9789 0.3238 0.1026 0.0202 
5.90 
Real 0.9869 0.2551 0.0772 0.0129 13 
Imag 0.8870 0.7373 0.2749 0.1337 
8.10 
Real 0.9881 0.2624 0.1157 0.0199 
B
U
S 
30
 
17 
Imag 0.9970 0.1311 0.0512 0.0040 
3.56 
 
Correlations between the real and imaginary parts of the sources and among the sources 
increase the estimation error. However, the error analysis shown in Table 5-2 through 
Table 5-4 indicate that under slightly correlated conditions harmonic sources can be 
estimated with an acceptable error range using the proposed algorithm. The average 
MAPEs at Buses 7, 16 and 30 are 4.18%, 2.6% and 7.3% compared to the 1.8%, 1.5% 
and 3.5% respectively obtained in Section 4.2.2.2. 
5.2 Effect of Number of Data Points 
Sufficient amount of data should be available for a reliable and accurate estimation. 
There is no upper bound for the number of samples. However, when the number of 
samples increases then the computation time for the algorithms increases. This can be a 
burden for the batch type algorithms because of the expectation operation over all 
available data points. Also, the statistics of the process can vary over the time interval of 
interest if the time interval is long for time series analysis. On-line algorithms are more 
immune than the batch type algorithms to the effect explained above. A sliding-window 
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type algorithm which performs an on-line iteration over a small window of data can 
decrease the computation time. However, both batch and on-line algorithms are affected 
by an insufficiently small number of data points. When the number of data points is 
small, the statistics of the signals may not be estimated accurately, resulting in incorrect 
estimation. 
The performance of ICA methods in the case of insufficiently small sample size is 
investigated in [102]. In general the estimation with ICA requires that the number of 
measurements should be equal to or greater than the number of sources. However, if the 
number of samples T is small compared to the number of sources then this will result in 
overlearning of ICA. In the extreme case where the sample size T, the dimension of 
sources N, and the measurements M are equal to each other, such insufficiently small 
sample size will lead to the estimation of some artificial source signals instead of original 
signals. These sources are characterized by large spikes and bumps [102]. Supergaussian 
and subgaussian variables have spiky and flat distributions respectively compared to the 
Gaussian variables. Most of the ICA algorithms are based on the measure of the non-
gaussianity. When the number of samples is not sufficient, then the algorithms converge 
to artificial signals which represent the characteristics of the non-gaussian variables by 
large spikes and bumps. 
There are a few possible ways to overcome the over-learning problem. A general 
approach consists in increasing the sample size. According to [102] the number of 
samples T should obey 
2
5
2
NT > × , where N is the number of sources. Another approach 
is to reduce the dimension of the problem, i.e. using PCA. Thus some unnecessary 
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information, such as noise, can be eliminated, resulting in an improvement of the ratio of 
data size to dimension. 
The number of data points obtained from the measurement devices may be less than 1-
minute data readings. The effectiveness of the ICA for the harmonic load estimation is 
tested for different sample sizes. The 30-Bus test system, load profiles and the voltage 
measurements used in Section 4.2.2 are applied in this section. The 1-minute load profiles 
and harmonic voltage measurements corresponding to the 1440 samples over 24-hour 
period are used to obtain 144, 288 and 480 data points corresponding to the 10, 5 and 3 
minute data respectively. The complex JADE algorithm is used to estimate the load 
profiles of the harmonic sources. 
Figure 5-1 shows the mean absolute percentage error (MAPE) in the estimation of 
harmonic sources at Buses 7, 16 and 30 for sample sizes corresponding to the 1, 3, 5 and 
10 minute data. The results of 1-minute data are copied from Section 4.2.2.2. The results 
show that MAPE improves with the increasing number of data points. Even for 3, 5 and 
10 minutes data, estimation of harmonic sources is possible with an average error less 
than 10%. Artificial signals such as large spikes and bumps are not encountered in the 
results for the number of data points considered. 
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Figure 5-1 MAPE for different number of data points 
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5.3 Effect of Measurement Noise 
Measured signals are generally distorted with the sensor noise or with some 
environmental noise added to the original sources. Because of that, the noiseless ICA 
model in (3.3) may not represent the real world conditions. 
In a state estimation problem noise or the error of the measurements is presented by the 
error covariance matrix. The inverse of the error covariance matrix T is used as a weight 
matrix in the least square estimation to assign more importance to more accurate 
measurements which have a smaller variance and less importance to less accurate 
measurements with higher error variance. We assume that the noise signals are 
statistically independent, Gaussian distributed with µ=0 and variance σ2 and independent 
of the source signals. Then the error covariance matrix is a diagonal matrix in the form of 
Iσ2. This type of noise, called sensor noise, can be modeled by the ICA model with 
additive noise as 
 ( ) ( ) ( )t t t= +x As n  (5.1) 
where n is the noise vector (Figure 5-2(a)).  
A
xs
n
A
xs
n
 
Figure 5-2 Linear mixing with (a) sensor noise and (b) environmental noise 
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The noise covariance matrix in the form of Iσ2 is generally known because the accuracy 
range of sensors is provided by the manufacturer, or the level of measurement accuracy 
can be obtained from the historical measurements of the sensors. 
The source of noise can be some environmental noise which might be added to the source 
signals. In this case the linear model in (5.1) is slightly different. 
 ( ) ( ) ( )( )t t t= +x A s n  (5.2) 
In (5.2) noise components are added to the source signals (Figure 5-2(b)). In this thesis 
the ICA model with additive noise in (5.1), the sensor noise, is considered. If the 
covariance matrix of the noise is known, the noise components can be removed by the 
following whitening process [46] 
 ( ) 1/ 22σ −−xx=z C I x  (5.3) 
5.3.1 Case 1: 30-Bus Test System with Sensor Noise 
In order to represent the real world conditions a zero mean Gaussian noise with standard 
deviation σ=0.01% is added to the measured signals. The JADE algorithm is used for the 
estimation. The estimation results with measurement noise are shown in Table 5-5 
through Table 5-7. The overall average MAPE is 5.4%. The effect of noise is more 
evident for the harmonic sources which have small amplitude. 
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Table 5-5 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 7 with sensor noise 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9701 0.4124 0.1342 0.0326 5 
Imag 0.8821 0.6665 0.2277 0.0809 
5.70 
Real 0.9924 0.2446 0.0580 0.0065 7 
Imag 0.1713 1.3463 0.7094 0.6346 
1.82 
Real 0.9394 0.4732 0.1970 0.0557 11 
Imag 0.8453 0.6383 0.2793 0.1061 
6.43 
Real 0.8506 0.6776 0.3163 0.1376 13 
Imag 0.9685 0.4309 0.1165 0.0228 
2.41 
Real 0.9826 0.2041 0.0948 0.0124 
B
U
S 
7 
17 
Imag 0.9822 0.3318 0.1000 0.0202 
1.69 
 
Table 5-6 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 16 with sensor noise 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9969 0.1223 0.0393 0.0025 5 
Imag 0.6911 1.0944 0.4188 0.3212 
6.36 
Real 0.9729 0.4219 0.1094 0.0278 7 
Imag 0.2878 1.5415 0.6706 0.7600 
6.01 
Real 0.9899 0.2476 0.1009 0.0161 11 
Imag 0.5543 1.1836 0.5287 0.4531 
2.56 
Real 0.9845 0.2665 0.1018 0.0159 13 
Imag 0.3037 1.2789 0.5472 0.4375 
9.09 
Real 0.6760 1.4241 0.5895 0.5296 
B
U
S 
16
 
17 
Imag 0.8987 0.8155 0.2992 0.1451 
5.91 
 
Table 5-7 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 30 with sensor noise 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.8590 0.8016 0.2671 0.1254 5 
Imag 0.9491 0.4601 0.1853 0.0522 
6.01 
Real 0.8919 0.6743 0.2673 0.0947 7 
Imag 0.7896 0.6872 0.3276 0.1467 
9.52 
Real 0.9788 0.2589 0.1146 0.0194 11 
Imag 0.9475 0.5729 0.1719 0.0564 
3.84 
Real 0.9683 0.3705 0.1572 0.0337 13 
Imag 0.0146 1.8002 0.6963 0.6967 
4.77 
Real 0.4693 1.1746 0.4993 0.3484 
B
U
S 
30
 
17 
Imag 0.7459 1.1361 0.3162 0.1996 
9.21 
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5.3.2 Case 2: 30-Bus Test System with Noise Elimination 
The effect of the noise is reduced by adding an extra measurement at bus 10. Also, noisy 
measurements are preprocessed by employing the whitening with noise removal step as 
in (5.3). The error analysis of the results shown in Table 5-8 through Table 5-9 indicates 
that the estimation errors with noisy measurements are reduced by adding extra 
measurement and by preprocessing. Comparing the results of Case 1 and Case 2, the 
overall average MAPE is reduced from 5.4% to 4.5%. 
Table 5-8 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 7 with noise removal 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9815 0.3845 0.0985 0.0178 5 
Imag 0.9344 0.5822 0.2512 0.0954 
6.63 
Real 0.9947 0.2165 0.0490 0.0050 7 
Imag 0.0679 1.3747 0.7239 0.6665 
1.84 
Real 0.9589 0.3780 0.1611 0.0367 11 
Imag 0.7534 0.8406 0.3457 0.1775 
5.26 
Real 09425 0.5088 0.1600 0.0400 13 
Imag 0.9676 0.3480 0.1411 0.0294 
3.47 
Real 0.9948 0.1924 0.0767 0.0079 
B
U
S 
7 
17 
Imag 0.9858 0.1821 0.0843 0.0109 
1.71 
 
Table 5-9 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 16 with noise removal 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9980 0.1084 0.0297 0.0014 5 
Imag 0.7403 0.9668 0.371 0.2712 
5.51 
Real 0.9427 0.4584 0.1530 0.0370 7 
Imag 0.2280 1.5690 0.5394 0.4801 
5.81 
Real 0.9876 0.2442 0.1051 0.0176 11 
Imag 0.6523 1.0440 0.4694 0.3446 
2.57 
Real 0.8836 0.7459 0.2157 0.0934 13 
Imag 0.9316 0.6825 0.2384 0.1013 
4.53 
Real 0.9231 0.8503 0.2392 0.1117 
B
U
S 
16
 
17 
Imag 0.8594 0.6682 0.2692 0.1066 
5.15 
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Table 5-10 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 30 with noise removal 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.8958 0.6628 0.2287 0.0888 5 
Imag 0.9730 0.3212 0.1142 0.0215 
4.27 
Real 0.0699 1.6905 0.6897 0.7737 7 
Imag 0.9289 0.5276 0.2578 0.0999 
7.41 
Real 0.9587 0.5402 0.1447 0.0389 11 
Imag 0.8885 0.7141 0.2408 0.1028 
4.48 
Real 0.9824 0.2352 0.0915 0.0128 13 
Imag 0.9425 0.4498 0.1648 0.0406 
2.97 
Real 0.8845 0.6682 0.2223 0.0745 
B
U
S 
30
 
17 
Imag 0.8510 0.7174 0.2526 0.1003 
6.51 
 
Two additional cases with measurement noise and subsequent noise elimination are 
discussed. The MAPE for these cases are shown in Figure 5-3.  
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Bus 7 - Estimation with Noise Elimination
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Bus 16 - Estimation with Noise
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Figure 5-3 MAPE for test cases with measurement noise and noise elimination 
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Bus 30 - Estimation with Noise
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Bus 30 - Estimation with Noise Elimination
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Figure 5-3 (continued) 
An obvious result of these case studies is that the increasing the noise variance increases 
the estimation error. Adding extra measurement and performing the noise elimination 
tends to reduce the estimation error. However there are conditions when information is 
lost in the noise elimination step and thus the estimation error increases. This is the case 
especially for those sources which have a small magnitude comparable to the noise 
variance. In case of measurement noise adding extra measurements usually increases the 
estimation accuracy. 
5.4 Effect of Number of Measurements 
The system is called under-determined when the number of measurements M is less than 
the number of sources N (M<N), and over-determined when the number of sources is 
larger than the number of measurements M (N<M).  
In this thesis it is assumed that the number of measurements is equal to or greater than the 
number of sources, M ≥ N where a completely determined or over-determined system of 
equations is available. It usually is of interest to have an over-determined system to have 
an observable system, to reduce the noise, and to eliminate the effects of the linear loads. 
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There are studies on under-determined estimation exploiting the different properties of 
sources [52, 53]. 
An over-determined system of equations can be reduced to a completely determined 
system by eliminating the redundant measurements, noise components, and selecting the 
components with the largest variance using principal component analysis. If the number 
of ICs is not known before-hand then the dimension reduction should be done carefully in 
order not to discard any ICs. In the case studies in Section 4.2, there are 3 harmonic 
sources and 7 measurements representing an over-determined case. Inherently, more 
measurements are needed than the harmonic sources because of the effect of the linear 
loads and measurement noise. Increasing the number of measurements increases the 
performance of the algorithm as shown in case studies with measurement noise. Also 
more measurements are required for larger systems as can be seen in the case studies 
pertaining to the 14-Bus and 30-Bus test systems. 
In order to test the effectiveness of the proposed algorithm for estimating harmonic 
sources in the network, the estimation process is based on fewer measurements. Using the 
same 30-Bus test system as in Section 4.2, two harmonic voltage measurements are taken 
from bus 2 and bus 4 instead of seven measurements as in Section 4.2.2.2. 
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Table 5-11 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 7 with 2 measurements 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9752 0.3166 0.1548 0.0320 5 
Imag 0.9897 0.1771 0.0758 0.0075 
2.21 
Real 0.9193 0.4954 0.2094 0.0623 7 
Imag 0.9971 0.1187 0.0301 0.0015 
6.97 
Real 0.9682 0.3923 0.1191 0.0282 11 
Imag 0.6420 1.1374 0.4574 0.3030 
3.73 
Real 0.9968 0.1559 0.0494 0.0038 13 
Imag 0.9938 0.2010 0.0517 0.0049 
1.23 
Real 0.9887 0.2914 0.0738 0.0108 
B
U
S 
7 
17 
Imag 0.9963 0.0810 0.0471 0.0028 
1.46 
 
Table 5-12 Errors between the slow varying component of the actual and estimated 
load profiles of harmonic source at Bus 16 with 2 measurements 
 Harmonic Order Correlation Coefficient NMXAE NMAE NMSE MAPE 
Real 0.9193 1.9469 0.6640 0.8096 5 
Imag 0.9971 0.3819 0.1495 0.0347 
7.21 
Real 0.8006 1.0441 0.2617 0.1611 7 
Imag 0.3004 1.6003 0.5670 0.5609 
7.90 
Real 0.7498 1.0045 0.3656 0.1966 11 
Imag 0.0278 1.9457 0.6419 0.6414 
10.01 
Real 0.2739 1.6691 0.7031 0.8202 13 
Imag 0.6620 0.8855 0.3728 0.2321 
7.35 
Real 0.0233 1.7257 0.6799 0.6098 
B
U
S 
16
 
17 
Imag 0.3001 1.3613 0.6725 0.6059 
12.68 
 
The estimation results are shown in Table 5-11 and Table 5-12. Because there are two 
measurements, the output of the algorithm will give two sources at most. The results 
show that the harmonic source at bus 7 can be estimated with an average MAPE of 3.1% 
compared to the MAPE of 1.8% in Section 4.2.2.2. The second output of the ICA 
estimation can be matched to the harmonic source at bus 16 for the harmonic orders of 5 
and 7. The correlation coefficients are too small to indicate a match of other harmonic 
orders for the harmonic source at bus 16 and the errors for the other harmonic orders are 
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meaningless. From the results, the harmonic source with a high harmonic current rating 
and close to the harmonic measurements is estimated with a small error. 
Estimation of harmonic sources with fewer measurements seems to be in contradiction 
with the previously made assumption for a requirement of full column rank mixing 
matrix. However it is not, because there are two measurements and at most two harmonic 
sources can be estimated. Estimation of the third harmonic will require at least three 
measurements (actually 7 harmonic measurements). The results are in agreement with the 
observability analysis of the estimator: Since the measurement matrix is not full column 
rank (2 instead of 3), there will be some unobservable states (ICs) which are the harmonic 
source at bus 30 and partially the harmonic source at bus 16. 
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CHAPTER 6: CONCLUSION AND FUTURE WORK 
6.1 Current Research 
The main objective of this thesis is to study blind source separation algorithms for 
harmonic source identification in electric power systems. The first problem is to estimate 
the load profiles of harmonic sources. Unlike the HSE problem, in this study statistical 
properties of loads are considered, modeling them as random variables for blind source 
separation problem. The second problem is to estimate the location of the harmonic 
sources in the system. The approach is to obtain an estimate of the reduced measurement 
matrix making it possible to find the buses where the harmonic sources are located. The 
original contributions of this thesis can be summarized as follows: 
• Harmonic source and location estimation problem is formulated as a blind source 
separation task where statistical properties of harmonic sources are considered by 
modeling them as random variables. A statistical technique called Independent 
Component Analysis (ICA) is used to perform the estimation. 
• Under the framework of the BSS formulation of harmonic source estimation, off-
line and on-line estimation of harmonic sources without knowledge of network 
topology and parameters are presented. Simulations results for the modified IEEE 
14-Bus and 30-Bus test systems are given. 
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• Location estimation of the sources is formulated as a task of estimating the 
reduced measurement matrix through ICA. The estimate and the actual 
measurement matrix which is the reduced system impedance matrix, are used in 
the proposed optimization problem to find the bus locations of harmonic sources 
in the system. Simulation results are presented for the modified IEEE 14-Bus test 
system. 
• Observability analysis of the estimator is investigated in terms of numerical and 
symbolic observability. A basic meter placement formulation is presented which 
ensures the observability of the estimator and increases the accuracy of the 
estimation. 
• Sensitivity analysis of estimation algorithm is performed for  
 slightly correlated loads, 
 measurement noise, n, 
 number of data points, T, 
 number of measurements, M. 
6.2 Future Work 
The research accomplished in this thesis has highlighted a number of new research topics 
that need more investigation. These topics are beyond the scope of this thesis and are 
summarized as follows: 
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• The proposed approach can be enhanced by incorporating some partial 
information of the system topology or the system parameters as constraints in the 
objective function of the estimation algorithm. Convergence properties of the on-
line algorithm can be enhanced by introducing variable step size. 
• The model for the measurement system can be enhanced with the addition of 
harmonic current measurements. Also, the estimation of harmonic sources can be 
extended for the estimation of harmonic voltage sources. 
• The research on BSS of under-determined mixtures has promising results. These 
techniques can be used to identify the harmonic distortion levels on several 
branches with a few measurements at the point of common coupling. 
• The proposed approach can be tested with unbalanced three-phase harmonic 
analysis. At the time of the research on this topic, there were not enough real 
measurement data available. The proposed approach can be tested on a real 
system. 
• The approach used for the location estimation of harmonic sources can be applied 
for the parameter estimation of the power system at fundamental and harmonic 
frequencies. The estimate of the reduced system impedance matrix can be 
obtained through active load profile estimation which can be used to identify the 
topology changes in the system.  
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APPENDIX A: FIGURES 
 
 
Figure A-1 Load profiles of 7th, 11th, 13th and 17th harmonic current over 1-day 
period 
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Figure A-1 (continued) 
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Figure A-2 Actual and estimated harmonic components of harmonic current source 
at Bus 9 
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Figure A-2 (continued) 
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Figure A-3 Actual and estimated harmonic components of harmonic current source 
at Bus 12 
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Figure A-3 (continued) 
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APPENDIX B: TEST SYSTEM PARAMETERS 
Table B-1 Parameters of modified IEEE 14-Bus test system 
 bus type Pd Qd Gs Bs area Vm Va baseKV zone Vmax Vmin
bus =     
 1 3 0 0 0 0 1 1.06 0 0 1 1.06 0.94 
 2 2 21.7 12.7 0 0 1 1.045 -4.98 0 1 1.06 0.94 
 3 2 0 0 0 0 1 1.01 -12.72 0 1 1.06 0.94 
 4 1 0 0 0 0 1 1.019 -10.33 0 1 1.06 0.94 
 5 1 0 25 0 0 1 1.02 -8.78 0 1 1.06 0.94 
 6 2 11.2 7.5 0 0 1 1.07 -14.22 0 1 1.06 0.94 
 7 1 0 0 0 0 1 1.062 -13.37 0 1 1.06 0.94 
 8 2 0 0 0 0 1 1.09 -13.36 0 1 1.06 0.94 
 9 1 30 10 0 0 1 1.056 -14.94 0 1 1.06 0.94 
 10 1 9 5.8 0 0 1 1.051 -15.1 0 1 1.06 0.94 
 11 1 3.5 1.8 0 0 1 1.057 -14.79 0 1 1.06 0.94 
 12 1 15 10 0 0 1 1.055 -15.07 0 1 1.06 0.94 
 13 1 0 0 0 0 1 1.05 -15.16 0 1 1.06 0.94 
 14 1 14.9 5 0 0 1 1.036 -16.04 0 1 1.06 0.94 
 
 bus Pg Qg Qmax Qmin Vsp base status Pmax Pmin
gen =    
 1 232.4 -16.9 10 0 1.06 100 1 332.4 0 
 2 40 42.4 50 -40 1.045 100 1 140 0 
 3 0 23.4 40 0 1.01 100 1 100 0 
 6 0 12.2 24 -6 1.07 100 1 100 0 
 8 0 17.4 24 -6 1.09 100 1 100 0 
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Table B-1 (continued) 
 fbus tbus r x b rateA rateB rateC ratio angle status
branch =     
 1 2 0.01938 0.05917 0.0528 9900 0 0 0 0 1 
 1 5 0.05403 0.22304 0.0492 9900 0 0 0 0 1 
 2 3 0.04699 0.19797 0.0438 9900 0 0 0 0 1 
 2 4 0.05811 0.17632 0.0340 9900 0 0 0 0 1 
 2 5 0.05695 0.17388 0.0346 9900 0 0 0 0 1 
 3 4 0.06701 0.17103 0.0128 9900 0 0 0 0 1 
 4 5 0.01335 0.04211 0 9900 0 0 0 0 1 
 4 7 0 0.20912 0 9900 0 0 0.978 0 1 
 4 9 0 0.55618 0 9900 0 0 0.969 0 1 
 5 6 0 0.25202 0 9900 0 0 0.932 0 1 
 6 11 0.09498 0.19890 0 9900 0 0 0 0 1 
 6 12 0.12291 0.25581 0 9900 0 0 0 0 1 
 6 13 0.06615 0.13027 0 9900 0 0 0 0 1 
 7 8 0 0.17615 0 9900 0 0 0 0 1 
 7 9 0 0.11001 0 9900 0 0 0 0 1 
 9 10 0.03181 0.08450 0 9900 0 0 0 0 1 
 9 14 0.12711 0.27038 0 9900 0 0 0 0 1 
 10 11 0.08205 0.19207 0 9900 0 0 0 0 1 
 12 13 0.22092 0.19988 0 9900 0 0 0 0 1 
 13 14 0.17093 0.34802 0 9900 0 0 0 0 1 
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Table B-2 Parameters of modified IEEE 30-Bus test system 
 bus type Pd Qd Gs Bs area Vm Va Base KV zone Vmax Vmin 
bus =       
 1 3 0 0 0 0 1 1.06 0 132 1 1.06 0.94 
 2 2 0 0 0 0 1 1.043 -5.48 132 1 1.06 0.94 
 3 1 21.7 12.7 0 0 1 1.021 -7.96 132 1 1.06 0.94 
 4 1 0 0 0 0 1 1.012 -9.62 132 1 1.06 0.94 
 5 2 0 0 0 0 1 1.01 -14.37 132 1 1.06 0.94 
 6 1 0 0 0 0 1 1.01 -11.34 132 1 1.06 0.94 
 7 1 22.5 11 0 0 1 1.002 -13.12 132 1 1.06 0.94 
 8 2 30 30 0 0 1 1.01 -12.1 132 1 1.06 0.94 
 9 1 0 0 0 0 1 1.051 -14.38 1 1 1.06 0.94 
 10 1 0 0 0 0 1 1.045 -15.97 33 1 1.06 0.94 
 11 2 0 0 0 0 1 1.082 -14.39 11 1 1.06 0.94 
 12 1 0 0 0 0 1 1.057 -15.24 33 1 1.06 0.94 
 13 1 0 0 0 0 1 1.071 -15.24 11 1 1.06 0.94 
 14 1 17 13 0 0 1 1.042 -16.13 33 1 1.06 0.94 
 15 1 0 0 0 0 1 1.038 -16.22 33 1 1.06 0.94 
 16 1 0 40 0 0 1 1.045 -15.83 33 1 1.06 0.94 
 17 1 0 0 0 0 1 1.04 -16.14 33 1 1.06 0.94 
 18 1 3.2 0.9 0 0 1 1.028 -16.82 33 1 1.06 0.94 
 19 1 0 0 0 0 1 1.026 -17 33 1 1.06 0.94 
 20 1 2.2 0.7 0 0 1 1.03 -16.8 33 1 1.06 0.94 
 21 1 0 0 0 0 1 1.033 -16.42 33 1 1.06 0.94 
 22 1 0 0 0 0 1 1.033 -16.41 33 1 1.06 0.94 
 23 1 3.2 1.6 0 0 1 1.027 -16.61 33 1 1.06 0.94 
 24 1 0 0 0 0 1 1.021 -16.78 33 1 1.06 0.94 
 25 1 20.6 18.9 0 0 1 1.017 -16.35 33 1 1.06 0.94 
 26 1 0 0 0 0 1 1 -16.77 33 1 1.06 0.94 
 27 1 0 0 0 0 1 1.023 -15.82 33 1 1.06 0.94 
 28 1 0 0 0 0 1 1.007 -11.97 132 1 1.06 0.94 
 29 2 2.4 0.9 0 0 1 1.003 -17.06 33 1 1.06 0.94 
 30 1 25 16 0 0 1 0.992 -17.94 33 1 1.06 0.94 
 
 bus Pg Qg Qmax Qmin   Vsp base status Pmax Pmin 
gen  =   
 1 300 -16.1 10 0 1.01 100 1 360.2 0 
 2 40 50 50 -40 1.01 100 1 140 0 
 5 0 37 40 -40 1.01 100 1 100 0 
 8 0 37.3 40 -10 1.01 100 1 100 0 
 11 0 16.2 24 -6 1.01 100 1 100 0 
 29 0 10.6 24 -6 1.07 100 1 100 0 
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Table B-2 (continued) 
 fbus tbus r x b rateA rateB rateC ratio angle status
branch =      
 1 2 0.0192 0.0575 0.0528 200 200 200 0 0 1 
 1 3 0.0452 0.1652 0.0408 200 200 200 0 0 1 
 2 4 0.0570 0.1737 0.0368 200 200 200 0 0 1 
 3 4 0.0132 0.0379 0.0084 200 200 200 0 0 1 
 2 5 0.0472 0.1983 0.0418 200 200 200 0 0 1 
 2 6 0.0581 0.1763 0.0374 200 200 200 0 0 1 
 4 6 0.0119 0.0414 0.0090 200 200 200 0 0 1 
 5 7 0.0460 0.1160 0.0204 200 200 200 0 0 1 
 6 7 0.0267 0.0820 0.0170 200 200 200 0 0 1 
 6 8 0.0120 0.0420 0.0090 200 200 200 0 0 1 
 6 9 0 0.2080 0 200 200 200 0.978 0 1 
 6 10 0 0.5560 0 200 200 200 0.969 0 1 
 9 11 0 0.2080 0 200 200 200 0 0 1 
 9 10 0 0.1100 0 200 200 200 0 0 1 
 4 12 0 0.2560 0 200 200 200 0.932 0 1 
 12 13 0 0.1400 0 200 200 200 0 0 1 
 12 14 0.1231 0.2559 0 200 200 200 0 0 1 
 12 15 0.0662 0.1304 0 200 200 200 0 0 1 
 12 16 0.0945 0.1987 0 200 200 200 0 0 1 
 14 15 0.2210 0.1997 0 200 200 200 0 0 1 
 16 17 0.0524 0.1923 0 200 200 200 0 0 1 
 15 18 0.1073 0.2185 0 200 200 200 0 0 1 
 18 19 0.0639 0.1292 0 200 200 200 0 0 1 
 19 20 0.0340 0.0680 0 200 200 200 0 0 1 
 10 20 0.0936 0.2090 0 200 200 200 0 0 1 
 10 17 0.0324 0.0845 0 200 200 200 0 0 1 
 10 21 0.0348 0.0749 0 200 200 200 0 0 1 
 10 22 0.0727 0.1499 0 200 200 200 0 0 1 
 21 22 0.0116 0.0236 0 200 200 200 0 0 1 
 15 23 0.1000 0.2020 0 200 200 200 0 0 1 
 22 24 0.1150 0.1790 0 200 200 200 0 0 1 
 23 24 0.1320 0.2700 0 200 200 200 0 0 1 
 24 25 0.1885 0.3292 0 200 200 200 0 0 1 
 25 26 0.2544 0.3800 0 200 200 200 0 0 1 
 25 27 0.1093 0.2087 0 200 200 200 0 0 1 
 28 27 0 0.3960 0 200 200 200 0.968 0 1 
 27 29 0.2198 0.4153 0 200 200 200 0 0 1 
 27 30 0.3202 0.6027 0 200 200 200 0 0 1 
 29 30 0.2399 0.4533 0 200 200 200 0 0 1 
 8 28 0.0636 0.2000 0.0428 200 200 200 0 0 1 
 6 28 0.0169 0.0599 0.0130 200 200 200 0 0 1 
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APPENDIX C: SYMBOLS 
^  : field of complex numbers 
║·║ : norm (length) of vector 
A : mixing matrix  
A-1 : inverse of a matrix A 
AH : hermitian transpose (complex conjugate, transpose) of a matrix A 
aij : ij-th element of matrix A 
Cxx, Cx : covariance matrix of x  
D : skew symmetric matrix 
e : error vector  
E : expectation operator 
f : frequency  
F(·) : cumulative distribution function (cdf)  
f(·), g(·), G(·) : scalar valued function  
h : harmonic order  
H : measurement matrix  
H(·) : marginal entropy  
h(·) : set of nonlinear equations relating measurements to states  
I : current  
I : current vector  
I : identity matrix 
I(·) : mutual information  
i, j, k, p ,q, r, Q, R  : discrete index 
J : Jacobian  
J(·) : cost, objective function 
K(·) : Kullback-Leibler divergence  
k, α : scalar constant 
K, Λ, T  : diagonal matrix  
L(·) : log-likelihood  
M : number of mixtures (measurements)  
Mij : cumulant matrix  
n : noise vector  
n : number of buses  
N : number of sources  
N(·) : negentropy 
P : active power  
P : permutation matrix  
p(·) : probability density function (pdf)  
Q : reactive power  
Q : whitening matrix  
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r : residual error 
R : resistance 
S : apparent power 
S : matrix of sources 
Ŝ : matrix of separated signals 
ŝ : vector of separated signals 
s : vector of source signals 
si : i-th element of vector s 
sT : transpose of a vector s 
T : number of samples 
ti : time or sample index 
v : eigenvector 
V : orthogonal matrix 
V : voltage 
V : voltage vector 
w : rows of separating matrix 
W, B : separating matrix 
X : matrix of observed (measured) discrete-time data 
X : reactance  
x : vector of mixtures (measurements, observations)  
x, x : state and state vector 
Y : admittance 
Y : admittance matrix 
y : random variable 
Z : impedance 
Z : impedance matrix 
Z : matrix of whitened signals 
z : measurement vector 
z : vector of whitened signals 
δji : Kronecker delta 
µ : mean value 
θ : phase angle  
κi(·) : i-th cumulant 
λ : eigenvalue 
µi(·) : i-th moment 
σ : standard deviation 
σ2 : variance 
τ : time lag 
φ(·), ψ(·) : nonlinear activation function 
Ф  : component-wise filter 
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APPENDIX D: ABBREVIATIONS 
ASD : adjustable speed drive 
BSS : blind source separation 
DC : direct current 
e.m.f : electromotive force 
EASI : equivariant adaptive separation via independence 
ERCOT : Electric Reliability Council of Texas 
FastICA : fixed point independent component analysis algorithm 
GPS : global positioning system 
HSE : harmonic state estimation 
HVDC : high voltage direct current transmission 
ICA : independent component analysis 
ICs : independent components 
IM : information maximization 
JADE : joint approximate diagonalization of eigen-matrices 
KL : Kullback-Leibler divergence 
MAPE : mean absolute percentage error 
min. : minute 
ML : maximum likelihood 
NMAE : normalized mean absolute error 
NMSE : normalized mean squared error 
NMXAE : normalized maximum absolute error 
p.u. : per unit 
PCA : principal component analysis 
RMS : root mean square 
SE : state estimation 
SOS : second order statistics 
STATCOM : static compensator 
SVC : static var compensator 
TCR : thyristor controlled reactor 
TCSC : thyristor controlled series capacitors 
UPFC : unified power flow controller 
UPS : uninterruptible power supply 
WLS : weighted least square 
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