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Abstract
We study embeddings between generalised Besov-Morrey spaces N sϕ,p,q(R
d). Both sufficient and
necessary conditions for the embeddings are proved. Embeddings of the Besov-Morrey spaces into
the Lebesgue spaces Lr(Rd) are also considered. Our approach requires a wavelet characterisation of
the spaces which we establish for the system of Daubechies wavelets.
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1 Introduction
In this paper we study smoothness function spaces built upon generalised Morrey spaces Mϕ,p(Rd),
0 < p < ∞, ϕ : (0,∞) → [0,∞). The generalised version of Morrey spaces Mu,p(Rd), 0 < p ≤ u < ∞,
was introduced by T. Mizuhara [16] and E. Nakai [17] in the beginning of the 1990’s. The spaces were
applied successfully to PDEs, e.g. to nondivergence elliptic differential problems, cf. [3], [11] or [29], to
parabolic differential equations [33] or Schro¨dinger equations [13]. We refer to [24] for further information
about the spaces and the historical remarks.
Also smoothness function spaces built upon Morrey spaces Mu,p(Rd), in particular Besov-Morrey
spaces N su,p,q(R
d), 0 < p ≤ u < ∞, 0 < q ≤ ∞, s ∈ R, were investigated intensively in recent years.
Yu.V. Netrusov was the first who combined the Besov and Morrey norms cf. [19]. He considered function
spaces on domains and proved some embedding theorem, but the further attention paid to the spaces
was motivated first of all by possible applications to PDEs. The Besov-Morrey spaces N su,p,q(R
d) were
introduced by H. Kozono and M. Yamazaki in [12] and used by them to study Navier-Stokes equations.
Further applications of the spaces to PDEs can be found e.g. in the papers written by A.L. Mazzucato
[15], by L.C.F. Ferreira, M. Postigo [4] or by M. Yang, Z. Fu, J. Sun, [31].
Here we study the Besov spaces N sϕ,p,q(R
d) built upon generalised Morrey spaces. The spaces were
introduced and studied by S. Nakamura, T. Noi and Y. Sawano [18], cf. also [1]. In particular they
proved the atomic decomposition theorem for the spaces. In the recent paper [10] M. Izuki and T. Noi
investigated the spaces on domains. The generalised Besov-Morrey spaces cover Besov-Morrey spaces
and local Besov-Morrey spaces considered by H. Triebel [27] as special cases. Our main aim here is to
find the sufficient and necessary conditions for the embeddings
N s1ϕ1,p1,q1(R
d) →֒ N s2ϕ2,p2,q2(R
d).
Our main tools are the atomic decomposition and the wavelet characterisation. This approach allows us
to consider first embeddings on the level of sequence spaces, cf. Theorem 4.1, and afterwards to transfer
the result to function spaces, cf. Theorem 5.1. In particular we regain the characterisation of embeddings
of Besov-Morrey spaces N su,p,q(R
d) proved in [7].
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‡The third author was partially supported by National Science Center, Poland, Grant No. 2013/10/A/ST1/00091.
1
The paper is organised as follows. In Section 2 we present some preliminaries. We recall definitions
and facts needed later on. In Section 3 we obtain the wavelet characterisation of the generalised Besov-
Morrey spaces, cf. Theorem 3.1. Section 4 deals with the sequence spaces nsϕ,p,q that correspond to
N sϕ,p,q(R
d) via the wavelet characterisation theorem. Theorem 4.1 contains the sufficient and necessary
conditions for the embeddings. In the concluding Section 5 we transfer the results to the function spaces.
We discuss several concrete examples.
2 Preliminaries
First we fix some notation. By N we denote the set of natural numbers, by N0 the set N ∪ {0}, and
by Zd the set of all lattice points in Rd having integer components. Let Nd0, where d ∈ N, be the set
of all multi-indices, α = (α1, . . . , αd) with αj ∈ N0 and |α| :=
∑d
j=1 αj . If x = (x1, . . . , xd) ∈ R
d and
α = (α1, . . . , αd) ∈ Nd0, then we put x
α := xα11 · · ·x
αd
d . For a ∈ R, let ⌊a⌋ := max{k ∈ Z : k ≤ a},
⌈a⌉ = min{k ∈ Z : k ≥ a}, and a+ := max(a, 0). Given any u ∈ (0,∞], it will be denoted by u′ the
number, possible ∞, defined by the expression 1u′ = (1 −
1
u )+; in particular when 1 ≤ u ≤ ∞, u
′ is the
same as the conjugate exponent defined through 1u +
1
u′ = 1. All unimportant positive constants will be
denoted by C, occasionally the same letter C is used to denote different constants in the same chain of
inequalities. By the notation A . B, we mean that there exists a positive constant c such that A ≤ cB,
whereas the symbol A ∼ B stands for A . B . A. We denote by | · | the Lebesgue measure when applied
to measurable subsets of Rd. For each cube Q ⊂ Rd we denote its side length by ℓ(Q), and, for a ∈ (0,∞),
we denote by aQ the cube concentric with Q having the side length aℓ(Q). For x ∈ Rd and r ∈ (0,∞)
we denote by Q(x, r) the compact cube centred at x with side length r, whose sides are parallel to the
axes of coordinates. We write simply Q(r) = Q(0, r) when x = 0. By Q we denote the collection of all
dyadic cubes in Rd, namely, Q := {Qj,k := 2−j([0, 1)d + k) : j ∈ Z, k ∈ Zd}. Given two (quasi-)Banach
spaces X and Y , we write X →֒ Y if X ⊂ Y and the natural embedding of X into Y is continuous.
Recall first that the classical Morrey space Mu,p(Rd), 0 < p ≤ u < ∞, is defined to be the set of all
locally p-integrable functions f ∈ Llocp (R
d) such that
‖f | Mu,p(R
d)‖ := sup
Q∈Q
|Q|
1
u−
1
p
(∫
Q
|f(y)|pdy
) 1
p
< ∞ .
In this paper we consider generalised Morrey spaces where the parameter u is replaced by a function
ϕ according to the following definition.
Definition 2.1. Let 0 < p < ∞ and ϕ : (0,∞) → [0,∞) be a function which does not satisfy ϕ ≡ 0.
Then Mϕ,p(Rd) is the set of all locally p-integrable functions f ∈ Llocp (R
d) for which
‖f | Mϕ,p(R
d)‖ := sup
Q∈Q
ϕ
(
ℓ(Q)
)( 1
|Q|
∫
Q
|f(y)|pdy
) 1
p
< ∞ . (2.1)
Remark 2.2. The above definition goes back to [17]. When ϕ(t) = t
d
u for t > 0 and 0 < p ≤ u < ∞,
then Mϕ,p(Rd) coincides with Mu,p(Rd), which in turn recovers the Lebesgue space Lp(Rd) when u = p.
In the definition of ‖· | Mϕ,p(Rd)‖ balls or all cubes with sides parallel to the axes of coordinates can be
taken. This change leads to equivalent quasi-norms. Note that for ϕ0 ≡ 1 (which would correspond to
u =∞) we obtain
Mϕ0,p(R
d) = L∞(R
d), 0 < p <∞, ϕ0 ≡ 1, (2.2)
due to Lebesgue’s differentiation theorem.
When ϕ(t) = t−σχ(0,1)(t) where −
d
p ≤ σ < 0, then Mϕ,p(R
d) coincides with the local Morrey spaces
Lσp (R
d) introduced by H. Triebel in [28], cf. also [27, Section 1.3.4]. If σ = − dp , then the space is a
uniform Lebesgue space Lp(Rd).
For Mϕ,p(Rd) it is usually required that ϕ ∈ Gp, where Gp is the set of all nondecreasing functions
ϕ : (0,∞)→ [0,∞) such that ϕ(t)t−d/p is a nonincreasing function, i.e.,
1 ≤
ϕ(r)
ϕ(t)
≤
(r
t
)d/p
, 0 < t ≤ r <∞.
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A justification for the use of the class Gp comes from the lemma below, cf. e.g. [18, Lemma 2.2]. One
can easily check that Gp2 ⊂ Gp1 if 0 < p1 ≤ p2 <∞.
Lemma 2.3 ([18, 24]). Let 0 < p < ∞ and ϕ : (0,∞) → [0,∞) be a function satisfying ϕ(t0) 6= 0 for
some t0 > 0.
(i) Then Mϕ,p(Rd) 6= {0} if and only if
sup
t>0
ϕ(t)min(t−
d
p , 1) <∞.
(ii) Assume sup
t>0
ϕ(t)min(t−
d
p , 1) <∞. Then there exists ϕ∗ ∈ Gp such that
Mϕ,p(R
d) =Mϕ∗,p(R
d)
in the sense of equivalent (quasi-)norms.
Remark 2.4. In [5, Thm. 3.3] it is shown that for 1 ≤ p2 ≤ p1 <∞, ϕi ∈ Gpi , i = 1, 2, then
Mϕ1,p1(R
d) →֒ Mϕ2,p2(R
d)
if and only if there exists some C > 0 such that for all t > 0, ϕ1(t) ≤ Cϕ2(t). The argument can be
immediately extended to 0 < p2 ≤ p1 <∞.
In case of ϕi(t) = t
d/ui , 0 < pi ≤ ui <∞, i = 1, 2, it is well-known that
Mu1,p1(R
d) →֒ Mu2,p2(R
d) if and only if p2 ≤ p1 ≤ u1 = u2,
cf. [20] and [21].
We consider the following examples.
Examples 2.5. (i) The function
ϕu,v(t) =
{
td/u if t ≤ 1,
td/v if t > 1,
(2.3)
with 0 < u, v < ∞ belongs to Gp with p = min(u, v). In particular, taking u = v, the function
ϕ(t) = t
d
u belongs to Gp whenever 0 < p ≤ u <∞.
(ii) The function ϕ(t) = max(td/v, 1) belongs to Gv. It corresponds to (2.3) with u =∞.
(iii) The function ϕ(t) = sup{sd/uχ(0,1)(s) : s ≤ t} = min(t
d/u, 1) defines an equivalent (quasi)-norm in
Lσp (R
d), σ = − du , p ≤ u. The function ϕ belongs to Gu ⊂ Gp. It corresponds to (2.3) with v =∞.
(iv) The function ϕ(t) = td/u(log(L + t))a, with L being a sufficiently large constant, belongs to Gu if
0 < u <∞ and a ≤ 0.
Other examples can be found e.g. in [24, Ex. 3.15].
Let S(Rd) be the set of all Schwartz functions on Rd, endowed with the usual topology, and denote by
S ′(Rd) its topological dual, namely, the space of all bounded linear functionals on S(Rd) endowed with
the weak ∗-topology. For all f ∈ S(Rd) or f ∈ S ′(Rd), we use Ff to denote its Fourier transform, and
F−1f for its inverse. Now let us define the generalised Besov-Morrey spaces introduced in [18].
Let η0, η ∈ S(Rd) be nonnegative compactly supported functions satisfying
η0(x) > 0 if x ∈ Q(2),
0 /∈ supp η and η(x) > 0 if x ∈ Q(2) \Q(1).
For j ∈ N, let ηj(x) := η(2−jx), x ∈ Rd.
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Definition 2.6. Let 0 < p < ∞, 0 < q ≤ ∞, s ∈ R, and ϕ ∈ Gp. The generalised Besov-Morrey space
N sϕ,p,q(R
d) is defined to be the set of all f ∈ S ′(Rd) such that
∥∥f | N sϕ,p,q(Rd)∥∥ := ( ∞∑
j=0
2jsq
∥∥F−1(ηjFf) | Mϕ,p(Rd)∥∥q)1/q <∞,
with the usual modification made in case of q =∞.
Remark 2.7. The above spaces have been introduced in [18]. There the authors have proved that those
spaces are independent of the choice of the functions η0 and η considered in the definition, as different
choices lead to equivalent quasi-norms, cf. [18, Thm 1.4].
When ϕ(t) = t
d
u for t > 0 and 0 < p ≤ u <∞, then
N sϕ,p,q(R
d) = N su,p,q(R
d)
are the usual Besov-Morrey, which are studied in [32] or in the recent survey papers by W. Sickel [25, 26].
Of course, we can recover the classical Besov spaces Bsp,q(R
d) for any 0 < p <∞, 0 < q ≤ ∞, and s ∈ R,
since
Bsp,q(R
d) = N sp,p,q(R
d).
When ϕ(t) = min(t
d
u , 1), then we recover the local Besov-Morrey spaces introduced by H. Triebel,
N sϕ,p,q(R
d) = Bsq(L
σ
p ,R
d), σ = −
d
u
, p ≤ u,
cf. [27, Section 1.3.4].
Besides the elementary embeddings
N s+εϕ,p,q1(R
d) →֒ N sϕ,p,q2(R
d), ε > 0,
and
N sϕ,p,q1(R
d) →֒ N sϕ,p,q2(R
d), q1 ≤ q2,
cf. [18, Prop. 3.3], we can also prove that
N 0ϕ,p,min{p,2}(R
d) →֒ Mϕ,p(R
d) →֒ N 0ϕ,p,∞(R
d) if 1 < p <∞,
when ϕ satisfies the additional condition
c
(r
t
)ε
≤
ϕ(r)
ϕ(t)
, 0 < t ≤ r <∞,
for some constants ε > 0 and c > 0. This is a consequence of Corollary 6.17 of [18].
The atomic decomposition
An important tool in our later considerations is the characterisation of the generalised Besov-Morrey
spaces by means of atomic decompositions. We follow [18] and start by defining the appropriate sequence
spaces and atoms.
Definition 2.8. Let 0 < p < ∞, 0 < q ≤ ∞, s ∈ R, and ϕ ∈ Gp. The generalised Besov-Morrey
sequence space nsϕ,p,q(R
d) is the set of all double-indexed sequences λ := {λj,m}j∈N0,m∈Zd ⊂ C for which
the quasi-norm
‖λ | nsϕ,p,q‖ :=
( ∞∑
j=0
2jsq
∥∥∥ ∑
m∈Zd
λj,mχQj,m
∣∣∣Mϕ,p(Rd)∥∥∥q)1/q (2.4)
is finite (with the usual modification if q =∞).
4
Remark 2.9. When ϕ(t) = t
d
u for t > 0 and 0 < p ≤ u <∞, then
nsϕ,p,q(R
d) = nsu,p,q(R
d)
are the usual Besov-Morrey sequence spaces. Moreover if u = p, then the space nsϕ,p,q(R
d) coincides with
a classical Besov sequence space bsp,q(R
d) since Mϕ,p(Rd) = Lp(Rd) in that case.
Definition 2.10. Let L ∈ N0 ∪ {−1}, K ∈ N0, and c > 1. A CK -function a : Rd → C is said to be a
(K,L, c)-atom centered at Qj,m, where j ∈ N0 and m ∈ Zd, if
2−j|α||Dαa(x)| ≤ χcQj,m(x) (2.5)
for all x ∈ Rd and for all α ∈ Nd0 with |α| ≤ K, and when∫
Rd
xβa(x)dx = 0, (2.6)
for all β ∈ Nd0 with |β| ≤ L when L ≥ 0. In the sequel we write aj,m instead of a if the atom is located
at Qj,m, i.e., supp aj,m ⊂ cQj,m.
We use the notation
σp := d
(
1
min(1, p)
− 1
)
, 0 < p ≤ ∞,
in the sequel. The following result coincides with [18, Thm. 4.4], cf. also [18, Rmk. 4.3], see also [14,
Thm. 10.15].
Theorem 2.11. Let 0 < p < ∞, 0 < q ≤ ∞, s ∈ R, and ϕ ∈ Gp. Let also c > 1, L ∈ N0 ∪ {−1} and
K ∈ N0 be such that
K ≥ ⌊1 + s⌋+ and L ≥ max(−1, ⌊σp − s⌋).
(i) Let f ∈ N sϕ,p,q(R
d). Then there exists a family {aj,m}j∈N0,m∈Zd of (K,L, c)-atoms and a sequence
λ = {λj,m}j∈N0,m∈Zd ∈ n
s
ϕ,p,q(R
d) such that
f =
∞∑
j=0
∑
m∈Zd
λj,maj,m in S
′(Rd)
and
‖λ | nsϕ,p,q(R
d)‖ . ‖f | N sϕ,p,q(R
d)‖.
(ii) Let {aj,m}j∈N0,m∈Zd be a family of (K,L, c)-atoms and λ = {λj,m}j∈N0,m∈Zd ∈ n
s
ϕ,p,q(R
d). Then
f =
∞∑
j=0
∑
m∈Zd
λj,maj,m
converges in S ′(Rd) and belongs to N sϕ,p,q(R
d). Furthermore
‖f | N sϕ,p,q(R
d)‖ . ‖λ | nsϕ,p,q(R
d)‖.
The next lemma will be useful in the sequel and shows that the sequence spaces nsϕ,p,q can be defined
through a more convenient equivalent norm, extending the result for nsu,p,q from [7, Prop. 3.1].
Lemma 2.12. Let 0 < p <∞, 0 < q ≤ ∞, s ∈ R, and ϕ ∈ Gp. Then
nsϕ,p,q(R
d) = {λ = {λj,m}j,m : ‖λ | n
s
ϕ,p,q‖
∗ <∞}
where
‖λ | nsϕ,p,q‖
∗ :=
(
∞∑
j=0
2jsq sup
ν:ν≤j
k∈Zd
ϕ(2−ν)q 2(ν−j)
d
p q
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p
) q
p
)1/q
with the usual modification if q =∞.
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Proof. For each j ∈ N0 we calculate the quasi-norm∥∥∥ ∑
m∈Zd
λj,mχQj,m
∣∣∣Mϕ,p(Rd)∥∥∥.
Let Q = Qν,k, ν ∈ Z, k ∈ Zd, be a dyadic cube. If j ≥ ν, then
ϕ
(
ℓ(Q)
)( 1
|Q|
∫
Q
∣∣∣ ∑
m∈Zd
λj,mχQj,m(x)
∣∣∣p dx)1/p = ϕ(2−ν)2(ν−j) dp( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p
)1/p
. (2.7)
If j < ν, there exists only one m0 ∈ Zd such that Q = Qν,k ⊂ Qj,m0 , and, moreover, since ϕ is
nondecreasing, we obtain
ϕ
(
ℓ(Q)
)( 1
|Q|
∫
Q
∣∣∣ ∑
m∈Zd
λj,mχQj,m(x)
∣∣∣pdx)1/p = ϕ(2−ν)( 1
|Q|
∫
Q
|λj,m0 |
pdx
)1/p
≤ ϕ(2−j)|λj,m0 |. (2.8)
From (2.7) and (2.8) we immediately have∥∥∥ ∑
m∈Zd
λj,mχQj,m
∣∣∣Mϕ,p(Rd)∥∥∥ ≤ sup
ν:ν≤j
k∈Zd
ϕ(2−ν)2(ν−j)
d
p
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p
)1/p
.
The reverse inequality is clear, from the definition of ‖· | Mϕ,p(Rd)‖ and (2.7). Therefore∥∥∥ ∑
m∈Zd
λj,mχQj,m
∣∣∣Mϕ,p(Rd)∥∥∥ = sup
ν:ν≤j
k∈Zd
ϕ(2−ν)2(ν−j)
d
p
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p
)1/p
. (2.9)
The result follows from (2.9) taking into account (2.4).
3 The wavelet characterisation
We assume that the reader is familiar with the basic notation and assertions of the wavelet theory.
There is a variety of excellent books that present general background material on wavelets, we can refer,
in particular, to [2], [9] and [30]. We will follow the approach presented in [6] and consider here the
compactly supported Daubechies wavelets.
Let L ∈ N and let ψF , ψM ∈ CL(R) are real-valued compactly supported (L2-normalised) functions
with ∫
R
ψ2F (t)dt = 1,
∫
R
ψM (t)t
ℓdt = 0, ℓ < L. (3.1)
The function ψF is called scaling function (or father wavelet) and ψM is called an associated function
(mother wavelet).
Let G = (G1, ..., Gd) ∈ G∗ = {F,M}
d∗
, where ∗ indicates that at least one of the components of G
must be an M . Then we set
ψGj,m = 2
jd/2
d∏
r=1
ψGr (2jxr −mr), ψm(x) =
d∏
r=1
ψF (xr −mr), (3.2)
where j ∈ N0, m ∈ Zd, G ∈ G∗. The family {ψm, ψGj,m : j ∈ N0, m ∈ Z
d, G ∈ G∗} is called a
(Daubechies) wavelet system.
We will need the following modified version n˜sϕ,p,q(R
d) of nsϕ,p,q(R
d) spaces. The space n˜sϕ,p,q(R
d)
collects all sequences
λ =
{
λm ∈ C, λ
G
j,m ∈ C : m ∈ Z
d, j ∈ N0, G ∈ G
∗
}
quasi-normed by
‖λ | n˜sϕ,p,q(R
d)‖ :=
∥∥∥ ∑
m∈Zd
λmχQm
∣∣∣Mϕ,p(Rd)∥∥∥+ ∑
G∈G∗
∥∥∥{λGj,m}|nsϕ,p,q(Rd)∥∥∥. (3.3)
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Theorem 3.1. Let 0 < p <∞, 0 < q ≤ ∞, s ∈ R, and ϕ ∈ Gp. For the wavelets defined in (3.2) we take
L > max{⌊1 + s⌋+,
d
p
− s}. (3.4)
Let f ∈ S ′(Rd). Then f ∈ N sϕ,p,q(R
d) if and only if it can be represented as
f =
∑
m∈Zd
λmψm +
∑
G∈G∗
∑
j∈N0
∑
m∈Zd
λGjm2
−jd/2ψGj,m, λ ∈ n˜
s
ϕ,p,q(R
d),
unconditional convergence being in S ′(Rd). The representation is unique with
λGj,m = λ
G
j,m(f) = 2
jd/2
(
f, ψGj,m
)
and λm = λm(f) = (f, ψm) ,
and
I : f 7→ {λm(f), 2
jd/2(f, ψGj,m)}
is a linear isomorphism of N sϕ,p,q(R
d) onto n˜sϕ,p,q(R
d).
Proof. Step 1. We prove that the theorem follows from Theorem 5.1 in [6]. The space N sϕ,p,q(R
d) is an
(isotropic, inhomogeneous) quasi-Banach function space which satisfies
S(Rd) →֒ N sϕ,p,q(R
d) →֒ S ′(Rd)
and which can be characterised in terms of an L-atomic decomposition with L = K, cf. Theorem 2.11.
Please note that the inequality L > dp −s implies L > σp−s. So it is sufficient to prove that the sequence
space n˜sϕ,p,q(R
d) is a κ-sequence space for some κ, 0 < κ < L, cf. Definition 4.1 in [6]. One can easily
check that it is sufficient to prove that the space nsϕ,p,q(R
d) is a κ-space, so to simplify the notation we
restrict our attention to the space nsϕ,p,q = n
s
ϕ,p,q(R
d).
Let b > 1 and C1 > 0. For j, J ∈ N0 and m,M ∈ Zd we put
IjJ (m) =
{
M ∈ Zd : bQJ,M ∩ C1Qj,m 6= ∅
}
and IˆjJ (M) =
{
m ∈ Zd : bQJ,M ∩ C1Qj,m 6= ∅
}
.
Note that the cardinalities of #IjJ (m) and #Iˆ
j
J (M) satisfy
#IjJ (m) ∼
{
1, J ≤ j,
2d(J−j), J > j,
and #IˆjJ (M) ∼
{
1, j ≤ J,
2d(j−J), j > J.
(3.5)
We prove that there exists κ, 0 < κ < L, such that
(i) for any b > 1, C1 > 0, and all µ ∈ nsϕ,p,q, any sequence λ = {λj,m} with
|λj,m| ≤ C1
∑
J∈N0
2−κ|J−j|
∑
M∈IjJ (m)
2−d(J−j)+ |µJ,M |, j ∈ N0, m ∈ Z
d, (3.6)
belongs to nsϕ,p,q and satisfies
‖λ|nsϕ,p,q‖ ≤ C‖µ|n
s
ϕ,p,q‖; (3.7)
(ii) for any cube Q there is a constant cQ > 0 such that for all µ ∈ n
s
ϕ,p,q
|µJ,M | ≤ CQ2
Jκ‖µ|nsϕ,p,q‖ for all J ∈ N0, M ∈ Z
d with QJ,M ⊂ Q. (3.8)
Please note that there is a constant η = η(b, C1) ∈ N such that if Qj,m ⊂ Qν,k and bQj,m ∩C1QJ,M 6= ∅,
then QJ,M ⊂ Qν−η,ℓ for some dyadic cube Qν−η,ℓ, ℓ = ℓ(k), such that Qν,k ⊂ Qν−η,ℓ.
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Step 2. We prove the property (i) for 0 < p ≤ 1. We decompose the sum in (3.6) into two parts for
J ≤ j and for J > j. Let ν ∈ Z and k ∈ Zd be fixed, with ν ≤ j. Then∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p (3.9)
≤ C1
j∑
J=0
2−κ(j−J)p
∑
m∈Zd:
Qj,m⊂Qν,k
∑
M∈IjJ (m)
|µJ,M |
p + C1
∞∑
J=j+1
2−(κ+d)(J−j)p
∑
m∈Zd:
Qj,m⊂Qν,k
∑
M∈IjJ (m)
|µJ,M |
p
≤ C1
j∑
J=0
2−κ(j−J)p
∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
#IˆjJ (M) |µJ,M |
p + C1
∞∑
J=j+1
2−(κ+d)(J−j)p
∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
#IˆjJ (M) |µJ,M |
p
≤C1
j∑
J=0
2−(κ−
d
p )(j−J)p
∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p + C1
∞∑
J=j+1
2−(κ+d)(J−j)p
∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p,
where the last inequality follows from (3.5) and the last but one follows from the definition of the set
IˆjJ (M).
If qp ≤ 1, then( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p
) q
p
≤ (3.10)
≤ C1
j∑
J=0
2−(κ−
d
p )(j−J)q
( ∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p
) q
p
+ ≤ C1
∞∑
J=j+1
2−(κ+d)(J−j)q
( ∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p
) q
p
.
If qp > 1, then for any ε > 0 we get, using the Ho¨lder inequality,( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p
) q
p
≤ (3.11)
≤ C1
j∑
J=0
2−(κ−ε−
d
p )(j−J)q
( ∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p
) q
p
+ C1
∞∑
J=j+1
2−(κ−ε+d)(J−j)q
( ∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p
) q
p
.
So in both cases we have
sup
ν:ν≤j
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p
) q
p
(3.12)
≤ 2ηd
q
pC1
j∑
J=0
2−(κ−ε−
d
p )(j−J)q sup
ν:ν≤j
ℓ∈Zd
ϕ(2−ν+η)q 2(ν−η)d
q
p
( ∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p
) q
p
+
2ηd
q
pC1
∞∑
J=j+1
2−(κ−ε+d)(J−j)q sup
ν:ν≤j
ℓ∈Zd
ϕ(2−ν+η)q 2(ν−η)d
q
p
( ∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p
) q
p
≤ 2ηd
q
pC1
j∑
J=0
2−(κ−ε−
d
p )(j−J)q sup
ν:ν≤J
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
M∈Zd:
QJ,M⊂Qν,k
|µJ,M |
p
) q
p
+
2ηd
q
pC1
∞∑
J=j+1
2−(κ−ε+d)(J−j)q sup
ν:ν≤J
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
M∈Zd:
QJ,M⊂Qν,k
|µJ,M |
p
) q
p
.
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The first inequality follows from (3.10) and (3.11) and the fact that any k appoints one ℓ = ℓ(k), so the
supremum over k can be dominated by the supremum over ℓ. The second inequality follows by rescaling.
In consequence,
‖λ|nsϕ,p,q‖
q ≤ c
∞∑
j=0
2j(s−
d
p )q
j∑
J=0
2−(κ−ε−
d
p )(j−J)q sup
ν:ν≤J
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
M∈Zd:
QJ,M⊂Qν,k
|µJ,M |
p
) q
p
(3.13)
+ c
∞∑
j=0
2j(s−
d
p )q
∞∑
J=j+1
2−(κ−ε+d)(J−j)q sup
ν:ν≤J
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
M∈Zd:
QJ,M⊂Qν,k
|µJ,M |
p
) q
p
≤ c
∞∑
j=0
j∑
J=0
2J(s−
d
p )q2−(κ−ε−s)(j−J)q sup
ν:ν≤J
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
M∈Zd:
QJ,M⊂Qν,k
|µJ,M |
p
) q
p
+ c
∞∑
j=0
∞∑
J=j+1
2J(s−
d
p )q2−(κ−ε−σp+s)(J−j)q sup
ν:ν≤J
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
M∈Zd:
QJ,M⊂Qν,k
|µJ,M |
p
) q
p
≤ c
∞∑
J=0
2J(s−
d
p )q sup
ν:ν≤J
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
M∈Zd:
QJ,M⊂Qν,k
|µJ,M |
p
) q
p
∞∑
j=J
2−(κ−ε−s)(j−J)q
+ c
∞∑
J=1
2J(s−
d
p )q sup
ν:ν≤J
k∈Zd
ϕ(2−ν)q 2νd
q
p
( ∑
M∈Zd:
QJ,M⊂Qν,k
|µJ,M |
p
) q
p
J−1∑
j=0
2−(κ−ε−σp+s)(J−j)q
≤ c‖µ|nsϕ,p,q‖
q
if we choose ε > 0 such that κ − ε − σp + s > 0 and κ − ε − s > 0. This is always possible if
κ > max{σp − s, s}, that is, we need L > max{σp − s, s} here which is implied by (3.4). This finishes
the proof of (i) for 0 < p ≤ 1.
Step 3. Now we prove the property (i) for p > 1. Applying the Ho¨lder inequality twice yields for some
ε > 0,
j∑
J=0
2−κ(j−J)
∑
M∈IjJ (m)
|µJ,M | ≤ c2
( j∑
J=0
2−(κ−ε)(j−J)p
∑
M∈IjJ (m)
|µJ,M |
p
) 1
p
(3.14)
and
∞∑
J=j+1
2−(κ+d)(J−j)
∑
M∈IjJ (m)
|µJ,M | ≤ c2
( ∞∑
J=j+1
2−(κ−ε+
d
p )(J−j)p
∑
M∈IjJ (m)
|µJ,M |
p
) 1
p
, (3.15)
in view of (3.5), see also [6]. Now using (3.14) and (3.15) and a similar method as in (3.9) we can prove
that
∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p ≤ C1
j∑
J=0
2−(κ−ε−
d
p )(j−J)p
∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p+ (3.16)
C1
∞∑
J=j+1
2−(κ−ε+
d
p )(J−j)p
∑
M∈Zd:
QJ,M⊂Qν−η,ℓ
|µJ,M |
p.
The rest of the proof goes similarly as in the case p ≤ 1. Now we should choose ε > 0 such that
κ − 2ε− σp + s = κ − 2ε+ s > 0 and κ − 2ε− s > 0. In other words, we need κ to satisfy L > κ > |s|,
but this is again possible in view of (3.4).
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Step 4. The proof of the property (ii) is straightforward. Let Q be some cube, J ∈ N0 and M ∈ Zd
such that QJ,M ⊂ Q. Then we have
|µJ,M | ≤ sup
k∈Zd
( ∑
M∈Zd:
QJ,M⊂Q0,k
|µJ,M |
p
)1/p
∼ 2J
d
p sup
k∈Zd
ϕ(2−0)2(0−J)
d
p
( ∑
M∈Zd:
QJ,M⊂Q0,k
|µJ,M |
p
) 1
p
≤ 2J(
d
p−s)2Js sup
ν:ν≤J
k∈Zd
ϕ(2−ν) 2(ν−J)
d
p
( ∑
N∈Zd:
QJ,N⊂Qν,k
|µJ,N |
p
) 1
p
≤ c2J(
d
p−s) ‖µ|nsϕ,p,∞‖ ≤ c2
Jκ ‖µ|nsϕ,p,q‖.
So the estimate holds with the same constant for any cube Q and κ > (dp − s)+. In view of (3.4) it is
always possible to find κ such that L > κ > (dp − s)+. This concludes the proof.
Remark 3.2. As in the paper [6] we do not claim the condition in (3.4) to be sharp, the assumption
on L is just taken for convenience, following the argument in [6]. Moreover, for our purposes, that is, to
transfer our sequence space results from Section 4 to the function space counterparts in Section 5, it is
absolutely sufficient to find some number L satisfying (3.4). But we did not care for minimal assumptions.
The result for the ‘classical’ case ϕ(t) = td/u, t > 0, 0 < p ≤ u <∞, can be found in [22, Thm. 4.5, Cor.
4.17] and [23].
4 Embeddings of generalised Besov-Morrey sequence spaces
First we deal with the embeddings of generalised Besov-Morrey sequence spaces nsϕ,p,q, for the definitions
we refer to Section 2. These sequence spaces appear naturally when applying the wavelet decomposition
result Theorem 3.1 for generalised Besov-Morrey (function) spaces.
Theorem 4.1. Let si ∈ R, 0 < pi <∞, 0 < qi ≤ ∞, and ϕi ∈ Gpi , for i = 1, 2. We assume without loss
of generality that ϕ1(1) = ϕ2(1) = 1. Let ̺ = min(1,
p1
p2
) and αj = supν≤j
ϕ2(2
−ν)
ϕ1(2−ν)̺
, j ∈ N0.
There is a continuous embedding
ns1ϕ1,p1,q1 →֒ n
s2
ϕ2,p2,q2 (4.1)
if and only if
sup
ν≤0
ϕ2(2
−ν)
ϕ1(2−ν)̺
<∞, (4.2)
and {
2j(s2−s1)αj
ϕ1(2
−j)̺
ϕ1(2−j)
}
j
∈ ℓq∗ where
1
q∗
=
(
1
q2
−
1
q1
)
+
. (4.3)
The embedding (4.1) is never compact.
Proof. Step 1. First we consider the sufficiency of the conditions (4.2)-(4.3). Please note that it follows
from (4.2) that the supremum defining αj is finite, so the sequence (αj)j is well defined.
We start by proving some inequalities for any fixed j ∈ N0. If p2 ≤ p1, i.e., ̺ = 1, then we have the
following inequality
sup
ν:ν≤j
k∈Zd
ϕ2(2
−ν)2(ν−j)
d
p2
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p2
) 1
p2
(4.4)
≤ αj sup
ν:ν≤j
k∈Zd
ϕ1(2
−ν)2
(ν−j) dp1
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p1
) 1
p1
.
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Indeed, for any ν ≤ j we have
ϕ2(2
−ν)2(ν−j)
d
p2
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p2
) 1
p2
≤ ϕ2(2
−ν)2
(ν−j) dp2 2
(j−ν)d
(
1
p2
− 1p1
)( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p1
) 1
p1
≤ αjϕ1(2
−ν)2(ν−j)
d
p1
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p1
) 1
p1
,
where the first inequality follows by Ho¨lder’s inequality. Taking the supremum over ν ≤ j and k ∈ Zd we
get (4.4).
If p1 < p2, i.e., ̺ < 1, then
sup
ν:ν≤j
k∈Zd
ϕ2(2
−ν)2(ν−j)
d
p2
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p2
) 1
p2
(4.5)
≤ αj
ϕ1(2
−j)̺
ϕ1(2−j)
sup
ν:ν≤j
k∈Zd
ϕ1(2
−ν)2(ν−j)
d
p1
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p1
) 1
p1
.
It is sufficient to prove (4.5) for sequences (λj,m)m satisfying the following assumption
sup
ν:ν≤j
k∈Zd
ϕ1(2
−ν)2(ν−j)
d
p1
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p1
) 1
p1
= 1. (4.6)
In this case ϕ1(2
−j)|λj,m| ≤ 1 for any m. So
ϕ1(2
−j)p2
∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p2 ≤ ϕ1(2
−j)p1
∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p1 ≤ 2(j−ν)d
(
ϕ1(2
−j)
ϕ1(2−ν)
)p1
, ν ≤ j,
and
ϕ2(2
−ν)2
(ν−j) dp2
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p2
) 1
p2
≤
ϕ2(2
−ν)
ϕ1(2−ν)̺
ϕ1(2
−j)̺−1 ≤ αjϕ1(2
−j)̺−1, ν ≤ j.
Taking the supremum we get (4.5).
Step 2. Now we prove sufficiency. The inequality (4.5) coincides with (4.4) if we take ̺ = 1, so we
can work with (4.5) and ̺ ≤ 1.
From (4.5), for j ∈ N0 we have
2s2j sup
ν:ν≤j
k∈Zd
ϕ2(2
−ν)2(ν−j)
d
p2
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p2
) 1
p2
≤ 2j(s2−s1)αj
ϕ1(2
−j)̺
ϕ1(2−j)
2s1j sup
ν:ν≤j
k∈Zd
ϕ1(2
−ν)2(ν−j)
d
p1
( ∑
m∈Zd:
Qj,m⊂Qν,k
|λj,m|
p1
) 1
p1
. (4.7)
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If q1 =∞, thus q∗ = q2, by (4.7) and (4.3) we clearly get
‖λ | ns2ϕ2,p2,q2‖ ≤
∥∥∥{2j(s2−s1)αj ϕ1(2−j)̺
ϕ1(2−j)
}
j
| ℓq2
∥∥∥ ‖λ | ns1ϕ1,p1,∞‖.
If q1 <∞ and q2 ≥ q1, then q∗ =∞, and (4.7) together with (4.3) yield
‖λ | ns2ϕ2,p2,q2‖ ≤ ‖λ | n
s2
ϕ2,p2,q1‖ ≤
∥∥∥{2j(s2−s1)αj ϕ1(2−j)̺
ϕ1(2−j)
}
j
| ℓ∞
∥∥∥ ‖λ | ns1ϕ1,p1,q1‖ .
Finally, in case of q2 < q1 <∞, by (4.7) and Ho¨lder’s inequality we obtain
‖λ | ns2ϕ2,p2,q2‖ ≤
∥∥∥{2j(s2−s1)ϕ2(2−j)
ϕ1(2−j)
}
j
| ℓ q1q2
q1−q2
∥∥∥ ‖λ | ns1ϕ1,p1,q1‖
≤
∥∥∥{2j(s2−s1)αj ϕ1(2−j)̺
ϕ1(2−j)
}
j
| ℓq∗
∥∥∥ ‖λ | ns1ϕ1,p1,q1‖ (4.8)
thanks to q∗ = q1q2q1−q2 , see (4.3).
Step 3. It remains to prove the necessity of the conditions. First we prove that the embedding (4.1)
implies (4.2).
Substep 3.1 We fix j0 ≥ 0, ν0 ≤ j0 and consider the sequence λ(j0,ν0) defined as follows
λ
(j0,ν0)
j,m =
{
ϕ1(2
−ν0)−1 if j = j0 and Qj,m ⊂ Qν0,0,
0 otherwise.
(4.9)
Then
ϕ1(2
−ν)2(ν−j)
d
p1
( ∑
m∈Zd:
Qj,m⊂Qν0,k
|λ
(j0,ν0)
j,m |
p1
) 1
p1
≤ (4.10)
ϕ1(2
−ν)
ϕ1(2−ν0)

1 if j = j0 and Qν,k ⊂ Qν0,0,
2(ν−ν0)
d
p1 if j = j0 and Qν0,0 ⊂ Qν,k,
0 otherwise.
The function ϕ1 belongs to the class Gp1 therefore ϕ1(2
−ν)ϕ1(2
−ν0)−12(ν−ν0)
d
p1 ≤ 1 if Qν0,0 ⊂ Qν,k and
ϕ1(2
−ν)ϕ1(2
−ν0)−1 ≤ 1 if Qν,k ⊂ Qν0,0. In consequence
‖λ(j0,ν0)|ns1ϕ1,p1,q1‖ = 2
j0s1 sup
ν:ν≤j0
k∈Zd
ϕ1(2
−ν) 2
(ν−j0)
d
p1
( ∑
m∈Zd:
Qj0,m⊂Qν,k
|λ
(j0,ν0)
j0,m
|p1
) 1
p1
= 2j0s1 . (4.11)
In a similar way we prove that
‖λ(j0,ν0)|ns2ϕ2,p2,q2‖ = 2
j0s2 sup
ν:ν≤j0
k∈Zd
ϕ2(2
−ν) 2(ν−j0)
d
p2
( ∑
m∈Zd:
Qj0 ,m⊂Qν,k
|λ
(j0,ν0)
j0,m
|p2
) 1
p2
= 2j0s2
ϕ2(2
−ν0)
ϕ1(2−ν0)
. (4.12)
So if the embedding (4.1) holds, then
ϕ2(2
−ν0)
ϕ1(2−ν0)
≤ C2j0(s1−s2). (4.13)
Moreover the constant C is independent of j0 and ν0. So if p1 ≥ p2, i.e., ̺ = 1, we can fix j0 = 0. This
proves (4.2).
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Substep 3.2. Let p1 < p2, i.e., ̺ =
p1
p2
. Once more we fix j0 ∈ N0 and ν0 ∈ Z with ν0 ≤ j0. Let N ∈ N
be such that 1 ≤ N ≤ 2(j0−ν0)d. We define a sequence λ(N) = (λ
(N)
j,m ) such that
(1) λ
(N)
j,m = 1 or λ
(N)
j,m = 0 for any (j,m), (4.14)
(2) λ
(N)
j,m = 0 if j 6= j0 or Qj0,m * Qν0,0, (4.15)
(3) λ
(N)
j0,m
= 1 exactly N times, (4.16)
(4) if Qν,k ⊂ Qν0,0, ν0 < ν < j0, then Qν,k contains at most 2
d(ν0−ν)N + 2
cubes Qj0,m such that λ
(N)
j0,m
= 1. (4.17)
If N = 2(j0−ν0)d, then we can simply take λ
(N)
j0,m
= 1 for any cube Qj0,m ⊂ Qν0,0. So let us assume
N < 2(j0−ν0)d. We put ⌈x⌉ = min{k ∈ Z : k ≥ x}, x ∈ R.
Let M1 = ⌈2
−dN⌉. If M1 = 1, i.e., N ≤ 2
d, we put λ
(N)
j0,m
= 1 for at most one cube Qj0,m in any cube
Qν0+1,k ⊂ Qν0,0 in such a way that we do not exceed the total number N and we finish the construction.
Let M1 > 1 and let Qν0,0 =
⋃2d
i=1Qν0+1,ki . Now we represent N as the following sum
N = N
(1)
k1
+ . . .+N
(1)
k
2d
(4.18)
where
N
(1)
ki
=

M1 if iM1 ≤ N
N − (i − 1)M1 if (i− 1)M1 < N < iM1,
0 if N = N
(1)
k1
+ . . .+N
(1)
ki−1
.
(4.19)
We group the elements λ
(N)
j0,m
of the sequence in such a way that exactly N
(1)
ki
elements related to the
cube Qν0+1,ki are equal to 1.
Next we repeat the procedure for any cube Qν0+1,ki . We define M
(2)
ki
= ⌈2−dN
(1)
ki
⌉. If M
(2)
ki
= 1, i.e.,
M
(2)
ki
≤ 2d, we put λ
(N)
j0,m
= 1 for at most one cube Qj0,m in any cube Qν0+2,k ⊂ Qν0+1,ki in such a way
that we do not exceed the total number N
(1)
ki
and we finish the construction on the cube Qν0+1,ki .
If M
(2)
ki
> 1 and Qν0+1,ki =
⋃2d
j=1Qν0+2,kj , then we represent N
(1)
ki
as a sum
N
(1)
ki
= N
(2)
ki,k1
+ . . .+N
(2)
ki,kj
+ . . .+N
(2)
ki,k2d
(4.20)
where the numbers N
(2)
ki,kj
are defined in a similar way to (4.19) with N
(1)
ki
instead of N and M
(2)
ki
instead
of M1.
In the next steps we defineM
(3)
ki,kj
= ⌈2−dN
(2)
ki,kj
⌉ and so on. The procedure stops after at most 2(j0−ν0)
steps. One can easily see that for any ν, ν0 < ν = ν0 + η < j0 we have
N
(η)
ki,kj ,...,kℓ
≤ 2−d(ν−ν0)N +
η−1∑
i=0
2−di ≤ 2−d(ν−ν0)N +
1
1− 2−d
. (4.21)
Now we take j0 = 0 and N = ⌈2(j0−ν0)dϕ1(2−ν0)−p1⌉ ≤ 2(j0−ν0)d. If Qν,k ⊂ Qν0,0, then
ϕ1(2
−ν)2(ν−j0)
d
p1
( ∑
m∈Zd:
Qj0,m⊂Qν,k
|λ
(N)
j,m |
p1
) 1
p1
≤ 2
1
p1 ϕ1(2
−ν)2(ν−j0)
d
p1 max(2−d(ν−ν0)N, 2)
1
p1 (4.22)
≤ 2
1
p1 max
(
ϕ1(2
−ν)
ϕ1(2−ν0)
, 2
1
p1 ϕ1(2
−ν)2(ν−j0)
d
p1
)
≤ C
since ν0 < ν ≤ 0, ϕ1 ∈ Gp1 and ϕ1(1) = 1. The constant C is independent of ν0. In consequence
‖λ(N)|ns1ϕ1,p1,q1‖ ≤ C. So if the embedding (4.1) holds, then
ϕ2(2
−ν0)
ϕ1(2−ν0)̺
≤ ϕ2(2
−ν0)2ν0
d
p2
(
ϕ1(2
−ν0)−p12−ν0d
) 1
p2 ≤ ϕ2(2
−ν0)2ν0
d
p2 N
1
p2 ≤ ‖λ(N)|ns2ϕ2,p2,q2‖ ≤ C,
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proving (4.2) when p1 < p2.
Step 4. We prove that the assumptions (4.3) is necessary. If there exists ν0 ≤ 0 such that α0 =
ϕ2(2
−ν0)
ϕ1(2−ν0)̺
, then also for j ∈ N we can find νj ≤ 0 such that αj =
ϕ2(2
−νj)
ϕ1(2
−νj )̺
. If the supremum defining α0
is not attained, then there exist ν0 ≤ 0, and in consequence νj ≤ j, such that
ϕ2(2
−νj)
ϕ1(2−νj )̺
≤ αj < 2
ϕ2(2
−νj)
ϕ1(2−νj )̺
, j ∈ N0. (4.23)
We used the modified version of the sequences constructed in Substep 3.2.
Substep 4.1 First we assume that p1 ≥ p2, i.e., ̺ = 1. Let q1 ≤ q2, i.e., q∗ = ∞, and i ∈ N0. We
consider the sequence λ(i) = (λ
(i)
j,m) defined by
λ
(i)
j,m =
{
2−is1αiϕ2(2
−νi)−1 if j = i and Qi,m ⊂ Qνi,0,
0 otherwise.
(4.24)
We prove that there is a positive C > 0 such that ‖λ(i)|ns1ϕ1,p1,q1‖ ≤ C for any i.
Let νi ≤ ν ≤ i. Then
ϕ1(2
−ν)2(ν−i)
d
p1
( ∑
m∈Zd:
Qi,m⊂Qν,k
|λ
(i)
i,m|
p1
) 1
p1
≤ C2−is1
ϕ1(2
−ν)
ϕ1(2−νi)
2(ν−i)
d
p1 2(i−ν)
d
p1 ≤ C2−is1 . (4.25)
If ν < νi, then
ϕ1(2
−ν)2(ν−i)
d
p1
( ∑
m∈Zd:
Qi,m⊂Qν,k
|λ
(i)
i,m|
p1
) 1
p1
≤ ϕ1(2
−νi)
ϕ1(2
−ν)
ϕ1(2−νi)
2(ν−i)
d
p1
( ∑
m∈Zd:
Qi,m⊂Qνi,0
|λ
(i)
i,m|
p1
) 1
p1
≤ ϕ1(2
−νi)2(νi−i)
d
p1
( ∑
m∈Zd:
Qi,m⊂Qνi,0
|λ
(i)
i,m|
p1
) 1
p1
≤ C2−is1 (4.26)
where the last but one inequality follows from the inclusion ϕ1 ∈ Gp1 . The inequalities (4.25) and (4.26)
give us ‖λ(i)|ns1ϕ1,p1,q1‖ ≤ C. So if the embedding (4.1) holds, then
2i(s2−s1)αi = 2
is2ϕ2(2
−νi)2
(νi−i)
d
p2
( ∑
m∈Zd:
Qi,m⊂Qνi,0
|λ
(i)
i,m|
p2
) 1
p2
≤ C‖λ(i)|ns1ϕ1,p1,q1‖ ≤ C. (4.27)
Thus ‖{2i(s2−s1)αi}i|ℓ∞‖ ≤ C which is (4.3) in this case.
Now let q2 < q1, i.e., q
∗ < ∞. Let µ = (µj)j ∈ ℓq1 and ‖µ|ℓq1‖ = 1. We consider the sequence
λ = (λj,m) defined by the formula
λj,m =
{
2−js1αjϕ2(2
−νj )−1µj if Qj,m ⊂ Qνj ,0,
0 otherwise.
In the same way as above we show that ‖λ|ns1ϕ1,p1,q1‖ ≤ C‖µ|ℓq1‖. So if the embedding (4.1) holds, then
∞∑
j=0
2j(s2−s1)q2αq2j |µj |
q2 =
∞∑
j=0
2js2q2ϕ2(2
−νj )q22q2(νj−j)
d
p2
( ∑
m∈Zd:
Qj,m⊂Qνj,0
|λj,m|
p2
) q2
p2
≤ ‖λ|ns2ϕ2,p2,q2‖
q2 ≤ C‖λ|ns1ϕ1,p1,q1‖
q2 ≤ C.
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Any element of the sequence
(
2j(s2−s1)αj
)
j
is positive therefore
‖2j(s2−s1)αj |ℓq∗‖
q2 = ‖(2j(s2−s1)αj)
q2 |ℓq∗/q2‖
= sup
‖κ|ℓ(q∗/q2)′‖=1;κj≥0
∞∑
j=0
2j(s2−s1)q2αq2j κj
≤ sup
‖µ|ℓq1‖=1
∞∑
j=0
2j(s2−s1)q2αq2j |µj |
q2 ≤ C,
since ( q
∗
q2
)′ = q1q2 .
Substep 4.2 We deal now with the case p1 < p2, i.e., ̺ =
p1
p2
. Let q1 ≤ q2, i.e., q∗ = ∞, and i ∈ N.
Consider the construction explained in Substep 3.2, with j0 and ν0 replaced by i and νi, respectively,
where νi satisfies (4.23). Moreover, let Ni = ⌈2(i−νi)dϕ1(2−νi)−p1ϕ1(2−i)p1⌉ and let λ(Ni) be the sequence
described in the above mentioned Substep 3.2. Define the sequence β(i) by
β
(i)
j,m =
{
2−is1αiϕ2(2
−νi)−1ϕ1(2
−νi)ρϕ1(2
−i)−1λ
(Ni)
j,m if j = i and Qi,m ⊂ Qνi,0,
0 otherwise.
(4.28)
We prove that there is a positive C > 0 such that ‖β(i)|ns1ϕ1,p1,q1‖ ≤ C for any i.
By using (4.23) and the fact that ϕ1 ∈ Gp1 , we have, in case of νi ≤ ν ≤ i, that
ϕ1(2
−ν)2(ν−i)
d
p1
( ∑
m∈Zd:
Qi,m⊂Qν,k
|β
(i)
i,m|
p1
) 1
p1
≤ 2
ϕ1(2
−ν)
ϕ1(2−i)
2−is12(ν−i)
d
p1
(
2−d(ν−νi)Ni +
1
1− 2−d
) 1
p1
≤ C2−is1 ,
and, in case of ν < νi,
ϕ1(2
−ν)2
(ν−i) dp1
( ∑
m∈Zd:
Qi,m⊂Qν,k
|β
(i)
i,m|
p1
) 1
p1
≤ 2
ϕ1(2
−ν)
ϕ1(2−i)
2−is12
(ν−i) dp1 N
1
p1
i ≤ C2
−is1 .
The above inequalities show that ‖β(i)|ns1ϕ1,p1,q1‖ ≤ C. So, if the embedding (4.1) holds, then
C ≥ ‖β(i)|ns2ϕ2,p2,q2‖ ≥ 2
s2iϕ2(2
−νi)2(νi−i)
d
p2
( ∑
m∈Zd:
Qi,m⊂Qνi,0
|β
(i)
i,m|
p2
) 1
p2
≥
≥ 2(s2−s1)i2(νi−i)
d
p2 αiN
1
p2
i ≥ 2
(s2−s1)iαi
ϕ1(2
−i)̺
ϕ1(2−i)
.
Thus
∥∥{2(s2−s1)iαi ϕ1(2−i)̺ϕ1(2−i) }i|ℓ∞∥∥ ≤ C.
Now let q2 < q1, i.e., q
∗ <∞. Let µ = (µj)j ∈ ℓq1 and consider the sequence β = (βj,m) defined by
βj,m =
{
2−js1αjϕ2(2
−νj )−1ϕ1(2
−νj )ρϕ1(2
−j)−1λ
(Nj)
j,m µj if Qj,m ⊂ Qνj ,0
0 otherwise.
In the same way as above we show that ‖β|ns1ϕ1,p1,q1‖ ≤ C‖µ|ℓq1‖. So if the embedding (4.1) holds, then
∞∑
j=0
2j(s2−s1)q2αq2j
ϕ1(2
−j)̺q2
ϕ1(2−j)q2
|µj |
q2 =
∞∑
j=0
2js2q2ϕ2(2
−νj )q22q2(νj−j)
d
p2
( ∑
m∈Zd:
Qj,m⊂Qνj,0
|βj,m|
p2
) q2
p2
≤ ‖β|ns2ϕ2,p2,q2‖
q2 ≤ C.
Thus {
2j(s2−s1)q2αq2j
ϕ1(2
−j)̺q2
ϕ1(2−j)q2
µj
q2
}
j
∈ ℓ1 for all (µj)j ∈ ℓq1
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which is equivalent to {
2j(s2−s1)q2αq2j
ϕ1(2
−j)̺q2
ϕ1(2−j)q2
ηj
}
j
∈ ℓ1 for all (ηj)j ∈ ℓr1
with r1 =
q1
q2
. But this implies that{
2j(s2−s1)q2αq2j
ϕ1(2
−j)̺q2
ϕ1(2−j)q2
}
j
∈ ℓr′1
which means that {
2j(s2−s1)αj
ϕ1(2
−j)̺
ϕ1(2−j)
}
j
∈ ℓq∗ .
Step 5. It remains to prove the non-compactness of (4.1). This follows by the same method as in [7,
Thm. 3.2], i.e., we can take a sequence λ(µ) = {λ
(µ)
j,m}j,m, µ ∈ N,
λ
(µ)
j,m =
{
1, if j = 0 and m = (µ, 0, 0, . . . , 0),
0, otherwise.
Then ‖λ(µ)|ns1ϕ1,p1,q1‖ = 1 and ‖λ
(µ1) − λ(µ2)|ns2ϕ2,p2,q2‖ ≥ 1 if µ1 6= µ2.
Remark 4.2. Following the above proof one observes, that ns1ϕ1,p1,q1 →֒ n
s2
ϕ2,p2,q2 if and only if n˜
s1
ϕ1,p1,q1 →֒
n˜s2ϕ2,p2,q2 , where the latter spaces have been introduced in Section 3. The first term in (3.3) can just be
treated as the term with j = 0 in the argument above.
Examples 4.3. We explicate Theorem 4.1 for a few settings as mentioned in Example 2.5.
(a) In the particular case of ϕi(t) = t
d
ui , 0 < pi ≤ ui < ∞, i = 1, 2, condition (4.2) means
1
u2
≤
1
u1
min(1, p1p2 ) that is equivalent to
u1 ≤ u2 and
p2
u2
≤
p1
u1
. (4.29)
Moreover, since {
2j(s2−s1)
ϕ2(2
−j)
ϕ1(2−j)
}
j
=
{
2
j(s2−s1+
d
u1
− du2
)}
j
,
we recover exactly the conditions for classical Besov-Morrey sequence spaces in Theorem 3.2 of [7].
(b) Besides the ‘classical’ example given above, we consider the functions ϕui,vi defined by (2.3), 0 <
ui, vi < ∞, i = 1, 2. Now one can easily calculate that condition (4.2) is equivalent to
v1
v2
≤ ̺ and
the condition (4.3) is equivalent to
s1−s2
d > max
{
0, 1u1 −
1
u2
, p1u1
(
1
p1
− 1p2
)}
, if q1 > q2,
s1−s2
d ≥ max
{
0, 1u1 −
1
u2
, p1u1
(
1
p1
− 1p2
)}
, if q1 ≤ q2.
(4.30)
Please note that (4.30) coincides with the conditions formulated in [8] for embeddings of Besov-
Morrey spaces defined on bounded domains.
(c) Finally we return to the setting in Example 2.5(iii),
ϕi(t) =
{
t
d
ui , 0 < t < 1,
1, t ≥ 1,
where ui ≥ pi, i = 0, 1. Formally this can be seen as an extension of the previous example to vi =∞,
i = 1, 2. Please note that the sequence spaces correspond via Theorem 3.1 to the local Besov-Morrey
spaces, cf. Remark 2.7. Since supt>1 ϕ2(t)/ϕ1(t)
̺ = 1, (4.2) is satisfied, thus it remains to deal with
the condition (4.3), which leads to (4.30) again.
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Next we collect a number of interesting and useful implications of Theorem 4.1.
Corollary 4.4. Let si ∈ R, 0 < pi <∞, 0 < qi ≤ ∞, and ϕi ∈ Gpi , for i = 1, 2. Let ϕ1(1) = ϕ2(1) = 1
and ̺ = min(1, p1p2 ). We assume that the sequence αj = supν≤j
ϕ2(2
−ν)
ϕ1(2−ν)̺
converges to some α ≥ 1 and
that (4.2) is satisfied.
(i) If p1 ≥ p2, then the embedding (4.1) is continuous if and only if s1 > s2 or s1 = s2 and q1 ≤ q2.
(ii) If p1 < p2, then the embedding (4.1) is continuous if and only if{
2j(s2−s1)ϕ1(2
−j)
p1
p2
−1
}
j
∈ ℓq∗ where
1
q∗
=
(
1
q2
−
1
q1
)
+
. (4.31)
We recall that bsp,q, s ∈ R, 0 < p, q ≤ ∞, denote the classical Besov sequence spaces, cf. Remark 2.9.
Now we extend the above definition to the case p =∞.
We have the following observation from Lemma 2.12.
Corollary 4.5. Let 0 < p <∞, 0 < q ≤ ∞, s ∈ R, and ϕ ∈ Gp.
(i) If inf
t>0
ϕ(t) > 0, then nsϕ,p,q →֒ b
s
∞,q.
(ii) If sup
t>0
ϕ(t) <∞, then bs∞,q →֒ n
s
ϕ,p,q.
In particular, if 0 < inf
t>0
ϕ(t) ≤ sup
t>0
ϕ(t) <∞, then nsϕ,p,q = b
s
∞,q (in the sense of equivalent norms).
Remark 4.6. This can be seen as some sequence space counterpart of Remark 2.2.
Corollary 4.7. Let si ∈ R, 0 < pi <∞, 0 < qi ≤ ∞, and ϕi ∈ Gpi , for i = 1, 2. Then
ns1ϕ1,p1,q1 = n
s2
ϕ2,p2,q2 (in the sense of equivalent norms) (4.32)
if and only if
s1 = s2 and q1 = q2, (4.33)
and one of the two conditions
0 < inf
t>0
ϕi(t) ≤ sup
t>0
ϕi(t) <∞, i = 1, 2, (4.34)
or
p1 = p2 and ϕ1(t) ∼ ϕ2(t), t > 0, (4.35)
holds.
Proof. Step 1. Clearly (4.33) and (4.35) imply (4.32), but also (4.33) and (4.34) lead to (4.32) which can
be seen as follows: either one checks directly the conditions (4.2) and (4.3), or one uses Corollary 4.5 and
observes that (4.34) leads to ns1ϕ1,p1,q1 = b
s1
∞,q1 and n
s2
ϕ2,p2,q2 = b
s2
∞,q2 . Hence (4.33) completes the proof of
the sufficiency for (4.32).
Step 2. Now we deal with the necessity. Here we apply Theorem 4.1 twice, that is, for ns1ϕ1,p1,q1 →֒
ns2ϕ2,p2,q2 and n
s2
ϕ2,p2,q2 →֒ n
s1
ϕ1,p1,q1 . Thus (4.2) in both cases leads to
ϕ2(2
−ν) ≤ cϕ1(2
−ν)min(1,
p1
p2
) ≤ c′ϕ2(2
−ν)min(
p1
p2
,
p2
p1
), ν ≤ 0,
such that ϕ2(2
−ν)1−min(
p1
p2
,
p2
p1
) ≤ c′′, ν ≤ 0. This requires either p1 = p2 and thus ϕ1(t) ∼ ϕ2(t), t ≥ 1,
or supt>0 ϕi(t) <∞, i = 1, 2.
If p1 = p2 and ϕ1(t) ∼ ϕ2(t), t ≥ 1, then αj ∼ maxν=0,...,j
ϕ2(2
−ν)
ϕ1(2−ν)
, likewise α˜j ∼ maxν=0,...,j
ϕ1(2
−ν)
ϕ2(2−ν)
.
Thus (4.3) leads, in particular, to
max
ν=0,...,j
ϕ2(2
−ν)
ϕ1(2−ν)
≤ c 2j(s1−s2) ≤ min
ν=0,...,j
ϕ2(2
−ν)
ϕ1(2−ν)
for all j ∈ N0, i.e., ϕ1(t) ∼ ϕ2(t), 0 < t ≤ 1, s1 = s2, which finally implies q1 = q2, as desired.
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Assume now supt>0 ϕi(t) <∞, where we may restrict ourselves to the case p1 6= p2. It is sufficient to
show that there appears a contradiction if (4.34) is not satisfied, as then – again in view of Corollary 4.5
– (4.34) and (4.32) yield bs1∞,q1 = b
s2
∞,q2 which is known to imply (4.33) finally. So let us assume p1 < p2,
hence min(1, p1p2 ) =
p1
p2
, min(1, p2p1 ) = 1. Let ε > 0, then there exists some j0 = j0(ε) ∈ N such that
ϕ1(2
−j)
p1
p2
−1 ≥ (inf t>0 ϕ1(t) + ε)
p1
p2
−1 ≥ c > 0 for j ≥ j0. If (4.34) is not satisfied, then at least one of
the sequences (αj)j or (α˜j)j diverges,
αj = sup
ν≤j
ϕ2(2
−ν)
ϕ1(2−ν)
p1
p2
−−−→
j→∞
∞ or α˜j = sup
ν≤j
ϕ1(2
−ν)
ϕ2(2−ν)
−−−→
j→∞
∞.
Let us assume that ϕ2(t) → 0 for t → 0. Then αj ≥ 1, j ∈ N0, and α˜j → ∞ for j → ∞. Consequently
(4.3) applied to ns1ϕ1,p1,q1 →֒ n
s2
ϕ2,p2,q2 leads to s1 ≥ s2, but the second embedding requires s2 > s1. This
is a contradiction.
Next we study the special situation when ϕ1 = ϕ2 = ϕ.
Corollary 4.8. Let si ∈ R, 0 < pi <∞, 0 < qi ≤ ∞ for i = 1, 2, ϕ ∈ Gmax(p1,p2), and
1
q∗ = (
1
q2
− 1q1 )+.
(i) Let p1 ≥ p2. Then
ns1ϕ,p1,q1 →֒ n
s2
ϕ,p2,q2 (4.36)
if and only if {
s1 > s2, if q1 > q2,
s1 ≥ s2, if q1 ≤ q2.
(4.37)
(ii) Let p1 < p2. Then
ns1ϕ,p1,q1 →֒ n
s2
ϕ,p2,q2 (4.38)
if and only if
sup
t>0
ϕ(t) <∞ and
{
2j(s2−s1)ϕ(2−j)
p1
p2
−1
}
j
∈ ℓq∗ . (4.39)
Proof. If p1 ≥ p2, then (using the notation of Theorem 4.1) ̺ = 1 and αj ≡ 1, and (4.2) is automatically
satisfied. Moreover, (4.3) reduces to the question whether {2j(s2−s1)}j ∈ ℓq∗ , i.e., (4.37), which completes
the proof of (i).
In case of p1 < p2, ̺ =
p1
p2
< 1 and (4.2) is obviously equivalent to the first condition in (4.39), that
is, supt>0 ϕ(t) <∞. Moreover, in that case αj ∼ 1, such that (4.3) can be rewritten as the second part
of (4.39).
Remark 4.9. Note that a sufficient condition for ϕ in (ii) is – in addition to supt>0 ϕ(t) <∞ – that
s1 − s2
d
>
p1
p2
(
1
p1
−
1
p2
)
using the properties of ϕ ∈ Gmax(p1,p2) = Gp2 .
Example 4.10. We explicate Corollary 4.8 for some function ϕ. We restrict ourselves to the situation
p1 < p2, i.e., Corollary 4.8(ii). Let
ϕ(t) =
{
t
d
p2 (1 + | log t|)a , 0 < t < 1,
1, t ≥ 1,
where a ∈ R. Since supt>0 ϕ(t) <∞, we deal with the second condition in (4.39), which leads to
s1−s2
d >
p1
p2
(
1
p1
− 1p2
)
, or,
s1−s2
d =
p1
p2
(
1
p1
− 1p2
)
and a ≥ 0, if q1 ≤ q2, or,
s1−s2
d =
p1
p2
(
1
p1
− 1p2
)
and a > 1q∗
p2
p2−p1
, if q1 > q2.
We used that in this case{
2j(s2−s1)ϕ(2−j)
p1
p2
−1
}
j
=
{
2j(s2−s1−d
p1
p2
( 1p1
− 1p2
))(1 + j)a(
p1
p2
−1)
}
j
.
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Now we focus on embeddings where either the target or the source space is a Besov sequence space,
for what we recall that
bsp,q = n
s
p,p,q, 0 < p <∞, 0 < q ≤ ∞, s ∈ R.
Corollary 4.11. Let si ∈ R, 0 < pi < ∞, 0 < qi ≤ ∞ for i = 1, 2, and ϕ1 ∈ Gp1 . Denote again
1
q∗ = (
1
q2
− 1q1 )+. Then
ns1ϕ1,p1,q1 →֒ b
s2
p2,q2 (4.40)
if and only if
p1 ≤ p2, ϕ1(t) ∼ t
d
p1 , t ≥ 1, and
{
2j(s2−s1)ϕ1(2
−j)
p1
p2
−1
}
j
∈ ℓq∗ . (4.41)
Proof. We apply Theorem 4.1 (and its notation) with ϕ2(t) = t
d
p2 , t > 0. Thus (4.2) is equivalent to
ϕ1(t) ≥ c t
d
p2
1
̺ , t ≥ 1.
On the other hand, ϕ1 ∈ Gp1 implies ϕ1(t) ≤ t
d
p1 , t ≥ 1, hence this results in p1 ≤ p2 and ϕ1(t) ∼ t
d
p1 ,
t ≥ 1, which is the first part of (4.41). We concentrate on (4.3) and observe that αj is bounded, since
1 ≤ αj = sup
ν≤j
ϕ1(2
−ν)
−
p1
p2 2
−ν dp2 ∼ max
ν=0,...,j
ϕ1(2
−ν)
−
p1
p2 2
−ν dp2 ≤ max
ν=0,...,j
2
ν dp2 2
−ν dp2 = 1,
where we used again ϕ1 ∈ Gp1 , this time leading to ϕ1(2
−ν) ≥ 2−ν
d
p1 , ν ∈ N0. Thus (4.3) corresponds to
the second part in (4.41).
Example 4.12. We illustrate Corollary 4.11 for ϕ1 given by
ϕ1(t) =
{
td/u if t ≤ 1,
td/p1 if t > 1,
with p1 ≤ u < ∞, a special case of (2.3). It turns out that in such a case (4.40) holds if and only if
p1 ≤ p2 and 
s1−s2
d >
p1
u
(
1
p1
− 1p2
)
, if q1 > q2, or,
s1−s2
d ≥
p1
u
(
1
p1
− 1p2
)
, if q1 ≤ q2.
When u = p1 this is the sequence space counterpart of [7, Cor. 3.7].
Corollary 4.13. Let si ∈ R, 0 < pi < ∞, 0 < qi ≤ ∞ for i = 1, 2, and ϕ2 ∈ Gp2 . Denote again
1
q∗ = (
1
q2
− 1q1 )+.
(i) Let p1 ≤ p2. Then
bs1p1,q1 →֒ n
s2
ϕ2,p2,q2
if and only if
{2j(s2−s1+
d
p1
)ϕ2(2
−j)} ∈ ℓq∗ . (4.42)
(ii) Let p1 > p2. Then
bs1p1,q1 →֒ n
s2
ϕ2,p2,q2
if and only if
sup
t≥1
t
− dp1 ϕ2(t) <∞, (4.43)
and {
2j(s2−s1) sup
0≤ν≤j
2
ν dp1 ϕ2(2
−ν)
}
j
∈ ℓq∗ . (4.44)
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Proof. Part (ii) exactly corresponds to Theorem 4.1 with ϕ1(t) = t
d
p1 , t > 0, and ̺ = 1. As for part (i),
now with ̺ = p1p2 , (4.2) reads as
sup
ν≤0
2
ν dp2 ϕ2(2
−ν) ≤ c,
but this is always true in view of ϕ2 ∈ Gp2 . By the same argument,
αj ∼ max
ν=0,...,j
2ν
d
p2 ϕ2(2
−ν) = ϕ2(2
−j)2j
d
p2 ,
which leads to
2j(s2−s1)αjϕ1(2
−j)̺−1 = 2j(s2−s1+
d
p2
)ϕ2(2
−j)2−j
d
p1
(
p1
p2
−1) = 2j(s2−s1+
d
p1
)ϕ2(2
−j),
such that (4.3) coincides with (4.42).
Example 4.14. We consider a model function for part (ii), i.e., when p1 > p2. Recall that in this case
there is no continuous embedding for classical Besov-(Morrey) spaces on Rd. Let
ϕ2(t) =
{
t
d
u1 , t ≥ 1,
t
d
u2 , 0 < t ≤ 1,
where u1 ≥ p1 and u2 ≥ p2. We may even admit u1 = ∞ with the understanding that ϕ2(t) = 1 for
t ≥ 1. Then ϕ2 ∈ Gp2 , (4.43) is satisfied, and (4.44) leads to
s1−s2
d ≥
(
1
p1
− 1u2
)
+
if q1 ≤ q2,
s1−s2
d >
(
1
p1
− 1u2
)
+
if q1 > q2.
In particular, u1 = u2 = p1 is admitted, such that ϕ1(t) = ϕ2(t) = t
d
p1 then and we recover our result
from Corollary 4.8(i) for this case.
5 Embeddings of generalised Besov-Morrey function spaces
Now we deal with embeddings of the function spaces. We benefit from our sequence space result Theo-
rem 4.1 and the wavelet characterisation of the function spaces, cf. Theorem 3.1. The following statement
is the immediate consequence of the just mentioned theorems, recall also Remark 4.2.
Theorem 5.1. Let si ∈ R, 0 < pi <∞, 0 < qi ≤ ∞, and ϕi ∈ Gpi , for i = 1, 2. We assume without loss
of generality that ϕ1(1) = ϕ2(1) = 1.
There is a continuous embedding
N s1ϕ1,p1,q1(R
d) →֒ N s2ϕ2,p2,q2(R
d) (5.1)
if and only if (4.2) and (4.3) are satisfied, using the notation of Theorem 4.1.
The embedding (5.1) is never compact.
Remark 5.2. If ϕi(t) = t
d
ui , i = 1, 2, then Theorem 5.1 coincides with [7, Theorem 3.3].
Corollary 5.3. Let s ∈ R, 0 < p <∞, 0 < q ≤ ∞, and ϕ ∈ Gr, r =
p2
p1
. If 0 < p1 ≤ p, then
N
s+ dp
p,p1,q(R
d) →֒ N sϕ,p,q(R
d).
Proof. The statement follows directly from Theorem 5.1 with ϕ1(t) = t
d
p and ϕ2(t) = ϕ(t).
Now we collect further consequences of Theorem 5.1 parallel to our approach in Section 4.
Corollary 5.4. Let si ∈ R, 0 < pi <∞, 0 < qi ≤ ∞, and ϕi ∈ Gpi , for i = 1, 2. Then
N s1ϕ1,p1,q1(R
d) = N s2ϕ2,p2,q2(R
d) (in the sense of equivalent norms) (5.2)
if and only if we have the equalities (4.33) and one of the two conditions (4.34) or (4.35) holds.
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Proof. This is the function space version of Corollary 4.7.
Corollary 5.5. Let si ∈ R, 0 < pi <∞, 0 < qi ≤ ∞ for i = 1, 2, ϕ ∈ Gmax(p1,p2), and
1
q∗ = (
1
q2
− 1q1 )+.
Then
N s1ϕ,p1,q1(R
d) →֒ N s2ϕ,p2,q2(R
d) (5.3)
if and only if p1 ≥ p2 and (4.37) holds or p1 < p2 and (4.39) holds.
Proof. This is the counterpart for function spaces of Corollary 4.8.
Corollary 5.6. Let si ∈ R, 0 < pi < ∞, 0 < qi ≤ ∞ for i = 1, 2, and ϕ1 ∈ Gp1 . Denote again
1
q∗ = (
1
q2
− 1q1 )+. Then
N s1ϕ1,p1,q1(R
d) →֒ Bs2p2,q2(R
d)
if and only if the conditions (4.41) hold.
Proof. This corresponds to Corollary 4.11.
In combination with the well-known embedding B0r,1(R
d) →֒ Lr(Rd), 1 ≤ r <∞, we thus obtain from
Corollary 5.6 the following result.
Corollary 5.7. Let s ∈ R, 0 < p < ∞, 0 < q ≤ ∞, ϕ ∈ Gp, with ϕ(t) ∼ t
d
p , t ≥ 1. Assume 1 ≤ r < ∞
with r ≥ p, and let 1q′ = (1 −
1
q )+. Then
N sϕ,p,q(R
d) →֒ Lr(R
d)
if
{
2−jsϕ(2−j)
p
r−1
}
j
∈ ℓq′ .
Finally we return to the situation studied in Corollary 4.13.
Corollary 5.8. Let si ∈ R, 0 < pi < ∞, 0 < qi ≤ ∞ for i = 1, 2, and ϕ2 ∈ Gp2 . Denote again
1
q∗ = (
1
q2
− 1q1 )+. Then
Bs1p1,q1(R
d) →֒ N s2ϕ2,p2,q2(R
d)
if and only if
(i) p1 ≤ p2 and the condition (4.42) holds
or
(ii) p1 > p2 and the conditions (4.43)–(4.44) hold.
Remark 5.9. Obviously one can also explicate Theorem 5.1 for the example functions, similar to Ex-
amples 4.3, Example 4.10 etc. For instance, we can prove that the formula (4.30) gives sufficient and
necessary conditions for the embedding of two local Besov-Morrey spaces.
In the end we study some endpoint situations in Corollaries 5.6-5.8, recall also the sequence space
counterpart in Corollary 4.5. We begin with an extension of Corollary 5.7 to r =∞. Recall our notation
1
q′ = (1−
1
q )+ for 0 < q ≤ ∞.
Corollary 5.10. Let s ∈ R, 0 < p <∞, 0 < q ≤ ∞, and ϕ ∈ Gp. Assume that{
2−jsϕ(2−j)−1
}
j∈N0
∈ ℓq′ . (5.4)
Then
N sϕ,p,q(R
d) →֒ L∞(R
d).
Proof. We apply Theorem 5.1 with ϕ1 = ϕ, ϕ2 ≡ 1, s1 = s, s2 = 0, p1 = p2 = p, q1 = q, q2 = 1 and
hence q∗ = q′. Thus, in view of (2.2),
N sϕ,p,q(R
d) →֒ B0∞,1(R
d) →֒ L∞(R
d),
where the latter embedding is well-known.
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Remark 5.11. In case of ϕ(t) = t
d
u , 0 < p ≤ u <∞, (5.4) reads as{
s > du , if 1 < q ≤ ∞,
s ≥ du , if 0 < q ≤ 1,
and this is even known to be also necessary for the embedding N su,p,q(R
d) →֒ L∞(Rd), cf. [8, Prop. 5.5].
Next we return to Sawano’s observation that for inft>0 ϕ(t) > 0, then Mϕ,p(Rd) →֒ L∞(Rd), while
supt>0 ϕ(t) < ∞ implies L∞(R
d) →֒ Mϕ,p(Rd), leading as a special case to (2.2), cf. [24]. For conve-
nience, let us denote these conditions by
(I) inf
t>0
ϕ(t) > 0, and
(S) sup
t>0
ϕ(t) <∞.
Corollary 5.12. Let s ∈ R, 0 < p <∞, 0 < q ≤ ∞, and ϕ ∈ Gp.
(i) If ϕ satisfies (I), then
N sϕ,p,q(R
d) →֒ Bs∞,q(R
d).
(ii) If ϕ satisfies (S), then
Bs∞,q(R
d) →֒ N sϕ,p,q(R
d).
Hence if ϕ satisfies (I) and (S), i.e., ϕ ∼ 1, then
N sϕ,p,q(R
d) = Bs∞,q(R
d)
(in the sense of equivalent norms).
Proof. The first statement is also a consequence of Theorem 5.1 with ϕ1(t) = ϕ(t) and ϕ2(t) = ϕ0(t) ≡ 1,
since Mϕ0,p(R
d) = L∞(Rd), recall (2.2). Moreover if supt>0 ϕ(t) <∞, then L∞(R
d) →֒ Mϕ,p(Rd). This
implies the second embedding.
We conclude our paper with a closer look on the consequences of (I) and (S) for the standard embed-
ding
N s1ϕ1,p1,q1(R
d) →֒ N s2ϕ2,p2,q2(R
d). (5.5)
Corollary 5.13. Let si ∈ R, 0 < pi < ∞, 0 < qi ≤ ∞, and ϕi ∈ Gpi , for i = 1, 2. We assume without
loss of generality that ϕ1(1) = ϕ2(1) = 1.
(i) Assume that ϕ1 satisfies (I). Then (5.5) holds if and only if (4.2) is satisfied and {2
j(s2−s1)}j ∈ ℓq∗ .
(ii) Assume that ϕ2 satisfies (I) while ϕ1 does not. Then (5.5) holds if and only if (4.2) is satisfied and
{2j(s2−s1)ϕ1(2−j)−1}j ∈ ℓq∗ .
(iii) Assume that ϕ2 satisfies (S) while ϕ1 does not satisfy (I). Then (5.5) holds if and only if (4.3)
holds. In particular (5.5) holds if {2j(s2−s1)ϕ1(2
−j)−1}j ∈ ℓq∗ .
(iv) Assume that ϕ1 satisfies (S). Then (5.5) holds if and only if also ϕ2 satisfies (S) and (4.3) holds.
Proof. We begin with (i). In view of Theorem 5.1 it remains to verify that (I) for ϕ1 together with
{2j(s2−s1)}j ∈ ℓq∗ is equivalent to (4.3). However, since ϕ2 is nondecreasing and ϕ1 satisfies (I), we get
that 1 ≤ αj ≤ c α0 and ϕ1(2−j)̺−1 ≤ c′ such that (4.3) follows.
Next we deal with (ii). This time we need to show that the assumptions on ϕ2 and
{2j(s2−s1)ϕ1(2−j)−1}j ∈ ℓq∗ is equivalent to (4.3). But using the boundedness of ϕ2 and the mono-
tonicity of ϕ1 we obtain cϕ1(2
−j)−̺ ≤ αj ≤ ϕ1(2−j)−̺ for sufficiently large j since ϕ1 does not satisfy
(I). But this together with our assumption leads to (4.3).
First observe that the assumed boundedness of ϕ2 from above in (iii) together with the boundedness
of ϕ1 from below already imply (4.2). The boundedness of αj ≤ ϕ1(2−j)−̺ follows in the same way as
in (ii).
It remains to deal with (iv). If ϕ2 satisfies (S), then (4.2) is a consequence of ϕ1(2
−ν) ≥ ϕ1(1) = 1
for ν ≤ 0. The rest follows by Theorem 5.1.
22
References
[1] A. Akbulut, V.S. Guliyev, T. Noi, Y. Sawano, Generalized Morrey spaces-revisited, Z. Anal.
Anwend. 36 (2017), 17-35.
[2] I. Daubechies, Ten Lectures on Wavelets, CBMS-NSF Regional Conference Series in Applied
Mathematics, vol.61, SIAM, Philadelphia, 1992.
[3] G. Di Fazio, D.I. Hakim, Y. Sawano, Elliptic equations with discontinuous coefficients in gen-
eralized Morrey spaces, Eur. J. Math. 3 (2017), 728-762.
[4] L.C.F. Ferreira, M. Postigo, Global well-posedness and asymptotic behavior in Besov-Morrey
spaces for chemotaxis-Navier-Stokes fluids, J. Math. Phys. 60 (2019), no. 6, 061502, 19 pp.
[5] H. Gunawan, D.I. Hakim, K.M. Limanta, A.A. Masta, Inclusion properties of generalizedMorrey
spaces. Math. Nachr. 290 (2017), no. 2-3, 332–340.
[6] D.D. Haroske, P. Skandera, H. Triebel, An approach to wavelet isomorphisms of function spaces
via atomic representations, J. Fourier Anal. Appl. 24 (2018), 830-871.
[7] D.D. Haroske, L. Skrzypczak, Continuous embeddings of Besov-Morrey function spaces, Acta
Math. Sin. (Engl. Ser.) 28 (2012), 1307-1328.
[8] D.D. Haroske, L. Skrzypczak, Embeddings of Besov-Morrey spaces on bounded domains, Studia
Math. 218 (2013), 119-144.
[9] E. Herna´ndez, G. Weiss, A First Course on Wavelets, CRC Press, Boca Raton, 1996.
[10] M. Izuki, T. Noi, Generalized Besov-Morrey spaces and generalized Triebel-Lizorkin-Morrey
spaces on domains, Math. Nachr. 292 (2019), 2212-2251.
[11] V. Kokilashvili, A. Meskhi, H. Rafeiro, Estimates for nondivergence elliptic equations with
VMO coefficients in generalized grand Morrey spaces, Complex Var. Elliptic Equ. 59 (2014),
no. 8, 1169-1184.
[12] H. Kozono, M. Yamazaki, Semilinear heat equations and the Navier-Stokes equation with distri-
butions in new function spaces as initial data, Comm. Partial Differential Equations 19 (1994),
959-1014.
[13] K. Kurata, S. Nishigaki, S. Sugano, Boundedness of integral operators on generalized Morrey
spaces and its application to Schro¨dinger operators, Proc. Amer. Math. Soc. 128 (2000), 1125-
1134.
[14] Y. Liang, Y. Sawano, T. Ullrich, D. Yang, W. Yuan, A new framework for generalized Besov-type
and Triebel-Lizorkin-type spaces. Dissertationes Math. 489 (2013), 114 pp.
[15] A.L. Mazzucato, Besov-Morrey spaces: function space theory and applications to non-linear
PDE, Trans. Amer. Math. Soc. 355 (2003), 1297–1364.
[16] T. Mizuhara, Boundedness of some classical operators on generalized Morrey spaces. Harmonic
analysis (Sendai, 1990), 183-189, ICM-90 Satell. Conf. Proc., Springer, Tokyo, 1991.
[17] E. Nakai, Hardy-Littlewood maximal operator, singular integral operators and the Riesz po-
tentials on generalized Morrey spaces, Math. Nachr. 166 (1994), 95–103.
[18] S. Nakamura, T. Noi, Y. Sawano, Generalized Morrey spaces and trace operator, Sci. China
Math. 59 (2016), no. 2, 281–336.
[19] Yu.V. Netrusov, Some imbedding theorems for spaces of Besov-Morrey type. (Russian) Zap.
Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 139 (1984), 139-147.
[20] L.C. Piccinini, Inclusioni tra spazi di Morrey. Boll. Un. Mat. It. (4), 2 (1969), 95–99.
23
[21] M. Rosenthal, Morrey-Ra¨ume aus der Sicht der harmonischen Analysis. Master’s thesis,
Friedrich-Schiller-Universita¨t Jena, Germany, 2009.
[22] M. Rosenthal, Local means, wavelet bases, representations, and isomorphisms in Besov-Morrey
and Triebel-Lizorkin-Morrey spaces. Math. Nachr. 286 (2013), no. 1, 59–87.
[23] Y. Sawano, Wavelet characterizations of Besov-Morrey and Triebel-Lizorkin-Morrey spaces,
Funct. Approx. Comment. Math. 38 (2008), 93–107.
[24] Y. Sawano, A thought on generalized Morrey spaces, J. Indones. Math. Soc. 25 (2019), no. 3,
210–281.
[25] W. Sickel, Smoothness spaces related to Morrey spaces – a survey. I, Eurasian Math. J. 3
(2012), 110–149.
[26] W. Sickel, Smoothness spaces related to Morrey spaces – a survey. II, Eurasian Math. J. 4
(2013), 82–124.
[27] H. Triebel, Local Function Spaces, Heat and Navier-Stokes Equations, EMS Tracts in Mathe-
matics 20, European Mathematical Society, 2013.
[28] H. Triebel, Morrey-Campanato spaces and their smooth relatives, unpublished notes, 2011.
[29] N. Wei, P.C. Niu, S. Tang, M. Zhu, Estimates in generalized Morrey spaces for nondivergence
degenerate elliptic operators with discontinuous coefficients, Rev. R. Acad. Cienc. Exactas Fis.
Nat. Ser. A Math. RACSAM 106 (2012), 1-33.
[30] P. Wojtaszczyk, A Mathematical Introduction to Wavelets, Cambridge Univ. Press, Cambridge,
1997.
[31] M. Yang, Z. Fu, J. Sun, Existence and large time behaviour to coupled chemotaxis-fluid equa-
tions in Besov-Morrey spaces, J. Differential Equations 266 (2019), no. 9, 5867-5894.
[32] W. Yuan, W. Sickel, D. Yang, Morrey and Campanato meet Besov, Lizorkin and Triebel, Lecture
Notes in Mathematics 2005, Springer-Verlag, Berlin, 2010.
[33] L. Zhang, Y. Jiang, Y. Sheng, J. Zhou, Parabolic equations with VMO coefficients in generalized
Morrey spaces, Acta Math. Sin. 26 (2010), no. 1, 117-130.
Dorothee D. Haroske
Institute of Mathematics, Friedrich Schiller University Jena, 07737 Jena, Germany
E-mail: dorothee.haroske@uni-jena.de
Susana D. Moura
University of Coimbra, CMUC, Department of Mathematics, EC Santa Cruz, 3001-501 Coimbra, Portugal
E-mail: smpsd@mat.uc.pt
Leszek Skrzypczak
Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Ul. Uniwersytetu
Poznan´skiego 4, 61-614 Poznan´, Poland
E-mail: lskrzyp@amu.edu.pl
24
