Abstract-We establish a connection between Lasso-type 1 regularization and learning variable length Markov chains (VLMCs). This is achieved by a parameterization of discretevalued finite-memory Markov sources in which setting a parameter value equal to zero is equivalent to eliminating a node in the corresponding context tree model. The parameterization involves a Haar wavelet transformation on a set of indicator functions, the output of which is mapped to symbol probabilities via logistic regression. The optimization problem is convex and can be solved efficiently using existing tools. We present preliminary results, comparing the method to an earlier algorithm for learning VLMCs in terms of model selection and prediction performance. We also discuss other transformations which lead to a flexible family of sparse representations of Markov sources.
I. INTRODUCTION
The model class of variable length Markov chains (VLMC), or context tree models, is extensively studied in information theory, see e.g. [1] - [4] . We propose a parameterization of discrete-valued finite-memory Markov sources in which VLMC models arise naturally as a result of regularization of the 1 norm of the parameters-as in Basis Pursuit and Lasso [5] , [6] for which efficient path following algorithms exist [7] , [8] . The parameterization involves a Haar wavelet transformation on a set of indicator functions, the result of which is mapped to symbol probabilities via logistic regression. The resulting 1 -penalized logistic regression is convex and there are algorithms that can be used to solve it efficiently [9] , [10] .
II. CONTEXT TREE MODELS Let X = (X 1 , . . . , X n ) be a discrete random sequence of length n, where each symbol (variable) X i , i ≤ n takes value from a fixed alphabet X . We denote the subsequence of X starting at time i and ending at time j by X j i . By the chain rule, we can write the probability of a sequence as a product of individual symbols: The initial part with i < k + 1 can be treated, for instance, by assuming a fixed initial sequence, X 0 −∞ , prefixed to the actual sequence, so that the context X i−1 i−k is always well-defined. For fully parameterized discrete models, the number of parameters needed to specify the model is |X | k (|X | − 1). This makes it hard to estimate the parameters accurately for k 1. In variable length Markov chains (VLMC), the number of relevant preceding symbols depends on the context. VLMC models can be characterized by context trees, examples of which are shown in Fig. 1 . Given a context tree, the number of parameters needed is L(|X | − 1), where L is the number of leaf nodes in the tree. Ordinary Markov models are a special case of VLMCs where the context tree is a balanced tree of depth k with L = |X | k leaf nodes. It is convenient, for the present purpose, to use a logistic (regression) parameterization so that a distribution over X = {0, 1} is specified by the formula
where β ∈ R d is a parameter vector, and z(x
is a vector of coefficients determined by the context (to be defined more precisely below, see Eq. (2)). The parameterization is complete in the sense that any conditional distribution can be represented by choosing suitable parameter values. It is well known that logistic regression models are exponential families, which implies that the log-likelihood function is concave, see e.g. [11] .
For the sake of simplicity, we concentrate on the binary case. Generalization to larger alphabets, i.e., multiple logistic regression, can be achieved by the group Lasso [12] , using techniques from [10] . Consider z formed by concatenating indicators for each possible vector x i−1 i−k . In this way, for order k = 3, the 2 3 = 8 different coefficients vectors (sorted according to the "least significant bits"; the reason for this will become clear) are given by 
With this mapping, we can represent any conditional distribu-
and concatenating these parameters into a single vector β in the same order as the contexts are listed in the above table, i.e., β = (β(000), β(100), β(010), . . . , β(111)). The dot product β z simply picks the correct parameter from vector β, and Eq. (1) yields the desired probability.
III. TRANSFORMED LASSO
In the Lasso (least absolute shrinkage and smoothing operator) [6] , the log-likelihood is penalized by the 1 norm of the parameters 1 :
In the standard linear-quadratic case, the log-likelihood is a quadratic function of the parameters. The 1 penalty has the property that usually many of the parameter estimates are equal to zero. Assuming that the log-likelihood function is downwards convex, as it is in the logistic regression case, the optimization problem can be solved efficiently by convex optimization methods; for the linear-quadratic case, see [6] - [8] .
Under the logistic parameterization (1), letting parameter
penalization tends to smooth the parameter estimates towards the uniform distribution. However, this is not the only kind of sparsity (or "simplicity") we usually expect from Markov models: we would also like the differences between parameters to be small. For instance, if β(001) = β(101), then X i−3 has no effect given that X i−1 i−2 = 01. In Fig. 1 , enforcing the equality of these two parameters changes tree (a) into tree (b).
In the fused Lasso [14] , one also penalizes for the absolute difference of subsequent parameters (ordered in a suitable fashion):
where p is the number of parameters, and λ 1 and λ 2 are regularization parameters. If the parameters are ordered as above (see Eq. (2)), this would indeed favor to some extent parameter vectors where subsequent contexts give identical conditional distributions. This handles the case where the identity β(000) = β(100) eliminates the effect of X i−3 in a given context. However, it is unclear what the meaning of, say, β(110) = β(001) is: the contexts 110 and 001 are at first sight the opposite of each other; why should we have a bias that encourages their giving the same distribution on X i ? On the other hand, penalizing only the pairs that differ in X i−k but agree in the other symbols 2 , will penalize only the effect
More generally, we should of course penalize for the absolute difference between any two parameters which we like to be (almost) equal. Adding very many penalty terms will, however, slow down the optimization procedure. Our approach, which we outline next, is based on penalization of linear combinations of the logistic parameters and avoids the explicit use of additional pair-wise and higher-order penalties.
What we propose to do is to perform a suitable linear transformation on the parameters and use Lasso ( 1 ) penalization on the transformed parameters. This yields the optimization problem: max
where λ > 0 is a regularization parameter, and T is a linear transformation. We call this method the transformed Lasso. The idea is that if the (original) parameter vector β has some smoothness properties captured by the transformation T , then T β is sparse, i.e., it has only a few non-zero coefficients. When estimating the parameters from data using (5), the estimates of these parameters tend to be set to zero. Since T is a linear transformation, the concavity of the penalized log-likelihood is retained.
In fact the transformed Lasso was proposed already by Tibshirani et al. [14] (using the Haar transformation) for the linear-quadratic case, but the authors found it ill-suited, mainly because in their example, the predictor structure was not 'dyadic', like it is in our case: while the predictors were ordered so that they formed blocks, i.e., consecutive runs of identical coefficients, the block boundaries did not occur near powers of two. This implies that the parameter vector is not necessarily sparse in the Haar domain. Due to the way we order the parameters in Markov models, we get such a dyadic structure whenever the model allows a context-tree
representation with less than the full number of nodes. This is illustrated in an example below.
IV. HAAR TRANSFORMATION
For details of the Haar and other wavelet transformations, see e.g. [15] . The Haar transform matrix of order 8 (to be used for models with 8 parameters), which gives the basis vectors as its rows, is given by Eq. (6). The multipliers on the left make sure that each vector u i is of unit length. The basis vectors are also orthogonal in the sense that u i u j = 0 for all i = j. The (forward) Haar transform is mathematically equivalent to multiplying a vector by the Haar matrix, v → Hv, whereas the inverse Haar transform is equivalent to multiplying by the inverse of the matrix, which is by orthogonality equivalent to the transpose, w → H w.
In practice, matrix multiplications are not used, since a simple and fast algorithm exist for the Haar transform and its inverse. The computational complexity of the fast Haar transform is linear in the length of the transformed sequence, i.e., the number of coefficients in the model.
The linear transform T in (5 is then the Haar transform β → Hβ, where H is the Haar matrix. This gives a representation of the parameter vector in terms of the Haar basis vectors. The first basis vector represents the mean of all the parameters, which gives the general bias towards X i = 1. The second basis function gives the difference in bias towards X i = 1 between the cases where X i−1 = 0 and those where X i−1 = 1. The third one gives the difference in bias between the cases where X i−1 i−2 = 00 and those where X i−1 i−2 = 10, and so on. In a given context, the bias is obtained as a sum of (possibly negated) coefficient values.
For instance, any Markovian model of order 2 can be represented using basis vectors 1,2,3, and 4 only. Any distribution compatible with the three-node context tree (b) in Fig. 1 , where the different contexts are {0, 01, 11}, can be represented using three basis vectors, namely vectors 1, 2, and 4. In the binary case, the number of basis vectors needed to represent any VLMC is equal to L, the number of leaf nodes in the corresponding context tree, which is optimal.
On the other hand, since the number of context trees of maximum depth k is less than the number of subsets of k basis vectors, there are some subsets that correspond to no context tree. For instance, by setting certain coefficients to zero and retaining others, it is possible to eliminate the individual effect of X i−1 while retaining the effect of X i−2 given that X i−1 = 0, etc. In other words, it is possible for the effect of a symbol to cancel out on the average (when averaged over all contexts) even when symbols further away in the context have a non-zero effect. We defer further discussion about when this is useful and when not to the full version of this paper.
We now describe how the transformed Lasso problem (5) can be solved by existing Lasso techniques. Denoting the transformed parameters by η = Hβ, the problem can be rewritten as max
where we used H η = β. Now, consider the likelihood function written in terms of the η-parameters,
From (7) and (8) we see that the transformed problem is equivalent to the usual Lasso problem with the inputs given by Hz(x i−1 i−k ), i.e., the inputs are simply mapped through the Haar transform. Having solved the optimization problem, the optimal parameter vectorβ λ can be obtained by the inverse transform,β λ = H η λ , whereη λ is the solution of (7).
In our application, it turns out that it is better to omit the scaling multipliers in (6) . This is because the higherorder basis functions, like the four bottom rows in (6) , are multiplied by a factor which is exponential (in the order of the effect) with respect to the factor of the lowest-level basis functions. Thus, a small change in a parameter associated with the higher-order effects alters the resulting probabilities much more than a change in a lower-order parameter. Unless this is accounted for in the 1 penalty term, the outcome is that many spurious high-order effects enter the model at the expense of some actual lower-order terms being omitted, which affects the performance severely. The problem is easily fixed by modifying the fast Haar transform so as to ignore the normalizing multipliers. We omit the details.
V. SIMULATION EXPERIMENT
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Example 1: Let the model be In order to assess the model selection and prediction (compression) performance of the transformed Lasso, we use an implementation of the Context algorithm [1] available as the VLMC package 4 , see [3] , as a baseline method. The BIC criterion was used also in this case for choosing the complexity of the model 5 . Figure 4 summarizes the models learned by the transformed Lasso method and VLMC in 100 repetitions of the experiment. Data was again generated by the same model, with n = 2048. Each node represents one parameter, i.e., a relevant symbol (variable): if a node is included in the learned model, the corresponding symbol is included in the context. The nodes included in the true model are shaded. Note that the true model is not strictly hierarchical since all the individual effects on level four cancel, although there are nodes with effect on the fifth level. Overall, the transformed Lasso method has more false positives (it overfits), but fewer false negatives, than the VLMC method which only captures the most significant effects (it underfits; three out of six true effects are missed in all, or almost all, of the 100 repetitions). When looking at the negative log-likelihood of the learned models, Fig. 3 , the VLMC method tends to give slightly better predictive probabilities than the transformed Lasso; for some other generating models the opposite holds. We will present more extensive experiments in future work. 
VI. FUTURE WORK -BEYOND HAAR
We have used the Haar transformation as a prototypical example of a decomposition of Markov sources as a sum of components, each associated with a single parameter. The transformation idea is much more general: we can use other transformations, and the idea extends directly to other generalized linear models, not only logistic regression. Among alternative transformations, we mention the so called (Rademacher-)Walsh-Hadamard (WH) transformation, see [17] . It gives a decomposition of the parameter vector in terms of Number of occurrences of (non-zero) parameters in 100 repetitions of the transformed Lasso (left) and VLMC (right). Each node in the tree corresponds to a parameter: e.g., the rightmost node on the second level (from top) corresponds to the effect of X i−2 given that X i−1 = 1. Only nodes up to level five are shown (maximum was k = 7). The shaded nodes are included in the true model.
XOR (parity) functions of increasing order on the indicator functions. Since 1 regularization can handle very highdimensional problems, it is also possible to use overcomplete bases obtained by combining more than one complete bases. The WH basis can be used to discover dependencies on possibly distant symbols in the past, cf. [18] . Both in the Haar and WH cases, the problem with allowing long distances is that the number of parameters grows exponentially in the distance. It is, however, possible to allow only some, say up to third order, cross-terms in the model. For instance, it is particularly simple (and common) to allow only individual effects of the symbols X i−1 , X i−2 , . . . , X i−k by using k parameters/basis functions. Individual effects without any cross-terms are regularly used in (continuous-valued) autoregressive models, for which Lasso can be directly applied [19] . The transformed Lasso makes it simple to learn which effects, either individual or higher-order, are present in the data. This is useful from the point of view of understanding (modeling) the data, as well as prediction.
VII. CONCLUSIONS
The transformed Lasso approach provides efficient solutions (by convex optimization) for finding flexible context models. As an example, in this paper showed that it can be used for learning context trees (variable length Markov chains). The basic VLMC case is extensively studied in the informationtheory literature, and thereby we believe that the transformed Lasso has more potential in more general contexts than those characterized by context trees. As noted above, this is achieved to some extent even by the Haar basis, which allows nonhierarchical structures where internal nodes in the context-tree are skipped. The generality of the approach will be more clear when using, for instance, the Walsh-Hadamard transformation.
In future work, we are planning to study algorithmic improvements in order to further reduce the computational complexity of the method. We will also consider the statistical properties, such as consistency and rate of convergence, related to various transformations. For instance, as explained above, it seems important to omit the normalizing coefficients in the Haar transformation to guarantee reliable model selection. Also, restrictions to hierarchical and bounded-order models are interesting from both theoretical and practical point of view.
