On Power System Stabilizers: Genetic Algorithm Based Tuning and Economic Worth as Ancillery Services by Andreoiu, Adrian
  
THESIS FOR THE DEGREE OF DOCTOR OF PHILOSOPHY 
 
 
 
 
 
 
2132:(56<67(067$%,/,=(56
*(1(7,&$/*25,7+0%$6('781,1*
$1'
(&2120,&:257+$6$1&,//$5<6(59,&(6
 
by 
 
ADRIAN ANDREOIU 
 
 
 
 
 
 
 
 
 
 
 
 
 
	   ﬁﬀﬂ
 
 
Department of Electric Power Engineering 
Chalmers University of Technology 
Göteborg, Sweden 
2004 
 _______________________________________________________________________________________ 
 
 
 
On Power System Stabilizers: Genetic Algorithm Based Tuning and Economic 
Worth as Ancillary Services 
 
ADRIAN ANDREOIU 
 
 
© Adrian Andreoiu, 2004 
 
ISBN 91-7291-416-5 Doktorsavhandlingar vid Chalmers tekniska högskola 
Ny serie nr. 2098  
ISSN 1651-498x 
 
Technical Report No. 477 
ISSN 0346-718x 
 
 
School of Electrical Engineering 
Chalmers University of Technology 
SE-412 96 Göteborg, Sweden 
 
Telephone: +46 (0)31 772 1000 
Fax:  +46 (0)31 772 1633 
http://www.elteknik.chalmers.se 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chalmers Bibliotek, Reproservice 
Göteborg, Sweden 2004 
 
ﬃ "!!#%$'&"
	(*)+ ,-( .%/01- /32-4 5 6$7!
_______________________________________________________________________________________ 
 I 
 
 
 
 
 
 
 
 
 
$%675$&7
 
 
 
 
 
 
 
The problem of power system stabilizer (PSS) parameter tuning is a complex 
exercise because of the presence of poorly damped modes of oscillation, and 
continuous variation in power system operating conditions. In recent years, as a 
result of the newly deregulated market environment, power systems tend to be 
operated at reduced security margins, thus making the system more vulnerable 
to disturbances. The role of PSS, among other power system control devices, 
becomes then even more critical, and subsequently, in light of the new 
operating paradigm, new methods of financial compensation for the generators 
providing this service to system would be needed. 
The work presented in this thesis focuses on aspects related to PSSs 
tuning, on one hand, and evaluation of their contribution to system stability and 
security from an economic perspective in the context of ancillary services, on 
the other. Thus, a genetic algorithm (GA) based method to simultaneously tune 
PSSs is developed in the first part of this thesis, while the second is dedicated 
to developing a game theory based method to financially compensate the PSSs 
for the control effort they provide for the power system. 
The simultaneous approach for tuning PSSs, as opposed to sequential 
approaches, usually involves exhaustive computational efforts, but, in turn, 
ensures the parameter setting optimality. The classical Lyapunov’s parameter 
optimization method employing an Integral of Squared Error (ISE) criterion 
has been integrated within a GA framework to simultaneously tune PSSs. 
Within the genetic process, a potential solution – the PSS parameter setting – is 
coded as an LQGLYLGXDO, which is part of a SRSXODWLRQ of such potential solutions 
randomly generated, and by applying the VXUYLYDORIWKHILWQHVV principle based 
on each individual’s ILWQHVV with respect to the objective, a sound basis to 
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 II 
finding the EHVWLQGLYLGXDO, LH global optimum solution, is created. The method 
thus emerged has been used for tuning of lead-lag and derivative PSS. A 
similar GA based optimization process is implemented for tuning the 
proportional-integral-derivative (PID) PSS. Since the PID PSS acts in discrete 
mode, the power system model has been accordingly developed in discrete-
time domain. An optimal sampling period has been determined considering the 
conflicting requirements of computation time vis-à-vis accuracy of information 
on system dynamics due to discretization. Tests for transient events, such as 
three-phase short circuits and transmission line outages, have also been 
performed with satisfactory results. 
In the second part of this thesis, an attempt has been made to examine 
the role and performance of PSS in the context of deregulated power markets. 
It is proposed that the PSS control effort to enhance power system stability and 
security be regarded as an ancillary service – 366FRQWURO VHUYLFH – and 
subsequently, the allocation of system savings/benefit, as accrued from a PSS, 
becomes an important issue. A game theory based approach, namely the 
Shapley value criterion, is used to develop a scheme for allocation of payments 
to generators equipped with PSS and providing this service. The PSSs 
contribution is evaluated in different ways: by assessing the transfer capability 
of the system due to PSS, or by employing various performance indices based 
on system dynamic behavior. A contingency analysis is also performed and the 
N-1 security criterion is taken into consideration as well, for evaluating the 
PSS-control payment. 
 
.H\ZRUGV power systems, small-signal stability, power system stabilizers, 
Lyapunov equation, genetic algorithm, ancillary services, game theory, Shapley 
value, Integral of Squared Error. 
ﬃ "!!#%$'&"
	( :;	 , ( "!! $<!
=======================================================================================
 III 
 
 
 
35()$&(
 
 
 
The work presented in this thesis has been carried out at the Department of 
Electric Power Engineering of Chalmers University of Technology for the main 
part, and also at the Department of Electrical and Computer Engineering of the 
University of Waterloo, Ontario, Canada. This research project started in 1999 
and has been funded through the Elektra program of Elforsk. The financial 
support is gratefully acknowledged. 
I wish to express here my sincere gratitude to my supervisor, Associate 
Professor Kankar Bhattacharya, whose precious advice, unlimited patience and 
friendly encouragement, made this work go smoothly throughout this time. 
Many thanks go Professor Jaap Daalder, the examiner of this project, for the 
professional guidance and valuable help he offered in many and various ways.  
I gratefully acknowledge the constructive criticism, and valuable input 
that Associate Professor Bo Eliasson of Malmö Högskola and Dr. Sture 
Torseng of ABB Power Systems have contributed with during the course of 
this work, as members of the Project Reference Group. 
My stay as a Visiting Scholar at the University of Waterloo has been a 
fruitful working experience. I particularly appreciated the collaboration with 
Professor Claudio Cañizares, from whose knowledge and professionalism I 
have greatly benefited.   
The colleagues at the department in Chalmers, particularly the Power 
Systems Group, created a stimulating working and social environment. Many 
thanks to Jan-Olov Lantto, who kept my computer up and running all this time. 
I would also like to acknowledge my colleagues at the University of Waterloo 
for support and friendly working atmosphere within the power systems 
laboratory. 
I owe my deepest gratitude to my family, and to Corina especially, for 
their love, understanding and support, which gave me the comfort and 
motivation to pursue my research goals. 
 
 
$SULO 
*|WHERUJ  
 
ﬃ "!!#%$'&"
	( :;	 , ( "!! $<!
=======================================================================================
 V 
 
 
 
 
 
 
TABLE OF CONTENTS 
 
 
 
 
 
1  ,1752'8&7,21  
1.1 Power System Stability – Small-Signal Stability ............................................................ 1 
1.2 Literature Review on PSS Tuning................................................................................... 4 
ﬀ> 0> ﬀ
 
#?		  /%$?@ ,  51A B%!!*)+ ,7> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > C
 
1.3 Electric Power Ancillary Services – Role of PSS............................................................ 9 
1.4 Game Theory in Power Systems ................................................................................... 10 
1.5 Thesis Outline ............................................................................................................... 11 
2  60$//6,*1$/67$%,/,7<02'(/6$1'&219(17,21$/'(6,*12)
/($'/$*366   
2.1 General Approach ......................................................................................................... 15 
0> ﬀ> ﬀ
 
!D4 	1;"E 	  , 	(%> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >Fﬀﬂ
 
0> ﬀ> 
 
!1;0@ @%	4 +48   :%D1- /<GH(	@0 I  5	<JK7	%!D4 	1;> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >FﬀC
 
0> ﬀ> L
 M
9%!!
ﬃN
	F0  0> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > 
 
2.2 Conventional Design of Lead-Lag PSS......................................................................... 26 
0> 0> ﬀ
 
%	 I
1;/	
ﬃ
8 O	/  	7 I?"!!?> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > 
 
0> 0> 
 
% 1; D*P< (	
0  I7 5	?!	@ 	/  3 I< 	(0 @ ,-"!! "F1;	 	
> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > 0C
 
2.3 Analysis of a Single-Machine Infinite Bus System with a Lead-lag PSS...................... 29 
0> L> ﬀ
 
P<1
N
  	<GQ(	@ > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > 0R
 
0> L> 
 
ﬃ6N
  1  S4  3 I?"!!B%
1;	 	
;T% ,-"5
	;P71
N
	F  U)	/5 V0+	> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > L
 
0> L> L
 
 D
N
+0<GW	 50( &"
	(
ﬃN
  1- S4  3 I?%!!B%F1;	 	

> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > L
 
2.4 Analysis of a Multi-Machine Power System with Lead-Lag PSS ................................. 35 
0> > ﬀ
 
P<1
N
  	<GQ(	@ > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > LX
 
0> > 
 
 D
N
+0<GW	 50( &"
	(
ﬃN
  1- S4  3 I? 6	(0  6, %!!6I%GW+@    GW/5 	<7K<	%!4D 	1;> Lﬂ
 
0> > L
 
GY  1;+1Z"!!?> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > 
 
2.5 Concluding Remarks ..................................................................................................... 41 
3  *(1(7,&$/*25,7+0%$6('781,1*2)366  
3.1 General Aspects ............................................................................................................ 43 
L> ﬀ> ﬀ
 
#?		  /%$?@ ,  51Z!
N
	/ I /  %(- 5	?%4
N
F	(BG[	 5("> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > 
 
3.2 Mathematical Model of the System............................................................................... 48 
3.3 Single Machine Connected to Infinite Bus.................................................................... 49 
L> L> ﬀ
 
$<@ D0 > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > Xﬀ
 
L> L> 
 
!D4 	1Z:JD01- /<"	 I
1;0/	4> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > Xﬂ
 
3.4 Multi-Machine Power System....................................................................................... 61 
3.5 Concluding Remarks ..................................................................................................... 70 
_______________________________________________________________________________________ 
 VI 
4  *(1(7,&$/*25,7+0%$6('781,1*2)3,'366  
4.1 Introduction ...................................................................................................................73 
> ﬀ> ﬀ
 
#?		  /%$?@ ,  51Z!
N
	/ I /  > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬂ
 
4.2 Single-Machine Infinite Bus System Analysis ..............................................................78 
> 0> ﬀ
 
.I I	/0 I9!1
N
@  ,*) 1;	;B\E :  %!!U)0+ ,-( !4D 	1Z:JD01  /7%	 I
19/	> > > > > > > > > > > > > > > > > > > C
 
4.3 Multi-machine Power System Analysis .........................................................................81 
4.4 Concluding Remarks .....................................................................................................85 
5  366&21752/±6+$3/(<9$/8(%$6('(&2120,&:257+
$//2&$7,21  
5.1 Introduction ...................................................................................................................87 
5.2 PSS-Control as an Ancillary Service .............................................................................89 
5.3 A Game Theoretic Based Method to Allocate the Benefit from PSS.............................90 
X> L> ﬀ
 
!5
N
@ 	ﬁDY]0@ +	;PJ  	 > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > R
 
5.4 Analysis and Results......................................................................................................92 
X> > ﬀ
 
) @)
F0/  3P%
N
080 @   D-.%5/	1;	0(0+	; 9"!!0 P< 4@> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > RL
 
X> > 
 
!D4 	1A)F I	7P%
N
080 @   D3( "D I I<P7 (	 ,UP70  ,0	0/ 	4> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > RX
 
X> > L
 
%
0/  /0@$
NN
@  /  J> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > Rﬂ
 
X> > 
 
%D19	0$?@ @ /0  3	%  ^-+%"	 (> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > RC
 
X> > X
 
%
0/  /0@Eﬁ1
N
@ 	19	0 0  3P< (	
0  9> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀ
 
5.5 Concluding Remarks ...................................................................................................100 
6  366&21752/(&2120,&:257+$//2&$7,21%$6('216<67(0
'<1$0,&3(5)250$1&(  
6.1 Introduction .................................................................................................................101 
6.2 Optimal PSS, Minimum PSS, Goodness Index & Savings ..........................................102 
> 0> ﬀ
 
ﬃ6N
  19@(BGY  1;+1Z"!!\> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀ
 
> 0> 
 
#;(	
"E (	_> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀL
 
> 0> L
 
! ,0< ;!D0 	1U> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀL
 
6.3 Rational Allocation of Savings using Shapley Value Criterion ...................................105 
> L> ﬀ
 
.I I	/0 I?&< "E (+/	(38FD3"	 +480  9> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀ
 
> L> 
 
Eﬁ!
ﬃ
Eﬁ1
N

	(
M
0
ﬃ6N
	
0  ,UP< F 0  "!!6> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀC
 
6.4 Comprehensive Dynamic Performance Criteria ..........................................................111 
> > ﬀ
 
Eﬁ 	,0F@0 I9!V+
	( .%F?` Eﬁ!.a> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀﬀﬀ
 
> > 
 
!	  @  ,*) 1;	 ` )!
a? I 	% !19@ @"	 +80  "> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀﬀﬀ
 
> > L
 
%	b?cJ 4 $7,@ 	?:B	   d` "	b ∆ a> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀﬀ  
> > 
 
%	 I
1;/	?(3#;(	
"Eﬁ( /	> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀﬀ
 
6.5 System Savings as Affected by Choice of Performance Criteria .................................113 
> X> ﬀ
 
! ,0< ;!D0 	1U> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀﬀL
 
> X> 
 
!5
N
@ 	ﬁDY]0@ +	;PJ0@ /+0@   \> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > ﬀﬀX
 
6.6 Savings Allocation under Contingency States .............................................................117 
6.7 Concluding Remarks ...................................................................................................118 
7  6800$5<$1'&21&/86,216   
7.1 Salient Features of this Work.......................................................................................123 
7.2 Scope for Future Work in this Area.............................................................................124 
8  5()(5(1&(6  
9  $33(1',&(6   
ﬃ "!!#%$'&"
	( :;	 , ( "!! $<!
=======================================================================================
 VII 
9.1 Appendix I .................................................................................................................. 139 
R> ﬀ> ﬀ
 M
	 K?
b<c%	(0+/  B> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >
ﬀLR
 
R> ﬀ> 
 
!1;0@ @   ,0@! 080 @   D-GH(	@ 7 I9JK7	J!D0 	1;
> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >
ﬀ0
 
R> ﬀ> L
 
$<
1; +
	;PJ+

	0P71
N
	0 4> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >
ﬀ
 
R> ﬀ> 
 e
 P74 0:B	   > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >
ﬀL
 
9.2 Appendix II – System Data ......................................................................................... 147 
R> 0> ﬀ
 
!D4 	1Z( I%!GdE &d> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >
ﬀ6ﬂ
 
R> 0> 
 
!D4 	1Z( IJL 1;/5 	? D 	1f`F2;!P7PYL 1;0/5 	gR 8+ a> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >
ﬀC
 
9.3 Appendix III................................................................................................................ 149 
R> L> ﬀ
 
GW0  /	7 I?GW+0@    190/5 	?!4D 	1hK9  5+0"!!0> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >
ﬀR
 
R> L> 
 
GW0  /	"GH+@    1;/5 	?!D4 	1ZK;  5;%!!> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > >
ﬀX0
 
ﬃ "!!#%$'&"
	( :;	 , ( "!! $<!
=======================================================================================
 1
 
 
 
 
 
1 ,1752'8&7,21
 
 
 
 
Power System Stabilizers (PSSs) are auxiliary control devices on synchronous 
generators, used in conjunction with their excitation systems to provide control 
signals toward enhancing the system damping and extending power transfer 
limits, thus maintaining reliable operation of the power system. 
In this thesis, an attempt has been made to treat PSSs, their design and 
optimal tuning in multi-machine power systems, and evaluate their impact on 
the system welfare from an economic viewpoint. Since power systems of today 
are more and more being operated in a deregulated environment, and 
subsequently, often at reduced margins of security and reliability, the 
importance of accurate controls becomes more relevant than ever. 
August 14, 2003 is a date that immediately comes to mind, alongside 
August 28 (London, UK), September 23 (Sweden and Denmark) and 28 (Italy), 
in the year 2003 alone, not to mention November 1965 (Northeast blackout), 
1967 (Pennsylvania), 1977 (New York City), 1978 (France), 1983 (Sweden), 
December 1982 and July 1996 (West Coast, USA), 1988 (Canada), 1996 
(Western USA) – major blackouts which illustrate the importance of power 
system stability. 
 3RZHU6\VWHP6WDELOLW\±6PDOO6LJQDO6WDELOLW\
Power system stability problem has received a great deal of attention over the 
years. For convenience in analysis, gaining a better understanding of the nature 
of stability concerns, and developing solutions to problems, it has been the 
usual practice to classify power system stability problems into three categories 
as follows [1]: 
a) $QJOHVWDELOLW\ – ability of the system to maintain synchronism; 
b) 9ROWDJHVWDELOLW\ – the ability of the system to maintain steady acceptable 
voltage; 
c) )UHTXHQF\VWDELOLW\– ability of the system to maintain frequency within an 
acceptable variation range. 
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This classification is depicted below in a suggestive and more detailed block 
diagram, highlighting those blocks that are of interest and direct relevance to 
this thesis. 
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)LJXUH Power system stability classification [1]
This work focuses on the angle stability problem, with particular 
reference to the small-signal stability problem. 
Amongst the different types of angular stability problems, the transient 
stability problem is related to the short term or transient period, which is 
usually limited to the first few seconds following a disturbance. It is concerned 
with the system response to a severe disturbance, such as transmission system 
fault. Much of the electric utility effort and interest related to system stability 
have been concentrated on the short-term response, and therefore the system is 
designed and operated so as to meet a set of reliability criteria concerning 
transient stability. Well-established analytical techniques and computer 
programs exist for the analysis of transient stability. 
Small-signal stability on the other hand is concerned with the system 
response to small changes and is a fundamental requirement for the satisfactory 
operation of power systems. Usually, the problem is one of ensuring sufficient 
damping of system oscillations. Small-signal stability can be analyzed by 
linearizing the system about an equilibrium point represented by a steady state 
operating condition. This allows the use of powerful analytical tools of linear 
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systems to determine the stability characteristics, which aid in the design of 
corrective controls. 
In the past, many utilities took small-signal stability for granted and 
carried out no studies at all to reveal problems related to small-signal 
performance. This was primarily because a system that remained stable for the 
first few seconds following a severe disturbance was very likely to remain 
stable for small perturbations about the post fault system condition. This is not 
true for present day systems. As power systems have been in continuous 
development, the need for small-signal studies and measures to ensure 
sufficient stability margins has been recognized. 
More recently, due to restructuring of the utility industry, there has been 
a considerable increase of merchant generation activity. New generators are 
equipped with modern exciters that have a high gain and a fast response to 
enhance transient stability. However, these fast response exciters, if used 
without stabilizers, can lead to oscillatory instability affecting local or regional 
reliability. This problem is exacerbated particularly in areas where there is a 
large amount of generation with limited transmission available for exporting 
power. 
Attention has been focused on the effect of excitation control on the 
damping of oscillations, characteristic for the phenomena pertaining to 
stability. It has been found particularly useful, and practical at the same time, to 
incorporate transient stabilizing signals derived from speed, terminal frequency 
or accelerating power superimposed on the normal voltage error signal to 
provide for additional damping to these oscillations, through PSSs. 
Power system stabilizers have been extensively used as supplementary 
excitation controllers to damp out the low frequency oscillations, thus 
enhancing the overall system stability and extending its transfer capability 
limit, at the same time. The PSS extends the system stability limits by 
modulating generator excitation to provide damping to the oscillations of 
synchronous machine rotors relative to one another. They produce a component 
of torque in phase with rotor speed deviations, in order to enhance the system 
damping. 
Some operating authorities have outlined rules on PSS installation 
requirements on synchronous generators. For example, the Western Electricity 
Coordinating Council (WECC) requires that PSS shall be installed on every 
existing synchronous generator, equipped with a suitable excitation system, 
that is larger than 75 MVA, or is larger than 30 MVA and is part of a 
generation complex that has an aggregate capacity larger than 75 MVA [2]. 
The ISO New England requires that, each new generating unit within New 
England Pool (NEPOOL) to have a PSS installed as part of its excitation 
system, which may be required to be put in place or reset at anytime in the 
future [3]. 
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In the context of the NORDEL power system, Eliasson [4], using 
detailed model formulations, and Eliasson and Hill [5], using simplified 
versions of the previously developed models, have demonstrated how 
systematic siting of damping controllers can be achieved by constructing an 
overall damping matrix, also considering load characteristics and their impact 
on damping. This approach can be further used for coordinated tuning of 
damping device parameters in large-scale power systems. 
 /LWHUDWXUH5HYLHZRQ3667XQLQJ
Over the last four decades, a large number of research papers have appeared in 
the area of PSS. Research has been directed towards obtaining such a PSS that 
can provide an optimal performance for a wide range of machine and system 
parameters. However, as observed by DeMello and Concordia [6], a 
universally applicable stabilizing function is not practically feasible. Various 
control strategies and optimization techniques have found their applications in 
this area as also various degrees of system modeling have been attempted.  
While it is difficult to bring out a detailed discussion of the historical 
development of PSS and its applications, a modest attempt has been made in 
this section to discuss the most significant works in the area. 
Heffron and Phillips [7] analyzed the effect of modern amplidyne 
voltage regulators on under-excited operation of large turbine generators. They 
were the first to present the small perturbation model in terms of .1-.6 
constants of a machine-infinite bus system. Their investigations revealed that 
the use of modern continuously acting regulators greatly increased the steady-
state stability limit of turbine generators in the under-excited region. And that 
the trend towards lowering the short circuit ratio of large turbine generators 
was sound from steady state stability standpoint provided a modern 
continuously acting voltage regulator was used. 
DeMello and Concordia [6] examined the case of a single machine 
connected to an infinite bus through external reactance. Their analysis 
developed insights into the effects of thyristor-type excitation systems and 
established understanding of the stabilizing requirements for such systems. 
These stabilizing requirements included the voltage regulator gain parameters 
as well as the PSS parameters. They explored the effect of a variety of machine 
loading, inertia and system external impedance (length of the transmission line) 
on damping characteristics of voltage or speed following a small perturbation 
in mechanical torque. They developed some unifying concepts that explained 
the stability phenomena of concern and predicted desirable phase and 
magnitude characteristics of stabilizing functions. 
Larsen and Swann [8] presented application of PSS utilizing either 
speed, frequency or power input signals. Guidelines were presented for tuning 
PSS that enable the user to achieve desired dynamic performance with limited 
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effort. The need for torsional filters in the PSS path for speed input PSS was 
also discussed. 
Kundur HWDO [9] described the details of a 'HOWD32PHJD PSS design 
for generating units in Ontario Hydro. Two alternate excitation schemes were 
considered, one with and the other without Transient Gain Reduction (TGR). It 
was shown that with appropriate selection of PSS parameters, both schemes 
provide satisfactory performance. Appropriate choice of washout time-
constant, PSS output limits and phase-lead compensation circuit parameters 
was demonstrated. 
Yu and Siggers [10] presented the application of state-feedback optimal 
PSS, while Moussa and Yu [11] proposed an eigenvalue shifting technique for 
determining the weighing matrix in the performance index. The technique 
involved shifting of the dominant eigenvalue to the left, on the V-plane until a 
satisfactory shift is made or the controller’s practical limit is reached. The 
optimal state-feedback controllers were also applied to a multi-machine system. 
However, in spite of the powerfulness of optimal control theory, the controllers 
so achieved failed to appeal to utilities because their realization was difficult, 
cumbersome and costly. 
A lot of work has also been reported on coordinated tuning of PSS for 
multi-machine systems. DeMello HW DO [12] presented an eigenvalue-
eigenvector analysis to identify the most effective generating units to be 
equipped with PSS in multi-machine systems that exhibit dynamic instability 
and poor damping of several inter-area modes of oscillations. 
Fleming HW DO [13] proposed a sequential eigenvalue assignment 
algorithm for selecting the parameters of stabilizers in a multi-machine power 
system. In sequential tuning, the stabilizer parameters are computed using 
repeated application of single-input/single-output (SISO) analysis. The 
suggested approach enables the selection of parameters of stabilizers such that 
a specified improvement in the damping ratio of each poorly damped mode can 
be realized approximately. The stabilizers are applied sequentially at different 
locations as ascertained by modal analysis outlined by DeMello HW DO [12]. 
However, it should be noted that the sequential addition of stabilizers disturbs 
the previously placed eigenvalues to some extent. 
Abdalla HW DO [14] also presented a procedure for the selection of the 
most effective machines for stabilization. They suggested the addition of a 
damping term to each machine’s equation of motion, one at a time. An 
eigenvalue-based measure of relative improvement in the damping of 
oscillatory modes is implemented and used as a criterion to find the best 
candidate machine for stabilizer application. 
The sequential tuning methods discussed in [12]-[14] are computational-
ly simple compared to the simultaneous tuning methods, but they incur 
eigenvalue drift within the sequence. The eigenvalue drift problem does not 
Eﬁ 4(+/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arise with simultaneous tuning methods, and thus they provide the true optimal 
solution, but, on the other hand, these methods are computationally expensive. 
Doi and Abe [15] proposed the coordinated design/tuning of PSS in 
multi-machine system by combining eigenvalue sensitivity analysis and linear 
programming. The PSS parameters are determined by minimizing a 
performance index, which is the sum of all PSS gains. This method is 
simultaneously able to select generators where PSS can be effectively applied 
and to synthesize the adequate transfer function of the PSS for these generators. 
Lim and Elangovan [16], [17] presented a method for designing 
decentralized stabilizers in a multi-machine system using complex frequency 
domain approach. Using this approach, the PSS parameters are obtained so that 
some or all of the system mechanical mode eigenvalues may be placed at the 
prescribed locations in the V-plane. The problem of exact eigenvalue 
assignment is transformed to that of solving iteratively a set of equivalent 
characteristic equations, whose final solution represents the desired stabilizer 
parameters. In [18], they have further proposed an efficient method for 
computing the set of characteristic equations to improve considerably the 
computation speed over that of the approach outlined in [16]. 
In all the above works, the PSS structure was considered to be fixed and 
the PSS parameters were tuned considering a set of nominal operating 
conditions and system parameters. Therefore, such a fixed structure optimum 
PSS would provide sub-optimum performance under variations in system 
parameters and operating conditions. Control strategies based on self-tuning 
control, variable-structure control (VSC), fuzzy-logic systems (FLS), artificial 
neural networks (ANN), genetic algorithms (GA), HWF, have been reported in 
the recent literature, aiming to develop robust PSS configurations. 
The applicability, advantages and disadvantages of minimum variance, 
pole assigned, linear quadratic and pole shifting adaptive controllers for power 
systems were examined in detail by Ghosh HW DO [19]. They presented a 
comparison of system dynamic performances obtained using three alternate 
PSS, LH adaptive pole-shifting, adaptive linear quadratic and a conventional 
PSS. Their studies show that the adaptive pole-shifting PSS provides the best 
performance. 
Cheng HWDO [20] presented an adaptive PSS using a self-searching pole-
shifting control algorithm. The adaptive PSS so designed is effective in 
damping system oscillations under both small as well as large perturbations. 
Cheng HW DO [21] further proposed a dual-rate adaptive PSS based on self-
searching pole-shifting algorithm for damping multi-mode oscillations. In this 
algorithm the system parameters are identified every 80 msec while the control 
signal is updated every 20 msec. 
Lim [22] proposed a method for designing a self-tuning PSS based on 
the minimization of a quadratic performance index. The effectiveness of the 
self-tuning PSS for either excitation or governor control under different 
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disturbances and over a wide range of operating conditions has been 
demonstrated. 
As an alternative to self-tuning PSS, Variable Structure PSS (VSPSS) 
has been proposed in the literature in order to counteract the problem of 
variation of system parameters and operating condition. The VSC are 
insensitive to system parameter variations and can easily be realized using 
microcomputers. A systematic procedure for the selection of the proper 
switching vector is though very important for their design. 
Chan and Hsu [27] proposed an optimal VSPSS for a machine-infinite 
bus system as well as for a multi-machine system. The proposed VSPSS is 
optimal in the sense that the switching hyperplane is obtained by minimizing a 
quadratic performance index, in the sliding mode operation. The resulting 
switching vector and hence the switching hyperplane depends on the weighing 
matrices associated with the performance index. 
Kothari HWDO [28] have presented the design of a VSPSS with desired 
eigenvalues in the sliding mode, where the switching hyperplane is obtained 
using a pole placement method. This has been further extended in [29] to apply 
a radial pole-shifting technique for design of VSPSS in the discrete-mode. 
A fuzzy set theory based PSS was reported by Hsu and Cheng in [30]. 
The proposed stabilizer adopted a decentralized output feedback control law 
that required only local measurements within each generating unit, thus 
providing scope for further implementation. 
In [31], Hoang and Tomsovic proposed a systematic approach to fuzzy 
logic control design, where the controller parameters are either calculated off-
line or computed in real time in response to system changes. In this design 
approach, it was shown that the controller is insensitive to the precise dynamics 
of the system. 
Artificial neural network is based on the concept of parallel processing 
and has great ability in realizing complicated non-linear mappings from the 
input space to the output space, thus providing an extremely fast processing 
facility for complicated non-linear problems. 
Zhang HW DO [32] presented a PSS design approach that employs the 
multi-layer perceptron with error back-propagation training method. The ANN 
was trained with the training data group generated by an adaptive power system 
stabilizer. 
In [33], Segal HW DO presented a new approach for real-time tuning of 
conventional PSS using a radial basis function network, which is trained using 
an orthogonal least squares (OLS) learning algorithm. 
In [34] a PSS design was presented that combined numerical (ANN) and 
linguistic (FLS) information in a uniform fashion, thus providing a model-free 
description of the control system and overcoming the ANN and FLS 
weaknesses and facilitates on-line implementation. 
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Although recently various other controller devices (SVC, STATCOM, 
FACTS) designed to enhance system stability found applications in today’s 
modern power systems, PSS remains still an attractive solution, as it is a very 
cost-effective means to ensure power system stability and security [35]. 
 *HQHWLF$OJRULWKPLQ3667XQLQJ
Although first proposed by Holland [36] in the seventies, only starting in the 
early nineties heuristic search algorithms, deeply rooted in the mechanisms of 
evolution and natural genetics, have emerged as practical, robust search 
methods – Genetic Algorithms (GAs). Among other fields of research, they 
found applicability and have been used extensively in solving various problems 
in power systems. Unit commitment, generation/transmission network 
expansion planning, optimal power flow, economic dispatch, reactive power 
planning, equipment optimal placement/selection, service restoration, control 
design in general, and last but not least PSS tuning and design, just to 
enumerate some of the problems tackled by researchers by employing GA 
based approaches. 
Genetic algorithm based applications to tune the parameters of PSS have 
been reported in [37]-[41]. A GA based optimization method has been used in 
[37] to tune the parameters of a rule-based PSS; this way, the advantages of the 
rule-based PSS such as its robustness, less computational burden and ease of 
realization are maintained. Introduction of GAs helps obtain an optimal tuning 
for all PSS parameters simultaneously, which thereby takes care of interactions 
between different PSS. 
In [38], simultaneous tuning for all the PSS in the system using a GA 
based approach has been developed. The GA seeks to shift all eigenvalues of 
the system within a region in the stable domain. In [39], a multiobjective 
design of PSSs in a multimachine power system operating at various loading 
conditions and system configurations is achieved using a GA search process. A 
multiobjective problem is formulated to optimize a composite set of objective 
functions comprising the damping factor, and the damping ratio of the lightly 
damped electromechanical modes, and the effectiveness of the suggested 
technique is confirmed through eigenvalue analysis and nonlinear simulation 
results. 
Zhang and Coonick [40] proposed a GA based computational procedure 
to select PSS parameters simultaneously in multi-machine power systems, by 
solving a set of inequalities that represent the objectives of optimization 
problem. 
In [41], a GA based tuning technique of fixed structure damping 
controllers over a prespecified set of operating conditions is proposed and 
demonstrated for large-scale realistic systems. It is emphasized here the 
importance of an accurate fitness function and the fact that a power system 
expert’s input in the designing stage of the optimization process is very 
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important, and sometimes required to select the best solution out of a pool of 
solutions resulted from the algorithm. 
 (OHFWULF3RZHU$QFLOODU\6HUYLFHV±5ROHRI
366
In deregulated power systems, the Independent System Operator (ISO) is 
entrusted to ensure a required degree of quality, safety, reliability and stability, 
and perform several other functions. $QFLOODU\VHUYLFHV are all those activities 
that are necessary to support power transmission, while maintaining reliable 
and stable operation and ensuring the required degree of quality and safety. 
These services thus include regulation of frequency and tie-line power flow, 
voltage and reactive power control, ensuring system stability, maintenance of 
generation and transmission reserves, and many others. 
According to the North American Electric Reliability Council (NERC) 
Operating Policy 10 [42], an ancillary service is defined as an LQWHUFRQQHFWHG
RSHUDWLRQ VHUYLFH that is necessary to affect a transfer of electricity between 
purchasing and selling entities, and which a transmission provider must include 
in an open access transmission tariff. 
In vertically integrated utility structures, where responsibility for 
generation, transmission and distribution is centralized at one organization, 
ancillary services are an integral part of the electricity supply and are QRW 
separated [43]. However with deregulation of the power industry, with 
generation and transmission becoming separate businesses, the ISO often has 
no direct control over individual power stations and has to SXUFKDVHDQFLOODU\
VHUYLFHV from ancillary service providers. In such an environment, issues 
pertaining to payment mechanisms for such services are extremely important 
for the proper functioning of the system. There are several operator activities 
and services, which can come under the purview of ancillary services. The 
definitions of such services and distinctions between some of them are often 
unclear. 
While the details and definitions of some ancillary services remain 
vague, the key concepts and purposes of these services are now widely 
understood and appreciated. However, much work remains in defining a set of 
services – mutually exclusive and exhaustive, in identifying which services can 
be provided competitively – which must be under the direct control of the ISO, 
and which can be obtained from outside the local control area. 
In the deregulated environment, PSS tuning, coordination amongst 
participating generators and the entity responsible for the above, are some of 
the challenging questions that have not been properly addressed yet. As of now, 
no definite guidelines have been established by the ISO or equivalent 
authorities, with regard to this question. 
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In a system with several generators equipped with PSS, their parameters 
would have been optimally tuned in a coordinated manner by the ISO, or a 
similar entity. These PSSs render a service to the system by way of providing 
stabilization action to small disturbances that occur in the system continually. 
In the absence of this service, the system will in some cases become unstable 
due to sustained low frequency oscillations. Evidently, this directly affects the 
transmission system security and reliability and hence the service provided by 
such PSS control action can essentially be classified within the ancillary 
services definitions, as a service for bulk transmission system security. 
 *DPH7KHRU\LQ3RZHU6\VWHPV
*DPH WKHRU\ is a branch of economics focused on behavior related to 
interactive decision problems. More than 50 years ago, when game theory first 
emerged, attempts were made to develop theories of bargaining that would 
predict outcomes. In a broad sense, game theory is a collection of mathematical 
models formulated to study situations of conflict and cooperation, and is 
concerned with finding the best actions for the individual decision makers in 
these situations and/or recognizing stable outcomes. Game theory does not 
cover games of chance, where the decision maker has no influence on the 
outcome and also excludes the descriptive, statistical approach [44]. 
Although there are many logical ways to distinguish between games, in 
accordance to the way in which the players interact with one another in a given 
game, and the extent to which they influence each other’ s decisions, the game 
can be classified into two major categories, namely FRRSHUDWLYH or a QRQ
FRRSHUDWLYHJDPH. 
In a QRQFRRSHUDWLYH JDPH, strategies are chosen by the players 
independently, the rules would not allow players to join forces and coordinate 
actions for better outcomes. 
On the other hand, in a FRRSHUDWLYH JDPH, the players have strictly 
identical interests or certain agreements and/or other commitments are 
enforceable on the players. Analysis in cooperative game theory is centered 
around two major issues: coalition formation and distribution of wealth gained 
through cooperation. Cooperation does not mean that any player would 
sacrifice its own interest for the sake of the other, but only that communication 
and coordination serve the purpose of better achieving their scopes. 
In recent years, game theory has found applications in power systems 
research, in the context of their operation in deregulated environment, in which 
payment allocation, strategic bidding, and gaming are relevant issues. In 
particular, cooperative game theory arises as a very convenient tool to solve 
cost- or savings-allocation problems. The solution mechanisms of cooperative 
game theory behave well in terms of fairness, efficiency, and stability; 
implementations of such mechanisms were formulated in problems as: 
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wheeling transactions [45], in the allocation of expansion costs [46], [47],  
allocation of transmission losses costs [48], [49], demand management [49], 
bidding strategies [50], and trading mechanisms [52]. A Nash bargaining game 
has been used in [53] for power flow analysis in which each transaction and its 
optimal price are determined to optimize the interest of individual parties, 
while in [54], to simulate the decision making process for defining offered 
prices in an open market. 
Nevertheless, to this date and to author’ s best knowledge, virtually no 
reported attempts to apply game theory principles to PSSs design or operation 
in a deregulated, decentralized environment have been made. 
 7KHVLV2XWOLQH
This thesis examines the application of Genetic Algorithms to PSS tuning in 
order to determine a globally optimum PSS parameter set that will ensure a 
stable and robust operation of a multi-machine power system, for each 
operating point within a wide range. 
&KDSWHU introduces the topic of small-signal stability in power systems, 
with emphasis on the low frequency oscillation phenomena occurring due to 
small disturbances and its mitigation by means of PSS. *HQHWLF$OJRULWKPV and 
*DPH7KHRU\ are also introduced and briefly discussed, since they have been 
used as tools to obtain optimum PSS parameters, and determine PSS-control 
payment allocation, respectively. A review of literature discusses the relevant 
work in this area of tuning of PSS and lays down the motivations and 
objectives of the present work. 
&KDSWHU  presents the small-signal stability models of single machine 
connected to an infinite bus (SMIB) and multi-machine power systems. The 
detailed mathematical formulations have been detailed in the Appendix. The 
models have been formulated in state-space form and their performances 
without PSS have been examined. The classical optimization method based on 
Lyapunov's parameter optimization to tune the parameters of the lead-lag PSS 
is presented in this chapter. Phase compensation characteristics of the lead-lag 
PSS have been examined and a method of PSS tuning using the exact phase 
compensation approach has been developed. Further, the Lyapunov's parameter 
optimization method has been extended to PSS tuning in multi-machine 
systems, and applied to a three-machine – nine-bus system. 
&KDSWHU treats the same problem – the tuning of PSS – by means of a 
GA search on the classical Lyapunov’ s parameter optimization based method. 
This method ensures that for any operating condition within a pre-defined 
domain, the system remains stable when subjected to small perturbations. The 
optimization criterion employs a quadratic performance index that measures 
the quality of system dynamic response within the tuning process. The solution 
thus obtained is globally optimal and robust. The proposed method has been 
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tested on different PSS structures – the lead-lag and the derivative type – and in 
both cases was found that system dynamic performances are satisfactory for 
different load conditions and system configurations. 
&KDSWHU  discusses the optimum tuning of proportional-integral-
derivative (PID) PSS for the SMIB and multi-machine power systems, in which 
a similar GA based tuning technique as the one introduced in the previous 
chapter is now developed. The tuning scheme proposed in this chapter uses a 
genetic GA based search that integrates a classical parameter optimization 
criterion based on Integral of Squared Error (ISE). This method succeeds in 
achieving a robust, simultaneously tuned and globally optimal PID-PSS 
parameter set, while maintaining the simplicity of the classical optimization 
method. The tuning method implicitly builds-in an increased robustness 
through an objective function that depends on the operating domain. The 
system is represented in a discrete-time state-space form and the influence of 
the sampling time on the PSS parameter tuning is also investigated. 
&KDSWHUintroduces in the concept of ancillary services with a specific 
emphasis on the contribution of PSSs, and proposes that the control action 
provided by PSSs to enhance system stability, be considered as one of the 
system ancillary services. To this effect, there is a need to formulate 
appropriate financial compensation mechanisms for the generators, in return for 
their service. A cooperative game theory based approach using the Shapley 
value criterion is developed in this chapter to identify the marginal contribution 
of each PSS to the total control effort. Accordingly, the method outlines 
appropriate allocation of payment to each generator involved in providing the 
PSS-control service. Enhancement in system performance due to PSS is 
measured through increased system transfer capability and the margin of 
stability thus achieved. Additionally, a set of contingencies is considered in 
order to examine whether and how the PSSs’  payoffs are affected by a different 
system topology. Alternatively, the payment allocation method is applied, in 
conjunction with an N-1 security criterion, to determine the payoffs for a 
realistic case (LH over a 24-hour period, and for different load types), thus 
pinpointing how a given loading condition would affect the payment allocation. 
&KDSWHU further dwells upon evaluating the contribution of each PSS to 
system stability and the system savings thus resulting. Therefore, it is of 
importance to appropriately choose a criterion to assess the performance of 
each PSS, so that a proper allocation of savings can eventually be attained. At 
the same time, it is also important to identify whether some PSSs would be 
critical for system stability, particularly if some could be even detrimental to 
overall system stability. Various performance criteria – extracting information 
from the system dynamic behavior – are implemented and, ultimately, a 
composite savings allocation function is constructed for a more accurate and 
comprehensive assessment of power system behavior. A similar cooperative 
game theory based method of payment allocation is employed in order to 
ﬃ "!!#%$'&"
	( :;	 , ( "!! $<!
=======================================================================================
 13
identify the marginal contribution of each PSS to the total control effort. 
Accordingly, the method outlines appropriate allocation of payment to each 
generator involved in providing the PSS-control, and consequently, different 
designs investigated. The robustness of the allocation thus evolved is also 
tested against a set of contingencies. 
&KDSWHU  summarizes the work presented in this thesis, highlights its 
significant contributions and draws the scope for future work in this area. 
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In this chapter, small-signal stability models of power systems, formulated in state-
space form, have been examined. Based on the phase characteristics of a SMIB system, 
a PSS tuning method using the exact phase compensation approach has been 
demonstrated for a lead-lag PSS. An optimization method based on Lyapunov’s 
parameter optimization criterion to tune the PSS parameters has also been introduced, 
and then compared to the phase compensation method. Further, the Lyapunov’s 
parameter optimization method has been extended to PSS tuning in multi-machine 
systems, and applied to tune a three-machine – nine-bus system, in a sequential 
approach. 
 
.H\ZRUGV small-signal stability, lead-lag PSS, phase compensation, sequential tuning, 
Lyapunov’ s parameter optimization, Integral of Squared Error 
 
 *HQHUDO$SSURDFK
Small-signal stability is the ability of the power system to maintain 
synchronous operation when subjected to small disturbances. Since the 
disturbance is considered to be small, the equations that describe the resulting 
dynamics of the system may be linearized. Instability that may result can be of 
two types: 
 
a) steady increase in generator rotor angle due to lack of synchronizing 
torque; 
 
b) rotor oscillations of increasing amplitude due to lack of sufficient 
damping torque. 
 
In today’s practical power systems, the small-signal stability problem is usually 
one of insufficient damping of system oscillations. 
For the analysis of small-signal stability, linearized models are generally 
considered to be adequate for representation of the power system and its 
various components. 
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The state-space representation is concerned not only with input and 
output properties, but also with its complete internal behavior. In contrast, the 
transfer function representation specifies only the input/output behavior. If 
state-space representation of a system is known, the transfer function is 
uniquely defined. In this sense, the state-space representation is a more 
complete description of the system, and it is ideally suited for the analysis of 
multi-variable MIMO systems. 
In the development of a dynamic model for a multi-machine power 
system (classical stability model), the following assumptions are usually made 
[55]: 
a) Mechanical power input is constant. 
b) Damping or asynchronous power is negligible. 
c) Constant-voltage-behind-transient-reactance model for the synchronous 
machines is valid. 
d) The mechanical rotor angle of a machine coincides with the angle of the 
voltage behind the transient reactance. 
e) Loads are represented by passive impedances. 
 
To study the dynamic behavior of a system, the following data are needed: 
• System data (lines, buses, transformers, machines); 
• Load-flow data – the complex power and voltage at generator nodes. 
 
Each machine model is first expressed in its own GT frame, which 
rotates with its rotor. For the solution of interconnecting network equations, all 
voltages and currents must be expressed in a common reference frame. The 
real-axis of one machine, rotating at synchronous speed, is used as the common 
reference. Axis transformation equations are used to transform between the 
individual machine (GT) reference frames and the common ('4) reference 
frame. The real-axis of the common reference frame is used as the reference for 
measuring the machine rotor angle. For a machine represented in detail, 
including dynamics of rotor circuit(s), the rotor angle is defined as the angle by 
which the machine Taxis leads/lags the real axis. Under dynamic conditions, 
the angle δ changes with rotor speed [56]. 
The following calculations are essential in order to prepare the system 
for a stability study: 
a) All system data are converted to a common base. 
b) The loads are converted to equivalent admittances. The needed data is 
taken from a load-flow study. The equivalent shunt admittance at the bus 
is given by: 
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where ¨9 , 3© , 4© , and ª,  are the voltage, active power, reactive power 
and current, respectively, corresponding to ª<  = *©  + M%©  load admit-
tance. 
c) The internal voltages of a generator ( «∠δ « ¬  are calculated from a load-
flow run. The internal angle of the generator during transients (δ
) is 
computed from the pre-transient terminal voltages 9∠α. 
d) The network admittance matrix <  is calculated <  is a Q × Q matrix, 
where Q is the total number of buses. 
e) Obtain the admittance matrix for the reduced network ( ­< ) by 
eliminating all the nodes that are not internal generator nodes. All nodes 
except for the internal generator nodes should have zero injection 
currents, and this property is used to obtain the network reduction [55]. 
 
Note that ­<  is a Q®  × Q®  dimension matrix, where Q®  is the number of 
generators. In Appendix I, Section 9.1.1 provides details of the above. 
 6\VWHPV,QYHVWLJDWHG
The systems considered for analysis in this thesis are the single machine 
connected to infinite bus through a double circuit transmission line (Figure 
3.1), and the well-known nine-bus power system [55], which has three 
generators and three loads (Figure 2.2). 
For all generators, IEEE Type ST-1 excitation systems have been 
considered. System parameters and operating data for both systems 
investigated have been provided in Appendix II. 
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)LJXUH Three-machine nine-bus system [55] 
 6PDOO3HUWXUEDWLRQ'\QDPLF0RGHORIWKH3RZHU6\VWHPV
The phenomena of stability and damping of synchronous machines for the 
mode of small perturbations can be examined with the aid of block diagrams 
relating pertinent variables of the system (such as, electrical torque, speed, 
angle, terminal voltage, field voltage, flux linkages). The small-perturbation 
transfer-function block diagrams of the systems investigated are shown in 
Figure 2.3 and Figure 2.4. For convenience, the SMIB system will be treated 
first and then the three-machine nine-bus system will be discussed in a general 
manner applicable to any multi-machine power system for the purpose of 
small-signal stability studies. 
The state-space model of the SMIB system can be expressed as follows: 
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G
⋅+⋅+⋅= $  (2.2) 
where  $ is the state matrix 
X is the state vector 
b is the control vector 
X is the control signal 
is the perturbation vector 
S is the perturbation 
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and are expressed as follows: 
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Note that the control signal X, which is actually the PSS output, would act on 
the summing junction of the terminal voltage reference of the AVR-excitation 
system (Figure 2.3). Also note that, since we deal with a SISO system,X is a 
scalar. 
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)LJXUH Small-perturbation transfer function block diagram of SMIB 
system 
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The perturbation is a step increase of 1% in mechanical torque 7   of the 
synchronous generator. 
The state matrix of the system contains the so called . constants of the 
system, which in turn are derived from the electric torque expression (.1, .2), 
field winding circuit equation (.3, .4), and from the terminal voltage 
magnitude (.5, .6). 
The transfer function block diagram in Figure 2.4 describes the dynamics 
of the Lth machine in a multi-machine power system [57]. This is a 
generalization of the extensively used single machine connected to infinite bus 
transfer function block diagram [6] and takes into account the interaction 
between machines via . matrices, which are square matrices of order Q . The 
diagonal elements of the . ! , … , . "  matrices determine the machine’ s 
dynamics, while the off-diagonal elements model the dynamic interactions 
between machines. Observe that in this block diagram the PSS is not 
represented, for convenience. The number of state variables is Q # × Q , where Q #  
is the number of state variables used to model one machine and its excitation 
system. 
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)LJXUH Transfer function block diagram representation of a multi-
machine system for small-signal stability analysis 
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For the calculation of . m ,. n , … . o  matrices, the armature current components 
, p  and , q , and the terminal voltage components 9 p  and 9 q  of each machine are 
expressed with respect to the common frame of reference. It is to be noted that 
the scalar parameters .1, … .6 used to represent the SMIB system can be 
obtained from the general . m , … . o  matrices from the general multi-machine 
mode representation. 
During low-frequency oscillations, the current induced in a damper 
winding is negligibly small; hence the damper windings are completely ignored 
in the system model. As for the G- and T-axes armature windings of the 
synchronous machine, their natural oscillating frequency being extremely high, 
their eigenmodes will not affect the low-frequency oscillations, and hence can 
be described simply by algebraic equations [57]. What is left is the field 
winding circuit of the machine, which is described by a differential equation, 
not only because of its low eigenmode frequency, but also because it is 
connected directly to the excitation system to which the supplementary 
excitation control is applied. The excitation system itself must be described by 
differential equations. Finally, the torque differential equation of the 
synchronous machine is included in the model. 
The complete mathematical formulation of the multi-machine dynamics, 
as well as the subsequent small perturbation model have been discussed in 
Appendix I. Based on the transfer function block diagram (Figure 2.4), the 
system dynamics can be expressed by a set of linear differential equations in 
the small-perturbation variables ∆ω r ∆δ r ∆( qr 
∆(sﬂpr  as follows: 
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It is to be noted here that when Q}  1, the above set of equations reduce to the 
well-known SMIB system representation. 
Using vector-matrix notation, the set of equations (2.3) can be 
represented in state-space form as follows: 
)(p)(U)(X)(X WWWW ⋅+⋅+⋅= %$  (2.4) 
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In equation (2.4), $% and * are the state, control and perturbation matrices 
respectively, and X(W), U(W) and p(W) are state, control and perturbation vectors, 
respectively. 
State matrix $ is a function of the system parameters and operating 
conditions, while the control matrix % and perturbation matrix * depend on 
system parameters only. 
For the system operating conditions and parameters considered (see 
Appendix II), the system eigenvalues are obtained by solving the FKDUDFWHULVWLF
HTXDWLRQ of the system. 
The stability characteristic of the system is dependent on the eigenvalues 
of the state matrix as follows: 
 
a) A UHDOHLJHQYDOXH corresponds to a non-oscillatory mode. A negative real 
eigenvalue represents a decaying mode, while a positive real eigenvalue 
represents aperiodic instability. 
 
b) A pair of FRPSOH[HLJHQYDOXHV represents an oscillatory mode. The real 
component of the eigenvalue gives WKH GDPSLQJ, and the imaginary 
component gives WKH IUHTXHQF\ RI RVFLOODWLRQ. A negative real part 
represents a damped oscillation whereas a positive real part represents 
oscillation of increasing amplitude. 
 
 1R3662SHUDWLRQ
Table 2.1 shows the eigenvalues of the SMIB system for the nominal operating 
point and system parameters considered. The corresponding system dynamics 
(rotor angle and speed deviations with respect to their corresponding steady-
state values) are shown in Figure 2.5 and Figure 2.6. Evidently, the system is 
unstable under small perturbations, and would require a stabilizing signal from 
the PSS.  
7DEOH Eigenvalues of SMIB system without PSS
2SHUDWLQJSRLQW
[p.u.] (LJHQYDOXHV 'DPSLQJIDFWRU
1DWXUDOIUHTXHQF\
[Hz]
3 = 0.8 
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0.1028 ± j5.5022 
  -6.3710 
-14.2975 
    -0.0187 
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)LJXUH Rotor angle deviation for SMIB system under small perturbation 
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)LJXUH Rotor speed deviation for SMIB system under small-perturbation 
As discussed in Section 2.1.1, the three-generator, nine-bus system [55] 
has been considered for our analysis of multi-machine systems. The same set of 
state variables as that used for SMIB system has been used to describe each 
machine of the multi-machine system behavior through state-space modeling 
approach.  
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The state-space model for the three-machine system is expressed as follows: 
)(p)(u)(X)(X WWWWGW
G
⋅+⋅+⋅= %$  (2.5) 
where X(W), u(W) and p(W) are state, control and perturbation vectors, respectively 
and they are expressed as follows: 
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$% and * are the state, control and perturbation matrices, respectively. They 
are constructed by generalizing the SMIB model to multi-machine model and 
are given in Appendix III, Section 9.3.1. 
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)LJXUH Angular speed deviations of all machines when Gen-1 is 
perturbed 
This system is analyzed in a similar manner as the SMIB system. Figure 2.7 
and Figure 2.8 show the time response of angular speed and rotor angle 
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deviations of all the machines of the system without PSS, when a 1% step 
perturbation in mechanical input of occurs at the shaft of Generator 1. 
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)LJXUH Rotor angle deviations for 3-machine system without PSS 
Table 2.2 presents the eigenvalues and corresponding damping factors and 
natural frequencies of oscillations. As also suggested by the figures is now 
evident that the system is unstable under small perturbations on Generator 1. 
7DEOH Eigenvalues of 3-machine system without PSS
2SHUDWLQJSRLQW
[p.u.] (LJHQYDOXHV 'DPSLQJIDFWRU
1DWXUDOIUHTXHQF\
[Hz] 
      0.0303 ± M6.62   - 0.00457 1.050 
     0.0895 ± M12.4 - 0.0072 1.970 
    - 0.004   ±  M3.32   0.0120 0.528 
 -10.50     ± M6.75   0.8410 1.989 
 - 3.92   1.0000 – 
 - 6.21   1.0000 – 
-14.80   1.0000 – 
31  =   0.7160 
32  =   1.6300 
33  =   0.8500 
 
41  =   0.2700 
42  =   0.0670 
   43  =  -0.1090 
-16.30   1.0000 – 
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 &RQYHQWLRQDO'HVLJQRI/HDG/DJ366
Two distinct types of system oscillations are usually recognized in 
interconnected power systems [9]. One is associated with units at a generating 
station swinging with respect to rest of the power system. Such oscillations are 
referred to as ORFDOPRGH oscillations and have a frequency in the range of 0.8 
to 2.0 Hz. The term local is used because the oscillations are localized at one 
power plant. The second is associated with swinging of many machines in one 
part of the system against machines in another part. These are LQWHUDUHDPRGH 
oscillations, and have frequencies in the range of 0.2 to 0.7 Hz. 
The basic function of PSS is to add damping to the generator rotor 
oscillations by controlling its excitation using auxiliary stabilizing signal(s). To 
provide damping, the PSS must produce a component of electrical torque in 
phase with the rotor speed deviations. 
PSS typically works on phase compensation and adjusting it is the main 
task in PSS tuning. Phase compensation is accomplished by adjusting the PSS 
to compensate for phase lags through the generator, excitation system, and 
power system, such that PSS provides torque changes in phase with speed 
changes. Tuning should be performed when system configurations and 
operating conditions result in the least damping, and verification should 
demonstrate that no instability is introduced within normal operating ranges as 
well as expected faults. 
 3HUIRUPDQFH2EMHFWLYHVRI366
The overall excitation control system (including PSS) is designed to [9]: 
a) Maximize the damping of the local plant mode as well as inter-area 
mode oscillations without compromising the stability of other modes; 
b) Enhance system transient stability; 
c) Not adversely affect system performance during major system upsets 
which cause large frequency excursions; 
d) Minimize the consequences of excitation system malfunction due to 
component failures. 
 
Since the purpose of a PSS is to introduce a damping torque component, 
the speed deviation represents an appropriate signal to be used as input for the 
PSS. In practice, both generator and its exciter exhibit frequency dependent 
gain and phase characteristics, *(3V. Hence, the PSS transfer function should 
have appropriate phase-lead circuits to compensate for the phase lag between 
the exciter input and the electrical torque. 
For large values of .¹  and the usual range of constants, the composite 
transfer-function for *(3(V) and the corresponding phase-lag characteristic can 
be written as follows [6]: 
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The transfer function of the lead-lag PSS on the Lth machine is shown in 
equation (2.7) and the corresponding block diagram is shown in Figure 2.9. 
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)LJXUH Transfer function block diagram for lead-lag PSS
The corresponding phase-lead characteristic of the lead-lag PSS is given by: 
[ ])(tan)(tan2tan
2 2
1
1
11 777* ÎÏÐÐ ωωωpi −−− −+−=∠  (2.8) 
Note that, for the purpose of simplification, the phase angle of PSS signal in 
(2.8) was expressed under the assumption that 71 = 73 and 72 = 74. 
Figure 2.10 shows the phase-lead characteristics of the PSS for several 
values of 71. For the frequency range considered, the lead-lag PSS can provide 
up to about 90° phase compensation, with 71 = 0.3 seconds. 
The parameters of the lead-lag PSS are required to be tuned optimally, in 
order to obtain the best performance of the system. 
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)LJXUH PSS phase lead characteristics for different time constants, 71= 73 
and 72= 74= 0.05 sec
 3ULPDU\&RQVLGHUDWLRQVIRUWKH6HOHFWLRQRI/HDGODJ366
3DUDPHWHUV
In principle, the lead-lag PSS (also regarded as the FRQYHQWLRQDO PSS) consists 
of three blocks: a phase compensation block, a signal washout block and a gain 
block (refer Figure 2.9). 
The SKDVH FRPSHQVDWLRQ block provides the appropriate phase-lead 
characteristic to compensate for the phase lag between the exciter input and the 
generator electrical torque *(3V. The phase characteristic to be compensated 
changes with the system conditions, therefore a characteristic acceptable for a 
range of frequencies (normally 0.1 to 2.0 Hz) is sought. This may result in less 
than optimum damping at any one frequency. The required phase lead can be 
obtained by choosing appropriate values of time constants 71, ... , 74. 
The signal ZDVKRXW block functions as a high-pass filter, which allows 
the dc signals to pass unchanged, thus avoiding terminal voltage variation due 
to steady changes in speed. The washout time constant 7 å  should be long 
enough to pass stabilizing signals at the frequencies of interest unchanged, but 
not so long that it leads to undesirable generator voltage excursions during 
system-island conditions. 
The stabilizing gain . æ
 
determines the amount of damping introduced by 
the PSS, and, ideally, it should be set to a value corresponding to maximum 
damping. However, in practice the gain is set to a value that results in 
satisfactory damping of the critical system modes without compromising the 
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stability of other modes, or transient stability, and that does not cause excessive 
amplification of PSS input signal noise. 
In order to restrict the level of generator terminal voltage fluctuation 
during transient conditions, limits are imposed on PSS outputs. 
The PSS parameters to be optimized are the time constants, 71 í , 72 í 73 í  
74 í  and gain . æ í . A washout time constant 7 å í  = 10 seconds is chosen at all 
machines in order to ensure that the phase-lead and gain contributed by the 
washout block for the range of oscillation frequencies normally encountered is 
negligible [9]. The number of PSS parameters to be optimized is reduced by 
considering the PSS to comprise two identical cascaded lead-lag networks. 
Therefore, 71 í  = 73 í  and 72 í  = 74 í . Also, 72 í  = 74 í  = 0.05 seconds is assumed fixed 
from physical realization considerations [6]. Thus, the optimization problem 
reduces to determining 71 í  and . æ í  (L = 1, ... , Q) only. 
 $QDO\VLVRID6LQJOH0DFKLQH,QILQLWH%XV
6\VWHPZLWKD/HDGODJ366
 &RPSRVLWH0RGHO
Figure 2.11 shows the composite transfer-function block-diagram of the SMIB 
system equipped with a lead-lag PSS. 
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)LJXUH Small perturbation block diagram of a single machine to infinite 
bus system equipped with a lead-lag PSS 
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The linear dynamic model of the power system without PSS was discussed in 
detail in Section 2.1.3. Following the same convention, the representation of 
the above composite system inclusive of the PSS can be described by: 
)(p)(X)(X WWWGW
G
⋅+⋅= $  (2.9) 
$ and * are the state and perturbation matrices, respectively, X(W) the state 
vector, and p(W) is the perturbation. The state vector X(W) is given as follows: 
[ ]01.23 X11((W ∆∆∆∆∆∆∆= 21’)(X δω  (2.10) 
Note that the two additional intermediate variables of the PSS, namely ∆11 and 
∆12appear in (2.9) as state variables, as does the PSS output signal ∆X. 
The state matrix $ of this system is given by: 
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 2SWLPL]DWLRQRI3663DUDPHWHUV8VLQJ3KDVH
&RPSHQVDWLRQ7HFKQLTXH
The phase compensation technique is based on the objective of tuning the PSS 
parameters to fully compensate for the phase lag introduced through the exciter 
and generator characteristics *(3(V), such that the torque changes provided by 
the PSS are in phase with the rotor speed deviations. The following step-by-
step approach is used: 
 
a) Find the natural frequency of oscillation ω 9  of the electromechanical 
mode. Neglecting the damping, the characteristic equation of the 
mechanical loop may be written as: 
02 1
2
=⋅+ .I0V pi  (2.11) 
:<;>=@??AB%CED@FGIH*J>KH)G*L M;>F;J>=@??>FGNCO?
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and the solutions are: 
0.IMV QQ /2 1, ⋅=±= piωω  (2.12) 
 where  0 is the inertia constant in seconds 
    I is the system frequency in Hz 
   .1 is the synchronizing torque coefficient 
 
For the system investigated and the operating conditions described in 
Section 9.2, .1 = 0.9538, and the electromechanical mode natural 
frequency of oscillation is ω R  = 5.474 rad/s. 
 
b) Find the phase lag between ∆X and ∆( S 
 of the electrical loop using the 
relationship established in (2.6). For ω R  = 5.474 rad/s the phase-lag 
introduced by *(3(V) equals 69.87°. 
 
c) Using (2.8), obtain the PSS phase-lead time constants that exactly 
compensate for the system phase-lag. In the given system, to exactly 
compensate for the phase-lag of 69.87°, it was found that the phase-lead 
time constant required is 71 = 73 = 0.216 s. Figure 2.12 shows the phase-
lag characteristic of *(3V vis-à-vis the phase-lead characteristic of the 
lead-lag PSS for 71 = 73 = 0.216 s. It can be seen that the so tuned PSS 
closely compensates for the phase-lag in a frequency range up to 1 Hz 
and compensates accurately for the electromechanical mode. 
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)LJXUH Phase characteristics for a SMIB system without controller and a 
lead-lag PSS 
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d) Tune the gain . ^  of the PSS using any suitable criterion. In this work, 
the Lyapunov’s parameter optimization method, which will be discussed 
in detail in the next section, was used. The optimum . ^  thus found was 
equal to 26.0. 
 /\DSXQRY0HWKRG%DVHG2SWLPL]DWLRQRI3663DUDPHWHUV
2.3.3.1 7KH3HUIRUPDQFH,QGH[
The choice of a suitable performance index is extremely important for the 
design of PSS. In this work, a performance index as given in (2.13), where X is 
the state vector, and 4 – the weighing matrix – is positive semi-definite and 
comprises the importance attached to different state-variables in the 
optimization process, has been used. 
GW-
_∫
∞
⋅⋅=
0
)XX( 4  (2.13) 
The performance index - can be evaluated using the relation: 
)0(X)0(X ⋅⋅= 3
`
-  (2.14) 
where X(0) is the initial state of the state-vector, and 3 is a positive definite 
symmetric matrix obtained by solving Lyapunov equation: 
4$33$ −=⋅+⋅
a
 (2.15) 
where $ is the state matrix of the system. 
By appropriate choice of 4 matrix elements, various penalization 
weights can be assigned to state variables (which in this case are deviations 
from steady-state conditions) and a desirable dynamic performance for the 
system can be achieved. 
2.3.3.2 'HWHUPLQLQJWKH3663DUDPHWHUV
As described in the previous section, by an appropriate choice of 4 the 
performance criterion, and hence the optimal PSS parameters, can be 
manipulated according to design engineer’ s requirements. In this work, an 
,QWHJUDORI6TXDUHG(UURU (ISE) criterion that seeks to minimize the square of 
the power angle deviation from its steady-state value (∆δ) is chosen. 
Subsequently, the state variable ∆δ is penalized for deviations by being 
assigned a high weight in the 4 matrix, and the PSS parameters are obtained 
accordingly. Mathematically, this can be written as: 
b<c>d@eefg%hEi@jkIl*m>nl)k*o pc>jcm>d@ee>jkNhOe
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
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( )∫∞ ∆−∆=
0
2GW- r rδδ  (2.16) 
It can be seen that in this case, 4 = GLDJ[ 0  1  0  0  0  0  0 ]. 
In order to obtain the optimal values of . s  and 71, the following 
procedure has been used: 
1. Choose a set of PSS parameters for which the state matrix of the 
composite system (including the PSS) is nonsingular. 
 
2. Fix the value of 71 and vary . s  over a wide range of values and 
determine the performance index, using (2.16). It is observed that for a 
fixed 71, when . s  increases, the performance index - decreases 
continuously attaining a minimum - tvu w  and then start increasing again as 
. s  increases further. 
 
3. Carry out Step-2 for various values of 71 and determine the PLQLPXP- tvu w  
 
Figure 2.13 shows the plot of variation of - as a function of . s  for 
different values of 71. Notice that - attains the overall minimum for . s  = 38.65 
and 71 = 0.11 seconds, which are then the optimal settings of the lead-lag PSS. 
7DEOH Performance indices corresponding to different PSS settings
 
3KDVHFRPSHQVDWLRQ
PHWKRG /\DSXQRYPHWKRG
366VHWWLQJV, 71, . x  0.216 
           26.0 
0.11 
            38.65 
3HUIRUPDQFH,QGH[, -         1.791×10-5           1.445×10-5 
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)LJXUH Performance index as a function of PSS gain . x , for different 71 
Figure 2.14 shows a comparison of the system dynamic performances with the 
optimal lead-lag PSS, but designed using two different techniques: the full 
phase-compensation approach and the Lyapunov’s method. It can be seen that 
both the design approaches provide satisfactory performances, though the 
phase compensation approach requires somewhat more settling time, which is 
evident from a comparison of the values of performance indices - also (Table 
2.3). 
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)LJXUH Performance of SMIB system with optimal lead-lag PSS 
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Further, the phase compensation characteristics (Figure 2.15) drawn 
from the two optimal PSS settings previously obtained are examined. 
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)LJXUH Phase characteristics for systems and different PSS designs 
While the phase compensation technique closely compensates for the *(3(V) 
phase lag up to a frequency of 1 Hz, the system phase-lag is considerably 
under-compensated when the optimal parameters from Lyapunov’ s method 
PSS are used. 
 
 $QDO\VLVRID0XOWL0DFKLQH3RZHU6\VWHPZLWK
/HDG/DJ366
 &RPSRVLWH0RGHO
The representation of the multi-machine system without PSS has been 
discussed earlier, and a state-space model was developed. In this section, the 
state-space model for the same system considering that all generators are 
equipped with a lead-lag type PSS is developed. 
For the sake of clarity, the state-space model of the multi-machine 
system without PSS is re-stated below: 
)(p)(U)(X)(X WWWWGW
G
⋅+⋅+⋅= %$  (2.17) 
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$, % and * are the state, control and perturbation matrices and have been 
described in Section 9.3.1. The associated state, control and perturbation 
vectors are given below: 
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The control vector U(W) is a vector of stabilizing signals that represents the PSS 
output at different machines. 
The dynamic equations of the PSS in state-space form, as obtained from 
the transfer function block-diagram, are given below: 
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 ∀ L= 1,2,3 
 
where ∆11  and ∆12   are the state-variables associated with each PSS, 7   is the 
ZDVKRXW time constant, 71«74 are the SKDVHOHDG time constants and .    is the 
stabilizer JDLQ. Equations (2.18) above may be arranged in standard vector-
matrix form as shown in (2.19), which represents the state-space model of the 
system with PSSs at all machines: 
p1PSSPSS )(X)(X)(X ⋅+⋅+⋅= '& WWWGW
G
 (2.19) 
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&, ' and *1 are the matrices associated with the PSS model with appropriate 
dimensions, and are given in the Section 9.3.2. 
By defining the following augmented state-vector  
 ²
WWW ][ )(X)(X)(X PSSC =  
 
the state-space model of the closed-loop system becomes: 
p)(X)(X CCCC ⋅+⋅= $ WW  (2.20) 
where  


=


=
1
C
1
C and'&
%$$  
 
% ³  in $ ´  is a re-defined control matrix, with b1, b2, b3 the column vectors of %. 
%1 = [ 0   0   b1    0   0   b2    0   0   b3 ] 
By applying the coordinate transformation in the state-space given in (2.21), 
the perturbation term in (2.20) can be eliminated. 
)(X)(X)(’X CC ∞−= WW  (2.21) 
Hence, (2.20) reduces to the standard state-variable form: 
)(’X)(’X C WW ⋅= $  (2.22) 
where p)(X)0(’X C1C ⋅⋅−=∞−= −$  is the initial state of X’(W), which is also 
the steady-state value of X(W). 
 /\DSXQRY0HWKRG%DVHG2SWLPL]DWLRQRI/HDG/DJ366IRU
0XOWL0DFKLQH3RZHU6\VWHPV
Section 2.3.3 provides the details of the method of PSS parameter optimization 
using Lyapunov’s method. In this section, the analysis is extended in a similar 
manner, to find the optimal parameters of PSS in a multi-machine system. In 
this case also, the perturbation of 1% step increase in the mechanical torque is 
applied at shaft of Generator 1. 
One important aspect associated with PSS tuning in multi-machine 
systems is the problem of siting of PSS on appropriate machines. This is 
required in order to find those critical machines where a PSS optimally tuned 
would damp out specific modes. This helps reduce the computational burden, 
particularly in case of large systems. A lot of work addressing the siting 
problem has been already reported in literature [12], [14], [15], [58]. In this 
chapter, and in the thesis as well, this issue has not been addressed. 
µ¶·¸ ¸ ¹ µº »¼·¸µ½ ·¾º ¸ º ½ ¿ﬃÀ Á"ÂÃ"¸ Ä%·¼ÂﬃÅ'Á"¼Æ)Ã*¼½ º Á+¼·¸Ç-Ã)Ä.º »¼
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Conventionally, the PSS tuning methods used for multi-machine systems 
have either used a sequential approach or a simultaneous approach. The 
sequential tuning approach is computationally simple, but introduces an 
undesired phenomenon – termed as HLJHQYDOXHGULIW, which will be pinpointed 
later – while the simultaneous tuning approach though being very complex to 
handle, particularly for large systems, does provide the optimal solution. 
In the following analysis, the Lyapunov method was applied to multi-
machine PSS tuning using the sequential approach. 
The weighing matrix 4 is now the sum of the squares of each machine's 
power angle deviation from their respective steady-state value. 
Thus 
 
4 = GLDJ[0  1  0  0    0  1  0  0    0  1  0  0] 
 
and 
GW- É ÉÉ
Ê Ê∫∑∞
=
∆−∆=
0
3
1
2)( δδ  (2.23) 
Using the approach described in Section 2.3.3, the parameters of each PSS can 
be obtained through a sequential optimization approach. Various combinations 
of tuning sequences were tried out and the best system performance was 
obtained with Gen-1–Gen-2–Gen-3 sequence. Table 2.4 provides a detailed 
report of the behavior of the PSS parameters tuned using the above sequence, 
and shows the corresponding system eigenvalues during the sequential tuning 
process. It can be observed how the system eigenvalues keep changing as the 
tuning sequence progresses – the eigenvalue drift phenomenon. Thus, there is a 
need to determine the PSS parameters simultaneously while also looking for 
ways of how to address the problem of increased computational burden arising 
from such an approach. 
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7DEOH Sequential tuning of multi-machine power systems 
366VHWWLQJV
Step 1: sub-optimal PSS Step 2: Gen-1 tuned Step 3: Gen-1 and 2 tuned Step 4: Gen-1, 2 and 3 tuned 
0DFKLQH
71 [s] . Û 71 [s] . Û 71 [s] . Û 71 [s] . Û
1 0.10 3 0.11 73 0.11 73 0.11 73 
2 0.10 3 0.10 3 0.16 15 0.16 15 
3 0.10 3 0.10 3 0.10 3 0.29 12.5 
 (LJHQYDOXHVDQGGDPSLQJUDWLRV
 Eigenvalues Damping Eigenvalues Damping Eigenvalues Damping Eigenvalues Damping 
 
-0.0555 ± j15.6009 
-0.1674 ± j0.4693 
-0.1908 ± j8.2613 
-10.1813 ± j3.3373 
-10.3332 ± j7.6062 
-16.2746 ± j1.6007 
-17.9045 
-22.1960 
-23.0825 
-23.9450 
-  0.1000 
-  0.1001 
-  0.1002 
-  4.6823 
-15.7824 
0.0036 
0.0259 
0.0231 
0.9503 
0.8053 
0.9952 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
 -0.1357 ± j15.4128
-0.3618 ± j7.5701 
 -2.2198 ± j11.1289
-10.2190 ± j3.3341 
-10.4467 ± j7.3496 
-10.5846 ± j4.2205 
-  0.1000 
-  0.1002 
-  0.1023 
-  2.7481 
-15.7679 
-17.6073 
-22.7811 
-23.9223 
-31.2342 
0.0088 
0.0477 
0.1956 
0.9507 
0.8179 
0.9289 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
-0.0555 ± j15.6009 
-0.1674 ± j6.4693 
-0.1908 ± j8.2613 
-10.1813 ± j3.3373 
-10.3332 ± j7.6062 
-16.2746 ± j1.6007 
-  0.1000 
-  0.1001 
-  0.1002 
-  4.6823 
-15.7824 
-17.9045 
-22.1960 
-23.0825 
-23.9450 
0.0036 
0.0259 
0.0231 
0.9503 
0.8053 
0.9952 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
-1.8970 ± j5.0133 
-2.1724 ± j13.218 
-3.3237 ± j23.4719 
-5.1392 ± j8.9380 
-5.4933 ± j12.1247 
-10.1550 ± j4.0160 
-  0.1001 
-  0.1007 
-  0.1025 
-  2.7223 
-  6.5977 
-11.4036 
-31.0425 
-32.0547 
-41.8136 
0.3539 
0.1622 
0.1402 
0.4985 
0.4127 
0.9299 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
 
ÜÝÞß ß à Üá âãÞßÜä Þåá ß á ä æﬃç è"éê"ß ë%Þãéﬃì'è"ãí)ê*ãä á è+ãÞßî-ê)ë.á âã
ïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïï
 40
 0LQLPXP366
Since the system without PSS is not stable when subjected to a small 
perturbation, a 0LQLPXP 366 (MPSS) is first determined. MPSS shall be 
referred to as being that set of PSS parameters for which the system is stable 
with a minimum control action from PSS. Evidently, the MPSS is a sub-
optimal solution, and hence any optimal PSS would provide a better 
performance. Figure 2.16 shows the three generators’  rotor angle deviations for 
the MPSS (. ðNñ  = 3.0, 71 ñ  = 0.1 s). 
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)LJXUH System dynamic performance with the minimum PSS
Alternatively, the rotor angle deviations of the generators with the sequentially 
tuned PSS (as given in Table 2.4) are shown in Figure 2.17, and reveal a 
superior performance, reaching a quasi-steady state in about 2 seconds, as 
opposed to MPSS, for which, even after 20 seconds, the system has not attained 
a steady-state. 
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)LJXUH System dynamic performance with the optimal PSS
 &RQFOXGLQJ5HPDUNV
This chapter presents the details of mathematical models required for the 
analysis of small-signal stability for both single machine connected to infinite 
bus and multi-machine systems. The mathematical models are in the state-
space form, thereby making the application of linear analysis possible. As has 
been demonstrated, both systems are unstable under small perturbations and 
require additional stabilizing control from the power system stabilizer, the 
design of which will be treated in the following chapters. 
This chapter presents the development of a composite state-space model 
of the system including the lead-lag power system stabilizer (PSS). Phase 
characteristics of the system as well as the PSS have been investigated and a 
method for tuning of PSS parameters based on exact phase compensation has 
been presented. It is found that for desirable system performance, a full phase 
compensation may not be necessary. 
Subsequently, a method based on Lyapunov’s parameter optimization has 
been presented for tuning of lead-lag PSS. This method makes use of the ISE 
criterion with an objective of minimizing the power angle deviation from its 
steady-state value. System dynamic performance for single-machine to infinite 
bus, as well as a multi-machine system, show that this method provides 
superior responses as compared to the phase-compensation technique based 
PSS. 
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Due to the eigenvalue drift phenomenon and the high computational 
burden required for simultaneous type of tuning approach, genetic algorithm 
based simultaneous tuning methods have a promising research scope and could 
address many of the concerns raised in large scale PSS parameter tuning. 
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This chapter proposes a genetic algorithm (GA) based method to tune the parameters of 
a power system stabilizer (PSS). The proposed method integrates the classical 
parameter optimization approach, involving the solution of Lyapunov equation, within 
a genetic search process. The method ensures that for any operating condition within a 
pre-defined domain, the system remains stable when subjected to small perturbations. 
The optimization criterion employs a quadratic performance index that measures the 
quality of system dynamic response within the tuning process. The solution thus 
obtained is globally optimal and robust. The proposed method has been tested on two 
different PSS structures, namely the lead-lag and the derivative type. System dynamic 
performances with PSS tuned using the proposed technique are satisfactory for different 
load conditions and system configurations.  
 
.H\ZRUGVsmall-signal stability, GA, PSS, Lyapunov method, ISE technique 
 
 *HQHUDO$VSHFWV
Genetic Algorithms are global search techniques providing a powerful tool for 
optimization problems by miming the mechanisms of natural selection and 
genetics. These operate on a population of potential solutions applying the 
principle of VXUYLYDORIWKHILWWHVW to produce better and better approximations to 
a solution. In each generation, a new set of approximations is created by 
selecting the individuals according to their level of fitness in the problem 
domain and breeding them together using operators borrowed from natural 
genetics [59]. Thus, the population of solutions is successively improved with 
respect to the search objective by replacing least fit individuals with new ones 
(offspring of individuals from the previous generation), better suited to the 
environment, just as in natural evolution. 
According to Goldberg [59], GAs are different from other optimization 
and search procedures in four ways: 
õ<ê)ãê"ä á ø%ö<ß âè+ù.á ä úÝû÷@ÞëIê*éýüþ+ãá ãâßè   ó@ÜÜ
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a) GA work with a coding of the parameter set, not the parameters 
themselves. 
b) GA search from a population of points, not a single point. 
c) GA use payoff information, not derivatives or other auxiliary knowledge. 
d) GA use probabilistic transition rules, not deterministic rules. 
 
Figure 3.1 shows a schematic diagram of a genetic algorithm. The 
process commences with random generation of a pool of possible solutions, LH 
the population and the individuals that form it. Each individual in the 
population, also called FKURPRVRPH is represented by a string, which is formed 
by a number of sub-strings equal to the number of the problem’s variables. 
Each variable is coded in a suitable coding system (binary, integer, real-valued, 
HWF). The population size and the chromosome size are kept constant during the 
whole search process. 
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)LJXUH Genetic Algorithm flowchart 
The performance of each individual in the population is evaluated 
through an objective function, which models the dynamic problem and has as 
output a ILWQHVV YDOXH The fitness value is a measure of how good the 
respective individual is with respect to the problem objective. 
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Individuals will be selected in accordance with their fitness value to take 
part in the genetic process. The purpose of VHOHFWLRQ is to keep the best well-fit 
individuals and increase the number of their offspring in the next generation, 
on the account of the least fit individuals. 
The UHFRPELQDWLRQ process consists in the grouping of the selected 
individuals in pairs (parents) in which they exchange genetic information 
forming two new individuals (children or offspring). This process helps the 
optimization search to escape from possible local optima and search different 
zones of the search space. A PXWDWLRQ genetic operator that replaces allele of 
genes is implemented to increase the probability of complete search, by 
allowing the investigations in vicinity of local optima. 
5HLQVHUWLRQ is the process in which children will populate the next 
generation by replacing parents. Reinsertion can be made partially or 
completely, uniformly (offspring replace parents uniformly at random) or 
fitness-based. 
All genetic operators are implemented with a certain predefined 
probability. 
Power System Stabilizers designed using the GA based search and 
optimization are more likely to converge to a global optima than a conventional 
optimization based PSS, since they search from a population of possible 
solutions, and are based on probabilistic transition rules. 
Fixed-structure lead-lag type of power system stabilizers discussed in 
Chapter 2 have found practical applications and these generally provide 
acceptable dynamic performances [9]. There have been arguments that these 
controllers, being tuned for one nominal operating condition, provide sub-
optimal performance when there are variations in system operating load or 
system configuration. To address this issue, PSS parameter tuning methods that 
incorporate robustness within the optimization scheme and are applicable to 
fixed structure stabilizers are desirable. To ensure a sufficiently robust 
behavior, a wide operating domain need be considered in the tuning process. 
The present chapter proposes an application of the Lyapunov parameter 
optimization criterion within a GA search framework, in which each individual 
in the population represents a possible solution to the problem, LH a coding of 
PSS parameter setting. In order to evaluate the degree of JRRGQHVV of an 
individual within the population, a quadratic performance index that measures 
the quality of system dynamic performance, is employed within the objective 
function of the tuning process. Thus, the performance of each individual in the 
population is assessed, and a ILWQHVVYDOXH comprising a dynamic evaluation of 
the system is assigned. The selected individuals are then modified through the 
application of JHQHWLF RSHUDWRUV, in order to obtain the next generation. The 
proposed method ensures that for any operating condition within a pre-defined 
domain, the system with the optimally tuned PSS remains stable when 
subjected to small perturbations. The solution obtained is globally optimal and 
õ<ê)ãê"ä á ø%ö<ß âè+ù.á ä úÝû÷@ÞëIê*éýüþ+ãá ãâßè   ó@ÜÜ
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robust. The proposed method has been tested on two different PSS structures: 
the lead-lag and derivative types. 
 *HQHWLF$OJRULWKP6SHFLILFDWLRQVDQGWKH3URSRVHG0HWKRG
The proposed Lyapunov method based genetic algorithm is initiated by 
generating randomly an initial population of binary coded individuals, where 
each individual represents a possible solution for the PSS parameters. 
A basic requirement for obtaining a feasible solution to the Lyapunov 
equation is that the state-matrix $ should be stable. Fulfillment of this 
condition is ensured by VWDELOLW\VFUHHQLQJ. The entire population of individuals 
in each generation is screened (Figure 3.2) in order to ensure that only those 
individuals (each of them representing a PSS parameter set) that provide a 
stable system over the whole operating domain ', are allowed to proceed 
further in the optimization process. This also brings about significant reduction 
in the computational burden. Individuals resulting in unstable systems for an 
operating point within the domain ' ("bad individuals") are assigned a very 
high value of -6278 , where -6-78  is the mean value of performance indices over 
the 1 9 :  points of the operating domain ', and given by (3.1). The bad 
individuals are gradually phased out from the population within a few 
generations. 
'34GW1- ;<
=
> ?
@2AB ∈∀⋅⋅⋅= ∑ ∫∞         )XX(1 )(
, 0
4  (3.1) 
Every individual (FKURPRVRPH) of the current population is evaluated for 
-6-78  and a basis for the biased selection process is then established. To avoid 
premature convergence and speeding up of the search when the convergence is 
approached, the objective values obtained for each individual are mapped into 
ILWQHVV YDOXHV through a ranking process. The rank-based fitness assignment 
overcomes the scaling problems of the proportional fitness assignment. The 
individuals will be ranked in the population in descending order of their fitness 
with respect to the problem domain. The higher the individual’ s fitness is, the 
higher is its chance to pass-on genetic information to successive generations. 
The next generation will be populated with offspring, obtained from 
selected parents. The VHOHFWLRQ is a process used to determine the number of 
trials for one particular individual used in reproduction. The selection process 
uses the VWRFKDVWLF XQLYHUVDO VDPSOLQJ method, a single-phase sampling 
algorithm with minimum VSUHDG, zero ELDVand time complexity in the order of 
the number of individuals (1C D	E ). 
 
ò<ã>ó@ÜÜôõ%öE÷@ÞëIê*é>îê)ë*á âã>Þãé>ó@ÜÜ>ÞëNöOÜ
ïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïïï
 47
Generate initial binary
population of PSS parameters
( F1GIH3JKH )
gen = 1
Solve Lyapunov’s
equation:
L T M
 + M
L
 = - N
Set initial individual
OQP RS
 = 1
All operating
range covered?
Determine PI for
current individual
at current o.p.
op=op+1
No
Yes
All individuals
evaluated?
No
Determine TU*V%W  over entire
operating domain
Yes
Determine best
performance index
of current
generation
Fitness evaluation
and ranking of
individuals in
population
Population manipulation
by genetic operators:
- selection
- recombination
- mutation
- reinsertion
Convergence
criteria fulfilled?
No
Done
Yes
gen=gen+1
System stable?
Yes
"Bad
   individual"
TU*V%W =
No
Set the operating point
op = 1
XY Z\[
=
XY Z\[
+1
∑ ∫
∈∀
∞
= ]
^
_
`
a b
cId e fg
h
i
, 0
)XX(1 j
∞
 
)LJXUH Lyapunov Method Based Genetic Algorithm for PSS Tuning
Recombination of the selected individuals is carried out with pairs of 
individuals from the current population using aPXOWLSRLQW FURVVRYHU process 
having a certain probability. The individuals in the pairs will exchange genetic 
information with each other, thereby creating two new individuals, the 
offspring. After that, each individual in the population will be PXWDWHG with a 
given probability, through a random process of replacing one allele of a gene 
with another to produce a new genetic structure. 
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The GA employed in this study uses an HOLWLVW VWUDWHJ\ in which the 
offspring is created with a JHQHUDWLRQ JDS of 80% and reinserted in the old 
population by replacing the least fit predecessors. Most fit individuals are 
allowed to propagate through successive generations and only a better 
individual may replace them. 
The GA stops when a pre-defined maximum number of generations is 
achieved or when the value returned by the objective function, being below a 
threshold, remains constant for a number of iterations. 
 0DWKHPDWLFDO0RGHORIWKH6\VWHP
Two types of PSS have been considered for analysis: (a) the lead-lag PSS (3.2) 
with gain .  , time-constants 71 and 72, and wash-out filter time-constant 7  , 
and (b) the derivative PSS (3.3) with gain .   and time constant 7. 
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As discussed in Chapter 2, 7   is the washout time-constant, which is used to 
washout dc signals and without it, steady changes in speed would modify the 
terminal voltage. To guarantee the lead characteristic of the control signal, 72 is 
kept at a minimum physically achievable (72 = 0.05 seconds). Thus, the lead-
lag PSS parameters to be optimized are .   and 71. 
It is important to note here the difference in input signals to the two PSS. 
The phase-lead PSS is based on the commonly used rotor speed deviation input 
signal as shown in (3.2). On the other hand, the derivative PSS given in (3.3) is 
based on electrical torque deviation signal ∆7  . The parameters to be tuned in 
the later case are the derivative gain .   and the time constant 7. 
The linear dynamic model of the composite system inclusive of 
excitation system and PSS on all generators can be obtained in a similar 
manner to the one outlined in Chapter 2, and its state-space representation is 
given below: 
p)(X)(X ⋅+⋅= $ WGW
WG
 (3.4) 
$ and * are the state and perturbation matrices and depend on the system 
configuration and operating conditions, while X and p are state and 
perturbation vectors, respectively. 
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In order to eliminate the perturbation term in (3.4) and reduce the system 
model to the standard closed-loop state-space form, a coordinate transformation 
in the state-space is applied as given by: 
)(XX’X ∞−=  (3.5) 
The resulting state-transformed system model thus obtained is given by: 
’X’X ⋅= $GW
G
 (3.6) 
where X’(0) = –X( –$-1  p⋅  is the steady state value of X'(t). 
 6LQJOH0DFKLQH&RQQHFWHGWR,QILQLWH%XV
The proposed genetic algorithm based approach applying the classical 
Lyapunov stability and parameter optimization technique is now used to 
determine the optimal parameters of a PSS that is robust over a wide operating 
domain. For the purpose of these study cases, an operating domain ' (3   [0.3, 
1.3] and4  [-0.3, 1.0], in per unit) shall be considered with a step-size of 0.1 
p.u. in each case (LH 1     = 154). 
Figure 3.3 shows the small perturbation transfer function model of the 
SMIB system with lead-lag PSS. The state vector X and state matrix $ for the 
SMIB system equipped with the lead-lag PSS of (3.2) have been provided in 
Section 2.3.1. 
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)LJXUH Small perturbation transfer function model of SMIB system 
equipped with lead-lag PSS 
 
Figure 3.4 shows the small perturbation transfer function model of the SMIB 
system equipped with a derivative PSS. 
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)LJXUH Small perturbation transfer function block-diagram of SMIB 
system equipped with derivative PSS 
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The state vector of the system can be defined as: 
ý
þß
  X((W ][ ’)(X ∆∆∆∆∆= δω  (3.7) 
The system matrix $ with the derivative type PSS of (3.3) is described by: 
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 $QDO\VLV
The optimal parameters for both lead-lag and derivative PSSs obtained with the 
proposed GA based method are compared with the optimal parameters setting 
obtained by applying the ISE Technique earlier reported in [60], that was 
obtained considering one nominal operating condition. 
Additionally, for the derivative PSS, the set of optimal parameters 
obtained with the proposed GA based method is also compared with an earlier 
reported eigenvalue shift based GA method [61]. 
Figure 3.5 depicts the tuning process of a derivative PSS in a SMIB 
system performed using a sequential method, in a similar manner as described 
in Section 2.3.3.2 for the lead-lag PSS. 
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)LJXUH Performance index as function of PSS gain . + , for different time 
constants 7
Table 3.1 provides a summary of the PSS parameters for the lead-lag PSS, 
along with the corresponding system eigenvalues, and for the oscillatory modes 
the damping factors ζ and natural frequencies I , . The ISE technique based PSS 
[60] achieves a fairly robust optimum parameter set that is very close to the 
global optimal set obtained using the GA based method. --  and -.)/	0ﬁ1 2  are the 
corresponding values of - and -./	0 , respectively, QRUPDOL]HG with respect to the 
best, and provide a quantitative measure of the quality of dynamic performance 
with a particular type of PSS and PSS settings. 
7DEOH Optimal parameter setting for lead-lag PSS obtained with two 
different methods
 1R366 3URSRVHG*$EDVHGPHWKRG
,6(WHFKQLTXH
>@
*DLQDQG7LPH
FRQVWDQW
_ 33.98 
  0.12 
38.65 
  0.11 
(LJHQYDOXHVDW
QRPLQDO
RSHUDWLQJ
SRLQW
[I 3 [Hz]
-14.298, 
- 6.371 
0.103 ± j 5.5 
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-3.888 ± j7.773 
-8.472 ± j5.003 
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- 3.806 
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Table 3.2 shows the optimal settings for derivative PSS, and the corresponding- 
eigenvalues and performance indices. For convenience, the performance 
indices are normalized with respect to the best (see Table 3.1). The proposed 
GA based method, though with -.)/	0ﬁ1 2  of 4.72, does provide a fairly satisfactory 
dynamic performance, while the eigenvalue shifting method based PSS with 
-.)/	0ﬁ1 2  of 24 provides a much inferior response. Note that although ISE 
Technique based PSS performs better at the nominal operating point than the 
genetically tuned systems, the system thus tuned will not be stable for the entire 
operating domain '. 
7DEOH Optimal parameter setting for derivative PSS obtained with three 
different methods
 
1R366 3URSRVHG*$EDVHGPHWKRG
*$EDVHG
(LJHQYDO
VKLIWWHFKQ
>@
,6(
7HFKQLTXH
>@
*DLQDQG
7LPHFRQVWDQW – 
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0.34 
 1.55 
 0.38 
(LJHQYDOXHVDW
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SRLQW
-14.298 
- 6.371 
0.103 ± j 5.50 
-16.823 
-1.357 ± j5.33 
-2.756 ± j4.62 
-2.081 
-19.417 
-1.959 ± j9.210 
-0.726 ± j2.892 
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-16.225 
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SRLQW
_ 
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-5768
9 4  – 4.72 24.0 – 
 
Figure 3.6 and Figure 3.7 show the distribution of -.L/0  for individuals in the 
population and their convergence to the global optimum during the search 
process, for two different PSS types – the lead-lag and the derivative PSS, 
respectively. It is evident that the best individual from a generation progresses 
towards convergence, corresponding to the minimum of -.)/0  and thereby 
providing the optimal values of PSS parameters. The figures provide an image 
of the distribution of possible solutions cumulatively obtained during the 
genetic search, thus emphasizing the algorithm's convergence towards the 
global optimum and intuitively pinpointing the same. 
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)LJXUH Distribution of the solution during the search process for lead-lag 
PSS 
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)LJXUH Distribution of the solution during the search process for 
derivative PSS 
It should be noted that, the vertical axis denoting the performance -.)/	0 , appears 
with a different scale for the two PSS cases- the derivative PSS scale being of 
the order of 10-4, while the lead-lag PSS is of the order of 10-5. 
Figure 3.8 shows that -./	0  decreases monotonously with the number of 
generations, and in approximately 50 generations, the optimization process 
finds a solution that remains unchanged thereafter, and -.)/	0  reaches a steady 
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minimum value. These results were obtained with a genetic process over 160 
generations and having a population of 50 individuals. 
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)LJXUH -XZY[  of best individual for each generation 
Figure 3.9 shows the corresponding PSS parameters variation during the 
genetic process, and indicates their convergence to the optimal value. 
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)LJXUH PSS parameter variation during genetic process, for each 
generation
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Figure 3.10 and Figure 3.11 show the distribution of the positive imaginary part 
of system eigenvalues over the entire operating domain ', for optimum 
parameter settings of lead-lag PSS and derivative PSS, respectively. It can be 
seen that the lead-lag PSS provides a more stable system since its eigenvalues 
are further away from the imaginary axis vis-à-vis the derivative PSS. 
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)LJXUH Distribution of system eigenvalues with optimal lead-lag PSS 
over the operating domain 
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)LJXUH Distribution of system eigenvalues for optimal derivative PSS 
over the operating domain
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The optimum parameters obtained using the proposed method, which is based 
on measurement of system dynamic performance in time-domain, is now 
compared with an earlier reported GA based PSS [61], in which a frequency-
domain approach that applies eigenvalue shifting technique is used. 
Understandably, the addition of an optimally tuned PSS enlarges the stability 
region on the 34 plane considerably. The lead-lag PSS tuned using the 
proposed GA based method provides the largest stability region (the entire dot-
marked region in Figure 3.12). It is to be noted that this stability region is 
considerably larger than the domain actually considered for the GA based 
optimization (shown by the rectangular box).  
 
−1 −0.5 0 0.5 1 1.5 2 2.5
0
0.5
1
1.5
2
2.5
Reactive power, Q [pu]
Ac
tiv
e 
po
we
r, 
P 
[pu
]
 
)LJXUH Stability regions on the 34 plane with different PSS designs 
Also shown in Figure 3.12 are the corresponding stability regions with 
the derivative PSS tuned using the proposed GA based method (shown by o-
marks), and when tuned using the eigenvalue shifting method of [61], [58] 
(shown by x-marks). 
 6\VWHP'\QDPLF3HUIRUPDQFHV
Performance of the PSS with optimum parameters obtained using the proposed 
method was examined through dynamic analysis for various system loading 
conditions (heavy, nominal and light), small perturbations, as well as large 
faults. Figure 3.13 and Figure 3.14 show the comparative performances of lead-
lag and derivative PSS, respectively, for different load conditions when 
subjected to one per cent change in mechanical torque. The system behaved 
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satisfactorily with both PSS for light and nominal load conditions. However, 
during heavy load, the settling time of the oscillations is considerably shorter 
and the overall performance is better with the lead-lag PSS. 
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)LJXUH System performance under small perturbation for lead-lag PSS 
tuned using the proposed GA based method 
0   1   2 3 4 5 6 7 8 9
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
x 10−4  
Time [second]
A
ng
ul
ar
 s
pe
ed
 d
ev
ia
tio
n 
[p
u]
High load
Nominal load
Light load
 
)LJXUH System performance under small perturbation for derivative PSS 
tuned using the proposed GA based method 
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Further, comparing dynamic performance of the lead-lag PSS obtained using 
the proposed GA based method with two different PSS parameter sets of 
derivative type PSS, one obtained using our proposed method (deriv PSS 1 in
Figure 3.15) and the other obtained in [61] (deriv. PSS-2 inFigure 3.15), it can 
be noted that the proposed GA based lead-lag PSS provides considerably 
superior responses. This behavior was also explained through the comparison 
of -./	0ﬁ1 2  values in Table 3.2. 
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)LJXUH Dynamic behavior of lead-lag and derivative type PSS at nominal 
operating point 
Subsequent studies on dynamic performance analysis reported in this chapter 
are carried out considering the lead-lag PSS only. The system is now tested for 
a combination of events, commencing with a small perturbation at time W 0 s, 
followed by a three-phase short circuit on one of the two parallel lines, very 
close to the generator bus, at time W 3 seconds. The short circuit is cleared by 
the protection system after 0.1 seconds, LH at time W 3.1 seconds, by discon-
necting the faulted line. 
The system dynamic response and the associated PSS output signal with 
the lead-lag PSS tuned using the proposed GA based method are shown in 
Figure 3.16, Figure 3.17 and Figure 3.18. It is seen that following the 
disturbance, the system recovers very satisfactorily, while reaching a new 
steady state in approximately 6 seconds. It is also to be noted that in order to 
avoid large excursions in terminal voltages, a signal limiter has now been 
applied to restrict the PSS output within certain prespecified limits, [-0.1 p.u., 
0.2 p.u.], in the present case. 
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)LJXUH Rotor angle deviation for the system with optimal GA based lead-
lag PSS during a small perturbation, followed by a three-phase 
short-circuit and removal of fault 
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)LJXUH Angular speed deviation for the system with optimal GA based 
lead-lag PSS during a small perturbation, followed by a three-
phase short-circuit and removal of fault 
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)LJXUH Optimal GA based lead-lag PSS output signal during a small 
perturbation, followed by a three-phase short-circuit and removal 
of fault 
 0XOWL0DFKLQH3RZHU6\VWHP
The proposed GA based technique incorporating Lyapunov’s parameter 
optimization criterion is now used to determine the optimal parameters of PSS 
on the three-machine system described in Section 2.1.1. In order to bring about 
robustness, a set of six operating points (OP-1 to OP-6) is considered by 
varying the system loads, Load-A, Load-B and Load-C (see Figure 2.2) in 
steps. The set of system load conditions considered for the GA based method is 
presented in Table 3.3. 
7DEOH The set of six load conditions (in p.u.)
 /& /& /& /& /& /&
/RDG$ 0.83+j0.55 0.91+j0.61 0.99+j0.67 1.1+j0.73 1.21+j0.81 1.33+j0.97 
/RDG% 0.44+j0.33 0.48+j0.36 0.53+j0.40 0.59+j0.44 0.64+j0.48 0.71+j0.59 
/RDG& 0.55+j0.39 0.61+j0.42 0.67+j0.47 0.73+j0.51 0.81+j0.56 0.89+j0.68 
 
Based on the above load conditions, an RSWLPDO SRZHU IORZ 23) with 
"minimization of losses" as the optimization criterion, is run for each load 
configuration. The optimal generation schedule so obtained for each unit for 
each load configuration considered is shown in Table 3.4. This OPF solution is 
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used as the initial operating condition for the multi-machine system for PSS 
tuning using the proposed GA based method. 
7DEOH The OPF solution providing the initial operating conditions
 23 23 23 23 23 23
*HQ 0.93+j0.16 1.02+j0.24 1.12+j0.33 1.23+j0.43 1.36+j0.54 1.49+j0.67 
*HQ 0.51-j0.04 0.56+j0.02 0.62+j0.08 0.68+j0.14 0.76+j0.22 0.84+j0.31 
*HQ 0.38-j0.14 0.42 -j0.10 0.47-j0.05 0.52+j0.01 0.57+j0.07 0.63+j0.15 
9 \  1.04  ∠ 0° 1.04  ∠ 0° 1.04  ∠ 0° 1.04  ∠ 0° 1.04  ∠0° 1.04  ∠ 0° 
9 ]  1.025∠-0° 1.025∠ 0° 1.025∠ 0° 1.025∠ 0° 1.025∠0° 1.025∠ 0° 
9 ^  1.025∠ 0° 1.025∠ 0° 1.025∠ 0° 1.025∠ 0° 1.025∠0° 1.025∠ 0° 
9 _  1.07  ∠-5.6° 0.99  ∠-6.2° 0.99  ∠-6.8° 0.98 ∠-7.6° 0.97 ∠-8.4° 0.95  ∠-9.3° 
9 `  1.02  ∠-4.5° 1.02  ∠-4.9° 1.01  ∠-5.4° 1.0  ∠-5.96° 0.99 ∠-6.6° 0.98  ∠-7.3° 
9 a  1.02  ∠-4.8° 1.01  ∠-5.3° 1.01  ∠-5.9° 1.0  ∠-6.5° 0.99 ∠-7.2° 0.99  ∠-7.9° 
 
Table 3.5 shows the optimal PSS parameters obtained using the proposed GA 
based method. For the sake of comparison, the optimal parameters obtained 
using the ISE technique described in [62] are also presented. The eigenvalues 
of the closed-loop matrix $, for the optimal PSS parameter settings, are also 
provided. It should be noted that the ISE technique uses a sequential approach 
to tune the parameters while in the present GA based approach, all PSSs have 
been tuned simultaneously. 
7DEOH Optimal PSS parameters using the proposed GA based technique 
as compared to those obtained using ISE Technique
*$366 ,6(366
3663DUDPHWHUV
. b 7 c 
(LJHQYDOXHV 3663DUDPHWHUV
. b 7 c 
(LJHQYDOXHV
Generator-1: 
(45.06, 0.17) 
Generator-1: 
(73.0, 0.11) 
Generator-2: 
(45.52, 0.06) 
Generator-2: 
(15.0, 0.10) 
Generator-3: 
(2.13, 0.44) 
-5.93 ± j16.37 
-1.54 ± j15.14 
-5.78 ± j12.63 
-2.19 ± j8.753 
-10.72 ± j2.78 
-4.52 ± j5.215 
-35.834 
-34.191 
-24.167 
-18.238 
-5.0434 
-3.1556 
-0.1024 
-0.1000 
-0.1009 
Generator-3: 
(12.5, 0.29) 
-3.33 ± j23.48 
-1.42 ± j13.11 
-2.85 ± j10.41 
-9.085 ± j6.63 
-10.53 ± 4.055 
-1.983 ± j5.48 
-41.7615 
-31.12 
-26.75 
-14.866 
-2.69 
-6.4069 
-0.1025 
-0.1001 
-0.1007 
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The average performance index, -./	0  (given by (3.1)), of the "best" individual 
in each generation is selected and plotted over generations to show its 
convergence rate. Figure 3.19 is an accurate representation of all GA based 
optimization processes performed during this study, and presents the 
convergence rate evolution of a population of 40 individuals, during a genetic 
process of 460 generations. The values of the solution and performance index 
are presented in Table 3.6, Case 7. 
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)LJXUH Plot of -XZY[  for the “best” individual in each generation, for a 
population of 40 individuals 
The corresponding PSS (a) time constants and (b) gains’ variations during the 
genetic process are depicted in Figure 3.20, for 460 generations. 
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)LJXUH Parameters (71 d  and . e d for L =1,2,3) of best individual, for each 
generation 
The convergence rate of the performance index is also reflected in the variation 
of the best individual of each generation during the entire genetic process. 
Table 3.6 shows the performance indexes -.)/	0  of the Lyapunov 
optimization method based GA search solutions for different configurations 
and in different stages of the genetic search process. It can be seen that the GA 
search provides the best solution in Case 8, for 1f 2Kg  = 50 over 500 generations. 
7DEOH Performance of the proposed GA based PSS tuning method for 
different genetic configurations
3663DUDPHWHUV. b 7 c &DVH 1 8  1h 4ji
*HQ *HQ *HQ
3HUIRUPDQFH
,QGH[-576%8 
× 10-6 
1.   50 50 (44.63, 0.18) (40.7,  0.06) (2.32, 0.45) 3.1606 
2. 100 30 (44.29, 0.18) (49.38, 0.06) (2.48, 0.39) 3.1546 
3. 100 50 (45.20, 0.17) (42.66, 0.06) (2.64, 0.37) 3.1546 
4. 150 30 (44.84, 0.17) (46.15, 0.06) (3.16, 0.35) 3.1538 
5. 200 30 (43.21, 0.17) (49.89, 0.06) (3.61, 0.35) 3.1545 
6. 200 50 (42.03, 0.18) (43.94, 0.07) (3.42, 0.297) 3.1639 
7. 460 40 (44.56, 0.17) (46.24, 0.06) (1.96, 0.46) 3.1526 
8. 500 50 (45.06, 0.17) (45.52, 0.06) (2.13, 0.44) 3.1524 
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Usually, a viable solution is not reached in 50 generations, for reliable result, 
approximately 100 generations are required. A higher number of individuals in 
population will increase the probability of finding the optimum solution in a 
smaller number of generations, but will also increase the computational time to 
complete the evaluation of one generation. The simulations performed show 
that often a population with 30 individuals would suffice to find an optimum 
within 150 generations (HJ Table 3.6, case 4). 
A significant issue in the GA based optimization process, is the 
convergence criterion, whose inadequate setting may cause premature 
termination of the process, far away from the global optimum. 
3.4.1.1 9DULRXV/RDGLQJ&RQGLWLRQVDQG6\VWHP&RQILJXUDWLRQV
In order to test the robustness of the GA based PSS, three different operating 
conditions and five contingencies were considered. The different operating 
conditions (represented by light, nominal and heavy loading) are given in Table 
3.7. It might be noted that these load conditions at buses #5, #6 and #8, are 
same as those used in [38], except that the corresponding generation levels are 
obtained here using an OPF simulation with "minimizing losses" as objective. 
7DEOH Three different loading conditions for examining the performance 
of the GA based PSS
2SHUDWLQJFRQGLWLRQVSX
Gen-1 Gen-2 Gen-3 /RDGLQJ 3 4 3 4 3 4
1RPLQDO 0.71 0.28 1.63  0.07 0.85 -0.11 
+HDY\ 2.77 1.20 1.38  0.50 1.26  0.36 
/LJKW 0.81 0.14 0.44 -0.11 0.36 -0.20 
 
The dynamic responses are plotted for rotor speed deviation of Generator-1 
following a 1% step change in mechanical torque on the same generator. The 
responses are plotted for both the GA based PSS and the ISE technique based 
PSS. 
Figure 3.21 shows the plot for the nominal operating condition. The GA 
based PSS has a lower peak off-shoot and smaller oscillations and an overall 
better damped response. 
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)LJXUH Rotor speed deviation of Generator 1 with GA based PSS and ISE 
technique based PSS for nominal load condition
Figure 3.22 shows the plot of rotor speed deviations for the heavy operating 
load condition. It is evident that the GA based PSS performs distinctly better 
compared to the ISE technique based PSS. 
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)LJXUH Rotor speed deviations of Generator 1 with GA based PSS and 
ISE technique based PSS for heavy load condition 
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)LJXUH Rotor speed deviations of Generator 1 with GA based PSS and 
ISE technique based PSS for light load condition. 
Figure 3.23 shows the comparison of dynamic performances under a light load 
operating condition. In this case, the GA based PSS and the ISE technique 
based PSS both do provide satisfactory responses. Evidently, it can be said that 
the conventionally tuned PSS provides satisfactory performance at light loads 
and up to the nominal operating point, at which it is tuned. However, when the 
system load increases beyond the nominal point, the performance deteriorates. 
The GA based PSS, on the other hand, continues to perform well for all 
operating loads and hence has a higher level of robustness. 
Further, in order to test the solution for different system topologies, a set 
of contingencies represented by outages of transmission lines, one at a time, 
has been considered. The dynamic responses of Gen-1 rotor speed deviation 
when subjected to the same disturbance are plotted in Figures 3.24 to 3.28, for 
all the contingencies considered, each being plotted against the similar dynamic 
response for normal operation conditions. In all cases, the grand coalition of 
PSSs is employed. 
Note that for outage of line 4-5, there is no feasible set of PSS 
parameters that can stabilize the system; hence this contingency was not 
considered. 
As expected, for all the contingencies considered, the dynamic 
performance worsens; however, the PSS manages to maintain the system 
stable, while exhibiting a reasonably well-damped dynamic behavior. The plots 
below show the rotor speed deviation up to the point when the total squared 
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deviation from steady-state becomes less than 3% with respect to the steady-
state. 
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)LJXUH Angular speed deviation for normal and under contingency 
condition (outage of line 4-6) 
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)LJXUH Angular speed deviation for normal and under contingency 
condition (outage of line 5-7) 
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)LJXUH Angular speed deviation for normal and under contingency 
condition (outage of line 6-9) 
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)LJXUH Angular speed deviation for normal and under contingency 
condition (outage of line 7-8)  
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)LJXUH Angular speed deviation for normal and under contingency 
condition (outage of line 8-9)
It can be seen from the figures above that, even for the worst contin-
gencies among the ones considered, a reasonable damping is achieved within 
2.5 seconds. 
 &RQFOXGLQJ5HPDUNV
This chapter presents a novel approach to tuning of Power System Stabilizers 
(PSS) using Genetic Algorithms (GA) based search process that incorporates 
the classical Lyapunov optimization criterion. The advantage of using a GA 
based search is that within these global search techniques a wide operating 
range can be taken into consideration in the tuning process. In contrast, the 
conventional tuning approaches are based on one nominal operating condition. 
Furthermore, the problems associated with eigenvalue drift arising from 
sequential tuning in multi-machine PSS are avoided in the GA based search, 
since it search the set of optimal parameters for all PSSs simultaneously. 
The advantage of the proposed Lyapunov method based GA over other 
earlier reported GA methods is that the proposed method takes into 
consideration the dynamics of the system in the time-domain and is hence 
much more convenient to understand. The Integral of Squared Error criterion 
also provides an exact quantification of the system performance as against 
other methods, which primarily use the eigenvalue shift approach and 
measuring of the damping factors. The optimal PSS obtained using the 
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proposed method provides considerably superior dynamic performances under 
a wide range of operating conditions. The computational burden of the 
proposed method is within practical limits. 
Genetic algorithms represent a useful tool for large-scale optimization 
problems, but inappropriate selection of genetic search parameters may lead to 
premature termination, or even to the divergence of genetic process. However, 
during the investigations reported here, the final solution was always found to 
be in vicinity of the same location within the search space, depending on the 
desired accuracy (pre-specified in the convergence criterion). 
The proposed method has been tested on two different PSS structures- 
the lead-lag and the derivative type, and two different system models- the 
SMIB and a multi-machine model. Investigations reveal that the lead-lag PSS 
provides performances superior to the derivative PSS. 
The simulations and tests performed showed that the operating range for 
which the proposed GA based PSS withstands small perturbations is much 
bigger than the range considered within the objective function. 
The dynamic responses were satisfactory for large variations in system 
load conditions, for different system topologies (contingencies) and even for 
transient phenomena occurred due to severe faults in the system. 
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In a similar manner as in the previous chapter, a genetic algorithm based method to tune 
the parameters of a proportional-integral-derivative (PID) power system stabilizer 
(PSS) is proposed here. To enhance the overall performance of the system under small 
perturbations, a set of operating points is considered within the objective function. The 
solution thus obtained is globally optimal and robust. Realization of the genetic 
algorithm based PID-PSS is carried out in discrete-time domain and the effect of 
sampling period on PSS parameter tuning has been examined. Dynamic performances 
with PID-PSS tuned using the proposed method have been compared with the lead-lag 
PSS previously designed. The designed PSSs were tested for different load conditions 
and found to be satisfactory. 
 
.H\ZRUGV genetic algorithm, PID PSS controller design, small-signal stability 
 
 ,QWURGXFWLRQ
In this chapter, the tuning of fixed structure proportional-integral-derivative 
(PID) PSS for the SMIB and multi-machine power systems has been 
considered. PID controllers have found applications in power system control 
problems for their simplicity and ease of realization. In [63] a pole-shifting 
self-tuning PID controller has been designed for damping of low frequency 
oscillations in multi-machine systems. The PID controller gains are adapted in 
real-time to track the system conditions in order to provide robustness to the 
system. In [64], a fuzzy rule-base is used to tune the gain settings of a PID 
stabilizer. The introduction of fuzzy logic to tune the PID gains makes the PID 
control structure inherently non-linear. On-line tracking of the error signal and 
their time derivative (difference) is used to evaluate the gains. Genetic 
algorithm based PID controllers have been proposed in [65] for controller 
design to improve the transient stability of ac-dc lines after faults. The PID 
controller is applied to the HVDC control system, both on the rectifier side as 
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well as the inverter side and the gains are tuned such that the disturbance from 
a fault is minimum. 
The tuning scheme proposed in this chapter uses a GA based search that 
integrates a classical ISE based parameter optimization criterion. This method 
succeeds in achieving a robust, simultaneously tuned and globally optimal PID-
PSS parameter set, while maintaining the simplicity of the classical 
optimization method. The tuning method implicitly builds-in an increased 
robustness through an objective function which depends on the operating 
domain. 
PID controllers have been used for power system stabilization for their 
simplicity and ease of realization. They are feedback controllers whose output 
is generally based on the error between a user-defined set point, ω m  and the 
measured variable ω n . Each element of the PID controller refers to a particular 
action taken on the error for example, the SURSRUWLRQDOJDLQ .o  is an adjustable 
amplifier that is usually responsible for system stability. The LQWHJUDOJDLQ .p  is 
responsible for driving the error to zero, while the derivative gain .q  is 
responsible for system damping. 
In all practical implementations of PSS, the input signals are available in 
discrete form since digital instruments are used to measure the system variables 
such as speed, voltages, terminal power, current, HWF Therefore, it is important 
to capture the effect of discrete inputs on PSS parameter settings, which 
understandably will be affected. A proper selection of the sampling time is 
important because, though a small sampling time would be desirable, it would 
nevertheless increase the computational burden significantly. On the other 
hand, a large sampling time will miss significant system information on the 
dynamics while achieving fast computation. A proper selection of 7 r  is thus 
critical, and shall be discussed later in this chapter. 
Tuning of a PID controller involves the adjustment of its gains .o , .p , 
and .q  to achieve some user-defined "optimal" character of system response. 
The structure of a PID PSS with rotor speed deviation as input can be 
represented as 
∫∆+∆+∆= GW.WGW
G.W.WX stu ωωω )()()(  (4.1) 
The above control logic can be expressed in discrete-mode as follows: 
( ) ∑
=
−
∆+∆−∆+∆=
v
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x
y
z
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|
y 7...X
1
1  ωωωω  (4.2) 
In equation (4.2), the PSS parameters to be optimized are .} , .~  and . . 
The small perturbation dynamic model of the multi-machine system 
without PSS was discussed in detail in Chapter 2, and the transfer function 
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block diagram representation is given in Figure 2.4. The PSS output signal XW
shall be acting on the voltage regulator summing junction of each machine. 
The general structure of the PID-PSS is shown in Figure 4.1 where .} , 
.~  and .  are the SURSRUWLRQDO, GHULYDWLYH and LQWHJUDO gains respectively. Note 
that the input to the PSS comprises discrete samples of the speed deviation 
signal ∆ω obtained with a sampling time 7  . 
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)LJXUH The general structure of a PID-PSS with discrete input signal 
The small perturbation transfer function model for the above system can be 
expressed in state-space form as follows: 
pu)(X)X( ⋅+⋅+⋅= %$ WWGW
G
 (4.3) 
In (4.3), $ is the state matrix, % is the control matrix and * is the perturbation 
matrix and depend on the system parameters and operating conditions, X(t) is 
the state-vector defined in (4.4) and p is the perturbation vector. 1   is the 
number of generators. 

 


 1L((           ]      [X ∈∀∆∆∆= δω  (4.4) 
The linear dynamic model of the composite system inclusive of excitation 
system and the PID-PSS can be represented in state-space form as in (4.5). $ ¡  
is the corresponding composite system matrix. 
p)(X)(X ⋅Γ+⋅= WWGW
G ¢$  (4.5) 
The discrete mode equivalent of (4.3) can be expressed as: 
puXX Dkk1k ⋅+⋅+⋅=+ +*  (4.6) 
*, + and *D are discrete-mode equivalents of $, % and * respectively and are 
defined as follows: 
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 *HQHWLF$OJRULWKP6SHFLILFDWLRQV
The GA employed in this study uses an HOLWLVWVWUDWHJ\in which the offspring 
is created with a JHQHUDWLRQJDS of 90% and reinserted in the old population by 
replacing the least fit predecessors. Most fit individuals are allowed to 
propagate through successive generations and only a better individual may 
replace them. 
Each individual of a generation is a Gray coded binary string of search 
variables, each variable using a 30-bit representation. The selection process 
uses the VWRFKDVWLF XQLYHUVDO VDPSOLQJ method, a single-phase sampling 
algorithm with minimum VSUHDG, zero ELDVand time complexity in the order of 
the number of individuals 1¾ ¿KÀ . Recombination is performed using a PXOWL
SRLQWFURVVRYHU process with a probability of 0.7 and mutation is applied with a 
low probability of 0.03. 
Within the genetic search, the evaluation process is performed by an 
objective function, which is a measure of the system’s behavior under a small 
perturbation. The average performance index -ÁÂ	Ã  is calculated as follows: 
'4371- ÄÅ
Æ
Ç È
Ç
É Ê
ËÍÌÎ ∈∀
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
⋅∆⋅= ∑ ∑
=
,
1
, 1
2δ  (4.8) 
where  1 Ï Ð  is the number of operating points in domain ' 
7 Ñ  is the sampling time 
∆δ is the rotor angle deviation 
 
Simulations with population sizes ranging between 30 to 200 individuals 
have been performed. Very often, a population of 30 individuals would suffice 
to reach an optimum, and the number of generations required being 
proportional to the number of variables. As the population size increases, the 
probability of finding the global optimum increases, while also increasing the 
simulation time required for each generation. The results presented in this 
chapter have been obtained with population sizes of 40 and 60 individuals for 
single- and multi-machine systems respectively. 
The convergence criterion is of critical importance and it determines the 
required number of generations to complete the genetic process. Improper 
choice of the criterion may lead to premature termination of the process, far 
away from the global optimum. 
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Figure 4.2 shows the working scheme of the proposed GA based method 
for tuning of PID PSS using the ISE criterion. 
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)LJXUH Proposed GA based tuning scheme for PID-PSS 
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 6LQJOH0DFKLQH,QILQLWH%XV6\VWHP$QDO\VLV
The proposed GA based tuning scheme is applied to a single-machine infinite 
bus system operating over a wide operating domain. For this study case an 
operating domain ' ('∈3 = [0.3, 1.3] and 4 = [-0.3, 1.0] p.u.) comprising 
154 operating points was considered. Figure 4.3 shows the variation of the 
performance index of the best individual in current generation of the GA based 
search process and Figure 4.4 shows the variation of the corresponding PID 
controller gains over the generations and their convergence towards the optimal 
solution. 
It can be noted that the process reaches the optimum solution in about 25 
generations, after which the performance index reaches a value that remains 
steady over the remaining search process, and genetic operators do not affect 
the best individual in consequent generations. 
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)LJXUH Genetic search performance for SMIB PID-PSS tuning 
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)LJXUH PID-PSS parameter variation and convergence during genetic 
process for SMIB 
The optimal gains of the PID-PSS are shown in Table 4.1. Also shown in the 
table, are the corresponding optimum parameters of a lead-lag PSS (Table 3.1) 
tuned using the GA based scheme discussed in Chapter 3. The values of -+,.-  
for PID-PSS and lead-lag PSS are very close, indicating that both provide very 
good performance for the single-machine system considered. 
 
7DEOH Optimum PSS parameters and performance index for GA based 
PID and lead-lag PSS
*$EDVHG3,'366 *$EDVHGOHDGODJ366
./  .0  .1  -243
5u 6 7  . 8  7 9 
-243
5
u 6 7  
38.28 529.39 -0.30 1.649x 10-5 33.98 0.12 1.598x 10-5 
 
A comparison of the dynamic behavior of the SMIB system equipped with 
optimally tuned PID and lead-lag PSS is shown in Figure 4.5. The system is 
subjected to a 1% step change in mechanical torque under heavy load operating 
conditions (3 = 1.5 p.u.4 = 1.1 p.u.). It can be seen that both the PSS show 
good dynamic performance even for a load condition that is outside the 
operating domain ' that was considered for the PSS tuning. 
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)LJXUH Rotor angle deviation of SMIB equipped with PID and Lead-lag 
PSS
 (IIHFWRI6DPSOLQJ7LPHRQ3,'3667XQLQJDQG6\VWHP
'\QDPLF3HUIRUPDQFH
For the design of the PID-PSS, the sampling time 7 :
 
plays an important role 
and Table 4.2 shows the dependence of optimum PSS setting and 
corresponding performance index on 7 : . One can observe from Table 4.2 that a 
gradual deterioration in performance takes place as 7 :
 
increases. In order to 
achieve a high degree of accuracy, a very small sampling time is desirable, 
which however increases the computational burden. The performance index is 
lowest for 7 :  = 0.001 seconds, which will have a very high computing burden. 
As 7 :  is progressively increased, the performance index deteriorates gradually 
while reducing the computational burden. In this analysis, it was considered 
that the best trade-off between accuracy and computational burden is achieved 
at 7 :  = 0.01 seconds. 
Now, let us examine if the chosen sampling period of 7 :  = 0.01 sec is the 
optimal choice. The last column of Table 4.2 shows the performance index for 
different 7 :  with QRPLQDO366 ; . The QRPLQDO366 works well up to 7 :  = 0.05 
sec while beyond this, the performance index is very high, thus implying that 
re-tuning is required. 
                                                     
1
 <

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 is the optimum PSS obtained with ?  = 0.01 sec (   @ ý.@.A)B = 38.28, A)C = 473.84, AED = -0.30) 
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7DEOH Effect of TS on GA based PID-PSS design
2SWLPXP*$EDVHG3,'366
DWQRPLQDORSHUDWLQJSRLQW7F VHF
./  .0  .1 
- G.HJI 
(×10-5) 
- G.HJI
(×10-5) 
with QRPLQDO
366
    1.529 3.841 
0.005 40.60   957.00 -1.02 1.542 1.672 
0.010 38.28   473.84 -0.30 1.557 1.557 
0.050 34.28   126.36   0.06 1.692 2.458 
0.100 23.26     76.64   0.35 2.033 YHU\KLJK
 
In all further investigations in this paper, a sampling time of 7 :  = 0.01 seconds 
was considered. 
 0XOWLPDFKLQH3RZHU6\VWHP$QDO\VLV
The proposed GA based technique is now used to determine the optimal 
parameters of the PSS on the three-machine system (seeFigure 2.2. In order to 
bring about robustness, a set of six operating points, as discussed in Section 3.4 
is considered by varying the system loads, Load-A, Load-B and Load-C, in 
steps. Based on these load conditions, an RSWLPDO SRZHU IORZ 23) with 
minimizing losses as the criterion is run for each load configuration. Thus, the 
generation level for each unit in each load configuration considered is obtained 
and represents the initial operating point for the system. 
As in the case of SMIB system, Figure 4.6 shows the current generation 
best individual’s performance index and Figure 4.7 shows the convergence of 
PID-PSS parameters. 
Note that the optimum solution is achieved in approximately 115 
generations when -+,(-  attains a steady value. However, the derivative and 
integral gains change slightly even afterwards, while on the other hand, .K  
remains unchanged. This indicates a strong relationship between .K  and -+ﬃ,.-  
and a weak dependence between the other two gains (.L  and .M ) and -+ﬃ,(- . 
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)LJXUH Genetic search performance for multi-machine PID PSS tuning 
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)LJXUH Solution variation during genetic search for multi-machine PID-
PSS tuning 
Table 4.3 shows the optimal solutions obtained with the proposed technique for 
PID and lead-lag types of PSS (3.1). In this case, just by comparing the values 
$þ%ﬂ##&$ü'ﬃý%!7ý(  
þ%
þ%ﬂ##% )#
***************************************************************************************
 83
of the corresponding performance indices it can be concluded that the PID-PSS 
performs better. 
7DEOH Optimum PSS solution and performance indices for GA based 
PID and lead-lag types of stabilizer
3,'366 /HDGODJ3660DFKLQH
./  .0  .1 
-243
5
×10-6 . 8  7 N  
-243
5
×10-6 
1 56.11 12.92 29.93 45.06 0.17 
2 44.01  2.75 29.81 45.52 0.06 
3 -0.24  4.91 28.92 
2.55 
 2.13 0.44 
3.15 
 
In order to test the robustness of the GA based PSS, three different operating 
conditions corresponding to, apart from the nominal load, a light and a heavy 
load, as given in Table 4.4. It might be noted that these load conditions at buses 
#5, #6 and #8, are same as those used in [38], except that the corresponding 
generation levels are obtained here using an OPF simulation with minimizing 
losses as objective. 
7DEOH Loading conditions used to test the robustness of GA based PID-
PSS
2SHUDWLQJFRQGLWLRQVLQSHUXQLW
*HQ *HQ *HQ/RDGLQJ 3 4 3 4 3 4
1RPLQDO 0.71 0.28 1.63 0.07 0.85 -0.11 
+HDY\ 2.77 1.2 1.38 0.5 1.26 0.36 
/LJKW 0.81 0.14 0.44 -0.11 0.36 -0.2 
 
Figure 4.8, Figure 4.9 and Figure 4.10 show the dynamic responses 
corresponding to PID and lead-lag PSS plotted for rotor speed deviation of 
generator-1 following a 1% step change in mechanical torque on the same 
generator for nominal, light and heavy load conditions, respectively. The PID-
PSS has a lower peak off-shoot and a well-damped response for all cases 
investigated. 
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)LJXUH Rotor speed deviation on generator 1 for multi-machine system 
with PID or lead-lag stabilizer under nominal load conditions 
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)LJXUH Rotor speed deviation on generator 1 for multi-machine system 
with PID and lead-lag stabilizer under light load conditions 
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)LJXUH Rotor speed deviation on Generator 1 for multi-machine system 
with PID and lead-lag stabilizer under heavy load condition 
 &RQFOXGLQJ5HPDUNV
The paper presents the design of a genetic algorithm based tuning method to 
obtain optimum parameters of a proportional-integral-derivative (PID) power 
system stabilizer (PSS) in power systems. The classical integral of squared 
error based parameter optimization approach is integrated within the genetic 
process and the parameters of the PID-PSS that evolve, can be said, to be 
globally optimal. The PID-PSS works in discrete-time domain and thus 
implementation of the controller would be simple. Investigations have been 
carried out regarding the optimal sampling period for such PSS. A sampling 
period of 10 ms is found to be appropriate for the design and the so-designed 
PSS is seen to work well up to a sampling period of 50 ms in the simulation 
phase. The PID-PSS compares well with a lead-lag type PSS and its robustness 
to system load variations proved better. 
The method proposed here is designed as an off-line method, therefore 
the computation time was not considered as a priority. However, depending on 
the size of both population and operating domain, computational times ranging 
from 30 minutes to 3 hours have been recorded. 
The advantage of using PID-PSS is that these are easy to realize and 
being in discrete mode, their associated computations are lesser. Genetic 
algorithms applications to such PID-PSS provide an increased benefit, that of 
robustness. 
üý	þ
ýß    
	  ß ﬃýþ  þﬀ ﬁﬃﬂ  !"ﬂ##
_______________________________________________________________________________________ 
 86
Analytical studies show that the proposed GA based method for tuning 
PID-PSS provides very satisfactory dynamic performances over a wide 
operating domain and that their performances are comparable with the lead-lag 
PSS. 
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This chapter proposes a method to quantify the individual contributions of power 
system stabilizers (PSSs) to enhance system performance. Enhancement in system 
performance due to PSS is measured through increased system transfer capability and 
the margin of stability thus achieved. The proposed method is based on cooperative 
game theory and makes use of the Shapley value concept, thus pinpointing the 
importance of a particular PSS to system performance, in all possible combinations in 
which it can operate. Based on the above quantification of the contribution of a PSS, an 
appropriate financial compensation mechanism to pay generators for the services 
rendered is proposed. Additionally, a set of contingencies is considered as well, and an 
analysis whether and how the PSS payoffs are affected by changes in system topology 
is then performed. For a realistic scenario in which a 24-hour load curve and various 
load types are considered, the proposed method is applied in conjunction with the N-1 
security criterion. 
 
.H\ZRUGV ancillary services, cooperative game theory, PSS-control service, Shapley 
value, transfer capability. 
 
 ,QWURGXFWLRQ
In deregulated power systems, the independent system operator (ISO), or a 
similar entity, is entrusted with ensuring a required degree of security, 
reliability and stability of the system and perform several other functions. 
$QFLOODU\ VHUYLFHV are all those activities that are necessary for the ISO to 
support power transmission, while maintaining reliable and stable operation. 
Procurement, operation and management of these services are therefore often 
the responsibility of the ISO. These services include regulation of frequency 
and tie-line power flow, voltage and reactive power control, system stability, 
maintenance of generation and transmission reserves, and many others. 
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According to NERC Operating Policy-10, the following services are 
recognized as ancillary services [42]: 
¾for maintaining generation and load balance 
 regulation service 
 load following service 
 contingency reserve service 
¾for bulk transmission system security 
 reactive power supply from generation sources 
 frequency response service 
¾for emergency preparedness 
 system black start capability 
 
In a deregulated environment, the ISO is faced with the difficult task of 
providing security constrained transmission services in a fair and equitable 
manner, in view of the transmission networks being subjected to heavy stress 
due to the various trades and transactions taking place amongst parties. It is 
also to be noted that these networks were originally designed to accommodate 
transactions based on only certain load/generation patterns at best. In a 
deregulated environment, the generation and load patterns resulting from 
market activities may be quite different, in principle, from the ones used in 
network planning, possibly worsening the security and stability margins. 
System security considerations are critical for healthy and efficient 
market operation, and hence these play an important role in system transfer 
capability limits. Thus, system transfer capability, and hence the amount of 
allowable transactions in electricity markets, need to be evaluated based on 
system security to ensure their operational feasibility. In this context, one 
important issue that has emerged from deregulation is how the ISO can 
maintain system security at a desired level, and in order to do so, what system 
support services (ancillary services) it requires, and how such services are 
procured and compensated for. 
Determining the cost of system security has also been of great interest in 
power systems [66]-[72]. In most of these works, Lagrange multiplier based 
methods were used to analyze the different cost components. The idea of 
pricing security was first advanced in [67] by considering line flow constraints; 
contingency pricing was studied in [68], and the costs related to outages were 
analyzed in [69]. In [70] and [71], an OPF based technique was proposed 
wherein possible ways of costing voltage security was discussed; the effect of 
minimizing operating cost, reactive power generation and/or maximizing 
loading margins were compared. In [72], a transaction security cost analysis 
has been carried out using a risk-taking strategy that provides proper market 
signals to the participating players in the market. These articles concentrate on 
discussing the issue of pricing system security from a “power flow” perspective 
and there is no actual consideration of power system dynamics, in general, and 
to PSSs in particular, which is the main thrust of this chapter. 
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 366&RQWURODVDQ$QFLOODU\6HUYLFH
PSSs have long been accepted and recognized as essential means for stable 
system operation, particularly small-signal stability phenomena; they render a 
service to the system by providing damping action on small disturbances – 
continually occurring even during system normal operation – thus influencing 
directly system transmission security and reliability. In the absence of this 
service, the system could become unstable from sustained low frequency 
oscillations, whilst with a tuned PSS in operation the system will respond better 
to perturbations. An attempt is being made here to examine in detail the 
importance of each single PSS in a system and the extent to which it 
contributes to system stabilization; evidently, a coordinated PSS setting will 
have a beneficial influence on system performance. While in a centralized 
system this matter can be solved solely through regulations, in a deregulated 
and competitive environment, as in the case of voltage control, giving 
incentives to the providers of this service is a more logical approach. In this 
context, it is argued that the PSS-control effort being provided by generators be 
considered part of the system ancillary services, and hence be eligible for 
financial compensation. Thus, as explained in detail below, the importance of a 
PSS in enhancing the electricity market clearing capability providing the ISO 
with a secure operating margin is used to develop possible mechanisms for 
financial compensation to generators for such services. 
The problem of tuning and optimization of PSS parameters in 
deregulated electricity markets is a challenging issue, which has not been 
properly addressed yet. The issue of responsibility and coordinated tuning of 
PSS amongst the most important issues associated with PSS tuning in a 
deregulated environment. As of now, no definite guidelines have been 
established by the ISOs or equivalent authorities, with regard to this question. 
Nevertheless, some operating authorities have outlined certain rules on PSS 
installation requirements on synchronous generators. For example, Western 
Electricity Coordinating Council (WECC) requires that PSS be installed on 
every existing synchronous generators of a given capacity and excitation 
system type [2]. 
It is to be emphasized here, however, that this chapter does not propose a 
“market for PSS-control service” as such, but only a payoff mechanism to 
generators, to “entice” them to participate in a cooperative environment. A 
competitive market for such a service is infeasible at this stage because of its 
specialized nature, often depending on the location of generators in the system, 
and can give rise to market inefficiencies from gaming and strategic operations. 
Lastly, it is also emphasized that this chapter does not focus on parameter 
tuning aspects of the PSS, anymore; a previously reported PSS parameter 
setting obtained earlier by means of GA is considered, as will be explained 
later in this chapter. 
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 $*DPH7KHRUHWLF%DVHG0HWKRGWR$OORFDWH
WKH%HQHILWIURP366
Generally, it is not a straight forward exercise to evaluate the worth and 
contribution of an individual PSS to system welfare. This is because of the 
complexity and difficulty associated with relating the performance of a PSS to 
a “ dollar figure”  that would quantify system welfare (benefit/savings) accrued 
from a coordinated PSS. Part of the complexity also arises from the way the 
system performance is measured and “ valued” . To address these issues, a 
cooperative game theoretic approach is employed here. 
A Shapley value criterion is used to determine the marginal contribution 
of each PSS in the system, and hence how each PSS should be paid for the 
control service it provides. In other words, Shapley value is used to allocate 
payoffs to each player, LH generator equipped with PSS, in the system, 
depending on its importance to overall system stability and security. 
As previously outlined (see Section 1.4), game theory in a broad sense, 
has found several applications in power systems, particularly in the context of 
deregulation. Nevertheless, few research articles employ Shapley value based 
methodologies to price and allocate various services. In [73], a Shapley value 
based game theoretic approach has been used to determine the allocation of 
cost savings and emission trading amongst participating utilities in an energy 
brokerage system. In [74], the transmission costs are allocated using a similar 
game theoretic approach, which is further compared to other more 
conventionally used methods such as, postage-stamp method and MW-miles 
method, thus emphasizing the fairness of allocation associated to such a 
method. 
 6KDSOH\9DOXH&ULWHULRQ
As mentioned earlier, in most deregulated power systems, it would be the 
responsibility of the ISO or a similar entity to evolve a coordinated PSS tuning 
and operation strategy based on certain system-wide objective function. 
From a game theoretic perspective, as discussed in Section 1.4 of this 
thesis, PSSs operation can be modeled as a cooperative game, having as its 
characteristic function a benefit/savings formulation which is based on the 
objective function used in the tuning process, and where one or more 
generators are considered together (in all possible FRDOLWLRQV) to obtain a fair 
revenue allocation. 
Thus, this analysis of the worth of the PSS-control ancillary service is 
based on two important issues: (a) how the coalitions are formed amongst the 
PSS, and consequently (b) how the benefit from a PSS service is allocated. In 
these two interrelated issues, the main concern is to obtain the most likely 
outcome from various game situations. Especially when it comes to distribution 
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of the savings due to PSS control action, the revenue corresponding to a PSS in 
a particular coalition is very difficult to evaluate. 
An intuitively attractive solution concept for Q-person cooperative games 
with transferable utility (payment, in this case) has been proposed by Shapley 
in 1953 [75] and is called the Shapley value criterion. The Shapley value 
criterion can be defined by means of the following postulates [76]: 
 
a) -RLQW HIILFLHQF\– the sum of all players’  payoffs equals the value of the 
grand coalition (Q-player coalition, which is the highest joint payoff the Q 
players can achieve within the game). 
To explain this, the sum of the individual payments to each PSS is what 
the ISO accrues as benefit or savings by having PSS at all generators 
(grand coalition). 
 
b) =HUR3D\RIIWRDQ\'XPP\3OD\HU– if a player fails to contribute anything 
to the value of any coalition that he may join, then he is called a GXPP\
SOD\HU. The payoff to a dummy player is zero. 
In a multi-machine power system a generator that is completely 
isolated from the interconnected power system and from other generators 
can be called a GXPP\ SOD\HU because it has no role in providing for 
system stabilization service. Hence it is not eligible to receive any payment 
from the ISO. 
 
c) 6\PPHWU\– If all players are identical, they share the total system savings 
equally. 
This postulate, however, does not play a significant role in this analysis 
since all generators have different characteristics, which is the typical case 
in power systems. 
 
d) $GGLWLYLW\ – The payoff of any given player is equal to the sum of all 
payoffs it would receive as a member of all possible coalitions. 
This means that the payment actually received by a generator, reflects 
how each PSS contributes to enhancing the system security, since this 
payment is the sum of that PSS’ s contribution in all possible coalitions. 
 
The marginal contribution of a player L in the coalition & (∀ L ∈ &) will be 
given by [76]: 
}){\()()( L&Y&Y&\ −=  (5.1) 
The Shapley value φ , which is the weighted average of the marginal 
contributions of a player L in all possible coalitions, is hence given by: 
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)()( &&& ]
^`_
] ∑=φ  (5.2) 
where  
!
)!()!1()( Q
UQU&& a −−=  
 
in which U is the size of the coalition &. 
 
Having obtained the contribution of a PSS to system savings, a 
mechanism for financial compensation to synchronous generators for their 
PSS-control service can now be devised for the ISO. The payment  proposed 
here has the following structure: 
)( b
b
c
b
d
e φρρρ +=  (5.3) 
In (5.3), fhg  represents the component of payment associated with availability 
of PSS at generator L. This component is payable to the generator for having the 
PSS installed and adhering to ISO’ s instructions on parameter settings. The 
generator is entitled to this component of payment even if the ISO instructs that 
the said PSS remain off-line. The second component of denotes the variable 
payment component, proportional to the “ worth”  of the PSS in system 
stabilization, and is determined using the proposed Shapley value based 
method. 
An important aspect in ancillary services is the way in which they are 
handled and managed by the ISO. Many times, ancillary services, such as 
spinning reserve, regulation, HWF, are part of the market clearing process and 
the suppliers have to simultaneously bid for energy and these ancillary services 
[77]. On the other hand, certain services such as reactive power support can be 
on long-term contracts, as in UK where bi-annual tenders are held to establish 
the contracts [78]. It is envisaged that PSS-control ancillary service would also 
be on long-term contracts between generators and ISO, so that short-term price 
volatility due to emergency system conditions do not significantly affect the 
payment structure. 
 $QDO\VLVDQG5HVXOWV
In an interconnected and deregulated power system with several generators 
equipped with PSS, the parameters of the PSS would have been optimally 
tuned in a coordinated manner by the ISO, or a similar entity. These PSSs 
render a service to the power system by way of providing stabilization action to 
small disturbances that occur in the system continually. The stabilization action 
is through auxiliary corrective signals to the reference of the AVR. 
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 7RWDO7UDQVDFWLRQ&DSDELOLW\(QKDQFHPHQWGXHWR366
&RQWURO
In order to be able to accurately allocate payoffs to PSSs, it is important to have 
a good understanding of their contribution to the system. In the present 
approach, the contribution is measured in terms of the enhanced transfer 
capability due to addition of each PSS. 
For convenience, Table 5.1 provides the set of tuned PSS parameters 
obtained in [80], which will be considered in the present analysis, LH the PSS 
in actual operation. 
7DEOH The nominal PSS
 *HQ *HQ *HQ
*DLQ 45.06 45.52 2.13 
7LPHFRQVWDQW   0.17   0.06 0.44 
 
With all PSSs on-line, the system loading is now increased gradually and 
uniformly at all buses, using a Load Scaling Factor (LSF) that denotes the load 
increase with respect to the base load. This load increase scenario is only used 
to illustrate the effect of PSS on the system transfer capability and damping, 
which assumed to change throughout the operating day, as illustrated in the 
Section 5.4.4. The dominant eigenvalue of the system shifts toward instability 
as the system loading is increased, or, in other words, the damping factor  
decreases monotonically as the LSF increases. A typical damping factor of  
7% is considered as a cut-off value, LH beyond which the market shall not be 
cleared; such a criterion may be imposed by the ISO in order to maintain a 
“ reasonable”  margin of system security. This is demonstrated in Figure 5.1. 
By setting the PSSs to off-line status in all possible combinations, all the 
feasible coalitions in which the three PSS may operate are obtained. C-123 
denotes the coalition in which all PSSs are in service (the grand coalition); the 
maximum LSF up to which the market may be cleared if the load would 
increase uniformly (the point where the damping factor intersects the cut-off 
damping  = 0.07), is 1.64 pu, which corresponds to a total of 516.6 MW 
(system base loading is 315 MW), which in turn translates to an improvement 
in system transfer capability of 201.6 MW, with respect to EDVHORDGLQJ.  
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)LJXUH P-  curves for the feasible coalitions, in normal conditions, LH no 
contingencies, for a uniform loading scenario
Observe from Figure 5.1 that, as expected, different coalitions have different 
effect on the system transfer capability. Consequently, one can also examine 
their effect on system transfer capability, as explained here for coalition C-123 
(Figure 5.1). Thus, assuming that the worth of unit increase in system transfer 
capability with respect to the EDVHORDGLQJ is $10/MW, LH Ł  = $10/MW, the 
benefit from a specific PSS coalition (  ) can be calculated. It is to be noted 
that the value of Ł  = $10/MW used here is only to demonstrate the proposed 
method; in real systems, the ISO would be required to determine/negotiate the 
actual value Ł , LH the “ worth”  given to 1 MW increase in system capability, 
since this value is not actually being utilized and is only being used as a 
relative measure of how “ secure”  the system is. 
As the market is cleared at these loading conditions, the individual 
generators would be entitled to an additional payment in return for providing 
the PSS-control ancillary service and improving the system transfer capability. 
Consequently, the ISO’ s problem is to allocate the total worth   achieved from 
PSS operation in a fair and rational manner. Table 5.2, based on each 
coalition’ s benefits  , outlines the application of the Shapley value criterion 
introduced earlier in this paper, and yields the fair share of payment each PSS 
would be entitled to, in dollars, for a 315 MW loading level. Note that, for each 
PSS L, the values of h.φ  denote the terms of the Shapley value in equation 
(5.2). Also note that this analysis would depend on the actual market clearing 
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conditions, LH actual generation and load levels, which change throughout the 
day. 
7DEOH Shapley value based payment to generators
 & & & & & & & 6KDSOH\9DOXHφ 
  756.0 0 0 2,772.0 567.0 0 2,016.0 
&   1/3 1/3 1/3 1/6 1/6 1/6 1/3  
366
 756.0 – – 277.2 567.0 – 201.6 
1
J φ  252.0 – –   46.2   94.5 –   67.2 


366
 – 0 –  201.6 – 0  144.9 
2
J φ 
– 0 –    33.6 – 0    48.3 


366
 – – 0 – - 189.0 0 -756.0 
3
J φ 
– – 0 –   - 31.5 0 -252.0 


7RWDO3D\PHQW  
 
It can be observed from Table 5.2, that the Shapley values, and consequently 
the variable payment components are $1,480.5, $819 and -$283.5 for PSS-1, 2 
and 3, respectively. This translates into a 73.44% share of the payoff to PSS-1, 
40.63% to PSS-2 and -14.1% to PSS-3 in the variable component. The negative 
Shapley value associated to PSS-3 denotes that it would receive a negative 
variable component of payment for introducing an overall detrimental effect on 
system transfer capability. This is evident from the fact that PSS-3 has a 
negative marginal contribution in coalition C-13. 
 6\VWHP7UDQVIHU&DSDELOLW\DQG3D\RIIV&RQVLGHULQJ
&RQWLQJHQFLHV
Once a method of determining the payoffs to participating generators is in 
place, it would be of interest to investigate if such payoffs obtained for the 
normal operating condition, at a given instance of time, will still be a fair 
allocation in a contingency state, when there is a change in system topology. 
This is important, since typically, an N-1 contingency criterion is used to define 
system security levels. To this effect, a set of contingencies represented by the 
outage of one transmission line at a time was considered. Note that outage of 
line 4-5 was not included, since there was no feasible power flow solution for 
this contingency, which would lead to a voltage collapse problem that is 
beyond the scope of this chapter. Hence, the contingencies considered are: 4-6, 
5-7, 6-9, 7-8, 8-9, which are denoted by CTG-1 – CTG-5, respectively. 
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Table 5.3 shows, for all feasible coalitions and considering all 
contingencies, the amount of power, over and above the nominal load that the 
system can serve without infringing any operating constraints, whilst  ≥ 0.07, 
at the previous 315 MW loading level. 
7DEOH System Transfer Capability Considering Contingencies
 &7* &7* &7* &7* &7*
&      0   0       0 148.05   88.2 
& 72.45   0       0 144.90 220.5 
&      0   0       0   97.65   63.0 
7UDQVIHU
FDSDELOLW\
0: & 72.45 110.25 179.55 179.55   173.25 
 
Based on the above, one can obtain the total enhancement in worth due to PSS 
operation   and consequently determine the payoffs to the generators in each 
contingency case, using the method of Shapley values (see Table 5.4). 
As observed in Table 5.4 the payoffs to PSSs vary considerably across 
contingencies, as expected, given that the contribution and significance of a 
PSS does not remain the same in all operating conditions or system 
configurations. 
7DEOH Payoffs to PSSs Considering Contingency Conditions
 366 366 366
  724.5 
φ  362.25 362.25 0 
&7*
(worst 
contingency) φ  50 50 0 
  1,102.5 
φ  367.5 367.5 367.5 

&7*
φ  33.33 33.33 33.33 
  1,795.5 
φ  598.5 598.5 598.5 

&7*
φ  33.33 33.33 33.33 
  1,795.5 
φ  1,496.3 267.8 31.5 

&7*
φ  83.33 14.91 1.75 
  1,732.5 
φ  1,344.0 588.0 -199.5 

&7*
φ  77.58 33.94 -11.52 
 
ij%kllmno'pqrJst%u4s(rv wj%qjt%kll%qr o)l
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
 97
Figure 5.2 depicts the variable payoff shares for the generators in return 
for the PSS-control service for the normal operating condition and under 
contingencies CTG-1 to CTG-5. It is evident how the system topology affects 
the payment allocation, as a direct result of the impact a contingency has on 
PSS contribution to system security. Hence, the contribution of a PSS in 
various operating conditions or system configurations can be appropriately 
recognized and paid for, using the proposed scheme. 
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)LJXUH Variable payoff shares to generators for PSS-control service in 
different operating conditions 
 3UDFWLFDO$SSOLFDWLRQ
Using the proposed Shapley value based method, the worth of the PSSs 
contributions in a more realistic scenario, which also considers the N-1 security 
criterion, can be determined. Thus, in Figure 5.3,  for the dominant system 
eigenvalue in the grand coalition of PSS is plotted as a function of LSF, for 
each contingency case. It is shown, for the grand coalition, how the 
contingencies affect the system from a transfer capability point of view. 
Evidently, the worst contingency is that in which the system transfer capability 
is reduced to a minimum. In this example, it occurs when line 4-6 is out of 
service (CTG-1); hence, CTG-1 is identified as the worst contingency and used 
here to implement the N-1 criterion. Observe in Table 5.3 that, in this case, the 
variable payoff is equally distributed between PSS-1 and PSS-2, while no 
variable payoff is assigned to PSS-3; this is fairly intuitive also, since PSS-3 is 
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not present in any of the feasible coalitions. However, PSS-3 shall continue to 
receive the fixed component of payment, ¶ . 
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)LJXUH Grand coalition’ s damping factors during contingencies
 3D\PHQW$OORFDWLRQRYHUD+RXU3HULRG
The total payoff to the generators for their PSS-control service is now 
determined for a 24-hour period, in 1-hour time intervals. The load curve used 
in this section represents an “ actual”  market clearing, considering the N-1 
security criterion and a 5% transfer reliability margin; Figure 5.4 shows the 
daily load curves for each of the load types considered, and the aggregate load 
curve. 
It should be mentioned that the N-1 contingency criterion used assures 
that the worst contingency for all loading conditions considered is CTG-1, 
which is reasonable for this system 
Based on (5.3), the total payoff to each PSS is given for each hour by: 
·
¸
¹»º
¸
¸
¼
·
¸ 3∆⋅⋅+= σφρρ  (5.4) 
Considering a fixed payoff ρ¶  of $1000, the total payoffs to each generator over 
a 24-hour period are determined, and the results reported in Figure 5.5. It can 
be observed that PSS-1 receives the highest payoff, as it contributes more to the 
system transfer capability as discussed earlier, while PSS-3 receives less than 
the fixed component of payment as a result of its negative variable payoff 
component. 
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)LJXUH System aggregate load curve over a 24-hour period 
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)LJXUH Payment allocation for PSS over a 24-hour period
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 3UDFWLFDO,PSOHPHQWDWLRQ&RQVLGHUDWLRQ
Despite its benefits, Shapley value is not a common allocation method. One of 
the reasons is that for large systems, the computational costs can be significant, 
considering the fact that in a system with Q generators equipped with PSS, the 
possible number of coalitions would be 2 Ë -1. Nevertheless, these costs can be 
minimized by reducing the number of times the method needs to be applied by 
dividing the load curves in classes of similar problems, LH identifying similar 
load change patterns, and by reducing the number of coalitions by filtering out 
the infeasible ones. However, more work needs to be done to further establish 
this concept so that it becomes applicable to large systems. 
 &RQFOXGLQJ5HPDUNV
In this chapter, it is argued that power system stabilizer control action has an 
important impact on power system stability and security, and therefore could be 
regarded as a system ancillary service within the NERC Operating Policy 
guidelines for Interconnected Operations Services. To this effect, a scheme for 
allocating payoffs to generators for their PSS-control services is proposed. The 
payment scheme is based on cooperative game theory, using the concept of 
Shapley values. The system benefit accrued from a generators providing PSS-
control service is allocated in a fair and rational manner, using our proposed 
approach, which is based on weighted marginal contribution of a PSS in all 
coalitions it may be part of, thus reflecting better the role and importance of 
that PSS to the system. 
The proposed method concentrate on determining the relative 
contribution to system security enhancement of the various PSS present in the 
system, and is not directly dependent on specific “ dollar figures,”  which are 
assumed to be the result of contractual agreements between the service 
providers and the ISO. 
A realistic scenario represented by a 24-hour load curve, which is 
obtained considering three different load types and an N-1 contingency 
criterion, is also considered, revealing that the loading conditions and system 
topology affect the payments to generators. Therefore, it is important to 
recognize the need of re-scheduling the payment scheme in accordance to 
actual load levels and system topology. 
Since the method proposed here involves relatively high computational 
costs, particularly for large-sized systems, there is still a need for developing 
more appropriate tools to address this issue. 
ij%kllmno'pqrJst%u4s(rv wj%qjt%kll%qr o)l
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In this chapter, the game theoretic payment allocation scheme presented in previous 
chapter is extended by making use of the dynamic performance assessment tools 
developed in the first part of this thesis. The optimal PSS is obtained using the GA 
based method for all coalitions, and a composite performance index is adopted. The 
method is applied for different system topologies (under a set of contingency operation 
conditions). The importance of each PSS with respect to system dynamic performance 
is evaluated and, based on that, an ISO constrained operating requirement on a PSS is 
suggested and investigated. 
 
.H\ZRUGV ancillary services, game theory, Shapley value, power system dynamics, 
PSS-control service, performance indices, ISE, settling time, peak angle deviation, 
savings to system 
 
 ,QWURGXFWLRQ
The importance of the PSS to the system has been clearly understood and 
appreciated by power system engineers and operators. However, their worth 
and their contribution to system savings have never been investigated and 
outlined in an analytical manner. This is because of the complexity and 
difficulty associated with relating the system dynamic performance of a PSS to 
a “ dollar figure”  which would quantify savings accrued from a properly tuned 
PSS. Once the system savings to the ISO from a PSS are appropriately 
attributed, it would be possible to develop proper pricing mechanisms to 
compensate the generators for these ancillary services. 
In the present chapter, as in the previous chapter, PSS-control is regarded 
as an ancillary service and the financial compensation mechanism for the 
generators is now modified by employing various performance indices which 
comprise system dynamic performance information. By means of the Shapley 
value criterion, the ways system savings are accrued through PSS control 
action and how to assign a quantitative “ dollar-figure”  to the quality of system 
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dynamics in the presence of PSS are examined. Subsequently, the marginal 
contribution of each PSS in the system, and hence how each PSS should be 
paid for the control service it provides, are determined. In other words, Shapley 
value criterion is used to allocate payments to each player (LH generator 
equipped with PSS) in the system, depending on how important the PSS is to 
overall system dynamic performance. 
Further, one should also recognize that each PSS would have different 
impact on the system in terms of stabilization action. For example, PSS on 
Gen-1 could possibly be more vital to system stability than a PSS on Gen-3, 
and so on. This discriminatory behavior is highly dependent on the current 
operating context defined by the operating condition, type of event and the 
specific PSSs that are in service. 
 
 2SWLPDO3660LQLPXP366*RRGQHVV,QGH[
	6DYLQJV
 2SWLPDODQG0LQLPXP366
The quadratic performance index -as defined by (2.13), which is a measure of 
the system performance, is used here to evaluate the goodness of a PSS, and to 
subsequently determine its fair share of payment. The performance index 
associated with the MPSS2 is termed as 5HIHUHQFH 3HUIRUPDQFH ,QGH[ (RPI) 
and shall be denoted by - æ ç è . 
Table 6.1 provides the optimal PSS parameters, the 0LQLPXP366, and 
the corresponding performance indices. Notice that - æ ç è  = 2,941.2×10-6 p.u. 
7DEOH Minimum PSS and Optimal PSS in the grand coalition
3663DUDPHWHUV 
0366 2SWLPDO366
*HQ 41.8 45.06 
*HQ – 45.52 *DLQSX
*HQ 1.0 2.13 
*HQ 0.1 0.17 
*HQ – 0.06 7LPHFRQVWDQWVHF
*HQ 0.01 0.44 
3HUI,QGH[SX -×10-6 2,941.20    3.1524 
                                                     
2
 The concept of MPSS has been introduced in Section 2.4.3 
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 *RRGQHVV,QGH[
A new index, referred to as the *RRGQHVV ,QGH[ *,, which is a measure of 
damping and settling time of the rotor angle oscillation of the perturbed system, 
with an optimally tuned PSS, as compared to MPSS, is defined as follows: 
coalitions feasible allfor )( -53,*, −=  (6.1) 
The objective here is to evaluate the contribution of a PSS to system 
dynamic performance and its worth in bringing about cost savings. All possible 
coalitions in which a PSS may participate are determined, and hence obtained 
the set of optimal PSS parameters for each coalition, using the GA based PSS 
tuning method reported in Chapter 3. Table 6.2 shows the various coalitions 
which can be formed by generators – all equipped with PSS –, and the 
corresponding optimal PSS parameters, the performance and goodness indices 
(- and *,, respectively). It is to be noted that for coalitions C-2, C-3 and C-23, 
the system is not stable and hence these coalitions are not feasible. 
7DEOH Coalitions, Optimal PSS, and Performance and Goodness Indices
2SWLPDO366&RDOLWLRQ
& *DLQ.F í .F î .F ï 
7LPHFRQVWDQW
7 ðSí 7 ð î 7 ð ï 
-
î ñ ò  *,
C-1 (62.658, – , – )  (0.1215, – , – )     6.3079 2,934.89 
C-2 Infeasible Infeasible –    – 
C-3 Infeasible Infeasible –    – 
C-12 (43.167, 47.513, – ) (0.176, 0.098, – )     3.4068 2,937.79 
C-13 (65.74, – , 1.0) (0.1192, – , 0.01)     6.3468 2,934.85 
C-23 Infeasible Infeasible –    – 
C-123 (45.06, 45.52, 2.13) (0.17, 0.06, 0.44)     3.1524 2,938.05 
 
Coalition C-13 has a low *, and, for PSS-3, both the gain . ó  and time constant 
71 tend to their lower bounds (which are set in the genetic search algorithm at 
1.0 p.u. and 0.01 seconds, respectively). Thus, it can be said that coalition C-13 
converges to coalition C-1, PSS-3 being naturally minimized through the 
optimization process. 
However, in spite of that, PSS-3 is a very important player in coalition 
C-123, as reflected by the corresponding performance indices. 
 6DYLQJVWR6\VWHP
In this sub-section, an attempt is being made to correlate the dynamic 
performance index of the PSS to an economic index, in dollar terms, that 
represents the benefit to the system by having the PSS. In order to do so, the 
following approach is taken: 
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a) Let us consider the system without PSS at any machine. In such a case, the 
system is unstable and is in a blackout condition. This understandably has 
immense cost on the system, which is though very difficult to ascertain, 
and is beyond the scope of discussion in this thesis. For our system 
considered, the total load of 315 MW remains unserved when there is no 
PSS and the system is unstable. 
 
b) Now, let us consider the MPSS – a sub-optimal PSS which barely stabilizes 
the system – having a rather high performance index (- = 2,941.2×10-6, see 
Table 6.1). However, by virtue of this PSS the system is able to serve all 
the customer loads. Hence it brings about savings to the system (referred to 
as EDVHVDYLQJV6ô õöS÷ ), as compared to (a). Assuming the FRVWRIXQVHUYHG
HQHUJ\ of $100/MWh, 6 øõöS÷  from MPSS equals $31,500. 
 
c) Next, let us consider an optimally tuned PSS, HJ the grand coalition         
C-123. The system performance index is now significantly improved (- = 
3.1524×10-6, see Table 6.1), because of reduced oscillations and power 
swings in the system. This brings about further savings to the system as 
compared to base savings, and shall be referred to as LQFUHPHQWDOVDYLQJV
∆6 from coalition C-123. 
 
d) A VDYLQJVUDWH65 can now be defined as the savings brought about by the 
MPSS, per unit of its performance index (53,), as given by: 
53,665 ù úûSü=  (6.2) 
Without any loss of generality, it can be assumed that 65 remains constant 
over all coalitions and hence can be used to determine the incremental 
savings and the total savings. For the system considered 65 is obtained as 
follows: 
65 = 31,500/(2,941.2×10-6) = 10.7099×106 $/p.u. 53, 
e) Finally the incremental savings from a coalition (of optimal PSSs) can be 
determined as follows: 
ýý *,656 ⋅=∆  (6.3) 
f) Thus the total savings (6 ó ) from a coalition can be obtained as follows: 
þ
ß 
þ 666 ∆+=  (6.4) 
 
For the system considered, the incremental and total savings 
corresponding to each coalition is given in Table 6.3. Observe that the system 
achieves the highest savings with the grand coalition (coalition C-123), which 
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is worth $62,966.24. This is the savings incurred by the ISO from having the 
PSS installed, optimally tuned and operating at all generators. 
7DEOH Calculation of savings from PSS operation
&RDOLWLRQ *,SX
,QFUHPHQWDO
6DYLQJV'6

7RWDO
6DYLQJV6

No PSS Infeasible – – 
MPSS 0 31,500.00 31,500.00 
C-1 2,934.89 26,024.00 62,932.44 
C-12 2,937.79 27,771.38 62,963.51 
C-13 2,934.85 25,979.38 62,932.03 
C-123 2,938.05 27,933.84 62,966.24 
 
 5DWLRQDO$OORFDWLRQRI6DYLQJVXVLQJ6KDSOH\
9DOXH&ULWHULRQ
As argued here earlier, the individual generators would be entitled to a payment 
in return for providing the PSS-Control ancillary service. Consequently the 
ISO’ s problem is to allocate the savings achieved from PSS operation 
($62,966.24 in this example) in a fair and rational manner. 
It has also been discussed previously in this thesis the theoretical 
background of cooperative game theory and assessment of contribution of 
individual players in a game. The method to calculate Shapley values for each 
player in the game was also outlined. Using the approach described therein, the 
Shapley values for each generator PSS of the example system are obtained as 
depicted in Table 6.4. It can be observed that PSS-1 receives the highest payoff 
($62,948.82), PSS-2 receives $16.58, while PSS-3 receives the least payoff of 
$0.84. 
The highest revenue allocation to PSS-1 can be explained as follows: 
• From Table 6.2 it is evident that all feasible coalitions always include PSS-
1. Moreover, none of the coalitions that do not include PSS-1 is stable. 
• The *, of all coalitions does not differ significantly as compared to *, of 
coalition C-1 (Table 6.2). 
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7DEOH Shapley value calculations
 & & & & & & & φ 
*, 2,934.89 0 0 2,937.79 2,934.85 0 2,938.05 
& <  1/3 1/3 1/3 1/6 1/6 1/6 1/3 
6 62,932.44 0 0 62,963.51 62,932.03 0 62,966.24 
 
366
 62,932.44 – – 62,963.51 62,932.03 – 62,966.24 
1=>>φ  20,977.48 – – 10,493.92 10,488.67 – 20,988.74 
366
 – 0 – 31.07 – 0 34.211 
2?@@φ  – 0 –   5.18 – 0 11.404 
366
 – – 0 – -0.4170 0 2.7250 
3?@@φ  – – 0 – -0.0694 0    0.9082 
6\VWHP6DYLQJV6 
 
Therefore, it can be concluded that PSS-1 has a dominant effect in terms of 
providing PSS-Control ancillary service and is hence entitled to such a large 
payment. Similarly, since PSS-2 and PSS-3 are contributing less to system 
stabilization service, naturally they would receive payments that are in 
proportion to their role in providing PSS-Control service. Moreover, PSS-3 
even appears to have a detrimental effect to system dynamic performance, if it 
would be involved in coalition C-13. 
It is also to be noted in Table 6.4 that the sum of the total payoffs made 
by the ISO is the total savings accrued by it from optimal PSS operation. 
 (IIHFWRI%LDV,QGXFHGE\3HUWXUEDWLRQ
As argued minutely in Chapter 2 of this thesis, linear analysis techniques have 
been commonly used in order to obtain linear system models suitable for small-
signal stability analysis and PSS tuning. The linearized models of power 
systems are obtained by small perturbation analysis. Note that in this example 
too, the system was modeled by applying a 0.01 per unit perturbation in the 
mechanical torque of Gen-1. 
From the evaluation of Shapley values in previous section, it was evident 
that PSS-1 is dominant in providing system stabilization service. This leads us 
to question whether this is an inherent characteristic of the system – that it 
requires the maximum PSS control action from Gen-1 – or rather a feature that 
has been carried through by the way the system is perturbed, and hence the 
tuning methodology (in which Gen-1 only was perturbed). 
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To examine this issue, a case where all generator mechanical torques are 
perturbed simultaneously by 0.01 pu is now considered. Subsequently, the PSS 
parameters are retuned for the new perturbation scenario, using the same GA 
based approach. The new set of optimal PSS parameters corresponding to all 
possible coalitions, and the associated - and *, values are given in Table 6.5. 
7DEOH Coalitions, Optimal PSS and Goodness Index with all machines 
perturbed
2SWLPDO366&RDOLWLRQ
& *DLQ.F A .F B .F C 
7LPHFRQVWDQW
7 D 7 E 7 F 
-
î G H  *,
C-1 (70.784, – , – )  (0.1092, – , – )   12.29 2,928.91 
C-2 Infeasible Infeasible – –        
C-3 Infeasible Infeasible – – 
C-12 (71.15, 48.7, – ) (0.1602, 0.1275, – )   1.924 2,939.28 
C-13 (18.93, – , 1.0) (0.145, – , 0.407) 195.21  2,745.99 
C-23 Infeasible Infeasible – – 
C-123 (64.93, 59.88, 40.8) (0.28, 0.195, 0.214)   0.636 2,940.56 
 
From Table 6.5 the following observations can be made: 
• Comparing PSS parameters in the grand coalition C-123 obtained by 
perturbing Gen-1 only (Table 6.2), with those obtained by simultaneously 
perturbing all generators (Table 6.5), it can be observed that these are now 
more evenly weighed. 
• The observed detrimental behavior of PSS-3 is even more pronounced in 
this case. 
 
Table 6.6 shows the calculations of Shapley values for the case of 
simultaneous perturbation of all generators, and it can be noted that: 
• As in the previous case shown in Table 6.4, PSS-1 retains its dominant 
character and receives the highest payment ($62,601.96), while PSS-2 now 
receives a significantly higher amount ($713.13). 
• PSS-3 has a negative Shapley value, that is, it would receive a negative 
component of payment for introducing an overall detrimental effect on 
system dynamic performance. This implies that in the payment function, as 
given in equation (5.3), the variable component IﬂJ  is negative, and the 
generator’ s overall payment is therefore negatively affected. 
• This is evident from the fact that PSS-3 has a negative marginal contribution 
in coalition C-13. Although the grand coalitionC-123 returns with the 
highest system savings, if say, due to a contingency, PSS-2 is out of service, 
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the coalition C-13 will provide a highly inferior performance even as 
compared to coalition C-1. 
• It should also be observed that the figure of total savings made by the ISO 
in this case ($62,993.19) is slightly higher than that made in the previous 
case ($62,966.24), and this can only be explained as dynamic interactions 
between machines during the small-signal stability event. 
 
7DEOH Shapley value calculations when all machines perturbed 
& K  & & & & & & & φ 
*, 2,928.91 0 0 2,939.28 2,745.99 0 2,940.56 
& <  1/3 1/3 1/3 1/6 1/6 1/6 1/3 
6 62,868.36 0 0 62,979.39 60,909.32 0 62,993.19
 
366
 62,868.36 – – 62,979.39 60909.32 – 62,993.19 
1LMMφ  20,956.12 – – 10,496.56 10151.55 – 20,997.73 
366
 – 0 – 111.028 – 0 2,083.87 
2NOOφ  – 0 –   18.505 – 0   694.62 
366
 – – 0 – -1,959.05 0 13.795 
3NOOφ  – – 0 –  - 326.508 0   4.598 
6\VWHP6DYLQJV6 
 
 ,62,PSRVHG1RQ2SHUDWLQJ&RQVWUDLQWRQD366
As observed from Table 6.4 and Table 6.6, PSS-3 has little or even negative 
contribution to overall system dynamic performance. Therefore, it is reasonable 
to investigate the system behavior without a PSS at Gen-3. Table 6.7 shows in 
a similar manner as before, the Shapley value calculations for the system with 
PSS-1 and PSS-2 only, for (a) a small perturbation of 0.01 per unit at Gen-1 
only (referred to as case Case-1) and (b) small perturbation of 0.01 per unit at 
all generators (referred to as case Case-2). 
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7DEOH Shapley value calculations without PSS at Gen-3
& & & φ & K  &DVH &DVH &DVH&DVH &DVH &DVH &DVH &DVH
*, 2,934.89 2,928.91 0 0 2,937.79 2,939.28 
& <  1/2 1/2 1/2 1/2 1/2 1/2 
6 62,932.44 62,868.36 0 0 62,963.51 62,979.39 
 
366
 62,932.44 62,868.36 – – 62,963.51 62,979.39 
1NOOφ 31,466.22 31,434.18 – – 31,434.18 31,489.69  
366
 – – 0 0       31.07 111.03 
2NOOφ – – 0 0       15.54   55.51  
6\VWHPVDYLQJV6  
 
From Table 6.7 the following inferences can be drawn: 
• The system savings of $62,979.4 is now distributed between PSS-1 and 
PSS-2. It can be observed that PSS-1 receives a major share of the savings. 
• The system savings does not change considerably when PSS-3 is removed 
from the system (for both cases). This will also be verified later by 
comparing the system dynamic performance of coalitions C-12 and C-123. 
• Hence PSS-3 can be removed from the system, without significantly 
compromising on system savings. Moreover, the risk of having PSS-3 
involved in certain coalition (such as C-13) in which it exhibits an overall 
detrimental effect on system stability is eliminated. 
 
Figures 6.1 and 6.2 show the angular speed variations recorded at the rotor of 
Gen-1 in both cases considered (Case-1 and Case-2), for coalitions C-12 and   
C-123, respectively. 
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)LJXUHGen-1 rotor oscillations when Gen-1 perturbed, for coalitions C-12 
and C-123 
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)LJXUHGen-1 rotor oscillations when all generators are perturbed 
simultaneously, for coalitions C-12 and C-123
As indicated by the performance indices as well, the system exhibits a fairly 
well damped dynamic oscillation when system is operated with all PSSs in 
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service and with PSS-3 out of service, as well. Therefore, since the system can 
be operated with rather similar performance with or without PSS-3 in service, 
and also considering the risk posed by PSS-3 in certain operating situations, the 
ISO can constrain Gen-3 to operate with its PSS offline. 
 &RPSUHKHQVLYH'\QDPLF3HUIRUPDQFH&ULWHULD
In this section, the importance of the choice of performance criteria to assess 
the dynamic performance of each PSS in the system, in order to achieve a more 
fair and accurate payment allocation to PSSs is investigated. In this respect, a 
composite performance index is suggested and tested for contingency situations 
as well. 
In order to proceed with the analysis of how to allocate the system 
savings to individual PSS, it is important to establish a mechanism to assess 
their impact on system stability after a disturbance. To this effect, based on 
system dynamics, three different criteria which will constitute the basis for 
obtaining valuable indices of performance, and ultimately a JRRGQHVV RI WKH
V\VWHP in various configurations. 
 ,QWHJUDORI6TXDUHG(UURU,6(
By means of an ISE criterion, a performance index expressed as the square of 
deviation in rotor angle variation from the steady-state value (-m no ), is 
calculated. Mathematically, it is stated as in (6.5), where the above mentioned 
deviation is integrated from time W= 0 to the time when ∆  reaches steady-state 
value, W . 
( )∫∞ ⋅∆−∆=
0
2 GW- ppq pr δδ  (6.5) 
 6HWWOLQJ7LPH76DIWHUD6PDOO3HUWXUEDWLRQ
A performance index based on the settling time of the dynamic response after a 
perturbation is defined as follows: 
ms 10 of interval sampling ath         wi
 of samples econsecutiv 20least at for         
0.031
δ
δδδ
∆
∆⋅≤∆−∆=
− ss
tt
u
s
-
 (6.6) 
From (6.6) it is evident that oscillation of rotor angle deviation is considered to 
have reached its steady state value if it remains within a band of ±3% of ∆ SS 
for at least 200 ms. 
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 3HDN5RWRU$QJOH'HYLDWLRQ3HDN' 
It is the highest rotor angle deviation from the steady-state; in other words it 
measures the highest amplitude of the rotor angle variation oscillation, usually 
at the first swing. Mathematically, the peak ∆  performance index is given as 
follows: 
( )- δδ ∆−∆= max  (6.7) 
 3HUIRUPDQFHDQG*RRGQHVV,QGLFHV
In order to make use of the above three criteria, a formulation of a performance 
index which can be used as a base for comparison is needed. In a similar 
manner as outlined earlier, a minimum PSS is determined. In Table 6.8, the 
parameters of the optimal PSS and MPSS, are provided with the corresponding 
values of the three different performance indices. This time, the RPI (cor-
responding to MPSS) will have different values for each of the above criteria 
(-     , - ﬂ     and -3     respectively). The current PSS in this table is same 
with the optimal PSS from previous chapter, and for the purpose of this 
analysis it is considered to be the given PSS, LH the actual PSS parameter 
settings in operation. 
Notice that the value of the ISE performance index for the optimal PSS 
is different from the one reported in Table 6.1 – and that is because it is 
calculated only for the nominal operating point, and not for an operating 
domain. 
7DEOH Minimum PSS, Optimal PSS and corresponding performance 
indices
366
 0366 &XUUHQW366
*HQ 30 45.06 
*HQ – 45.52 *DLQSX
*HQ – 2.13 
*HQ 0.081 0.17 
*HQ – 0.06 7LPHFRQVWDQWVHF
*HQ – 0.44 
,6(3UHIRUPDQFH,QGH[SX -  ﬂ¡  146.93×10-6 3.3422×10-6 
763HUIRUPDQFH,QGH[VHF - ¢   11.3 2.86 
3HDN 3HUI,QGH[UDG -£6¤¦¥§  0.005999 0.004662 
 
Finally, for each of the three performance criteria described earlier, a 
new index, referred to as the *RRGQHVV ,QGH[ *,, is defined below in a 
general form: 
¨©
ª««¬­®¯°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)( ¸¹º » ¼ﬂ¹º ½(¾¸¹º » ¼ﬂ¹º ½(¾¸¹º » ¼ﬂ¹º ½(¾ -53,*, −=  (6.8) 
In (6.8), the index FULWHULRQ stands for each of the three earlier mentioned 
FULWHULD,6(763HDN ). 
The objective is to evaluate the contribution of a PSS to system dynamic 
performance and its worth in bringing about cost savings. All possible 
coalitions in which a PSS may participate are determined, and the set of 
optimal PSS parameters for each coalition, is obtained using the GA based PSS 
tuning method discussed in Chapter 3. Table 6.2 shows the various coalitions 
which can be formed by the generators and the corresponding optimal PSS 
parameters. It is to be noted that for coalitions C-2, C-3 and C-23, the system is 
not stable and hence these coalitions are not feasible. 
In Table 6.9, the performance indices and their corresponding GIs are 
provided for feasible coalitions when the system is in a QRUPDORSHUDWLQJVWDWH, 
LH there are no contingencies and the generators are optimally dispatched. 
7DEOH Performance index and GI for feasible coalitions with optimal 
PSS in normal operating state
 ,6( 6HWWOLQJ7LPH 3HDN5RWRU$QJOH'HYLDWLRQ
&RDOLWLRQ
&
-  ﬂ¡ SX
î ¿ À  *,SX - ¢ ﬂÁ VHF *,VHF -£6¤¦¥§ UDG *,UDG
C-1 4.7623 142.1677 3.80 7.50 0.0046364 0.0013632 
C-12 3.2329 143.6971 2.67 8.63 0.0045372 0.0014624 
C-13 4.8068 142.1232 3.80 7.50 0.0046193 0.0013803 
C-123 3.1116 143.8184 1.55 9.75 0.0044143 0.0015853 
 
For all the performance criteria considered, the coalition C-13 exhibits the 
lowest *,, while the highest *, is in the grand coalition C-123. 
 
 6\VWHP6DYLQJVDV$IIHFWHGE\&KRLFHRI
3HUIRUPDQFH&ULWHULD
 6DYLQJVWR6\VWHP
In this sub-section, for the performance indices described in the previous 
section, the savings concept, as outlined in Section 6.2.3, is obtained as 
follows: 
 
a) Base savings – assuming a FRVWRIXQVHUYHGHQHUJ\ of $100/MWh, 
6 ÂÃÄÅ  = $31,500 
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b) Savings rate 
ÓÔÕ Ö ×ﬂÔﬂÕ Ø(Ù
ÚÛÜÝ'Þß
×ÓÔÕ Ö ×ﬂÔﬂÕ Ø(Ù -665
,
=  (6.9) 
For the system considered, 65 for each criterion is as follows: 
 
65à áâ   = 31,500/(146.93×10-6) = 214.39×106 $/p.u. 53,
 
65 ãá  = 31,500/11.3 =  2,787.61 $/s 
 
65äÅÃå  = 31,500/0.0059996 = 5,250,350 $/rad 
 
c) Incremental savings 
æçè é êﬂçﬂè ë(ì
í
æçè é êﬂçﬂè ë(ì
í *,656
,,
⋅=∆  (6.10) 
d) Total savings 
îïð ñ òﬂïﬂð ó(ô
õ
ö'÷ø
òîïð ñ òﬂïﬂð ó(ô
õ 666
,,
∆+=  (6.11) 
The total savings corresponding to all feasible coalitions are given in Table 
6.10. The system exhibits the best performance – therefore achieves the highest 
savings – when in the grand coalition (C-123). These are the savings incurred 
by the ISO from having the PSS installed, optimally tuned and operating at all 
generators. As different criteria of performance assessment are being used, the 
savings quantum also varies accordingly, which is reasonably understood, 
since, in this specific work, the concept of savings relies on a subjective 
perception. 
7DEOH Calculation of Savings from PSS operation
,6( 6HWWOLQJ7LPH 3HDN5RWRU$QJOH'HYLDWLRQ&RDOLWLRQ *,
SX
6DYLQJV

*,
VHF
6DYLQJV

*,
UDG
6DYLQJV
	
No PSS Infeas. – Infeas. – Infeasible – 
MPSS 0.0 31,500.00 0.0 31,500.00 0.0 31,500.00 
C-1 142.168 61,979.02 3.80 52,407.08 0.0046364 38,657.28 
C-12 143.697 62,306.91  2.67 55,557.08 0.0045372 39,178.11 
C-13 142.123 61,969.48 3.80 52,407.08 0.0046193 38,747.06 
C-123 143.818 62,332.91  1.55 58,679.20 0.0044143 39,823.38 
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üýþß 	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ü ü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 6KDSOH\9DOXH&DOFXODWLRQ
As argued earlier, the individual generators would be entitled to a payment in 
return for providing the PSS-Control ancillary service. Consequently, the ISO’ s 
problem is to allocate the savings achieved from PSS operation in a fair and 
rational manner. 
In Section 5.3, the theoretical background of cooperative game theory 
and assessment of contribution of individual players in a game is discussed. 
The method to calculate Shapley values for each player in the game was also 
outlined. Using the approach described therein, the Shapley values for each 
PSS of our example system, are obtained as described in Table 6.11, 6.12 and 
6.13IRUWKH,6(76DQGSHDN  performance criteria, respectively. From these 
tables, it can be observed that PSS-1 consistently receives the highest payoff, 
while PSS-3 receives the least payoff. The highest revenue allocation to PSS-1 
can be explained as follows: 
• As before, it is evident that all feasible coalitions always include PSS-1. 
• None of the coalitions that do not include PSS-1 is stable. 
• PSS-1 is the only PSS which by itself can stabilize the system, LH it is the 
only one-player feasible coalition 
 
Hence, PSS-1 is the most critical of all the PSSs in the system, and therefore is 
entitled to such a large payment. 
7DEOH Shapley value calculations for ISE performance index
&   & & & & & & &  φ 
*, 142.1677 0 0 143.6971 142.1232 0 143.8184 
&   1/3 1/3 1/3 1/6 1/6 1/6 1/3 
6 61,979.02 0 0 62,306.91 61,969.48 0 62,332.91 
 
366
 61,979.02 – – 62,306.91 61,969.48 – 62,332.91 
1	φ  20,659.67 – – 10,384.48 10,328.25 – 20,777.64 
366
 – 0 – 327.8847 – 0 363.4302 
2ﬀ	ﬀφ  – 0 – 54.647 – 0 121.1434 
366
 – – 0 – -9.54 0 26.005 
3ﬀ	ﬀφ  – – 0 – -1.59 0 8.668 
6\VWHP6DYLQJV6 
ﬁﬃﬂﬂ  !#"%$ & '(")%*,+"%$ "%-/. +10"%'2& 3546) ) "+(78& . "9$:7;=<>?"9$ﬂ(@8;2& <-BAﬃ@8$7-/. +Cﬁ<' D%"%'=-7$+	<
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
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7DEOH Shapley value calculations for Settling-Time performance index 
&   & & & & & & & F(Gφ 
*, 7.5 0 0 8.63 7.5 0 9.75 
&   1/3 1/3 1/3 1/6 1/6 1/6 1/3 
6 52,407.08 0 0 55,557.08 52,407.08 0 58,679.2 
 
366
 52,407.08 – – 55,557.08 52,407.08 – 58,679.2 
1HI	Iφ  17,469.03 – – 9,259.513 8,734.513 – 19,559.73 
366
 – 0 – 3,150 – 0 6,272.124 
2JK	Kφ  – 0 – 525 – 0 2,090.708 
366
 – – 0 – 0 0 3,122.124 
3LM	Mφ  – – 0 – 0 0 1,040.708 
6\VWHP6DYLQJV6 
 
7DEOH 6KDSOH\YDOXHFDOFXODWLRQIRU3HDN  performance index 
&   & & & & & & & NPO=Q(Rφ 
*, 0.001363 0 0 0.001462 0.00138 0 0.001585 
&  1/3 1/3 1/3 1/6 1/6 1/6 1/3 
6 38,657.28 0 0 39,178.11 38,747.06 0 39,823.38 
 
366
 38,657.28 – – 39,178.11 38,747.06 – 39,823.38 
1ST	Tφ  12,885.76 – – 6,529.69 6,457.84 – 13,274.46 
366
 – 0 – 520.83 – 0 1,076.322 
2UV	Vφ  – 0 – 86.806 – 0 358.77 
366
 – – 0 – 89.78 0 645.268 
3WX	Xφ  – – 0 – 14.9635 0 215.089 
6\VWHP6DYLQJV6 
 
It may also be noted from Table 6.10 that the sum of the total payoffs made by 
the ISO equals total savings accrued by it in the grand coalition. 
Y5Z[\\]^ﬃ_`abc	decb	f gZaZd[\\abP_C\
hhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh
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Table 6.14 shows, for each criterion, the total savings of the system and 
their allocation to generators, both in absolute terms ($) and per cent. As 
observed earlier, PSS-1 receives the highest share of the payments. However, 
the payment distribution differs slightly with the assessment criteria. 
In order to even out those differences and obtain a more relevant 
indication of a generator’ s contribution, a FRPSRVLWH VDYLQJV VKDUH (CSS) is 
proposed as follows: 
iPj=k(lm(no np EEE&66 φφφ ⋅+⋅+⋅= 321  (6.12) 
where E q , E r  and E s  are weights attached to each criterion and E q E r E s  = 1. 
In this work, each criterion was given an equal weight, LH  E q  E r  E s  1/3. 
This is envisaged to lead to a more balanced distribution of savings, which also 
quantifies more accurately the contribution of all PSSs to system stability. 
7DEOH Shapley values for different criteria and Average Savings Share 
for a generator under normal operation
 ,6(&ULWHULRQ
6HWWOLQJ
7LPH
&ULWHULRQ
3HDN' 
&ULWHULRQ - t8uvwxu y	z2{(| 
7RWDO6DYLQJV
    –
$62,150.04 $55,022.79 $39,147.75 52,106.86 *HQ 99.71% 93.77% 98.3% 97.16% 
$175.79   $2,615.71 $445.58 1,079.03 *HQ 0.28% 4.46% 1.12% 1.95% 
$7.08   $1,040.71 $230.05 425.95 *HQ 0.01% 1.77% 0.58% 0.79% 
 
It is to be noted that while equal weights for each component have been used in 
(6.12), this need not necessarily be always the case. The ISO may choose to 
prioritize the criteria, depending on system conditions. 
 6DYLQJV$OORFDWLRQXQGHU&RQWLQJHQF\6WDWHV
Once a method of allocating the savings is in place, it would be interesting to 
investigate whether the allocation thus obtained in a normal operating state, 
will still be a fair allocation in a contingency state when there is a change in 
system topology. 
To this effect, a set of contingencies represented by outages of transmis-
sion lines, one at a time, is considered. Since there is no power flow solution in 
the case of line 4-5 outage, the contingency states with outage of the other lines 
are analyzed. 
[ﬃ\\ } ~#%Z  (%,%Z %/f 1%2 5_6  (a8 f 9Z`ab=cd?9Z\(8b2 cBeﬃ8Za/f C[c %%=aZ	c
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The FRPSRVLWHVDYLQJVVKDUH, in per cent, obtained in a similar manner as 
the one outlined in Table 6.14, for the normal and contingency states (lines on 
outage are given within the brackets) are also reported in Table 6.15. 
7DEOH Average savings share (in %) allocated to a generator under 
normal operation and under contingencies
 *HQ *HQ *HQ
1RUPDO 97.259 1.953  0.788 
&7* 93.761 6.737 -0.4979 
&7* 97.191 2.095  0.7137 
&7* 97.480 2.128  0.3912 
&7* 94.413 4.180  1.4068 
&7* 97.749 1.822  0.429 
 
It can be observed, particularly in case of CTG-1 and CTG-4, that distribution 
of savings is considerably affected (see Table 6.15). In both cases, the share of 
Gen-1 is reduced by a few per cent points from the normal operating condition 
in favor of Gen-2. This implies that during these contingency states, Gen-2 
plays a more important role in stabilizing the system and should be accordingly 
paid. 
At the same time, in case of CTG-1, Gen-3 receives a negative share. 
This is because during this particular contingency the PSS on Gen-3 is acting in 
a detrimental manner for the system. This implies that in the payment function 
(5.3), Ł (for L = 3) is negative, and the generator’ s overall payment is 
negatively affected. 
 &RQFOXGLQJ5HPDUNV
In this chapter, the work of Chapter 5 is extended to the application of the game 
theoretic allocation of economic worth of PSS-control to a performance 
criterion based on the system dynamics. 
It is demonstrated that the criteria used to assess a player’ s performance 
do influence the savings quantum and share allocation. Our results show that 
the ,QWHJUDO RI 6TXDUHG (UURU criterion yields the maximum savings to the 
system while the 3HDN ∆  criterion yields the minimum, among the three 
considered. 
It should however be noted that this does not necessarily mean to rank 
the criteria. The objective here is to provide the system operator with a flexible 
choice of possibilities for calculation of system savings and hence its 
allocation; it is, ultimately, the system operator’ s decision as to which criterion 
is more relevant for the system. In this chapter, a composite criterion, which is 
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an average of all criteria considered, has been used in order to obtain a more 
accurate allocation of savings. 
For the example system considered, it has been demonstrated how the 
total system savings from the grand coalition are allocated to the three PSSs. It 
was observed that PSS-1 received the highest payoff, thereby reflecting its 
importance to system stability. On the other hand, PSS-3 was detrimental to 
system savings as well as system stability in certain contingency situations. 
Hence it received the least payoff, or even a negative payoff. Given its dynamic 
behavior apparently detrimental to system, the case in which the PSS-3 is 
instructed to remain off-line is investigated, and the simulations show that the 
system dynamic behavior is not significantly affected. 
The savings share allocation method is applied for the same system 
under contingencies, and it was revealed that the PSSs contribution to system 
dynamic performance changes, and consequently, their savings shares. 
Therefore it is important to recognize the need of re-scheduling the payment 
scheme in certain system operating conditions. 
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The work presented in this thesis focuses on aspects related to PSSs tuning and 
evaluation of their contribution to system stability and security from an 
economic perspective in the context of ancillary services. Thus, a GA based 
method to simultaneously tune PSSs is developed in the first part of this thesis, 
while the second is dedicated to a game theory based method to financially 
compensate the PSSs for the control effort they provide for the power system. 
The GA based parameter optimization method developed in this thesis is 
applied to tune the lead-lag, derivative and PID types of PSS. A Lyapunov 
method based parameter optimization incorporating an ISE criterion has been 
used within the GA process of tuning the lead-lag and derivative types. On the 
other hand, in case of PID PSS, the ISE criterion was modified to fit the 
discrete-time representation of the power system. 
One of the primary requirements of a good tuning method is that the 
resulting PSS be robust enough to wide variations in system parameters, while 
also being computationally manageable. In this respect, the proposed GA based 
tuning method provides highly satisfactory results. Conventional approaches, 
which consider one nominal operating condition, have been applied to tuning 
of lead-lag and derivative PSS. Investigations reveal that the classical approach 
does provide satisfactory performances for operating conditions up to the 
nominal, but deteriorated responses as the load increases further. Moreover, the 
classically tuned PSS fails to stabilize the system at certain operating 
conditions. The proposed GA based method, on the other hand, provides the 
option of including any operating point within its tuning domain, thus ensuring 
system stability over a large domain – even larger than the tuning domain. 
Although the design method is meant to merely cope with small-signal 
stability phenomena, when tested for transients (HJ three-phase short-circuits) 
and contingencies (HJ transmission line outages) the system performed 
satisfactory, as well. 
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The second broad topic this thesis dwells upon is concerned with PSSs 
operation in the new deregulated environment. It is argued that, as the power 
systems of today move from a monopolistic to a decentralized operating 
environment, and as PSS control action has a significant impact on power 
system security, it should be regarded as a system ancillary service within the 
NERC Operating Policy guidelines for Interconnected Operations Services. To 
this effect, a scheme for allocating payoffs to generators for their PSS-control 
services based on cooperative game theory, using the concept of Shapley 
values, is proposed. By virtue of this approach, the system benefit accrued from 
a generator providing PSS-control service is allocated in a rational and 
equitable manner. The payoff scheme is based on weighted marginal 
contribution of a PSS in all coalitions (not only the actual contribution it has in 
its nominal operating status) it may be part of, thus reflecting better the role 
and importance of that PSS to the system. 
The proposed method concentrates on determining the relative 
contribution to system security enhancement of the various PSSs present in the 
system, and not directly dependent on specific “ dollar figures,”  which are 
assumed to be the result of contractual agreements between the service 
providers and the ISO. A realistic scenario represented by a 24-hour load curve 
obtained with three different load types and by considering an N-1 contingency 
criterion, reveals that the loading conditions and system topology affect the 
payments to generators. Therefore, it is important to recognize the need of re-
scheduling the payment scheme in accordance to actual load levels and system 
topology. 
Application of the proposed game theoretic allocation method is further 
extended to design a performance criterion based on the system dynamics. It is 
demonstrated how various criteria used to assess a player’ s performance do 
influence the savings quantum and share allocation. The results, among the 
three criteria considered, show that the ISE criterion yields the maximum 
savings to the system while the 3HDN ∆  criterion yields the least savings. 
However, the ISO is ultimately responsible to choose the most appropriate 
criteria that are relevant to the system. 
In order to obtain a more accurate allocation of savings, a composite 
criterion has also been used. The savings share allocation method is applied for 
the same system under contingencies, and it was revealed that the PSSs savings 
shares change, consistently with their contribution to system dynamic 
performance. 
It is important to note that although this thesis discusses the issue of 
payments to generators within a deregulated market environment, it does not 
propose a “ market for PSS-control service”  as such, but only a payoff 
mechanism, to “ entice”  generators to participate in a cooperative and coherent 
environment, under the jurisdiction of an ISO, or a similar entity. 
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 The thesis provides a detailed description of the development of the system 
mathematical models, both for single-machine infinite bus, as well as the 
multi-machine system under small perturbations. These models are generic 
enough and can be applied to large-sized power systems. 
 
 An exhaustive analysis of classical tuning methods applicable to lead-lag 
and derivative PSS is provided and a comparison of performances achieved 
by systems having PSS designed using these methods is presented. 
 
 The thesis proposes a novel approach to tune lead-lag PSS using a GA with 
a Lyapunov method of parameter optimization incorporated within its 
objective function. The main feature of this method is that it is a time-
domain approach and uses a performance criterion which accurately 
quantifies the dynamic performance of the system under perturbation. The 
genetic process further uses this in the individuals’ fitness assignment stage 
as a measure of one’s quality, thereafter creating a sound basis to finding 
the best individual in the population. 
 
 The GA based optimization approach is also applied for tuning of PID PSS. 
The main feature of this approach is that, since the PID PSS acts in discrete 
mode, the system model has been developed in discrete-time domain. An 
optimal sampling period has been determined considering the conflicting 
requirements of computation time versus accuracy of information on 
system dynamics due to discretization. 
 
 In the context of the new deregulated environment, the thesis introduces 
the concept of 366FRQWURO as an ancillary service. A game theoretic 
approach which uses the Shapley value criterion is developed and used to 
allocate payoffs to PSSs, in return for the system welfare they bring about 
by providing this service. 
 
 The payoff allocation scheme takes into consideration not only the actual 
contribution a PSS has in its nominal operative status, but the weighted 
marginal contribution that PSS would have in all coalitions it may be part 
of, thus establishing the basis to attain an equitable solution for all 
participants. 
 
 In order to obtain a fair allocation of payoffs, the way the performance of 
the PSSs is evaluated is very important. This thesis analyses two different 
types of approaches: one that measures the enhancement in system transfer 
capability due to PSS-control action, and another one that quantifies the 
contribution of PSSs in power system oscillations damping when the 
system is subjected to small perturbations. 
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Tuning of PSS has been a challenging problem for power engineers and 
although a lot of work has been reported in this area, several issues remain 
unresolved, particularly in the context of a deregulated environment. Based on 
the work reported in this thesis, some of the issues that need to be further 
addressed within the same framework are briefly outlined. 
 
 The system investigated has been limited up to a three generator, nine bus 
system. It would be desirable to examine GA based PSS tuning for larger 
and more realistic systems. 
 
 As mentioned in one of the earlier chapters, siting of PSS is an important 
issue, more so, when the system size increases considerably. It is thus 
important to examine the GA based PSS tuning method while 
incorporating the PSS siting issues. 
 
 The systems considered in the thesis assume that the loads are constant 
impedance loads. It would be of interest to the designer to understand how 
the dynamics of the system will be affected by the load dependence on 
voltage and consequently, how the optimal PSS parameters will be 
affected. 
 
 The powerful properties of GA based optimization can be further exploited 
to examine various other controller structures and determine their globally 
optimal settings. 
 
 Test and implement different genetic algorithm strategies (HJ multi-
population, multi-objective) in an attempt to achieve a less time consuming 
process and gain better understanding of genetic algorithms applicability to 
various power system phenomena. 
 
As argued in the second part of the thesis, operation of PSS could qualify for 
financial compensation from the ISO as an ancillary service. However, before 
such a payoff scheme is implemented in deregulated systems, several issues 
need to be resolved therein as well. Some of the pertinent ones are brought out 
here. 
 
 There is a need to properly identify and come into an agreement between 
participating entities of the deregulated system, as to how to quantify the 
“ benefit”  accrued from a PSS in the system. This thesis has attempted to 
address this issue to some extent. However, more detailed analysis is called 
for, before such schemes can be implemented in practice. 
 
 Since the game theoretic allocation of payoffs method proposed in this 
thesis involves determining each possible coalition in which a PSS may 
participate, it would lead to high a computational burden for large systems 
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with many PSS. There is a need to develop appropriate computational tools 
to address this issue. 
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1RWDWLRQ
Throughout this work, following conventions were adopted: 
- a bar on top of a symbol denotes a phasor or a complex number (HJ 69 , ) 
- a dot on top of a symbol denotes the first derivative of a variable (HJ [ ) 
- bold face symbols denote matrices (HJ $, <) 
- underlined symbols denote vectors (HJ 9, , ) 
- upper case symbols denote rms values 
 
 
6\PEROV
$ state (plant) matrix of the system 
% control matrix
' damping coefficient 
* perturbation matrix 
3 active power 
4 reactive power 
4 weighing matrix 
+ inertia constant 
,  ,   direct- and quadrature-axis components of armature current 
0 inertia coefficient 
 rotor angle 
∆ denotes small perturbation or deviation of a variable from 
its steady-state value 
[  [   synchronous reactances in G and Taxis, respectively 
[  
 direct-axis transient reactance 
[   quadrature-axis reactance 
((  equivalent excitation voltage (field circuit voltage) 
(  
 T-axis component of the transient emf proportional to the 
field winding flux linkages 
I frequency 
- performance index 
\(8 bﬃaZd5_5	29Z(8b
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. 7  AVR gain and time constant, respectively 
.   lead-lag PSS gain 
.   derivative PSS gain 
. . .  proportional, derivative and integral gains of a PID-PSS 
7   PSS wash-out time constant 
7  7   mechanical and electrical torque, respectively 
7  
 time constant of excitation circuit 
7   sampling time 
9  9   direct and quadrature components of terminal voltage 
< admittance matrix 
71«74 lead/lag PSS time constants 
X state vector 
E weights attached to considered criteria 
p perturbation vector 
V Laplace operator 
W time 
X stabilizing signal 
& set of coalitions 
*, goodness index 
L index for players in the game 
  PSS-control variable payment component 
  PSS-control fixed payment component 
&   weight on a coalition 
& marginal contribution of a player in a coalition 
*, goodness index 
-      reference performance index 
. ¡  PSS gain 
Q total number of players 
1 set of all Q players/generators 
U  size of a coalition 
6 savings 
65 savings rate 
6 incremental savings 
7 ¢  PSS wash-out filter time constant 
X £  control signal from L ¤ ¥ PSS 
Y& payoff from a coalition (or savings) 
 rotor-angle deviation 
	  steady-state valuHRI 
 angular velocity of generator 
 payment function 
φ  weighted average of the marginal contributions of a player 
in all possible coalitions (Shapley value) 
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$FURQ\PV
ac alternating current 
ANN Artificial Neural Networks 
AVR Automatic Voltage Regulator 
CTG contingency 
CSS composite savings share 
G direct axis of a generator 
dc direct current 
FACTS Flexible AC Transmission System 
GA Genetic Algorithm 
GEP Generator Exciter Power system 
ISE Integral of Squared Error 
ISO Independent System Operator 
MIMO Multi Input Multi Output 
MPSS Minimum PSS 
NEPOOL New England Pool 
OLS Orthogonal Least Squares 
PSS Power System Stabilizer 
PID Proportional-Integral-Derivative 
T quadrature axis of a generator 
RBF Radial Basis Function 
RLS Recursive Least Squares 
SMIB Single Machine to Infinite Bus 
SISO Single Input Single Output 
STATCOM Static Synchronous Compensators 
TGR Transient Gain Reduction 
VSC Variable Structure Control 
VSCPSS Variable Structure PSS 
WECC Western Electricity Coordinating Council 
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 $SSHQGL[,
 1HWZRUN5HGXFWLRQ
The size of the network model can be reduced by matrix operation, since all 
nodes have zero injection currents except for the internal generator nodes. This 
is shown below. 
Let VI ⋅= <  (9.1) 
where V  is the bus voltage vector, < is the admittance matrix of the system 
and ,  is the bus current vector. Therefore, 



= 
,, ¦  (9.2) 
Now the matrices <  and 9  are partitioned accordingly to get 





=


§
¨
§ §§ ¨
¨9§¨	¨¨
9
9
<<
<<

,
 (9.3) 
where the subscript Q is used to denote generator nodes and the subscript U is 
used for the remaining nodes (Figure 9.1). Thus for the analyzed system ©9 , 
which now is the generator terminal voltage vector, has (Q × 1) dimension and 
ª9  has (U × 1) dimension. 
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)LJXUH Multi-machine system representation
Expanding equation (9.3), 
«««¬«¬
«¬«¬¬¬¬
VV0
VVI
⋅+⋅=
⋅+⋅=
<<
<<
 (9.4) 
from which we eliminate V , to find 
­®­®®­®­­­ V)(I 1 ⋅⋅⋅−= − <<<<  (9.5) 
If m
1 )( <<<<< =⋅⋅− − ¯ °¯ ¯°9¯°	°  then (9.5) becomes:  ±± VI m ⋅= <  (9.6) 
The matrix m<  is the desired reduced matrix of < . It has the dimensions 
(Q×Q), where Q is the number of generators. 
 6PDOOVLJQDO6WDELOLW\0RGHOVRI3RZHU6\VWHPV
The phasor diagram of the Lth machine of a multi-machine system may be 
shown as in Figure 9.2. While ²G  and ³T  are the system coordinate axes for the 
Lth machine alone, D and Q are the axes of the common system coordinates for 
all machines in the system. The phase-angle difference between ³G  and D, or 
´
µ, 
¶
µ, 
´, 19 ´
·  M[
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ÉT and Q, is denoted by δ Ê , which is constantly changing and could be positive 
or negative. 
 
D - axis 
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)LJXUH Phasor diagram of the Lth machine
1RWH The upper bar stands for complex values. Since we look only into the 
reduced network (having only the generator nodes), we leave out the subscript 
Q standing for generator nodes. Therefore, the terminal voltage Ñ9  of the Lth 
machine of the system in common coordinates becomes: 
Ò
ÒÒÒÒ
Ò
Ò
Ó
Ô
Õ
Ô
Ö
Õ
Ó
Ô
Ö H,[[,[MH(9 δδ −− −+−= )( ’’)90(’ (9.7) 
Also note that 
( ) ×
××
×
×
×
Ø
ÙÙ
Ø
Ù
Ù H,M,H(( δδ −− == ,90’’  (9.8) 
For the Q machines of an multi-machine system, equation (9.7) becomes a 
system of Q equations and may be written in matrix form as: 
( )[ ] [ ] [ ] [ ] q’’q90 ’ ,,(9 ⋅⋅−+⋅⋅−⋅= −− δδ ÚÛÛÜÚ H[[[MH  (9.9) 
where the coefficients [HÝ (90- )], [[ Þ ’ ], [[ ß  – [ Þ ’ ], and [e-Ý ] should be read as 
diagonal matrices and à
á
à ,,(9 and,,,  are column vectors of size Q. 
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 $UPDWXUH&XUUHQW&RPSRQHQWV
Substituting the solution of 9  of (9.9) in (9.6) and solving for ,  gives 
( ) )][]’[]’[]([ â
ã
â ,,(<, ⋅⋅−+⋅⋅−⋅⋅= −− δδ äåæå
ç8è
ä H[[[MH  (9.10) 
where 
11
m ])’[( −− ⋅+= é[M<<  (9.11) 
Note that the admittance matrix < in equation (9.11) refers to the reduced 
network, therefore differs from < matrix from (9.1). 
For the Lth machine of an Q-machine system in '4 coordinates, the 
current has Q terms 
∑
=
−−
⋅⋅−+⋅=
ê
ë ì
ë
í
ìì
ë
î ëî ï
ï
ïïï
ï
,H[[(H<,
1
’’)90( ])([ δδ  (9.12) 
including the term of  M L. 
 
In G ð T ð coordinates, 
∑
=
+−++
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ñ
ò ó
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õ ò
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÷ ö÷ ö
ööö
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H,L
1
)(’’)90( ])([ δβδβ
δ
 (9.13) 
where  øùù ø
ø
ù
ø
ù
ø ú ûH<< δδδβ −=⋅= ,  (9.14) 
Therefore 
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 (9.15) 
where 
)sin(,)cos(        6& δβδβ +=+=  (9.16) 
Let the deviation of L  be defined by 
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Here , stands for currents in individual machine coordinates. Same rule will be 
applied for 9. 
 
From (9.15), for Q machines, we will have 
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The solutions for ∆Id and ∆Iq of (9.18) become 
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 .&RQVWDQW'HULYDWLRQ
Having found the G and T current components including the transmission 
relation, . -  « . .  will be expressed using the electrical torque relation, 
internal voltage equation, and from the terminal voltage relation, as shown 
below. 
$SSHQGLFHV
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An electric torque approximately equals an electric power when the 
synchronous speed is chosen as the base speed. Thus, for the Lth machine, 
//////// 00
1
2222334 ,[[,(,9,7 )()Re( ’’* −+=⋅≅  (9.22) 
After linearization and for Q machines, (9.22) becomes: 
’
q21e ET ⋅+⋅= ..  (9.23) 
where 
q0dtqt2
dtqt1
,<'<4.
)')4.
+⋅+⋅=
⋅+⋅=
 (9.24) 
in which ' 5 , 4 5  and , 687  are diagonal matrices with the elements as 
follows 
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The component of torque given by . =  is in phase with ∆δ hence representing a 
synchronizing torque component. The second term of ( ) represents the 
component of torque resulting from variations in field flux linkage. 
The internal voltage equation for Q machines may be written 
( ) [ ] dfdqdo I’E’E’ ∆⋅−−∆=∆⋅⋅+ >> [[V 7  (9.26) 
where  is the unity matrix and 7 ?8@ 
 a diagonal matrix. Substituting ∆Id of 
(9.20) in (9.26) and shifting terms gives 
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The terminal voltage relation could be written as 
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Furthermore 
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which can be written as 
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and 
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0v , c
d 99499' ⋅=⋅= −−  
In these equations, 9 e , 9 f8e , 9 g8e , ' h , 4 h , [xq] and [xd’] should be read as 
diagonal matrices. 
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 6\VWHPGDWDIRU60,% y 
 
3 = 0.8 
4 = 0.6 
9 = 1.0 
U = 0.0 
[ = 0.2 
% = 0.0 
* = 0.0 
[ z = 1.60
[ {  = 1.55 
[ z ’ = 0.32 
0 = 10.0 s 
7 zﬂ| 
 = 6.0 s 
I = 50 Hz 
.}  = 50 
7} = 0.05 s 
G7~ = 0.01 
7   = 0.05 s 
7   = 0.05 s 
7   = 10.0 s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                     
3
 All data are in per unit, except when specified 
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:6&&PDFKLQH
EXV
7DEOH Generator data
*HQHUDWRU   
Rated MVA 
Voltage, kV 
Power factor 
Type 
Speed, r/min 
[  , pu 
[  
, pu
[   pu
[  
 pu
[   pu
7 G 
, sec 
7 G 
sec
H, sec 
247.5 
16.5 
1.0 
hydro 
180 
0.1460 
0.0608 
0.0969 
0.0969 
0.0336 
8.96 
0.0 
23.64 
192.0 
18.0 
0.85 
steam 
3600 
0.8958 
0.1198 
0.8645 
0.1969 
0.0521 
6.00 
0.535 
6.40 
128.0 
13.8 
0.85 
steam 
3600 
1.3125 
0.1813 
1.2578 
0.250 
0.0742 
5.89 
0.60 
3.01 
 
7DEOH Network data
%XV 7\SH ,PSHGDQFH[pu] 
$GPLWWDQFH
[pu] 
7DSUDWLR
[kV/kV] 
1-4 Traf. 0.0       + M0.0576 0.0   +       M0.0 16.5/230 
2-7 Traf. 0.0       + M0.0625 0.0   +       M0.0 18/230 
3-9 Traf. 0.0       + M0.0586 0.0   +       M0.0 13.8/230 
4-5 line 0.010   +   M0.085 0.0   +   M0.088 - 
4-6 line 0.017   +   M0.092 0.0   +   M0.079 - 
5-7 line 0.032   +   M0.161 0.0   +   M0.153 - 
6-9 line 0.039   +   M0.170 0.0   +   M0.179 - 
7-8 line 0.0085 + M0.0720 0.0   + M0.0745 - 
8-9 line 0.0119 + M0.1008 0.0   + M0.1045 - 
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Let us consider the following notations: 
43
333
3
23
133
3
42
322
2
22
122
2
41
311
1
21
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;
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Thus, the matrices of the multi-machine power system introduced in Chapter 2 
become: 
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where $ ¡ ¢ £  are the elements of the $ matrix of the multi-machine system 
described in Section 9.3.1. 
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