Abstract. In this note, we study the asymptotics of the determinant det (IN −βHN ) for N large, where HN is the N × N restriction of a Hankel matrix H with finitely many jump discontinuities in its symbol satisfying H 1. Moreover, we assume β ∈ C with |β| < 1 and IN denotes the identity matrix. We determine the first order asymtoptics as N → ∞ of such determinants and show that they exhibit powerlike asymptotic behaviour, with exponent depending on the height of the jumps. For example, for the N × N truncation of the Hilbert matrix H with matrix elements π −1 (j + k + 1) −1 , where j, k ∈ Z+ we obtain log det(IN − βHN ) = − log N 2π 2 π arcsin(β) + arcsin 2 (β) + o(1) , N → ∞.
Introduction and results
Given a bounded function f on the unit circle T := {v ∈ C : |v| = 1}, the associated Hankel matrix H(f ) : ℓ 2 (Z + ) → ℓ 2 (Z + ), Z + := 0, 1, 2, . . . , is given by its matrix elements (H(f ))(n, m) = f (n + m), n, m ∈ Z + , ( The function f is called the symbol of the matrix H(f ). Throughout this note, we restrict our attention to symbols which have finitely-many jump discontinuities and satisfy sup z∈T |f (z)| 1. We will make more precise assumptions later on, see conditions (A) -(C). Hankel matrices with jump discontinuities in their symbols are well-studied [Wid66, Pow77, Pow82, Pel03] and still attract attention in the operator theory community, see e.g. [PY14] .
Our goal here is to study the large N behaviour of det(I N − βH N (f )), where H N (f ) is the N × N restriction of the Hankel matrix H(f ), β ∈ C so that |β| < 1 and I N is the identity matrix. Our assumption on the boundedness of the symbol ensures that H(f ) 1 and so βH(f ) |β| < 1. We will compute the first order term in its asymptotic expansion for large N and show that as N → ∞, where the exponent γ f (β) ∈ C depends explicitly on the location of the jumps as well as their height, see our main result Theorem 1.3 for the precise formulation.
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To illustrate our result, consider the following two explicit Hankel matrices H := H(ψ) = 1 π(n + m + 1) n,m∈Z + and S := H(η) = sin(π(n + m)/2) π(n + m)
with the convention that S(0, 0) = 1/2, where the symbols ψ and η are given in Example 1.2 later on. The matrix H is the Hilbert matrix and is well-known in the literature. For these Hankel matrices Theorem 1.3 states that the asymptotic formula (1.3) holds with γ ψ (β) = 1 2π 2 π arcsin(β) + arcsin 2 (β) and γ η (β) = 1 π 2 arcsin 2 β 2 .
(1.5)
The different expressions for γ ψ (β) and γ η (β) in the two cases are related to their symbols having jumps located differently on T. In the case of H, the symbol has only one jump located at 1, causing the appearance of both the linear and the quadratic arcsin term in (1.5). In the case of S, however, the symbol has jumps at the conjugate points ±i and the linear arcsin term does not appear. In general, only jumps at ±1 ∈ T will cause a linear arcsin term whereas an arcsin 2 term will always occur if there are jumps at conjugate points on T. We also note that γ ψ (β) < 0 for β ∈ (−1, 0) and therefore we have in this case power-like growth in (1.3).
The problem which we study here fits into the more general framework of asymptotics of determinants of Hankel, Toeplitz and Hankel plus Toeplitz matrices. These are wellstudied objects, see for example [BE99, BE01, DIK11, DIK13, BE17] and references therein. Exhaustive answers to various questions related to the asymptotics of Toeplitz and Hankel determinants have been found, however the behaviour of completely general Hankel plus Toeplitz determinants is not entirely understood yet. In most known results, the Hankel and Toeplitz matrix are related to the same symbol. We prove here a first order asymptotic formula for a simple class of Hankel plus Toeplitz determinants which, to the best of our knowledge, does not fall directly in the cases considered before.
We end the introduction with a word about the proof. The first step in studying our problem is to make use of the series expansion of the logarithm log(1−z) = − n∈N z n /n valid for |z| < 1 which implies
The fact that the series expansion is only valid for |z| < 1 is the reason why we take |β| < 1. The asymptotic behaviour of Tr H N (f ) n is found in Lemma 3.1, and it partially follows from [Wid66, Theorem 5.1], where this was obtained for the simpler case of the Hilbert matrix with only one jump in its symbol. Surprisingly, the first order contributions in the asymptotic expansion of Tr H N (f ) n are the coefficients of the power series of arcsin and arcsin 2 times log N , see Proposition 2.3.
1.1. Model and results. As we saw earlier on, the Hankel matrix H(f ) :
is determined by its matrix elements
where f (k) is defined in (1.2) for k ∈ Z + . It is clear that H(f ) depends linearly on f . Throughout the paper, we make the following assumptions on the symbol f :
(A) for all z ∈ T the following limits exist
f (e iε z) and
The points where the limits do not coincide are called jump-discontinuities and we only assume a finite number of them. (B) with Ω denoting the set of all discontinuities of f , we assume that f ∈ C γ (T\Ω), for some 1/2 < γ 1 and some C > 0 that for all δ > 0 and all z ∈ Ω |f (z
(1.10)
We write f ∈ P D(T) if it satisfies all of the above assumptions. For future reference we define for z ∈ T
and refer to this as the height of the jump.
is only of technical nature. It simplifies the proofs and for most relevant examples these assumptions are satisfied.
(ii) The bound (1.10) guarantees |κ z (f )| 1 for all z ∈ T and that the operator
Example 1.2. The most important example of a symbol fitting in our framework is given by
Integration by parts shows that this is a symbol for the Hilbert matrix given in (1.4), i.e. that H = H(ψ). Another example of a function in this class is given by η(e it ) = 1 {cos t>0} , t ∈ [0, 2π) (1.13) with jump-discontinuities at the points ±i. This is a symbol for the Hankel matrix S = H(η) given in (1.4).
As before, let H N (f ) denote the N × N restriction of the infinite matrix H(f ), i.e. let H N (f ) := 1 N H(f )1 N , where 1 N is the orthogonal projection onto the span of {e j } N −1 j=0 , where e j , j ∈ Z + , are the standard basis vectors of ℓ 2 (Z + ). Setting
(1.14)
our main result is
Let Ω ⊂ T be the set of its jump discontinuities.
For β ∈ C with |β| < 1 we have
as N → ∞, where
(1.16)
The expression in (1.16) is independent of the choice of the analytic branch of the square root. This follows from the power series
which implies that arcsin 2 is a function of v 2 . (ii) It is evident that we have a non-zero contribution in (1.15) only if both z and z are jump-discontinuities of the symbol f . For example, in the case of self-adjoint Hankel matrices the jump discontinuities only appear in pairs z, z and γ f (β) = 0 in this case. Moreover, the terms arcsin (−iβκ ±1 (f )) only appear for jumps at z = ±1. This is yet another manifestation of the subtle differences between jumps at z = ±1 compared to those located at z ∈ T \ {±1}, see for example [Pow82, PY16] .
(iii) Even though the proof of the theorem relies on |β| < 1, we believe that the above asymptotic formula holds for |β| = 1. Indeed, using different methods, this can be achieved for the special case of the Hilbert matrix H given in (1.4). In this case one can prove
as N → ∞, see [GP] , where
The authors use the explicit diagonalization of the Hilbert matrix and their methods cannot immediately be generalized to arbitrary Hankel matrices with jump discontinuities in the symbol considered here.
Using our methods, one can also consider asymptotics of determinants related to powers of Hankel matrices. For instance, one can prove the following Corollary 1.5. Let 0 β < 1 and, as before, denote by H the Hilbert matrix. Then as
Remark 1.6. Determinants of the above form appear in the study of the asymptotic behaviour of ground-state overlaps of many-body fermionic systems. In this context Corollary 1.5 gives a partial answers to a question asked in [KOS15, Rmk. 2.7]. We will not explain the problem here and refer to [GKMO16, FP15] for a precise formulation and further reading about the relation of the problem to determinants of Hankel operators.
Proof of Theorem 1.3
In the following we denote by S p the standard Schatten-p-class and by · p its norm for p 1. Let f ∈ P D(T) and we write for brevity κ z = κ z (f ). Since the operator norm of Hankel operators satisfies
Hence the series expansion
valid for all |v| < 1 implies that
In the next step we compute the asymptotics of Tr H N (f ) k when N → ∞. This is the main part of the proof.
Theorem 2.1. Let f ∈ P D(T) and Ω be the set of its jumps discontinuities. We denote by B the Beta function. Then, for k ∈ N odd, we obtain
as N → ∞ and for k ∈ N even we obtain
as N → ∞.
In particular, it follows that for any k ∈ N the following limits exists
where µ k (f ) ∈ C is given in (2.4), respectively (2.5). Moreover, we need the following proposition.
We prove Theorem 2.1 and Proposition 2.2 in Section 4. Theorem 2.1 might be of independent interest. We also need one more proposition to prove Theorem 1.3. are absolutely convergent and the following identities hold
Remark 2.4. The series S(v) can also be written as an integral. A computation shows that
Hence, Fubini's theorem implies for |v| 1 that
Proof of Proposition 2.3. We split the sum S(v), |v| 1, in two parts, one corresponding to the odd terms and the even ones. The odd contribution is
The even contribution to the sum is
Here, we used the power series expansions for arcsin and arcsin 2 stated in [GR07, (1.641) and (1.645)] which is absolutely convergent for |v| 1. This gives the result where we note that T (v) is the same as I (even) (v).
Given Theorem 2.1, Proposition 2.2 and Proposition 2.3, we are in position to prove Theorem 1.3.
Proof of Theorem 1.3. Since by assumption βH N (f ) < 1, we use the series expansion (2.3) and obtain for any M ∈ N that
First, we focus on
To do so, we use H N (f ) 1 to obtain the inequality
(2.15) valid for k ∈ N and k 2 which yields for M > 1 that
2 2 log N = µ for some µ ∈ R and therefore since |β| < 1 we have that
Plugging this into (2.13) and recalling that lim
Theorem 2.1, we obtain that lim sup
Since |κ z κ z | 1 for all z ∈ Ω by assumption, the sum
for |β| 1 is absolutely convergent, see Proposition 2.3. This implies that
Along the very same lines we also obtain that lim inf
and therefore we end up with
and the power series in Proposition 2.3 below give the result.
Proof of Corollary 1.5. To prove Corollary 1.5 one uses the expansion (2.3) and obtains for 0 β < 1
For the rest of the proof we use the abbreviations A := 1 N H 2 1 N and B := H 2 N . Then
and Hölder's inequality implies
From the definition of H we obtain A , B 1. Moreover, by the positivity of A − B, we obtain
as N → ∞, where the last inequality follows easily from the explicit matrix elements of H. Equations (2.23)-(2.25) imply
For the latter we computed the first order asymptotics as N → ∞ in Lemma 3.1. Then the assertion follows from Propostition 2.3 along the very same lines as Theorem 1.3.
Analysis of the model operator
To prove Theorem 2.1, we first investigate a family of model operators related to the Hilbert matrix introduced in [Pel03, Chap. 10.1]. We recall the Hilbert matrix H := H(ψ) introduced in (1.4) with symbol
In particular, one has H = 1. We define the following model symbols for z ∈ T
For any z ∈ T this function satisfies
Furthermore, the corresponding Hankel matrix H(ψ z ) admits the representation
where
is the unitary operator given by (U z x)(n) := z n x(n) for x ∈ ℓ 2 (Z + ), z ∈ T and n ∈ Z + . In particular, one can compute the matrix elements explicitly and one obtains for z ∈ T (H(ψ z ))(n, m) = 1 i
The large N asymptotics of traces of powers of the model operators can be computed explicitly:
Lemma 3.1. We denote by B the Beta-function. Let k ∈ N. Then, for a ∈ C we obtain that
as N → ∞ while for z ∈ T \ {±1} and a, b ∈ C we obtain that
We prove Lemma 3.1 in Section 5.
Proof of Theorem 2.1
Let f ∈ P D(T) and let Ω be the set of its jump discontinuities and we define
The definition of ψ z in (3.2), the identity (3.3) and the definition of κ z = κ z (f ) in (1.11), imply that the jumps of f and Ψ are located at the same points and the heights of the jumps are the same, i.e. κ z (f ) = κ z (Ψ) for all z ∈ T. Moreover, by assumption (B), f ∈ C γ (T \ Ω) for some 1/2 < γ 1 and clearly Ψ ∈ C ∞ (T \ Ω) which implies
We first prove Proposition 2.2.
Proof of Proposition 2.2. We first note that the definition of Besov spaces B 
for all γ > 1/2. Hence, using the above and Jensen's inequality we obtain
as N → ∞. The explicit representation of the matrix entries of H(Ψ) in (3.5) implies
for some constant C > 0. Estimating the latter double sum by the corresponding integral, we obtain
as N → ∞. This, together with (4.4) and (4.5), gives the assertion.
Lemma 4.1. Let k ∈ N. Then the asymptotic formula
holds as N → ∞.
Proof. As before, by (4.2) we obtain H(f ) − H(Ψ) ∈ S 2 for all 1/2 < γ 1, see (4.3). Moreover, (4.2) also implies that the Fourier coefficients of f − Ψ are absolutely summable, see [MS13, Thm. 1.13]. We write H(f ) = H(Ψ) + A, where A := H(f − Ψ) and set A N := 1 N A1 N . For k = 1, using the absolute summability of the Fourier coefficients of f − Ψ, we obtain that 8) as N → ∞. For k 2, the identity
holds. To control the error, we use A ∈ S 2 . The cyclicity of the trace and the Hölder inequality for S p classes, implies for
where we used that H N (Ψ) C for some constant C > 0 independent of N , H N (f ) 1 and the standard inequality CD 2 C D 2 valid for compact operators C and D. Proposition 2.2 implies that
as N → ∞. For j = 0 we use in (4.10) the bound
The asymptotic formula H N (ψ) 2 = O(log N ) 1/2 = o(log N ) holds as well for N → ∞, see (4.18) and (4.6). This together with (4.10) gives the result.
In view of Lemma 3.1 we divide the set of discontinuities in
(4.14)
With this notation at hand we show
Proof. We first prove that
From [LS96, Thm. 1.2] we infer that for some constant C k > 0 depending on k
The explicit representation of the kernel of H(ψ z ) in (3.5) implies for some constant C > 0 that
(4.18)
To prove the assertion we note that for z, w ∈ Ω with z = w and z = w
which is proven in [PY16, Lem. 2.5]. This implies
(4.20) The same argument as in (4.17) yields 
as N → ∞. As before, B denotes the Beta function. We remark that the result in the paper cited above has been corrected to take into account a factor of 1/2π missing in the computations of [Wid66, proof of Thm. 4.3]. Similar results to the above are true in greater generality, see [Fed] .
As we mentioned earlier on in (3.4) , we have
where U −1 is the unitary and self-adjoint operator of multiplication by the sequence (−1) n on ℓ 2 (Z + ). Therefore, the result of [Wid66] gives
This and (5.1) give the first part of (3.6).
Next we consider the case z ∈ Ω \ {±1} and note that the second part of (3.6) follows from (3.7) with b = 0. Therefore, we only prove (3.7). Let a, b ∈ C. First we note that the unitary U z and the projection 1 N commute. Using representation (3.4), we expand
for some operators A 1 and A 2 . We first deal with the errors A 1 and A 2 . The operators A 1 and A 2 consist of a sum of 2 k − 2 terms and each summand has at least one factor
More precisely, any factor of A 1 is either of the form
for some r, s ∈ N with s + r = k or the adjoint of the latter. Since Im z = 0, we have from [Pel03, Chap. 10, Lem. 1.2] that the matrix elements of H N U z 2 H N satisfy
Using this and the pointwise bound on the matrix elements of
U z H N U z (n 1 , n 2 ) · · · H N U z 2 H N (n p , n p+1 ) · · · U z H N U z (n k , n 1 ) 2 |1 − z| 2 x, H k−1 N x 2 |1 − z| 2 x 2 2 < ∞ (5.6) for some p ∈ N, where we defined x ∈ ℓ 2 (Z + ) with x(n) := 1/(n + 1). Writing out all terms of Tr A i , i = 1, 2, explicitly in terms of its matrix elements and using a bound of the form (5.6) implies for i = 1, 2 that, as N → ∞,
For k ∈ N odd we obtain we obtain for all n ∈ Z + that 0 H k N (n + 1, n + 1) H k N (n, n), i.e. the sequence a n := H k N (n, n), n ∈ Z + , is strictly monotonously decreasing. Now Lemma 5.1 below gives, as N → ∞, (5.8) = O(1).
(5.9)
In the case k ∈ N even the definition of U z yields
but this is just the asymptotics of the Hilbert matrix which was discussed in the first part of the proof. This gives the assertion.
Lemma 5.1. Let z ∈ T \ {1} and (a n ) n∈Z + be such that 0 a n+1 a n for all n ∈ Z + . Then N n=0 z n a n a 0 2 |1 − z| (5.11) and, in particular, N n=0 z n a n = O(1) as N → ∞.
Proof. The lemma follows directly from Abel's summation formula 
