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Abstract. We investigate the relationship between the spectral gap δE0 and the
localization length ξ in general one-particle systems. A relationship for many-body
systems between the spectral gap and the exponential clustering has been derived from
the Lieb-Robinson bound, which reduces to the inequality ξ ≤ const.× δE−10 for one-
particle systems. This inequality, however, turned out not to be optimal qualitatively.
As a refined upper bound, we here prove the inequality ξ ≤ const.× δE−1/20 in general
one-particle systems. Our proof is not based on the Lieb-Robinson bound, but on
our complementary inequality related to the uncertainty principle [T. Kuwahara, J.
Phys. A: Math. Theor. 46 (2013)]. We give a specific form of the upper bound and
test its tightness in the tight-binding Hamiltonian with a diagonal impurity, where
the localization length behaves as ξ ∼ δE−1/20 . We ensure that our upper bound is
quantitatively tight in the case of nearest-neighbor hopping.
21. Introduction
In quantum many-body systems, the spectral gap plays important roles in determining
the fundamental properties of the ground state; we here define the spectral gap,
denoted by δE0, as the energy difference between the ground state and the first excited
state. In analyzing the ground state’s properties in terms of the spectral gap, the
Lieb-Robinson [1] bound has been one of the strongest tools; it characterizes the
causality in non-relativistic systems [2, 3, 4, 5, 6, 7, 8]. In other words, it bounds
the velocity of the information transfer. There are many results which come from the
Lieb-Robinson bound [9, 10, 11, 12, 13, 14, 15]. One of the most important results
is a proof of the following folk theorem [9, 16, 17, 18, 19]: the non-vanishing spectral
gap implies the exponential decay of the spatial correlations. Such a theorem on the
exponential clustering gives an inequality for the correlation length ξcor in the form
ξcor ≤ const. × δE−10 . This inequality is tight up to a constant coefficient; if we
consider quantum critical systems, this inequality indicates z ≥ 1, where z is the
dynamical critical exponent. We indeed know that in many systems the dynamical
critical exponent z is equal to unity [20, 21].
The above inequality is also applied to one-particle systems, which are the simplest
instances of quantum many-body systems. For one-particle systems, the inequality of
the exponential clustering gives the upper bound of the localization length ξ instead of
the correlation length ξcor, namely ξ ≤ const.×δE−10 . This inequality, however, does not
reflect the empirical property of the ground state in one-particle systems. We expect
that the localization length in the ground state behaves as ξ ∼ δE−1/20 , as in the tight-
binding Hamiltonian with a diagonal defect [22] for example. We thereby expect that
the inequality of the exponential clustering should have the possibility to be refined for
one-particle systems.
In the present paper, we make this empirical expectation rigorous; we prove
ξ ≤ const. × δE−1/20 mathematically for general one-particle systems. The proof of
this inequality is not based on the Lieb-Robinson bound, but on our inequality derived
in Ref. [23]. The inequality gives the complementary relationship δE0 · (∆x)2 ≤ const.,
where ∆x is the fluctuation of the position with respect to the ground state. This
is qualitatively explained by the uncertainty principle as follows. Let us consider a
one-dimensional square-well model. In this model, we expect the spectral gap δE0 as
δE0 ∼ (∆p)2, and we infer ∆x ∼ const. × (δE0)−1/2 from the uncertainty relationship
∆x ·∆p ∼ h¯; such an inference turns out to be rigorous as was proved in Ref. [23]. This
relationship, however, only refers to the variance of the position and is insufficient to
determine that the localization length also satisfies the inequality ξ ≤ const.× δE−1/20 .
We therefore refine the original proof and derive the upper bound of the localization
length.
We here show the outline of the present paper. The main result is a derivation
of the refined inequality between the spectral gap δE0 and the localization length ξ in
general one-particle systems. In Section 2, we first show the fundamental setup of the
3system, definition of the terms, and the original complementary inequality in Ref. [23].
In Section 3, we review the relationship between the spectral gap and the localization.
We refer to the Chebyshev inequality in Section 3.1 and the Lieb-Robinson bound in
Section 3.2, respectively. We show our main inequality in Section 4.1 and discuss the
tightness of the inequalities in Section 4.2. In Section 5, discussion concludes the paper.
2. Statement of the problem
We first define the general one-particle Hamiltonian:
H =
L∑
x,x′=1
N0∑
i,j=1
(h(x,i),(x′,j)a
†
(x,i)a(x′,j) + h.c.), (1)
where a†(x,i) and a(x,i) are the creation and annihilation operators on the site (x, i),
respectively, and {i}N0i=1 are internal parameters which is assigned to each site x.
Note that this includes the Hamiltonian in high-dimensional systems. We assume an
exponential decay of the hopping rate from the site x to x′ (x 6= x′), namely,∥∥∥∥
N0∑
i,j=1
(h(x,i),(x′,j)a
†
(x,i)a(x′,j) + h.c.)
∥∥∥∥
2
≤ V(x− x′) ≡ Cve−µ|x−x′|, (2)
where ‖ · · · ‖2 denotes the spectral norm. Note that we do not have any restrictions to
the parameters {h(x,i),(x,j)}.
Second, we denote the ground state |ψ0〉 of the Hamiltonian as
|ψ0〉 ≡
L∑
x=1
N0∑
i=1
α(x,i)|x, i〉, (3)
where {α(x,i)}(x,i) are complex coefficients and the bases {|x, i〉}(x,i) are defined as
|x, i〉 ≡ a†(x,i)|vac〉 with |vac〉 denoting the vacuum state.
Third, we denote the eigenenergies of the Hamiltonian H as {En} in non-descending
order (E0 ≤ E1 ≤ E2 · · ·). We here do not consider the case where the ground state is
degenerate and define the spectral gap δE0 as
δE0 ≡ E1 − E0 > 0. (4)
Using the result in Ref. [23], we can obtain the following inequality complementary
between the spectral gap and the fluctuation:
δE0 · (∆G)2 ≤ |〈ψ0|HOD|ψ0〉|
2
(5)
with
G ≡
L∑
x=1
g(x)
N0∑
i=1
|x, i〉〈x, i|, (6)
HOD ≡
L∑
x,x′=1
[g(x)− g(x′)]2
N0∑
i,j
(h(x,i),(x′,j)a
†
(x,i)a(x′,j) + h.c.), (7)
4where g(x) is an arbitrary real function and (∆G)2 is the variance of the operator G
with respect to the ground state:
(∆G)2 ≡ 〈ψ0|G2|ψ0〉 − (〈ψ0|G|ψ0〉)2, ∆G ≥ 0. (8)
Note that the terms in HOD which contain {h(x,i),(x,j)} always vanish because of the
term [g(x) − g(x′)]2; this is the reason why we do not need to have any restrictions
to the parameters {h(x,i),(x,j)}. Since the expression of HOD had not been explicitly
given in Ref. [23] for the general one-particle Hamiltonian (1); we show the proof in
Appendix A. The inequality (5) indicates that the spectral gap is bounded from above
by the fluctuation of G and vice versa.
In the following, we define the distribution of the particle density as
px ≡
N0∑
i=1
|α(x,i)|2 and P (|x− 〈x〉| ≥ R) ≡
∑
|x−〈x〉|≥R
px, (9)
where 〈x〉 is the average position of the particle, namely 〈x〉 ≡ 〈ψ0|X|ψ0〉 with
X ≡
L∑
x=1
x
N0∑
i=1
|x, i〉〈x, i|. (10)
We investigate the relationship between the decay law of P (|x − 〈x〉| ≥ R) and the
spectral gap δE0.
3. Relationship between the Decay law and the spectral gap
3.1. Decay law by the Chebyshev inequality
We first discuss the decay law using the Chebyshev inequality, which gives a power law
decay with respect to the spectral gap. This decay law utilizes only the upper bound of
the variance (∆X)2.
First, the Chebyshev inequality is given by
P (|x− 〈x〉| ≥ k∆X) ≤ 1
k2
, (11)
where ∆X is the standard variation of the position operator X . By letting k = R/∆X ,
we have
P (|x− 〈x〉| ≥ R) ≤ (∆X)
2
R2
. (12)
We here relate ∆X to the spectral gap δE0 using of the inequality (5).
In order to derive the relation, we first let g(x) = x in Eq. (6) and obtain
|〈ψ0|HOD|ψ0〉| =
L∑
x,x′=1
(x− x′)2
N0∑
i,j=1
(h(x,i),(x′,j)α
∗
(x,i)αx′,j + c.c.)
≤
L∑
x,x′=1
(x− x′)2
∥∥∥∥
N0∑
i,j=1
(h(x,i),(x′,j)a
†
(x,i)a(x′,j) + h.c.)
∥∥∥∥
2
(px + px′)
≤
L∑
x,x′=1
(x− x′)2V(x− x′)(px + px′)
5= 2
L∑
x,x′=1
(x− x′)2V(x− x′)px ≡
L∑
x=1
Vxpx, (13)
where we define Vx ≡ 2∑Lx′=1 V(x− x′)(x− x′)2. From the first line to the second line,
we utilize the following inequality:
N0∑
i,j=1
(h(x,i),(x′,j)α
∗
(x,i)αx′,j + c.c.)
= (px + px′)
〈
ψx,x
′
0
∣∣∣∣
N0∑
i,j=1
(h(x,i),(x′,j)a
†
(x,i)a(x′,j) + h.c.)
∣∣∣∣ψx,x′0
〉
≤ (px + px′)
∥∥∥∥
N0∑
i,j=1
(h(x,i),(x′,j)a
†
(x,i)a(x′,j) + h.c.)
∥∥∥∥
2
(14)
with
|ψx,x′0 〉 ≡
1√
px + px′
N0∑
i=1
(α(x,i)|x, i〉+ α(x′,i)|x′, i〉), (15)
where 1/
√
px + px′ is the normalization factor.
From the inequalities (5) and (13), we have
(∆X)2 ≤ maxx(Vx)
2δE0
, (16)
where maxx(Vx) is the maximum value of Vx among x = 1, 2, . . . , L. By applying the
above inequality to (12), we obtain
P (|x− 〈x〉| ≥ R) ≤ maxx(Vx)
2R2δE0
, (17)
which gives the power law decay of R−2. This upper bound is derived only from
the information on the variance of the position operator. In the derivation of the
inequality (17), we used the position operator X for the operator G in (6) and utilized
the inequality (∆X)2 ≤ const.×(δE0)−1. In fact, we can take the operator G arbitrarily
and derive a stronger upper bound by choosing the operator G as in Section 4.
3.2. Decay law by the Lieb-Robinson bound
We here discuss the decay law in Refs. [9, 16, 17, 18, 19], which utilize the Lieb-Robinson
bound. The Lieb-Robinson bound characterizes the velocity of the information transfer
and is a strong tool to analyze the fundamental properties of the quantum many-body
systems [2, 3, 4, 5, 6, 7, 8]. In Refs. [9, 16, 17, 18, 19], they proved the exponential
clustering for general quantum many body systems; these results can be also applied to
the Hamiltonian (1). We can obtain the upper bound
P (|x− 〈x〉| ≥ R) ≤ c1e−R/ξ0 , (18)
where
ξ0 = c2 +
c3
δE0
(19)
6with c1, c2 and c3 being constants which only depend on details of the Hamiltonian.
This upper bound is qualitatively stronger than the one in the inequality (17). The
inequality (19), however, is not optimal as will be mentioned later; indeed, we empirically
know that the localization length in the ground state is roughly proportional to δE
−1/2
0 ,
not δE−10 .
4. Main result
4.1. Main theorems
We here prove that the localization length is lower than O(δE
−1/2
0 ) based on the
inequality (5). We now prove the following Theorem 1.
Theorem 1. When we assume
R ≥ r1 ≡
√
2e+ 1
1− s ∆X for 0 < s < 1, (20)
the distribution P (|x− 〈x〉| ≥ R) satisfies the following inequality:
P (|x− 〈x〉| ≥ R) ≤ 2e(2− s) + 1
4(2e+ 1)
exp
(
−R− r1
ξ1
)
, (21)
where the localization length ξ1 is given by
ξ1 ≡ max
(
3
2
√
(4e2 + 1)C1
esδE0
,
3 ln(2e)
µ
)
. (22)
The parameter C1 is a constant defined in Eq. (35) below, which depends only on the
values Cv and µ in Eq. (2).
Comment. This inequality shows that the distribution P (|x − 〈x〉| ≥ R) decays
exponentially for R ≫ ∆X and the localization length ξ1 is bounded from above by
O(δE
−1/2
0 ). Such an upper bound for the localization length is tight up to a constant
coefficient. Note that the localization length ξ1 is characterized only by the hopping
parameters in Eq. (2) and the spectral gap δE0. As has been mentioned in Ref. [23], the
information of the potential terms {h(x,i),(x,j)} in the Hamiltonian is contained in the
spectral gap δE0. As for the coefficient of δE
−1/2
0 , however, the upper bound by Eq. (22)
does not seem to be so tight as will be mentioned later. If we restrict the Hamiltonian
to the nearest-neighbor hopping, we can obtain a tighter upper bound as in Theorem 2
below.
Proof. We first take the origin as the point where
x = 〈x〉 = 0. (23)
Note that we consider a discrete space and each of the initial points may now be given
by a non-integral number as
−〈x〉+ 1, −〈x〉 + 2, . . . , −〈x〉 + L, (24)
respectively. We next split the coordinate into some regions with their width δr
(Figure.1); we will properly choose the parameter δr afterward.
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Figure 1. We define the point where x = 〈x〉 as the origin x = 0. We then split the
space to several regions; the first region has the width r1 =
√
2e+1
1−s ∆X and the other
regions have the width δr.
The nth region is defined as
rn−1 ≤ |x| < rn, (25)
where we define r0 = 0, r1 =
√
2e+1
1−s
∆X and
rn = rn−1 + δr (26)
for n ≥ 2. We define the region N as the one where the point x = R is included, which
is given by
N =
⌈
R− r1
δr
+ 1
⌉
(27)
from the definition (26), where ⌈· · ·⌉ denotes the ceiling function. Note that the point
x = R satisfies
rN−1 ≤ R < rN , (28)
and N is larger than 2 because R ≥ r1 from the assumption (20).
We define the cumulative probability distribution in the region n as Pn:
Pn =
∑
rn−1≤|x|<rn
px, (29)
where px is defined in Eq. (9). We also define Pn≥n0 as
Pn≥n0 =
∑
|x|≥rn0−1
px, (30)
where
∑
x1≤x≤x2 denotes the discrete summation over the points (24) in x1 ≤ x ≤ x2.
As in the inequality (28) for R, the point |x − 〈x〉| = R is included in the Nth
region, and we have
P (|x− 〈x〉| ≥ R) ≤ Pn≥N =
∑
|x|≥rN−1
px. (31)
We then consider the upper bound of Pn≥N instead of P (|x−〈x〉| ≥ R). In the following,
we derive an upper bound of Pn≥n0 for arbitrary n0 ≥ 2.
8Figure 2. The function g(x) in operator G. From such a choice of g(x), we can obtain
the local information on the regions close to n0, which is followed by the inequality (32).
We here show the outline of the proof. We first bound Pn≥n0+1 from above by the
use of P2, P3, . . . , Pn0 as
Pn≥n0+1 ≤ A(Pn0 +BPn0−1 +B2Pn0−2 + · · ·Bn0−1P1), (32)
where the coefficients A and B can be determined by the spectral gap δE0, the width
of the region δr and the hopping parameters in the inequality (2). In order to obtain
the specific forms of A and B, which will be given in Eq. (49) below, we utilize the
inequality (5); it is crucial to choose the operator G properly. We will finally prove that
the inequality (32) reduces to the main inequality (21) by choosing the parameter δr
equal to ξ1 in Eq. (22).
In order to derive the restrictions on Pn and Pn≥n0, we choose the function g(x) in
Eq. (7) as follows (Figure. 2):
g(x) =


0 for |x| − rn0−1 ≤ δr/3,
|x| − (rn0−1 + δr/3) for δr/3 ≤ |x| − rn0−1 ≤ 2δr/3,
δr/3 for 2δr/3 ≤ |x| − rn0−1.
(33)
Such a choice of g(x) gives a qualitatively tight upper bound. Using the above function
g(x), we calculate a lower bound of 〈ψ0|G2|ψ0〉 and upper bounds of |〈ψ0|HOD|ψ0〉| and
〈ψ0|G|ψ0〉2, which are the elements in the inequality (5).
We first calculate an upper bound of |〈ψ0|HOD|ψ0〉|, which is given by
|〈ψ0|HOD|ψ0〉| ≤ C1Pn0 + C1
∑
n≥n0+1
e−µ((n−n0)δr−2δr/3)Pn
+ C1
∑
n≤n0−1
e−µ((n0−n)δr−2δr/3)Pn, (34)
where C1 is defined as
C1 ≡ 4Cv
∞∑
x=0
(x+ 1)2e−µx. (35)
We prove the inequality (34) in Appendix B.
Next, we calculate an upper bound of 〈ψ0|G|ψ0〉2 and a lower bound of 〈ψ0|G2|ψ0〉,
which are straightforwardly given by
〈ψ0|G|ψ0〉2 ≤ (Pn0 + Pn≥n0+1)2
(
δr
3
)2
(36)
9and
〈ψ0|G2|ψ0〉 ≥ Pn≥n0+1
(
δr
3
)2
, (37)
respectively.
In the following, we consider the following two cases 1 and 2.
(case 1)
(1− s)〈ψ0|G2|ψ0〉 ≤ 〈ψ0|G|ψ0〉2. (38)
(case 2)
(1− s)〈ψ0|G2|ψ0〉 > 〈ψ0|G|ψ0〉2. (39)
We first consider the case 1. From the inequalities (36) and (37), we obtain
Pn≥n0+1
(
δr
3
)2
≤ 〈ψ0|G2|ψ0〉 ≤ 1
1− s〈ψ0|G|ψ0〉
2 ≤ 1
1− s(Pn0 + Pn≥n0+1)
2
(
δr
3
)2
, (40)
which reduces to
Pn≥n0+1 ≤
1
1− s(Pn0 + Pn≥n0+1)
2. (41)
We then utilize the Chebyshev inequality (12) as
Pn0 + Pn≥n0+1 ≤
(∆X)2
r21
=
1− s
2e+ 1
≡ (1− s)P0, (42)
because as in Figure 1 we have |x| ≥ r1 =
√
2e+1
1−s
∆X in the n0th region (n0 ≥ 2).
Therefore, we have
Pn≥n0+1 ≤ P0(Pn0 + Pn≥n0+1)
Pn≥n0+1 ≤
P0
1− P0Pn0 =
1
2e
Pn0 , (43)
where P0 = 1/(2e+ 1) from the definition (42).
We next consider the case 2. From the inequalities (37) and (39), we calculate the
variance (∆G)2 as
(∆G)2 = 〈ψ0|G2|ψ0〉 − 〈ψ0|G|ψ0〉2 > s〈ψ0|G2|ψ0〉 ≥ sPn≥n0+1
(
δr
3
)2
. (44)
From the inequalities (34) and (44), we calculate the fundamental inequality (5) as
2sPn≥n0+1δE0
(
δr
3
)2
≤ C1Pn0 + C1
∑
n≥n0+1
e−µ((n−n0)δr−2δr/3)Pn
+ C1
∑
n≤n0−1
e−µ((n0−n)δr−2δr/3)Pn. (45)
We then derive the upper bound of Pn≥n0+1 as in the inequality (32) based on this
inequality.
We first simplifies the right-hand side of the inequality (45) into
C1
∑
n≥n0+1
e−µ((n−n0)δr−2δr/3)Pn ≤ C1e−µδr/3Pn≥n0+1 (46)
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and
C1Pn0 + C1
∑
n≤n0−1
e−µ((n0−n)δr−2δr/3)Pn ≤ C1
∑
n≤n0
e−µ(n0−n)δr/3Pn. (47)
By the use of these inequalities (46) and (47), the inequality (45) reduces to
Pn≥n0+1
[
2sδE0
(
δr
3
)2
− C1e−µδr/3
]
≤ C1
∑
n≤n0
e−µ(n0−n)δr/3Pn, (48)
which is generalized to the inequality (32) with
A =
C1
2sδE0(δr/3)2 − C1e−µδr/3 , B = e
−µδr/3. (49)
We now have to choose the parameter δr appropriately in order to derive the main
inequality.
In the following, we prove that if we choose δr as ξ1 in Eq. (22), the coefficients A
and B satisfy the inequalities
A ≤ 1
2e
and B ≤ 1
2e
, (50)
respectively. For A ≤ 1/(2e), we derive the following from Eq. (49):
2eC1 ≤ 2sδE0
(
δr
3
)2
− C1e−µδr/3 ≤ 2sδE0
(
δr
3
)2
− C1
2e
δr ≥ 3
2
√
(4e2 + 1)C1
esδE0
, (51)
where we utilized the inequality e−µδr/3 = B ≤ 1/(2e). For B ≤ 1/(2e), we obtain
δr ≥ 3 ln(2e)
µ
. (52)
Therefore, if we choose δr as ξ1 = max
(
3
2
√
(4e2+1)C1
esδE0
, 3 ln(2e)
µ
)
, we obtain the
inequality (50).
We now have the inequality (43) in the case 1 and the inequality (32) with (50) in
the case 2 by letting δr = ξ1; the inequality in the case 2 is given by
Pn≥n0+1 ≤
1
2e
[
Pn0 +
Pn0−1
2e
+
Pn0−2
(2e)2
+ · · · P1
(2e)n0−1
]
. (53)
Because the inequality (43) is stronger than the inequality (53), we only have to consider
the inequality (53).
We then prove by induction that the inequality (32) reduces to
Pn≥n0+1 ≤ A(A+B)n0−2(P2 +BP1). (54)
Note that we consider the case n0 ≥ 2. For n0 = 2, the inequality (32) directly gives
the inequality (54). Next, we prove the case of n0 = n˜0 under the assumption that the
inequality is satisfied for n0 ≤ n˜0 − 1. First, we have
Pn0+1 ≤ Pn≥n0+1 ≤ A(A +B)n0−2(P2 +BP1) (55)
11
for n0 = 2, 3, . . . , n˜0 − 1. We then calculate the case of n0 = n˜0 as
Pn≥n˜0+1 ≤ A(Pn˜0 +BPn˜0−1 +B2Pn˜0−2 + · · ·Bn˜0−1P1)
≤ ABn˜0−2(P2 +BP1) + A2(P2 +BP1)
n˜0∑
k=3
(A +B)k−3Bn˜0−k
= A(P2 +BP1)
{
Bn˜0−2 +Bn˜0−2
[(A +B
B
)n˜0−2 − 1]
}
= A(A +B)n˜0−2(P2 +BP1). (56)
This completes the proof of the inequality (54).
Using the inequality (54), we reduce the inequality (53) to
Pn≥n0+1 ≤ A(A+B)n0−2(P2 +BP1) ≤
P2 + P1/(2e)
2
e−n0+1 ≤ 2e(2− s) + 1
4(2e+ 1)
e−n0 , (57)
where we utilized the inequality (42), which gives P2 ≤ (1 − s)/(2e + 1), and have
P2 + P1/(2e) ≤ (1 − s)/(2e + 1) + 1/(2e) = [2e(2 − s) + 1)]/[2e(2e + 1)]. From the
inequality (57), we obtain
Pn≥N ≤ 2e(2− s) + 1
4(2e+ 1)
e−N+1, (58)
where N is defined in Eq. (27). Because we have
N ≡
⌈
R− r1
ξ1
⌉
+ 1 ≥ R− r1
ξ1
+ 1 (59)
in the case of δr = ξ1, we finally obtain
Pn≥N ≤ 2e(2− s) + 1
4(2e+ 1)
exp
(
−R − r1
ξ1
)
. (60)
Thus, by applying the inequality (31) to (60), we prove the main inequality (21). ⊓⊔
We have so far considered the case where the hopping rate decays exponentially as
in the inequality (2). If we consider the nearest-neighbor hopping, namely,
∥∥∥∥
N0∑
i,j=1
(h(x,i),(x′,j)a
†
(x,i)a(x′,j) + h.c.)
∥∥∥∥
2


≤ V0 for |x− x′| = 1,
= 0 for |x− x′| ≥ 2, (61)
we can obtain a stronger upper bound than that of Theorem 1.
Theorem 2. When we assume
R ≥ r1 ≡
√
e+ 1
1− s∆X with 0 < s < 1, (62)
the distribution P (|x− 〈x〉| ≥ R) satisfies the following inequality:
P (|x− 〈x〉| ≥ R) ≤ e(1− s)
e+ 1
exp
(
−R − r1
ξ2
)
, (63)
where
ξ2 ≡
√
eV0
sδE0
+ 2. (64)
Proof.
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Figure 3. The function g(x) in operator G, which is given by Eq. (66).
The proof is similar to that of Theorem 1 and we can prove Theorem 2 by following
the proof of Theorem 1 though the details are different. As in the proof of Theorem 1
(Figure 1), we split the coordinate space into some regions:
r0 = 0, r1 =
√
e + 1
1− s∆X, and rn = rn−1 + δr (n ≥ 2). (65)
We also define the regionN as the one which includes the point x = R; the definition
is given in Eq. (27). The point x = R then satisfies rN−1 ≤ R < rN and N is larger
than 2 because of R ≥ r1. We here define Pn and Pn≥n0 as in Eqs. (29) and (30). We
then consider the upper bound of Pn≥N instead of P (|x − 〈x〉| ≥ R) because of the
inequality (31).
We here choose the function g(x) as follows (Figure. 3):
g(x) =


0 for |x| ≤ rn0−1 + 1,
|x| − (rn0−1 + 1) for rn0−1 + 1 ≤ |x| ≤ rn0 − 1,
δr − 2 for |x| ≥ rn0 − 1.
(66)
From the above function g(x), we calculate the lower bound of 〈ψ0|G2|ψ0〉 and the upper
bounds of |〈ψ0|HOD|ψ0〉| and 〈ψ0|G|ψ0〉2.
We first obtain the upper bound of |〈ψ0|HOD|ψ0〉|. Now, HOD is given by
HOD =
∑
x
|g(x)− g(x− 1)|2
N0∑
i,j=1
(h(x,i),(x−1,j)a
†
x,iax−1,j + h.c.), (67)
and we have
g(x)− g(x− 1)


≤ 1 for rn0−1 + 1 ≤ |x| ≤ rn0,
= 0 otherwise.
(68)
Therefore, we obtain
|〈ψ0|HOD|ψ0〉| =
∑
x
|g(x)− g(x− 1)|2
N0∑
i,j=1
(h(x,i),(x−1,j)α
†
x,iαx−1,j + c.c.)
≤ ∑
rn0−1+1≤|x|≤rn0
∥∥∥∥
N0∑
i,j=1
(h(x,i),(x−1,j)a
†
(x,i)a(x−1,j) + h.c.)
∥∥∥∥
2
(px + px−1)
≤ ∑
rn0−1+1≤|x|≤rn0
V0(px + px−1) ≤ 2V0Pn0. (69)
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Next, we calculate the upper bound of 〈ψ0|G|ψ0〉2 and the lower bound of 〈ψ0|G2|ψ0〉
as
〈ψ0|G|ψ0〉2 ≤ (Pn0 + Pn≥n0+1)2(δr − 2)2 (70)
and
〈ψ0|G2|ψ0〉 ≥ Pn≥n0+1(δr − 2)2, (71)
respectively.
In the following, we consider the two cases 1 and 2.
(case 1)
(1− s)〈ψ0|G2|ψ0〉 ≤ 〈ψ0|G|ψ0〉2. (72)
(case 2)
(1− s)〈ψ0|G2|ψ0〉 > 〈ψ0|G|ψ0〉2. (73)
We first consider the case 1. From the inequalities (70) and (71), we obtain
Pn≥n0+1(δr − 2)2 ≤ 〈ψ0|G2|ψ0〉 ≤
1
1− s〈ψ0|G|ψ0〉
2 ≤ (δr − 2)
2
1− s (Pn0 + Pn≥n0+1)
2, (74)
which reduces to
Pn≥n0+1 ≤
1
1− s(Pn0 + Pn≥n0+1)
2. (75)
We then utilize the Chebyshev inequality as
Pn0 + Pn≥n0+1 ≤
(∆X)2
r21
=
1− s
e + 1
≡ (1− s)P0, (76)
because we have |x| ≥ r1 =
√
e+1
1−s
∆X in the n0th region (n0 ≥ 2). Therefore, we have
Pn≥n0+1 ≤ P0(Pn0 + Pn≥n0+1)
Pn≥n0+1 ≤
P0
1− P0Pn0 =
1
e
Pn0, (77)
where P0 = 1/(e+ 1) from the definition (76).
We next consider the case 2. From the inequalities (71) and (73), we obtain
(∆G)2 = 〈ψ0|G2|ψ0〉 − 〈ψ0|G|ψ0〉2 > s〈ψ0|G2|ψ0〉 ≥ sPn≥n0+1(δr − 2)2. (78)
From the inequalities (69) and (78), we reduce the inequality (5) to
2sPn≥n0+1δE0(δr − 2)2 ≤ 2V0Pn0, (79)
which further reduces to
Pn≥n0+1 ≤
V0
sδE0(δr − 2)2Pn0. (80)
If we choose δr = ξ2, we obtain the inequality (77) in the case 2 as well.
We therefore obtain the inequality (77) in both cases. By applying the
inequality (77) iteratively, we obtain
Pn≥N ≤ eP2e−N+1 ≤ e(1− s)
e+ 1
e−N+1, (81)
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where we utilized the inequality (76), which gives P2 ≤ (1−s)/(e+1). Because we have
N ≡
⌈
R− r1
ξ2
⌉
+ 1 ≥ R− r1
ξ2
+ 1 (82)
in the case of δr = ξ2, we finally obtain
P (|x− 〈x〉| ≥ R) ≤ Pn≥N ≤ e(1− s)
e+ 1
exp
(
−R− r1
ξ2
)
. (83)
Thus, we prove the main inequality (63). ⊓⊔
4.2. Tightness of the main inequalities
We here discuss the tightness of the main inequalities (21) and (63). For this purpose,
we compare the upper bounds of the localization length in the following Hamiltonian:
H =
L/2∑
x=−L/2
(hx,x′a
†
xax′ + h.c.) + h0a
†
0a0 (84)
with
hx,x′ ≤ e−|x−x′| and hx,x′


= 1 for |x− x′| = 1,
= 0 for |x− x′| ≥ 2 , (85)
where Cv = 1 and µ = 1 in the inequality (2) and V0 = 1 in the inequality (61),
respectively. In this model, there is a defect at the point x = 0 and the distribution px
in Eq. (9) approximately decays as
px ∝ e−|x|/ξ with ξ = ∆X√
2
. (86)
For the Hamiltonian with the nearest-neighbor hopping, this approximation can be
shown to be exact in the limit of L→∞ [22].
We, in the following, compare ∆X/
√
2 with ξ1 and ξ2 in Eqs. (22) and (64); we
calculate √
2ξ1
∆X
and
√
2ξ2
∆X
(87)
for −1 ≤ h0 ≤ −0.01 with L = 500, where we take the parameter s as 1/2. The reason
why we take h0 ≤ −0.01 is that the approximation of (86) is not good in the limit of
h0 → 0, where px ∼ cos(pi|x|/L).
In Figure 4, we show the numerical plots of (87) in order to discuss the tightness
of the localization lengths ξ1 and ξ2. We ensure that the tightness of ξ2 is much better
than that of ξ1. As for the tightness of ξ1, we also have a possibility to refine the present
upper bound to some extent. For example, we have a degree of freedom how to choose
the function g(x) of the operator G.
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Figure 4. The plots of (a)
√
2ξ1/∆X and (b)
√
2ξ2/∆X with respect to h0 in Eq. (84).
We consider −1 ≤ h0 ≤ −0.01 and L = 500 in Eq. (84) and s = 1/2 in Eqs. (22) and
(64).
5. Conclusion
We have given the rigorous proof to the empirical inference ξ ∼ δE−1/20 and obtained the
inequality ξ ≤ const.×δE−1/20 in general one-particle systems with short-range hopping.
For the proof, we utilized the inequality (5) which characterize the complementary
relationship between the spectral gap and the fluctuation. In this inequality, we have a
degree of freedom how to choose the operator G, which is defined in Eq. (6). We can
extract the local properties of the distribution function px by choosing the operator
G as in Eq. (33). By putting together such local properties, we obtain the main
inequality (21). We have obtained a stronger upper bound (63) for a Hamiltonian
with nearest-neighbor hopping. The point of the proof is the choice of the operator G.
We have also tested the tightness of these upper bounds in the tight-binding
Hamiltonian with a diagonal defect. In this model, we can easily define the localization
length and compare it to the upper bound. We tested two upper bounds given
in Eqs. (22) and (64); they are given in the Hamiltonian with general short-range
hopping (2) and the Hamiltonian with nearest-neighbor hopping (61), respectively. We
have ensured that the upper bound is tight in the case of the nearest-neighbor hopping.
The further refinement is a future problem, but we consider that it will be possible by
choosing the operator G more appropriately.
In conclusion, we have refined the exponential clustering in the one-particle systems.
The point is that we have utilized the complementary inequality (5) instead of the Lieb-
Robinson bound. This fact indicates that the causality of the systems is not enough
to characterize local properties of the ground state. Our complementary relationship
would influence the fundamental properties of the ground state in different ways from
the Lieb-Robinson bound, although our proof is now applicable only to the one-particle
systems. We plan to extend the present theory to more general systems as a future
problem.
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Appendix A. Derivation of Eq. (7)
We here derive Eq. (7). From the result in Ref. [23], we can obtain
δE0 ≤ 〈ψ0|GHG|ψ0〉 − 〈ψ0|G
2|ψ0〉E0
(∆G)2
. (A.1)
We can simplify this inequality as
δE0 ≤ 〈ψ0|HOD|ψ0〉
2(∆G)2
≡ −〈ψ0|[G, [G,H ]]|ψ0〉
2(∆G)2
, (A.2)
because
〈ψ0|GHG|ψ0〉 − 〈ψ0|G2|ψ0〉E0
= 〈ψ0|G[H,G]|ψ0〉 = 〈ψ0|[G,H ]G|ψ0〉 = −〈ψ0|[G, [G,H ]]|ψ0〉
2
, (A.3)
where we utilized H|ψ0〉 = E0|ψ0〉. Therefore, we obtain the form of HOD as
HOD = −〈ψ0|[G, [G,H ]]|ψ0〉. (A.4)
By applying the definition of H and G to Eq. (A.4), we obtain Eq. (7) after
straightforward algebra.
Appendix B. Proof of the inequality (34)
We first calculate |〈ψ0|HOD|ψ0〉| as in (13):
|〈ψ0|HOD|ψ0〉| =
∑
x,x′
|g(x)− g(x′)|2
N0∑
i,j=1
(h(x,i),(x′,j)α
∗
(x,i)αx′,j + c.c.)
≤ 2∑
x,x′
|g(x)− g(x′)|2V(x− x′)px ≡
∑
x
Vg,xpx. (B.1)
From the inequality (2), we can calculate the upper bound of Vg,x. In the following, we
calculate it in the case x ≥ 0, but the same calculation can be applied to the case x ≤ 0.
In the case 0 ≤ x ≤ rn0−1 + δr/3, we have g(x) = 0 and |g(x)− g(x′)|2 = |g(x′)|2,
which is followed by
Vg,x = 2
∑
x′
|g(x′)|2V(x− x′)
= 2
∑
rn0−1+δr/3≤|x
′|≤rn0−1+2δr/3
[|x′| − (rn0−1 + δr/3)]2V(x− x′)
+ 2
∑
|x′|≥rn0−1+2δr/3
(δr/3)2V(x− x′)
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≤ 4 ∑
rn0−1+δr/3≤x
′≤rn0−1+2δr/3
[|x′| − (rn0−1 + δr/3)]2V(x− x′)
+ 4
∑
x′≥rn0−1+2δr/3
(δr/3)2V(x− x′)
= 4Cve
−µ(rn0−1+δr/3−|x|)
[ ∑
0≤x′≤δr/3
(x′)2e−µx
′
+
∑
x′≥δr/3
(δr/3)2e−µx
′
]
≤ 4Cve−µ(rn0−1+δr/3−|x|)
∑
0≤x′≤∞
(x′)2e−µx
′ ≤ C1e−µ(rn0−1+δr/3−|x|), (B.2)
where we utilized the definition of C1 in Eq. (35) and the inequalities
V(x− x′) ≤ V(x− |x′|) for x ≥ 0 and x′ ≤ 0, (B.3)
from the second line to the third line and∑
0≤x′≤∞
(x′)2e−µx
′ ≤
∞∑
x′=0
(x′ + 1)2e−µx
′
, (B.4)
from the fourth line to the fifth line, respectively.
In the similar way, we calculate the case x ≥ rn0−1 + 2δr/3, where g(x) = δr/3:
Vg,x = 2
∑
x′
|δr/3− g(x′)|2V(x− x′)
= 2
∑
rn0−1+δr/3≤|x
′|≤rn0−1+2δr/3
[−|x′|+ (rn0−1 + 2δr/3)]2V(x− x′)
+ 2
∑
|x′|≤rn0−1+δr/3
(δr/3)2V(x− x′)
≤ 4Cve−µ(|x|−rn0−1−2δr/3)
[ ∑
0≤x′≤δr/3
(x′)2e−µx
′
+
∑
x′≥δr/3
(δr/3)2e−µx
′
]
≤ 4Cve−µ(|x|−rn0−1−2δr/3)
∑
0≤x′≤∞
(x′)2e−µx
′ ≤ C1e−µ(|x|−rn0−1−2δr/3). (B.5)
Finally, we consider the case rn0−1 + δr/3 ≤ x ≤ rn0−1 + 2δr/3 as
Vg,x = 2
∑
x′
|g(x)− g(x′)|2V(x− x′)
= 2
∑
x′
[x− (rn0−1 + δr/3)− g(x′)]2V(x− x′) (B.6)
and
[x− (rn0−1 + δr/3)− g(x′)]2 ≤ (x− x′)2 (B.7)
for arbitrary x′. Therefore, we calculate Vg,x as
Vg,x ≤ 2Cv
∑
x′≤x
(x− x′)2e−µ|x−x′| + 2Cv
∑
x′≥x
(x− x′)2e−µ|x−x′| ≤ C1. (B.8)
We summarize the inequalities (B.2), (B.5) and (B.8):
Vg,x ≤


C1e
−µ(rn0−1+δr/3−|x|) for |x| ≤ rn0−1 + δr/3,
C1 for rn0−1 + δr/3 ≤ |x| ≤ rn0−1 + 2δr/3,
C1e
−µ(|x|−rn0−1−2δr/3) for |x| ≥ rn0−1 + 2δr/3.
(B.9)
From the inequality (B.1), we obtain the inequality (34). This completes the proof.
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