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Abstract. We study the microlocal structure of the resolvent of the semi-
classical Schro¨dinger operator with short range potential at an energy which
is a unique non-degenerate global maximum of the potential. We prove that
it is a semiclassical Fourier integral operator quantizing the incoming and
outgoing Lagrangian submanifolds associated to the fixed hyperbolic point.
We then discuss two applications of this result to describing the structure of
the spectral function and the scattering matrix of the Schro¨dinger operator
at the critical energy.
1. Introduction. We consider the semiclassical Schro¨dinger operator
(1.1) P = P0 + V, P0 = −1
2
h2∆, 0 < h 1,
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where V ∈ C∞(Rn; R), n > 1, is a short range potential, i.e., for some ρ > 1 and
all α ∈ Nn
(1.2) |∂αV (x)| ≤ Cα〈x〉−ρ−|α|, x ∈ Rn.
Then P and P0 admit unique self-adjoint realizations on L
2(Rn) with domain
H2(Rn), that we still denote P and P0. In this paper, we are interested in the
microlocal structure of the resolvent and of the spectral measure of P , as well
as that of the scattering matrix, at energies which are within O(h) of a unique
non-degenerate global maximum of the potential. More precisely, we show below
that they are semiclassical Fourier integral operators (for short h-FIOs). We refer
to Appendix A and to the references given therein for a short presentation of the
theory of such operators.
The resolvent R(E± i0) can be defined thanks to the limiting absorption
principle which states that, for E > 0 and when α > 12 , the limit
R(E ± i0) = lim
ε↘0
(P − (E ± iε))−1
exists in B(L2α(Rn), L2−α(Rn)), where L2α(Rn) = {f ; 〈x〉αf(x) ∈ L2(Rn)}. We
denote by dEE the spectral measure of P . The spectral function eE is the Schwartz
kernel of
dEE
dE
, and can be represented through the well-known Stone formula
(1.3)
dEE
dE
=
1
2ipi
(R(E + i0)−R(E − i0)) , E > 0.
The scattering matrix S(E, h) is defined by means of the wave operators.
We recall that under the assumption (1.2), the wave operators, defined as the
strong limits in L2(Rn),
(1.4) W± = s–lim
t→±∞
e−itP/heitP0/h
exist and are complete. The scattering operator is then defined as S = W ∗+W− :
L2(Rn) → L2(Rn), and S(E, h) : L2(Sn−1) → L2(Sn−1) is given by
S =
∫ ⊕
R+
F0(E, h)
−1S(E, h)F0(E, h) dE
Here F0(E, h) denotes the bounded operator from L
2
α(R
n), α > 1/2, to L2(Sn−1)
given by
(1.5) (F0(E, h)f) (ω) = (2pih)
−n/2(2E)
n−2
4
∫
Rn
e−i
√
2E〈ω,x〉/hf(x) dx, E > 0.
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Notice that most of the results in the literature on the scattering matrix
are given for the operator
(1.6) T (E, h) = 1
2ipi
(Id− S(E, h)),
or for the scattering amplitude
(1.7) A(E, h) = c0KT (E,h),
where we denote KT (E,h) the Schwartz kernel of the operator T (E, h) and
c0 = c0(n,E, h) = −2pi(2E)−(n−1)/4(2pih)(n−1)/2e−i(n−3)pi/4.
The semiclassical behavior of the spectral function for Schro¨dinger-like
operators has been studied extensively. Popov and Shubin [22], Popov [21], and
Vainberg [29] have established high energy asymptotics for the spectral function
of second order elliptic operators under the assumption that these energies are
non-trapping:
Definition 1.1. The energy E > 0 is non-trapping if for every (x, ξ) ∈
p−1(E) ⊂ T ∗Rn we have
lim
t→±∞ | exp(tHp)(x, ξ)| = ∞.
Here p(x, ξ) = 12ξ
2 + V (x) denotes the principal symbol of P , and
Hp =
n∑
j=1
(
∂p
∂ξj
∂
∂xj
− ∂p
∂xj
∂
∂ξj
)
is its associated Hamiltonian vector field.
Robert and Tamura [27] consider the spectral function for semiclassical
Schro¨dinger operators with short range potentials and establish asymptotic ex-
pansions at fixed non-trapping energy, and at non-critical trapping energies in
the sense of distributions.
The microlocal structure of the spectral function has also been analyzed.
In [30, Theorem XII.5] Vainberg establishes a high energy asymptotic expansion
of the spectral function for compactly supported smooth perturbations of the
Laplacian assuming that the energy 1 is non-trapping. This asymptotic expansion
is expressed in the form of a Maslov canonical operator.
270 Ivana Alexandrova, Jean-Franc¸ois Bony, Thierry Ramond
C. Ge´rard and Martinez [12] have proved that the spectral function for
certain long-range Schro¨dinger operators at non-trapping energies E is a h-FIO
associated to the canonical relation
(∪t∈R graph exp(tHp)|p−1(E)). Near the di-
agonal {(x, ξ, x, ξ); p(x, ξ) = E} they also give the following oscillatory integral
representation of the spectral function
eE(x, y,E, h) =
1
(2pih)n
∫
Sn−1
eiϕ(x,y,ω,E)/ha(x, y, ω,E)dω,
where ϕ ∈ C∞(R2n × Sn−1) is such that(
∂ϕ
∂x
)2
+ V (x) = E,
∂ϕ
∂x
∣∣∣∣
〈x−y,ω〉=0
=
√
E − V (x)ω, ϕ|x=y = 0.
In [4] the first author has studied the microlocal structure of the spectral
function restricted away from the diagonal in Rn×Rn at trapping energies under
the assumption of the absence of resonances near the real axis, as well as at non-
trapping energies. In these cases the spectral function is shown to be an h-FIO
associated to
(∪t∈R graph exp(tHp)|p−1(E)) near a non-trapped trajectory. Under
a certain geometric assumption [4] also gives an oscillatory integral representation
of the spectral function of the form
eE(x, y,E) =
∫
eiS(x,y,t)/ha(x, y, t) dt,
where
S(x, y, t) =
∫
l(t,x,y)
(1
2
|ξ(s)|2 +E − V (x(s))
)
ds,
is the action over the segment l(t, x, y) of the trajectory which connects x with y
at time t and a ∈ S
n+3
2
2n+1(1).
The structure of the resolvent in various settings has been studied in [3],
[5], and [14]. For compactly supported and short range potentials, the resolvent
has been shown to be a h-FIO associated to the Hamiltonian flow relation of the
principal symbol of P restricted to the energy surface in [3] and [5]. Hassell and
Wunsch have studied in [14] the resolvent on asymptotically conic non-trapped
manifolds. This class contains in particular some asymptotically Euclidean spaces
after compactification. They prove that the Schwartz kernel of the resolvent is
a Legendrian distribution, that is, roughly speaking, a semiclassical Lagrangian
distribution where the semiclassical parameter is the distance to the boundary.
The semiclassical behavior of the scattering amplitude has also been of
significant interest to researchers in mathematical physics. It is well known that
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A(E, h) satisfies A(E, h) ∈ C∞(Sn−1×Sn−1\diag(Sn−1×Sn−1)). Several authors
have proved asymptotic expansions for A(E, h), showing in particular a direct
relation with the underlying classical mechanics.
To describe these results, let us recall that, for (a, b) ∈ T ∗Rn \ {0} =
Rn× (Rn \ {0}), there is a unique bicharacteristic curve (i.e. an integral curve of
Hp)
(1.8) γ±(t, a, b) = (x±(t, a, b), ξ±(t, a, b)),
such that
(1.9)
lim
t→±∞ |x±(t, a, b) − bt− a| = 0
lim
t→±∞ |ξ±(t, a, b) − b| = 0.
Moreover, the mapping
(1.10)
{
T ∗Rn \ {0} −→ T ∗Rn
(a, b) γ±(0, a, b)
is a C∞ symplectic diffeomorphism onto its image (see [25, Section XI.2]).
On the other hand, if a bicharacteristic curve (x(t, ρ), ξ(t, ρ)) = exp(tHp)(ρ)
of positive energy satisfies |x(t, ρ)| → +∞ as t → +∞, there is (x∞, ξ∞) =
(x∞(ρ), ξ∞(ρ)) ∈ T ∗Rn such that
(1.11)
lim
t→+∞ |x(t, ρ) − ξ∞t− x∞| = 0,
lim
t→+∞ |ξ(t, ρ) − ξ∞| = 0.
In that case
(1.12)
Θ(ρ) =
ξ∞
|ξ∞| ∈ S
n−1
Z(ρ) =x∞ − 〈x∞, ξ∞〉 ξ∞|ξ∞|2 ∈ Θ
⊥ ∼ Rn−1,
are called the outgoing (asymptotic) direction and outgoing impact factor, re-
spectively.
In particular, for a given E > 0, α ∈ Sn−1 and z ∈ α⊥ (the impact plane),
we define
(1.13) γ±(t, α, z, E) = (x±(t, α, z, E), ξ±(t, α, z, E)) := γ±(t, z,
√
2Eα).
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If for some (ω, z−) ∈ T ∗Sn−1, we have |x−(t, ω, z−, E)| → ∞ as t → +∞, we
denote by x∞(ω, z−, E) and ξ∞(ω, z−, E) the quantities defined through (1.11)
for the curve γ−(t, ω, z−, E). We also set
(1.14)
{
θ = θ(ω, z−, E) = Θ(γ−(0, ω, z−, E))
z+ = z+(ω, z−, E) = Z(γ−(0, ω, z−, E)),
and we shall say that the trajectory γ−(t, ω, z−, E) has initial direction ω and
final direction θ, or that it is an (ω, θ)-trajectory.
Definition 1.2. The outgoing direction θ ∈ Sn−1 is called regular for the
incoming direction ω ∈ Sn−1, or ω-regular, if θ 6= ω and, for all z ′ ∈ ω⊥ with
ξ∞(ω, z′, E) =
√
2Eθ, the map ω⊥ 3 z 7→ ξ∞(ω, z,E) ∈ Sn−1 is non-degenerate
at z′, i.e. σ̂(z′) 6= 0 where
σ̂(z′) = |det(ξ∞(ω, z′, E), ∂z1ξ∞(ω, z′, E), . . . , ∂zn−1ξ∞(ω, z′, E))|.
Under the assumption that a certain final direction θ is regular for a given
initial direction ω, it has been shown that
(1.15) A(E, h)(θ, ω) =
l∑
j=1
σˆ(ω, zj , E)
−1/2 exp(ih−1Sj − iµjpi/2) +O(h),
where
(zj)
l
j=1 =
(
ξ−1∞ (
√
2Eω, ·, E))(θ),
and
(1.16) Sj =
∫ ∞
−∞
(|ξ−(t, ω, zj , E)|2 − 2E)dt− 〈x∞(ω, zj , E),√2Eθ(ω, zj, E)〉
is a modified action along the j-th (ω, θ)-trajectory, and µj is the Maslov in-
dex of that trajectory. Such a result has been obtained by Vainberg [29], who
has studied smooth compactly supported potentials V at energies E > supV .
Guillemin [13] has established a similar asymptotic expansion in the setting of
smooth compactly-supported metric perturbations of the Laplacian. Working
with some trapping potential perturbations of the Laplacian satisfying (1.2) with
ρ > max
(
1, n−12
)
, Yajima [32] has proved such an asymptotic expansion in the
L2 sense. For non-trapping short-range (ρ > 1) potential perturbations of the
Laplacian, Robert and Tamura [28] have proven that (1.15) holds pointwise.
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Their result has been extended to the case of trapping energies by Michel [20]
under an additional assumption on the distribution of the resonances of P .
First to study the microlocal structure of the scattering amplitude was
Protas [23]. He has shown that at non-trapping energies and for fixed initial
directions the scattering amplitude is a Maslov canonical operator associated to
some natural Lagrangian submanifolds of T ∗Sn−1. This representation of the
scattering amplitude is shown to hold uniformly in an open set containing the
final direction and disjoint from the initial direction.
In [3] and [5] the first author has proved, without making the non-
degeneracy assumption, that for short-range Schro¨dinger operators satisfying a
polynomial estimate for their resolvent, the scattering amplitude is an h-FIO
associated to the scattering relation microlocally near a non-trapped trajectory.
The scattering relation for a short range potential at an energy E > 0 is defined
near a non-trapped trajectory as follows. If γ0 : t 7→ γ−(t, ω0, z0, E) is non-
trapped, there exists an open set U ⊂ T ∗Sn with (ω0, z0) ∈ U such that for every
(ω, z−) ∈ U the trajectory t 7→ γ−(t, z, ω0, E) is non-trapped. The scattering
relation near γ0 is given by (see Figure 1)
(1.17) SR(E) = {(θ(ω, z−, E),−
√
2Ez+(ω, z−, E), ω,−
√
2Ez−); (ω, z−) ∈ U},
where θ and z+ are defined in (1.14).
It is also explained in [3] how the expansion (1.15) follows from this result
once the non-degeneracy assumption on the initial and final directions is made.
The asymptotic expansion obtained is more general than the one given in (1.15)
in that it holds microlocally near (ω, θ) trajectories and not only for fixed initial
and final directions.
In the context of scattering on a manifold with boundary, Hassell and
Wunsch [14] have shown that the scattering matrix at non-trapping energies is a
Legendrian-Lagrangian distribution associated to the total sojourn relation. In
[31], Vasy has also studied the scattering matrix on asymptotically De Sitter-like
spaces (a large class of non-trapped spaces with two asymptotically hyperbolic
ends). Under the assumption that the bicharacteristic curves go from one end to
the other, he has proved that the scattering matrix is a FIO associated to the
natural relation between these two ends.
In this paper we continue the study of the scattering matrix for energies
which are within O(h) of a unique non-degenerate global maximum of the poten-
tial. In that setting, in the one-dimensional case, the scattering matrix is a 2 by
2 matrix, and the semiclassical expansion of its coefficient has been given by the
third author in [24]. The computations there rely on complex WKB construc-
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θ
ω⊥
z+
γ−(t, ω, z−, E0)
θ
θ⊥
z−
ω
−ω
Fig. 1. The scattering relation near a non-trapped trajectory
tions for the generalized eigenfunctions, as well as a microlocal reduction of the
operator to a normal form near the maximum point of the potential.
For such a critical energy, we have already studied the scattering ampli-
tude in the n-dimensional case: In [6], we have established the semiclassical ex-
pansion of the scattering amplitude. In that paper, we use Robert and Tamura’s
formula (see (4.6) below) for the scattering amplitude. This formula itself relies
on Isozaki and Kitada’s construction of a suitable approximation for the wave
operators, and, roughly speaking, reduces the problem to that of the description
of generalized eigenfunctions in a compact set. To do so, we essentially follow the
study in [8], to obtain such a description in a neighborhood of the critical point.
In the present paper we describe the microlocal structure of the spectral
function and of the scattering matrix at such energies. More precisely we show
that they are h-FIOs associated to quite natural canonical relations. To the
contrary of [6], we do not suppose the non-degeneracy assumption, and we state
no geometrical assumptions concerning the behavior of the incoming and outgoing
stable manifolds at infinity. However the results below are valid in a somewhat
smaller region of the phase space. Of course one recovers parts of the results of
[6] in that smaller region once the geometric assumptions alluded to above are
made.
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We are very glad to dedicate this paper to Vesselin Petkov at the occasion
of his 65th birthday. His numerous works, in particular in scattering theory and
microlocal analysis, have inspired us a lot. We thank him too for his availability
and for his judicious advices.
2. Assumptions and main results. We suppose that the potential
V is a short-range, C∞ function on Rn (see (1.2)), and we make the following
additional assumptions:
(A1) V has a non-degenerate global maximum at x = 0, with V (0) = E0 > 0.
We can always suppose that
V (x) = E0 −
n∑
j=1
λ2j
2
x2j +O(x3), x→ 0,
where 0 < λ1 ≤ λ2 ≤ . . . ≤ λn.
(A2) The trapped set at energy E0 is reduced to (0, 0), namely
{(x, ξ) ∈ p−1(E0); exp (tHp) (x, ξ) 9 ∞ as t→ ±∞} = {(0, 0)}.
Then, the linearized vector field of Hp at (0, 0) is
d(0,0)Hp =
(
0 Id
diag(λ21, . . . , λ
2
n) 0
)
,
and, by the stable/unstable manifold theorem, there exist Lagrangian submani-
folds Λ± of T ∗Rn (see Figure 2) satisfying
Λ± = {(x, ξ) ∈ T ∗Rn; exp(tHp)(x, ξ) → (0, 0) as t→ ∓∞} ⊂ p−1(E0).
Notice that the assumptions (A1) and (A2) imply that V has an absolute
global maximum at x = 0. Indeed, if L = {x 6= 0; V (x) ≥ E0} was non empty,
the geodesic, for the Agmon distance (E0 − V (x))1/2+ dx, between 0 and L would
be the projection of a trapped bicharacteristic (see [1, Theorem 3.7.7]).
We recall from [15] that if ρ± ∈ Λ± and (x±(t, ρ±), ξ±(t, ρ±)) =
exp(tHp)(ρ±) is the bicharacteristic starting from ρ±, then for some
g± ∈ C∞ (Λ±; Rn) and ε > 0,
x±(t; ρ±) = g±(ρ±)e±λ1t +O(e±(λ1+ε)t) as t→ ∓∞.
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ξ = −λx
Λ+
Λ−
x
ξ
ξ = λx
Fig. 2. The incoming Λ
−
and outgoing Λ+ Lagrangian submanifolds
We let
˜Λ+ × Λ− =
{
(ρ+, ρ−) ∈ Λ+ × Λ−; 〈g+(ρ+), g−(ρ−)〉 6= 0
}
,
and define ˜Λ− × Λ+ analogously.
Remark 2.1. The reader may notice that if λ2 > λ1, then, by [6,
(6.96)], the vectors g±(ρ) are for any ρ collinear with (1, 0, . . . , 0) ∈ Rn. Therefore,
˜Λ+ × Λ− = Λ+ \ Λ˜+ × Λ− \ Λ˜−, where Λ˜± = {ρ ∈ Λ±; g±(ρ) = 0}. We recall
from [8] that in this case dim Λ˜± = n− 1.
Our main result is the following
Theorem 2.2. Assume (A1) and (A2). Then, microlocally near any
(ρ+, ρ−) ∈ ˜Λ+ × Λ− we have
R(E + i0) ∈ I1−
  n
j=1 λj
2λ1
h
(
Rn × Rn,Λ+ × Λ−′
)
,
and, microlocally near any (ρ−, ρ+) ∈ ˜Λ− × Λ+,
R(E − i0) ∈ I1−
  n
j=1 λj
2λ1
h
(
Rn × Rn,Λ− × Λ+′
)
,
for E ∈]E0 − C0h,E0 + C0h[ with C0 > 0.
Remark that the symbol of these two h-FIOs can be computed, as well as
that of all the operators below. Concerning the spectral function, using Stone’s
Formula (1.3), we obtain immediately the
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Corollary 2.3. Assume (A1) and (A2). Then the spectral function at
energy E satisfies, microlocally near (ρ1, ρ2) ∈ ˜Λ+ × Λ− ∪ ˜Λ− × Λ+,
eE ∈ I
1−
  n
j=1 λj
2λ1
h
(
Rn × Rn,Λ+ × Λ−′ ∪ Λ− × Λ+′
)
,
for E ∈]E0 − C0h,E0 + C0h[ with C0 > 0.
Now we pass to our result concerning the scattering matrix. We denote
by (see Figure 3)
Λ∞+ = {(θ,−
√
2E0z+) ∈ T ∗Sn−1; γ+(0, θ, z+, E0) ∈ Λ+},
Λ∞− = {(ω,−
√
2E0z−) ∈ T ∗Sn−1; γ−(0, ω, z−, E0) ∈ Λ−}.
Notice that Λ∞± are submanifolds of T ∗Sn−1 of dimension n − 1, since the map
(α, z) 7→ γ±(0, α, z, E) is a C∞ diffeomorphism. We set also
˜Λ∞+ × Λ∞− =
{
(θ,−
√
2E0z+, ω,−
√
2E0z−) ∈ Λ∞+ × Λ∞− ;〈
g+(γ+(0, θ, z+, E0)), g−(γ−(0, ω, z−, E0))
〉 6= 0}.
Theorem 2.4. Assume (A1) and (A2). Then, microlocally near
(θ,−√2E0z+, ω,−
√
2E0z−) in ˜Λ∞+ × Λ∞− with ω 6= θ,
S(E, h) ∈ I
1
2
−
  n
j=1 λj
2λ1
h
(
Sn−1 × Sn−1,Λ∞+ × Λ∞− ′
)
,
for E ∈]E0 − C0h,E0 + C0h[ with C0 > 0.
For potentials V with compact support, this result can be extended to the
case ω = θ. In fact, for such potentials there exists a nice representation of the
scattering matrix which is valid even for ω = θ (see [3, Equation (46)]). Starting
from this representation, one can follow the proof in Section 4.2.
Notice that, near non-trapped trajectories, our proof here gives the follow-
ing improvement of [5, Main Theorem] for what concerns the order. The order is
here optimal as shown by the results of the paper [28]. Of course, one can obtain
analogous results concerning the resolvent or the spectral function (see (4.23)).
Theorem 2.5. Suppose (1.1), (1.2), E0 > 0 and, for some α > 1/2,
N ∈ R and C0 > 0,
(2.1) ‖R(E + i0)‖B(L2α(Rn),L2−α(Rn)) = O(h
N ),
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z+
θ
ω
γ−(t, ω, z−, E0)
z−
−ω
θ
ω⊥
θ⊥
γ+(t, θ, z+, E0)
Fig. 3. The scattering relation Λ∞+ × Λ∞− consists of the points
(θ,−√2E0z+, ω,−
√
2E0z−) related as in this figure.
for E ∈]E0 −C0h,E0 +C0h[. If (ω, z−) ∈ T ∗Sn−1 is such that γ−(t, ω, z−, E0) is
non-trapped, then, microlocally near (θ(ω, z−, E0),−
√
2E0z+(ω, z−, E0), ω,
−√2E0z−), provided ω 6= θ(ω, z−, E0) we have
S(E, h) ∈ I0h
(
Sn−1 × Sn−1,SR(E0)′
)
,
for E ∈]E0 − C0h,E0 + C0h[.
For the other non-trapped trajectories, one can see from the proof of
Theorem 2.5 that we have the following result.
Theorem 2.6. Assume (1.1), (1.2) and (2.1). Let (ω, z−), (θ, z+) ∈
T ∗Sn−1 be such that ω 6= θ, γ−(t, ω, z−, E0) or γ+(t, θ, z+, E0) is non-trapped and
the curves γ−(t, ω, z−, E0) and γ+(t, θ, z+, E0) do not coincide. Then, microlo-
cally near (θ,−√2E0z+, ω,−
√
2E0z−),
S(E, h) = 0,
for E ∈]E0 − C0h,E0 + C0h[.
From the previous results, the reader may notice that, under assumptions
(A1) and (A2), the scattering matrix can be written, for E ∈]E0−C0h,E0 +C0h[
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with C0 > 0, as
S(E, h) ∈ I
1
2
−
  n
j=1 λj
2λ1
h
(
Sn−1 × Sn−1,Λ∞+ × Λ∞− ′
)
+ I0h
(
Sn−1 × Sn−1,SR(E0)′
)
,
microlocally near any point (θ,−√2E0z+, ω,−
√
2E0z−) ∈ T ∗Sn−1 × T ∗Sn−1 not
in Λ∞+ × Λ∞− \ ˜Λ∞+ × Λ∞− , with ω 6= θ.
This paper is organized as follows. We prove Theorem 2.2 in Section 3.1,
and in Section 3.2, we give the microlocal representations of the resolvent and
the spectral function implied by Theorem 2.2. In Section 4.2 we prove Theorem
2.4 using the representation of the scattering amplitude presented in Section
4.1. We sketch the proof of Theorem 2.5 in Section 4.3. We use Theorem 2.4 to
deduce an oscillatory integral representation and an integral representation of the
scattering amplitude in Section 5. Lastly, in Appendix A we review the notions
from semiclassical analysis most relevant to this work.
3. The resolvent as a semiclassical Fourier integral operator.
3.1. Proof of Theorem 2.2. We shall prove thatR(E+i0) ∈ I 1−
  n
j=1 λj
2λ1
h(
Rn × Rn,Λ+ × Λ−′
)
microlocally near any (ρ+, ρ−) ∈ ˜Λ+ × Λ−. The proof in
the case of the incoming resolvent R(E − i0) is analogous, and we omit it. We
recall the resolvent estimate from [6, Theorem 2.1]
(3.1) ‖R(E ± i0)‖B(L2α ,L2−α) = O
( |log h|
h
)
, for α >
1
2
.
In particular, KR(E±i0) ∈ S ′h(R2n) since the above estimate shows that R(E± i0)
maps Sh(Rn) to S ′h(Rn) continuously. Let α± ∈ C∞0 (T ∗Rn) be supported near
ρ±. We consider
I(E) = Op(α+)R(E + i0)Op(α−).
Proposition 3.1. There exist T1 > 0 and χ ∈ C∞0 (]0,+∞[) such that
(3.2) I = e−iT1(P−E)/h Op(α+T1)J (E)(
i
h
∫
χ(t)e−it(P−E)/hdt
)
eiT1(P−E)/h Op(α−) +R,
where ‖R‖B(L2,L2) = O(h∞), the symbol α+T1 ∈ S(〈x〉−∞〈ξ〉−∞) is given by
Op(α+T1) = e
iT1(P−E)/h Op(α+)e−iT1(P−E)/h,
280 Ivana Alexandrova, Jean-Franc¸ois Bony, Thierry Ramond
and J (E) ∈ I−
  n
j=1 λj
2λ1
h
(
Rn × Rn,Λ+ × Λ−′
)
is given by [8, Theorem 2.6] and [8,
Remark 2.7].
It is possible to show a better estimate for the remainder term R. In fact,
we have
‖〈(x, hD)〉NR〈(x, hD)〉N‖B(L2,L2) = O(h∞),
for any N ∈ R.
P r o o f. Since (ρ+, ρ−) ∈ ˜Λ+ × Λ−, one can find T1 > 0 such that ρ1 =
exp(−T1Hp)(ρ+) belongs to Λ+ \ Λ˜+(ρ−) and is as close as needed to (0, 0). We
have
Op(α+)R(E + i0)Op(α−) =e−iT1(P−E)/h Op(α+T1)eiT1(P−E)/hR(E + i0)Op(α−)
=e−iT1(P−E)/h Op(α+T1)R(E + i0)eiT1(P−E)/h Op(α−).(3.3)
We denote K = R(E + i0)eiT1(P−E)/h Op(α−). First we observe that
(P −E)K = eiT1(P−E)/h Op(α−) = 0 microlocally near (0, 0),
and we want to apply the results of [8] in order to compute K microlocally near
(0, 0). Here, and in what follows, we say that an operator A is microlocally 0
near V ⊂ T ∗Rn (respectively ρ ∈ T ∗Rn) when there exists β ∈ S(1) with β = 1
in a neighborhood of V (respectively ρ) such that
‖Op(β)A‖B(L2 ,L2) = O(h∞).
To that end, we need to know K microlocally near S = {(x, ξ) ∈ Λ−; |x| = ε} for
some given ε > 0 small enough.
We choose R > 0 such that eiT1(P−E)/h Op(α−) is microlocally 0 outside
of B(0, R). One can easily see that there exist T > 0 and a neighborhood U of S
in T ∗Rn, such that
∀ρ ∈ U, ∀t ≥ T, exp(−tHp)(ρ) /∈ B(0, R)×Rn.
Now we have
K = i
h
∫ T
0
e−it(P−E)/heiT1(P−E)/h Op(α−) dt+ e−iT (P−E)/hK,
and we claim that the second term of the right hand side vanishes microlocally
in U . Indeed, as in [6, Section 5], one can show that eiT (P−E)/hK is microlocally
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0 in some incoming region Γ−(R0, σ, d), where we use the standard notation
(3.4) Γ±(R, d, σ)
=
{
(x, ξ) ∈ Rn × Rn; |x| > R, d−1 < |ξ| < d, ± cos(x, ξ) > ±σ},
for incoming and outgoing regions. Moreover we have
(P −E)e−iT (P−E)/hK = e−iT (P−E)/heiT1(P−E)/h Op(α−) = 0,
microlocally in ∪t≥0 exp(−tHp)U , and the claim follows by a usual propagation
of singularities argument.
Thus we have, with the notation of [8, Section 2], microlocally near ρ1,
R(E + i0)eiT1(P−E)/h Op(α−)
= J (E)
(
i
h
∫ T
0
e−it(P−E)/h dt
)
eiT1(P−E)/h Op(α−).
Finally, we notice that there exists δ > 0 such that, for any χ ∈ C∞0 (]0, T [) with
χ = 1 on [δ, T − δ], we have, microlocally near ρ1,
R(E + i0)eiT1(P−E)/h Op(α−)
= J (E)
(
i
h
∫
χ(t)e−it(P−E)/h dt
)
eiT1(P−E)/h Op(α−).
Indeed, by Egorov’s theorem, e−it(P−E)/heiT1(P−E)/h Op(α−) is microlocally 0 in
U for t < δ and t > T − δ, provided δ is small enough. The proposition then
follows directly from (3.3) with a remainder term R = O(h∞) in B(L2, L2). 
Now it remains to show that all operators above compose as h-FIOs. We
shall use several lemmas and we begin with the well-known approximation of the
quantum propagator.
Lemma 3.2. For any t ∈ R, e−it(P−E)/h is a h-FIO of order 0 associated
to the canonical relation
Λt = {(x, ξ, y, η) ∈ T ∗Rn × T ∗Rn; (x, ξ) = exp(tHp)(y, η)},
uniformly for t in a compact.
P r o o f. For t small enough, it is well-known that one can write the kernel
K of the operator e−it(P−E)/h as
K =
1
(2pih)n
∫
Rn
e−i(ϕ(t,x,θ)−y·θ+tE)/ha(t, x, θ;h) dθ,
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modulo an operator O(h∞) in B(L2, L2) uniformly for t in a compact. See e.g.
Proposition IV-30 in Robert’s book [26] or Theorem 10.9 in the book of Evans
and Zworski [11]. Here ϕ is a non-degenerate phase function, which satisfies the
eikonal equation
(3.5) ϕ′t + p(x, ϕ
′
x) = 0,
and (see Proposition IV-14 i) of [26])
(3.6) (x, ϕ′x) = exp(tHp)(ϕ
′
θ, θ).
This gives the lemma for t small enough. For other values of t, Robert uses the
following trick. For some k ∈ N large enough, one can write
e−it(P−E)/h =
k∏
j=1
e−it(P−E)/kh.
It is then easy to see that these operators compose as h-FIOs, and that the result
is associated to Λt and of order 0. 
Lemma 3.3. Let α ∈ C∞0 (T ∗Rn) be such that Hp(x, ξ) 6= 0 for all
(x, ξ) ∈ suppα ∩ p−1(E0). There exists δ > 0 such that, for any χ ∈ C∞0 (]0, δ[),
the operator L : L2(Rn) → L2(Rn) defined by
L = i
h
∫
χ(t)e−it(P−E)/hdtOp(α),
is a h-FIO with compactly supported symbol of order 1/2 associated to the canon-
ical relation Λα,χ(E0) given by
Λα,χ(E0) =
{
(x, ξ, y, η) ∈ T ∗Rn × T ∗Rn; p(y, η) = E0,
(y, η) ∈ supp(α) +B(0, ε), and ∃t ∈ suppχ+]− ε, ε[,
(x, ξ) = exp(tHp)(y, η)
}
,
for any ε > 0.
Remark 3.4. Note that Λα,χ(E0) is not a closed Lagragian submanifold.
Nevertheless, this is not important here since the support of the symbol of the
h-FIO does not reach the boundary of Λα,χ(E0) for any ε > 0. In particular,
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the parameter ε plays no role. It would be natural to write that the canonical
relation of this h-FIO is Λ(E0) given by
Λ(E0) = {(x, ξ, y, η) ∈ T ∗Rn × T ∗Rn;
p(x, ξ) = E0, ∃t ∈ R, (x, ξ) = exp(tHp)(y, η)}.
However, since the Hamiltonian flow vanishes at (0, 0), Λ(E0) is not a manifold.
Of course, in the non trapping case, there is not such difficulty and Λα,χ(E0) can
be replaced by Λ(E0).
P r o o f. As in the proof of Lemma 3.2, we have, modulo an operator
O(h∞) in B(L2, L2),
KL =
i
(2pi)nhn+1
∫∫
χ(t)ei(ϕ(t,x,θ)−y·θ+tE0)/heitE1b(t, x, y, θ;h) dt dθ,
and we consider (t, θ) as phase variables. Such a formula can be obtained by usual
WKB construction (see e.g. The´ore`me 2 of [7]). Here, eitE1χ(t)b(t, x, y, θ, h) ∼∑
j bj(t, x, y, θ)h
j is a classical symbol of order 0 and has compact support in
t, x, y, θ with Πy,θ supp(e
itE1χb) ⊂ supp(α). We have to show that the function
Φ : Rn × Rn × Rn+1 → R given by
Φ(x, y, (t, θ)) = ϕ(t, x, θ)− y · θ + tE0,
is a non-degenerate phase function. We denote by
CΦ = {(x, y, t, θ) ∈ supp(χb); Φ′t(t, θ, x, y) = 0, Φ′θ(t, θ, x, y) = 0}
= {(x, y, t, θ) ∈ supp(χb); ϕ′t +E0 = 0, ϕ′θ = y},
the critical set of the phase Φ intersected with the support of the symbol. We
have to show that at any point (x, y, t, θ) of CΦ, the matrix(
dΦ′t(x, y, t, θ)
dΦ′θ(x, y, t, θ)
)
=
(
ϕ′′t,t ϕ′′t,θ ϕ
′′
t,x 0
ϕ′′θ,t ϕ
′′
θ,θ ϕ
′′
θ,x −Id
)
,
is of maximal rank. The bottom n rows are clearly independent and it is enough
to prove that the first line does not vanish on the compact CΦ. Assume that the
first line vanishes at some point of CΦ. At this point, (y, θ) ∈ supp(α), ϕ′t+E0 = 0
and ϕ′θ = y. Differentiating (3.6) with respect to t, we obtain
(0, ϕ′′t,x) = Hp
(
exp(tHp)(ϕ
′
θ, θ)
)
+ d(ϕ′θ ,θ) exp(tHp)(ϕ
′′
t,θ, 0),
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and then
Hp
(
exp(tHp)(y, θ)
)
= (0, 0).
Since
(
d(x,ξ) exp(tHp)
)
(Hp(x, ξ)) = Hp
(
exp(tHp)(x, ξ)
)
, we deduce
(3.7) Hp(y, θ) = (0, 0).
Moreover, from ϕ′θ = y, (3.6), the eikonal equation (3.5) and ϕ
′
t+E0 = 0 we have
p(y, θ) = p(ϕ′θ, θ) = p(x, ϕ
′
x) = −ϕ′t = E0.
But since (y, θ) ∈ supp(α) and Hp does not vanish on suppα ∩ p−1(E0), this
contradicts (3.7). Therefore, Φ is a non-degenerate phase function and L is an
h-FIO with compactly supported symbol associated to
ΛΦ = {(x,Φ′x(x, y, t, θ), y,−Φ′y(x, y, t, θ)); (x, y, t, θ) ∈ CΦ}
= {(x, ϕ′x(t, x, θ), y, θ); ϕ′t +E0 = 0, ϕ′θ = y,
(x, y, t, θ) ∈ supp(χb)} b Λα,χ(E0),
thanks to the equations (3.5) and (3.7). From Definition A.4, we obtain that the
order of this h-FIO is 1/2. 
We are now able to prove the following
Lemma 3.5. Let α ∈ C∞0 (T ∗Rn) be such that Hp(x, ξ) 6= 0 for all (x, ξ) ∈
suppα ∩ p−1(E0). For any χ ∈ C∞0 (]0,+∞[), the operator L : L2(Rn) → L2(Rn)
defined by
L = i
h
∫
χ(t)e−it(P−E)/hdtOp(α),
is a h-FIO with compactly supported symbol of order 1/2 associated with the
canonical relation Λα,χ(E0) given by
Λα,χ(E0) = {(x, ξ, y, η) ∈ T ∗Rn × T ∗Rn; p(y, η) = E0,
(y, η) ∈ supp(α) +B(0, ε), and ∃t ∈ suppχ+]− ε, ε[,
(x, ξ) = exp(tHp)(y, η)},
for any ε > 0.
Remark 3.4 still applies here and one can, formally, replace Λα,χ(E0) by
Λ(E0).
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P r o o f. For δ > 0 small enough so that Lemma 3.3 applies, we can find
χ˜ ∈ C∞0 (]0, δ[) so that, for some ν > 0,∑
k∈N
χ˜(y − νk) = 1.
We have, for some N ∈ N,
L = i
h
∑
k∈N
∫
χ(t)χ˜(t− νk)e−it(P−E)/hdtOp(α)
=
i
h
N∑
k=0
∫
χ(t)χ˜(t− νk)e−it(P−E)/hdtOp(α)
=
i
h
N∑
k=0
e−iνk(P−E)/h ◦
∫
χ(t+ νk)χ˜(t)e−it(P−E)/hdtOp(α).
Using that the operator in Lemma 3.3 is a h-FIO with compactly supported
symbol and the Egorov theorem, we can find β, γ ∈ C∞0 (T ∗Rn) such that
L = i
h
N∑
k=0
Op(β)e−iνk(P−E)/h Op(γ) ◦
∫
χ(t+ νk)χ˜(t)e−it(P−E)/hdtOp(α) +R,
where R = O(h∞) in B(L2, L2). From Lemma 3.3,
Op(β)e−iνk(P−E)/h Op(γ) ∈ I0h
(
Rn × Rn,Λk ′
)
with compactly supported symbol.
To finish the proof, it is enough to compose this operator with the h-
FIOs described in Lemma 3.2. Since Λk is given by a canonical transformation,
Λk×Λα,χ(t+νk) χ(t)(E0) intersects T ∗Rn×diag(T ∗Rn×T ∗Rn)×T ∗Rn transversely
(cleanly with excess 0). Then, using Theorem A.7, they compose as h-FIOs with
compactly supported symbol of order 1/2 with canonical relation
Λk ◦ Λα,χ(t+νk) χ(t)(E0) = Λα,χ(t) χ(t−νk)(E0).
Summing over k, we obtain the lemma. 
P r o o f o f Th e o r e m 2.2. From Proposition 3.1, to calculate I(E), it
is enough to compose the h-FIOs which appear in (3.2). We will use Theorem
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A.7 for that. As in the end of the proof of Lemma 3.5, we have from Lemma 3.2
and Lemma 3.5,
(3.8)
(
i
h
∫
χ(t)e−it(P−E)/hdt
)
eiT1(P−E)/h Op(α−)
∈ I
1
2
h
(
Rn × Rn,Λα◦exp(T1Hp),χ(E0)′
)
,
with compactly supported symbol.
We recall that, from [8, Remark 2.7],
(3.9) J (E) ∈ I−
  n
j=1 λj
2λ1
h
(
Rn × Rn,Λ+ × Λ−′
)
,
with compactly supported symbol. The manifold (Λ+×Λ−)×Λα◦exp(T1Hp),χ(E0)
intersects T ∗Rn × diag(T ∗Rn × T ∗Rn)× T ∗Rn cleanly with excess 1 and
(Λ+ × Λ−) ◦ Λα◦exp(T1Hp),χ(E0) ⊂ Λ+ × Λ−.
Then, the composition rules for the h-FIOs in (3.8) and (3.9) implies that
(3.10) J (E)
(
i
h
∫
χ(t)e−it(P−E)/hdt
)
eiT1(P−E)/h Op(α−)
∈ I1−
  n
j=1 λj
2λ1
h
(
Rn × Rn,Λ+ × Λ−′
)
,
with compactly supported symbol.
Finally, from Lemma 3.2,
(3.11) e−iT1(P−E)/h Op(α+T1) ∈ I0h
(
Rn × Rn,ΛT1 ′
)
,
with a compactly supported symbol. Since ΛT1 is given by a canonical trans-
formation, the intersection between ΛT1 × (Λ+ × Λ−) and T ∗Rn × diag(T ∗Rn ×
T ∗Rn)× T ∗Rn is clean with excess 0. Moreover
ΛT1 ◦ (Λ+ × Λ−) ⊂ Λ+ × Λ−.
Then, (3.2) and the composition of the h-FIOs appearing in (3.10) and (3.11)
gives
(3.12) Op(α+)R(E + i0)Op(α−) ∈ I1−
  n
j=1 λj
2λ1
h
(
Rn × Rn,Λ+ × Λ−′
)
.

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3.2. Microlocal representation of the spectral function. We give
here the representation of the spectral function as an oscillatory integral oper-
ator microlocally near any point (ρ+, ρ−) ∈ ˜Λ+ × Λ−. The oscillatory integral
representation near points in ˜Λ− × Λ+ is analogous.
Theorem 3.6. Let (ρ+, ρ−) ∈ ˜Λ+ × Λ−. Then there exist m ∈ N, a non-
degenerate phase function Ψ ∈ C∞ (R2n+m) and a symbol b ∈ S1−   nj=1 λj2λ1 +n2 +m22n+m (1)
such that, microlocally near (ρ+, ρ−),
eE(x, y;h) =
∫
Rm
eiΨ(x,y,τ)/hb(x, y, τ ;h) dτ.
Furthermore, if (ρ+, ρ−) ∈ ˜Λ+ × Λ− and the projections pi : T ∗Rn −→ Rn
are diffeomorphisms when restricted to some neighborhood of ρ± in Λ±, then there
exists a symbol b ∈ S1−
  n
j=1 λj
2λ1
+n
2
2n (1) such that, microlocally near (ρ+, ρ−),
eE(x, y;h) = e
i(S+(x)+S−(y))/hb(x, y;h),
where
S±(z) =
∫
γ±(z)
1
2
|ξ±(t)|2 +E0 − V (x±(t)) dt,
are the actions over the Hamiltonian half-trajectories γ±(z) = (x±, ξ±) which
start at pi−1|Λ±
(z) and approach (0, 0) as t→ ∓∞.
P r o o f. The first part of the theorem follows from [2, Theorem 1] and
Theorem 2.2. Assume now that pi|Λ± is a diffeomorphism in a neighborhood of
ρ±. We will now show that
(3.13) Λ± =
{
(z,±∂zS±(z)); z near pi(ρ±)
}
,
locally near ρ±. We only prove (3.13) for Λ+ since the manifold Λ− can be treated
by the same way. Let
(x+(t, z), ξ+(t, z)) = exp(tHp)
(
pi−1|Λ+
(z)
)
.
From the definition of the Hamiltonian vector field, we have
∂t
(
ξ+(t, z)∂z(x+(t, z))
)
= ξ+(t, z)∂z(ξ+(t, z)) − (∂xV )(x+(t, z))∂z(x+(t, z))
=
1
2
∂z
(|ξ+(t, z)|2)− ∂z(V (x+(t, z)))
= ∂z
(1
2
|ξ+(t, z)|2 +E0 − V (x+(t, z))
)
.(3.14)
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Moreover, as t→ −∞, we have ξ+(t, z) → 0 and
∂z(x+(t, z)) = dΠx ◦ d exp(tHp)
(
∂zx+(0, z), ∂zξ+(0, z)
) −→ 0,
since (x+(0, z), ξ+(0, z)) ∈ Λ+ for all z and 0 is a unstable node of Hp restricted
to Λ+. Using x+(0, z) = z, we obtain
∂zS±(z) =
∫ 0
−∞
∂z
(1
2
|ξ+(t, z)|2 +E0 − V (x+(t, z))
)
ds
= ξ+(0, z)∂z(x+(0, z)) = ξ+(0, z).
Since Λ+ = {(z, ξ+(0, z)); z near pi(ρ±)} locally near ρ+, we get (3.13). Then
the second part of the theorem follows again from [2, Theorem 1] and Theorem
2.2. 
Remark 3.7. From [8, Section 2.2] we have that there exists a neigh-
borhood Ω ⊂ T ∗Rn of (0, 0) such that the projection pi : T ∗Rn → Rn restricted
to Ω ∩ Λ± is a diffeomorphism.
4. The scattering matrix.
4.1. Representation of the scattering matrix. Here we review the
representation of the short range scattering matrix which we shall use in the proof
of Theorem 2.4. The construction is close to the one used by Robert and Tamura
[28] and constitutes a semiclassical adaptation of the representation of the short
range amplitude originally established by Isozaki and Kitada [18]. Their starting
point is a set of WKB parametrices for the wave operators given in (1.4).
For R0  0, 1 < d4 < d3 < d2 < d1 < d0, and 0 < σ4 < σ3 < σ2 < σ1 <
σ0 < 1 Robert and Tamura construct phase functions Φ± and symbols (a±j)∞j=0
and (b±j)∞j=0 such that:
i) Φ± ∈ C∞(T ∗Rn) solve the eikonal equation
(4.1)
1
2
|∇xΦ±(x, ξ)|2 + V (x) = 1
2
ξ2
for (x, ξ) ∈ Γ±(R0, d0,±σ0) respectively (see (3.4) for the definition of these
sets).
ii) Let Am(Ω) be the class of symbols a such that (x, ξ) 7→ a(x, ξ;h) belongs
to C∞(Ω) and, for any (α, β) ∈ Nn × Nn and L > 0,
|∂αx ∂βξ a(x, ξ;h)| ≤ Cα,β〈x〉m−|α|〈ξ〉−L,
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for all (x, ξ) ∈ Ω. We have, from Proposition 2.4 of [17],
(4.2) Φ±(x, ξ)− 〈x, ξ〉 ∈ A1−ρ (Γ±(R0, d0,±σ0)) .
iii) For all (x, ξ) ∈ T ∗Rn ∣∣∣ ∂2Φ±
∂xj∂ξk
(x, ξ) − δjk
∣∣∣ < ε(R0),
where δjk is the Kronecker delta and ε(R0) → 0 as R0 →∞.
iv) (a±j)j and (b±j)j are determined inductively as solutions to certain trans-
port equations and satisfy
a±j ∈ A−j(Γ±(3R0, d1,±σ1)), suppa±j ⊂ Γ±(3R0, d1,±σ1),
b±j ∈ A−j(Γ±(5R0, d3,±σ4)), supp b±j ⊂ Γ±(5R0, d3,±σ4).
Using the Borel process, we can find two symbols a± ∈ A0(Γ±(3R0, d1,±σ1)) and
b± ∈ A0(Γ±(5R0, d3,±σ4)) such that a± ∼
∑∞
j=0 h
ja±j and b± ∼
∑∞
j=0 h
jb±j .
For a symbol c and a phase function ϕ, we denote by Ih(c, ϕ) the oscilla-
tory integral
Ih(c, ϕ) =
1
(2pih)n
∫
Rn
ei(ϕ(x,ξ)−〈y,ξ〉)/hc(x, ξ;h) dξ
and let
K±a(h) = P (h)Ih(a±,Φ±)− Ih(a±,Φ±)P0(h)
K±b(h) = P (h)Ih(b±,Φ±)− Ih(b±,Φ±)P0(h).
The scattering matrix, or more precisely the operator T (E, h) is then given for
E ∈ ] 2
d24
,
d24
2
[
by (see [18, Theorem 3.3])
(4.3) T (E, h) = T+1(E, h) + T−1(E, h) − T2(E, h),
where
T±1(E, h) = F0(E, h)Ih(a±,Φ±)∗K±b(h)F−10 (E, h)
and, with F0(E, h) given in (1.5),
(4.4) T2(E, h) = F0(E, h)K
∗
+a(h)R(E + i0, h) (K+b(h) +K−b(h))F ∗0 (E, h).
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4.2. Proof of Theorem 2.4. Since S(E, h) is a unitary operator on
L2(Sn−1), we have, by [5, Lemma 1], that its kernel KS(E,h) ∈ S ′h(Sn−1 × Sn−1)
and therefore KT (E,h) ∈ S ′h(Sn−1 × Sn−1).
Since we are working away from the diagonal in Sn−1 × Sn−1 we can use
integration by parts, as in [28] and [20], to obtain
KT±1(E,h) = OC∞(Sn−1×Sn−1\diag(Sn−1×Sn−1))(h∞).
Therefore
(4.5) WF fh
(
KT±1(E,h)|
Sn−1×Sn−1\diag(Sn−1×Sn−1)
)
= ∅.
We now observe that the proof of [28, Lemma 2.1] depends only on the
estimate (3.1) and the support properties of the symbols a± and b±, and by
the same method of proof, we obtain the following strengthened version of [28,
Lemma 2.1].
Lemma 4.1. Suppose (A1) and (A2). For γ  1,
i) ‖K∗+a(h)R(E + i0)K+b(h)‖B(L2−γ ,L2γ) = O(h∞) ,
ii) ‖K∗+a(h)R(E + i0) (1− χb)K+b(h)‖B(L2−γ ,L2γ) = O(h∞) ,
iii) ‖ ((1− χa)K+a(h))∗R(E + i0)χbK−b(h)‖B(L2−γ ,L2γ) = O(h∞) .
From (4.5), Lemma 4.1, and [5, Equation (10)] we then conclude, as in
[28, Corollary, page 168], that
(4.6) WF fh (χ(KS(E,h) − c1G)) = ∅,
for every χ ∈ C∞0 (Sn−1 × Sn−1 \ diag(Sn−1 × Sn−1)), where
(4.7)
G(θ, ω;E, h) = 〈R(E + i0)eiΦ−(y,
√
2E0ω)/hg−(y, ω;h), eiΦ+(x,
√
2E0θ)/hg+(x, θ;h)〉,
g+(x, θ;h) = e
−iΦ+(x,
√
2E0θ)/h[χa, P0(h)]a+
(
x,
√
2Eθ;h
)
eiΦ+(x,
√
2Eθ)/h,
g−(y, ω;h) = e−iΦ−(y,
√
2E0ω)/h[χb, P0(h)]b−
(
y,
√
2Eω;h
)
eiΦ−(y,
√
2Eω)/h,
and
c1 = c1(n,E, h) = −2ipi(2E)
n
2
−1(2pih)−n.
Here χa(x) and χb(y) are C
∞
0 (R
n) functions with value 1 in a large disc. In
particular, the symbols g+(x, θ;h), g−(y, ω;h) ∈ S−1(1) have compact support
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(uniformly with respect to h). Notice that we have used the fact that E −E0 =
E1h.
From (4.7), one can see that G(θ, ω;E, h) is the kernel of the operator
(4.8) G = M∗+R(E + i0)M−,
where M± : L2(Sn−1) → L2(Rn) are given by
KM+(x, θ;h) = e
iΦ+(x,
√
2E0θ)/hg+(x, θ;h),
KM−(x, ω;h) = e
iΦ−(y,
√
2E0ω)/hg−(y, ω;h).
The operator M+ can be view as an h-FIO
(4.9) M+ ∈ I−
2n+3
4
h
(
Rn × Sn−1, C+′
)
,
with compactly supported symbol (and no phase variable). The canonical relation
C+ is given by
(4.10) C+ =
{
(x, ξ, θ,
√
2E0z+); ξ = ∂xΦ+(x,
√
2E0θ),√
2E0z+ = −∂θΦ+(x,
√
2E0θ), (x, θ) ∈ supp(g+) +B(0, ε)
}
,
for any ε > 0 (see Remark 3.4). Notice that ∂θ denotes the derivative on S
n−1.
Now we calculate more precisely C+.
Lemma 4.2. We have
C+ =
{
(x, ξ, θ,−
√
2E0z+); ∃t ∈ R, (x, ξ) = γ+(t, z+, θ, E0),
(x, θ) ∈ supp(g+) +B(0, ε)
}
,
where γ+(t, z, α,E) is defined in (1.13).
P r o o f. We set
Ψ+(x, θ) = Φ+(x,
√
2E0θ).
Let x be such that (x,
√
2E0θ) ∈ Γ+(3R0, d1, σ1). We denote
(4.11) (y(t, x, θ), η(t, x, θ)) = exp(tHp)(x, ∂xΨ+(x, θ)).
Remark that (y(t, x, θ),
√
2E0θ) stays in Γ±(R0, d0, σ0) for all t ≥ 0 and then the
following limits exist
(4.12)
 limt→+∞ η(t, x, θ) = η∞ ∈
√
2E0S
n−1
lim
t→+∞ y(t, x, θ)− tη∞ = y∞.
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By (4.1) we have
(4.13)
1
2
|∂xΨ±(x, θ)|2 + V (x) = 1
2
E0.
Differentiating with respect to x we obtain
(∂2x,xΨ+)(x, θ)(∂xΨ+)(x, θ) + (∂xV )(x) = 0.
Therefore, the Hamiltonian flow Hp is tangent to {(x, ∂xΨ+(x, θ)); x ∈ Rn} and
then
(4.14) η(t, x, θ) = (∂xΨ+)(y(t, x, θ), θ),
for all t ≥ 0. In particular, from (4.2),
η∞ = lim
t→+∞ η(t, x, θ) = limt→+∞
√
2E0θ +O
(|y(t, x, θ)|−ρ)
=
√
2E0θ.(4.15)
On the other hand, differentiating (4.1) with respect to θ, we get
(4.16) (∂2x,θΨ+)(x, θ)(∂xΨ+)(x, θ) = 0.
Using (4.14) and (4.16), we obtain
∂t(∂θΨ+)(y(t, x, θ), θ) = (∂
2
x,θΨ+)(y(t, x, θ), θ)∂ty(t, x, θ)
= (∂2x,θΨ+)(y(t, x, θ), θ)η(t, x, θ)
= (∂2x,θΨ+)(y(t, x, θ), θ)(∂xΨ+)(y(t, x, θ), θ)
= 0.
Now (4.2) and (4.12) yield
(∂θΨ+)(x, θ) = lim
t→+∞(∂θΨ+)(y(t, x, θ), θ)
= lim
t→+∞
√
2E0Πθ⊥y(t, x, θ) +O
(|y(t, x, θ)|1−ρ)
=
√
2E0Πθ⊥y∞,(4.17)
where Πθ⊥ is the orthogonal projection on the hyperplane orthogonal to θ:
Πθ⊥x = x− 〈x, θ〉.
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Finally, let (x, ξ, θ,−√2E0z+) ∈ C+. The asymptotic momentum and
position (4.12) of the Hamiltonian curve (4.11) were calculated in (4.15) and
(4.17). Then, there exist t ∈ R such that
(x,∇xΦ+(x,
√
2E0θ)) = γ+(t, θ,Πθ⊥y∞, E0),
and, from (4.10), we conclude
(x, ξ) = γ+(t, θ, z+, E0). 2
The same way,
(4.18) M− ∈ I−
2n+3
4
h
(
Rn × Sn−1, C−′
)
,
with compactly supported symbol (and no phase variable). The canonical relation
C− is given by
C− =
{
(y, η, ω,−
√
2E0z−); ∃t ∈ R, (y, η) = γ−(t, z−, ω, E0),
(y, ω) ∈ supp(g−) +B(0, ε)
}
.
Let now (θ0, z0+, ω
0, z0−) ∈ ˜Λ∞+ × Λ∞− be as in Theorem 2.4. The reader
may notice that we use here shorter notation. Let β± ∈ C∞0 (T ∗Sn−1) with β+
(resp. β−) be supported in a small neighborhood of (θ0, z0+) (resp. (ω0, z0−)) and
equal to 1 near (θ0, z0+) (resp. (ω
0, z0−)). From (4.6) and (4.8), we have
Op(β+)S(E, h)Op(β−) = c1 Op(β+)M∗+R(E + i0)M− Op(β−) +R,
where R = O(h∞) in B(L2, L2). Let now α± ∈ C∞0 (T ∗Rn) supported near
N± = C± ◦ supp(β±)
⋂ (
Πx supp g± × Rn
)
,
and equal to 1 near this set. Then, the composition rules for h-FIOs implies
(4.19) Op(β+)S(E, h)Op(β−)
= c1 Op(β+)M∗+ Op(α+)R(E + i0)Op(α−)M−Op(β−) +R,
where R = O(h∞) in B(L2, L2).
Note that N+ is arbitrary close to
N0+ = {γ+(t, θ0, z0+, E0); t ∈ R}
⋂ (
Πx supp g+ × Rn
)
,
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and N− is arbitrary close to
N0− = {γ−(t, ω0, z0−, E0); t ∈ R}
⋂(
Πx supp g− × Rn
)
.
Every (ρ+, ρ−) ∈ N0+ × N0− is in ˜Λ+ × Λ− because (θ0, z0+, ω0, z0−) ∈ ˜Λ∞+ × Λ∞− .
Up to a finite summation in (ρ+, ρ−) since Πx supp g± is compact, we can assume
that α± is localized in a small neighborhood of such a point ρ±. To prove the
theorem, we will compose the h-FIOs appearing in the formula (4.19).
The manifold (Λ+ × Λ−) × C− intersects T ∗Rn × diag(T ∗Rn × T ∗Rn) ×
T ∗Sn−1 cleanly with excess 1 and
(Λ+ × Λ−) ◦ C− ⊂ Λ+ × Λ∞− .
Then the composition rules between the h-FIOs
Op(α+)R(E + i0)Op(α−) ∈ I
1−
  n
j=1 λj
2λ1
h
(
Rn × Rn,Λ+ × Λ−′
)
,
with compactly supported symbol (see Theorem 2.2), and
M−Op(β−) ∈ I−
2n+3
4
h
(
Rn × Sn−1, C−′
)
,
with compactly supported symbol (see (4.18)), gives
(4.20) Op(α+)R(E + i0)Op(α−)M−Op(β−)
∈ I
3−2n
4
−
  n
j=1 λj
2λ1
h
(
Rn × Sn−1,Λ+ × Λ∞− ′
)
,
with compactly supported symbol.
But now, taking the adjoint of (4.9), we obtain
(4.21) Op(β+)M∗+ ∈ I
− 2n+3
4
h
(
Sn−1 × Rn, C−1+ ′
)
,
with compactly supported symbol. Here
C−1+ =
{
(θ, z, x, ξ); (x, ξ, θ, z) ∈ C+
}
.
The manifold C−1+ ×(Λ+×Λ∞− ) intersects T ∗Sn−1×diag(T ∗Rn×T ∗Rn)×T ∗Sn−1
cleanly with excess 1 and
C−1+ ◦ (Λ+ × Λ∞− ) ⊂ Λ∞+ × Λ∞− .
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Then (4.19) and the composition rules between the h-FIOs given in (4.20) and
(4.21) imply that
(4.22) Op(β+)S(E, h)Op(β−) ∈ I
1
2
−
  n
j=1 λj
2λ1
h
(
Sn−1 × Sn−1,Λ∞+ × Λ∞− ′
)
,
and this statement is Theorem 2.4.
4.3. Proof of Theorem 2.5. We explain briefly how to obtain from the
preceding arguments the structure of the scattering matrix given in Theorem 2.5.
It is clear that (4.19) holds also in the present case, and we have first to analyze
the structure of the resolvent R(E + i0), or more precisely that of
Op(α+)R(E + i0)Op(α−),
where α± ∈ C∞0 (T ∗Rn) are now microlocally supported respectively near ρ− ∈
p−1(E0) and ρ+ = exp(THp)(ρ−) for some given T .
As in Proposition 3.1, one can see that
Op(α+)R(E + i0)Op(α−) = Op(α+)
∫
χ(t)e−it(P−E)/hdtOp(α−) +R,
with ‖R‖B(L2 ,L2) = O(h∞), for some χ ∈ C∞0 (]0, 2T [). From Lemma 3.3 (see also
Remark 4.3), we then know that
(4.23) Op(α+)R(E + i0)Op(α−) ∈ I1/2h (Rn × Rn,Λ(E0)′),
where
Λ(E0) = {(x, ξ, y, η) ∈ T ∗Rn × T ∗Rn; p(x, ξ) = E0,
∃t ∈ R, (x, ξ) = exp(tHp)(y, η)}.
The scattering matrix is given by (4.19). Proceeding as in the previous section
and using the fact that
C−1+ ◦ Λ(E0) ◦ C− ⊂ SR(E0),
we obtain the theorem.
5. Microlocal representation of the scattering amplitude.
Here we discuss the representation of the scattering amplitude as an oscillatory
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integral implied by Theorem 2.4. We also show that this leads to an integral
kernel representation of the scattering amplitude.
For α ∈ Sn−1 we define the Lagrangian submanifolds Λ±α ⊂ T ∗Rn by
Λ±α =
{
ρ ∈ T ∗Rn; lim
t→±∞ ξ(t, ρ) =
√
2E0α
}
,
and the (modified) actions S± over the trajectories γ± = (x±, ξ±) ⊂ Λ± as
(5.1) S± =
∫ ∞
−∞
|ξ±(t)|2 − 2E01±t>0dt.
We now have the following
Lemma 5.1. Let ω0, θ0 ∈ Sn−1 be such that Λ−ω0 intersects Λ− trans-
versely in p−1(E0) and Λ+θ0 intersects Λ+ transversely in p
−1(E0). Then
i) there exist open sets O± ⊂ Sn−1 with ω0 ∈ O− and θ0 ∈ O+ such that for
every ω ∈ O− and every θ ∈ O+ the intersections of Λ− with Λ−ω and of
Λ+ with Λ
+
θ are transverse in p
−1(E0).
ii) there exist numbers N± ∈ N such that for every ω ∈ O− there are exactly
N− trajectories γk−(ω) in Λ− with initial direction ω and for every θ ∈ O+
there are exactly N+ trajectories γ
`
+(θ) in Λ+ with final direction θ.
iii) for k ∈ {1, . . . , N−} and ` ∈ {1, . . . , N+}, let zk−(ω) and z`+(θ) be the impact
parameters of the curves γk−(ω) and γ`+(θ) defined in (1.12). Then ω 7→
zk−(ω) and θ 7→ z`+(θ) are C∞ functions in O±.
Anticipating Lemma 5.2, we can now define the open sets
Λ−Sk− =
{(
ω,−
√
2E0z
k
−(ω)
) ∈ T ∗Sn−1; ω ∈ O−} ⊂ Λ∞− ,
ΛS`+
=
{(
θ,−
√
2E0z
`
+(θ)
) ∈ T ∗Sn−1; θ ∈ O+} ⊂ Λ∞+ .
Of course, the restrictions to Λ−Sk− and to ΛS`+ of the projection pi : T
∗Sn−1 →
Sn−1 are diffeomorphisms.
P r o o f. Let ρ0 ∈ Λ+ ∩ Λ+θ0 . Then, there exists a C∞ function f :
p−1(E0) → Rn−1 defined locally near ρ0 such that, for ρ near ρ0,
ρ ∈ Λ+ ⇐⇒ f(ρ) = 0,
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and the differential of f is of maximal rank. The same way, since Λ+θ depend
smoothly on θ, there exists a C∞ functions g : p−1(E0)×Sn−1 → Rn−1 such that
ρ ∈ Λ+θ ⇐⇒ g(ρ, θ) = 0.
and the differential, with respect to ρ, of g is of maximal rank.
Now we define
F :
{
p−1(E0)× Sn−1 −→ R2n−2
(ρ, θ) (f(ρ), g(ρ, θ))
and we note that
ρ ∈ Λ+ ∩ Λ+θ ⇐⇒ F (ρ, θ) = 0.
Since the intersection Λ+ ∩ Λ+θ0 is transverse, the differential of F , with respect
to ρ, is of maximal rank for θ = θ0. By continuity, this property remains true for
θ near θ0 and i) follows.
In particular, up to a reordering of the coordinates, we can assume that
dρ′F (ρ, θ) is invertible for (ρ, θ) in a neighborhood of (ρ0, θ0). Here ρ
′ denotes the
2n − 2 variables (ρ2, . . . , ρ2n−1). Then, by the implicit function theorem, there
exist a C∞ function G : R× Sn−1 → R2n−2 such that
ρ ∈ Λ+ ∩ Λ+θ ⇐⇒ ρ′ = G(ρ1, θ).
Thus, for θ fixed, Λ+ ∩ Λ+θ is locally a one dimensional manifold. Since Λ+ ∩
Λ+θ is necessarily stable by the Hamiltonian flow, Λ+ ∩ Λ+θ is locally a unique
Hamiltonian curve and
ρ ∈ Λ+ ∩ Λ+θ ⇐⇒ ∃t ∈ R, ρ = exp(tHp)(ρ0,1, G(ρ0,1, θ)),
locally near ρ0 (here, ρ0,1 can be replaced by any real number close to this value).
Then ii) follows from a compactness argument on Λ+ ∩ {|x| = ε}.
Let now z`+(θ) be the impact parameter of the trajectory t 7→ exp(tHp)
(ρ1,0, G(ρ1,0, θ)) defined in (1.12). From (1.10) and the fact that G is smooth,
z`+(θ) is a C
∞ function in O+ if O+ is a small enough neighborhood of θ0. 
For m ∈ {1, . . . , N+} or m ∈ {1, . . . , N−} and θ ∈ O+ or ω ∈ O− we
shall use the superscript m to denote objects related to the unique trajectory γm±
with final direction θ or initial direction ω. In particular, we let Sm+ (θ), θ ∈ O+,
denote the (modified) action, given by (5.1), over the m-th trajectory with final
direction θ. With Sm− (ω) for ω ∈ O− defined mutatis mutandis, we now have the
following lemma which is analogous to [5, Lemma 5] and Equation (3.13).
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Lemma 5.2. For m ∈ {1, . . . , N±}, we have Λ±Sm± =
{
(α,±∂αSm± (α));
α ∈ O±}.
P r o o f. We will only calculate ΛS`+
. The case of the manifold Λ−Sk− can
be treated the same way. Here, we will use the notation{
x+(t, θ) = x+(t, θ, z
`
+(θ))
ξ+(t, θ) = ξ+(t, θ, z
`
+(θ)).
We recall from [6, Equation (7.11)] that
Ψ+
(
x+(t, θ), θ
)
=2E0t1t>0 −
∫ +∞
t
|ξ+(s, θ)|2 − 2E01s>0 ds
=− S`+(θ) +
∫ t
−∞
|ξ+(s, θ)|2ds.(5.2)
From Lemma 4.2 and Lemma 5.1,
(5.3) ΛS`+
=
{(
θ, (∂θΨ+)(x+(t, θ), θ)
)
; θ ∈ O+},
for any t ∈ R. Combining (4.14) and (5.2), we obtain
(∂θΨ+)
(
x+(t, θ), θ
)
= ∂θ
(
Ψ+(x+(t, θ), θ)
)− (∂xΨ+)(x+(t, θ), θ)∂θ(x+(t, θ))
=− ∂θS`+(θ) +
∫ t
−∞
∂θ
(|ξ+(s, θ)|2)ds− ξ+(t, θ)∂θ(x+(t, θ)).(5.4)
Since the energy is constant on the Hamiltonian curves, we have, as in
(3.14),
∂t
(
ξ+(t, θ)∂θ(x+(t, θ))
)
= ξ+(t, θ)∂θ(ξ+(t, θ))− (∂xV )(x+(t, θ))∂θ(x+(t, θ))
=
1
2
∂θ
(|ξ+(t, θ)|2)− ∂θ(V (x+(t, θ)))
=
1
2
∂θ
(|ξ+(t, θ)|2)− ∂θ(E0 − 1
2
|ξ+(t, θ)|2
)
= ∂θ
(|ξ+(t, θ)|2).(5.5)
Moreover, as t→ −∞, we have ξ+(t, θ) → 0 and
∂θ(x+(t, θ)) = dΠx ◦ d exp(tHp)
(
∂θx+(0, θ), ∂θξ+(0, θ)
) −→ 0,
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since (x+(0, θ), ξ+(0, θ)) ∈ Λ+ for all θ and 0 is a unstable node of Hp restricted
to Λ+. Then, (5.5) yields
ξ+(t, θ)∂θ(x+(t, θ)) =
∫ t
−∞
∂θ
(|ξ+(s, θ)|2)ds.
Using this equality, the lemma follows from (5.3) and (5.4). 
We now have the following
Theorem 5.3. Let E = E0 +hE1, with E1 ∈]−C0, C0[ for some C0 > 0,
and ω0, θ0 ∈ Sn−1 satisfy ω0 6= θ0. Then
i) for every (θ0,−√2E0z0+, ω0,−
√
2E0z
0−) ∈ ˜Λ∞+ × Λ∞− there exist m ∈ N, a
symbol a ∈ S
1
2
−
  n
j=1 λj
2λ1
+m
2
2n+m−2 (1), and a non-degenerate phase function ϕ ∈
C∞(R2n+m−2) such that, microlocally near (θ0,−√2E0z0+, ω0,−
√
2E0z
0−),
A(E, h)(θ, ω) =
∫
Rm
eiϕ(θ,ω,τ)/ha(θ, ω, τ ;E, h) dτ.
ii) Assume that Λ−ω intersects Λ− transversely and Λ
+
θ intersects Λ+ trans-
versely. For every (θ0,−√2E0z0+, ω0,−
√
2E0z
0−) ∈ ˜Λ∞+ × Λ∞− , there exists
a symbol a ∈ S
1
2
−
  n
j=1 λj
2λ1
2n−2 (1) such that, microlocally near (θ
0,−√2E0z0+, ω0,
−√2E0z0−),
A(E, h)(θ, ω) = ei(S+(θ)+S−(ω))/ha(θ, ω;E, h),
where S+(θ) and S−(ω) are the actions defined before Lemma 5.2 associ-
ated to the paths in Λ+ ∩ Λ+θ and Λ− ∩ Λ−ω close to γ+(t, θ0, z0+, E0) and
γ−(t, ω0, z0−, E0).
iii) Assume O−∩O+ = ∅ and 〈g+(ρ+), g−(ρ−)〉 6= 0 for all (ρ+, ρ−) ∈ Λ+×Λ−
such that ± limt→±∞ ξ (t, ρ±) ∈
√
2E0O
±. Let N∞ be the number of (ω, θ)-
trajectories. For j ∈ {1, . . . , N∞}, k ∈ {1, . . . , N−} and ` ∈ {1, . . . , N+},
there exist mj,mk,` ∈ N, non-degenerate phase functions
ϕj ∈ C∞
(
Sn−1 × Sn−1 × Rmj) and ϕk,` ∈ C∞ (Sn−1 × Sn−1 × Rmk,`) ,
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and symbols
aj ∈ S
mj
2
2n−2+mj (1) and ak,` ∈ S
1
2
−
  n
j=1 λj
2λ1
+
mk,`
2
2n−2+mk,` (1),
such that, in C∞(O+ ×O−),
A(E, h)(θ, ω) =
N∞∑
j=1
∫
R
mj
eiϕj(θ,ω,τ)/haj(θ, ω, τ ;E, h) dτ
+
N−∑
k=1
N+∑
`=1
∫
R
mk,`
eiϕk,`(θ,ω,τ)/hak,`(θ, ω, τ ;E, h) dτ +O(h∞).
P r o o f. i) The first part is a direct consequence of Theorem 2.4 and [2,
Theorem 1].
ii) The second part follows from Theorem 2.4, Lemma 5.2, and [2, Theo-
rem 1].
iii) To establish the last part of the theorem, it suffices to prove that
WF ih(χA(E, h)) = ∅ for every χ ∈ C∞0 (Sn−1 × Sn−1 \ diag(Sn−1× Sn−1)). Recall
the representation (4.3) of the scattering amplitude. From [28, page 166], we
have, in the sense of oscillatory integrals,
KT±1 =
∫
eiψ±(θ,ω,x)/hk±b(x,
√
2Eω;h)a+(x,
√
2Eθ;h) dx,
with k±b = e−iΦ±/h
( − h22 ∆ + V − 12ξ2)eiΦ±/hb± ∈ A−1 and ψ±(θ, ω, x) =
Φ±(x,
√
2Eω) − Φ+(x,
√
2Eθ). Since O+ ∩ O− = ∅, there exists C > 0 such
that |∂xψ±| > C for (θ, ω) ∈ O+ × O−. Then, integrating by parts with respect
to x, we see that the distribution KT±1 is a C
∞ function on O+×O−. Moreover
this function and all its derivatives are bounded by O(h∞). Therefore,
(5.6) WF ih
(
KT±1 |O+×O−
)
= ∅.
From (4.7), it is clear that (θ, ω) 7→ G(θ, ω) is C∞ with respect to (θ, ω).
In some coordinate chart and for any f+(θ), f−(ω) in C∞0 (R
n−1) supported in
this chart, we have∣∣(Fh(f+f−G))(ξ, η)∣∣
=
∣∣∣∣∣
∫∫∫
e−i(ξθ+ηω)/he−iΦ+(x,
√
2E0θ)/hf+g+R
(
eiΦ−(y,
√
2E0ω)/hf−g−
)
dx dθ dω
∣∣∣∣∣,
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for ξ, η ∈ Rn−1. For |ξ| large enough, we have
|∂θ(ξθ + Φ+(x,
√
2E0θ))| & 〈ξ〉,
on the support of g+. The same way, for |η| large enough, we have
|∂ω(ηω − Φ−(y,
√
2E0ω))| & 〈η〉,
on the support of g−. Then, performing integration by parts with respect to θ or
ω, we obtain |(Fh(f+f−G))(ξ, η)| = O(h∞〈ξ, η〉−∞) for 〈ξ, η〉 large enough, and
therefore
(5.7) WF ih (G) = ∅.
To treat, now, the terms in (4.4) containing the operators whose norms
are estimated in Lemma 4.1, we use the following result, the proof of which we
present later.
Lemma 5.4. Let T ∈ B(L2−γ(Rn), L2γ(Rn)) satisfy ‖T‖B(L2−γ ,L2γ) = O(h∞)
for all γ  1 and let E > 0. Then
WF ih
(
KF0(E,h)TF ∗0 (E,h)
)
= ∅.
From (4.3), (5.6), (4.4), (5.7), Lemma 4.1, and Lemma 5.4 we now con-
clude that
(5.8) WF ih(χA(E, h)) = ∅.
For j ∈ {1, . . . , N∞} we now let SRj(E0) denote the scattering relation
near the j-th (ω, θ)-trajectory, defined in (1.17) and indicated in Figure 1. From
Theorem 2.5,
S(E, h) ∈ I0h
(
Sn−1 × Sn−1,SRj(E0)′
)
,
microlocally near the limit points of the j-th (ω, θ)-trajectory. Moreover
S(E, h) = 0 microlocally near the other points given in Theorem 2.6. From
(5.8), it is enough to know the scattering amplitude microlocally in a compact
set. Then, the conclusion of the theorem follows from these observations, (1.7),
Theorem 2.4 and [2, Theorem 1]. 
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P r o o f o f L e mma 5.4. In some coordinate chart and for any f+(θ),
f−(ω) in C∞0 (R
n−1) supported in this chart, we have
K(ξ, η) =
(FhKf+F0(E,h)TF ∗0 (E,h)f−)(ξ, η)
= c2
∫∫∫
e−i(θξ+
√
2Exθ)/hf+(θ)T
(
ei(
√
2Eyω−ωη)/hf−(ω)
)
dx dθ dω,
with c2 = (2pih)
−n(2E)
n−2
2 . In particular, for α, β ∈ Nn−1,
ξαηβK(ξ, η) = c2
∫∫∫
e−iθξ/h(−ih∂θ)α
(
e−i
√
2Exθ/hf+(θ)
)
T
(
e−iωη/h(−ih∂ω)β
(
ei
√
2Eyω/hf−(ω)
))
dx dθ dω,
We remark that
e−iθξ/h(−ih∂θ)α
(
e−i
√
2Exθ/hf+(θ)
) ∈ L2−n/2−1−|α|(Rnx),
e−iωη/h(−ih∂ω)β
(
ei
√
2Eyω/hf−(ω)
) ∈ L2−n/2−1−|β|(Rny ),
uniformly with respect to h, ξ, η, θ, ω. Combining ‖T‖B(L2
−n/2−1−|β|
,L2
n/2+1+|α|
) =
O(h∞) with these estimates and the compactness of Sn−1, we get
ξαηβK(ξ, η) = O(h∞),
uniformly in ξ, η and the lemma follows. 
Remark 5.5. It is clear that all estimates in the above proof can be
made uniform in the energy if that is allowed to vary in a bounded set.
Appendix A. Elements of semiclassical analysis.
A.1. Semiclassical distributions. Here we recall some of the elements
of semiclassical analysis which we use throughout the paper. A family (uh)h∈]0,h0]
of distributions in D′(Rn) is called a semiclassical distribution when
∀χ ∈ C∞0 (Rn), ∃N ∈ N, Fh(χu)(ξ) . h−N 〈ξ〉N ,
where Fh is the h-Fourier transform
Fh(χu)(ξ) =
∫
Rn
e−ix·ξ/hχu(x) dx.
The space of semiclassical distributions is denoted by D ′h(Rn). We define the
semiclassical wavefront set of u = (uh) ∈ D′h(Rn) as follows.
Definition A.1. Let u ∈ D′h(Rn) and let (x0, ξ0) ∈ T ∗Rn t T ∗Sn−1. We
shall say that (x0, ξ0) does not belong to the semiclassical wavefront set of u if:
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• If (x0, ξ0) ∈ T ∗Rn: there exist χ ∈ C∞0 (Rn) with χ (x0) 6= 0 and an open
neighborhood U of ξ0, such that ∀N ∈ N, ∀ξ ∈ U ,
|Fh (χu) (ξ) | ≤ CN,UhN .
We shall denote the complement of the set of all such points by WF fh (u).
• If (x0, ξ0) ∈ T ∗Sn−1: there exist χ ∈ C∞0 (Rn) with χ (x0) 6= 0 and a conic
neighborhood U of ξ0, such that ∀N ∈ N, ∀ξ ∈ U ∩
{|ξ| ≥ 1K} for some
K > 0,
|Fh (χu) (ξ) | ≤ CN,U,KhN 〈ξ〉−N .
We shall denote the complement of the set of all such points by WF ih(u).
We shall further use WFh (u) = WF
f
h (u) tWF ih(u) to denote the semiclassical
wavefront set of u.
A family u = (uh) of temperate distributions in S ′(Rn) is called a semi-
classical temperate distribution when, for some N ∈ R,
〈(x, hD)〉−Nu = O(h−N ),
in L2(Rn). The space of semiclassical temperate distributions is denoted by
S ′h(Rn).
A.2. Pseudodifferential operators. We now define briefly the semi-
classical pseudodifferential operators (see the book of Dimassi and Sjo¨strand [9]).
A positive function m : Rp →]0,+∞[ is called an order function if there exists
C > 0 such that
m(X) ≤ C〈X − Y 〉Cm(Y ),
for all X,Y ∈ Rp. We denote by Sq(m) = Sqp(m) the set of (families of) functions
a(X;h) ∈ C∞(Rp) such that, for all α ∈ Np,
∂αXa(X;h) = O(h−qm(X)).
If a(x, ξ;h) is a symbol of class Sq2n(m), we define the h-pseudodifferential oper-
ator, in Weyl quantization, Op(a) with symbol a by
(A.1) ∀u ∈ S(Rn),
(Op(a)u) (x) =
1
(2pih)n
∫∫
ei(x−y)·ξ/ha
(x+ y
2
, ξ;h
)
u(y) dy dξ,
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extending the definition to S ′ (Rn) by duality. We also denote by Ψq(m) the
space of operators Op(Sq2n(m)).
We extend these notions to compact manifolds through the following defi-
nition of semiclassical pseudodifferential operators on compact manifolds. Let M
be a smooth compact manifold and κj : Mj → Xj , j = 1, . . . , N, be a set of local
charts. A linear continuous operator A : C∞(M) → D′h(M) belongs to Ψq(1,M)
if for all j ∈ {1, . . . , N} and u ∈ C∞0 (Mj) we have Au ◦ κ−1j = Aj
(
u ◦ κ−1j
)
with
Aj ∈ Ψq(1), and χ1Aχ2 : D′h(M) → h∞C∞(M) if suppχ1 ∩ suppχ2 = ∅ (see [11,
Section E.2] for more details).
A.3. Microlocal Properties. We can now define what we mean by
“microlocally”. We will only work on Rn. Using the previous paragraph, this
definition can be extended to the case of compact manifolds.
Let u, v ∈ S ′h(Rn). We say that u = v microlocally near a set U ⊂ T ∗Rn,
if there exists a ∈ S0(1), a = 1 in a neighborhood of U , such that
Op(a)(u− v) = O(h∞),
in L2(Rn). We also say that u ∈ S ′h(Rn) satisfies a property P microlocally near
a set U ⊂ T ∗Rn if there exist v ∈ S ′h(Rn) such that u = v microlocally near U
and v satisfies property P.
Definition A.2. Let A,B : L2(Rn) → L2(Rm) be linear operators
bounded by O(h−N ), N > 0 and (ρ, ρ˜) ∈ T ∗Rm × T ∗Rn. We say that
A = B microlocally near (ρ, ρ˜),
if there exists α ∈ C∞0 (T ∗Rm) (resp. β ∈ C∞0 (T ∗Rn)) equal to 1 near ρ (resp. ρ˜)
such that
Op(α)(B −A)Op(β) = O(h∞),
in B(L2(Rn), L2(Rm)).
A.4. Semiclassical Fourier integral operators. We now define global
semiclassical Fourier integral operators. For the general theory of the FIOs in
the classical setting, we refer to Ho¨rmander [16, Section 25.2]. The theory of the
semiclassical FIOs can be found in the books of Ivrii [19, Section 1.2], Robert
[26], in the PhD thesis of Dozias [10] or in the article of the first author [2]. We
will develop this theory in Rn. Using local charts, the following definitions and
theorem can easily be extended to the case of compact manifolds.
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Let ϕ(x, y, θ) ∈ C∞(Ω) where Ω is an open set of Rm+n+d. We say that
ϕ is a non-degenerate phase function if, for all (x, y, θ) ∈ Cϕ with
Cϕ = {(x, y, θ) ∈ Ω; ∂θϕ = 0},
the d differentials d∂θ1ϕ, . . . , d∂θdϕ are linearly independant.
If ϕ is a non-degenerate phase function, Cϕ is a (m + n)-dimensional
manifold and
jϕ :
{
Cϕ −−−−−→ T ∗Rm × T ∗Rn
(x, y, θ) (x, ∂xϕ, y, ∂yϕ)
is locally a diffeomorphism whose image is a Lagrangian manifold for the sym-
plectic form dξ ∧ dx+ dη ∧ dy ((x, ξ) and (y, η) are the standard coordinates on
T ∗Rm and T ∗Rn). We set Λϕ = jϕ(Cϕ).
Definition A.3. A submanifold Λ ⊂ T ∗Rm×T ∗Rn is a canonical relation
from T ∗Rn to T ∗Rm if Λ is a Lagrangian manifold for the symplectic form dξ ∧
dx− dη ∧ dy.
A canonical relation Λ is given by a canonical transformation if there
exists a symplectic diffeomorphism κ : T ∗Rn → T ∗Rm such that Λ = graph(κ).
As usual, if Λ ⊂ T ∗Rm × T ∗Rn, we set
Λ′ = {(x, ξ, y,−η); (x, ξ, y, η) ∈ Λ},
which is also a subset of T ∗Rm×T ∗Rn. In particular, for a non-degenerate phase
function ϕ, the manifold Λ′ϕ is a canonical relation (if ϕ is restricted to a small
set).
Definition A.4. Let r ∈ R, Λ be a canonical relation from T ∗Rn to T ∗Rm
and A : L2(Rn) → L2(Rm) be a linear operator bounded by O(h−N ), N > 0. Then
A is called a h-Fourier integral operator (h-FIOs) of order r associated to Λ and
we denote by
A ∈ Irh(Rm × Rn,Λ′),
if, for all (ρ, ρ˜) ∈ T ∗Rm × T ∗Rn, A is equal to
(A.2) h−r−
n+m
4
− d
2
∫
θ∈Rd
eiϕ(x,y,θ)/ha(x, y, θ;h) dθ.
microlocally near (ρ, ρ˜). Here, the symbol a ∈ S0(1) has compact support in the
variables x, y, θ (uniformly with respect to h). The function ϕ is a non-degenerate
phase function defined near the support of a with Λϕ
′ ⊂ Λ.
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A h-FIO A will be called a h-Fourier integral operator with compactly
supported symbol if, modulo an operator O(h∞) in B(L2(Rn), L2(Rm)), A is a
finite sum of operators of the form (A.2).
Lastly, we give the composition law for h-Fourier integral operators (see
e.g. [10] for the proof). The following theorem is a semiclassical version of
Theorem 25.2.3 of Ho¨rmander [16]. Since all the h-FIOs which appear in the
present paper (except the one in Lemma 3.2) have compactly supported symbol,
we give the composition law only in that case.
Let A1 ∈ Ir1h (Rm × Rn,Λ1′) and A2 ∈ Ir2h (Rn × Rp,Λ2′) be two h-FIOs
with compactly supported symbols, associated with Λ1 ⊂ T ∗Rm × T ∗Rn and
Λ2 ⊂ T ∗Rn × T ∗Rp respectively. We set
X = T ∗Rm × T ∗Rn × T ∗Rn × T ∗Rp
Y = Λ1 × Λ2 ⊂ X
Z = T ∗Rm × diag(T ∗Rn × T ∗Rn)× T ∗Rp ⊂ X.
Definition A.6. We say that Y and Z intersect cleanly if Y ∩ Z is a
manifold and Tρ(Y ∩ Z) = TρY ∩ TρZ at each ρ ∈ Y ∩ Z. The excess of the
intersection is
e = dimX + dimY ∩ Z − dimY − dimZ.
Let
(A.3) pi : Y ∩ Z −→ T ∗Rm × T ∗Rp,
be the natural projection. The image of pi is
Λ2◦Λ1 = {(ρ3, ρ1) ∈ T ∗Rm×T ∗Rp; ∃ρ2 ∈ T ∗Rn, (ρ3, ρ2) ∈ Λ2 and (ρ2, ρ1) ∈ Λ1}.
Definition A.7. We say that Y and Z intersect connectedly if, for all
γ ∈ T ∗Rm × T ∗Rp, the set pi−1(γ) is connected.
When Y and Z intersect cleanly and connectedly, the set Λ2 ◦ Λ1 is a
Lagrangian submanifold of T ∗Rm × T ∗Rp. In general, the intersection Y ∩ Z is
also assumed to be proper. This means that pi, defined in (A.3), is proper. But
since A1 and A2 have compactly supported symbol, we don’t have to make such
a hypothesis.
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Theorem A.7. Let A1 ∈ Ir1h (Rm×Rn,Λ1′) and A2 ∈ Ir2h (Rn×Rp,Λ2′) be
two h-FIOs with compactly supported symbols. If Y and Z intersect connectedly
and cleanly with excess e, then
A2 ◦ A1 ∈ Ir1+r2+e/2h (Rm × Rp,Λ2 ◦ Λ1′),
is a h-FIO with compactly supported symbol.
As stated in [16, Page 18], the hypothesis “Y and Z intersect connectedly”
is made to avoid self-intersections of Λ2 ◦ Λ1. In particular, this assumption can
be replaced by “Λ2 ◦ Λ1 is a manifold”. Note that all the compositions in this
paper satisfy this last statement.
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