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Abstract: This paper proposed an approach of subgradient integrated into particle swarm optimizer ( SGPSO) for globally opti-
mizing continuous objective function． In minimization，it proposed a revision for the manner of velocity update with the direc-
tion of subgradient to search for the local minima of a given non-differentiable and non-convex objective function． Thus，it
combined with communications among particles，this revision would offer more chances to obtain the global minima． Further-
more，in the part of subgradient iteration，it suggested that the step function should be a lower order infinitesimal with respect
to subgradient magnitude as well as be a decreasing function with respect to iteration time． In the end，experiments and com-
parisons of the proposed SGPSO on benchmark problems validate its performance with better effectiveness and efficiency．































实现随机分组( random grouping) 的方式来实现 PSO 的位置更
新策略，得到一个 CCPSO2 算法，在大规模和高维优化中具有
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1. 1 PSO 框架
在 PSO 机制［1，2］中，每个粒子拥有以下属性: 当前速度、当
前位置、迄今为止它和它“邻居”分别发现的最佳位置。假设
种群中有 N 个粒子，搜索空间的维数为 M，则每个粒子的速度
和位置更新策略［3］如下:
vi ( t + 1) = wi ( t) × vi ( t) + c1 × φ1 × ( pi ( t) － xi ( t) ) +
c2 × φ2 × ( pn( i) ( t) － xi ( t) ) ( 1)
xi ( t + 1) = xi ( t) + vi ( t + 1) ( 2)
其中: w( t) 、vi ( t) 、xi ( t) 、pi ( t) 和 pn( i) ( t) 分别是对于适应度函
数 f、在第 t 个时刻、第 i 个粒子的当前惯性、当前速度、当前位
置、迄今为止它和它“邻居”分别发现的最佳位置，i = 1，…，N，
d = 1，…，M; c1 和 c2 为加速度常数; φ1、φ2 是在［0，1］均匀分
布的随机数。








假设 f: ＲM→Ｒ 是一个凸的目标函数，那么用于最小化f( x)
的迭代式子是
xk + 1 = xk － ηkgk
其中: gk 是 xk 上的次梯度，满足 gk∈{ g | f( y) ≥f( xk ) + g
T ×
( y － xk ) ，y∈Ｒ
M }。注意到在可微点 xk 处的次梯度是唯一
的，且与梯度相等，即有 g =f( xk ) 。而 ηt 为步长函数，对于
迭代序列的收敛行为起着关键作用。
但负梯度的方向不一定是函数的下降方向。因此，最好方
式是通过 f bestk = min( f
best







在图 1 中，xi ( t) 在下一个时刻 t + 1 的速度为由 wi ( t) × vi















图 1 传统 PSO 速度更新方案 图 2 全局和局部最优
假设目标函数是连续但非凸的。把善于优化非可微函数
的次梯度法［25，26］与传统的粒子群算法结合，就获得改进的粒




珓vi ( t + 1) = wi ( t) × vi ( t) + c1 × φ1 × ( pi ( t) － xi ( t) ) +
c2 × φ2 × ( pn( i) ( t) － xi ( t) ) ( 3)
vi ( t + 1) = 珓vi ( t + 1) － η( t + 1) × f( xi ( t) + 珓vi ( t + 1) ) ( 4)
xi ( t + 1) = xi ( t) + vi ( t + 1) ( 5)
在式( 3) 中，珓vi ( t + 1) 是由从传统的 PSO 算法
［3，4］速度更
新方案得到速度的一个粗糙值，那么这个速度的粗糙值根据式
( 4) 修正为 vi ( t + 1) 。在式( 5) 中，根据 vi ( t + 1) 给出的方向，
xi ( t) 的位置移动到 xi ( t + 1) 。图 3 给出了这个速度修正方案
的示意图。
此外，为了防止步长函数 η( ·) 在f( ·) 趋于到零之前变
为零，并防止迭代在局部极小值附近振荡，选择 η( t) 满足
η( t) →0 当 t→ + ∞ ( 6)
| f( xi ( t) + 珓vi ( t + 1) ) |






f( x) ∈{ g | f( y) ≥f( x) + g × ( y － x) y∈O( x) } ( 8)
为 x 在点的次梯度集合( 图 4) ，O( x) 表示 x 的邻域。从式( 8)
可以看出，在任意的可微点处，次梯度与梯度相等。令f( x) 取
为由左极限 gl和右极限 gr 所形成的扇区 g 的角平分线( 图 5) 。
图 3 修正后的速度更新 图 4 不可微函数的次梯度
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需要注意的是，在式( 6) 的步长函数需要是关于 t 的一个
递减函数。这个条件是为了抑制迭代过程在局部极小值周围
振荡。在式( 7) 中，可取 η( ·) 为关于 | f |的低阶无穷小，以防
止 η( ·) 在 | f |趋于零之前变为零。式( 6) 和( 7) 是次梯度迭
代过程快速且稳定收敛的关于步长函数的充分条件。
图 5 一个不可微函数( M =2)
在具体应用中，选取 η( ·) 为以下形式:




其中: 0 ＜ β ＜ 1 和 λ ＞ 0。η( t，f) 是关于 t 逐渐缩小的，用于确
保次梯度迭代是收敛，易得式( 9) 是满足式( 6) 和( 7) 的。
以下分析本文所提出的算法的复杂度。假定每个粒子的
PSO 随机搜索最大次数为 CPSO，每步次梯度下降迭代最大次数









1) 基准问题 I: Ｒosenbrock function
f1 ( x) = ∑
M － 1
i = 1
［100( xi + 1 － x2i ) 2 + ( xi － 1) 2］
2) 基准问题 Ⅱ: Ｒastrigin’s function
f2 ( x) = ∑
M
i = 1
［x2i － 10cos( 2πxi ) + 10］
3) 额外问题: a non-differentiable and non-convex function
f3 ( x) = ∑
M
i = 1
| sin( x2i ) | + x2i
| xi |
上述所有目标函数都是非凸( 多峰) 且具有多个局部极小
值。其全局最小的分别满足 f1 ( 1) = 0，f2 ( 0) = 0 和 f3 ( 0) = 0。
需要注意的是，该函数 f3 具有许多不可微的局部极小点( 2-D
的情况如图 5 所示) 。把本文提出 SGPSO 算法与传统的 PSO
( 无速度修订) 应用于上述优化问题中，目的是寻找它们在 M
维立方体［－ 5，5］M ( M = 3) 的全局极小点。经过实验，得到它
们的性能比较情况，如图 6 所示。其中种群规模是在［－ 5，
5］M 中的 30 个粒子，进行了 200 次迭代。图 6 的每幅子图中，
y 轴表示为经过不同初始化的 50 次运行所找到的最佳函数值
的平均值，而 x 轴表示每个实验的迭代次数。在图 6 中，虚线
对应于传统 PSO 的性能，而实线对应于本文提出的 SGPSO 的
性能。从图 6( a) ～ ( c) 可看出，随着迭代次数的增加，SGPSO
比传统的粒子群获得更高的效率，而传统的粒子群通常陷于
局部极小值。进一步地，在图 7 中，与 M = 3 时类似的实验，






( a) Ｒosenbrock 函数 ( M =3)
( b) Ｒastrigin 函数( M =3)
( c) 额外问题不可微非凸函数
( M =3)
图 6 SGPSO 与传统 PSO
在 Ｒosenbrock、Ｒastrigin
及一个不可微非凸函数的
性能比较( M = 3)
( a) Ｒosenbrock 函数( M = 50)
( b) Ｒastrigin 函数( M = 50)
( c) 额外问题不可微非凸函数
( M = 50)
图 7 SGPSO 与 PSO、CPSO、
CLPSO、CCPSO2 多个 PSO 算法
在 Ｒosenbrock、Ｒastrigin 及一个不可
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