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Abstract
The main objective of the study described here is to improve the characterization of Atmospheric Motion Vectors (AMVs) and their errors to improve the use of AMVs in Numerical Weather Prediction (NWP). AMVs are estimates of atmospheric wind derived by tracking apparent motion across sequences of meteorological satellite images, and it is known that they tend to exhibit considerable systematic and random errors and geographically varying quality, as shown in comparisons against radiosonde or NWP data. However, there is a rather limited knowledge of the characteristics and origin of these errors: they can arise in the AMV derivation process, but they can also arise from the interpretation of AMVs as single-level point observations of wind. An important difficulty in the study of AMV errors is the scarcity of collocated observations of clouds and wind.
To overcome that difficulty, this study approaches the analysis of AMV errors using a simulation framework: geostationary imagery is generated from high resolution NWP model simulations, and AMVs are derived from sequences of simulated images. The NWP model provides a "ground truth" and a sophisticated description of the atmosphere on a high-resolution grid at frequent timesteps, which allows a detailed study of AMV errors, bypassing the usual difficulty of the scarcity of observations. Provided model simulations are realistic, the analysis of AMV errors in this setting can shed light on the nature of AMVs derived from observed imagery and their errors. The study is performed on the basis of Meteosat-8 image simulations from the Weather Research and Forecasting (WRF) regional model, run with a nominal horizontal resolution of 3 km. SEVIRI channels IR10.8 and WV6.2 are used for the derivation of AMVs, and only AMVs obtained from cloudy scenes are used.
The study is described in two companion papers. The second part of the study, described here, focusses on observation operator aspects, i.e. on alternative interpretations of what AMV represent best. The key results are: 1) there is evidence that high level AMVs are more representative of the wind at a level within the cloud, rather than the cloud top; 2) in addition, interpreting the AMVs as vertical averages of wind can give some benefits, but these are relatively small compared to interpreting the AMVs as single-level wind estimates for a suitably-chosen level within the cloud; and 3) low-level AMVs seem to be more representative of a wind average over the cloud layer than of the wind at the base or the top of the cloud.
AMVs are broadly in-line with those from real AMVs, even though some errors and biases appear larger in the simulated data. Error correlations were also estimated, providing indications of significant spatial as well as temporal and vertical error correlations.
It has often been suggested that the traditional interpretation of AMVs as single-level point estimates of wind might be one of the causes of AMV errors (e.g., Rao et al., 2002; Velden and Bedka, 2009 ). The reason becomes apparent if we consider the process of AMV derivation. In the operational derivation of AMVs from geostationary imagery, apparent motion of radiance or Brightness Temperature (BT) patterns is tracked across images by using region-matching methods. The interval between consecutive images is currently in the range of 15 to 30 minutes, the size of the tracer boxes used in the tracking step is typically around 24x24 pixels (i.e. at least 75x75 km for a nominal horizontal resolution at nadir of 3km), and radiances represent the contribution of a vertical layer, especially in the case of clear-sky areas in water vapour (WV) imagery. It has been suggested that considering what the images represent and how AMVs are derived, it would be more appropriate to interpret AMVs as vertical, horizontal and time-averaged estimates of wind (e.g Rao et al., 1990; Büche et al., 2006) .
In order to test whether it is appropriate to interpret AMVs in a certain way, the model wind according to that interpretation is calculated, and then AMVs are compared against collocated model winds to produce the usual statistics. The process of calculating an observation equivalent from model fields is also referred to as the "observation operator" in data assimilation. A well designed observation operator and a good knowledge of the characteristics of the observation errors are needed in order to make an optimal use of that type of observation by the assimilation system.
A number of studies have investigated the effect of interpreting the AMVs as an average wind over a layer in the vertical, by comparing the AMVs against radiosonde data (e.g., Rao et al., 2002; Velden and Bedka, 2009 ) or short-term forecasts (e.g., Bormann et al., 2002; Forsythe et al., 2010) . In these studies, the layer mean is calculated as a weighted average, using either top-hat or Gaussian weighting functions. The layers can be positioned around the originally assigned level, or with their center offset relative to the originally assigned level. Using an approach in which the layer was positioned below the originally assigned pressure for high level winds, Velden and Bedka (2009) found that the AMVs compared better to radiosondes when the radiosondes were averaged over layers of around 30-100 hPa for cloudy infrared or water vapour winds. As their study was based on AMVs collocated with three radiosonde sites only, the wider applicability of the results is unclear. Forsythe et al. (2010) also found some benefits from calculating AMV-equivalents from short-term forecasts as averages in the vertical, yet they argued that the depth of the layer may need to be situation-dependent to achieve the full benefit.
A high-resolution model simulation provides not only ground-truth winds, but also a very detailed description of the "true" atmosphere on a high-resolution grid. Cloud related variables, such as liquid-water mixing ratio or ice mixing ratio, are either part of the simulation output or can be calculated from it. The detailed description of the atmosphere allows the exploration of alternative interpretations of AMVs involving e.g. the vertical location of cloud layers, and also to study how specific conditions of the ambient cloud affect AMV quality. The simulation framework allows a more detailed and focussed analysis than is normally possible when using real observations.
In the current study, we use the possibilities open by the simulation framework to explore alternative interpretations of AMVs as vertical as well as spatial averages, and the impact of reassigning AMVs to vertical levels or layers related to the model ambient cloud layer. In particular, we revisit the traditional assumption that high-level and low-level AMVs best represent, respectively, the wind at the top and at the base of the ambient cloud layer.
The structure of the paper is as follows. Section 2 describes briefly the data used in the study. Section 3 focusses on the interpretation of AMVs as horizontal and vertical averages of wind. Section 4 concentrates on AMV observation operators that include cloud variables. Section 5 explores other aspects related to the role of clouds, and section 6 concludes the paper, summarizing and pointing at directions for future work.
Data
In this section, we give a short description of the simulation and datasets used in the study. The reader is referred to the companion paper (Hernandez-Carrascal et al., 2012) for details.
The model used for the simulation is the Weather Research and Forecasting (WRF) regional model, with a nominal horizontal resolution of 1.7-3 km. The simulated images replicate the geometry and resolution of Meteosat-8 SEVIRI images. The study period spans 24 hours, starting 16 August 2006, and the study area is the prime disk covered by MSG at 0 • longitude within the latitudes 58 • S / 58 • N, restriction due to the model simulation.
The WRF is a compressible non-hydrostatic regional NWP model, described in Skamarock et al. (2005) . The WRF includes various microphysical quantities as prognostic variables, parameterized using the Thompson et al. (2008) mixed-phase cloud microphysics scheme. This sophisticated microphysics scheme is a particularly important characteristic for this study. An existing simulation with the WRF model was used in this study, kindly provided to ECMWF by CIMSS and further described in Otkin et al. (2009) . The dataset was produced with version 2.2 of the WRF, run over a domain covering the prime Meteosat disk (within 58 • latitude), with a resolution that varies from 3 km at the equator to 1.7 km at the N and S boundaries, and 52 vertical levels (model top at 28 hPa). The WRF was initialised on 15 August 2006 18Z, from 1 • analyses from the Global Data Assimilation System (GDAS). The study period is covered through a 6-30 h forecast, i.e. a six hours spin-up period was allowed for the simulation to develop fine scale structures from coarser initial conditions. The fields from the simulation output were available on timesteps of 15 min throughout the study period.
SEVIRI images from the WRF simulation output were produced every 15 min over the study period using version 9 of the RTTOV radiative transfer package (Saunders et al., 2008) . All 8 infrared and nearinfrared channels of SEVIRI were simulated over the study area. AMVs were derived by EUMETSAT from the WRF simulated imagery (SEVIRI channels IR10.8 and WV6.2), using a prototype derivation system developed in preparation for Meteosat Third Generation imagery (Borde et al., 2011) . AMVs were produced half-hourly, from triplets of images. Only cloudy AMVs were produced for this study.
AMVs interpreted as vertical and horizontal averages of wind
This section concentrates on the evaluation of AMVs interpreted as wind averages. We consider calculating AMV-equivalents from the model data by averaging over layers in the vertical as well as over neighbourhoods in the horizontal. The approach for averaging in the vertical is similar to that used in Velden and Bedka (2009) . It must be emphasized that all the AMVs in this study were derived from cloudy tracers. If tests similar to the ones presented here were applied to clear-sky AMVs, the results would presumably be quite different, as radiances in clear-sky tracers represent the contribution of deeper tropospheric layers.
Method
For each AMV in the study set, a set of relevant data were extracted from the stored model fields at the same time, to help with the calculations. Given the latitude and longitude of an AMV, for each model level from 1 (closest to surface) to 45 (around 80 hPa), the following values were obtained: u and v at the nearest gridpoint, and two neighbourhood averages of u and v, for radii of 30 km and 40 km. Therefore, three wind profiles associated to each AMV were available for subsequent calculations: 1) u and v at the nearest gridpoint, 2) u and v averaged on a 30-km radius neighbourhood, and 3) u and v averaged on a 40-km radius neighbourhood. Throughout the section, the labels used to identify these profile types are NR0, NR30 and NR40, respectively.
Regarding vertical averages, two types of layer were considered:
centre : The layer is centred on the pressure originally assigned to the AMV: if amv pres represents the original pressure of the AMV, and ∆p the depth of the layer for the average, the pressure interval used for the average is
below : The layer is located just below the AMV level in the vertical, i.e. the pressure interval used for the average is [p 0 , p 1 ] = [amv pres, amv pres + ∆p].
All vertical averages were calculated using a boxcar weighting function. In some cases, the pressure interval [p 0 , p 1 ] was not fully contained in the pressure interval determined by the first and last model levels in the considered profile; this happened particularly for low-level AMVs for deep layers, but also to some extent for high level AMVs. In those cases the averaging interval was reduced as needed.
When AMVs were interpreted as single-level point estimates of wind, for each AMV the model wind was obtained as linear interpolation of the collocated model profile (NR0) to the chosen pressure.
For comparisons, we also considered the case of interpreting the AMVs as single-level point estimates of wind, but with a systematic shift in the height assignment:
new HA : The AMV is reassigned lower in the atmosphere by a pressure increment ∆p to amv pres + ∆p, and interpreted as single-level estimate of wind.
Results
In this section, the expression height bias is used often; with it we mean a bias with respect to the most representative level for AMVs, i.e. the level leading to the best overall statistics), not a bias with respect to the cloud top.
Figures 1 and 2 show how the comparison statistics vary with layer depth, for high level water vapour and infrared AMVs, respectively. When the model wind is calculated as an average over a layer centred on the original AMV pressure (centre), both the root mean square vector difference (RMSVD) curves (left panels) and the bias curves (right panels) show a consistent picture for the three latitude bands: an improvement as the layer depth increases, almost all the way from 0 to 300 hPa. When the model wind is calculated as an average over a layer placed just below the originally assigned level (below), the figures show a clear overall improvement with respect to the centre curves. For the three latitude bands, the RMSVD below curves show better values than those of the centre curves for depths up to around 220 or 240 hPa. The differences are particularly large for the tropics. Both the RMSVD and the bias curves show an optimal depth in the region of 120-160 hPa for the water vapour winds, and 180-220 hPa for the infrared winds for the three latitude bands for this type of vertical averaging.
In the case where the averaging is performed over a layer below the assigned level, most of the improvement comes from implicitly increasing the assigned pressure of the AMVs. This can be seen by comparing the statistics for the below and new HA curves in Figures 1 and 2 . For the latter case, the AMV is simply reassigned lower in the vertical, to the centre of the layer used in the below case, but otherwise treated as single-level point observation. The similarity between the RMSVD and bias curves is very striking, particularly around the optimal ∆p, and the improvement from layer averaging is comparatively small. The statistics suggest an optimal mean downward reassignment of around 60-80 hPa for the high level water vapour winds and 90-100 hPa for the high level infrared winds.
Mid and lower level AMVs show a similar behaviour: there is a clear improvement both in RMSVD and speed bias when the effective height of the AMVs is lowered, either by calculating model equivalents as averages over a layer below the originally assigned height or by reassigning the AMVs to a lower level (Figures 3 and 4) . Most of this improvement comes from assigning the AMVs lower in the atmosphere rather than the layer averaging (compare below and new HA curves). In contrast, averaging around the originally assigned level leads to little or no improvement, even for very large layer depths. For middle-levels, the statistics suggest a very large systematic error in the height assignment of the AMVs of 150 hPa or more, whereas for the low levels this bias is around 100 hPa.
We also investigated the effect of calculating the model equivalents as horizontal averages, and while this again leads to some benefits, the improvements are very small. Figure 1 , and therefore it is where the effect of the horizontal averaging can be appreciated better. For the three latitude bands, the RMSVD is slightly better for NR30 than for NR0, and very similar for NR30 and NR40; a similar pattern can be noticed for other depths (not shown). Regarding the speed bias, it is also better for NR30 than for NR0, and very similar for NR30 and NR40; however, this is not a consistent pattern, and the opposite is true for other depths (not shown). It should be noticed that no attempt was made to separate results according to the local horizontal variation of wind. That the differences between different neighbourhood radii are so small could be a consequence of the wind being a smooth field for high levels (with notorious exceptions such as the jet).
Restricting the analysis to cases of significant horizontal variation would likely give a better insight into the value of horizontal averaging in specific cases. It should also be noted that the effective resolution of the model wind field will be lower than the nominal grid resolution (1.7-3 km), and the inherent smooth representation means that the effect of spatial averaging of the wind field may be underestimated in our simulation framework. This also holds for the vertical representation which is subject to the model's effective vertical resolution.
Discussion
The results of this study, regarding vertical averaging, are to a large extent consistent with the findings of previous studies involving the comparison of AMVs with vertical averages of wind (Velden and Bedka, 2009; Forsythe et al., 2010) . Velden and Bedka (2009) compared AMVs from NOAA/NESDIS operations with radiosonde observations of winds at three different locations, and they found a consistent better agreement between AMVs and layer-averaged radiosonde wind than between AMVs and the radiosonde wind at the assigned AMV pressure, with optimal depths varying between 30 and 100 hPa for cloudy AMVs, depending on radiosonde site, height assignment method, vertical level and spectral band. Forsythe et al. (2010) compared real AMVs from Meteosat-9 IR10.8 imagery with first-guess observation equivalents in the Met Office system, treating AMVs as layer observations, and found a small reduction in mean vector difference (MVD) when AMVs were interpreted as vertical averages, compared to the traditional interpretation. However, they found that the best results were obtained for layers of 20-60 hPa depth. The difference concerning the optimal layer depth might be due, at least partly, to different height biases, although other factors could be at play.
The results shown so far suggest that the height assignment used in the current study has an overall tendency to place the AMVs too high in the vertical, with a bias of around 80-100 hPa. This bias is meant as a bias with respect to the most representative level for AMVs, i.e. the level leading to the best overall agreement between AMVs and the truth), not a bias with respect to the cloud top. Comparisons between best-fit pressures and the originally assigned pressure also point to a bias of such magnitude (not shown). This height bias appears to be present in the tropics as well as the extra-tropics, and at all levels. The bias appears very large, and it is also larger than indications of height assignment biases obtained with real AMVs in the past. These are typically of the order of a few tens of hPa (e.g Salonen et al., 2012; Bormann et al., 2002) .
A number of factors may contribute to such a large height bias. It is possible that part of it is the result of small differences in the bias characteristics of the observed and simulated brightness temperatures, leading to a bias in the height assignment to the cloud top that is specific to the current simulation. The realism of semi-transparent clouds will be particularly important for the high level winds, and systematic short-comings either in the WRF simulation or the radiative transfer may also contribute to the biases seen here. The bias may also be partly due to a bias in the CLA (cloud analysis) product used to estimate the height of cloud tops in the AMV derivation prototype, or to the use of the CCC method (and the threshold applied) to identify the feature tracked, as this determines the pixels that are taken into account in the final estimate of the AMV height. Finally, the benefit of assigning the AMVs to lower heights may support the hypothesis that the cloud top is not the most representative height for AMVs, and instead a lower height or layer would be more appropriate. This aspect will be investigated further below.
Conclusions
The main findings from the experimentation with the simulated AMVs described in this section are:
• Horizontal and vertical averaging of model wind consistently leads to better agreement between the AMVs and model equivalents, but the improvement brought by vertical averaging is generally small, and the improvement brought by horizontal averaging is very small.
• Reassigning AMVs to lower heights in the vertical brings a considerable improvement regarding both RMSVD and bias. Overall, the optimal pressure increment is around 60 to 80 hPa for highlevel AMVs derived from the WRF WV6.2 simulated imagery, and around 90 hPa for the IR10.8
imagery. An interesting point to notice is that the optimal pressure increment is roughly the same for both RMSVD and bias.
When biases in the AMV height assignment are large, the improvement brought by implicitly reassigning AMVs to a different level masks the benefits of averaging, and therefore make it difficult to accurately assess the improvements yielded by interpreting AMVs as averages. Even in the case of smaller height biases, it is not trivial to separate the issues of layer depth and height assignment errors, as already pointed out by Forsythe et al. (2010) .
We would like to emphasise that these results originate from a specific model simulation and a specific AMV derivation system. While the results regarding the improvements brought by averaging are likely to be similar for other simulations or derivation systems, as they relate to the nature of AMVs, the results regarding the improvements brought by reassigning AMVs to higher pressures will be very dependent on the specific AMV derivation system used in the study, and in particular to the height assignment algorithm, and to some extent also to the model simulation.
Another point we would like to stress is that all the AMVs in the dataset were obtained by tracking cloudy tracers. Considering the nature of WV imagery, it is not likely that the tests described in this section would yield similar results if they were applied to clear-sky AMVs.
Observation operators that involve cloud variables
In this section we explore observation operators that take into account the location and characteristics of cloud layers. This is only possible thanks to the detailed description of the atmosphere that a highresolution model simulation provides. This model information is used in two ways: firstly, to identify atmospheric situations for which the interpretation of AMVs should be simpler, and secondly, to aid the interpretation of the AMVs themselves, for instance by attributing the AMVs to heights or layers obtained from the distribution of the model clouds directly.
Methods

Classification of AMVs according to collocated model cloud profiles
A simulation framework allows to design model-based classifications of ambient cloud profiles. In this study we use a simple classification of AMVs, according to the characteristics of collocated model profiles, into ice/liquid and single/multi-layer cloud situations. The main purpose of this classification is to identify multilayer situations and to distinguish between ice and liquid-water cloud layers, and it has the advantage that it is based directly on model output.
A more sophisticated classification that also distinguishes, for instance, convective and non-convective cases would be possible but is beyond the scope of the current study. Alternatively, cloud classifications into cloud types designed for observed images could be adopted for simulated imagery; such a classification would be more sophisticated, but on the other hand it would introduce intermediate products between the model output and the classification, and therefore possibly errors.
We classify the cloud profiles into the four categories shown in Table 2 . The classification considers the profiles of cloud fraction and the total mixing ratios of all liquid or ice species of the WRF model combined. These were obtained from a neighbourhood with a radius of 30 km around the assigned AMV location, with the cloud fraction being the relative frequency of cloudy grid points in the neighbourhood, and the mixing ratios calculated as the average over the cloudy grid points. Ideally, this step should have taken into account the extent of the actual feature tracked in the AMV derivation (in this study through the CCC method -e.g. Borde and Oyama, 2008) . However, this information was not available in the AMV dataset, and instead a neighbourhood consistent with the typical feature size was used. Note that simply using the WRF cloud information from the gridpoint nearest to the AMV location was found inappropriate in this context, due to the large spatial variability of clouds. For our classification, a model level is considered cloudy if more than 15 % of the model grid points in the 30 km neighbourhood are cloudy, and the mean ice mixing ratio (respectively liquid-water mixing ratio) is above a threshold value of 10 −4 g / kg. An ice (respectively liquid-water) cloud layer is formed by a set of consecutive ice (respectively liquid-water) cloud levels. In the classification of AMVs from WV6.2 imagery, cloud levels below 700 hPa were ignored, as their contribution to the top-of-atmosphere radiance is negligible for this channel.
Label Description Clear
No cloud layers present in the model profile
Ice1
One ice cloud layer (and no liquid-water cloud layers)
Liq1
One liquid-water cloud layer (and no ice cloud layers)
Multilayer Several liquid or ice cloud layers Table 2 : Cloud profile types according to the number of ice cloud layers and liquid-water cloud layers. Figure 5 shows an example of collocated profiles of several model variables for one particular AMV. In this example, there is one ice-cloud layer and one liquid-water cloud layer, and the profile would be classified as Multilayer. This figure illustrates the kind of information that the model output can provide. Table 3 shows the relative frequency of each cloud profile type, for AMVs derived from the WRF WV6.2 and WRF IR10.8 sets of simulated images. Two points are apparent: one is the high frequency of AMVs classified as clear according to the model profiles, especially in the case of WV6.2 imagery. This is surprising, considering that only cloudy tracers were used in the derivation process. This is partly the result of a short-coming of the cloud classification used in the AMV derivation. The cloud classification in the AMV derivation also considers low-level clouds, even though these are unlikely to be visible in the water vapour channel. In addition, small differences in the biases in the simulated dataset may also lead to mis-classifications during the AMV derivation.
Another striking point is the high occurrence of multilayer situations. It is generally recognized that multilayer situations are very challenging and not handled well by current operational derivation systems, both in terms of the tracking and the height assignment; the high occurrence implies that it is potentially an important source of AMV errors. However, it should be noticed that this classification has a tendency to overestimate the occurrence of multilayer situations. In some scenes that are multilayer from the model perspective, the contribution from lower layers to the top-of-the-atmosphere radiance is negligible, i.e. the image may only represent cloud information from the top layer. In addition, cases such as one mixed ice and liquid-water cloud layer would be labelled as multilayer according to this classification. The main purpose of the classification is to identify situations for which height assignment should be less problematic. 
Model wind calculations
In the following, we consider different interpretations of AMVs (or observation operators) and make use of the cloud information provided from the model data to attribute the AMV to a certain level or layer. The cloud layer definition is the same as in the previous sections, and the cloud top/base are the highest/lowest model level considered cloudy. When AMVs are interpreted as single-level point estimates of wind, the model wind is calculated by linear interpolation of the nearest-gridpoint wind profile to the chosen pressure. The following interpretations are used: pMean : AMVs interpreted as single-level point estimates of wind, at a pressure within the model cloud. This pressure is calculated as an average over the top cloud layer, with weights proportional to the ice (or liquid-water) mixing ratio; it tends to be close to the maximum of the liquid or ice water mixing ratio.
VerAve : AMVs interpreted as an average of wind over the top model cloud layer. In this case, the model wind is calculated as an average, over all the model levels from the bottom to the top of the layer, of the neighbourhood-averaged profiles of u and v.
For reference, two further model winds are calculated:
LinInt : The usual interpretation of AMVs as single-level point estimate of wind at the pressure assigned to the AMV during the derivation.
LBF : The model wind at the level of best fit (LBF) pressure, defined as the pressure minimizing the vector difference between (u, v) from the AMV and (u, v) from the model nearest-gridpoint wind profile, assuming a linear variation of u and v between model levels.
Results
In the following, we restrict our analysis to cases with a single cloud layer, as this simplifies the investigations into a relationship between the model cloud and the derived wind. For these cases, there is no ambiguity regarding the cloud layer used for the alternative ways of calculating model winds, and also the difficulties brought by multilayer situations are avoided. Figures 6 to 8 and Table 4 show that calculating the model wind by linear interpolation of the model wind profile to the pressure assigned to the AMV (LinInt label) leads to a considerable slow bias in the extra-tropics, and to a fast bias and a very large dispersion in the tropical region. Assigning each AMV to the top of the cloud layer (label pTop) leads to very marked slow biases (including the tropics), while the overall appearance of speed histograms looks quite similar to those of LinInt. Reassigning each AMV to a pressure in the middle of the cloud (label pMean) leads to a clear improvement regarding bias and RMSVD in the northern hemisphere and to a much better RMSVD in the tropics; over the southern hemisphere, the agreement between AMV and model speed is also improved (Figure 8 ), even though the RMSVD and speed bias shown in table 4 do not reflect this, due to the presence of a number of outliers. Calculating the model wind as an average over the cloud layer (label VerAve) leads to a fast bias in all the latitude bands, particularly marked for the southern hemisphere, and overall similar values for RMSVD as with the pMean calculation. Overall, interpreting the AMVs as representing wind at a level within the model cloud produces the best results.
High-level AMVs
One possible explanation for the outliers in Figure 8 is that when the cloud layer is very deep, the pMean tends to produce a too high pressure, i.e. to locate AMVs too low in the vertical, towards levels that are already totally obscured by the cloud in the imagery. To test this explanation, similar statistics were produced for a variant of pMean. In this variant, the model wind was obtained by linear interpolation of the nearest-gridpoint wind profile to the pressure pMCap = max (pMean, pTop + cap), for cap = 100 hPa. The choice of cap took into account the results shown earlier in the paper, but it was somewhat arbitrary, and the best choice is likely to depend on the cloud optical depth. Figure 9 and Table 5 show, respectively, the 2D speed histograms and the RMSVD and bias values obtained when using pMCap for WRF WV6.2 AMVs for southern hemisphere extra-tropics. A comparison with Fig. 8 shows that the amount of outliers decreases considerably, and a comparison with Table 4 shows that there is a clear improvement in RMSVD and bias when AMVs are assigned to the pMCap. To further highlight the relationship between the model cloud top, the originally assigned pressure level, and the level of best fit, Figure 10 shows histograms of differences between these alternative pressure levels. The left column of Figure 10 shows histograms of the difference pTop − pAMV between the pressure of the model cloud top and the originally assigned pressure, for high-level WRF WV6.2 AMVs, for the Ice1 subset, for the three latitude bands. The histograms show that the pressure assigned during the derivation tends to be lower than the model cloud top for tropics, i.e. AMVs tend to be placed too high in the vertical with respect to the model cloud top, while the opposite is the case for the extra-tropics. For the subset studied, the AMV height assignment algorithm does not seem to have a clear overall tendency to underestimate or overestimate the pressure of the cloud top. The histograms are consistent with the finding that assigning the AMVs to the originally assigned pressure or to the model cloud top gives broadly similar results for the extra-tropics (see top panels of Figures 6 and 8 and the RMSVD values in Table 4 ).
The right column of Figure 10 shows histograms of the difference pTop − pLBF between the pressure of the model cloud top and the best fit pressure, for the same AMVs dataset as in the left column of the figure. Notice that the AMV height assignment does not play any role here, as both pTop and pLBF pressures are model values.
The three panels show that, for the subset tested, the pLBF is clearly larger than pTop, that is the best fit level tends to be below the cloud top in the vertical, typically by around 50 hPa. These results are consistent with the earlier finding that a height assignment lower in the atmosphere leads to better results (e.g., Figure 1 and Figures 6 to 8) , and give further evidence to support the hypothesis that the best pressure to assign AMVs is not that of the cloud top, but a pressure within the cloud.
The two columns of Figure 10 link the two aspects of AMV height assignment: 1) What is the most appropriate level for the assignment of AMVs?, and 2) How to estimate that level in height assignment algorithms? A simulation framework provides the true wind profile, on the one hand, and a detailed description of cloud layers, on the other, and therefore allows to study separately how good the estimation of the cloud top pressure is in a particular AMV dataset, and whether the cloud pressure top is the most representative level for AMVs.
The results shown in this section suggest that assigning high-level AMVs to a representative level within the cloud layer (pMean or pMCap) significantly improves the agreement between AMVs and the model truth equivalent. Most importantly, speed biases are close to zero for this choice of height assignment.
The results also suggest that assigning AMVs to an estimate of the cloud top for high level AMVs will introduce a bias, and instead a lower height that depends on the structure of the cloud is required. This aspect may have important implications for the use of cloud top pressure products for AMVs: a product that more accurately determines the cloud top may give rise to poorer speed biases for AMVs compared to a product that has been tuned for AMV requirements, as the AMV product will have been tuned to assign the AMVs lower within the cloud. Corrections to such accurate cloud top products may be needed to get the best benefit for AMVs.
Low-level AMVs
We will now consider low level AMVs. To simplify the interpretation, we again restrict the sample of winds to scenes with exactly one liquid-water cloud layer (Liq1). Figure 11 shows 2D histograms of speed for low-level AMVs derived from the WRF IR10.8 simulated imagery, for northern hemisphere extra-tropics with a model-independent QI > 80%. The figure shows histograms for four types of modelequivalent winds: LinInt, pBot, pMean and VerAve. Figures 12 and 13 show similar histograms, for tropics and southern hemisphere extra-tropics, respectively. Table 6 shows summary statistics for the same AMVs and model-equivalent winds, and it also includes RMSVD and bias for pTop.
Comparing the results for the different interpretations of AMVs, there is a clear improvement when the model-equivalents for low-level AMVs are calculated with any kind of knowledge of the location of the model clouds. Reassigning each AMV to the bottom (pBot), the top (pTop), or a level within the cloud (pMean), as calculated from the model cloud data, leads to better statistics than when the originally assigned pressure level is used (LinInt). This suggests that the AMV derivation algorithm appears to struggle to estimate a pressure level that is appropriate for low level clouds. Interpreting the AMVs as an average wind over the cloud layer (VerAve) gives the best results in terms of the RMSVD, with a clear advantage over the other model-equivalents considered, including the pMean.
There is no evidence from our statistics that low level AMVs best represent the wind at the cloud base. Assigning the AMVs to the base of the cloud (pBot) or the top (pTop) gives similar results in terms of speed bias and RMSVD (e.g., Table 6 ), whereas assigning the wind to a level within the cloud (pMean) leads to overall the best comparisons for single level interpretations of AMVs. Traditionally, low level AMVs are considered to best represent wind at the cloud base, following work by Hasler et al. (1979) and other considerations, but our statistics do not show evidence for this. Instead, it appears that an average over the cloud layer may be more appropriate. 
Conclusions
This section has shown how the detailed information on clouds provided by the model simulation output can be used to explore alternative interpretations of the nature of AMVs. As a first step, a basic classification of AMVs, according to the characteristics of collocated model profiles was presented. This classification allowed to restrict tests to specific cloud profiles in a very straightforward way.
We have explored a number of AMV observation operators, i.e. ways of calculating the model wind, involving cloud variables: 1) as single-layer point estimate of wind, reassigned to a cloud-average pressure, 2) as an average of wind over the cloud layer. We have also explored the reassignment of high-level AMVs to the pressure of the cloud top, and the reassignment of low-level AMVs to the pressure of the cloud base, as currently it is commonly accepted that these are the levels that AMVs represent best. The main conclusions are:
• Regarding high-level AMVs, reassigning AMVs to a cloud-average pressure leads to clear improvements, provided the cloud layer is not too deep. For deep clouds, it appears beneficial to restrict the cloud-average pressure to the upper part of the cloud.
• Regarding low-level AMVs from the WRF IR10.8 imagery, calculating the model wind as an average over the cloud layer gives the best results, regarding both RMSVD and bias. Interpolation to the bottom of the cloud fares worse, although it is still better than interpolation to the pressure assigned during the derivation, which suggests that the cloud pressure is not well estimated by the derivation algorithm.
Cloud characteristics and AMV quality
The detailed description of the atmosphere provided by the output of a simulation based on a highresolution model able to resolve clouds explicitly allows to study how different ambient conditions affect AMV quality. In the following we will have a closer look at multilayer scenes and study the dependence of comparison statistics on the depth of the cloud layer.
Multilayer scenes
The classification of cloud profile types shown in Table 2 shows that multilayer scenes are very frequent. On the other hand, it is generally recognized that often they are not handled well by current operational AMV derivation algorithms if the top layer is semitransparent. This is therefore an area where progress could lead to an improvement in overall AMV quality, and also where a simulation framework could be of considerable help, as the model output provides details about cloud layer locations, ice and liquid-water mixing ratio, etc. Figure 14 shows 2D histograms of wind speed for WRF IR10.8 AMVs for all cloud profile types (CPT = ALL), and for only one layer of ice-cloud (CPT = Ice1), for two model-equivalent winds (LinInt and pMean). The left panels show an area where AMV speed (around 10-15 m/s) is considerably lower than that of the model wind. This area does not appear in the right panels, which suggests that that problem is linked to multilayer situations. Two types of model wind have been included in the figure, to eliminate problems linked to a specific way of calculating the model wind. Notice that only AMVs with QI > 80% have been taken into account. The four histograms suggest an incorrect height assignment, related to multilayer situations, and resolved in a similar way for neighbour AMVs (as otherwise they would not have reached the QI threshold).
Figure 15 (top) shows an example of an interesting multilayer scene, which might offer an explanation for the problem described above. The two profiles on the left show that the wind has been assigned quite high in the troposphere, and that the best-fit pressure (marked as a horizontal line in the panel) is well defined and located lower in the vertical. The two profiles on the right show that the best-fit pressure coincides with a liquid-water cloud layer. A possible explanation is that a semitransparent icecloud layer allows patterns in the low liquid-cloud layer to be seen through, and the tracking algorithm captures the low level pattern while the wind is assigned to the high-level layer. The model-independent QI assigned to the AMV is 83%. Visual inspection suggest that this kind of situation is not frequent, but not uncommon. In similar cases, visualisation of the profiles of neighbour AMVs shows that the same type of pattern is often resolved in the same way, which explains the high QI assigned.
The lower panels of Figure 15 show a similar set of profiles for a multilayer scene which the AMV derivation resolved well. Visual inspection of these types of profiles shows that many multilayer scenes are well resolved, either because the cover and depth of the upper layer are such that the layer is sufficiently opaque (i.e. the contribution from the lower layers to the top-of-the-atmosphere radiance is negligible), or because the CCC method is successful in identifying the pattern tracked. Finally, there are also cases which are not well resolved, but that are marked with a low QI. The example shown in the upper panel of Figure 15 is therefore a worst-case scenario, which unfortunately seems to be not exceptional.
Figures 14 and 15 illustrate how the information provided by the model output can be used to study specific situations, e.g. multilayer situations. A simulation framework can bring new insight into multilayer scenes, and therefore help either to resolve them in a better way, or at least to detect them and flag them. Neighbour scenes tend to be resolved in the same way, and a QI based on internal consistency might not be able to detect situations like the one described in Figure 15 ; therefore, marking multilayer scenes explicitly and including information about the global LBF would likely be of help to AMV users.
Impact of the depth of the top cloud layer
The purpose of the tests described in this section is to assess the impact of the depth of ice clouds on AMV quality. The motivation is that von Bremen (2008) , in his study on AMVs derived from simulated imagery, hypothesised that thicker cirrus clouds represent more stable tracers, and therefore lead to AMVs that better represent the ambient wind. He found that, for cirrus clouds in environments with a small variation of wind speed with height, the AMV statistics improved with the vertical extent of the top cloud layer, although the number of AMVs in his test was very small. Figure 16 shows average RMSVD and bias curves for varying depths of the top cloud layer, for all highlevel AMVs from class Ice1 (i.e. exactly one ice cloud layer), with a model-independent QI > 80% and a satellite zenith angle not larger than 70 • , from WRF WV6.2 images (top) and WRF IR10.8 images (bottom). The depth of the layer has been calculated as the difference between the pressures of the cloud top and the cloud base; the AMVs were binned in intervals of 20 hPa, with the first interval [0, 20] including AMVs where the layer consists of one level, and the last interval including all AMVs for which the top layer has a depth above 500 hPa. Each panel shows the number of AMVs in each bin, and two pairs of RMSVD and bias curves, one for the model wind at the LBF (as a reference) and one for the model wind calculated as linear interpolation of a collocated model profile of wind to a layer-average pressure (label pMean; details described in section 4.1). The reason for selecting this way of calculating the model wind is that it was the one that showed best overall results in the comparison presented earlier in this section. The LBF-RMSVD curves serve as a lower bound, as by definition the LBF represents the best possible RMSVD value.
The statistics shown in Figure 16 do not support the hypothesis that AMVs derived from thicker ice cloud layers represent better the ambient wind than from thinner layers. While a slight decrease in RMSVD and bias with cloud depth can be seen in comparisons between AMVs and model winds at pMean in Figure  16 for very thin clouds, the sample size is very small, and the statistics are not considered representative. Moreover, the decrease does not appear in the curves for the LBF. For both IR10.8 and WV6.2 AMVs there is instead an increase in the RMSVD and speed bias from around 180 hPa, which is probably due to the nature of this model wind calculation (the average pressure over a deep layer is likely to underestimate the AMV's height). Furthermore, the RMSVD curve for the LBF is remarkably stable, if we leave bins with very few data aside; this supports the view that the progressive increase in RMSVD-pMean from around 180 hPa onwards is due to the model wind calculation method and not to the increased depth. Figure 17 gives a more detailed picture for the WV6.2 set of AMVs; each panel shows results for one latitude band. Regarding the distribution of depths, perhaps the most noticeable point is that large depths are more frequent in the southern hemisphere extra-tropics than in the tropics or the northern hemisphere. Regarding RMSVD curves, the LBF curve appears quite stable for the three latitude bands; the curve for pMean shows an increase in RMSVD as depth increases, from around 180 hPa. The deterioration is particularly noticeable for the southern hemisphere extra-tropics, where deep layers are frequent. This is consistent with the earlier finding that assigning the winds to a "capped" version of the cloud-average wind (pMCap) provides a better level for the southern hemisphere winds.
It is worth noting that our results cannot be directly compared to von Bremen (2008) . Von Bremen used an average model cloud layer wind in his comparisons, whereas we used assignment to a layer-average pressure and assignment to the LBF. Also he further restricted the sample of AMVs to situations with little wind shear, and he used the number of model levels as a measure of layer depth. Moreover, the QI filters used in the two studies are also different. Nevertheless, our findings do not support his findings, and the reasons for this are unclear.
The test described here, regarding the impact of layer depth on AMV quality for ice clouds, is an example of how a simulation framework can help to study the impact on AMV quality of specific ambient characteristics.
Conclusions
The main objective of the study described in this paper has been to improve the understanding of the characteristics and origins of AMV errors, to improve the use of AMVs in Numerical Weather Prediction, and it has approached the analysis of AMV errors using a simulation framework. High-resolution model simulations provide a very sophisticated description of the atmosphere, including cloud variables, which has allowed to explore alternative interpretations of the nature of AMVs, and to study the impact on AMV quality of specific ambient characteristics.
First, we have presented evaluations of cloudy AMVs from WRF WV6.2 and IR10.8 simulated images, interpreted as horizontal and vertical averages. The main conclusions are:
• Horizontal and vertical averaging of model wind consistently leads to better agreement between the AMVs and model-equivalent winds, but the improvement is quite small.
• Reassigning AMVs to lower heights in the vertical brings a considerable overall improvement for high and middle level AMVs, regarding both RMSVD and bias, for the specific model simulation and AMV derivation prototype used.
Secondly, alternative interpretations of AMVs, related to the ambient cloud layer, have been evaluated. The main findings are:
• For high-level AMVs and ice clouds, AMVs are more representative of the wind at a level within the tracked cloud, rather than the cloud top.
• For low-level AMVs and liquid-water clouds, the AMVs are more representative of a wind average over the layer than of the wind at the cloud base or the cloud top.
Finally, we have shown how the detailed information on clouds provided by the model simulation output can be used to study how specific atmospheric situations affect AMV quality. Multilayer scenes are quite frequent according to this classification, and sometimes they are not handled well by current derivation systems. Detecting them and marking them as part of the quality information associated to AMVs could therefore help to make a better use of AMVs; information about the best fit pressure could be useful in this respect. We have also analysed the impact of the depth of ice cloud layers on high-level AMV quality; the tests carried out do not show any significant variation in RMSVD or bias when AMVs are reassigned to the LBF pressure, and therefore no impact on quality of the vertical extent of the ice cloud layer.
Our analysis has highlighted that one of the largest shortcomings in the current simulated WRF AMV dataset appears to be the height assignment which consistently underestimates the representative pressure. Several factors contribute to this: it is likely that the underestimation is partly due to mismatches in bias characteristics between channels in the simulated and the observed imagery, possibly due to shortcomings in the radiative transfer model or upper level biases in the humidity or cloud fields in the WRF fields, and therefore specific to this simulation study. These could particularly affect the realism of the optical thickness of some cirrus clouds in the WRF simulation. While our analysis of brightness temperature characteristics did not show large discrepancies between simulations and observations (Hernandez-Carrascal et al., 2012) , more subtle differences can not be ruled out. It may also be partly due to a bias in the CLA (cloud analysis) product used to estimate the cloud top pressure in the AMV derivation prototype. However, our tests suggest that the differences between the AMV pressure and the pressure of the cloud top are clearly smaller than the differences between the AMV pressure and the representative pressure, and that the differences between the cloud top pressure and the best fit pressure are large; the underestimation of the representative pressure in our dataset might actually be partly caused by its reasonably good estimation of the cloud top pressure.
The present study suggests that it is beneficial to assign AMVs to a representative level within the cloud, rather than to an estimate of the cloud top for high-level AMVs or to an estimate of the cloud base for lowlevel AMVs, as is current practice. Further work is required to determine how this representative level can be derived in the absence of the detailed cloud information that is accessible in our simulation framework. Also, the finding suggests that it may either be beneficial to use height assignments specifically designed for AMVs (rather than general cloud top pressure products), or to develop height assignment corrections that are specifically designed to account for AMV characteristics (possibly derived on the user-side). This aspect requires further discussion in the community; for practical reasons it may be best to continue to assign AMVs to the best available estimate of the cloud top, but to develop corrections to the height assignment on the user side.
The detailed description of the atmosphere provided by a simulation framework offers new opportunities to analyse AMVs. This paper has shown some examples, but many other are possible. Regarding alternative views of what AMVs may represent, there are other possibilities to explore, such as an average over a small interval below the top or a variant of pMean where a limit is set to the difference between the pressure of the top and the layer-average pressure. The use of a Gaussian filter instead of a boxcar filter for vertical averaging could also be explored. Further investigations are possible with the simulated dataset, for instance, to investigate the origins of the correlated errors by using alternative AMV height interpretations as used elsewhere in this study. The new opportunities provided by a simulation framework go beyond the analysis of AMVs. For instance, a potential use of simulated imagery would be to validate cloud classifications from observed imagery.
Perhaps the main conclusion of this study is that the simulation framework is a very powerful approach. It opens new avenues for progress both in AMV derivation and in data assimilation. Regarding AMV derivation, it allows to study how specific ambient conditions affect AMV statistics, and also provides useful tools for case studies and for detailed height assignment analysis. Regarding AMV data assimilation, it allows to assess alternative interpretations of the nature of AMVs, and it makes it possible to estimate spatial, vertical and temporal error correlations related to each specific observation operator. However, it is important to keep in mind that the approach has its limitations as well. There are issues related to the model simulation, concerning e.g. the resolution, the realism of cloud structures or the spin-up period. The length of the study period is also an important point: in our study it was just one day, but the amount of data from the model output was huge. There is also the issue of the methodology: this is early days for the approach, and appropriate methods need to be developed and refined. Similar studies are currently ongoing by Lean et al. (2012) . Figure 1 , for low-level AMVs from the WRF IR10.8 imagery. Note that for the new HA curve, AMVs located below the lowest model level after the height reassignment were omitted (roughly half the number of AMVs at the largest reassignment shown), whereas for the other curves all winds were included, but the layer was restricted as described in the main text. 
