We study a class of quasi symmetric seventh degree systems and obtain the conditions that its two singular points can be two centers at the same step by careful computing and strict proof. In addition, the condition of an isochronous center is also given. In terms of quasi symmetric systems, our work is interesting and obtained conclusions about bicenters are new.
Introduction
One of the open problems for planar polynomial differential systems
is how to characterize their centers and isochronous centers. Article [1] pointed out that "a center of an analytic system is isochronous if and only if there exists an analytic change of coordinates such that the original system is reduced to a linear system, " so an isochronous center is also called a linearizable center. A center is an isochronous center or linearizable center if the period of all periodic solutions is constant.
The main method to investigate centers and isochronous centers problem is the computation of focus values and isochronous constants (see [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] ), which is a kind of active effective method. The vanishing of all isochronous constants or period constants is a necessary and sufficient condition for the isochronicity. Although theoretically the isochronous center problem can be solved by using the method letting all period constants become zero, in fact only the first few period constants can be given in personal computer. Hence, up to now the sufficient and necessary condition determining an isochronous center can only be found by making some appropriate analytic changes of coordinates which let the original system be reduced to a linear system. This kind of appropriate analytic change is very difficult to be obtained, so only a handful of isochronous systems are investigated. Several classes of known studied isochronous systems are as follows: quadratic isochronous centers (see [14] ); isochronous centers of a linear center perturbed by third, fourth, and fifth degree homogeneous polynomials (see [3, 4, 15] ); complex polynomial systems (see [1] ); reversible systems (see [12, 16] ); and isochronous centers of quartic systems with degenerate infinity (see [17] ).
For seventh degree system, [18] studied the limit cycles bifurcations. In this paper, we investigate the centers and isochronous centers problem for a class of seventh degree systems with the following form:
in which 6 ( , ) = (1 + 
and , ( ∈ {1, 2, 3, 4, 5}) are real numbers. We obtain that the infinity and the elementary singular point (−1/2, 0) of (2)| =0 have the same center condition and investigate the isochronous center condition of (−1/2, 0). What is worth pointing out is that the results of bicenters in a polynomial system of degree are less seen in published papers; our work is new and interesting.
In general, our investigations are shown as follows. Firstly, by making two appropriate transformations (i.e., (32) and (33)) of system (2), system (2) is transformed into system (34); hence, the problem of system (2) center problem and isochronicity is reduced to investigate system (34) center and the isochronous centers problem. Secondly, we prove that system (34) is symmetric about (−1, 0). System (34) has two symmetric elementary singular points (i.e., the origin and (−2, 0)), which are from the infinity and the elementary focus (−1/2, 0) of (2) under transformations (32) and (33). Thirdly, through calculating system (34) focal values when = 0 and careful analysis, we obtain the condition that the infinity and the elementary focus (−1/2, 0) of (2)| =0 become bicenters at the same time. Lastly, we study the above isochronicity problems of (−1/2, 0). During the course of investigating isochronicity of system (2)| =0 , at first we make use of the method in [19] to compute the first several period constants and find the isochronous centers' necessary condition; next we try to find the sufficient condition. We obtain all sufficient and necessary conditions that the elementary focus (−1/2, 0) of (2) become an isochronous center.
The paper is organized as follows. In Section 2, we introduce preliminary methods to calculate focal values (or Lyapunov constants) and period constants which are necessary for our study in Sections 3 and 4. In Section 3, we make two appropriate transformations which let research on system (2) be reduced to investigate a class of symmetric seventh degree systems in which the first five focal values with more simple expressions are given. Being based on it, we find the condition that the infinity and the elementary singular points of (2)| =0 can be bicenters and prove them. In Section 4, by analyzing all center conditions and all obtained expressions of periodic constants, we give all sufficient and necessary conditions that the elementary singular point (−1/2, 0) of (2)| =0 becomes an isochronous center and prove them strictly.
Preliminary Method to Compute Focal Values and Periodic Constant
In order to continue this study, at first we introduce previous methods to calculate focal values and periodic constants which are necessary for us to verify centers and isochronous centers. Consider the following real system:
where ( , ) and ( , ) are homogeneous polynomials of degree about and . By means of transformation
system (4)| =0 can be transformed into the following complex system:
where , , are complex variables and
Obviously, the coefficients of (6) satisfy conjugate condition; that is,
System (4)| =0 and system (6) are called concomitant systems (for the definition see [11, 12] ). For the complex analytic system (6), making transformation
system (6) can be transformed into
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According to the relation between systems (4) and (6) , in fact transformation (9) can be regarded as the following real polar coordinate transformation of (4)| =0 :
Under transformation (11) , from (10) we have
For the complex constant ℎ, |ℎ| ≪ 1, we write the solution of (12) associated with the initial condition | =0 = ℎ as
in which V 2 +1 (2 ) ( = 1, 2, . . .) are called the th focal value of the origin of (4). From (13) , it is clear that the origin of (4) is a center if and only if all V 2 +1 (2 ) = 0 ( = 1, 2, . . .). Hence the computation of focal value plays an important role for settling the center problem. Liu and Li [19] gave some methods to compute focal values. Next we will introduce our method to calculate focal value through the following three lemmas.
Lemma 1 (see [20, 21] ). For system (6) , one can derive successively the terms of the following formal series:
such that
where 11 = 1, 20 = 02 = 0, for all ∈ , = 2, 3, . . ., and to any integer , is determined by the following formulas:
or else
And in Lemma 1 is called th order singular point value at the origin of system (6).
Lemma 2 (see [20] ). For system (4) and any positive integer , among V 2 (2 ), V (2 ), and V ( ), there exists the following relation:
where
Lemma 3 (see [20] ). For system (4)| =0 , (6) , and any positive integer , the following assertion holds:
where ( ) , ( = 1, 2, . . . , − 1) are polynomial functions of coefficients of system (6) .
Obviously, the origin of system (4) is a center if and only if its all focal values vanish, namely, V 2 +1 = 0, ∈ N. According to Lemmas 2 and 3, we have the following lemma.
Lemma 4 (see [20] ). For systems (4)| =0 and (6), the origin is a center if and only if the following relation holds:
Remark 5. In fact, Lemmas 1-4 have given a method to find original center condition of (4). What is the isochronous center condition of the origin of (4) if the origin of (4) is a center? Next we introduce our method to obtain the isochronous center condition.
We denote that ( , ℎ) = ∫ 0 ( / ) . From (10), we have
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Definition 6. For a sufficiently small complex constant ℎ, the origin of system (6) is called a complex center if̃(2 , ℎ) ≡ ℎ of (13), and the origin is a complex isochronous center if
Lemma 7 (see [19] ). For system (6) , one can derive uniquely the formal series
where +1, = +1, = 0, = 1, 2, . . ., and are polynomial in , with rational coefficients, such that
Let 0 = 0 = 0, = − , = + , = 1, 2, . . ., in which is th singular point value of the origin of system (6).
Definition 8.
For any positive integer , one says that ( ) = + is the th complex period constant of origin of system (6).
Lemma 9 (see [19] ). Suppose that the origin of system (6) is a complex center (i.e., all = 0, = 1, 2, . .
.) and there exists a positive integer , such that
It is clear that the origin of system (6) is a complex isochronous center if and only if all
For the problem of the computation of , [14] gives the following two theorems.
Theorem A (see [19] ). For system (6) , one can derive uniquely the formal series
where +1, = +1, = 0, = 1, 2, . . ., such that
and when − − 1 ̸ = 0, and , are determined by the recursive formulas
and for any positive integer , , and are determined by the recursive formulas
In (28) and (29), we have taken 1,0 = 1,0 = 1, 0,1 = 0,1 = 0, and if < 0 or < 0, we take
Theorem B (see [19] ).
If there is a positive integer , such that
and vice versa.
Actually, Lemma 7 and the above two theorems give an algorithm to compute . For any positive integer , in Abstract and Applied Analysis 5 order to compute , we only need to carry out the addition, subtraction, multiplication, and division to the coefficients of system (6). The algorithm is recursive. It avoids some complicated integrating operations and solving equations. In addition, it can be easily realized by computer algebra systems such as Mathematica.
Notice that the complex period constants are polynomials of the coefficients of system (6) . According to the Hilbert basis theorem, there exists ∈ N such that all = 0 ( = 1, 2, . . .) if and only if 1 = 2 = ⋅ ⋅ ⋅ = = 0. We say that the set { 1 , 2 , . . . , } is a period constant basis of system (6) . To determine isochronous center of a system, the key idea is to find a period constant basis.
Remark 10. Lemma 7 and Theorems A and B offer a method to find a necessary condition of isochronicity.
The Reduction and Bicenter Condition of
System (2) After introducing the method to calculate the focal values and period constants of system (4), we try to make some appropriate transformations so as to carry out our investigation about system (2) . By means of Bendixson homeomorphous transformation
and time transformation
system (2) can be transformed into the following real system:
After making the above two transformations, the infinity and the elementary focus point (−1/2, 0) of (2), respectively, become the origin and (−2, 0) of system (34). For system (34), we have the following theorem.
Theorem 11. System (34) is a class of 2 -equivariant cubic systems about point (−1, 0).
Proof. By means of translation transformation
system (34) turns into the following system:
Obviously point (− , − ) satisfies (36) if ( , ) satisfies (36); then system (36) is a class of 2 -equivariant cubic systems about the origin. Hence system (34) is a class of 2 -equivariant cubic systems about point (−1, 0). Proof ends.
After making transformations (32) and (33), system (2) becomes a symmetric system about point (−1, 0) (i.e., system (34)), so here we call system (2) a class of quasi symmetric systems. In fact, through investigating the center condition of the origin of system (34), those of the infinity and the elementary focus point (−1/2, 0) of (2) can been forecasted.
In order to investigate the centers problem of (2), we may as well study system (34) or system (36).
Making the transformation
system (34)| = 0 becomes 
6 Abstract and Applied Analysis System (38) is called the complex concomitant system of system (34). Clearly system (38) belongs to the class of system (6), so we can use the formulas of Lemma 1 and the conclusion of Lemma 4 to compute and simplify the singular points values by using computational software such as Mathematica; we obtain the following theorem. (56)
In the above expressions of V 2 +1 , we have let V 2 −1 = 0, = 2, . . . , .
According to Theorem 13, it is easy to obtain the following theorem.
Theorem 14. The first 5 focal values of the origin of (34) (or the first 5 focal values of the infinity and the elementary focus (−1/2, 0) of (2)) vanish if and only if one of the following conditions holds:
( 1 ) 4 = 6 = 0; (34) is a center (the infinity and the elementary focus (−1/2, 0) of (2) are two general centers), then one of the conditions ( 1 ), ( 2 ), and ( 3 ) holds. So necessary condition is correct.
(2) Next we prove sufficient condition.
then system (57) has an integral factor 1 ( , ) = −1 1 and a first integral 1 ( , ) = 1
, in which
Considering that system (34) can turn into system (36) by making transformations, hence the origin of (34) is a center when ( 1 ) holds; moreover, the infinity and the elementary focus (−1/2, 0) of (2) are two centers.
while system (61) has an integral factor
(62) and a first integral 
Considering that system (34) can turn into system (36) by making transformations, hence the origin of (34) is a center when ( 2 ) holds; moreover, the infinity and the elementary focus (−1/2, 0) of (2) are two centers. 
Considering that system (34) can turn into system (36) by making transformations, hence the origin of (34) is a center when ( 3 ) holds; moreover, the infinity and the elementary focus (−1/2, 0) of (2) are two centers. Proof ends.
Isochronous Center Condition of
After obtaining the conditions that the infinity and the elementary focus (−1/2, 0) are two centers, next we continue to investigate isochronicity of the elementary focus (−1/2, 0) according to three different cases (i.e., ( 1 ), ( 2 ), and ( 3 )) in order.
The Isochronicity of Case ( 1 ).
If condition ( 1 ) holds, then system (34)| =0 becomes
System (66) complex concomitant system is as follows:
in which 
According to formulas (28) and (29) of Theorem A and = + = + , we can compute periodic constants of systems (66) and (67). 
In the above expression of , we have let 1 = ⋅ ⋅ ⋅ −1 = 0, = 2, 3, 4. 
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Proof. By computing the resultant of 2 and 3 about variable 
Also the resultant of and ℎ 2 about 5 is as follows:
which shows that = 0 cannot deduce
If 5 = −3/2, then 4 = 0; continue to let 3 = 0 (i.e., ℎ 1 = 0); then 1 = −3/2; next let 1 = 0; then 3 = 1/2. Hence condition ( 1 ) holds. At the same time, if condition ( 1 ) holds, it is easy to obtain that 1 = 2 = 3 = 4 = 0.
If 5 = −9, then 4 = 0; continue to let 3 = 0 (i.e., ℎ 1 = 0); then 1 = −3; next let 1 = 0; then 3 = 0. Hence condition ( 2 ) holds. At the same time, if condition ( 2 ) holds, it is easy to obtain that 1 = 2 = 3 = 4 = 0.
Clearly, condition ( 1 ) or ( 2 ) is necessary for the isochronicity of the origin of system (66) or (67). Moreover, we will prove that condition ( 1 ) or ( 2 ) is sufficient condition for the isochronicity of the origin of system (66) or (67). Proof. If the origin of system (66) or (67) is an isochronous center, according to Theorem 17, then one of ( 1 ) and ( 2 ) holds. Hence, the necessary condition is proved.
Next we will prove the sufficient condition.
(1) If ( 1 ) holds, then system (66) becomes
For (74), make the following analytic polar transformations:
which satisfy 1 / = 1 , V 1 / = −V 1 , so the origin of system (74) is an isochronous center. 
which satisfy 2 / = 2 , V 2 / = −V 2 , so the origin of system (76) is an isochronous center.
Considering that system (34) is a class of 2 -equivariant cubic systems about point (−1, 0), we have the following Theorem. Considering that system (2) can be changed into system (34) under the transformations (32) and (33), ulteriorly, we have the following Theorem. 
System (78) complex concomitant system belongs to the form of (38). Hence we can use formulas (28) and (29) of Theorem A and = + = + to compute periodic constants of system (78). 
