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On Solving Differential and Difference Equations 
with Variable Coeffkients* 
MOUIUD EL-HOUSSIENY ISMAIL 
Submitted by K. L. Cooke 
We introduce a method of solving the functional equation xy*,, aJjf(x) = 0 
where the a’s are constants andI. is a differential or finite difference operator that 
reduces the degree of a polynomial by 1. 
INTRODUCTION 
Linear differential equations with constant coefficients are the simplest 
differential equations to solve. The next equations to consider are linear dif- 
ferential equations with polynomial, or in general analytic, coefficients. The 
situation here is quite different. As a matter of fact, there are only very few 
special equations that we know how to solve. In most cases, the existence of the 
solution(s) follows from general criteria and the solution, if unique, is computed 
numerically. One way of solving linear differential equations with constant 
coefficients is by Mikusinski’s operational calculus, see Erdelyi [13] for details. 
Recently Ditkin and Prudnikov [ 121 constructed an operational calculus to solve 
linear differential equations with constant coefficients in DxD, D 7: dldx, 
that is, of the type 
with L == DxD, and their work was generalized by Meller [ 161 to solve (1 .I) 
when L = x-a D~n+l n. Later in a series of papers hy Dimovski [8-l 11, this was 
further generalized to solve (1.1) with 
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where 
We felt that these extensions are getting complicated; for example, the convolu- 
tion products in Dimovski’s works [9-121 are quite cumbersome to work with. 
Others used the approach of changing the independent variable to reduce the 
differential equation to a linear equation with constant coefficients. Euler’s 
equation is, of course, the model for this approach. Breuer and Gottlieb [6] 
characterized the nth order differential equations of the form 
(1.4) 
that can be reduced to linear differential equations with constant coefficients 
in a new independent variable. Later Breuer [5] did the same for the finite 
difference analog of (1.4). 
In the present paper we attempt to develop a theory for solving equations of 
type (1.1) analogous to the theory of linear differential equations with constant 
coefficients in the most direct, simple, and obvious way. Our theory, however, 
does not determine all the linear independent solutions of a given equation. 
Our methods determine only the totality of admissible solutions; see below. 
This situation is also encountered in solving differential equations using the 
Laplace transform. In Section 2 we develop our new method, while Section 3 is 
devoted to treating some special differential and difference equations in details. 
2. MAIN RESULTS 
Let L be an operator defined on all polynomials so that Lx” is a polynomial of 
degree n - 1 if n > 0 and is identically zero if n = 0. Sheffer [20, Sect. l] proved 
that such operator L has the representation 
L = f b,(x) D”+l, bo # 0, 
k=O 
(2.1) 
where bk(x) is a polynomial of degree at most k. Sheffer also proved the existence 
of a unique polynomial set {Pn(x)}F, P,( x is of precise degree n, satisfying ) 
and 
LP,(x) = nP,-l(X), n = 0, l)...) P-i(X) = 0, (2.2) 
PO(O) = 1, and P,(O) = 0 for n > 0. (2.3) 
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Such a set is called the basic set of L. We define R, by 
RL = i;f{pm 1 n!/P,(~)jl’~j. (2.4) 
We shall restrict ourselves to operators L of type (2.1) whose R, is positive and 
that makes I:=0 (P,(x)/n!) tn an entire function of x for every t with / t 1 < 12, . 
It is clear that CzX, P,(X) (~/a!) is an analytic function of t in t / < R, and for 
all X. A solution of (.Y) to 
n 
c ajLjf(x) = g(x) (2.5) 
;=o 
is called admissible if f(x) = zF=, hk(Pk(x)/k!) with Ljf(x) = zF”=, hk+j(Pk(~)/k!), 
j- 1,2 ,...> 7~. Clearly the notion of admissibility depends on the equation under 
consideration. The reader must always keep in mind the analogy between the 
present theory and the theory of linear differential equations, with constant 
coefficients, which is available in any elementary text on differential equations. 
We now present our results. 
THEOREM 1. Assume / t j < Ii, . The general admissible solution of 
m 
(L - t) f (x) == b 1 Pj+&) t”jk! 
k=O 
(2.6) 
is 
Proof. Let y(x) = CF=‘=, pk(t) (P,(x)/K!) satisfy (2.6) with b = 0. A direct 
substitution shows that pk+l(t) = tpJt), k = 0, l,..., hence pk(t) = atk, 
k = 0, l,.... We now claim that [b/(j + l)] xE=‘=, (P,+j+l(x)/k!) tX: satisfies (2.6). 
This is so, since 
t”+‘(j .L k + 2 -- k - 1) 
Therefore (2.7) is the general admissible solution of (2.6) because it is the sum 
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of the general solution of the homogeneous equation and a particular solution 
of (2.6). 
Before proceeding to Theorem 2 we introduce the finite difference operators E 
and A defined as 
Ef(x) =f(x + I), Aft4 = f(x + 1) -f(x)- 
Clearly, 
@f(x) = (E - l)“fW = f. (:j (-1)“~“f@ + 4. (2.8) 
THEOREM 2. The general admissible solution to 
when 1 t 1 < R, is 
(L - t)n”f(x) = 0 (2.9) 
m-1 m 
f(x) = c A5 c pk+j(x); 3 
j=O k=O 
where the h’s are independent of x. 
(2.10) 
Proof. Let &(x) = Cr=‘=, Pj+k(~) (tk/h!). To show that $d(x) satisfies (2.9) 
forj = 0, I,..., m - 1 it suffices to show that 
(L - t)j+l +j(x) = 0, (2.11) 
since m > j. Therefore we have, since P-,(x)/(-l)! = 0, 
where (x)~ is 1 if j = 0 and x(x + 1) 1.. (x +j - 1) if j > 0. Note that (x)~ 
is a polynomial of degree j and since the operator A decreases the degree of a 
polynomial by one, we get, by (2.8), 
‘+l j + 1 & ( l ) (-l)l (Y + 2 - Zlj = Aj+l(x), when x = r -j + 1, 
hence is zero for all r and j and (2.11) follows. Therefore, f(x) as given by 
(2.10) satisfies (2.9). To show that (2.10) p re resents the general admissible 
solution to (2.9) we use induction. When m = 1, this holds by Theorem 1. 
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Now assume that (2.6) is such a solution for some m and let p(x) be a solution 
of (2.9) with m replaced by m f 1. Hence 
TIC-1 
(L - t) q(x) = 1 Aj+l f Pk. j(X) ; , 
3-U k=" 
and, by Theorem 1, we obtain 
and the induction is complete. 
THEOREM 3. The functions &(x) == Cr=‘=, Pkej(x) (t”/h!), j 
1 t 1 < R, are linearly independent. 
Proof. Let 
z. ah(x) = 0. 
0, l)..., IN, 
(2.12) 
Therefore, the coefficient of Pk(x) in the left-hand side of (2.12) must vanish. 
However, this coefficient is the same as the coefficient of xk in Cz,, a&et”. This 
shows that &,(x),~~(x),..., &(x) are linearly independent if and only if et*, 
xetx,..., x*etx are so. But etx, xets ,..., xrnetx are clearly linearly independent. This 
completes the proof. 
Using the same argument of Theorem 3 one can easily prove the following 
therem. 
THEOREM 4. The functions Cr=‘=, Pk+j(x) ((Q”/“!), j, 1 = 0, 1, 2,... are ZinearlIy 
independent if and only if the t’s are distinct. 
The following theorem can be easily verified. 
THEOREM 5 (The method of undetermined coefficients). A particular solu- 
tion of 
(2.13) 
is either 
(2.14) 
86 
Or 
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m-hi m 
,C, AZ z. Pk+~(x> $ , when s = t, (2.15) 
where the coeficients h, can be determined by substituting for (2.14) or (2.15) in 
(2.13). 
Following the analogy with ds@rential equations, we call the equation 
n 
1 a,$” = 0 
k=O 
(2.12) 
the characteristic equation of (2.5) and call its roots characteristic values. 
THEOREM 6. Let t, ,..., t, be the characteristic values of (2.5). Assume j tj 1 < RL 
for j = l,..., Y. If tj has multiplicity aj , then the general admissible solution of 
(2.5) when g(x) = 0 is 
Theorem 6 follows from Theorems 2 and 5. 
Remark. The above theory could be easily extended to operators J such that 
Jxn is a polynomial of degree n - Y if n 2 r, and is zero if n = 0, l,..., r - 1 
by showing that such operator has the representation 
J = go b,(x) oz+7, 
with b,(x) a polynomial of degree at most 1 and with b, is a nonzero constant. 
This shows that J = Lr, where L reduces the degree of a polynomial by 1 and 
then we can apply our theory to L. 
3. EXAMPLES AND REMARKS 
Let us take the operator L to satisfy 
Lx” = c p--l R > (3.1) 
where co = 0, c, # 0 for n > 0, and c, --t co as n -+ co. We follow Ward’s 
notation [22] where [0] ! = 1 and [n] ! = clcZ a.. c, for n > 0. In this case 
Pk(x) = (k!/[k] !) xk, RL = 03, and the theory developed in Section 2 is appli- 
cable. Typical examples of these operators are the generalized Bessel operator 
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x-” DxG+l D, see [I 61 when c, = n(n + a) or Dimovski’s (1.2) after a change of 
both the dependent and independent variable to replace (1.3) by a,R = 0 and 
q) + oil + *.. + 01,-l - m = -1, which corresponds to c, = n(n + ar) ... 
(n + pi,,-i). See also the remark at the end of Section 2. The q-difference operator 
D, defined by D,f(x) = (f(qx) -f(x))/(q - 1) x also belongs to the above 
class with c, = (q” - l)/(q - 1) when q > 1. The case q < 1 could also be 
hendled if in (2.5) x is replaced by xq-‘“. This reduces (2.5) to a q-difference 
equation with q > 1. Abdi [1] h s owed how q-Laplace transforms can be used 
to solve equations of the type (2.5) withal = D, andg(x) = 0 while McLeod [I 51 
and Ismail [14, Chap. 51 d eveloped operational calculi to do the same. However, 
there is no nkown transform technique or operational calculus that handles 
equations of type (2.5) with L defined by (3.1) and g(x) 5% 0. 
Let us now study the finite difference operator d. The polynomial P&c) are 
P,(X) :-~- 1 and Pk(x) = x(x - 1) ... (X - k f 1) for K > 0. In this example 
x takes only the values 0, 1, 2,... and so we have only to assume that 
ZLO Pk+j(x> Ct”lk!) is an entire function in f. This is true because 
XT=:=, Pk;j(X) (t’/k!) is in fact a polynomial in t. The theory of linear difference 
equations with constant coefficients is well known. Berg [4] developed an 
operational calculus to solve these equations, while Al-Salam and Ismail [3] 
introduced operational calculi and transforms that can solve (1.1) when 
L(E) =&y J’ k-0, l>..., (3.2) 
with (-“) = 0. Again here x = 0, 1, 2,..., and there is no restriction on 
Z;=o f’,+,(x) (W 9 b ecause these will be polynomials. These are finite dif- 
ference analogs of (3.1). Al-Salam and Ismail’s transforms have an advantage 
over our present approach because their use of formal series avoids solving a 
polynomial fo degree 11, the characteristic polynomial, which may be difficult 
for large n. 
Note that while our approach of polynomial expansions may seem to be easy, 
a very important question arises. How can one recognize an equation of type 
(2.5) because differential and difference equations are usually written in terms of 
derivatives or difference operators. By expanding powers of XX’-” DxoL+l D in 
terms of powers of D. Osipov [17] characterized the general form of (1 .I) when 
L 1-z X-a DxQ+~ D; see also Osipov [IS]. Expansions of powers or operators of 
type (3.1) and (3.2) when c, = n(n + a1) ... (n + Q) in terms of dericatives and 
finite difference operators, respectively, follow from general operational formulas 
developed by Al-Salam and Ismail [2]. However, this general problem is not 
settled yet. 
We note that while Equation (2.5) is of degree n in L and has n linear-inde- 
pendent admissible solutions it might be of a higher degree as a differential or 
difference equation and hence will have nonadmissible solutions. This situation 
409’62!1-7 
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is not new, and as a matter of fact, it also arises in solving differential equations 
using the Laplace transform, see Doetsch [7, Sect. 381. 
In conclusion, we would like to mention that using polynomial expansions 
to solve functional equations is ceratinly an old idea. For example, Pincherle [ 191 
used it to solve 
For details and related results, see Sheffer [21]. Our approach is quite different 
even though we also use polynomial expansions. 
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