The prefrontal cortex is involved in acquiring and maintaining information about context, including the set of task instructions and/or the outcome of previous stimulus-response sequences. Most studies on context-dependent processing in the prefrontal cortex have been concerned with such executive functions, but the prefrontal cortex is also involved in motivational operations. We thus wished to determine whether primate prefrontal neurons show evidence of representing the motivational context learned by the monkey. We trained monkeys in a delayed reaction task in which an instruction cue indicated the presence or absence of reward. In random alternation with no reward, the same one of several different kinds of food and liquid rewards was delivered repeatedly in a block of ϳ50 trials, so that reward information would define the motivational context. In response to an instruction cue indicating absence of reward, we found that neurons in the lateral prefrontal cortex not only predicted the absence of reward but also represented more specifically which kind of reward would be omitted in a given trial. These neurons seem to code contextual information concerning which kind of reward may be delivered in following trials. We also found prefrontal neurons that showed tonic baseline activity that may be related to monitoring such motivational context. The different types of neurons were distributed differently along the dorsoventral extent of the lateral prefrontal cortex. Such operations in the prefrontal cortex may be important for the monkey to maximize reward or to modify behavioral strategies and thus may contribute to executive control.
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It is well established that the lateral part of the prefrontal cortex (LPFC) plays important roles in executive control, such as planning, problem solving, and behavioral inhibition (Luria, 1980; Stuss and Benson, 1986; Grafman et al., 1995; Shallice and Burgess, 1996; Fuster, 1997) . It has been proposed that such executive functions are supported by the ability of the LPFC to acquire and represent task-relevant context information, consisting of the set of task instructions and/or the outcome of previous stimulusresponse sequences (Pribram, 1971; Cohen et al., 1996) . The activity of LPFC neurons is context dependent; they show differential activity to identical visual cues depending on the task requirement (Niki and Watanabe, 1976; Asaad et al., 2000; Wallis et al., 2001) , or they show different patterns of activity changes depending on the way cues are presented in a delayed response task (Watanabe, 1996) .
Although the LPFC has been investigated mostly in relation to its executive functions (Roberts et al., 1998; Schneider et al., 2000) , the LPFC is also involved in motivational operations. Although the orbitofrontal cortex (OFC) is indicated to be more concerned with motivational operations than the LPFC (Stuss and Benson, 1986; Damasio, 1994; Fuster, 1997) , a noninvasive study has shown activations of the LPFC, as well as of the OFC in relation to motivational operations, e.g., delivery of monetary reward (Thut et al., 1997) . Neuronal activity related to reward and/or expectancy of reward is observed in the LPFC, as well as the OFC, of the monkey (Niki and Watanabe, 1979; Rosenkilde et al., 1981; Watanabe, 1996; Leon and Shadlen, 1999; Schultz, 1999, 2000; Hikosaka and Watanabe, 2000) . Thus, given that the LPFC represents task-relevant context information, as well as information about rewards, we hypothesized that these two types of processes may be integrated in the LPFC to generate motivational context.
To test this hypothesis, we devised a paradigm in which the monkey could expect different kinds of rewards depending on the context. We trained the monkey in a delayed reaction task in which the instruction cue indicated whether a reward would be delivered rather than which response the monkey should make. In random alternation with no reward, the same one of several different kinds of rewards was repeatedly delivered in a block of ϳ50 trials. In this way, the monkey would have context information concerning which reward could or could not be expected in any given trial within a block.
We wished to determine how such context information is represented in neuronal activities of the LPFC. In response to a cue presentation indicating future no reward, we found that LPFC neurons not only predicted the absence of reward but also represented more specifically which kind of reward would be omitted. These neurons seem to code contextual information concerning which reward may be delivered in subsequent trials.
We also found LPFC neurons showing tonic baseline activity that may be related to monitoring of motivational context.
MATERIALS AND METHODS
Subjects and behavioral training. Three male Japanese monkeys (Macaca f uscata) weighing 5.5-6.5 kg were used in the experiment. Monkeys were trained on a delayed reaction task. The monkey faced a panel that was placed at 33 cm from the monkey at eye level and on which a rectangular window (6 ϫ 7.5 cm), a circular key (5 cm in diameter), and a holding lever (5 cm wide, protruding 5 cm) were vertically arranged (Fig. 1) . The window contained one opaque screen and one transparent screen with thin vertical lines. The monkey first depressed the lever for 10 -12 sec (Pre-Inst). Then the opaque screen was raised and revealed a food tray for 1 sec with (rewarded trial) or without (unrewarded trial) a reward behind the transparent screen as an instruction (Inst) (Fig. 1a , V isible food). After a delay of 5 sec (Delay), a white light appeared on the key as a go signal (Go Signal ). When the monkey released the hold lever and pressed the key within 2 sec after the go signal, both screens were raised and the monkey either collected the food reward (rewarded trials) or went unrewarded (unrewarded trials) depending on the trial type. Rewarded and unrewarded trials alternated pseudorandomly at a ratio of 3:2. The monkey had to press the key even on unrewarded trials to advance to the next trial. The monkey was also trained in other task situations in which a color instruction (red or green) of 1 sec duration on the key indicated whether a reward would be delivered (Fig. 1b, Cued  food, c, Cued liquid) . In the cued food task, depending on the instruction, food reward could be collected (rewarded trials) or not (unrewarded trials) behind the screens at the end of the trial. In the liquid reward task, the window was kept closed throughout the trial, and a drop of liquid was delivered through a spout close to the monkey's mouth (rewarded trials) or not (unrewarded trials). Pieces (ϳ0.5 gm) of raisin, sweet potato, cabbage, or apple were used as food rewards. Drops (0.3 ml) of water, sweet isotonic beverage, orange juice, or grape juice were used as liquid rewards. The same reward was used for a block of ϳ50 trials, so that the used reward would define the motivational context for the current block of trials. The monkey was not required to perform any differential operant action related to differences between rewards. On food reward tasks, both windows were closed when the monkey returned its hand to the holding lever after the key press. The trial was aborted when the monkey released the hold lever before the go signal. From time to time, the meaning of the color cue (red or green) was reversed after a block of ϳ100 -200 trials in the cued food or cued liquid task. Monkeys were also trained on a right-left delayed response task, and part of the results obtained in this task was presented previously (Watanabe, 1996) . The task was controlled by a personal computer (PC9801FA; N EC, Tokyo, Japan). No attempt was made to restrict or control the monkey's eye movements. On weekdays, the monkeys received their daily liquid requirement while performing the task. Water was available ad libitum during weekends. Monkey pellets were available ad libitum at the home cage at all times, whereas more preferable foods were used as rewards in the laboratory.
Reward preference tests. Preferences for different kinds of food rewards by individual monkeys were examined by free choice tests among different kinds of foods and by choice tests between each pair. Preferences for different kinds of food or liquid rewards were also examined by testing the monkey's willingness to perform the task with one kind of reward after ref using to perform it with another kind of reward.
Surger y and recording. On completion of training, the monkey was surgically prepared under sodium pentobarbital anesthesia (Nembutal; 30 mg / kg, i.p.). A stainless steel cylinder (18 mm in diameter) was implanted as a microdrive receptacle at appropriate locations on the skull. A hollow rod (15 mm in diameter) for head fixation was attached to the skull using dental acrylic. Antibiotics were administered for 10 d postoperatively. During recording sessions, the monkey's head was rigidly fixed to the frame of the monkey chair by means of the head holder, and a hydraulic microdrive (MO95-C; Narishige, Tokyo, Japan) was attached to the implanted cylinder. Elgiloy electrodes (Suzuki and Azuma, 1976) were used for recording. Neuronal activity was recorded from the principalis, inferior convexity, and arcuate areas of the L PFC of both hemispheres of three monkeys. Because we were interested in how motivational context is represented in the L PFC, we focused on rewardrelated neurons. This caused sampling bias. Action potentials were passed through a window discriminator and converted into square-wave pulses. The action potentials, shaped pulses, and task events were monitored on a computer display and stored on a digital data recorder (PC208A; Sony, Tokyo, Japan). Data on shaped pulses and task events were also stored on magneto-optical disks for off-line analysis. During the recording, we changed the type of task and /or the type of reward approximately every 50 trials. After having examined each neuron on one kind of reward, we tested the same neuron on the same kind of reward at several separate times to ascertain the stability and consistency of neuronal activity, (1) from time to time by visually inspecting the activity for four to five trials and (2) as far as possible by recoding the activity for another 50 trials. Because we concentrated on examining neuronal activity in relation to changing the reward block rather than in relation to the reversal of the meaning of the instruction cue, we did not extensively examine each neuron in the reversal (green instruction) situation. We monitored the position and movement of the monkey's eyes with an infrared eye-camera system (sampling rate, 4 msec; R-21C -A, RMS, Hirosaki, Japan) during the task performance after the neuronal recording experiment was over. The data were stored on a digital data recorder. We examined how long the monkey looked at the instructional cue during the instruction period by measuring the total time when the eye was located within a vertical window of 5 ϫ 5°around the instruction cue. We also examined the frequency of saccadic eye movements during the delay period by counting the number of saccades whose magnitudes were of Ͼ10°.
Histolog y. After termination of recording, the monkeys were deeply anesthetized with sodium pentobarbital (45 mg / kg) and perf used with saline, followed by 10% formalin. The brains were frozen and sectioned in the coronal plane (50 m). Electrode tracks were reconstructed from traces of electrode penetrations and electrolytic lesions that had been made at selected penetration sites at the end of a recording session.
Data anal ysis. Impulse data were displayed as raster display and frequency histograms. Nonparametric statistics were used for analysis. The data on the initial few trials after changing the kind of task and /or the kind of reward were omitted from analysis. Magnitudes of neuronal activity in relation to task events (preinstruction, instruction presentation, delay, go signal, monkey's key press response, reward delivery, and no-reward delivery) were first compared with control activity (2-3 sec before the instruction) within the same block of trials, separately for rewarded and unrewarded trials by the Mann -Whitney U test. The criterion for statistical significance was set at p Ͻ 0.05 (two tailed). Then the magnitudes of neuronal activity in relation to each task event (including the control period) were compared between rewarded and unrewarded trials by the U test and among different reward blocks by the Kruskal -Wallis H test. The U test served for post hoc analysis after a significant difference was observed on the H test. Reaction time (RT) (the time between the go signal presentation and the monkey's key press) data were also examined by nonparametric U and H tests. All experiments were conducted following the National Institutes of Health guidelines for animal experiments and were approved by the ethics committee of our institute.
RESULTS

Behavioral results
Reward preference tests revealed that the monkeys consistently preferred cabbage and apple to potato to raisin within food rewards (Ͼ95% on free choice tests). Preferences for cabbage and apple did not significantly differ. Among liquid rewards, they invariably preferred grape juice, orange juice, and isotonic beverage to water, and they preferred grape juice to orange juice and isotonic beverage. It was found that RTs of the monkey were influenced by the reward used in each trial. Details of RT data were presented separately (Watanabe et al., 2001) . RTs of the monkey were significantly shorter on rewarded than on unrewarded trials on any kind of reward block. RTs were shorter when a highly preferred reward was used compared with a less preferred reward, on rewarded and/or on unrewarded trials. For example, median (50th percentile) RTs Ϯ quartile deviations ((75th Ϫ 25th percentiles)/2) observed in one animal for cabbage (most preferred food) and raisin (least preferred food) rewards were 340 Ϯ 15 versus 370 Ϯ 25 msec on rewarded trials and 440 Ϯ 53 versus 535 Ϯ 80 msec on unrewarded trials, respectively (Watanabe et al., 2001) . Because the monkey's gaze was not controlled, the monkey moved its eyes spontaneously and randomly during the preinstruction and delay periods. At the time of the instruction presentation, an eye movement was elicited to the instruction cue, but the animal did not continue to fixate it throughout the instruction period. Except for an initial few trials after changing the type of reward, there was no significant difference both in the duration of instruction-looking time during the instruction period and in the frequency of saccadic eye movements during the delay period, between rewarded and unrewarded trials, as well as among different kinds of reward blocks. Median instruction-looking time Ϯ quartile deviations during the instructional period in the cued food task on rewarded and unrewarded trials in one monkey, for example, were 288 Ϯ 72 versus 270 Ϯ 50.5 msec with raisin, 277 Ϯ 61.5 versus 280 Ϯ 54 msec with potato, and 290 Ϯ 62.5 versus 287.5 Ϯ 58 msec with cabbage as reward. Median frequency of saccadic eye movements (with amplitudes of Ͼ10°degrees) Ϯ quartile deviations during the delay period on rewarded and unrewarded trials were 4.5 Ϯ 3.0 and 5.0 Ϯ 2.0 with raisin, 5.5 Ϯ 3.0 and 4.25 Ϯ 2.0 with potato, and 5.0 Ϯ 1.5 and 4.5 Ϯ 2.0 with cabbage as reward. Neither between rewarded and unrewarded trials ( p Ͼ 0.05; two-tailed U test) nor among different reward blocks ( p Ͼ 0.05; H test) were there significant differences in these values.
Reward-dependent instruction-delay activity
Of 230 task-related LPFC neurons recorded in three monkeys, 179 discriminated between rewarded and unrewarded trials during the instruction and/or delay period. One hundred six of them showed a higher firing rate and 69 a lower firing rate on rewarded compared with unrewarded trials with any type of reward tested. Four of these neurons showed an inconsistent pattern across tasks, in one task firing more and in another task firing less on rewarded trials than on unrewarded trials. Here we focus on 91 of these neurons that were examined on several kinds of reward blocks and could be tested repeatedly on each kind of reward block across time. Of these, 72 (79%) showed instruction and/or delay activity that differed depending on which particular reward was used in a given block of trials, with the reward effect reproducible across repeated tests.
The neuron shown in Figure 2a discriminated between rewarded and unrewarded trials as well among different reward blocks. This neuron, which was examined in the visible food task, showed a significantly higher firing rate on rewarded than on unrewarded trials during the delay period on any kind of reward block (two-tailed U tests; raisin, p Ͻ 0.05; potato and cabbage, p Ͻ 0.01). On rewarded trials, this neuron showed significantly different activity changes depending on the reward block, showing the highest firing rate for cabbage, an intermediate firing rate for potato, and the lowest firing rate for raisin as the reward in a block of trials. H test indicated that activity changes of this neuron during the delay period were not significantly different on unrewarded trials, whereas they were significantly different on rewarded trials ( 2 ϭ 31.62; df ϭ 2; p Ͻ 0.001) among the three different reward blocks. Paired comparisons using two-tailed U tests indicated that activity changes during the delay period on rewarded trials significantly differ between any pair of reward blocks (all pairs, p Ͻ 0.01). Figure 2b shows the activity of the same neuron when we repeated the tests in the visible food task after having examined it on several kinds of liquid rewards. On these repeated tests also, this neuron showed a significantly higher firing rate on rewarded than on unrewarded trials during the delay period on any kind of reward block (U tests; raisin, p Ͻ 0.05; potato and cabbage, p Ͻ 0.01). H test indicated that activity changes of this neuron during the delay period were not significantly different on unrewarded trials, whereas they were significantly different on rewarded trials ( 2 ϭ 14.63; df ϭ 2; p Ͻ 0.001) among the three different reward blocks. Paired comparisons indicated that activity changes during the delay period on rewarded trials significantly differ between any pair of reward blocks (raisin vs potato, p Ͻ 0.05; raisin vs cabbage and potato vs cabbage, p Ͻ 0.01). This figure demonstrates that this neuron consistently discriminated between rewarded and unrewarded trials, as well as among different reward blocks, as confirmed by repeated tests.
The neurons in Figure 3 showed activations only on unrewarded trials during the instruction period (a) or during the delay period (b). Considering only unrewarded trials, the neuron in Figure 3a , which was examined in the visible food task, showed the highest firing rate when cabbage and the lowest firing rate when raisin was used as reward in a block of trials. Statistical tests revealed that this neuron showed a significantly higher firing rate during the instruction period on unrewarded than on rewarded trials on any reward block (all food blocks, p Ͻ 0.01). H test indicated that activity changes of this neuron during the instruction period were not significantly different on rewarded trials, whereas they were significantly different on unrewarded trials ( 2 ϭ 15.54; df ϭ 2; p Ͻ 0.001) among the three different reward blocks. Paired comparisons using U tests indicated that there were significant differences in activity changes during the instruction period on unrewarded trials between raisin and potato ( p Ͻ 0.01), as well as between raisin and cabbage ( p Ͻ 0.01), but not between potato and cabbage reward blocks.
Similarly, the neuron in Figure 3b , examined in the cued liquid task, was sensitive to the reward context only on unrewarded trials, showing the highest firing rate when grape juice and the lowest firing rate when water was used as reward in a block of trials. Statistical tests indicated that the neuron also showed a significantly higher firing rate during the delay period on unrewarded than on rewarded trials on any reward block (all liquid blocks, p Ͻ 0.01). H test indicated that activity changes of this neuron during the delay period were not significantly different on rewarded trials, whereas they were significantly different on unrewarded trials ( 2 ϭ 20.22; df ϭ 2; p Ͻ 0.001) among the three different reward blocks. Paired comparisons using U tests indicated that there were significant differences in activity changes during the delay period on unrewarded trials between any pair of reward blocks (water vs isotonic and water vs grape, p Ͻ 0.01; isotonic vs grape, p Ͻ 0.05).
Reward-discriminative LPFC activity (depending on the type of reward used in a block of trials) appeared to be related to the monkey's preference among different types of reward. Among 72 LPFC neurons examined, eight neurons showed rewarddiscriminative activity only on rewarded trials (Fig. 2) , 14 only on unrewarded trials (Fig. 3) , and 50 on both rewarded and unrewarded trials (Fig. 4) (see Fig. 6 ). A majority of them (55 of 72, 76.4%; 6 of 8, 8 of 14, and 41 of 50) showed a higher firing rate (Figs. 2, 3 ) (see Fig. 6 ), whereas 13 of them (2 of 8, 6 of 14, and 5 of 50) showed a lower firing rate on more preferred reward blocks than on less preferred reward blocks. Four neurons (5.6%) showed a complex activity pattern, with different directions on rewarded versus unrewarded trials: on rewarded trials, a higher firing rate and, on unrewarded trials, a lower firing rate for the more preferred reward blocks than for the less preferred reward blocks. Figure 4 shows such an example, which was examined in the visible food task. On rewarded trials, this neuron showed the highest activity in the apple block and the least activity in the raisin block. In contrast, on unrewarded trials, the neuron showed the highest activity in the raisin block and the least activity in the apple block. Statistical tests revealed that this neuron showed a significantly higher firing rate during the instruction and delay periods on rewarded than on unrewarded trials on any reward block (all reward blocks, p Ͻ 0.01). H tests revealed that this neuron showed significantly different activity changes among the three different reward blocks both on rewarded ( 2 ϭ 35.61; df ϭ 2; p Ͻ 0.001) and unrewarded ( 2 ϭ 9.45; df ϭ 2; p Ͻ 0.01) trials. Paired comparisons among different reward blocks showed that this neuron showed significantly different firing rates between any pair of reward blocks on rewarded trials (all pairs, p Ͻ 0.01), as well as on unrewarded trials (raisin vs apple, p Ͻ 0.01; raisin vs potato and potato vs apple, p Ͻ 0.05). None of the 72 rewarddiscriminative neurons showed instruction-delay activity changes exclusively in a particular reward block without showing activity changes in other reward blocks.
Neither among rewarded trials nor among unrewarded trials within a certain reward block was there significant correlation between RT and the magnitude of neuronal activity during the instruction-delay periods in all 72 neurons examined, whereas there were sometimes significant correlations between them when both rewarded and unrewarded data were combined, probably because of the large differences in both RT and the magnitude of neuronal activity between rewarded and unrewarded trials. 
Reward discriminability of prefrontal neurons
We qualitatively examined whether the discriminability of LPFC neurons between rewarded and unrewarded trials differed depending on what reward was used in a block of trials, more specifically depending on whether the reward was the most preferred or the least preferred by the monkey within a task. To do so, we calculated the "reward-no reward discrimination index (RN RDI)" of individual neurons for each kind of reward block using the following formula: RN RDI ϭ (absolute value) (rewarded Ϫ unrewarded)/(rewarded ϩ unrewarded) (absolute value), where "rewarded" and "unrewarded" indicate the mean discharge rate during the cue and delay periods in a certain reward block for rewarded and unrewarded trials, respectively. We also examined whether the discriminability of LPFC neurons between two different kinds of reward blocks, more specifically between the monkey's most preferred and the least preferred reward blocks within a task, on rewarded trials differed from that on unrewarded trials. To do so, we calculated the "reward difference discrimination index (RDDI)" of individual neurons, separately for rewarded and unrewarded trials, using the following formula: RDDI ϭ (absolute value) (preferred Ϫ unpreferred)/(preferred ϩ unpreferred) (absolute value), where "preferred" and "unpreferred" indicate the mean discharge rate during the cue and delay periods for the monkey's most preferred and the least preferred reward blocks within a task, respectively. Both indices were calculated from data obtained in 29 LPFC neurons that were examined on both the most preferred (cabbage or grape juice) and the least preferred (raisin or water) rewards in one or more of the three kinds of tasks. Both indices ranged from 0 to 1, with the larger value indicating greater discriminability between rewarded and unrewarded trials (RNRDI) for a certain kind of reward block and greater discriminability between preferred and unpreferred reward blocks (RDDI) within a task.
In Figure 5a , RNRDI values of individual LPFC neurons on the unpreferred reward block are plotted against those on the preferred reward block separately for three different kinds of tasks. Median RNRDI values Ϯ quartile deviations on preferred and unpreferred reward blocks were 0.196 Ϯ 0.171 and 0.189 Ϯ 0.088 in the cued liquid, 0.162 Ϯ 0.181 and 0.265 Ϯ 0.139 in the visible food, and 0.190 Ϯ 0.089 and 0.250 Ϯ 0.091 in the cued food task, respectively. There was no significant difference in this value (U test; p Ͼ 0.05) between preferred and unpreferred reward blocks for any kind of task. However, there were significant correlations in RNRDI value between preferred and unpreferred reward blocks in LPFC neurons, with correlation coefficients being 0.815 in the cued liquid, 0.812 in the visible food, and 0.831 in the cued food tasks. Thus, discriminability of LPFC neurons between rewarded and unrewarded trials on the preferred reward block did not differ from that on the unpreferred reward block. Also, there was no significant difference in RNRDI value for both preferred and unpreferred food reward blocks between the visible food and cued food tasks, indicating that discriminability of LPFC neurons between rewarded and unrewarded trials was not dependent on whether food itself or a vacant food tray was presented as an instruction or simply a color instruction indicated the presence or absence of a reward.
In Figure 5b , RDDI values of individual LPFC neurons on unrewarded trials are plotted against those on rewarded trials separately for three different kinds of tasks. Median RDDI values Ϯ quartile deviations on rewarded and unrewarded trials were 0.216 Ϯ 0.110 and 0.228 Ϯ 0.097 in the cued liquid, 0.239 Ϯ 0.120 and 0.1615 Ϯ 0.075 in the visible food, and 0.186 Ϯ 0.103 and 0.159 Ϯ 0.101 in the cued food task, respectively. There was no significant difference in this value between rewarded and unrewarded trials for any kind of task. However, there were significant correlations in RDDI value between rewarded and unrewarded trials in LPFC neurons, with correlation coefficients being 0.680 in cued liquid, 0.320 in visible food, and 0.821 in cued food tasks. Thus, discriminability of LPFC neurons between preferred and unpreferred reward blocks on rewarded trials (in which the monkey could expect actual reward delivery) did not differ from that on unrewarded trials (in which the animal could expect no reward). There was also no significant difference in RDDI value for both rewarded and unrewarded trials between the visible food and cued food tasks, indicting that discriminability of LPFC neurons between preferred and unpreferred reward blocks was not dependent on whether food itself or color cue was presented as an instruction. . An example of an LPFC neuron that showed differential activity depending on the reward block, during both the instruction and delay periods on both rewarded and unrewarded trials. This neuron showed greater activation on rewarded trials and less activation on unrewarded trials as more preferred rewards were used within the block. Conventions are as in Figure 2 .
Reward context monitored in baseline activity
Among different reward blocks, we compared baseline activities of LPFC neurons during the 3 sec preinstruction period, as well as during all periods throughout the trial (from the preinstruction period to the monkey's response). We found that 28 of 72 rewarddiscriminative instruction-delay LPFC neurons also showed differences in baseline activity, during the preinstruction period and often even throughout the entire trial, among different reward blocks (Fig. 6) . The relative magnitude of neuronal activity during the instruction-delay periods compared with the preinstruction period differed significantly among different reward blocks for 11 neurons. However, the relative magnitude was not significantly different for the remaining 17 neurons whose rewarddiscriminative activity during the instruction-delay periods directly reflected differences in the preinstruction baseline level (Fig. 6) . Statistical tests indicated that the preinstruction activity of this neuron, which was examined in the cued food task, differed significantly among the three different reward blocks ( 2 ϭ 19.2; df ϭ 2; p Ͻ 0.001). Paired comparisons among different reward blocks indicated that there were significant differences in preinstruction activity between any pair of reward blocks (all pairs, p Ͻ 0.01). This neuron showed a significantly higher firing rate on . An example of an LPFC neuron showing differential preinstruction baseline activity depending on the reward block. This neuron also showed differential activity during the cue and delay periods depending on the reward block on both rewarded and unrewarded trials. For this neuron, the activity is shown from 9 sec before the instruction presentation to 3 sec after the go signal presentation. Other conventions are as in Figure 2 . The magnitude of activity (in impulses per second expressed by median Ϯ quartile deviation) of this neuron during the preinstruction period after rewarded and unrewarded trials were 2 Ϯ 2 and 3 Ϯ 1 for the raisin block, 6 Ϯ 2 and 5 Ϯ 2.5 for the potato block, and 9 Ϯ 2 and 10 Ϯ 4 for the cabbage block, respectively. H test indicated significant differences in preinstruction baseline activity among different reward blocks both for the preinstruction period after rewarded trials ( 2 ϭ 11.0; df ϭ 2; p Ͻ 0.01) and for that after unrewarded trials ( 2 ϭ 11.9; df ϭ 2; p Ͻ 0.01). Paired comparisons using U test indicated significant differences in preinstruction baseline activity between any pair of reward blocks (all pairs, p Ͻ 0.01), except that there was no significant difference between potato and cabbage reward blocks after unrewarded trials. However, there was no significant difference in preinstruction baseline activity after rewarded compared with unrewarded trials within any reward block.
unrewarded than on rewarded trials during the instruction and delay periods on any kind of reward block (all reward blocks, p Ͻ 0.01). This neuron showed significantly different activity changes during the instruction and delay periods among the three different reward blocks on both rewarded ( 2 ϭ 29.44; df ϭ 2; p Ͻ 0.001) and unrewarded ( 2 ϭ 14.38; df ϭ 2; p Ͻ 0.001) trials. Paired comparisons among different reward blocks revealed that this neuron showed significantly different firing rates between raisin and potato ( p Ͻ 0.01), as well as between raisin and cabbage ( p Ͻ 0.01), but not between potato and cabbage reward blocks on rewarded trials, while showing significantly different firing rates between any pair of reward blocks on unrewarded trials (raisin vs potato and raisin vs cabbage, p Ͻ 0.01; potato vs cabbage, p Ͻ 0.05) during the instruction and delay periods.
In most of these neurons (24 of 28; 85.7%), the magnitude of activity changes during the preinstruction period after rewarded trials did not significantly differ from that after unrewarded trials. Only two neurons showed higher activations, whereas the remaining two neurons showed lower activations during the preinstruction period after rewarded trials compared with those after unrewarded trials.
Location of prefrontal neurons responsive to reward context
Histological examination revealed that neurons that showed changes in baseline activity depending on the reward block were observed predominantly in and above the upper bank of the principal sulcus (Fig. 7a) . Neurons that showed differential activity during the instruction-delay periods depending on the kind of reward used in a block of trials, but did not show differential preinstruction baseline activity, were observed mostly in and below the lower bank of the principal sulcus and in the arcuate area of the LPFC (Fig. 7b) . We compared the numbers of both types of neurons located in and above the upper bank of the principal sulcus with those located in and below the lower bank of the sulcus (excluding those in the arcuate area) by 2 test. A significant difference ( 2 ϭ 14.60; df ϭ 1; p Ͻ 0.001) provided statistical support for differential distribution between neurons with and without differential preinstruction baseline activities.
DISCUSSION
This study examined neuronal activity of the primate LPFC in relation to motivational information during a delayed reaction task. We found the following. (1) LPFC neurons showed differential instruction-delay activity between rewarded and unrewarded trials (Figs. 2-4, 6 ). (2) On rewarded trials, LPFC neurons showed differential instruction-delay activity among different reward blocks (Figs. 2, 4, 6) . (3) Most importantly, LPFC neurons coded not only the absence of reward but also which reward would be absent on unrewarded trials (Figs. 3, 4, 6) . (4) Thirty-three percent of reward-discriminative neurons showed reward block dependent differential preinstruction baseline activity (Fig. 6) , and these neurons were observed predominantly in and above the upper bank of the principal sulcus (Fig. 7) .
We reported previously LPFC neurons that discriminated juice-rewarded and -unrewarded trials (Watanabe, 1990 (Watanabe, , 1992 . We replicated the previous finding using several different kinds of food and liquid rewards. We also reported LPFC neurons that showed differential activity depending on which reward was expected during a delayed response task (Watanabe, 1996) . We obtained similar neuronal activities in the present nonworking memory task.
Coding of motivational context in prefrontal neurons
Of particular interest are the LPFC neurons that showed differential activity during the instruction-delay periods on unrewarded trials depending on the reward block, despite the fact that the monkey could not expect to obtain anything as a reward on unrewarded trials and the monkey was not required to respond differently according to the reward information. Each block implied only one possible kind of reward. With the pseudorandom alternation of rewarded and unrewarded trials, this task provides a context in which neuronal activity in one trial type may be influenced by events in another trial type. Thus, these neurons may be involved in coding and representing the motivational context that is incidentally acquired by the monkey.
Because there are LPFC neurons that retain visual stimuli in working memory (Rosenkilde et al., 1981; Watanabe, 1986; Quintana et al., 1988; Quintana and Fuster, 1992; Miller et al., 1996; Rao et al., 1997; Rainer et al., 1999) , the reward-dependent delay activity in the present study could also be related to a mental image of visual, gustatory, and olfactory aspects of the rewarding object in rewarded trials and to that of the absence of a particular reward in unrewarded trials. However, there were no neurons that responded exclusively to the presence or absence of a particular reward, indicating that the activity of LPFC neurons is not sharply tuned to the stimulus properties of the reward. The activity of these neurons was related to the monkey's reward preference as assessed by behavioral tests. Thus, the neuronal activity seems to reflect rather the motivational value of the outcome, such as the degree of pleasure or aversion associated with the presence or absence of a particular reward. A few neurons showed a complex activity pattern with different directions for rewarded versus unrewarded trials (Fig. 4) . Considering that the absence of the more preferred reward would be more disappointing for the monkey than the absence of the less preferred reward, the neuron activity may reflect the degree of desirability of the outcome associated with the presence or absence of a specific reward.
The discriminability of LPFC neurons between rewarded and unrewarded trials did not differ depending on the reward block (Fig. 5a) , indicating that the discrimination by LPFC neurons between rewarded and unrewarded trials was not facilitated by using the more preferable reward. The discriminability of LPFC neurons between preferred and unpreferred reward blocks on unrewarded trials did not differ from that on rewarded trials (Fig.  5b) . Also, the discriminability did not differ between the visible food and cued food tasks. Thus, activity of reward-discriminative LPFC neurons seems to depend more on the motivational context, i.e., what reward is used in a current block of trials, rather than on the presence or absence of the reward in each trial or on whether the instruction is an actual food or color cue.
Both prefrontal neuronal activity and RTs varied depending on the reward block. However, neither in rewarded nor in unrewarded trials within a certain reward block was there significant correlation between the magnitude of neuronal activity and the monkey's RT. Thus, the reward-discriminative instruction-delay activities should not be directly associated with differences in behavioral reactions.
There are LPFC neurons that show fixation-related (Suzuki and Azuma, 1977) and saccade-related (Funahashi et al., 1991) activity changes in task situations in which the monkey is required to control eye position. However, when the monkey was not required to control eye position to obtain reward, there were no significant differences in eye movements between rewarded and unrewarded trials nor among different reward blocks. Thus, the observed reward-discriminative neuronal activities do not reflect the monkey's eye movements.
Monitoring of motivational context in prefrontal neurons
Simulation studies indicate that the prefrontal cortex is indispensable for representing and maintaining context information for executive control (Cohen et al., 1996) . LPFC neurons show differential baseline activity depending on the task requirement (Sakagami and Niki, 1994; Asaad et al., 2000) . To code the motivational context, context information should be monitored continuously during task performance. Our data show that LPFC neurons are involved in this process with their rewarddiscriminative tonic baseline activities. It might be argued that such differential baseline activity reflects differences among taste stimuli in the mouth. However, there was no significant difference in preinstruction baseline activity after rewarded compared with unrewarded trials in most LPFC neurons in the present experiment, although the taste stimuli were different in these two cases.
Functional differentiation of the lateral prefrontal cortex in relation to the baseline activity
The present study found that neurons with and without preinstruction baseline activities were distributed differently along the dorsoventral extent of the LPFC (Fig. 7) . The dorsal and ventral LPFC are proposed to be concerned, respectively, with spatial and object working memory (Wilson et al., 1993; Goldman-Rakic, 1996) , although there also exists evidence against this hypothesis (Fuster et al., 1982; Rao et al., 1997; White and Wise, 1999) . It has also been proposed that the ventral LPFC is involved in maintaining information in working memory, whereas the dorsal LPFC is concerned with monitoring information in working memory (Petrides, 1994 (Petrides, , 1996 . The present study suggests a new dimension in the differentiation of LPFC in relation to motivational operations, the dorsal LPFC being more involved in monitoring the motivational context and the ventral LPFC and arcuate area being more concerned with coding and representing the motivational value associated with the presence or absence of a specific reward. Such differentiation may reflect the fact that the ventral and dorsal LPFC have different cortico-cortical and limbic connections (Pandya et al., 1971; Barbas, 1993) . Additional studies are needed to clarify how LPFC is functionally differentiated in relation to different kinds of operations.
Functional significance of representation of motivational context in the prefrontal cortex
The level of attention modifies baseline neuronal activity in the LPFC (Lecas, 1995) . Hasegawa et al. (2000) reported LPFC neurons whose precue activity reflects the monkey's performance level in the past trial, or predicts the performance level in the future trial, but not in the present trial. Such activity is considered to reflect the monkey's motivational or arousal level. The preinstruction baseline activity observed in the present experiment may also be related to the monkey's attention or motivational level because the monkey may be more attentive to the task situation and more motivated on preferred than on nonpreferred reward blocks.
The OFC plays important roles in motivational operations. Rodent OFC neurons encode the incentive value of expected outcomes (Schoenbaum et al., 1998) . Primate OFC neurons code reinforcement-error (Rosenkilde et al., 1981; Tremblay and Schultz, 2000) , are related to expectancy of the presence or absence of reward (Hikosaka and Watanabe, 2000) , and reflect the relative but not absolute value of the reward (Tremblay and Schultz, 1999) . If motivational operations in the PFC are supported mainly by OFC (Fuster, 1997; Rolls, 1999) , then what is the functional significance of neuronal activities related to the motivational context in LPFC? Although such activities are not directly associated with correct task performance, they may be essential for detecting the congruency or discrepancy between expectancy and outcome, even in the case in which no reward can be expected, and thus serve for the acquisition-maintenance and modification of behavioral strategies according to the response outcome. Such a neural mechanism may have survival value for an animal seeking the more preferable reward in given circumstances.
Whereas neurons related to spatial working memory are quite rare in the OFC (Tremblay and Schultz, 1999) , LPFC neurons are involved in both working memory and reward expectancy (Watanabe, 1996; Leon and Shadlen, 1999) . Interestingly, working memory-related activity of primate LPFC neurons is enhanced when a more preferred reward is used (Leon and Shadlen, 1999) . Thus, the functional significance of motivational operations of the LPFC may lie in the integration of motivational and cognitive operations for goal-directed behavior.
