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Abstract
Studies on three aspects of earthquake seismology were conducted. Firstly, differ­
ences between observed earthquake slip vectors and those predicted from global plate 
motion models along major convergent plate boundaries were investigated using the 
Harvard Moment Tensor Catalog as the principal data base. Discrepancies in the rates and 
geometry of relative plate motion along subduction zones are generally attributed to 
aseismic slip and slip partitioning and they provide important insight into the limitations 
of the validity of plate tectonic theory in specific regions. It was found that subduction 
zones characterized by back-arc spreading tend to show the greatest degree of slip parti­
tioning, while subduction zones without back-arc spreading show less slip partitioning, 
and the partitioning is accommodated by strike-slip motion, back-arc extension, or a 
combination of both.
Secondly, a composite source model for estimation of strong ground motions was 
developed. The composite source model method is easy to implement and all the parameters 
in the model are constrained by physical phenomena. The resulting synthetic accelerations, 
velocities, and displacements have realistic appearance and fit the statistical properties of 
the observed seismograms reasonably well. The success in using the composite source 
model as a source description for generating realistic seismograms suggests that there might 
be some kinship between the actual earthquake source and a fractal distribution of random 
asperities. Thus, the composite source model method shows great promise not only for 
computing synthetic strong ground motions at a specific site but also it may enhance 
understanding of actual earthquake sources.
Finally, nonlinear soil effects on strong ground motion was examined by numerical 
modeling. The numerical model successfully produces the effects that are usually cited as 
evidence of nonlinearity: decreased spectral ratios of surface-to-input motion near the
iii
IV
dominant frequency of soil; decreased statistical uncertainty in prediction of peak accel­
eration; and increased effective period of surface motion. The numerical modeling also 
indicates that for uphole/downhole experiments, the nonlinear soil effect can be detected 
by three frequency bands in the spectral ratios: unaffected at low frequencies, decreased 
at intermediate frequencies, and increased at the highest frequencies.
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General Introduction
This dissertation consists of studies on three aspects of earthquake seismology which 
are described individually in three chapters. In this general introduction, I discuss the 
purpose of these studies, the goals I desire to achieve and the questions I want to answer. 
We will also describe briefly the methods used in these studies.
Chapter 1 describes an investigation of slip partitioning along major convergent plate 
boundaries of the world. This study is motivated by a well recognized phenomenon that 
the observed slip vectors for shallow thrust earthquakes along oblique convergent plate 
boundaries often differ significantly from relative plate motion vectors predicted from 
global plate motion models such as RM2 (Minster and Jordan, 1978) and NUVEL-1 
(DeMets et al., 1990). The observed differences imply that relative plate motions must be 
partitioned between displacement along the trust plate interface and deformation in the 
forearc and back-arc regions. There have been several studies on slip partitioning at a 
number of convergent plate boundaries (Ekstrom and Engdahl, 1988, 1989; McCaffrey, 
1991,1992). However, there has been no effort to compare systematically on a global scale 
the differences between seismic deformation and the deformation predicted from global 
plate motion models. Thus, we undertook a systematic study to examine how relative plate 
motion is accommodated in different regions.
The principal database for the study is the Harvard Moment Tensor Catalog which 
provides earthquake focal mechanisms for earthquakes of Mw > 5.0 for the period 1977 to 
1990. The areas we have studied are those around Pacific Rim and Sumatra. The slip 
partitioning angle \|/ is defined as the angle between the azimuth of observed shallow thrust 
earthquake slip vector and the normal of the trench. Thus, when earthquake slip vectors 
are rotated toward the trench noraml, \|/ equals to zero, slip partitioning is considered
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complete. While when earthquake slip vectors are parallel to the predicted plate motion 
direction, there is no partitioning. This study provides a summary of the degree of slip 
partitioning along the major convergent plate boundaries of the world. The first order 
observation in the study shows that the degree of partitioning in different regions can be 
explained by systematic differences in descriptive parameters of the subductionprocess, 
such as 1) occurrence or lack of back-arc spreading; 2) dip angle of the subduction thrust; 
3) average shear stresses on the strike-slip fault and the thrust fault; and 4) depthes to the 
base of the strike-slip fault and the thrust fault. It was found that subduction zones char­
acterized by back-arc spreading show the greatest degree of partitioning.
A composite source model is presented in the Chapter 2 for estimation of strong 
ground motions. Strong ground motion modeling is very important in order to achieve the 
goal of predicting strong ground motion from basic understanding of earthquake source 
mechanics, wave propagation and site effects. One of the difficulties in estimating strong 
ground motion for a complex earthquake rupture process is to produce a seismic spectrum 
for the full seismic frequency range that is consistent with the observed one. Many efforts 
have been made to eliminate the deficiency in the intermediate frequency range (Irikura 
and Aki, 1985; Irikura and Kamae, 1993). We proposed a complex source model to 
accomplish the task of generating realistic synthetic seismograms at a specific site. The 
composite source model consists of a suite of subevents with a fractal size distribution 
randomly located on the fault plane. Each subevent radiates a displacement pulse with the 
shape of a Brune’ s pulse in the far field, at a time determined by a constant rupture velocity 
propagating from the hypocenter to the center of the subevent and an average shear velocity 
propagating from the center of the subevent to the receiver. The composite source time 
function is the sum of the contributions of all the subevents. The source time function is 
then convolved with a synthetic Green’s function that is calculated from a realistic layered 
earth structure model to generate seismograms at a specific site.
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The composite source model method is easy to implement and the resulting synthetic 
seismograms are quite realistic. It is more attractive than the stochastic approach because 
it takes into account fault geometry for a finite fault and effects due to rupture propagation. 
It also computes three components of seismograms with all phases included, not just 
S-waves. Unlike the empirical Green’s function method, it is not restricted by the limited 
number of ideal small events that suit for serving as empirical Green’s functions. We have 
applied this approach to simulate strong ground motions from several large earthquakes 
and the resulting synthetic accelerations, velocities, and displacements have realistic 
amplitudes, durations, and Fourier spectra, and fit the statistical properties of the data 
reasonably well. Some recent studies by other researchers (Tumarkin, 1993; Irikura and 
Kamae, 1993) also confirm that a source model which consists of a suite of subevents of 
different sizes produces the correct seismic spectrum. Thus, the composite source model 
method will not only provide a useful tool for computing a suite of synthetic strong ground 
motions at a specific site for engineering design purpose, but it may also improve our 
physical understanding of actual earthquake sources.
In Chapter 3, the nonlinear soil responses in strong ground motions were modeled 
theoretically. Nonlinear soil behavior has been recognized for decades by soil engineers 
from laboratory soil tests (Seed and Idriss, 1970; Hardin andDrnevich, 1972a,b). On the 
other hand, direct observations of nonlinear soil effects on strong ground motions during 
large earthquakes have not been convincingly reported until very recently (Boore et al., 
1989; Chin and Aki, 1991; Darragh andShakal, 1991). Seismologists generally use alinear 
elastic response of the earth to model teleseismic, weak, and also strong ground motions. 
The reasons are the success of linear modeling of strong motions in many studies and the 
simplicity of computation. However, as more direct seismological evidence for nonlinearity 
in strong ground motions is reported, seismologists are now more interested in the possible 
importance of nonlinear soil response.
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In order to understand the characteristics of nonlinear soil behavior, this study 
examines the ways that nonlinearity would be expected to appear on strong motion records. 
A time-domain code DESRA2 is used to calculate nonlinear soil response of soft sediments 
near the surface (Lee and Finn, 1982). We examined the nonlinear soil behavior using both 
an impulse input which has a flat amplitude spectrum within a broad frequency band and 
a real accelerogram recorded from a Mexico earthquake. The linear and nonlinear responses 
are compared both in the time and frequency domains. We examined the effects of non­
linearity on the variance of peak accelerations, the response spectrum, and the spectral 
decay parameter k. We also examined the effects of changes in the depth of the soil deposit. 
Our study answers the following questions: What are the characteristics of nonlinear soil 
behavior as opposed to linear behavior as they appear on seismograms? What experimental 
design should we use to recognize definitively nonlinearity when it is present? The iden­
tification of nonlinear soil effects is obstructed by the fact that observed records are always 
contaminated by source and path effects and the separation between these effects is 
extremely difficult without using uphole/downhole data to assess the site response. 
Theoretical modeling of the nonlinearity of soil response improves seismological under­
standing of the characteristics of nonlinear soil behavior and also provides insight into how 
they may affect seismic observations. This study has important consequences for our 
physical understanding of wave propagation in the shallow layers of the earth. It is also 
very important for earthquake resistant design purposes. The results of the study also 
provide guidance for future experiments designed to study nonlinearity in strong motion. 
Indeed, the theoretical prediction from this study that there exist three frequency bands 
affected by nonlinearity of soil deposits during strong shaking is confirmed by Wen et al. 
(1993) using borehole weak and strong motion data in Taiwan.
5
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Chapter 1
Slip Partitioning along Major Convergent Plate Boundaries
Guang Yu and Steven G. Wesnousky 
Center for Neotectonic Studies, University of Nevada Reno, NV
Goran Ekstrom
Department of Earth and Planetary Sciences Harvard University Cambridge, MA
Abstract
Along plate boundaries characterized by oblique convergence, earthquake slip vec­
tors are commonly rotated toward the normal of the trench with respect to predicted plate 
motion vectors. Consequently, relative plate motion along such convergent margins must 
be partitioned between displacements along the thrust plate interface and deformation 
within the forearc and back-arc regions. The deformation behind the trench may take the 
form of strike-slip motion, back-arc extension, or some combination of both. We observe 
from our analysis of the Harvard Moment Tensor Catalog that convergent arcs characterized 
by back-arc spreading, specifically the Marianas and New Hebrides, are characterized by 
a large degree of slip partitioning. However, the observed rates, directions, and location 
of back-arc spreading are not sufficient to account for the degree of partitioning observed 
along the respective arcs, implying that the oblique component of subduction is also 
accommodated in part by shearing of the overriding plate. In the case of the Sumatran arc, 
where partitioning is accommodated by strike-slip faulting in the overriding plate, the 
degree of partitioning is similar to that observed along the Marianas, but the result is viewed 
with caution because it is based on a predicted plate motion vector that is based on locally 
derived earthquake slip vectors. In the case of the Alaskan-Aleutian arc, where back-arc 
spreading is also absent, the degree of partitioning is less and the rotation of slip vectors
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toward the trench normal appears to increase linearly as a function of the obliquity of 
convergence. If partitioning in the Alaskan-Aleutian arc is accommodated by strike-slip 
faulting within the upper plate, the positive relationship between obliquity of convergence 
and the rotation of earthquake slip vectors toward the trench normal may indicate that either 
(1) the ratio of the depth extent of the strike-slip faulting behind the trench, Zs, to the 
subduction thrust, Z„ increases westward along the arc, (2) the dip of the subduction thrust 
increases westward along the arc, or (3) the strength of the subduction thrust decreases 
westward along the arc.
Introduction
It has been observed that the azimuths of slip vectors for shallow plate boundary 
thrust earthquakes commonly do not accurately reflect the predicted global plate motion 
vectors (Fitch, 1972; Beck, 1983,1989, 1991; Jarrard, 1986; Ekstrom and Engdahl, 1989; 
DeMets et al., 1990; McCaffrey, 1990, 1991, 1992). Rather, slip vectors for thrust earth­
quakes are generally rotated toward the normal of the trench with respect to predicted plate 
motion vectors (Jarrard, 1986; Ekstrom and Engdahl, 1989; Beck, 1989, 1991; DeMets et 
al., 1990; McCaffrey, 1991, 1992; Jones and Wesnousky, 1992). Assuming that relative 
plate motion models are correct, a consequence of this observation is that relative plate 
motion must be partitioned between displacement along the thrust plate interface and 
deformation in the forearc or back-arc region. We refer to this phenomenon as slip parti­
tioning. More specifically, we define the slip partitioning angle y  as the angle between the 
azimuth of the earthquake slip vector and the trench normal, and the obliquity 0 as the 
angle between the plate motion direction and the trench normal (Figure 1). Hence, when 
slip vectors are rotated to the trench normal away from the predicted plate motion (y  = 0), 
slip partitioning is considered complete. Conversely, when earthquake slip vectors are
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parallel to the predicted plate motion (\j/ = 0), there is no partitioning of plate motion. In 
this paper, we provide a summary of the degree of slip partitioning observed along the 
major convergent plate boundaries of the world (Figure 2).
Method and Data
The principal data base for this study is the Harvard Moment Tensor Catalog for the 
period 1977 to 1990 (for a complete list of references to this Catalog, see Dziewonski et 
al., 1991). The Catalog provides earthquake focal mechanisms for most earthquakes of 
Mw > 5.0. Along each convergent plate boundary, shallow earthquakes (0-40km) showing 
thrust focal mechanisms are selected. Toward determining an estimate of slip partitioning, 
we compare the azimuth of the earthquake slip vector to the azimuth of the predicted plate 
motion vector at the same site. The azimuth of the slip vector for each event is obtained 
by rotating the slip vector about the strike of the focal plane into the horizontal. The relative 
plate motion directions are calculated from the global motion model NUVEL-1 proposed 
by DeMets et al. (1990), and from Seno et al. (1987) for the Izu-Bonin and Mariana trenches. 
The trench normal is inferred from digital bathymetric maps with a 5 minute by 5 minute 
resolution for each island tire by taking the normal to a curve interpolated between points 
of maximum depth along each trench at a spatial interval of 15 minutes of latitude or 
longitude, respectively, depending on the orientation of the trench.
The map view of slip vectors with respect to the predicted relative plate motion vectors 
along the Aleutian trench in Figure 3a serves to further illustrate the data analysis. The 
variation of the trench normal vector, the predicted plate motion vector, and the azimuth 
of individual earthquake slip vectors are plotted in Figure 3b as a function of longitude 
along the trench. Both Figures 3a and 3b show that slip vectors are generally rotated away 
from the predicted plate motion direction and fall between the plate motion direction and 
the trench normal. The relationship of the slip partitioning angle ^  for each event and the
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angle of the obliquity of subduction 0 is further shown in Figure 3c. Solid circles in both 
Figures 3b and 3c represent the events with moment M0 greater than 1.5 x 1024 dyne-cm, 
dip angle less than 40° and strike within ±20° of the strike of the trench. Open circles are 
the events along the trench which do not satisfy these criteria. The events marked by open 
circles show greater scatter as a function of 0. The events of lesser seismic moment are 
generally more likely to be affected by local processes rather than reflect plate motion, as 
compared to events of greater seismic moment. Similarly, events with a steep dip angle 
(> 40°) and strike much different (±20°) from the strike of the trench are less likely to 
reflect the general characteristics of plate motion at subduction zones. Source parameters 
of the smaller events are associated with larger uncertainties because of the low signal to 
noise ratio in the seismograms. For these reasons, we infer that the events which satisfy 
the above three criteria are likely to reflect best any systematic relationship between the 
slip partitioning angle \j/ and obliquity 0 of subduction. With these same criteria we con­
structed the same sequence of plots for the South American (Figure 4), Central American 
(Figure 5), Kurile and Japan (Figure 6), Sumatran (Figure 7), Tonga and Kermadec (Figure 
8), Izu-Bonin and Mariana (Figure 9), and New Hebrides (Figure 10) island arcs. Thus, 
the data in Figures 3 to 10 serve as the observational data base for this study.
Observations
Arcs without back-arc spreading
Among the subduction zones considered, the Alaskan-Aleutian, South American, 
Central American, Kurile, Japan and Sumatran arcs do not show evidence of back-arc 
spreading. The obliquity of subduction 0 along the Alaskan-Aleutian arc ranges from about 
0° to 80° (Figure 3). Values of the slip partitioning angle \]/appear to increase systematically 
as a function of obliquity angle 0 and define a slope of less than 1 (Figure 3c).
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Along South America (Figure 4), values of obliquity range to only 40° and values of 
the slip partitioning angle tend to fall below the line \|t = 9. There also appears to be a 
tendency for the slip partitioning angle \\r to increase as a function of obliquity 0, but because 
the azimuth of the NUVEL-1 plate motion vector for this plate boundary is largely con­
strained from locally derived earthquake slip vectors and the scatter in data is large, the 
result is equivocal (Figure 4c).
The Central American (Figure 5) and Japan and Kurile (Figure 6) subduction zones 
show a scatter in observed slip azimuths \j/ which is on the same order as the observed 
range of obliquity 0(< 30°). Hence, the observations are of limited utility in attempting to 
infer any relationship of \j/ to 0.
There are relatively few slip azimuths available in the Harvard catalog along the 
Sumatra arc(Figure 7) and there also are large uncertainties in the relative plate motion. 
The NUVEL-1 model predicts that the azimuth of convergence is about 25° along the 
Sumatran arc and reflects motion between the Australian and Eurasian plates. However, 
the NU VEL-1 model does not account for internal deformation within southeast Asia which 
is now well recognized (McCaffrey, 1991); hence, the predicted motions likely do not 
reflect the actual relative motion across the Sumatran Arc. McCaffrey (1992) argued that 
such internal deformation is absent to the east of Sumatra and, on that basis, asserted that 
focal mechanisms east of Sumatra were representative of the plate motion direction of 
N3°E across the arc. However, because earthquake slip vectors are generally unreliable 
indicators of relative plate motion (e.g. DeMets et al., 1990), and because plate motion 
directions inferred from earthquake slip directions do not provide an independent measure 
of plate motion on which to base determinations of the degree of partitioning, any estimate 
of the degree of partitioning along the Sumatran arc must be viewed with uncertainty and 
caution. For reference, the predicted motions of NUVEL-1 and McCaffrey (1991) are
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shown in Figures 7b and 7c. Given that the plate motion direction is nearly due north as 
asserted by McCaffrey (1991), values of \|/ fall well below the line defined by \\f= 0 and 
do not appear to increase as a function of 0 as observed for the Aleutians and possibly 
South America.
Arcs with back-arc spreading
Each of the Tonga and Kermadec (Figure 8), the Mariana and Izu-Bonin (Figure 9), 
and New Hebrides Island arcs (Figure 10) are characterized by varying amounts of back-arc 
spreading (Jarrard, 1986). Along the Tonga and Kermadec arcs, little insight is to be gained 
regarding any relation between \|/ and 0 because of the large scatter in observed slip azimuths 
and the small range in obliquity 0 observed along the arcs (Figure 8c).
The range in obliquity values along the Mariana and Izu-Bonin arcs is much larger, 
varying between about 15° and 70° (Figure 9); and the few slip azimuths of earthquakes 
clearly rotate to the trench normal, indicating a large degree of partitioning. Similar to 
Sumatra, earthquake slip vectors along the Izu-Bonin arc were used by Seno (1987) to 
determine the relative motion of the Philippine Sea plate and, hence, the degree of parti­
tioning might be questioned along the Izu-Bonin and Marianas arcs. However, because 
earthquake slip vectors are rotated virtually to the trench normal vector along the Marianas 
arc, which is characterized by a 50° range of obliquity values (Figure 9), the result that slip 
partitioning is large along the Marianas should not be affected by uncertainites in the plate 
motion vector used in the analysis.
The slip azimuths of earthquakes along the New Hebrides arc also clearly trend 
parallel to the trench normal over a large range of obliquity values (Figure 10a), indicating 
that partitioning along the New Hebrides arc is virtually complete, although the apparent 
systematic rotation of slip azimuths past the trench normal is enigmatic (Figures 10a and 
10b). Parts of the New Hebrides arc characterized by values of obliquity 0 greater than 30° 
are limited to the portion of arc south of latitude 22°S where there exists extreme curvature
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of the arc (FigurelOa and b). Perhaps the apparent systematic rotation of earthquake slip 
vectors past the trench normal directions is a result of the extreme contortion of the sub­
ducting plate which must accompany the severe bend in the trench. Nonetheless, it is clear 
that partitioning tends toward completeness along the New Hebrides arc.
Discussion
Synopsis
A synopsis of the relationship of y  to 0 between the various arcs is provided in Figure
11, a plot of \\f versus 0 for all earthquakes along each arc. Open and solid symbols in the 
Figure correspond to earthquakes in those arcs which do and do not show evidence of 
back-arc spreading, respectively. Sumatra lacks back-arc spreading but, because of the 
uncertainty attendant to determining the plate motion direction for the arc, the data points 
are shaded. The line \\r = 0 corresponds to total partitioning (slip vector perpendicular to 
the trench), and the line \\f = 0 indicates no partitioning (slip vector parallel to the plate 
motion direction). Although there exists considerable scatter in the observed azimuths of 
earthquake slip vectors along each arc examined, the data presented in Figure 11 provide 
a basis to suggest that first-order differences in the degree of partitioning do exist between 
various arcs. Slip partitioning appears to be consistently large along the Marianas and New 
Hebrides arcs, each of which shows back-arc extension. A similar degree of partitioning 
may characterize Sumatra where strike-slip faulting occurs in the overriding plate, but 
again the result should be viewed with some caution because earthquake slip vectors along 
the arc have also been the basis to determine the relative plate motion vector used in defining 
the degree of partitioning. The least amount of partitioning observed is for the Alaskan- 
Aleutian arc, where it is additionally seen that the slip partitioning angle \\f along the 
Alaskan-Aleutian arc appears to increase systematically as a function of the obliquity of
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convergence. Within the scatter of the data, a similar increase in y  as a function of 0 is not 
indicated for the New Hebrides, Marianas or Sumatran arcs. The scatter in slip vectors 
coupled with the small range of obliquity values generally precludes comparisons with the 
other arcs.
Subduction Zones with Back-arc Spreading
In the case of those subduction zones characterized by back-arc spreading, the 
question arises whether or not the amount and direction of back-arc spreading are sufficient 
to account entirely for the rotation of earthquake slip vectors toward the trench normal. 
Figure la  represents the case where back-arc spreading is oriented perpendicular to the 
trench. The relative plate motion vector VPMV is accounted for by the sum of the back-arc 
spreading vector VNSV and the earthquake slip vector V^y , which requires the earthquake 
slip vector to rotate away from the plate motion vector VPMV and toward the trench normal 
vector VTNV. The amount of back-arc spreading needed to account for slip partitioning is 
then written as
V nsv —




or, when back-arc spreading is oriented at an oblique angle a  with respect to the 
trench normal vector (Figure lb), the amount of back-arc spreading needed to allow for
slip partitioning is
V qsv —
Vpmv sin(0 \)f) 
sin(\j/ + a)
\ | / * - a
(2)
For the oblique spreading case, and within the range of 0 and \|f values observed, a
relatively smaller value of back-arc spreading is needed to produce a given rotation of the 
earthquake slip vectors, as compared to spreading parallel to the trench normal vector 
(Figure la). The two models in Figures la and lb, although certainly not representing the
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true complexity of the partitioning process, provide a first-order framework to examine 
whether or not observed back-arc spreading rates are sufficient to account for observed 
values of patitioning.
For example, Hussong and Uyeda (1982) place the rate and direction of spreading at 
4.3 cm/yr and 60°, respectively, at latitude 18°A along the Marianas arc. Seno et al. (1987) 
place the rate and direction of convergence across the subduction zone at 4.5 cm/yr and 
310°, respectively. Our best estimates of the azimuths of the trench normal and earthquake 
slip vector at the same latitude are 266° and 271°, respectively. Within the framework of 
Figure lb, we can then define \|/, 0, and a  to equal 5°, 44°, and 26°, respectively. In turn, 
we can use equation (2) to determine the amount of oblique spreading needed to account 
for the observed rotation of earthquake slip vectors to the trench normal to equal 5.5 cm/yr. 
The 5.5 cm/yr rate is greater than the 4.3 cm/yr rate observed by Hussong and Uyeda 
(1982), implying that observed rates of spreading are not sufficient to account fully for the 
degree of slip partitioning implied by the rotation of earthquake slip vectors along the arc.
Behind the New Hebrides arc, seafloor magnetic lineations mark a well-defined 
spreading center which strikes north between 18°5 and 21°S latitude and is interpreted to 
have a spreading rate between 6.8 cm/yr and 8.2 cm/yr (Auzende et al., 1988; Chase, 1971,; 
Maillet et al., 1989 Malahoff et al., 1982). However, the largest values of slip partitioning 
are observed to the south of 21°5, where back-arc spreading is not recognized immediately 
behind the arc. Although the New Hebrides arc is characterized by back arc spreading, the 
extreme rotation of earthquake slip vectors toward the trench normal along the southern 
end of the arc cannot directly be attributed to the occurrence of back arc-spreading. Indeed, 
it has previously been pointed out on the basis of distributed seismicity and focal mech­
anisms that the region behind the southern New Hebrides arc is characterized by a diffuse 
zone of left-lateral shear on east to northeast striking planes (Hamburger et al., 1988; Louat 
and Pelletier, 1989), which is in the correct sense to accommodate the oblique component
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of convergence across this section of the subduction zone. It thus appears that it is shearing 
behind the trench and not back-arc spreading which is accommodating the large degree of 
pardoning observed along the southern portion of the New Hebrides (Louat and Pelletier, 
1989).
Subduction Zones without Back-arc Spreading
For the case where the oblique component of plate motion is not accommodated by 
some form of extension behind the trench, the oblique component of motion not accom­
modated by slip along the thrust interface must be accommodated by strike-slip motion 
behind the trench (Figure lc). The amount of the strike-slip motion needed to accommodate 
the slip partitioning can be expressed (Jones and Wesnousky, 1992) as
Vpmv sin (9 -  y ) (3)
ssv co sy
Implicit to equation (1), as well as equations (2) and (3), is that the forearc behaves 
as a rigid sliver. The actual mechanism for partitioning is likely more complicated than 
these idealized models of Figure 1. For example, Geist and Scholl (1992) have recently 
modeled the deformation of the Aleutian Arc as occurring diffusely across the arc using a 
thin viscous sheet model. The lack of clearly identified major strike-slip faults behind 
several subduction zones which exhibit slip partitioning suggests that this may be an 
appropriate description of the deformation. In these cases, we interpret the inferred 
strike-slip motions as representing the along-arc shear strain integrated across the arc and 
back-arc. Additionally, it is clear for the case of strike-slip faulting behind the trench that 
changes in either 0 or y  (equation (3)) along strike of a trench will result in a stretching 
or contraction of the forearc (Ekstrom andEngdahl, 1989; McCaffrey, 1991,1992). In the 
case of the southern New Hebrides, relative plate motion is about 8 cm/yr, obliquity 0 of 
convergence ranges between about 35° to 60°, and slip azimuths y  are about 0° between
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latitude 22°S and 23°S • Input of these values into equation (3) then implies that about 5 
to 7 cm/yr of strike-slip motion behind the trench is needed to accommodate the oblique 
component of plate motion.
The mechanism of partitioning of oblique convergence between strike-slip faulting 
behind the trench and thrusting along the plate interface was initially recognized and 
explored by Fitch (1972). More recently, Beck (1989, 1991) and Jones and Wesnousky 
(1992) assumed that the relative amount and direction of slip on a paired oblique thrust 
and strike-slip system (Figure lc) would be that which yields the minimum work per unit 
of convergence. The result of these efforts was to define a relationship between slip par­
titioning and the convergence parameters of obliquity, the dip angle of subduction, and the 
ratio of resistance to slip on the strike-slip fault to resistance of slip on the subduction 
surface. McCaffrey (1992) has argued that paired systems of strike-slip and thrust faults 
along subduction zones do not extend to the same depth, and used force-balance constraints 
to modify the approaches of Beck (1989, 1991) and Jones and Wesnousky (1992).
McCaffrey (1992) inferred that the shear force that drives the slip on the strike-slip 
fault Fs is derived from the horizontal component of shear force on the thrust fault Fx. Thus, 
for small values of obliquity, the shear force on the strike-slip fault Fs is not large enough 
to cause it to slip and slip will occur on the thrust fault parallel to the plate convergence 
vector so that the slip partitioning angle equals obliquity angle (\|/ = 0, no partitioning). 
Larger values of obliquity 0 will results in a larger horizontal component of shear force 
F„ so shear force Fs on the strike-slip fault also increases. At a critical obliquity angle, Fx 
equals Fs and the strike-slip fault becomes active. McCaffrey defines this critical value of 
the obliquity angle as \|/max, and obtained the following relationship :
ZSXS sin A (4)
Rf  = sin \(/max = =——
when assuming that the shear forces acting on the coupled fault system are in equilibrium, 
where Rf  is the ratio of the shear forces resisting motion on the two faults, Z, and Z, are the 
depths to the base of the strike-slip fault and the thrust fault respectively, x* and x, are 
average shear stresses on the strike-slip fault and the thrust fault respectively, and A is the 
dip angle of the thrust fault. McCaffrey argues that \|/ cannot increase further than \|/max 
even as the obliquity 9 continues to increase. Thus, the slip partitioning angle \\r will equal 
obliquity angle 0 (slope of 1) until reaching a critical value of 0 = \|/max, and will then remain 
at angle \j/max for values of obliquity 0 > y max (Figure 12). For the purpose of the following 
discussion, we will limit attention to the formulation of McCaffrey (1992) and simply note 
the same inferences are yielded by the formulations of Beck (1989, 1991) and Jones and 
Wesnousky (1992).
For those boundaries lacking back-arc spreading, only the Aleutians shows a wide 
variation in the value of obliquity 0 along strike. McCaffrey (1992) earlier used the Aleutian 
data set (Figure 3c) to support the behavior implied by equation (4) and illustrated in Figure 
12. Indeed, when including all the events in Figure 3c (both solid and open symbols), it is 
permissible to describe the relationship between \\r and 0 in the form of Figure 12. However, 
when limiting attention to the events (solid symbols in Figure 3c) with strikes parallel 
(±20°) to the trench, dips < 40°, and larger seismic moments (> 1.5 x I024dyne -  cm), it 
appears more convincing that the relationship between \\f and 0 is linear and of slope less 
than 1. The observation does not require that the model predictions (equation (4) and Figure 
12) are incorrect but, rather, may imply that either (1) the ratio of shear strengths T /t„  (2) 
the ratio of the depth of the strike-slip to thrust fault ZJZt, (3) the dip of the thrust fault, or 
(4) material properties vary systematically in a manner to increase the value of \|/max along 
strike. Each idea is briefly considered below.
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In a separate study of slip partitioning using well-defined focal mechanisms of his­
torical earthquakes along the San Andreas system, Jones and Wesnsousky (1992) showed 
that the ratio of xs over x, is a decreasing function of the obliquity 0 of convergence, which 
is exactly the opposite in sense required to explain the linear increase in \\f observed for 
the Alaskan-Aleutian arc (Figure 3c). Hence, within the context of equation (4), it seems 
unreasonable to attribute the observed increase in \\f to be the direct result of increasing 
obliquity 0 as one progresses from east to west along the Alaskan-Aleutian arc. In contrast, 
cross-sections and estimates of the dip of the Benioff zone (measured in the depth range 
between 0 and 60 km depth) as reported by Jarrard (1986) suggest an increase in dip from 
about 7 to 25 degrees from Alaska to the Central Aleutians, which is in the correct sense 
to explain the increase in \j/ from east to west along the arc. Similarly, one might expect 
that the down-dip width of the thrust interface subject to brittle behavior will decrease as 
obliquity of convergence increases because the down-dip component of convergence and, 
hence, the downward deflection of geotherms would correspondingly decrease (e.g., 
McKenzie, 1970). Such an effect might result in increasing the ratio of ZJZ, and, hence, 
V|/ as obliquity increases westward along the Aleutians, but we are not aware of any firm 
data verifying such an idea in the Aleutians.
It has also been suggested that seismic coupling along the Alaskan-Aleutian thrust 
interface decreases westward along the arc as a function of decreasing sediment supply to 
the trench westward from the Gulf of Alaska (Ruff and Kanamori, 1983). The speculative 
suggestion may also work toward explaining the observed increase in \|/ westward along 
the Alaskan-Aleutian arc as resulting from a systematic variation in material properties, 
given that seismic coupling is directly proportional to the shear strength X, of the thrust as 
described by equation (4).
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Conclusion
The crux of our observations are summarized in Figure 11. To first order, we observe 
that the Marianas and New Hebrides arcs, each of which is characterized by back-arc 
spreading, tend to show the greatest degree of partitioning. However, the rates, directions 
and location of back-arc spreading are not sufficient to account for the observed rotation 
of earthquake slip vectors along the arcs, which implies that some portion of the oblique 
component of subduction is also accommodated by shearing within the overiding plate. 
Among those arcs lacking back-arc spreading, it is only along the Alaskan-Aleutian and 
Sumatran arcs where there exists a large variation along strike in the obliquity of predicted 
plate motion. The degree of partitioning along the Sumatra arc approaches that observed 
along the Marianas, but the result is viewed with caution because it is based on a relative 
plate motion vector also determined from earthquake slip vectors along the arc. In the case 
of the Alaskan-Aleutian arc, the degree of partitioning is relatively less and rotation of slip 
vectors toward the trench normal appears to increase linearly as a function of the obliquity 
of convergence. Assuming that partitioning in the Alaskan-Aleutian arc is accommodated 
by strike-slip faulting within the upper plate, it is suggested that the positive relationship 
between obliquity of convergence and the rotation of earthquake slip vectors to the trench 
normal may reflect either (1) an increase in the ratio ZJZ, of the depth of the strike-slip to 
thrust fault westward along the arc, (2) an increase in the dip of the subduction thrust 
westward along the arc, or (3) a decrease in the strength of the subduction thrust westward 
along the arc.
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(a) (b) (c)
Figure 1. Diagram illustrates the common relationship between predicted plate motion vectors (PMV), the azimuth 
of shallow thrust earthquake slip vectors (ESV), and orientation of subduction zone, as defined by a trench normal vector 
(TNV). The line with solid triangles represents a segment of trench, the angle 0 defines the obliquity of plate convergence 
and \|f is the slip partitioning angle between the azimuth of earthquake slip vector and the trench normal. The observed 
rotation of earthquake slip vectors toward the trench normal with respect to the predicted plate motion vector may be 
accounted for by (a) back-arc spreading parallel to the trench normal vector (NSV), (b) back-arc spreading at an oblique 
angle a  with respect to the trench normal (OS V), or (c) strike-slip faulting behind the trench (SSV).
Figure 2. Mercator projection of major plate boundaries. Subduction zones considered in this study are 
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Figure 3a. Map view of earthquake slip vectors (solid arrows), which are obtained by rotating the slip vectors about 
the strike of focal plane into the horizontal plane, for shallow thrust earthquakes (0-40 km) along the Aleutians. Large open arrows 
indicate the directions of predicted relative plate motion calculated from NUVEL-1 model.
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Aleutians
Figure 3b. A plot of the azimuth of earthquake slip vectors, plate motion vector and 
the trench normal vector versus longitude along Aleutians. Solid line marks the azimuth 
of the trench normal. Predicted plate motion directions and the uncertainties are represented 
by dot-dashed line and dashed lines, respectively. Slip vector azimuths are marked by solid 
circles for events with M0 > 1.5 x 1024, dip angle less than 40°, and for which the difference 
between the strike of the focal plane and the strike of the trench is less than ±20°. Open 
circles are events along the trench which do not satisfy the three criteria. Obliquity 0 is 
defined as the angle between the trench normal and predicted plate motion vectors. The 
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Figure 7. Observations for Sumatra. See Figure 3 caption for explanation. The 
additional three lines on the bottom of Figure 7b represent McCaffrey’s prediction of 
relative plate motion and the uncertainty for Sumatra (McCaffrey, 1991). Solid circles and 
open circles in Figure 3b correspond to slip partitioning angles obtained by using NUVEL-1 














Figure 10. Observations for New Hebrides. See Figure 3 caption for explanation.
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Figure 11. A plot of slip partitioning angle \j/ versus 0 for all earthquakes in this study, 
delineated according to the subduction zone along which they occur. Open and closed 
symbols represent boundaries with and without back-arc spreading, respectively. Data 
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Figure 12. A schematic plot of slip partitioning angle y  versus obliquity of conver­
gence 0 which is expected for simple model of slip partitioning described by equation (4): 
= 0 at small obliquity and remains constant when obliquity 0 reaches a critical angle
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Chapter 2
A Composite Source Model for Estimation of Strong Ground Motions
Guang Yu and John G. Anderson 
Seismological Laboratory, University of Nevada Reno, NV
Abstract
One goal of strong motion seismology is to develop the capability of estimating strong 
ground motions from an arbitrary future large earthquake at a specific site. The synthetic 
seismograms should be so reliable that they are useful for engineering applications. This 
study is an attempt towards achieving this goal. In this study, we propose a new method 
for constructing synthetic seismograms due to a complex rupture process for a large 
earthquake. The random nature of the complex fault is simulated in a composite source 
model by a suite of subevents with a fractal size distribution randomly located on the fault 
plane. Each subevent radiates a source time function with the shape of a Brune’s pulse in 
the far field, at a time determined by a constant rupture velocity propagating from the 
hypocenter to the center of the subevent. The composite source time function is obtained 
by summing the source time function of each subevent, and then is convolved with a 
synthetic Green’s function that is calculated from a realistic layered earth structure model, 
to generate synthetic seismograms at a specific site. To save on computer time, subevents 
are migrated to central locations using an average shear wave velocity propagating from 
the center of the subevent to the receiver. To validate the method, we simulated strong 
ground motions due to Mexican earthquakes that were recorded by the Guerrero acceler- 
ograph network. The resulting synthetic accelerations, velocities, and displacements have 
realistic amplitudes, durations, and Fourier spectra, and fit the statistical properties of the
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data reasonably well. We also applied the composite source model method to estimate 
strong ground motions at Mexico City and several coastal stations due to a possible future 
large earthquake from the Guerrero gap.
Introduction
Simulation of ground motion time series at a specific site due to a large earthquake 
is the best kind of information seismologists can provide for engineering structural design, 
since single parameters such as peak accelerations and velocities carry much less infor­
mation and often have little significance in structural damage (e.g. Wennerberg, 1990). 
Attempts to characterize strong ground motions using a single parameter may be doomed 
to failure (Joyner and Boore, 1988). Even response spectra may not be very useful if shaking 
duration is a main cause of structural damage (Zheng et al., 1990; Wennerberg, 1990). On 
the other hand, it is very difficult to evaluate strong ground motions in the full seismic 
frequency range because of the complexity of the earthquake rupture process, complex 
wave propagation effects, and site effects.
There are two main methods that are widely used in generating time series for 
engineering applications. One method is often referred to as the stochastic co-squared source 
model proposed by Hanks and McGuire (1981). In this model, acceleration time histories 
are generated by filtering random noise in the band between the corner frequency f 0 and 
the high-cut frequency / max, and the spectral shape is given by the Brune (1970, 1971) 
spectrum, which is an co-squared spectrum specified by the seismic moment M0 and the 
stress drop A a. The other method is the summation of observed seismograms of small 
earthquakes called empirical Green’s functions which ideally have the same propagation 
path as the target event (Hartzell, 1978, 1982). Both methods have been well developed 
and investigated, and applied for estimation of ground motions by many researchers (Hanks 
and McGuire, 1981; Joyner and Boore, 1981; Boore, 1983; Hanks and Boore, 1984;
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McGuire et al, 1984; Boore, 1986; Joyner, 1987; Joyner and Boore, 1988; Hartzell, 1978, 
1982; Kanamori, 1979; Hadley and Helmberger, 1980; Hutchings, 1985; Heaton and 
Hartzell, 1986; Wennerberg, 1990).
The stochastic o>squared model is based on the physical characteristics of the source
(McGuire and Hanks, 1980; Hanks and McGuire, 1981;Boore, 1983),and it is particularly 
simple because the scaling with source size depends on only one parameter, the seismic 
moment or moment magnitude (Boore, 1983). However, the model is actually for a 
homogeneous unbounded medium, and the effects of source depth and crustal velocity and 
Q structure are not usually taken into account (Ou and Herrmann, 1990; Aki and Irikura, 
1991). Furthermore, it only computes S-waves and only one component or if three com­
ponents, they lack a realistic correlation. The fault geometry for a finite fault and effects 
due to rupture propagation are not included in this method either.
The method of the summation of empirical Green’s functions has several distinct 
advantages. The method automatically incorporates wave-propagation effects over the 
whole path from source to receiver as well as local site effects (Hartzell, 1982; Joyner and 
Boore, 1988; Aki and Irikura, 1991). Thus, it is particularly useful in cases where earth 
structure is either not well known or complicated (Hartzell, 1982). Although the method 
is able of introducing randomness for high frequency waves while keeping the coherent 
deterministic property for low frequency waves (Joyner and Boore, 1988; Aki and Irikura, 
1991), the spectrum obtained by summing small events is deficient at intermediate fre­
quencies (Joyner and Boore, 1988). Efforts have been made to eliminate the deficiency in 
the intermediate frequency range (Irikura and Aki, 1985; Irikura and Kamae, 1993). Frankel 
(1993) recently simulated the strong motion records of the Landers (M7.2) and Loma Prieta 
(M7.0) mainshocks using their aftershocks as the empirical Green’s function. He convolved 
the empirical Green’s function with the mainshock slip velocity function and summed it
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up with proper time delays. Unlike most previous methods of summation, Frankel’s pro­
cedure produces the correct energy above the corner frequency of the aftershock. However, 
the ideal seismograms of small earthquakes that serve as empirical Green’s functions, i.e., 
located on or near the hypothetical source and recorded at the site for which the large event 
simulation is desired, are generally sparse. Also, the smaller earthquakes that are used for 
the empirical Green’s functions may have different focal mechanisms from the desired 
mainshock and may not have a sufficient signal to noise ratio at low frequencies. Therefore, 
the application of the method is also restricted by the sparsity of data.
For the case in which noempirical Green’s function is available, the synthetic Green’s 
function would be the only choice. As modern calculation techniques and computer ability 
improved, the synthetic Green’s function for a realistic layered earth structure can be 
calculated (see Anderson, 1991 for references). In this case, a source model which includes 
the random nature of the heterogeneties of the complex fault rupture process is required. 
For example, in a recent application Somerville et al. (1991) simply used an empirical 
source function derived from smaller earthquakes. In this study, we propose a synthetic 
composite source model to simulate the source slip function on the fault.
Method
Composite source time function
We hypothesize that the source slip function can be simulated, in a kinematic sense, 
by randomly distributed subevents on the fault plane. The size distribution of subevents is 
described by a fractal distribution that can be simply derived from the Gutenberg-Richter 
relation for the frequency-magnitude statistics of earthquakes (Gutenberg and Richter, 
1954) as shown by Turcotte (1992). Combining the Gutenberg-Richter relation
log N = a - b M  (1)
and the moment-magnitude relation
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log M0 = cM +d (2)
one can obtain the relationship between the number of the events and the seismic moment 
as
Kanamori and Anderson (1975) showed that the seismic moment of an earthquake M0 for 
a circular crack is related to the rupture area A by
where a  is a constant. Since the area of the rupture A is proportional to the source radius 
squared R 2, the number of events with radii larger than R can be obtained from (3) as
Thus, the empirical frequency-magnitude relation of (1) is entirely equivalent to a fractal 
distribution with a fractal dimension D -  Iblc  (Aki, 1981; Turcotte, 1992). And p in 
Equation (4) is a constant of proportionality by the definition of a fractal. Taking the value 
of the constant c in the moment-magnitude relation as 1.5 (Kanamori and Anderson, 1975), 
the fractal dimension D is simply twice the b-value. The number of events will decrease 
as the radius of the source increases:
Integrating Equation (5) between the interval R and RmtiX, the number of events 
with radii larger than R and smaller than the radius of the largest event allowed,
N = pR~3blc = pR~D (4)
N(R) = P (R~d - R Z ) ( 6 )
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We use the power law distribution in Equation (6) to define the relationship between the 
number of subevents and their radius. The radius of the largest subevent ̂ ?max is constrained 
by fault width.
After Keilis-Borok (1959), the stress drop of a subevent is related to its radius, R, 
and seismic moment, M0, by
The stress drop Ao is different from the static value of stress drop of the main event, which
is proportional to average slip divided by fault width. For a given magnitude of earthquake, 
i.e., the seismic moment or the average slip is known, the static stress drop of the event is 
determined while the static stress drop of subevents can be varied in the composite source 
model. For this application, we take Ao to be independent of the subevent radius. The total 
moment, M<f, of a collection of subevents with a distribution given by (6) can be defined 
as follows:
Rmin is intended to be a purely numerical parameter defined by computational considerations
M0(R)= j R 3Ag
(7)
( 8)
This constraint leads to the value for the constant of proportionality, P, of:
7M<f(3-D ) (9a)
\6DAo(R ^ d - R ^ d)
D * 3
7 M0E (9b)
P \6DAo\n(RmJ R mm)
D = 3
because for D < 3, the total moment of the main event is dominated by the moments of the 
largest subevents.
50
To realize the size distribution (6) numerically, we generate N  random real numbers,
N{, which are uniformly distributed from 0 to N. The size of the corresponding subevent 
is
/  s-1 (10)
(Ni „ V
R:= — + R-°
\P
Figure, 1 shows the theoretical size distribution curve and the largest 100 subevents that 
are generated from the Equation (10) for one numerical realization. The actual seismic 
moment for this realization of the probability distribution is, from (7):
adjustments are constrained in the simulation to be less than 10%.
The source time function for each subevent is determined from its size. We assumed 
that the radiation from each subevent takes the shape of the Brune (1970) pulse. Then:
where M ‘a is the seismic moment for the ith subevent, f c is the comer frequency of the ith
subevent, which is related to the source radius of the ith subevent following Brune’s 
definition (1970):
( 1 1 )
Thus in our numerical simulations we adjust Aa as necessary to achieve M* = M<f. These
M ‘0(t) = M ‘0(2n/Cf  (t -  x(.) exp(-2jtfc(t -  xt))H(t -  t,) ( 12)
x is the time delay for the ith subevent, which is determined by a constant rapture velocity
propagating from the hypocenter to the center of the subevent, and H is the Heavyside step 
function. The function M0(t) is the net seismic moment at any instantaneous time during
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the rupture, and at any sufficiently large time it equals the moment M0- It’s derivative M 0(t) 
is convolved with a Green’s function in the representation theorem to obtain ground motion 
(e. g. Aki and Richards, 1988).
The subevents are distributed randomly on the fault plane, and partial or total overlap 
of subevents is allowed. The total area of subevents exceeds the area of the main event, 
which is necessary in order to achieve the correct spectral shape as pointed out by Tumarkin 
et al. (1993). Allowing overlap, subevents are particularly easy to assign to the fault. 
Subevents are not allowed to extend beyond the limits of the main fault, so they are dis­
tributed uniformly over the area within the boundary of the main fault. As an example, 
Figure 2 shows the locations of the 10% of all the subevents that are assumed to generate 
one large earthquake from one numerical realization. Because the number of subevents is 
very large, we do not compute the Green’s function for all of them. Rather, we divide the 
fault into a grid of approximately square sub-faults, and the composite source time function 
for each sub-fault is the sum of the source time function of each subevent within that 
sub-fault. Figure 3 shows two examples of source time functions generated from the 
composite source model for two sub-faults. The Fourier amplitude spectra show the correct 
moment at low frequency and to-2 fall-off at high frequencies which is in accord with most 
seismological observations. Hartzell and Heaton (1985) determined the teleseismic time 
functions for 63 largest shallow subduction zone earthquakes. The characteristics of 
complexities of teleseismic source time function for these large shallow earthquakes is 
consistent with the source time functions generated by the composite source model. 
Synthetic seismogram
The synthetic Green’s function is calculated for each sub-fault using the code 
developed by Zeng and Anderson (1993) implementing the generalized reflection coef­
ficient method of Luco and Apsel (1983). A realistic layered earth structure model is used
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in the calculation. The synthetic seismograms due to the complex fault are obtained by 
convolving the synthetic Green’s function with the composite source time function gen­
erated above.
Validation
To validate the method described above, we first calculated the synthetic seismograms 
for 7 stations in Guerrero, Mexico (Figure 4) due to the September 19, 1985, M8.1 
earthquake. We choose the velocity structure model used for locating earthquakes by 
Anderson et al. (1987) and added a thin top low velocity weathered layer according to the 
existing information given by Anderson et al. (1993). We also added a few layers beneath 
the thin top layer to 2 km so that the velocity changes gradually from low to high. The 
regional velocity structure model and the near surface structure models used for 7 stations 
are given in Table 1. The fault dimension is 178 km in length and 80 km in width, which 
is divided into 8 subfaults. The other parameters used are M0 = 1.1 x 1028dyne-cm, Ao = 10 
bars, D = 2, Rmax = 20 km, and rupture velocity Vr = 2.8 km/sec (see Table 2a). Figure 4 
shows the epicenter of the earthquake, the fault projection on the surface, and the station 
locations for the observed seismograms that are simulated in this study.
Figures 5 to 11 compare accelerations, velocities and displacements at 7 stations. 
Both synthetics and data are bandpass filtered from 0.03 Hz to 10 Hz. The velocities and 
displacements of data are obtained from the integration of acceleration. All the synthetics 
have a realistic appearance and general agreement with the observations. The poorest 
agreement at high frequencies is at Atoyac, where information about near surface layers 
is not available (Anderson et al., 1993). We used near surface structure from the nearby 
station El Suchil for station Atoyac because it is the closest station to Atoyac that shallow 
structure information is available. Although both stations are on granodiorite, the near 
surface structure at El Suchil is minimally weathered; while at Atoyac, it is decomposed
and soft (Anderson et al., 1993). In a recent study of strong ground motion from the 
Uttarkashi, India earthquake (Yu et al., 1993), we found that the near surface structure 
plays a critical role on strong ground motions. Since the site conditions are unknown for 
the stations that recorded the Uttarkashi earthquake, we demonstrated that the agreement 
between synthetics and observations can be improved by adjusting the shallow structure 
based on trail and error. Thus, the differences between synthetics and observations at Atoyac 
could also be substantially reduced if the information of near surface structure is known. 
It should be mentioned here that we did not try to match the data wiggle by wiggle. Our 
purpose is to verify the method. Without fine tuning the parameters, the source geometry, 
and the site conditions, our synthetics are in reasonable agreement with the statistical 
features (peak values, durations, and spectra) of observed data.
We also calculate the synthetics for the Magnitude 6.9, April 25,1989 and Magnitude 
5.0, Jan. 13, 1990, earthquakes, as recorded at La Venta (see Table li  for near surface 
velocity structure at this station). We choose the station La Venta because it is sited on a 
granitic outcrop on the southern flank of the Sierra Madre mountains; the structure there 
is fairly simple, and it has a nearly flat site response (Humphrey and Anderson, 1992). The 
fault dimensions are 40 km x 20 km and 5 km x 5 km for M6.9 and M5.0 events, respectively. 
The stress drops are 50 bars and 300 bars, and seismic moments are 8.7 x 1025 dyne-cm 
and 1.0 x 1025 dyne-cm for M6.9 and M5.0 events, respectively (see Table 2b and 2c). 
Figures 12 and 13 show the comparison of synthetics and observations. The synthetics also 
have a realistic appearance and show a reasonable agreement with observations. One may 
have noticed that the stress drops of subevents used for three events are different, with the 
smallest value (lObars) for the largest event (M8.1) and the largest value (300bars) for the 
smallest event. One explanation is that the largest earthquake occurs on the plate interface 
that has ruptured many times, so the fault surface is smoother. The smallest earthquake 
may not have occurred on the interface, and may thus be relatively rougher as compared
with large interface earthquakes (Wesnousky, 1990). In summary, these synthetics have 
demonstrated that the composite source model is applicable both to large and small 
earthquakes.
Parametric Study
The composite source model is very simple in the sense that it has only a few 
parameters to describe it. All the parameters involved are potentially constrained by 
physical phenomena. Fault mechanism, dimension and slip, and /?max are constrained from 
geology. Rupture velocity can be taken from the relatively narrow range of prior obser­
vations. The stress drop may vary in a certain range but the typical value from investigation 
of large earthquakes would be an appropriate estimate. Finally, the fractal dimension is 
twice the b-value of earthquakes. This section investigates the peak values of synthetic 
acceleration, velocity and displacement for different values of stress drop, fractal dimension 
and maximum radius of the subfault. The synthetics are calculated at station La Venta 
resulting from the M6.9 earthquake on April 25, 1989. The fault dimension and other 
parameters used in this calculation are same as in the validation section.
Figure 14 shows that the peak values increase as the stress drop increases. The peak 
values of acceleration are most sensitive, and the peak values of displacement are least 
sensitive. This is consistent with the idea that a stronger fault radiates more high frequency 
energy. The peak values do not change much as the fractal dimension (Fig. 15) and 
maximum radius of subevents (Fig. 16) vary within a physically reasonable range. The 
result in Figure 15 can be explained relatively simply, and gives insight to the model. We 
know from equation (4) that for b < 1.5 (D < 3) the moments of the largest subevents 
dominate the total moment release of the earthquake. It follows that, for fixed RmiX, the 
number of larger subevents cannot change very much as the fractal dimension D varies
from 1.6 to 2.4. The change in D primarily affects the number of small subevents. Thus, 
the near independence of peak values on D indicates that the large subevents are the 
dominant influence on all three peak parameters.
Application
In this section, we apply the composite source model method to simulate strong 
ground motions in Mexico City and at several coastal stations due to a possible future large 
earthquake from the Guerrero seismic gap. Our motivation is that a successful prediction 
of strong ground motion before a large earthquake is the definitive test of a model. Seis­
mologists have recognized the Guerrero seismic gap from the spatial distribution of large 
earthquakes (Anderson et al., 1989, 1993). Singh et al. (1981) gave the gap between the 
1979 and 1957 zones the name Guerrero gap and it is suggested by several seismologists 
that the Guerrero gap is most likely to break in the near future because no large earthquake 
has occurred there since 1911 (Anderson et al., 1989). There is uncertainty in the extent 
of the Guerrero gap, mainly due to the disagreement over the extent of rupture in the 1957 
earthquake (Kelleheretal., 1974; Nishenko and Singh, 1987; Gonzalez-Ruiz and McNally, 
1988). Kanamori et al. (1993) used two models for the next Guerrero earthquake: one is 
the same as the 1985 Michoacan earthquake, and fills the entire gap between the 1979 
event and the 1957 event; another is an event with Mw = 7.6 which represents the first half 
of the Michoacan sequence. In this study, we model the future Guerrero earthquake as the 
same as the 1985 Michoacan earthquake. The fault dimension used in this study is 180 km 
in length and 80km in width. The seismic moment is 1.1 x 1028 dyne-cm, which gives the 
average slip of about 2.5 m for a shear modulus of 3 x 10n dyne/cm2. The static stress drop 
used in this simulation is 30 bars. The deepest depth is 25 km, and the strike, rake, and dip 
angles are 301°, 106° and 18°, respectively (see Table 3).
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Figure 17 shows the fault projection on the surface, and the accelerograph sites at 
which the strong ground motions are simulated in this study. Synthetics are computed for 
hypocenters at points A and B. The same velocity structures in Table 1 are used for the 
coastal stations. Figures 18 to 22 show the synthetic accelerations, velocities, displacements 
and acceleration spectra at coastal stations La Union, Zihuatanejo, Papanoa, El Suchil, and 
La Venta for hypocenter at point A. Figures 23 to 27 show the synthetics at 5 coastal stations 
for hypocenter at point B.
The stations right above the hypothetical fault plane, such as Papanoa and El Suchil, 
have the largest ground motions while stations off the fault plane, such as La Union and 
La Venta, have smaller motions. The directivity effect can be recognized from the two 
simulations for two different hypocenters. When the rupture is toward the station, the 
synthetics have shorter duration and larger amplitude, than when the rupture propagates 
away from the station. A good example is at station La Union, where the synthetics cal­
culated for hypocenter A have longer duration and smaller amplitude than the synthetics 
calculated for hypocenter B. By contrast, at station La Venta, which is located at the opposite 
side of the fault with respect to La Union, the synthetics have shorter duration and large 
amplitude for hypocenter at point A than the synthetics resulting from the hypocenter at 
point B.
For station Central de Abastos in Mexico City, we used a simplified version of the 
layered structure (see Table 4) given by Sanchez-Sesma et al. (1988). Figure 28 shows the 
synthetic accelerations, velocities, displacements, and acceleration spectra at station 
Central de Abastos in Mexico City. Since this station is located at a point that has about 
equal distance from two corners of the fault, the directivity will not affect this station as 
much as other stations along the strike of the fault, so we only computed one simulation 
from the hypocenter A. Figure 29 shows the pseudo-relative response spectra of 5%
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damping computed for the simulated acceleration at Central de Abastos in Mexico City. 
The response spectrum from the 1985 Michoacan earthquake recorded at Central de 
Abastos is also plotted in the same figure for reference.
Kanamori et al. (1993) simulated the ground motions in Mexico City expected for 
large earthquakes in the Guerrero gap. They used small to moderate earthquakes that 
occurred in the Guerrero gap as the empirical Green’s function and the source time function 
derived from the 1985 Michoacan event. Compared to simulations by Kanamori et al. 
(1993), our results show smaller amplitude accelerations and smaller response spectra (see 
Figure 6,7 , and 8 in Kanamori et al., 1993). The response spectra calculated by Kanamori 
et al. (1993) peaks at periods of about 1.2 second and about 4 second, while our response 
spectra peaks at about 1.2 and about 6 seconds. The discrepancy between the two simu­
lations comes from the path, site and basin effects, since the distance from the hypocenter 
to Mexico City is more than 300km, and the structure is likely to change substantially from 
the coast to Mexico City. To extend the velocity structure of Mexico Valley all the way to 
the coast may have little effect on body waves and long period surface waves, since body 
waves travel most of the path at depth and long period surface waves also sample large 
depth range in crust. But it may affect short period surface waves such that the farther the 
distance, the larger the effect. Thus, short period surface wave energy may largely atten­
uated as they travel through more than 300 km distance from the coast to Mexico City. 
The second peak of our response spectra may not be the effect of shallow structure, rather, 
it may due to the fact that waves with periods longer than 6 seconds are little affected while 
waves with intermediate periods are largely affected by the extended velocity structure. It 
may also be one of the reasons why our prediction is smaller than observations from 1985 
Michoacan earthquake which is farther away from Mexico City than the Guerrero gap. In 
addition, the one-dimensional layered model can not account for the basin effect, such as 
focusing of the incident waves, mode conversion, and induced local surface waves at the
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edges of the basin (e.g., Sanchez-Sesma, 1987; Aki, 1988; Bard et al., 1988; Kawase and 
Aki, 1989). Sanchez-Sesma etal. (1989,1993) pointed out that two-and three-dimensional 
models are required to account for the effects of lateral irregularities. Nonetheless, our 
synthetics have very realistic appearance and a reasonable duration. However, using 
empirical Green’s function (e.g., Kanamori et al., 1993) instead of one-dimensional syn­
thetic Green’s function would be a better choice because it automatically includes the path, 
site and basin effects.
Discussion and Conclusions
The approach that we have described here is easy to implement, and the resulting 
synthetic seismograms are quite realistic. The main characteristics of the synthetic seis­
mograms, including durations, peak values, and spectra, are in general agreement with the 
observations. Our approach is more attractive than the stochastic approach because it 
effortlessly takes into account the fault geometry for a finite fault and effects due to rupture 
propagation. Consistency of the source in this case with the co-square model is assured, 
and thus the spectrum is assured to be as realistic as the stochastic method. It also computes 
three components of seismograms, and has all phases present, not just S-waves.
Although the method of the summation of empirical Green’s functions has several 
distinct advantages, it is restricted by the sparsity of the seismograms that suit for serving 
as empirical Green’s functions, i.e., located on or near the hypothetical source and recorded 
at the site for which the large event simulation is desired. Our approach can generate strong 
ground motions at virtually any specific site as long as the velocity structure is known. In 
reality, usually the earth structure is partially known, and for more complicated structure, 
much more computation is required to obtain synthetic Green’s functions than for the 
simple layered structure used here. This problem could be relieved when the empirical
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Green’s functions are available for the desired source-receiver pairs, since we expect that 
our composite source time function can be convolved with the empirical Green’s function 
to estimate strong ground motions more accurately. This can be tested in future work.
The composite source model may be improved by including scattering to account for 
the effect of heterogeneties in the earth structure; varying the orientation, dip angle and 
rake values of smaller subevents randomly within a certain range to simulate an irregular 
fault surface; and varying stress drops either randomly or such that subevents at greater 
depth have higher stress drops.
In conclusion, the method presented here shows great promise for computing syn­
thetic strong ground motions at a specific site. It is extremely simple, and can be used to 
generate a suite of seismograms for engineering design purposes. We are most confident 
about results on rock or at short distances. Efficient, well calibrated models for basins or 
where site effects are strong still needs more research. It can be utilized to study regional 
attenuation relations, since it can generate ground motions due to different magnitudes of 
earthquakes and recorded at many different distances. It can also be used to study site 
effects by comparing the synthetic seismograms generated with a regional velocity structure 
with the observed seismograms. The success in using the composite source model for 
generating realistic ground motions is consistent with the idea that there is some kinship 
between the actual earthquake source and the composite source description as superposition 
of a power-law distribution of random-sized asperities. Thus, it may also enhance our 
understanding of actual earthquake sources.
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Table la









3.0 5.0 1500 2.87 1000 2.7
15.0 6.1 3000 3.52 2000 2.7
5.0 6.8 4000 3.93 3000 2.9
10.0 7.4 4000 4.27 3000 2.9
infinity 7.9 4000 4.56 3000 2.9
Table lb









0.1 1.48 10 0.80 5 2.6
0.3 2.00 100 1.155 60 2.6
0.6 3.00 200 1.732 80 2.6
1.0 4.00 300 2.309 100 2.6
Table lc









0.1 1.7 7.2 0.98 3.6 2.6
0.3 2.0 100 1.155 60 2.6
0.6 3.0 200 1.732 80 2.6
1.0 4.0 300 2.309 100 2.6
Table Id









0.1 1.7 15 0.98 7.2 2.6
0.3 2.0 100 1.155 60 2.6
0.6 3.0 200 1.732 80 2.6
1.0 4.0 300 2.309 100 2.6
Table le









0.1 1.215 15 0.72 7.2 2.6
0.3 2.0 100 1.155 60 2.6
0.6 3.0 200 1.732 80 2.6
1.0 4.0 300 2.309 100 2.6
Table If









0.1 1.7 18.4 0.64 9.2 2.6
0.3 2.0 100 1.155 60 2.6
0.6 3.0 200 1.732 80 2.6
1.0 4.0 300 2.309 100 2.6
Table lg









0.1 2.0 10 1.0 3.7 2.6
0.3 2.0 100 1.155 60 2.6
0.6 3.0 200 1.732 80 2.6
1.0 4.0 300 2.309 100 2.6
Table lh









0.1 2.0 30 1.0 6.6 2.6
0.3 2.0 100 1.155 60 2.6
0.6 3.0 200 1.732 80 2.6
1.0 4.0 300 2.309 100 2.6
Table li









0.1 1.115 30 0.63 14 2.6
0.3 2.0 100 1.155 60 2.6
0.6 3.0 200 1.732 80 2.6
1.0 4.0 300 2.309 100 2.6
Table 2
Table 2a
Parameters U sed for M8.1 Earthquake
S eism ic M om ent M 0 1.1 x  IQ P d y n e -c m
Fault D im ension 118km  x  80km
Stress Drop o f  Subevents Act 10 bars
M axim um  Radius o f  Subevents R ^ 20 km
Rupture V elocity  Vr 2 .8 k m /sec
Fractal D im ension D 2
Table 2b
Parameters U sed for M 6.9 Earthquake
Seism ic M om ent M 0 8.7 x  lO ^dyne -  cm
Fault D im ension 40km  x  20km
Stress Drop o f  Subevents A c 50bars
M axim um  Radius o f  Subevents /?inix 5 km
Rupture V elocity  V, 2 .8U n /sec
Fractal D im ension D 2
Table 2c
Parameters U sed for M 5.0 Earthquake
S eism ic M om ent M 0 l.O x  lO^cfyne - c m
Fault D im ension 5km x  5km
Stress Drop o f  Subevents Ao 300bars
M axim um  Radius o f  Subevents Wmax 1.25 km
Rupture V elocity  Vr 2.8 km! sec
Fractal D im ension  D 2
Table 3
Parameters Used for Large Future Earthquake
Seismic Moment M0 1.1 x 102%dyne -  cm
Fault Dimension 180km x 80km
Stress Drop of Subevents Act 30 bars
Maximum Radius of Subevents /?max 20 km
Rupture Velocity Vr 2.8km/ sec
Fractal Dimension D 2
Table 4









0.045 1.4 50 0.06 30 1.3
0.6 1.4 80 0.6 50 1.8
0.355 3.46 200 2.0 100 2.1
3.0 4.5 500 2.56 300 2.67
11.0 5.5 800 3.18 500 2.77
33.0 6.9 2000 3.98 1000 3.09
infinity 8.3 3000 4.78 2000 3.3
68
S ize  D istribu tion
Log R
Figure 1. Theoretical size distribution curve and the largest 100 subevents from 
numerical realization for a synthetic simulation. This distribution uses maximum radius 
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o £>°fe0<i*ô : i l a r too'
0 50 1 0 0
Fault Length
150
Figure 2. Spatial distribution of subevents for one simulation. This figure shows 10% of all 
subevents that are assumed to generate the earthquake. For numerical simulations, radiation from 
each subevent is assumed to come from the center of the subevent, is assumed to begin when a 
rupture front reaches the subevent, and is assumed to have the form of a Brune pulse with comer 
frequency determined by the subevent radius.
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Figure 3. Two examples of source time functions generated from the composite source 
model for two subfaults.
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GUERRERO ACCELEROGRAPH ARRAY
Figure 4. Epicenters, fault sizes, and station locations for the observed seismograms 
that are simulated in this study.
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Figure 5. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station Caleta de Campos. The observed time series (left) and 
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Figure 6. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station La Villita. The observed time series (left) and Fourier 
amplitude spectra (solid) are derived from accelerations recorded in the September 19, 
1985 earthquake.
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Figure 7. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station La Union. The observed time series (left) and Fourier 
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Figure 8. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station Zihuatanejo. The observed time series (left) and Fourier 
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Figure 9. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station Papanoa. The observed time series (left) and Fourier 
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Figure 10. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station El Suchil. The observed time series (left) and Fourier 





Velocity A cce le ra tion  Spectra
Figure 11. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station Atoyac. The observed time series (left) and Fourier 
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Figure 12. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station La Venta. The observed time series (left) and Fourier 
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Figure 13. Observed and simulated acceleration, velocity, displacement, and Fourier 
amplitude spectra at the station La Venta. The observed time series (left) and Fourier 















Figure 14. The peak values of synthetic acceleration, velocity and displacement versus 
stress drop. Solid circles and stars represent two horizontal components, and open circles 
are vertical component. The error bar is the standard deviation for 50 numerical simulations.
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Fractal Dimension
Figure 15. The peak values of synthetic acceleration, velocity and displacement versus 
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Figure 16. The peak values of synthetic acceleration, velocity and displacement versus 
maximum radius of the subevent. See Figure 14 caption for symbol explanation.
GUERRERO ACCELEROGRAPH ARRAY
Figure 17. The fault size used for a scenario large earthquake from the Guerrero 
seismic gap and the accelerograph sites at which the strong ground motions are simulated 
in this study. Synthetics are computed for two hypocenters at point A and B.
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Figure 18. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station La Union due to a scenario large earthquake from the Guerrero seismic





Figure 19. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station Zihuatanejo due to a scenario large earthquake from the Guerrero
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Figure 20. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station Papanoa due to a scenario large earthquake from the Guerrero seismic
gap. The hypocenter is at point A as shown in Figure 17.
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Figure 21. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station El Suchil due to a scenario large earthquake from the Guerrero seismic




Velocity Acceleration Spectra 
EW Z NS
Log Frequency (Hz)
Figure 22. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station La Venta due to a scenario large earthquake from the Guerrero seismic
gap. The hypocenter is at point A as shown in Figure 17.
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Figure 23. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station La Union due to a scenario large earthquake from the Guerrero seismic





Figure 24. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station Zihuatanejo due to a scenario large earthquake from the Guerrero
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Figure 25. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station Papanoa due to a scenario large earthquake from the Guerrero seismic





Figure 26. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station El Suchil due to a scenario large earthquake from the Guerrero seismic
gap. The hypocenter is at point B as shown in Figure 17.
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Figure 27. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station La Venta due to a scenario large earthquake from the Guerrero seismic









Figure 28. Synthetic acceleration, velocity, displacement, and Fourier amplitude
spectra at the station Central de Abastos in Mexico City due to a scenario large earthquake
from the Guerrero seismic gap. The hypocenter is at point A as shown in Figure 17.
96
Central de Abastos
Figure 29. Pseudo-relative response spectra (5% damping) at station Central de 
Abastos in Mexico City resulting from a scenario large earthquake in the Guerrero seismic 
gap (The lower two lines). Solid line represents the NS component and short dashed line 
represents the EW component. The velocity response spectra (5% damping) for the 19 
September 1985 Michoacan earthquake is also plotted as reference (The upper two lines).
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Chapter 3
On the Characteristics of Nonlinear Soil Response
Guang Yu and John G. Anderson 
Seismological Laboratory, University of Nevada Reno, NV 
Raj Siddharthan
Department of Civil Engineering, University of Nevada Reno, NV
Abstract
A numerical code for calculating the time domain response of a nonlinear soil to base 
excitation is used to examine the characteristics of strong motion accelerograms recorded 
in soil. The results verify several of the effects that are usually cited as evidence of non­
linearity: decreased spectral ratios of surface to input motion near the dominant frequency 
of the soil; decreased statistical uncertainty in prediction of peak acceleration and increased 
effective period of the surface motion. When examined in the Fourier transform domain, 
the results show that soil response can be separated into three frequency bands. In the 
lowest frequency range, the spectral amplitudes are not affected by the nonlinearity. In the 
central band, the spectral amplitudes are decreased. The increase in the dominant period 
is caused primarily by a strong decrease in the amplitude of shorter period waves, rather 
than by amplification of low period motion. Above a cross-over frequency, however, the 
spectral amplitudes at the free surface are increased relative to linear soil response cal­
culations. This is a consequence of the sudden change in the stiffness of the soil at reversals 
in the stress-strain curve. This increase in spectral amplitudes at high frequencies causes 
the spectral decay parameter k  to decrease for the soil model that was used. The transition 
frequencies separating these three types of behavior shift to lower frequencies as the
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thickness of the soil layer is increased.
Introduction
Geotechnical engineers have recognized for decades that the stress-strain behavior 
of soils in the laboratory is nonlinear. Much experimental work has been done to investigate 
nonlinearity and parameter effects on soil properties over a wide range of strain (e.g. Hardin 
and Drnevich, 1972a, 1972b; Seed and Idriss, 1970). Empirical equations based on 
numerous laboratory test results have been developed for engineering design to model soil 
nonlinearity. On the other hand, many seismologists have been reluctant to accept the 
relevance of these models. There is concern that the laboratory simulations, based often 
on disturbed samples, may not be directly applicable to field applications. The model of 
linear elastic response of the earth has been almost universally used by seismologists to 
model teleseismic, weak, and also strong ground motions. For teleseismic and weak ground 
motions, there is no reason to doubt that this model is acceptable, but for strong ground 
motions, particularly when recorded on soils, the consequences of nonlinear soil behavior 
have to be considered seriously. The main objective of this paper is to explore the predictions 
of one particular nonlinear seismic soil response model from the viewpoint of an obser­
vational strong-motion seismologist.
Seismologists generally accept the linear model of ground response even at strong 
motion levels. One reason is the success of methods which sum empirical Green’s functions, 
which are seismograms with small amplitudes caused by small earthquakes, to predict 
strong groundmotion (e.g. Hartzell, 1978; Kanamori, 1979; Hadley andHelmberger, 1980; 
Irikura, 1983; Tanaka et al., 1982; Munguia and Brune, 1984; Hartzell, 1978; Aki and 
Irikura, 1991). The empirical Green ’ s function method is developed from the representation 
theorem, which assumes a linear-elastic earth model and a slip-dislocation earthquake 
model (Aki and Richards, 1980). The main advantage of this method is that the difficulties
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of computing the earth response (Green’s function) are avoided. These studies of several 
large earthquakes show that the empirical Green’s function method gives good agreement 
between the observed and simulated accelerograms, peak accelerations, and response 
spectra.
Another reason for accepting linearity, as reviewed by Aki (1988b), has been the 
similarity of amplification functions derived from weak and strong ground motions. The 
amplification in soft sediments near the surface has been well recognized by seismologists 
several decades ago (Takahashi and Hirano, 1941; Kanai et al., 1956; Gutenberg, 1957). 
There are several studies which conclude that site effects on weak motions are consistent 
with those on strong motions (e.g. Borcherdt, 1970,1990; Murphy et. al. 1971; Joyner et. 
al., 1981; Rogers et al., 1984, 1985; Tucker and King, 1984). There are also examples for 
the applicability of linear theory to investigate strong motion site amplification (Singh et 
al., 1988; Kobayashi and Midorikewa, 1986; Jongmans and Campillo, 1990). However, 
there is also evidence in some recent observations that nonlinear amplification of strong 
ground motions does occur in soil sites (Darragh and Shakal, 1991a,b; Boore et al., 1989; 
Chin and Aki, 1991). This has resulted in increased seismological interest in the possible 
importance of nonlinear soil response.
A typical method to look for soil nonlinearity is to examine the Fourier or response 
spectral ratio between rock and soil surface motions. The anticipated nonlinear effects in 
these studies are (1) deamplification of strong motion and (2) the increase of the effective 
period of the soil deposit, both occurring as the base excitation strength is increased from 
low to high (Darragh and Shakal, 1991a,b; Jarpe et al., 1989, 1988; Seed, 1988; Chang et 
al., 1990). In a review paper, Aki (1991) discussed three additional pieces of seismological 
evidence for nonlinear behavior of sediment sites. One is that there is a systematic difference 
in frequency dependent site amplification function between the weak motion and the strong 
motion. These site amplifications are equivalent to Fourier spectral ratios, but are defined
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relative to an array-wide average in lieu of an adjacent rock site. The second phenomenon 
cited by Aki is that the variance of peak ground acceleration decreases with the increasing 
strength of excitation. The third is recent results from the Loma Prieta earthquake showing 
that the peak ground acceleration is nearly independent of the site conditions in the epi- 
central region, but site- dependent at epicentral distances beyond about 50km. In another 
recent paper, Chang and others (1991) back-calculated the shear modulus as a function of 
depth based on recorded downhole ground motion data at the Lotung seismic experiment 
site, and reported that the shear modulus is reduced during strong shaking in reasonably 
good agreement with data from the laboratory cyclic triaxial tests of this type of soil at 
higher strains. Mixed results are reported by Jarpe at al. (1988,1989). They found that the 
strong motion amplification agrees with the weak motion amplification at one pair of rock 
and soil sites, while the strong motion spectral ratio is much lower than the weak motion 
spectral ratio at another rock-soil sites pair.
Considering all of the observations described above, the evidence for nonlinearity in 
strong ground motion is inconclusive. Whether it is a pervasive or occasional phenomenon 
is unknown. In order to understand the characteristics of nonlinear soil behavior, this study 
examines the ways that nonlinearity would be expected to appear on strong motion records. 
A time-domain code DESRA2 is used to calculate nonlinear soil response of soft sediments 
near the surface (Lee and Finn, 1978). DESRA2 is a direct nonlinear method in which the 
nonlinear hysteretic behavior of soil is modeled. The predictive capability of DESRA2 has 
been verified to a limited extent in laboratory simple shear tests (Finn, 1981), laboratory 
centrifuge tests (Hushmand et al., 1987) and using field observations (Finn et al., 1982). 
Our intention is not to judge the code, but only to examine the modeled soil response from 
the viewpoint of seismologists who want to understand more thoroughly how nonlinear 
effects will affect strong motion.
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Computational Method
General formulation o f the solution
In its most fundamental form, the seismic response of a soil, whether linear or non­
linear, is a solution of the incremental equation of motion
P “ i = \ j  (!)
in a solid material, where p is density, lit, is the ith component of acceleration of the material,
Ty is the increment in stress acting in the jth direction on a plane perpendicular to the ith 
direction, the comma represents differentiation and the summation convention is observed 
(Aki and Richards, 1980). To allow for inherent damping in the soils, present even at low 
levels of shaking where the response is linear, a Kelvin incremental shear stress-strain 
relationship is employed:
x ,= 2 G e,+ 2  v e ,  (2)
where G is the shear modulus, v is the viscosity, and ev = {ul t + Ujf)/2 is the incremental
strain. For a small viscosity, solution of equation (1) for a propagating wave gives the
spatial seismic quality factor Q related to viscosity by:
1 _cov 
Q~~G
In this study, the equations are solved for a vertically propagating shear wave by 
approximating the soil column as a stack of masses interconnected by springs (Figure 1), 
using finite elements (Clough and Penzien, 1975; Finn et al„ 1977). In this one-dimensional 
formulation, only one horizontal component of m, is used, and the differential equation of 
motion for each mass can be written as
m 1u 1+ c l( u 1- u j + k l(ul - u j  =  0  (3a)
for the top mass, where mx ^ P jAx,,
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fu }
mbub + (-cH (c.+ p£VQ) .* +{-kn kn)
Mh. (3c)
for the half-space interface, in which kh c, and x, are spring stiffness, damping coefficient
and absolute displacement associated with the i th mass (Figure 1) and Ax, is the thickness 
of the i th layer. Single and double dots represent velocity and acceleration respectively. 
Stiffness and damping are related to shear modulus and viscosity by k( = G,/Ax, and 
c, = v,/Ax,. Written in matrix form the coupled equations of motion (3a-c) are
where [M], [C] and [K] are the mass matrix, the damping matrix, and the stiffness matrix, 
respectively. The differential equation of motion in this matrix form can be solved by 
numerical integration procedures.
The lower boundary between the deposit and half space is treated as an energy 
transmitting boundary, which allows the energy of the vibrating soil deposit to radiate back 
into the elastic half-space. For a horizontally layered deposit overlying a uniform elastic 
half-space and shaken by shear waves propagating vertically, the horizontal displacement 
x in the half- space is given by
where U, and UR are the amplitudes of the incident and reflected waves Uj and uR, and V,
is the shear wave velocity of the underlying medium. Then the shear stress x at the interface 
is
[M] u + [C] u + [K\ u —f (3d)




where GE is the shear modulus of the elastic sub-stratum, Vh is the particle velocity at the
boundary, V, and VR are the particle velocity components at the boundary due to the incident 
and reflected waves respectively, and p£ is the density of underlying medium. Equation 
(5) can be modeled by an excitation motion 2V, at the base through the dashpot with 
coefficient of viscosity c = pEVs as shown in Figure 1 (Joyner and Chen, 1975).
For numerical convenience, the viscous damping is defined as proportional to the stiffness 
matrix, the mass matrix or a combination of both:
where a and b are constants. Relation (6) is referred to as the Rayleigh condition (Clough 
and Penzien, 1975). In this study, a small amount of viscous damping is included for both 
the linear and nonlinear cases, as shown in Figure 1. Following customary practice, the 
damping is assumed to be proportional to the stiffness matrix, i.e., a=0 in the Rayleigh 
condition (6). The solution to equation (3) above yields a series of modes of vibration for 
the soil column, with frequencies to,. The temporal quality factor Q, for such a mode (Aki 
and Richards, 1980), in which C is defined as in (6), is given by:
in which to, is the frequency of the mode under consideration (Erdik, 1987). For a uniform
layer over a half space the solution to equation (1) for a medium with a given spatial Q 
yields resonance modes which have temporal Q equal to spatial Q at the resonant frequency. 
Thus the spatial and temporal values of Q are equivalent, and the above equation provides
[C] = a[M]+b[K] (6)
2Qi 2co, 2
1 a | beo,
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the relationship between seismic quality factor and the damping matrix. A standard 
assumption in the engineering literature is that the dominant energy is in the lowest mode 
of vibration. Under this assumption, the overall average damping ratio is
where (0, is the first mode frequency. For our study, following this common practice, we
choose a=0 and select b so that the viscous damping p in the fundamental mode equals 
5%.
Implementation o f nonlinearity.
Nonlinear soil response will result if the stress-strain relationship depends on the 
incremental shear strain that is instantaneously present in the soil. The effects can be 
modeled using either an equivalent linear (secant) or a direct nonlinear (tangent) method 
to approximate the implied variation of shear modulus with strain level. In the equivalent 
linear method, the soil response is evaluated in an iterative manner, adjusting the shear 
modulus in each of the soil layers according to the level of shear strain computed for each 
layer, until convergence in soil properties between two subsequent iterations is achieved 
(Schnabel et al., 1972; Seed et al., 1973). In the direct nonlinear method, the shear modulus 
in each soil layer is modified at every time step, according to the current strain in that layer, 
so that the nonlinear stress-strain relationship is modeled as closely as possible (e.g. 
Constantopoulos et al., 1973; Streeter et al., 1974; Finn et al., 1977). A number of studies 
have been conducted to compare the response of soil deposits using both equivalent linear 
and direct nonlinear methods (Constantopoulos et al., 1973; Finn et al., 1977,1978). These 
studies conclude that, while both methods give similar response spectra, the equivalent 
linear method underestimates displacements and overestimates accelerations. Based on
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these observations and the conceptual advantages of the direct nonlinear approach in more 
closely following the expected stress-strain relationship of the soil, the direct nonlinear 
method appears preferable for modeling all aspects of a nonlinear soil system. In this study, 
the program DESRA2 developed by Lee and Finn (1978), which is a direct nonlinear 
computational method, is used to calculate the nonlinear soil response.
In DESRA2, the initial loading phase is assumed to be defined by the hyperbolic stress- 
strain relationship
G ^y  (7)
1+7=171mo
in which y is the strain amplitude, x is the corresponding shear stress and is the initial
maximum modulus. Thus as the strain increases, the stress tending to restore the medium
also increases, but is asymptotic to a maximum level. The quantity is the maximum
shear stress that can be supported by the soil in the initial state. It can be easily seen from
equation (7) as y  tends to infinity that:
.. G ^  
hmx = — 5-  = xmo 
I ,_™
For very large values of x^,, the stress-strain relationship is approximately linear, while
for smaller values of x ^  , the stress-strain relationship becomes more severely nonlinear 
as the strain amplitude y  becomes larger.
In the subsequent unloading and reloading phases, the stress-strain relationship is 
assumed to be given by a Masing stress-strain curve (Masing, 1926; Lee and Finn, 1978) 
which is described by
(8)
T - X r i
i+ ir lY -Y rl2
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where Gnt and xnt are the maximum shear modulus and shear stress during the unloading
and reloading, which changing continually due to the development of pore-water pressures 
and strain hardening during unloading and reloading. In this study, we ignored the effects 
of pore-water pressure and strain hardening so that the maximum shear modulus Gml and 
shear stress Xm during the unloading and reloading are equivalent to the initial maximum 
shear modulus CM and shear stress xw . xr and yr are the shear stress and strain corresponding 
to the turning point of the hysteresis loop. This representation of nonlinear behavior for 
soil has been extensively used in geotechnical engineering and is considered to yield 
reasonable results for field and laboratory observations (e.g. Christian and Desai, 1977; 
Pyke, 1979). At moderate to large amplitude, most damping in soil comes from this 
nonlinear hysteresis loop rather than from the viscous damping term introduced earlier.
As implemented in the program DESRA2, a layered soil model, in which properties 
depend only on depth, is excited by horizontal shear waves propagating vertically. To 
characterize this numerically, the deposit is approximated by a horizontal layered system 
(see Figure 1). Each layer is approximated with a lumped mass at the layer boundaries and 
a nonlinear spring connecting the adjacent masses. The nonlinear springs are characterized 
by stress-strain relationship given by equations (7) and (8) for initial loading and subsequent 
unloading and reloading, respectively. It should be pointed out that program DESRA2 can 
perform calculations in both a linear and a nonlinear mode. In the linear mode, the shear 
modulus in all layers is equal to G^,. In both the linear and nonlinear modes, the viscous 
damping matrix is proportional, through equation (6), to the initial stiffness matrix.
For our calculations, the quantities and xm0 were given values that are repre­
sentative of a medium dense sand with relative density of about 65% (Seed and Idriss, 
1970). In units of kN/m2, these quantities are given by the following formulas (Seed and 
Idriss, 1970; Lee and Finn, 1978):
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< ^  = 1 2 0 1 6 ^ (9)
j  J O  + * .  ,,Y r i - * . Y T _ ,I 0 sincj) o ,
lv 1 7 V 1 ) i
(10)
In equations (9) and (10), o 'm is the mean principal effective stress, o'v is the vertical
effective stress, K0 is the coefficient of lateral stress at rest and (J/ is the effective angle of 
shearing resistance. Values for <j>' and K0 were selected to be 35° and 0.43, which are typical 
values for medium dense sand. The mean effective stress can be computed as
, l+ 2 tf 0 , (ID
The value of x ^  is related to the strength envelope of the soil, and can be easily derived
from a Mohr circle failure envelope (Hardin and Drnevich, 1972b) as given by equation 
(10). Note that the properties of the soil deposit vary only in the vertical direction.
Response to Impulse Loading
The initial application of the program is for a pulse loading at the base of a deposit. 
The deposit includes 20m thick soil and 10m thick rock. The model structure of velocity, 
density and maximum shear stress in the initial state is shown in Figure 2. A constant shear 
wave velocity of 2500m/sec is assumed in the rock, while the shear wave velocity in the 
soil deposit varies according to Gmo, which in turn is a function of the vertical effective 
stress a 'v. The shear wave velocity Vs is given by
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where G is given by equation (9). The soil is assumed either linear or nonlinear while
the rock is assumed linear. When the linear soil properties option is used, the soil modulus 
values are set to be equal to initial values calculated from equation (9). On the other hand, 
when nonlinear properties are used, the shear modulus varies depending on the shear stress 
level given by the hyperbolic stress-strain curve for the initial loading (equation (7)) and 
the Masing stress-strain curve for the subsequent unloading and reloading (equation (8)).
The excitation pulse applied at the base is defined by the following equation:
a{t) = amnatel~°t
where amax is peak acceleration of the input (occurring at time t=~)  and a  is a constant
which is selected to give a corner frequency of about 8 Hz. This pulse shape was selected 
specifically because, as seen in Figure 3, there are no zeros in the Fourier spectrum. Figure 
3 shows the time history of this pulse and its corresponding Fourier amplitude spectrum 
for a case amax = O.OOlg and a  = 50. In Figure 4, the linear surface response calculations 
of the DESRA2 program are compared with the results of analytical solution of equation 
(1) (Haskell, 1953). The equivalent frequency dependent quality factor Q~x = b co is used 
in the Haskell’s propagation matrix method. It can be seen that in the linear calculation 
mode of DESRA2, the program almost exacdy duplicates the exact results based on the 
Haskell method.
The strength of the base excitation can be changed by adjusting the input peak 
acceleration amax. A series of values of amax is used in the calculations: O.OOlg, O.Olg, O.lg, 
0.3g, and 0.5g. Surface acceleration results for linear and nonlinear soil models are obtained 
from the program DESRA2; these are normalized by the input peak acceleration amax and 
plotted in Figure 5. The normalized acceleration Fourier amplitude spectra are shown in 
Figure 6. Figure 7 shows the spectra ratio, at the surface, of accelerations in the nonlinear
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case to accelerations in the linear case.
The accelerations at the top of soil, at the center of the soil, and one meter below and 
above the rock interface for excitation amax = 0.5g are also plotted in Figure 8. The spectral 
ratios of accelerations at the surface to the center of soil and 1m below the rock interface 
for both linear and nonlinear calculations are shown in Figure 9. The stress-strain rela­
tionships during excitation for nonlinear and linear cases at the center of the soil deposit 
are also plotted in Figure 10.
A number of interesting observations can be made from Figure 5 to Figure 9. The 
linear and nonlinear models for soil yield identical results for amax = O.OOlg. It should be 
noted that since the plot shown in Figure 5 is normalized, the acceleration response in the 
linear case for higher acceleration levels will be identical to the solid curve. The waveforms 
of the acceleration response for the nonlinear case differ substantially from the linear case 
as the excitation magnitude becomes larger. The nonlinearity delays the time at which the 
peak acceleration occurs (Figure 4). Peak acceleration at the surface exceeds input amiX 
below about amax = 0 .12g, but it is less than amax for larger peak input motions. The highest 
amplification factor (as much as 1.5) was computed for amax = 0.001g, while the deam­
plification was as much as 0.5 for amax = 0.5g. The periods of the initial parts of acceleration 
differ for different excitation levels, with longer period for larger excitation strength. This 
is a direct result of the reduced stiffness of soil layers. It is interesting to note that the free 
vibration frequency (after about 0.8 secs) is about 0.3 secs for all the responses. This is 
because for the stress-strain relationship used here the soil is unloading and reloading below 
the previous maximum strain level with a shear modulus close to the initial modulus. In 
other words the unloading and reloading in free vibration essentially produces elastic 
response (see Figure 10).
The spectra in Figures 6,7, and 9 illustrate additional aspects of the response of this 
nonlinear system. It can be seen from Figure 6 that the peak in the spectrum shifts to lower 
frequency as the excitation level increases. The spectral amplitudes at the lowest fre­
quencies are essentially unaffected by nonlinearity. The spectral amplitudes at frequencies 
in the range from ~3Hz to ~20Hz are smaller for the nonlinear case than that for the linear 
case. Thus the shift in the frequency of the spectral peak is accomplished mainly by a sharp 
reduction in the amplification at ~3.5Hz, and a much smallerreduction at lower frequencies. 
It is noticed from Figures 6 and 7 that at higher frequencies (above ~20Hz) the amplitudes 
in the nonlinear option exceed those that correspond to a linear calculation. From Figure 
6, the nonlinear motions are attenuated compared to the input pulse, but not as much as in 
the corresponding linear calculation. Because this is a surprising result, numerical artifacts 
of the calculations were very carefully ruled out. Critical numerical parameters are thickness 
of the soil layers and the incremental time interval in the numerical integration. The results 
in Figures 6 and 7 are unchanged as these parameters decreased from the values used in 
these calculations. Thus, the spectral increase of nonlinear response is a consequence of 
the model rather than a numerical problem.
Figures 6 and 7 suggest that in the spectral domain, the effect of the nonlinearity on 
the spectrum can be divided into three frequency bands. At the lowest frequencies, the 
normalized spectral amplitudes are not affected. In the intermediate frequencies, the 
spectral amplitudes are decreased as a consequence of the nonlinear soil response. At the 
higher frequencies, the spectral amplitudes are increased, relative to the corresponding 
linear system, by the nonlinear soil response. Changing the width of the input pulse changes 
the cross-over frequencies. This effect is illustrated by Figure 11, which compares linear 
and nonlinear response to input pulses with peak acceleration of 0.5g, and time constants, 
a , corresponding to corner frequencies of 2,8, and 20Hz. The shift in transition frequencies
I l l
is generally only about a factor of 2 over this range of pulse widths, indicating that they 
are only weakly sensitive to frequency content of the input. Figure 6 also shows a weak 
dependence of the transition frequencies on amplitude of the input.
Figure 8 and 9 illustrate another aspect of how the motion is modified. Because 
displacements are continuous across the interface, there is very little difference between 
the motion directly above and below the interface. The spectral ratios in Figure 9 indicates 
that a decrease in intermediate frequencies and increase in high frequencies is a charac­
teristic that would be expected in spectral ratios of uphole/downhole experiments.
The increased high frequency components can be clearly recognized in the time 
domain. High pass filtered accelerations for all input levels are plotted in Figure 12. Figure 
13 shows the normalized acceleration and corresponding high pass filtered acceleration 
for the nonlinear case with amax = 0.5g . Overall amplitudes are greatly reduced when these 
time series are filtered. The large amplitude of higher frequency components is associated 
with the turning corner of the first cycle of the acceleration time history. These strong high 
frequency components are introduced in this model at the first sign change of the strain 
(unloading, point A as shown in Figure 10) where the stiffness is suddenly increased in 
the soil deposit according to the hysteretic stress-strain relationship that is used in the 
calculations. Thus the increased high frequency appears to be an essential aspect of the 
physics of the model, and not a numerical artifact.
Effect of Nonlinearity on Response Spectrum
Using a code to generate synthetic seismograms based on the stochastic method first 
proposed by Boore (1983), one can generate different seismograms that are all consistent 
with the same target spectrum specified by earthquake magnitude, corner frequency, and 
high frequency behavior. Thus, we generated synthetic seismograms for magnitude of 4, 
5, 6, 7, and 8 earthquakes, at a distance of 15 km from the source, using the code written
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by Anderson and Humphrey (1991). The corresponding pseudo-relative velocity response 
spectra are shown in Figure 14b. Figure 14a is a plot of response spectra for the input 
synthetic seismogram with magnitude 4, and the same input seismogram multiplied by 
factors of 4 ,15,50, and 200, so that the input seismograms have exactly the same frequency 
contents and duration, while the amplitudes are enlarged by different amounts.
Response spectra give the peak response of a single-degree of freedom of oscillator. 
The equation of motion is:
x  + 2ti cd„x + co ĉ = -a  (12)
where \ , x ,  andi: are the displacement, velocity and acceleration of response, respectively,
T) is the fraction of critical damping, con is the natural frequency of the oscillator, and a is 
the input acceleration to the base of the oscillator. The pseudo-relative velocity response 
is defined as co„ max | x(t) |. Since response spectral ordinates are peak values of the
V/
response of the oscillator, the response spectrum is not a linear function of the input. Thus 
response spectra have some features that differ from the Fourier spectrum, and must be 
interpreted very carefully.
At the limit of long period or low frequency of the oscillator, go„ —> 0, and the oscillator
acceleration is similar to the input acceleration: x ~ —a. This implies that x ~ -a  and that 
max | x \~ max | a |. In Figure 14a, it can be seen that at long period, the response spectra 
are similar for both linear and nonlinear cases at smaller excitation level, but as the excitation 
level increases, the response spectrum is larger for the linear case than that for the nonlinear 
case. This is different from the behavior of Fourier spectra (Figures 6,7), but consistent 
with the one-degree of freedom oscillator theory since the peaks of the displacement 
seismograms in the linear and nonlinear cases are controlled by frequencies that are 
deamplified due to the nonlinearity. For a very short period oscillator, the response spectrum 
is proportional to peak acceleration since in this case the term with (£>l is much larger than
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the others, yielding max | ^ | °c max | a \ /(£>2n- Since peak acceleration is always reduced by 
the nonlinearity, at short periods the response spectra at larger excitation level for the 
nonlinear case are always smaller than in the linear case. This again is different from the 
Fourier spectrum in which the high frequency level is small but increased by the nonlinearity 
relative to the linear case. In Figure 14a, the only periods where the linear and nonlinear 
spectra have about the same amplitude correspond to frequencies of 5-10 Hz, and these 
are frequencies where the input pulse in Figures 5-7 showed reduced Fourier spectral 
amplitudes due to the nonlinearity.
A broadened part of the response spectra appears in Figure 14b in both linear and 
nonlinear cases due to the changing source spectrum, while in Figure 14a it is only in the 
nonlinear case that the response spectra show a broadened, relatively constant value over 
an intermediate range of periods. In Figure 14b the reduction of response spectra for the 
nonlinear case also occurs at short periods and large magnitudes, with larger peak accel­
erations. However, there is almost no difference between the response spectra for linear 
and nonlinear cases at low frequencies. This is because proportionally more lower 
frequency energy is generated as magnitude increases. This low frequency energy, which 
is not affected by the nonlinearity, contributes more to the peak displacement which controls 
the long period asymptote of these response spectra. Thus, it can be concluded that the 
effect of nonlinearity on the response spectrum is an interaction of frequency contents of 
the input and the response of the nonlinear layers. The complicated relationship between 
input and spectral ordinates in the response spectrum increases the difficulty in recognition 
of nonlinearity for real earthquakes. It should be pointed out here that, for large excitation 
levels, if peak acceleration values are used to scale response spectra as in conventional 
engineering design, the reduction of peak acceleration due to a nonlinear effect of the soil 
site could cause an underestimate of response spectra at long periods since the long periods 
are not reduced by the nonlinearity.
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Effect of Nonlinearity on Predictability of Strong Motion
Aki (1991) suggested that a characteristic of the nonlinearity of site effects will be 
to cause the difference in the amplification factor between rock and soil site to decrease 
as the excitation strength increase. That is consistent with Figures 6 and 9. He also suggested 
that the standard error of empirical relations for ground acceleration tends to decrease as 
earthquake magnitude increases. Several studies have reported such a trend (Sadigh, 1983; 
Idriss, 1985; Campbell, 1981; Abrahamson, 1988) but others have not (Joyner and Boore, 
1981, 1982).
In order to test this nonlinear effect of a soil site, a statistical study of peak acceleration 
is conducted by using synthetic seismograms. Using the code to generate synthetic seis­
mograms described in last section, we generated 500 synthetic seismograms for each 
integral magnitude value in the range from 4 to 8, for a distance of 15 km from the source, 
and then calculated the standard error of log peak ground acceleration. Figure 15 shows 
the averages of the logarithms of the input peak acceleration and the peak acceleration at 
the surface based on both linear and nonlinear layer response, as a function of the magnitude 
of the earthquake. Peak acceleration values of the nonlinear responses increase relatively 
slowly as the magnitude (and peak input acceleration value) increases, but at magnitudes 
above 5.5, there is a substantial deamplification compared to the linear model. This is 
consistent with Aki (1991)’s suggestions that this was a significant factor in the Loma 
Prieta earthquake within 50 km of the epicenter, although the details of this curve depend 
on the characteristics of the nonlinear soil layer. Figure 16 shows the standard deviation 
of the logarithm of peak acceleration from both linear and nonlinear calculations. The 
standard deviation decreases as the magnitude increases for nonlinear calculations. For 
comparison, Figure 16 shows standard deviations from regressions prepared by Abra­
hamson (1988) and Idriss (1985). The absolute values of the standard deviations in these 
regressions is larger, as should be expected because those regressions involve many
earthquakes with uncertain magnitudes, and a wide variety of local site conditions. The 
rate of decrease in the standard deviation from the regressions is similar to that predicted 
in the model used in the nonlinear calculations. For the corresponding linear calculation 
the standard deviation is essentially independent of magnitude, in spite of the changing 
frequency content of the seismograms as magnitude increases.
Other Effects of Nonlinearity
Anderson and Hough (1984) proposed that at high frequencies, the shape of the 
Fourier amplitude spectrum of acceleration can be described approximately by exponential 
decay, i.e. a(/)°=exp(-7iK/), where k  is the spectral decay parameter. The systematic 
behavior of k  with distance suggested to Anderson and Hough (1984) that a frequency- 
independent component of attenuation of seismic waves at the site makes a major con­
tribution to K . Anderson (1986), Hough and Anderson (1988), Hough et. al. (1988), and 
Anderson (1990) have examined the systematic behavior of k  using this hypothesis. The 
nonlinear soil response might affect the decay parameter, causing a different value to occur 
at low or high amplitude inputs. This is tested in Figure 17. The soil structure used in this 
test is the same as that used for impulse response. On the left, Figure 17 shows an input 
seismogram, generated using the synthetic code and k  = lOm.v. The linear computation in 
the center has k  increased to about 70 ms. The nonlinear computation for the same input, 
shown on the right, has K  = 50ms, indicating that the nonlinearity has caused K  to decrease 
from the linear, or small amplitude, estimate.
As a check on the results from the impulse input, the nonlinear soil response for 
selected accelerograms from rock sites in Guerrero, Mexico was examined. The Fourier 
spectral ratios in this case show similar results to the case of impulse response, while the 
shape of the Fourier spectrum of the input acceleration dominates the shape of output
spectrum. Thus, the impulse input with a relatively flat Fourier spectrum as shown in Figure 
3 is a satisfactory choice of input signal for the purpose of this study, in that actual 
accelerograms show similar overall results in the overall spectra.
Figures 18 and 19 simulate the experiments which take spectral ratios of rock to soil 
sites for different windows in a single accelerogram. The accelerogram is for the magnitude 
7.0 earthquake of April 30, 1986 (Anderson et. al., 1987). In this analysis, Fourier spectra 
are examined in three windows corresponding to the initial strong motion, the early coda, 
and the later coda. Figure 18 shows spectral ratios of surface to input motion for each of 
these windows. In the first window, with the strongest motion, the spectral ratios give the 
smallest values, consistent with the expectations from Figures 5-9. Figure 19 compares the 
ratios of input to surface motion from the first and the third windows for both the linear 
and nonlinear calculations. Because the later windows are affected by the prior motion, 
the linear calculations show different ratios most noticeably seen in the height of the peak 
at 3.3 Hz. Nonetheless, the differences between the amplification ratios using linear cal­
culation is small compared to the difference between the linear and nonlinear cases. This 
result might not generalize to situations where the incident waves consist of a combination 
of surface waves and body waves with non-vertical incidence. However, Figure 18 does 
show features much like those found by Darragh and Shakal (1991a,b) in data collected 
during three California earthquakes.
Effects of Changes in the Depth of the Soil Layer
All of the calculations leading to Figures 4-19 are based on the response of the soil 
layer in Figure 2, which has a thickness of 20m. Figure 20 shows a velocity model which 
is used to examine effects of depth of the soil and sediments. The top 100 meters of this 
velocity model is based on Equations 9-11, and beneath 100 meters to a depth of 6 km is 
the velocity structure for the Imperial Valley derived from refraction observations (Biehler
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et al., 1964; McMechan and Mooney, 1980). Using this composite profile, we developed 
a sequence of velocity models with rock interfaces at depths of 20,50,100,200,500,1000, 
2000, 5000, and 6000 m. Above the rock the properties given in Figure 20 were used. 
Figure 21 shows seismograms for each sediment thickness. One seismogram in Figure 21 
is based on a linear calculation (dashed line), and the other is based on a nonlinear calculation 
(solid line) with an input of 50%g. Figure 22 shows the spectra corresponding to each of 
the seismograms in Figure 21, and spectra of the input. The spectra all show the same three 
frequency bands as Figure 6: a low frequency band where the spectra are unaffected, an 
intermediate frequency where the spectra are deamplified by nonlinear behavior, and a 
high frequency band where the spectra are amplified relative to the linear calculation. The 
transitions between the frequency bands are shifted to lower frequencies as the thickness 
of the sedimentary layer increases. For these soil properties, the transition from low fre­
quency to intermediate frequency deamplification shifts from about 2.5 Hz for the thinnest 
layer tested to 0.8 Hz for the thickest models. The transition from intermediate frequency 
deamplification to high frequency amplification decreases from about 25 Hz for the thinnest 
layer to about 7 Hz for the thickest model.
Discussion
Based on the calculations in this paper, there are several diagnostic characteristics of 
nonlinear soil behavior. For sites where an uphole/downhole pair of accelerometers have 
been installed, when compared to ratios obtained from weak motion, Fourier spectral ratios 
are predicted to be unaffected at low frequencies, decreased during stronger shaking at 
intermediate frequencies, and increased during stronger shaking at highest frequencies. 
The transition frequencies between these frequency bands is expected to shift depending 
on the soil properties and the thickness of the sediments, and the amplitude and frequency 
content of the input signal. These predictions are qualitatively the same whether the
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downhole seismometer is above or below a soil-rock interface or in the center of the soil 
layer where the stress-strain relationship is most nonlinear. Changes to the response 
spectrum caused by nonlinearity are qualitatively quite different, and more difficult to 
interpret.
For cases where an isolated strong motion record is suspected of nonlinear behavior, 
the nonlinearity might be detected by a lowered value for the spectral decay parameter, K .  
In an ensemble of isolated stations, it is expected that the peak acceleration should be more 
predictable, in the sense that the peak values will tend to be reduced and more near a central 
value giving a smaller variance than what is expected from larger earthquakes. However, 
the evidence for a lowered value of the spectral decay parameter k  and the increased 
predictability of peak acceleration are more difficult to demonstrate with confidence 
because of the large number of other variables that are present and difficult to control.
All of our calculations have been carried out for a one dimensional model with shear 
waves propagating vertically through the medium following standard engineering practice. 
When the second dimension is added, allowing non-vertical incidence and sedimentary 
basins, it is not clear how much these predictions will have to be modified. In addition, the 
way that the basic model deals with attenuation at low amplitudes is not entirely consistent 
with seismological observations. Nonetheless, the indicators of nonlinear behavior iden­
tified in this paper are quite appropriate as an initial hypothesis, and should be checked in 
observational searches for nonlinear behavior of strong motion.
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Figure 1. Finite-element approximation for a layered structure as used in the 
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Figure 2. Velocity model for soil layer used for calculations of the impulse response.
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Figure 3. Shape of impulsive pulse used to excite soil layer, and corresponding Fourier 
amplitude spectrum. For clarity, the impulse is delayed to start at t = 0.2 sec.
Figure 4. Comparison of response at the top of soil layer for finite-element calculation 















Figure 5. Normalized accelerations at the surface, resulting from input pulse with 
several different amplitudes.
a
Figure 6. Normalized Fourier amplitude spectra corresponding to the time series 
shown in Figure 5 and to the input (solid line).
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S u rfa c e  (N o n lin e a r /L in e a r)
Figure 7. Spectral ratio at the free surface of nonlinear response to linear response 
for an input pulse with peak acceleration of 0.5 g.
A m a x — 4.9 ( m /s e c 2)
Figure 8. Profile of accelerations through soil layer: 1 meter below rock interface, 1 
meter above rock interface, center of soil, free surface.
131
(S u r fa c e /C e n te r  o f So il)
(S u r fa c e /1  m  Below  the Rock In te r fa c e )
Figure 9. Spectral ratios of accelerations at surface to soil center and at surface to 1 




Figure 10. Stress-strain curve showing the response of a point at depth of 10 m in the 
soil layer to the input acceleration pulse.
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Figure 11. Normalized accelerations and Fourier amplitude spectra for linear (dashed line) and nonlinear 
(solid line) cases at the surface, resulting from the input pulses with peak acceleration of 0.5g and different 
pulse widths which corresponding to comer frequencies of 2, 8, and 20 Hz, respectively. Spectra of the input 




Figure 12. Filtered accelerations at the free surface corresponding to the pulses shown 
in Figure 5. Time series have been high-pass filtered with corner frequency of 25 Hz.
Figure 13. Comparison unfiltered and high-pass fdtered surface pulse for input 
impulse with peak acceleration of 0.5 g.
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Figure 14. (a) Response spectra for input synthetic seismograms with magnitude of 
4 and multiplied by factors of 4, 15, 50, and 200 for both linear case (dashed line) and 
nonlinear case (solid line), (b) Response spectra for input seismograms with magnitudes 
of 4, 5, 6, 7, and 8 for both linear case (dashed line) and nonlinear case (solid line).
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M agnitude
Figure 15. Average peak acceleration of input stochastic time series and nonlinear 
response at surface of soil layer in Figure 2. Five hundred time series were generated for 
each moment magnitude, assuming a hypocentral distance of 15 km, using the same 












Figure 16. Standard deviation of peak acceleration for the stochastic trials described 
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Figure 17. Effect of nonlinearity on spectral decay parameter, k . Left: input accelerogram (generated 
with stochastic code as in Figure 15) and corresponding Fourier amplitude spectrum.This seismogram was 
generated with a target spectrum that has k  = 10 msec. Center: linear response of die soil layer in Fig. 2 to 
input accelerogram. The Fourier amplitude spectrum has k  =70 msec. Right: nonlinear response of the soil 
layer. This Fourier amplitude spectrum has k  =50 msec.
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Top/R ock (W indow ed)
F req u en cy  (H z)
Figure 18. Top: simulated response of the soil in Figure 2 to vertical propagation of 
the accelerogram from Caleta de Campos from the Ms = 7.0 earthquake of 30 April 1986. 
Bottom: Fourier amplitude spectral ratios of surface response to input for three time 
windows, as indicated in the top frame.
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Top/R ock (W indow 1)
Top/R ock ( Window 3)
Figure 19. Spectral ratios from nonlinear calculations from Figure 18, compared with 
spectral ratios from corresponding linear calculations.
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Figure 21. Response of several velocity models derived from Figure 20 to the pulse input (Fig. 3).
Depth at which velocity model is truncated with rock interface is given next to each seismogram. Input 
pulse has peak acceleration of 50% g for all cases. Solid: nonlinear computation; dasged: coressponding 
linear response. -îU)
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Normalized, Fourier Amplitude Spectra
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Figure 22. Fourier amplitude spectra corresponding to time series given in Figure 21 
and to the input pulse.
