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Introduction
In this paper we study how investors trade on a high-frequency time scale. We investigate how information on the past price process is fed back into the investors' trading decisions. Specifically, we examine whether investors' decisions to open or close a position are different if they already hold a position compared to when they don't. We also investigate whether stop-loss orders contribute to self-reinforcing price movements and whether take-profit orders impede them (Osler (2005) ).
Our study concentrates on a large set of individual investors over a period of 8 months who trade currencies on an electronic trading platform: OANDA FXTrade. Most of the traders are small retail investors without access to private information such as own customer order flow or to news networks such as Reuters or Bloomberg. Electronic trading platforms such as OANDA FXTrade have become very popular during the last decade, since they provide immediate access to trading a large range of securities such as currencies, stocks, and options for retail investors by bypassing traditional trading venues including banks and brokers. 1 It is not surprising, therefore, that consortiums of banks have started to set up their own electronic trading platforms. Understanding the trading behavior of these investors is therefore of major importance for these companies when creating trading protocols and their own hedging algorithms.
Through in-sample and out-of-sample forecasting analyses we find that investors' future order flow is significantly affected by past price movements and that these predictive patterns last for several hours. This observation clearly shows that investors try to learn from previous price movements and exploit this knowledge for future high-frequency trading decisions, especially in the absence of private information, and news. 2 Our study does not permit us to analyse the extent to which this might be explained by the use of technical analysis or simply eyeball assessment of 1 Lyons (2002) has already pointed out, that there has been a shift in the interdealer market from direct trading towards electronic brokerage trading. This shift is partially explained by more transparency on electronic brokerage systems. In the customer market, a similar argument applies to explain the shift from customer-to-dealer-bank trading towards electronic internet trading platforms. These platforms are also more transparent and try to offer small (interbank) spreads to all of their customers independently of their transaction volume and thus order handling costs. 2 The relationship between learning, feedback effects, information cascades, technical analysis and price bubbles is discussed for instance in De Long, Shleifer, Summers & Waldmann (1990) , Bikhchandani, Hirshleifer & Welch (1992) Avery & Zemsky (1998) , Lee (1998) , and Shiller (2002) . potential price trends. We note, however, that Taylor & Allen (1992) report that about 90% of professional currency traders consider technical analysis as a valuable tool when designing their trading strategies. Our observations shed some light on the mechanisms of how market efficiency (within the retail trader segment) is actually obtained on a high frequency level while past prices seem to influence traders' decisions significantly for up to several hours. It turns out that market orders are easier to predict than limit orders.
We provide very clear evidence that prior price changes forecast order flows related to position closures better than order flows related to position initiations. We also show through in-sample investigations that the explanatory power of past price changes is about 3-5 times higher for position closures than position initiations. We interpret this finding as evidence for the existence of a monitoring effect. Such a monitoring effect can be related to the literature on referenced based decision making and endowment effects (c.f. Thaler (1980) , Kahneman, Knetsch & Thaler (1990) ). The endowment effect argues that an individual attributes a higher than its true value to a good once it becomes part of the individual's own endowment. In a situation where costs are related to the possession of a good for which the investor requires compensation, an endowment effect might be diminished and explained in a more rational way. Monitoring costs are exactly such costs especially in the context of security trading. Our observations can also be related to an asymmetric learning effect in the sense that the learning process is more intense, when investors already have a certain risk exposure through an open position.
The existence of a monitoring effect has implications for a large body of the market microstructure literature. A relatively recent branch of this literature focuses on optimal order placement strategy and on the question of the optimal mix at the equilibrium between market and limit orders. Parlour (1998) considers a dynamic model with strategic traders, explaining various patterns observed in order placement strategies and transaction prices. Hollifield, Miller & Sandas (2004) provide a model of optimal order submission, in which traders' optimal order placements depend on the valuation of the asset and the trade-offs between prices, execution probabilities and the risk of being picked off. Foucault (1999) derives the equilibrium in a trading game where traders arrive sequentially and choose to submit either a market or a limit order with a one-period life. He provides a complete closed form characterisation of traders order placement strategies, which allows him to analyse the order flow composition (mix between market and limit orders) and trading costs. In his model he explicitly incorporates the risk of price misspecification into traders strategies. He also finds that the proportion of limit orders in order flow is positively related to asset return volatility. A cross-sectional analysis of order flow composition and trading costs in limit order markets allows him to test whether the proportion of limit orders in order flow is positively related to volatility or to the average size of the spread. Foucault, Kadan & Kandel (2005) develop dynamic models of a limit order market populated by strategic liquidity traders. They analyse the question of how a trader's impatience affects order placement strategies, and show that at the equilibrium patient traders tend to provide liquidity to the impatient. They also address the question of waiting costs implied by limit orders, which is particularly important for traders who choose between limit and market orders (Demsetz (1968) ), and show that liquidity suppliers tend to submit more aggressive limit orders to reduce their waiting time, and therefore their waiting costs. The idea of waiting costs is not new, Demsetz (1968) addressed this question: "Waiting costs are relatively important for trading in organized markets, and would seem to dominate the determination of spreads". Rosu (2009) observes that the waiting cost of a patient trader is smaller than the waiting cost of an impatient trader. He shows that the price impact of a market order is about four times higher than the price impact of a limit order.
While many of the studies mentioned above ignore the presence of information asymmetry, another branch of the theoretical literature considers such models in which informed traders and uninformed investors consider the trade-off between the use of market and limit orders in a dynamic setting. Among others Anand, Chakravarty & Martell (2005) , Bloomfield, O'Hara & Saar (2005) and Kaniel & Liu (2006) show that limit orders play an important role in the order submission strategies of informed traders and therefore might convey information about future price movement and volatility. Chakravarty & Holden (1995) , and Harris (1998) provide theoretical models in which informed investors are allowed to place both market and limit orders. A combined strategy of market and limit orders seems to be more profitable than only submitting market orders.
Neither this part of the literature nor that which ignores asymmetry of information addresses the question of whether order submission strategies are affected by reference mechanisms such as holding an open position, or the current inventory of the traders, or by managing of active risk. Do traders exhibit different strategies when they hold an open position? The existence of a monitoring effect suggests that this question should be answered in the affirmative and that such effects should be addressed in theoretical market microstructure models.
Traditional studies on order flow (e.g., Evans & Lyons (2002a ,b, 2005 , Rime (2003) and Daníelsson, Payne & Luo (2002) , Bjønnes & Rime (2005) , Payne (2003) , Berger et al. (2008) ) focus on agents in the interbank market and consider the relationship between prices and order flow obtained either from direct (e.g., Reuters Dealing 2000-1) or brokeraged (e.g. Reuters Dealing 2000-2, EBS) interdealer trading. The studies of Osler (2005) and Marsh & O'Rourke (2005) use a dataset of customer trades collected by the Royal Bank of Scotland. They investigate how customer-trading order flow, which is the primary source of private information for a player in the interbank market, is related to currency prices. In these studies order flow is usually measured by the standard net order flow measure of Lyons (1995) , who suggests aggregating all the dispersed information into one single measure: the difference between the number of buyer-and seller-initiated trades for a given sampling frequency. Using standard instrumental variable techniques to estimate a vector autoregressive model that allows for contemporaneous feedback trading Daníelsson & Love (2006) show that when data are sampled at the one and five minute frequencies, the price impact of order flow is underestimated when feedback trading is not incorporated into the model, implying that trades carry more information than previous estimates suggest. All these studies concentrate on the question of how order flow can be used to predict future prices changes, but not in the way price changes affect order flow.
The paper is organized as follows: Section 2 explains the trading mechanism and the different order types on the OANDA FXTrade platform. Section 3 presents our economic hypotheses. Section 4 presents the empirical results and evidence towards the verification of the hypotheses, while Section 5 concludes.
OANDA FXTrade
OANDA FXTrade is an electronic trading platform for currencies, without limits on trade size, operating 24 hours, 7 days per week. This platform is a market mak-ing system that executes orders using the exchange rate prevalent in the market determined either by their own inventory book and/or by predicted prices relying on a proprietary forecasting algorithm based on an external data-feed. OANDA FXTrade offers immediate settlement of trades and tight spreads as low as 2 to 3 pips for all transaction sizes. Given various boundary conditions, such as sufficient margin requirements, orders are always executed. The legal counterparty of a trade, however, is always OANDA FXTrade. The OANDA FXTrade platform is based on the concept of margin trading. This means that a trader can enter into positions larger than his available funds. The platform requires a minimum initial margin of 2% on positions in the major currency pairs and 4% in all other currency pairs, which correspond to a leverage of 50:1 and 25:1 respectively. In other words, for each dollar margin available the trader can make a 50 (25) dollar trade. The trader receives a margin call when the net asset value (i.e., the current value of all open positions plus the value of the remaining deposited funds) becomes half the margin requirement. Thus, if the trader does not have sufficient margin to cover twice the losses on an open position, an automatic margin call order is used to close all open positions using the prevalent market rates at the current time.
Market orders (buy or sell) are executed immediately and affect existing open positions. Limit orders are maintained in the system for up to one month. A server manages the inventory book, the current exchange rates, and the current market orders to match existing limit orders. A limit order can therefore be matched either against a market order, or against a bid or an ask price obtained from the external data-feed. Stop-loss orders and take-profit orders are special limit orders in the sense that they can be set for existing open positions. They can be specified directly while entering a market or a limit order, but they can also be specified later for existing open positions. Stop-loss and take-profit orders are automatically erased from the system whenever a position is closed as a result of further trading activity. Take-profit orders are typically set to close an existing position after a certain profit has been realized. Stop-loss orders, in contrast, specify that the position should be closed after the realization of a certain loss to avoid further losses. Table 1 provides an overview of the transactions and further activities of traders on OANDA FX-Trade, which are recorded in an activity record file. We get detailed information on whether an order is submitted to open (close) an existing position and thus reflects an increase (or decrease) in risk exposure.
The group of traders on OANDA is quite heterogeneous, varying from small retail investors, to small professional traders and smaller institutions and businesses. The attractiveness of OANDA FXTrade is that it provides instant access to currency trading without the involvement of banks, brokers or other intermediaries and thus without additional trading costs.
Buy/Sell * market open (close)
Immediately executed to open or close a position in a specific currency pair.
Buy/Sell limit order
The trader posted a buy or sell limit order to the system, which is then pending.
Buy/Sell limit order executed open (close)
Pending limit order is executed to open or close a certain position.
Buy/Sell take-profit close
Closes an open position by buying or selling the currency pair when the exchange rate reaches a predetermined level, in order to make a profit.
Buy/Sell stop-loss close
Closes an open position by buying or selling the currency pair when the exchange rate reaches a predetermined level in order to avoid further losses.
Buy/Sell margin call close
Closes automatically all open positions using the current market rates. This happens if the trader does not have sufficient margin to cover two times the losses of all open positions.
Change order
Change of a pending limit order (limits for take-profit or stop-loss, the value of the upper or lower bounds, the quote as well as the number of units).
Change stop-loss or take profit on open trade
Change stop-loss or take-profit limit on an open position. Cancel order by hand Cancel a pending limit order by hand.
Cancel order: insufficient funds
Automatically recorded when the trader does not have enough funds to open a new position.
Cancel order: bound violation
Market order or limit order is cancelled because the applied exchange rate is not located inside the specified bounds.
Order expired
A pending limit order is expired. and sells the quote currency (USD ), whereas selling EUR/USD means that one sells the base currency (EUR) and buys the quote currency (USD ). Recorded units always refer to the base currency.
Motivation
We construct order flow using the standard definition given by Lyons (1995) . He defines aggregated net order flow as the difference between buyer and seller initiated trades (within a given period) or, stated differently, as the cumulative sum of signed trades where buyer initiated and seller initiated trades receive positive and negative signs, respectively. Focusing on the initiating party of a trade, this definition aims to capture changes in the expectations of future prices that may arise because of new (private) information. For example, an executed buy limit order is treated as a seller initiated trade since it has to be merged with a sell market order. Therefore the seller is treated as being more important than the buyer, who might not have the latest information. This standard measure of order flow has been used by Daníelsson et al. (2002) to predict future prices in the interbank market. Chordia & Subrahmanyam (2004) show that daily US equity order flow is helpful in predicting one period ahead price returns. In this standard order flow measure buy and sell orders are treated symmetrically (opposite signs), and following the same logic, we compute, in addition, order flow imbalances for every order category. For example, we can compute the order flow of the market order (open) category as the difference between the number of buy market orders (open) and sell market orders (open) over a specific sampling pe-riod. Altogether, we obtain eight category specific order flow measures which are summarized in Table 3 .
Category Description 1 Limit orders 2
Limit orders executed (open) 3
Limit orders executed (close) 4
Market orders (open) 5
Market orders (close) 6
Stop-loss orders (close) 7
Take-profit orders (close) 8
Margin call orders (close) The category specific order flow measures allow insight into several aspects of a trader's preference structure. In particular, we are able to exploit the information of whether trades are executed to open or close a position, which allows us to analyze the existence of a monitoring effect. We claim that there is a monitoring effect in the sense that traders react faster when they fear losing something (i.e., when they already hold a position) than when they are only planning to take a position. Within a fully rational setup such fear should not exist or at least, there should be no difference between entering the market at the wrong price (thereby implying subsequent losses) and leaving the market at the wrong price (thereby realizing losses). Differences in both types of fear are related to the existence of endowment effects (Thaler (1980) ), which ultimately can be seen as a manifestation of loss aversion (Kahneman & Tversky (1979) ) and reference based decision making. On the contrary continuous monitoring of the market is costly, for which the investor expects to be compensated by realizing a higher profit through picking a potentially better execution opportunity. The existence of a costly monitoring effect might partially explain the existence of endowment effects within a rational trading strategy.
Provided that such a monitoring effect exists, we should observe that the order flow in the (close) categories is easier to predict (based on the information contained in the price process) than order flow in the (open) categories. On the one hand, one could argue that this effect should be even more pronounced for market orders than for limit orders since market orders are usually submitted by active and impatient investors who trade for liquidity reasons and watch the market more closely, whereas limit orders are thought to be submitted by passive traders who might not monitor the market continuously (c.f. Glosten (1994) and Seppi (1997) ), even if they have an open position. On the other hand, one could argue that limit order traders might also be very keen to monitor the price process, when their limit orders are outstanding. After placing their limit orders, they may monitor the market and so hark back to stop-loss or take-profit orders, either by placing such orders or by changing their outstanding stop-loss or take-profit orders.
With the category specific order flow measures, we can furthermore, investigate whether we observe self-reinforcing price movements as reported by Osler (2005) on OANDA FXTrade, in the sense that executed stop-loss orders contribute to selfreinforcing price movements whereas executed take-profit orders impede them. Provided that there exist a self-reinforcing price movements, then i) based on their own histories, order flow in the stop-loss order category should lend itself more readily to prediction than order flow in the take-profit order category,
ii) if stop-loss orders induce self-reinforcing price movements and take-profit orders do not, then (in addition to their own histories) information on the price process itself should be more valuable, for predicting order flow of take-profit orders than for predicting order flow of stop-loss orders.
The idea behind this is that there are local downward or upward trends in the price process. Those trends are accelerated by the execution of stop-loss orders, which generate positive feedback trading (De Long et al. (1990) ), and are decelerated by the execution of take-profit orders, which generate negative feedback trading or resistance barriers. For illustration of the argument, let us assume that the price is decreasing, which in the first case may cause an execution of a sell stop-loss order and induces further selling pressure, which leads to further executions of sell stop-loss orders. Thus, we get an accelerated downward moving price process (price cascades). In the second case, a downward moving price may cause an execution of a buy take-profit order, which does not induce further selling pressure and therefore neither execution of further stop-loss nor take-profit orders, which yields a decelerated downward movement or even an upward moving price process (bounce back).
Empirical Findings

Description of the Dataset
The dataset used in our analysis is constructed from the trading activity record of OANDA FXTrade from 1 st of October 2003 to 14 th of May 2004 (227 days). This record contains the complete trading activities for 30 currency pairs on a second by second basis and allows us to distinguish the transaction types listed in Table  1 . In addition, depending on the order type, we receive information on transaction prices (market orders, limit orders executed, stop-loss, take profit, margin call), bid and ask quotes (limit orders pending), additional transaction units, and the limits of stop-loss and take-profit orders.
In our analysis we focus on the most actively traded currency pair EUR/USD, which accounts for nearly 39 % of all records with an average inter record duration of 8.5 seconds. Table 4 contains the descriptive statistics for the dataset and the transaction volumes for each order category. All figures are daily averages computed over the whole dataset containing 227 days. The average number of different traders per day amounts to 744 for the EUR/USD currency pair.
One observation, which is striking when considering the descriptive statistics is that the traders on OANDA FXTrade submit more market orders than limit orders. This characteristic might well be explained by the fact that most traders on this platform are small retail investors who are more impatient and more willing to submit market orders which are executed immediately than limit orders which can be pending for up to one month. 3 Another interesting observation in Table 4 is that on average more than 22% of all actions are changes of stop-loss or take-profit limit orders. This figure provides evidence from a descriptive point of view that not only market order traders but also limit order traders do monitor the market closely, when they have an outstanding limit order. This is also in support of the existence of the monitoring effect.
From a series of quotes from the interbank market, we construct the corresponding mid-quotes series for 12 frequencies ( ing 3000 and EBS. These quote series do not coincide with the bid and ask quotes on OANDA FXTrade. The bid and ask quotes on OANDA FXTrade are generated by an proprietary forecasting algorithm based on an external data-feed which also includes tradeable quotes from Reuters Dealing 3000 and EBS. In addition to the price series, we construct the order flow measures (standard and category specific) defined in the previous section for the corresponding 12 frequencies. Figure 1 depicts the empirical bivariate autocorrelation functions for lags up to 20 periods between price changes and standard order flow for a 1 minute frequency. The analysis of the bivariate autocorrelation functions sheds light on the dynamic interaction of order flow and price change.
• In the upper left panel, we observe the autocorrelation function of the order flow measure itself. We see a very clear slowly declining pattern of the autocorrelation function, showing that order flow itself is persistent.
• The lower left panel depicts the cross-correlation function of lagged order flow with price changes. We observe that only the first order cross-correlation coefficient is significantly positive, which shows that future price changes are driven by current order flow. This supports the literature concentrated on predicting/explaining price changes with order flow (e.g., Evans & Lyons (2002a ,b, 2005 , Daníelsson et al. (2002 ).
• The upper right panel depicts the cross-correlation function of lagged price changes with order flow. 4 We observe significant cross-correlation coefficients, which show that future order flow is driven by current price changes. This observation supports heuristically the idea that investors update their beliefs and place their orders based on the past development of the price process, and hence is another indication for the existence of a learning effect (c.f. Bikhchandani et al. (1992) and Avery & Zemsky (1998) ). From this observation, this effect seems to be a short run effect, since the cross-correlation coefficients between future order flow and current price changes are significant for only up to 5 lags.
• In the lower right panel, we observe the autocorrelation function of the price changes themselves. The price changes are positively first order auto-correlated.
Thus, we observe a kind of short term positive feedback trading pattern for the price process itself, and we do not observe a traditional bid-ask bounce effect, since we consider mid-quotes on a 1 minute frequency. 
Standard Order Flow vs. Price Changes
Estimation Framework
Although the analysis above provides some insight into the dynamic relationship between order flow and price change, giving for a first impression of the validity of the hypotheses stated at the outset, we now investigate them in detail with the help of in-sample and out-of-sample forecasting analyses.
Based on the results of the descriptive analysis 5 , we now consider AR(p) benchmark models in which only the history of the order flow measures themselves serve to explain and to predict future order flows. These predictions are then compared, using the modified Diebold-Mariano (mDM) test of Harvey, Leybourne & Newbold (1997) , to the predictions based on including the history of price changes. This enables us to identify whether the inclusion of additional information contained in past prices improves order flow forecasts significantly.
The AR(p) benchmark specification is given by
where B x p (L) denotes the associated lag-polynomial of order p, ε t a white noise process and x k t denotes the value of the order flow measured at t. The forecasting study is implemented for the standard order flow measure (k = SOF), and the eight category specific order flow measures (k = 1, . . . , 8) listed in Table 3 . The forecasting models containing additional information on the history of the price change process are given by
where ∆y t denotes the interbank price change process, and B y q (L) the lag-polynomial of order q.
The forecasting study is executed in the following way: Altogether we consider a period of 32 weeks starting on Monday the 6 th of October 2003 and ending on Friday the 14 th of May 2004. We divide these 32 weeks into 8 periods of 4 weeks each, where the first 3 weeks are considered as the in-sample estimation period and the last weeks is considered as the out-of-sample forecasting period. Table 5 summarizes the setup of the in-and out-of-sample periods. We choose this forecasting setup with alternating in-sample and out-of-sample periods in order to guarantee robust forecasting results as compared to studies with only one estimation and one forecasting period. Our forecasting setup is particularly conservative in the sense that we estimate the model parameters only once for every in-sample period and do not use a rolling window regression technique with continuous updating of model parameter estimates. Holidays and week-ends are excluded from the sample. The results we are going to present are very robust to the choice of the in-sample estimation and out-of-sample prediction periods. Moreover, the same conclusions can be drawn if the hypotheses are evaluated separately with respect to the eight individual forecasting setups presented in Table 5 . The results are furthermore robust to the inclusion or exclusion of the overnight periods. In our analysis we have chosen to include the overnight periods.
In-Sample Estimation Results
Let us first consider the in-sample estimation results. In order to be able to compare the results, we choose to present them for a lag-polynomial of order one, implying that equation (IP-k) simplifies to
and we are going to interpret the magnitude of the estimated coefficients.
Tables 6 to 8 present the estimated coefficients of the in-sample estimations of the category specific order flow measures for each period on the 1, 2, and 5 minutes sampling frequencies, respectively. We observe that the estimated coefficients on lagged price changes and lagged order flows have the expected signs, for each order flow category and each period. Let us consider, for example, the stop-loss order flow category. We see that the estimated coefficients for the price change are positive. Assume for the moment that the price change is positive, and remember that we defined the dependent variable in our regression as the difference between the number of buy and sell stop-loss orders. A positive price change leads in this case to an increase of the dependent variable, meaning that we have an increase in the execution of buy stop-loss orders. On the opposite, if the price change is negative, the dependent variable decreases inducing a larger execution of sell stop-loss orders. The reverse is true if we consider the take-profit order flow category.
Moreover, we see that the impact of price changes on limit order flows (executed open and close) is always lower than the impact of price changes on the market order flows (open and close). Specifically, the estimated coefficients of the price changes on market (open) order flow is roughly three to four times larger than the estimated coefficients for the limit executed (open) order flow category. In addition, if we only have a look at the market order flow categories, we note that the price impact is always about 3-5 times larger for the market (close) order flow category than for the market (open) category. This is another observation in support of the existence of a monitoring effect, in the sense that traders monitor the market more closely when they already hold an open position. We also observe that the impact of the price process is larger for take-profit order flow than for stop-loss order flow for all three sampling frequencies. This shows that prices are more valuable for the explanation of take-profit orders than stop-loss orders, which supports our hypothesis that take-profit orders seem to impede price movements and stop-loss orders seem to self-reinforce them.
Altogether, these effects are relatively stable over all periods and over all order flow categories, and confirm within an in-sample analysis our hypotheses. Our analysis, furthermore, sheds light on the discussion whether prices already reflect all relevant information and can be considered as sufficient statistics. Our results show that they are not. If prices were a sufficient statistic, one should observe a significant coefficient only for the lagged price changes. 6 Below we are going to discuss the results of our out-of-sample forecasting study which provides stronger evidence in support of our hypotheses.
Forecasting Study
To validate our claims, we compare the Root-Mean-Squared-Predictions-Errors (RM-SPE) of the AR(p) benchmark models with those of the corresponding forecasting models for the in-sample and out-of-sample forecasting studies. Table 8 : Estimated coefficients of the in-sample estimations of the standard order flow and the category specific order flow measures on the 5 minute sampling frequency for each forecasting period. c denotes the estimated constant, ρ the estimated coefficient of the lagged order flow, and φ the estimates coefficient of the price change. The estimated coefficients in bold are significant at the 5% significance level.
The results over all 8 periods of the in-sample and out-of-sample studies using the standard order flow measure are presented in Table 9 . The in-sample results based on the category based order flow are given in Tables 10 and 11 , and the corresponding out-of-sample results can be found in Tables 12 and 13 . The first cell entry in Table  9 as well as in all other following Tables is the RMSPE of the associated forecasting model. The second cell entries in parenthesis are the p-values from the mDM test with the null hypothesis that the RMSPE of the associated forecasting model is not smaller than the RMSPE of the corresponding AR(p) benchmark model. P-values in bold correspond to those cases where the RMSPE of the associated forecasting model is smaller than the RMSPE of the benchmark model.
We clearly observe that the information contained in the history of the price process in addition to the information contained in the order flow measures themselves is helpful in predicting the aggregated standard order flow as well as the eight category specific order flow measures. This statement is based on the observations that i) for the in-sample prediction of the standard order flow measure (Table 9 col. 2 and 3) we observe that on all frequencies the forecasting models containing the additional information on the historical interbank price changes are able to beat the benchmark specification (AR) in terms of smaller RMSPEs (bold cell entries). Considering the p-values of the mDM-tests, we see that these models outperform the AR benchmark model, with 5 exceptions, always at the 10% significance level.
ii) for the out-of-sample prediction of the standard order flow measure (Table 9 col. 4 and 5) the RMSPEs are for the 3 forecasting horizons up to 5 minutes smaller than those of the AR(p) benchmark models, when additional information on the interbank price change process is incorporated in the forecasting models. We see that the RMSPEs for 1 and 2 minutes forecasting horizons are significantly smaller using a 1% significance level in the mDM test.
iii) for the in-sample prediction of the category specific order flow measures (Tables 10 and 11) we find that the RMSPEs of the AR(p) benchmark models are, except for 10 cases, always higher than those of the forecasting models with the historical prices, and 67 are significant at the 10% significance level.
iv) for the out-of-sample prediction of the category specific order flow measures (Tables 12 and 13) we observe that over all eight categories 59 RMSPEs are smaller than those of the AR(p) benchmark models; 19 of them are significantly smaller at the 1% level, 25 of them are significantly smaller at the 5% level and even 31 at the 10% level.
These results enable an interesting interpretation: The aggregated standard order flow as well as the category specific order flow measures can generally be easier predicted with the help of historical price information being, in particular in the absence of macroeconomic news and private (customer order flow) information, the only source of information available to the traders. This might indicate that traders update their beliefs and place orders based on their interpretation of recent historical price movements, and therefore might rely on either technical analysis as pointed out by Taylor & Allen (1992) , 7 or simply attempt to intuitively extrapolate recent price movements information. Especially on OANDA FXTrade, such information is more valuable than on the interbank market, since most of the traders do not have own customer order flow, which can serve as private information. Our observation also shows that it might take up to several hours to process new information and gain market efficiency.
Moreover, regardless of whether traders hold an open position or not, we find that the price process contributes more to the prediction of market order flow than to the prediction of limit order flow, in both in-sample and out-of-sample periods. Following Foucault (1999) , who shows that in equilibrium impatient traders tend to submit market orders and patient traders limit orders, and taking the descriptive statistics into account, a likely interpretation is that traders on OANDA-FXTrade are very impatient. The evidence supports the view that small, not sophisticated traders, who place their orders based on their interpretation of recent price movements, and thus react quickly to recent price changes, prefer to submit market orders which are executed immediately, instead of limit orders. This is reflected at the end of the day by the fact that market orders are more predictable than limit orders. This finding is also consistent with the results of Rosu (2009) .
Our postulate of the existence of a monitoring effect is clearly supported. Indeed, we see, in Tables 12 and 13 , that the price process contributes more to the prediction of market (close) order flow than to the prediction of market (open) order flow. 8 Thus, we find evidence that traders employ different strategies when they hold an open position. In detail, we observe that only the RMSPEs for the 1 minute and the 2 minute frequencies of the price changes for the market order (open) forecasting models are significantly smaller (1% level) than those of the corresponding AR(p)benchmark models, but that the first 5 RMSPEs corresponding to frequencies up to 15 minutes are significantly smaller than those of the benchmark models for the market order (close) order flow category at the 1% level. From the remaining (lower) frequencies only one is significant on the 10% level of the mDM-test for price changes for the market order (close) forecasting models. A similar observation, but not as pronounced, can be made for limit order (close) order flow and limit order executed (open) order flow as well. The reason why this effect is not as clear as for market orders is that limit orders are posted to the system before market orders, and their execution is later then simply implied by the price process. Market orders, however, reflect changes in price preferences directly since they are executed immediately.
Our results complete the work of Feng & Seasholes (2005) , who investigate the question of whether investors sophistication and trading experience attenuate behavioral biases in financial markets. They analyse if investors actively monitor stocks they have sold, and their results provide indirect evidence that they do. Our analysis is more focused on a small set of securities and not a large universe of stocks, but we also provide evidence that the investors monitor the price process closer when they already hold an open position.
Let us now consider the hypothesis that executed stop-loss orders contribute whereas executed take-profit orders impede, self-reinforcing price movements. Table 13 shows that at all forecasting frequencies, the RMSPEs of the benchmark models for the stop-loss order flow category are smaller than those of benchmark models for the take-profit order flow category. This observation supports the existence of price cascades since stop-loss order flow, based on its own historical order flow, is better predictable (in terms of smaller RMSPEs) than take-profit order flow. This is foreseen if stop-loss orders contribute to self-reinforcing price movements causing a sequence of further stop-loss order executions.
Comparing the RMSPE pattern of the stop-loss and take-profit order flow categories forecasting models containing additional information on the history of the price change process, we observe that there is essentially no difference in the value of the history of the price process in predicting take-profit or stop-loss order flow. This observation thus provides little additional evidence for the validity of our statement, since we expected that the information on the direction of the price change process should already be included in the historical stop-loss order flow. It therefore should be of less importance in predicting future stop-loss order flow in contrast to the case when take profit order flow is considered. Taken also the results of the insample analysis into account, altogether, we find weak evidence that stop-loss orders self-reinforce price movements, but we cannot draw a clear cut conclusion here.
In-Sample Table 10 : Results of the in-sample predictions of the category specific order flow measures on different sampling frequencies (Freq). The forecasting study is conducted over a period of 32 weeks starting on Monday the 6 th of October 2003 and ending on Friday the 14 th of May 2004. These 32 weeks are divided into 8 periods of 4 weeks each, where the first 3 weeks are always considered as the in-sample estimation periods and the last weeks are always considered as the out-of-sample forecasting periods. Weekends and holidays are excluded from the analysis. The first cell entry is the Root-Mean-Squared-Prediction Error (RMSPE) of the associated forecasting model. The second and third cell entries in parenthesis are the p-value from the modified Diebold-Mariano (mDM) test with the null hypothesis that the RMSPE of the associated forecasting model is not smaller than the RMSPE of the AR(p) benchmark model. P-values in bold correspond to those cases where the RMSPE of the associated forecasting model is smaller than the RMSPE of the AR(p) benchmark model. Table 11 : Results of the in-sample predictions of the category specific order flow measures on different sampling frequencies (Freq). The forecasting study is conducted over a period of 32 weeks starting on Monday the 6 th of October 2003 and ending on Friday the 14 th of May 2004. These 32 weeks are divided into 8 periods of 4 weeks each, where the first 3 weeks are always considered as the in-sample estimation periods and the last weeks are always considered as the out-of-sample forecasting periods. Weekends and holidays are excluded from the analysis. The first cell entry is the Root-Mean-Squared-Prediction Error (RMSPE) of the associated forecasting model. The second and third cell entries in parenthesis are the p-value from the modified Diebold-Mariano (mDM) test with the null hypothesis that the RMSPE of the associated forecasting model is not smaller than the RMSPE of the AR(p) benchmark model. P-values in bold correspond to those cases where the RMSPE of the associated forecasting model is smaller than the RMSPE of the AR(p) benchmark model. Table 12 : Results of the out-of-sample predictions of the category specific order flow measures on different sampling frequencies (Freq). The forecasting study is conducted over a period of 32 weeks starting on Monday the 6 th of October 2003 and ending on Friday the 14 th of May 2004. These 32 weeks are divided into 8 periods of 4 weeks each, where the first 3 weeks are always considered as the in-sample estimation periods and the last weeks are always considered as the out-of-sample forecasting periods. Weekends and holidays are excluded from the analysis. The first cell entry is the Root-Mean-Squared-Prediction Error (RMSPE) of the associated forecasting model. The second and third cell entries in parenthesis are the p-value from the modified Diebold-Mariano (mDM) test with the null hypothesis that the RMSPE of the associated forecasting model is not smaller than the RMSPE of the AR(p) benchmark model (RW, AR). P-values in bold correspond to those cases where the RMSPE of the associated forecasting model is smaller than the RMSPE of the AR(p) benchmark model. Table 13 : Results of the out-of-sample predictions of the category specific order flow measures on different sampling frequencies (Freq). The forecasting study is conducted over a period of 32 weeks starting on Monday the 6 th of October 2003 and ending on Friday the 14 th of May 2004. These 32 weeks are divided into 8 periods of 4 weeks each, where the first 3 weeks are always considered as the in-sample estimation periods and the last weeks are always considered as the out-of-sample forecasting periods. Weekends and holidays are excluded from the analysis. The first cell entry is the Root-Mean-Squared-Prediction Error (RMSPE) of the associated forecasting model. The second and third cell entries in parenthesis are the p-value from the modified Diebold-Mariano (mDM) test with the null hypothesis that the RMSPE of the associated forecasting model is not smaller than the RMSPE of the AR(p) benchmark model. P-values in bold correspond to those cases where the RMSPE of the associated forecasting model is smaller than the RMSPE of the AR(p) benchmark model.
Conclusion
We have investigated the predictive power of past price changes for the aggregated order flow measure (Lyons (1995) ), and eight transaction category specific order flows, based on a unique dataset from the currency trading platform, OANDA FXTrade. Our data contains detailed information on generally small retail investors' trading characteristics, currency positions and detailed information on order flows of several different order types. The main focus of this paper lies in investigating whether investors behave differently when they already hold a position compared to when they do not. The key question asked is: Does the current inventory matter? Answer: Yes!
We conduct forecasting studies on 12 intraday frequencies and find that those forecasting models incorporating information on order flow and price changes provide significantly better forecasts than benchmark models using only information on past order flow through AR specifications. Our in-sample and out-of-sample forecasting analyses show that investors' future order flow is affected by past price movements, and that market and limit order flows are much better predictable if those orders are submitted to close an existing position than if they are used to open one. This suggests evidence for the existence of a monitoring effect stating that investors value price information with respect to their current inventory. Monitoring effects are generally ignored in theoretical market microstructure models in which decisions regarding the submission of market and limit orders are modelled regardless of the inventory of the investor. Our study shows that monitoring effects play an important role, and that theoretical market microstructure models can be improved by the incorporation of monitoring or inventory effects. Furthermore, we find some evidence that stop-loss orders contribute to and take-profit impede self-reinforcing price movements, results which support the hypothesis of Osler (2005) .
