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ON TIME PERIODIC SOLUTIONS TO THE CONFORMAL CUBIC
WAVE EQUATION ON THE EINSTEIN CYLINDER
ATHANASIOS CHATZIKALEAS
Abstract. We consider the conformal wave equation on the Einstein cylinder with a defo-
cusing cubic non-linearity studied in [63]. Motivated by a method developed by Rostworowski-
Maliborski [54] on the existence of time periodic solutions to the spherically symmetric
Einstein-Klein-Gordon system, we study perturbations around the zero solution as a formal
series expansion and assume that the perturbations bifurcate from one mode. In the cen-
ter of this work stands a rigorous proof on how one can choose the initial data to cancel
out all secular terms in the resonant system. Interestingly, our analysis reveals that the
only possible choice for the existence of time periodic solutions is when the error terms in
the expansion are all proportional to the dominant one mode. Finally, we use techniques
from ordinary differential equations and establish the existence of time periodic solutions
for initial data proportional to the first mode of the linearized operator.
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1. Introduction
1.1. Conformal cubic wave equation on the Einstein cylinder. In this note, we are
interested in the propagation of non-linear relativistic scalar waves in the Anti-de-sitter (AdS)
spacetime in 1 + 3 dimensions. The AdS spacetime (M1+3, gAdS) is the unique maximally
symmetric solution to the Einstein’s equations in vacuum
Rαβ − 1
2
gαβR + Λgαβ = 0
with negative cosmological constant
Λ = −3.
With respect to local spherical coordinates on the underlying manifold
(t, r, θ, φ) ∈M1+3 := R× [0,∞)× [0, pi]× [0, 2pi)
this solution reads
gAdS(t, r, θ, φ) = −
(
1 + r2
)
dt2 +
(
1 + r2
)−1
dr2 + r2
(
dθ2 + sin2(θ)dφ2
)
.
Following a recent work of Bizoń-Craps-Evnin-Hunik-Luyten-Maliborski [63], we consider a
real scalar field
u : (M1+3, gAdS) −→ R
which propagates in the (1 + 3)−dimensional AdS spacetime satisfying the semi-linear wave
equation (
gAdS −
1
6
R(gAdS)
)
u = λu3 (1.1)
with a defocusing nonlinearity, meaning λ > 0. Here, gAdS stands for the wave operator and
R(gAdS) denotes the scalar curvature both with respect to the AdS metric. It is convenient
to compactify (M1+3, gAdS) and introduce ψ = arctan(r). Now, the new spatial coordinates
vary within a bounded region
(t, ψ, θ, φ) ∈M1+3 ' R×
[
0,
pi
2
)
× [0, pi]× [0, 2pi)
and the AdS solution takes the form
gAdS(t, ψ, θ, φ) = Ω
2(ψ)gE(t, ψ, θ, φ), Ω(ψ) :=
1
cos(ψ)
(1.2)
implying that it is conformal to half of the full Einstein static universe
(t, ψ, θ, φ) ∈ E1+3 := R× [0, pi]× [0, pi]× [0, 2pi)
endowed with the metric
gE(t, ψ, θ, φ) := −dt2 + dψ2 + sin2(ψ)
(
dθ2 + sin2(θ)dφ2
)
.
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As in [63], one can use the conformal structure (1.2) together with the conformal change of
variables v := Ωu to simplify the equation. Specifically, one can write (1.1) as(
Ω2gE −
1
6
R(Ω2gE)
)(
Ω−1v
)
= λ
(
Ω−1v
)3
and use the identity
Ω2gE −
1
6
R(Ω2gE) = Ω−3
(
gE −
1
6
R(gE)
)
to infer (
gE −
1
6
R(gE)
)
v = λv3.
Next, we factor out the parameter λ just by replacing v with w/
√
λ. We get(
gE −
1
6
R(gE)
)
w = w3
and compute
gE = −∂2t + ∆S
3
(ψ,θ,f), R(gE) = 6,
where
∆S
3
(ψ,θ,φ)w =
1
sin2(ψ)
[
∂ψ
(
sin2(ψ)∂ψw
)
+
1
sin(θ)
(
∂θ (sin(θ)∂θw) +
1
sin(θ)
∂2φw
)]
stands for the Laplace-Beltrami operator on S3. We obtain
−∂2tw(t, ψ, θ, φ) + ∆S
3
(ψ,θ,φ)w(t, ψ, θ, φ)− w(t, ψ, θ, φ) = w3(t, ψ, θ, φ),
for (t, ψ, θ, φ) varying only within half of E1+3, namely
(t, ψ, θ, φ) ∈ R×
[
0,
pi
2
)
× [0, pi]× [0, 2pi).
Now, we look for rotationally symmetric solutions of the form w(t, ψ) as in [63]. In order
to have reflective boundary conditions at the conformal infinity {ψ = pi
2
} we assume the
Dirichlet condition w
(
t, pi
2
)
= 0 and extent the solution from the half to the full Einstein
cylinder E1+3 using the reflection symmetry
−w(t, ψ) = w(t, pi − ψ).
Next, we map
−∂2tw(t, ψ) +
1
sin2(ψ)
∂ψ
(
sin2(ψ)∂ψw(t, ψ)
)− w(t, ψ) = w3(t, ψ)
to the 1−dimensional wave equation
−∂2t f(t, ψ) + ∂2ψf(t, ψ) =
f 3(t, ψ)
sin2(ψ)
3
via the transformation f(t, ψ) = sin(ψ)w(t, ψ) for all (t, ψ) ∈ R× [0, pi]. Finally, we formally
compute
f 3(t, ψ)
sin2(ψ)
=
f 3(t, 0)
ψ2
+
3f 2(t, 0)∂ψf(t, 0)
ψ
+O (1) , for ψ −→ 0+,
f 3(t, ψ)
sin2(ψ)
=
f 3(t, pi)
(pi − ψ)2 −
3f 2(t, pi)∂ψf(t, pi)
pi − ψ +O (1) , for ψ −→ pi−
and hence, in order to ensure the regularity of the solutions, we impose the Dirichlet boundary
conditions
f(t, 0) = f(t, pi) = 0,
for all times.
1.2. Structure of the paper. We consider the initial value problem which consists of the
cubic wave equation on the Einstein cylinder
−∂2t f(t, ψ) + ∂2ψf(t, ψ) =
f 3(t, ψ)
sin2(ψ)
, (t, ψ) ∈ R× (0, pi) , (1.3)
subject to Dirichlet boundary conditions
f(t, 0) = f(t, pi) = 0, t ∈ R. (1.4)
Motivated by [63] where the existence of stationary states to (1.3)-(1.4) is discussed as well
as by [70], our work is directed towards a twofold aim. From the one hand, we investigate
the non-linear stability of the zero solution to (1.3)-(1.4) and on the other hand the existence
of time periodic solutions. First, we use standard techniques together with Hardy-Sobolev
inequalities to establish the local well-posedness to (1.3)-(1.4) in the energy space H1[0, pi]×
L2[0, pi] (Appendix A) so that the present work is self-contained. Next, we discuss recent
advances about the existence of periodic and quasi-periodic solutions (section 2) and in
particular we explain the method of Rostworowski-Maliborski [54] developed for the Einstein-
Klein-Gordon system within spherical symmetry (section 2.2) which shows how the initial
data contribute to the production of secular terms, i.e. terms which spoil the periodicity of
the solutions. To begin our analysis, we consider perturbations bifurcating from one mode
using a formal series expansion
f(t, ψ) =  cos
((
1 +O(2)) t) eγ(ψ) +O (2)
where ei for i = 0, 1, 2, . . . are the eigenfunctions associated to the linearized operator coupled
to Dirichlet boundary conditions and for simplicity we choose γ = 0. In addition, we use the
method of Rostworowski-Maliborski [54] to see how secular terms occur for the non-linear
problem (1.3) (section 3). Then, we rigorously prove how one can prescribe the initial data to
cancel all secular terms to (1.3)-(1.4) and finally we establish the existence of time periodic
solutions (section 4).
1.3. Statement of the main results. Specifically, we work towards proving the following
two results. We refer the reader to Theorem 4.1 and Theorem 4.2 respectively for more detail
versions of these results.
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Theorem 1.1. Let f be a solution to the boundary value problem (1.3)-(1.4) with initial
data (f(0, ·), ∂tf(0, ·)) where ∂tf(0, ·) = 0. We assume that f admits the representation as a
formal power series as in (3.3). Then, the corresponding resonant system admits no secular
term if and only if the initial data are all proportional to e0.
In particular, we prove that time periodic solutions in the neighbourhood of the e0 mode
arise necessarily from such initial data.
Theorem 1.2. All initial data of the form (f(0, ·), ∂tf(0, ·)) = (G(0)e0, 0) evolve into time
periodic solutions.
1.4. Acknowledgments. The author would like to express his sincere gratitude to Profes-
sor Jacques Smulevici for very useful communications, comments and insights. Also, the
author gratefully acknowledges the support of the ERC grant 714408 GEOWAKI, under the
European Union’s Horizon 2020 research and innovation program.
2. Time periodic solutions to non-linear wave equations
2.1. Discussion. The existence of periodic and quasi-periodic solutions to nonlinear wave
equations has attracted a lot of attention in the last years in the mathematical analysis
community. Such studies were initiated by Rabinowitz [64] and Brezis-Coron-Nirenberg [26]
who considered 1−dimensional non-linear wave equations of the form
−∂2t f(t, x) + ∂2xf(t, x) = N(x, f(t, x)),
together with boundary conditions as well as reasonable assumptions on the non-linearity,
and proved the existence and regularity of periodic solutions. Since then, extensive stud-
ies have been made concentrated around the mechanism responsible for the existence of
time periodic solutions for various partial differential equations. For example, the reader
can consult the works of Baldi-Berti-Haus-Montalto-Alazard-Baldi for gravity water waves
[2, 7, 23, 24], the works of Wyane-Kuksin-Berti-Corsi-Precesi-Biasco-Bolle-Bourgain for the
non-linear wave equations [15, 16, 18, 20, 22, 45, 68], the works of Berti-Bolle-Corsi-Procesi-
Delort for the non-linear Schrödinger equation [19, 21, 22, 31], the work of Montalto for the
forced Kirchhoff equation [59], the work of Baldi-Berti-Montalto-Lax on the KdV equa-
tion [9, 49–51], the work of on the Ambrose-Wilkening for the Benjamin-Ono equation [5],
among others. The main difficulty to establish the existence of time periodic solutions stems
from the presence of small divisors in the perturbation series around equilibrium points. Such
a problem can be particularly difficult especially in the case where the non-linearity contains
derivatives of the dynamical variable. The key ingredients used to overcame this difficulty
are the KAM theory and the Nash-Moser implicit function theorem [14,35,36,46–48,52].
Some of the methods already existing in the substantial literature can be also used to ob-
tain the existence of time periodic solutions to (1.3)-(1.4), possibly with modifications. For
example, one can use the method of Bambusi-Paleari [12] who considered wave equations of
the form
−∂2t f(t, x) + ∂2xf(t, x) = N(f(t, x)), (t, x) ∈ R× (0, pi)
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with non-linearities satisfying
N ∈ C4, N(0) = N ′(0) = N ′′(0) = 0, N ′′′(0) 6= 0
together with the Dirichlet boundary conditions
f(t, 0) = f(t, pi) = 0, t ∈ R
and constructed some families of time periodic solutions with small amplitude using averaging
methods meaning suitable maps from the configurations space to itself. Specifically, their
method relies on the Lyapunov-Schmidt decomposition [29] and a non-degeneracy condition.
Most importantly, their method focuses on the fact that each non-degeneracy zero of such
maps implies a whole family of small amplitude time periodic solutions to the wave equation
above revealing an interesting correspondence between the Lyapunov-Schmidt decomposition
and averaging theory. Although the non-linearity they considered depends only of f and not
on (x, f), one can still adapt their method to obtain time periodic solutions to (1.3)-(1.4).
However, we emphasize that the regularity of the nonlinear term in (1.3) prevent from a
direct application of the method described above. In addition, one can also use the method
of Berti-Bolle [17] who considered one dimensional wave equations of the form{
−∂2t f(t, x) + ∂2xf(t, x) = α3(x)f 3(t, x) +O(f 4),
f(t, 0) = f(t, pi) = 0
and proved the existence of small amplitude periodic in time solutions with period 2pi
ω
for
any frequency ω in a Cantor-like set. This Cantor set arises from non-resonance conditions
imposed on the frequency ω and is essential as it allows to overcame the small-divisors
problem. However, in this work, we do not address the convergence of the perturbative
series expansion and hence such a Cantor set does not occur. To establish the existence of
time periodic solutions, we first focus on how one can rigorously cancel out all secular terms
for the initial value problem (1.3)-(1.4) by prescribing the initial data. To do so, we use a
method of Rostworowski-Maliborksi [54] developed for the Einstein-Klein-Gordon equation.
2.2. The method of Rostworowski-Maliborski. Rostworowski-Maliborksi [54] consid-
ered the Einstein-Klein-Gordon system which consists of the wave equation
gφ = 0 (2.1)
for a real scalar field φ : (M, g) −→ R coupled to the Einstein equations
Rαβ − 1
2
gαβR + Λgαβ = 8pi
(
∂αφ∂βφ− 1
2
gαβ(∂φ)
2
)
(2.2)
with negative cosmological constant
Λ = −d(d− 1)
2l2
, l 6= 0.
In particular, they assumed that the scalar field φ propagates within (1 + d)−dimensional
spacetimes (M, g) for any d ≥ 2 satisfying the spherically symmetric ansatz
g(t, x, ω) =
l2
cos2(x)
(
−A(t, x)
e2δ(t,x)
dt2 +
1
A(t, x)
dx2 + sin2(x)dω2
)
,
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where the local coordinates read
(t, x, ω) ∈M := R×
[
0,
pi
2
)
× Sd−1.
Then, one can define the auxiliary variables
Φ(t, x) = ∂xφ(t, x), Π(t, x) =
1
A(t, x)e−δ(t,x)
∂tφ(t, x)
and express (2.1) equivalently as
∂tΦ(t, x) = ∂x
(
A(t, x)e−δ(t,x)Π(t, x)
)
, (2.3)
∂tΠ(t, x) = −L̂
[
A(t, x)e−δ(t,x)Φ(t, x)
]
, (2.4)
where
L̂[g](x) := − 1
tan2(x)
∂x(tan
2(x)g(x)),
coupled to the Einstein equations (2.2) which are given by
(1− A(t, x))e−δ(t,x) = cos
3(x)
sin(x)
∫ x
0
e−δ(t,y)
(
Φ2(t, y) + Π2(t, y)
)
(tan(y))2dy (2.5)
−δ(t, x) =
∫ x
0
(
Φ2(t, y) + Π2(t, y)
)
sin(y) cos(y)dy. (2.6)
Specifically, Rostworowski-Maliborksi [54] provided reliable numerical evidence indicating
that time-periodic solutions to (2.3)-(2.4)-(2.5)-(2.6) exist for non-generic initial data (is-
lands of stability) and in addition constructed these solutions using both nonlinear pertur-
bative expansions and numerical methods. Their work is closely related and builds upon
an earlier numerical study of Bizoń-Rostworowski [62] who considered (2.1)-(2.2) under the
same spherically symmetric ansatz for (1+3)−dimensional spacetimes and established strong
numerical results which show that the AdS solution
gAdS(t, x, ω) =
l2
cos2(x)
(−dt2 + dx2 + sin2(x)dω2) ,
to the Einstein equations (although linearly stable) is in fact nonlinearly unstable against
the formation of a black hole under arbitrarily small and generic perturbations. The strong
numerical evidence of Bizoń-Rostworowski [62] support a conjecture on the instability of the
AdS spacetime firstly announced by Dafermos [30] and Dafermos-Holzegel [53] in 2006.
Rostworowski-Maliborksi [54] constructed the desired periodic solutions to (2.3)-(2.4)-
(2.5)-(2.6) using nonlinear perturbative expansions as well as numerical simulations. In
the following lines we explain their first approach. To begin with, they sought solutions
(Φ,Π, A, δ) which are all close to the AdS solution (0, 0, 1, 0) and (although the series may
not converge) considered the following perturbative expansions
Φ(t, x) =
∞∑
λ=0
ψ2λ+1(τ, x)
2λ+1 = ψ1(τ, x)+ ψ3(τ, x)
3 + ψ5(τ, x)
5 + . . . , (2.7)
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Π(t, x) =
∞∑
λ=0
σ2λ+1(τ, x)
2λ+1 = σ1(τ, x)+ σ3(τ, x)
3 + σ5(τ, x)
5 + . . . , (2.8)
A(t, x)e−δ(t,x) =
∞∑
λ=0
ξ2λ(τ, x)
2λ = ξ0(τ, x) + ξ2(τ, x)
2 + ξ4(τ, x)
4 + . . . ,
e−δ(t,x) =
∞∑
λ=0
ζ2λ(τ, x)
2λ = ζ0(τ, x) + ζ2(τ, x)
2 + ζ4(τ, x)
4 + . . .
τ = Ωt, Ω =
∞∑
λ=0
θ2λ
2λ = θ0 + θ2
2 + · · · . (2.9)
where ψ2λ+1,σ2λ+1,ξ2λ and ζ2λ are all periodic in time. With a slight abuse of notation we
use the same letters to denote the dynamical variables with respect to the (τ, x) and (t, x).
One can see [1, 54] that the operator which governs the solutions to the linearized equation
in (2.3)-(2.4) is given by
L[f ](x) := − 1
tan2(x)
∂x(tan
2(x)∂xf(x)).
The linearized operator L is self-adjoint with respect to the weighted inner product
(f |g) :=
∫ pi
2
0
f(x)g(x) tan2(x)dx, (2.10)
its spectrum subject to Dirichlet boundary conditions is given by
ω2j := (3 + 2j)
2, j = 1, 2, . . .
and the eigenfunctions are weighted Jacobi polynomials
ej(x) := 2
√
j!(j + 2)!
Γ(j + 3
2
)
cos3(x)P
1
2
, 3
2
j (cos(2x)), x ∈
[
0,
pi
2
]
, j = 0, 1, . . . .
Alternatively (Lemma 2.2 in [1]), we have
ei(x) =
2√
pi
1√
ω2i − 1
(
ωi
sin (ωix)
tan(x)
− cos (ωix)
)
, x ∈
[
0,
pi
2
]
, j = 0, 1, . . . .
In addition, we have the following orthogonality properties
(ei|ej) = δi,j, (e′i|e′j) = ω2i δi,j
and both {ej} and { e
′
j
ωj
} form an orthonormal basis for the L2 with respect to the inner
product (2.10). All these results can be found in [1] (Lemma 2.2) and in [6] (appendix).
After solving at the linear level, we obtain the initial values
θ0 = ω0, ξ0(τ, x) = 1, ζ0(τ, x) = 1
and {
ωγ∂τψ1(τ, x)− ∂xσ1(τ, x) = 0,
ωγ∂τσ1(τ, x) + L̂ [ψ1(τ, x)] = 0.
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From the set of all eigenfunctions {ei : i = 0, 1, 2, . . . } to the linearized operator, we choose
a dominant mode eγ for some γ ∈ {0, 1, 2, . . . }. For simplicity we choose e0 and pick{
ψ1(τ, x) = cos(τ)e
′
0(x),
σ1(τ, x) = −ω0 sin(τ)e0(x).
First, we compute the density
Φ2(t, x) + Π2(t, x) =
∞∑
λ=1
r2λ
2λ
where, for all λ = 0, 1, 2, . . . ,
r2(λ+1)(τ, x) =
λ∑
µ,ν=0
µ+ν=λ
(ψ2µ+1(τ, x)ψ2ν+1(τ, x) + σ2µ+1(τ, x)σ2ν+1(τ, x)) .
Next, we substitute these expressions into (2.3)-(2.4)-(2.5)-(2.6), collect terms of the same
order in  and obtain a hierarchy of equations
ωγ∂τψ2λ+1(τ, x)− ∂xσ2λ+1(τ, x) =
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(
− ωγ,2ν∂τψ2µ+1(τ, x) + ∂x (ξ2ν(τ, x)σ2µ+1(τ, x))
)
,
ωγ∂τσ2λ+1(τ, x) + L̂ [ψ2λ+1(τ, x)] = −
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(
ωγ,2ν∂τσ2µ+1(τ, x) + L̂ [ξ2ν(τ, x)ψ2µ+1(τ, x)]
)
,
ξ2(λ+1)(τ, x) = ζ2(λ+1)(τ, x)− cos
3(x)
sin(x)
λ∑
µ,ν=0
µ+ν=λ
∫ x
0
r2(µ+1)(τ, y)ζ2ν(τ, y) tan
2(y)dy,
ζ2(λ+1)(τ, x) =
λ∑
µ,ν=0
µ+ν=λ
∫ x
0
r2(µ+1)(τ, y)ζ2ν(τ, y) sin(y) cos(y)dy
for all λ = 0, 1, 2, . . . . Since both {ej} and { e
′
j
ωj
} form an orthonormal basis for L2([0, pi
2
])
with respect to the inner product (2.10), we expand the coefficients ψ2λ+1, σ2λ+1, ξ2λ, ζ2λ in
terms of the eigenvalues of the linearized operator for each λ = 0, 1, 2, . . . , namely
ψ2λ+1(τ, x) =
∞∑
i=0
f
(i)
2λ+1(τ)
e′i(x)
ωi
, σ2λ+1(τ, x) =
∞∑
i=0
g
(i)
2λ+1(τ)ei(x),
ξ2λ(τ, x) =
∞∑
i=0
p
(i)
2λ(τ)ei(x), ζ2λ(τ, x) =
∞∑
i=0
q
(i)
2λ(τ)ei(x),
substitute these expressions into the recurrence relations above, take the inner product (·|e′m)
for the first equation, the (·|em) for all the other equations and use their orthogonality
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properties (e′n|e′m) = ω2nδnm, (en, em) = δnm, Lemma 2.2 [1]. Using the notation
.
f(τ) =
df(τ)
dτ
,
..
f(τ) =
d2f(τ)
dτ 2
,
we find
ωγ
.
f
(m)
2λ+1(τ) = ωmg
(m)
2λ+1(τ) +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(
−ωγ,2ν
.
f
(m)
2µ+1(τ) + ωm
∞∑
i,j=0
C
(m)
ij p
(i)
2ν (τ)g
(j)
2µ+1(τ)
)
,
ωγ
.
g
(m)
2λ+1(τ) = −ωmf (m)2λ+1(τ)−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(
ωγ,2ν
.
g
(m)
2µ+1(τ) + ωm
∞∑
i,j=0
C
(m)
ij p
(i)
2ν (τ)f
(j)
2µ+1(τ)
)
,
p
(m)
2(λ+1)(τ) =
λ∑
ρ,k,ν=0
ρ+k+ν=λ
∞∑
i,j,l=0
(
A˜
(m)
ijl f
(i)
2ρ+1(τ)f
(j)
2k+1(τ) + B˜
(m)
ijl g
(i)
2ρ+1(τ)g
(j)
2k+1(τ)
)
q
(l)
2ν (τ),
q
(m)
2(λ+1)(τ) =
λ∑
ρ,k,ν=0
ρ+k+ν=λ
∞∑
i,j,l=0
(
A
(m)
ijl
ωm
f
(i)
2ρ+1(τ)f
(j)
2k+1(τ) +
B
(m)
ijl
ωm
g
(i)
2ρ+1(τ)g
(j)
2k+1(τ)
)
q
(l)
2ν (τ),
where all the interactions with respect to the spatial variable x ∈ [0, pi
2
]
are included into
the following Fourier constants
C
(m)
ij :=
∫ pi
2
0
ei(x)ej(x)em(x) tan
2(x)dx,
C
(m)
ij :=
∫ pi
2
0
ei(x)
e′j(x)
ωj
e′m(x)
ωm
tan2(x)dx,
A
(m)
ijl :=
∫ pi
2
0
e′i(x)
ωi
e′j(x)
ωj
el(x)
e′m(x)
ωm
sin3(x)
cos(x)
dx,
B
(m)
ijl :=
∫ pi
2
0
ei(x)ej(x)el(x)
e′m(x)
ωm
sin3(x)
cos(x)
dx,
A˜
(m)
ijl :=
A
(m)
ijl
ωm
−
∫ pi
2
0
e′i(x)
ωi
e′j(x)
ωj
el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
tan2(x)dx,
B˜
(m)
ijl :=
B
(m)
ijl
ωm
−
∫ pi
2
0
ei(x)ej(x)el(x)
(∫ pi
2
x
em(y) sin(y) cos(y)dy
)
tan2(x)dx.
The asymptotic behaviour of these constants for large values of i, j, l and m is established
in [1]. We also find
f
(m)
1 (τ) = ωγ cos(τ)δ
m
γ , g
(m)
1 (τ) = −ωγ sin(τ)δmγ , p(m)0 (τ) = q(m)0 (τ) = (1|em).
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In Lemma 2.4 [1], we compute
(1|em) :=
∫ pi
2
0
em(x) tan
2(x)dx =
2√
pi
(−1)m
ωm
√
ω2m − 1,
for all m = 0, 1, 2, . . . . In addition, we differentiate the first equation with respect to τ and
use the second to obtain the harmonic oscillator equation
..
f
(m)
2λ+1(τ) +
(
ωm
ωγ
)2
f
(m)
2λ+1(τ) = S
(m)
2λ+1(τ) (2.11)
where the source term is given by
S
(m)
2λ+1(τ) :=
ωm
ωγ
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
[
− ωγ,2ν
ωγ
(
.
g
(m)
2µ+1(τ) +
ωγ
ωm
..
f
(m)
2µ+1(τ)
)
+
∞∑
i,j=0
(
C
(m)
ij
d
dτ
(
p
(i)
2ν (τ)g
(j)
2µ+1(τ)
)
− ωm
ωγ
C
(m)
ij p
(i)
2ν (τ)f
(j)
2µ+1(τ)
)]
.
Finally, we make use of the variation constants formula to solve (2.11) and find
f
(m)
2λ+1(τ) = f
(m)
2λ+1(0) cos
(
ωm
ωγ
τ
)
+
ωγ
ωm
.
f
(m)
2λ+1(0) sin
(
ωm
ωγ
τ
)
+
ωγ
ωm
∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
S
(m)
2λ+1(s)ds.
In conclusion, we get for all m = 0, 1, 2, . . . the following recurrence relations. For all
λ = 1, 2, 3, . . . ,
f
(m)
1 (τ) = ωγ cos(τ)δ
m
γ ,
f
(m)
2λ+1(τ) = f
(m)
2λ+1(0) cos
(
ωm
ωγ
τ
)
+
ωγ
ωm
.
f
(m)
2λ+1(0) sin
(
ωm
ωγ
τ
)
+
ωγ
ωm
∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
S
(m)
2λ+1(s)ds,
S
(m)
2λ+1(τ) =
ωm
ωγ
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
[
− ωγ,2ν
ωγ
(
.
g
(m)
2µ+1(τ) +
ωγ
ωm
..
f
(m)
2µ+1(τ)
)
+
∞∑
i,j=0
(
C
(m)
ij
d
dτ
(
p
(i)
2ν (τ)g
(j)
2µ+1(τ)
)
− ωm
ωγ
C
(m)
ij p
(i)
2ν (τ)f
(j)
2µ+1(τ)
)]
g
(m)
1 (τ) = −ωγ sin(τ)δmγ ,
g
(m)
2λ+1(τ) =
ωγ
ωm
.
f
(m)
2λ+1(τ) +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
[
ωγ,2ν
ωm
.
f
(m)
2µ+1(τ)−
∞∑
i,j=0
C
(m)
ij p
(i)
2ν (τ)g
(j)
2µ+1(τ)
]
,
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p
(m)
0 (τ) =
2√
pi
(−1)m
ωm
√
ω2m − 1,
p
(m)
2(λ+1)(τ) =
λ∑
ρ,k,ν=0
ρ+k+ν=λ
∞∑
i,j,l=0
[
A˜
(m)
ijl f
(i)
2ρ+1(τ)f
(j)
2k+1(τ) + B˜
(m)
ijl g
(i)
2ρ+1(τ)g
(j)
2k+1(τ)
]
q
(l)
2ν (τ),
q
(m)
0 (τ) =
2√
pi
(−1)m
ωm
√
ω2m − 1,
q
(m)
2(λ+1)(τ) =
λ∑
ρ,k,ν=0
ρ+k+ν=λ
∞∑
i,j,l=0
[
A
(m)
ijl
ωm
f
(i)
2ρ+1(τ)f
(j)
2k+1(τ) +
B
(m)
ijl
ωm
g
(i)
2ρ+1(τ)g
(j)
2k+1(τ)
]
q
(l)
2ν (τ).
As pointed out in [54], non-periodic terms appear naturally when the source S(m)2λ+1(τ) has
terms of the form cos(ωm
ωγ
τ) or sin(ωm
ωγ
τ) in its Fourier expansion. Indeed, we assume that,
for some λ = 1, 2, 3, . . . ,
S
(m)
2λ+1(τ) =
∑
a∈Iλ
S
(m)
1,2λ+1,a cos(ax) +
∑
b∈Jλ
S
(m)
2,2λ+1,b sin(bx),
and in addition there exists an index m = 0, 1, 2, . . . such that
ωm
ωγ
:= a ∈ Iλ.
Then, the integral ∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
S
(m)
2λ+1(s)ds
produces a non-periodic term since∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
cos (as) ds =
∫ τ
0
sin
(
ωm
ωγ
(τ − s)
)
cos
(
ωm
ωγ
s
)
ds =
1
2
τ sin
(
ωm
ωγ
τ
)
.
Such secular terms are also produced when there exists an m = 0, 1, 2, . . . such that
ωm
ωγ
:= b ∈ Jλ.
In other words,
∀λ = 0, 1, 2, . . . , ∃ a set Nλ : ∀m ∈ Nλ, f (m)2λ+1 contains non-periodic terms.
Maliborski and Rostworowski [54] were able to numerically cancel these secular terms by
prescribing the initial data (f (m)2λ+1(0),
.
f
(m)
2λ+1(0)). To explain their approach, we take f
(γ)
1 (0) =
1 and f (γ)2λ+1(0) = 0 for λ = 1, 2, 3, . . . . First, they choose
.
f
(m)
2λ+1(0) = 0 for all λ = 0, 1, 2, . . .
and all m = 0, 1, 2, . . . to ensure that the source term S(m)2λ+1(τ) is a series only of cosines.
Then, they observed that, for all λ = 0, 1, 2, . . . , γ ∈ Nλ and there is only one secular term in
f
(γ)
2λ+1(τ) which can be removed by choosing the frequency shift ωγ,2(λ−1). Furthermore, for all
m ∈ Nλ \ {γ}, there are some secular terms which cancel by the structure of the equations,
some secular terms cancel by choosing some initial data but some initial data remain free
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variables at this stage. They choose these free variables together with ωγ,2λ to cancel the
secular terms in the f2(λ+1)+1. For more details, see [54]. However, there is no proof based on
rigorous arguments ensuring that this procedure works for all λ. For example, we fix γ = 0
and choose
.
f
(m)
2λ+1(0) = 0, ∀λ ≥ 0, ∀m ≥ 0.
First, we use the recurrence relation above and find periodic expressions for p(m)2 (τ) and
q
(m)
2 (τ) due to the periodicity of f
(m)
1 (τ) and g
(m)
1 (τ). Second, we compute
S
(m)
3 (τ) = A
(m)
3 cos(τ) +B
(m)
3 cos(3τ),
for some sequences {A(m)3 }m=0,1,... and {B(m)3 }m=0,1,.... Then, the equation
ωm
ω0
=
3 + 2m
3
= 1 +
2
3
m ∈ {1, 3}
has two solutions
m ∈ N3 := {0, 3}.
Based on the discussion above, we get two secular terms in the list {f (m)3 (τ) : m = 0, 1, 2, . . . },
one for m = 0 and one for m = 3. We see that the secular term for m = 0 can be
canceled by choosing the frequency shift θ2 whereas the secular term for m = 3 cancels
by the structure of the equations meaning B(3)3 = 0 without any choice of the initial data
{f (m)3 (0) : m = 0, 1, 2, . . . }. Hence, all these are free variables at this stage (meaning for
λ = 3) and will be chosen later to cancel all the secular terms in f (m)5 (τ). Specifically, we get
f
(0)
3 (τ) =
(
765
128pi
+ f
(0)
3 (0)
)
cos(τ)− 765
128pi
cos(3τ) +
(
θ2 − 153
4pi
)
τ sin(τ),
f
(1)
3 (τ) =
6183
256pi
√
3 cos(τ) +
765
256pi
√
3 cos(3τ) +
(
f
(1)
3 (0)−
1737
64pi
√
3
)
cos
(
5
3
τ
)
,
f
(2)
3 (τ) =
3717
3200pi
√
3
2
cos(τ) +
441
128pi
√
3
2
cos(3τ) +
(
f
(2)
3 (0)−
7371
1600pi
√
3
2
)
cos
(
7
3
τ
)
,
f
(3)
3 (τ) = −
14607
4480pi
√
1
10
cos(τ) +
14607
4480pi
√
1
10
cos(3τ) + f
(3)
3 (3) cos (3τ) ,
f
(4)
3 (τ) =
9999
62720pi
√
3
5
cos(τ) +
99
256pi
√
3
5
cos(3τ) +
(
f
(4)
3 (0)−
17127
31360pi
√
3
5
)
cos
(
11
3
τ
)
,
f
(5)
3 (τ) = −
507
11200pi
√
3
7
cos(τ) +
(
f
(5)
3 (0) +
507
11200pi
√
3
7
)
cos
(
13
3
τ
)
,
f
(6)
3 (τ) =
31
896pi
√
1
7
cos(τ) +
(
f
(6)
3 (0)−
31
896pi
√
1
7
)
cos (5τ) ,
f
(7)
3 (τ) = −
11271
1724800pi
cos(τ) +
(
f
(7)
3 (0) +
11271
1724800pi
)
cos
(
17
3
τ
)
,
13
f
(8)
3 (τ) =
1083
135520pi
√
1
5
cos(τ) +
(
f
(8)
3 (0)−
1083
135520pi
√
1
5
)
cos
(
19
3
τ
)
,
f
(9)
3 (τ) = −
1421
91520pi
√
1
55
cos(τ) +
(
f
(9)
3 (0) +
1421
91520pi
√
1
55
)
cos (7τ) .
To ensure the periodicity of f (0)3 (τ), we choose θ2 =
153
4pi
. Once all secular terms in f (m)3 (τ) are
removed, the periodic expression for f (m)3 (τ) implies a periodic expression also for g
(m)
3 (τ).
3. Preliminaries
We consider the initial value problem which consists of the cubic wave equation on the
Einstein cylinder
−∂2t f(t, ψ) + ∂2ψf(t, ψ) =
f 3(t, ψ)
sin2(ψ)
, (t, ψ) ∈ R× (0, pi) , (3.1)
subject to Dirichlet boundary conditions
f(t, 0) = f(t, pi) = 0, t ∈ R. (3.2)
3.1. The linear problem. The operator which governs the solutions to the linearized equa-
tion is given by
L[f ](ψ) := −∂2ψf(ψ).
We define the domain of the linearized operator
D (L) := {f ∈ H2[0, pi] : f(0) = f(pi) = 0 in the trace sense}
and consider the eigenvalue problem Lf = ω2f subject to the Dirichlet boundary conditions
(3.2). One finds the eigenvalues
ω2i := (i+ 1)
2, i = 0, 1, 2, . . .
and the eigenfunctions
ei(ψ) := sin(ωiψ), i = 0, 1, 2, . . . .
Clearly, the set of eigenfunctions {ei : i = 0, 1, 2, . . . } forms an orthogonal basis for L2[0, pi]
with respect to the inner product
(f |g) := 2
pi
∫ pi
0
f(ψ)g(ψ)dψ.
3.2. Recurrence relation. For the non-linear problem, we expand f around the zero solu-
tion f0 = 0 as series of powers of epsilon,
f(t, ψ) =
∞∑
λ=0
fλ(τ, ψ)
λ = f0(τ, ψ) + f1(τ, ψ)+ f2(τ, ψ)
2 + . . . . (3.3)
and substitute this expression into (3.1). First, we solve at the linear level and obtain
−∂2τf1(τ, ψ) + ∂2ψf1(τ, ψ) = 0. (3.4)
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To initiate the algorithm, we prescribe f1 and assume that it consists of 1-mode, namely
from the set of all eigenfunctions {ei : i = 0, 1, 2, . . . } we pick one dominant term eγ. For
simplicity, we choose γ = 0 and set
f1(τ, ψ) = cos(τ)e0(ψ)
which clearly solves (3.4) since
−∂2τf1(τ, ψ) + ∂2ψf1(t, ψ) = cos(τ)e0(ψ) + cos(τ)e′′0(ψ) = cos(τ)e0(ψ)− cos(τ)e0(ψ) = 0.
Here, we also perturb the eigenvalue ω0 = 1 associated to the dominant term we chose by
setting
τ = Ωt, Ω2 =
∞∑
λ=0
θλ
λ = θ0 + θ1+ θ2
2 + . . . , θ0 = ω
2
0 = 1.
Second, we compute
∂2ψf(t, ψ) = −L[f(τ, ·)](ψ) = −
∞∑
λ=0
L[fλ(τ, ·)](ψ)λ,
∂2t f(t, ψ) = Ω
2∂2τf(τ, ψ) =
( ∞∑
λ=0
θλ
λ
)( ∞∑
λ=0
∂2τf(τ, ψ)
λ
)
=
∞∑
λ=0
 λ∑
µ,ν=0
µ+ν=λ
θν∂
2
τfµ(τ, ψ)
 λ,
f 3(t, ψ)
sin2(ψ)
=
1
sin2(ψ)
( ∞∑
λ=0
fλ(τ, ψ)
λ
)3
=
∞∑
λ=0
 λ∑
µ,ν,ρ=0
µ+ν+ρ=λ
fµ(τ, ψ)fν(τ, ψ)fρ(τ, ψ)
sin2(ψ)
 λ.
Now, (3.1) boils down to the recurrence relation
λ∑
µ,ν=0
µ+ν=λ
θν∂
2
τfµ(τ, ψ) + L[fλ(τ, ·)](ψ) = −
λ∑
µ,ν,ρ=0
µ+ν+ρ=λ
fµ(τ, ψ)fν(τ, ψ)fρ(τ, ψ)
sin2(ψ)
for all λ = 0, 1, 2, . . . , which can be written as
∂2τfλ(τ, ψ) + L[fλ(τ, ·)](ψ) = −
λ∑
µ,ν,ρ=0
µ+ν+ρ=λ
fµ(τ, ψ)fν(τ, ψ)fρ(τ, ψ)
sin2(ψ)
−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν∂
2
τfµ(τ, ψ),
due to the choice θ0 = 1. Notice that the conditions f0 = 0 and µ + ν + ρ = λ restrict the
first sum of the right-hand side even further to µ, ν, ρ 6= 0, λ− 1, λ. Indeed,
µ = 0 =⇒ fµ = 0 =⇒ fµfνfρ = 0,
µ = λ− 1 =⇒ ν + ρ = 1 =⇒ (ν, ρ) = (1, 0) or (ν, ρ) = (0, 1) =⇒ fµfνfρ = 0,
µ = λ =⇒ ν + ρ = 0 =⇒ ν = ρ = 0 =⇒ fµfνfρ = 0.
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Similar computations hold in the case where ν, ρ = 0, λ − 1, λ due to the symmetry of the
expression fµfνfρ. Hence, we can rewrite the latter as
∂2τfλ(τ, ψ) + L[fλ(τ, ·)](ψ) = −
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
fµ(τ, ψ)fν(τ, ψ)fρ(τ, ψ)
sin2(ψ)
−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν∂
2
τfµ(τ, ψ) (3.5)
for all λ = 2, 3, 4, . . . . Third, we expand all fλ(τ, ψ), λ = 1, 2, 3, . . . with respect to the
eigenfunctions to the linearized operator
fλ(τ, ψ) =
∞∑
i=0
f
(i)
λ (τ)ei(ψ) (3.6)
and use the fact that the ei’s are eigenfunctions of L, i.e.
L[ei](ψ) = −e′′i (ψ) = −(sin(ωiψ))′′ = ω2i sin(ωiψ) = ω2i ei(ψ),
to compute the left-hand side
∂2τfλ(τ, ψ) + L[fλ(τ, ·)](ψ) =
∞∑
i=0
( ..
f
(i)
λ (τ) + ω
2
i f
(i)
λ (τ)
)
ei(ψ),
using the notation
.
f(τ) =
df(τ)
dτ
,
..
f(τ) =
d2f(τ)
dτ 2
,
whereas the right-hand side is written as
−
∞∑
i,j,k,=0
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
f (i)µ (τ)f
(j)
ν (τ)f
(k)
ρ (τ)
ei(ψ)ej(ψ)ek(ψ)
sin2(ψ)
−
∞∑
i=0
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
..
f (i)µ (τ)ei(ψ).
Next, we pick any m = 0, 1, 2, . . . and take the inner product (·|em) in both side to obtain a
simple harmonic oscillator
..
f
(m)
λ (τ) + ω
2
mf
(m)
λ (τ) = S
(m)
λ (τ)
for all λ = 2, 3, 4, . . . and m = 0, 1, 2, . . . , where the source term reads
S
(m)
λ (τ) := −
∞∑
i,j,k,=0
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
f (i)µ (τ)f
(j)
ν (τ)f
(k)
ρ (τ)−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
..
f (m)µ (τ)
and the interaction coefficients are defined as
C
(m)
ijk :=
(
eiejek
sin2
∣∣∣∣∣em
)
=
2
pi
∫ pi
0
ei(ψ)ej(ψ)ek(ψ)em(ψ)
sin2(ψ)
dψ, i, j, k,m = 0, 1, 2, . . . . (3.7)
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Now, the variation of constants formula yields the f (m)λ (τ) in terms of the f
(i)
σ (τ), for all
σ = 1, 2, 3, . . . , λ− 1 and i = 0, 1, 2, . . . ,
f
(m)
λ (τ) = f
(m)
λ (0) cos(ωmτ) +
1
ωm
.
f
(m)
λ (0) sin(ωmτ)
− 1
ωm
cos(ωmτ)
∫ τ
0
sin(ωms)S
(m)
λ (s)ds+
1
ωm
sin(ωmτ)
∫ τ
0
cos(ωms)S
(m)
λ (s)ds,
for all λ = 2, 3, 4, . . . and m = 0, 1, 2, · · · . Next, we simplify this recurrence relation.
Specifically, we look at the terms of the source S(m)λ (τ) which contain time derivatives and
use integration by parts∫ τ
0
cos(ωms)
..
f (m)µ (s)ds = −
.
f (m)µ (0) +
.
f (m)µ (τ) cos(ωmτ) + ωmf
(m)
µ (τ) sin(ωmτ)
− ω2m
∫ τ
0
cos(ωms)f
(m)
µ (s)ds,∫ τ
0
sin(ωms)
..
f (m)µ (s)ds = ωmf
(m)
µ (0) +
.
f (m)µ (τ) sin(ωmτ)− ωmf (m)µ (τ) cos(ωmτ)
− ω2m
∫ τ
0
sin(ωms)f
(m)
µ (s)ds
to obtain
f
(m)
λ (τ) = cos(ωmτ)
λ∑
µ,ν=0
µ+ν=λ
θνf
(m)
µ (0) +
1
ωm
sin(ωmτ)
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
.
f (m)µ (0)
− 1
ωm
∞∑
i,j,k,=0
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds
+ ωm
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
∫ τ
0
sin(ωm(τ − s))f (m)µ (s)ds−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θνf
(m)
µ (τ).
Finally, we rewrite the latter as
f
(m)
λ (τ) = f
(m)
λ (0) cos(ωmτ) +
1
ωm
sin(ωmτ)
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
.
f (m)µ (0) (3.8)
+
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
(
f (m)µ (0) cos(ωmτ)− f (m)µ (τ)
)
+
∫ τ
0
sin(ωm(τ − s))N (m)λ (s)ds
17
N
(m)
λ (s) := ωm
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θνf
(m)
µ (s)−
1
ωm
∞∑
i,j,k,=0
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
f (i)µ (s)f
(j)
ν (s)f
(k)
ρ (s). (3.9)
3.3. Secular terms. Our goal is to show that the recurrence relation (3.8)-(3.9) produces
time periodic solutions by prescribing the initial data. However, secular terms, i.e. terms
which destroy the periodicity, appear naturally when for some λ = 2, 3, . . . there exists
m = 0, 1, 2, . . . such thatN (m)λ (s) has either a cos(ωms) or a sin(ωms) in its Fourier expansion.
In such a case, secular terms of the form τ sin(ωmτ), τ cos(ωmτ) appear, since∫ τ
0
sin(ωm(τ − s)) cos(ωms)ds = 1
2
τ sin(ωmτ),∫ τ
0
sin(ωm(τ − s)) sin(ωms)ds = −1
2
τ cos(ωmτ) +
1
2ωm
sin(ωmτ).
3.4. Iterations. To see what we can expect and reveal the critical role played by the initial
data to rigorously cancel the secular terms, we assume that
.
f
(m)
λ (0) = 0, ∀λ ≥ 0, ∀m ≥ 0 (3.10)
and use an alternative formula for the interaction coefficients (Lemma B.1, Appendix B) to
calculate the recurrence relation (3.8)–(3.9) for λ = 2, 3, 4, 5, 6. Due to the choice for the
initial velocity (3.10), we get that f (m)λ (τ) is a sum only of cosines. Hence, based on the
discussion above (section 3.3), for all λ ≥ 2 and m ≥ 0, the term responsible for a secular
term in f (m)λ (τ) is the coefficient of cos(ωmτ) in the source term S
(m)
λ (τ). We find
f
(m)
0 (τ) = 0, ∀m ≥ 0
f
(m)
1 (τ) =
{
m = 0 : cos(τ)
m ≥ 1 : 0
f
(m)
2 (τ) =
{
m = 0 : f
(0)
2 (0) cos(τ) +
1
2
θ1τ sin(τ)
m ≥ 1 : f (m)2 (0) cos(ωmτ)
Before passing to f (m)3 (τ) we chooce θ1 = 0.
f
(m)
3 (τ) =
{
m = 0 :
(
− 1
32
+ f
(0)
3 (0)
)
cos(τ) + 1
32
cos(3τ) +
(−3
8
+ 1
2
θ2
)
τ sin(τ)
m ≥ 1 : f (m)3 (0) cos(ωmτ)
Before passing to f (m)4 (τ) we chooce θ2 =
3
4
.
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f
(m)
4 (τ) =

m = 0 :
(
3
32
f
(0)
2 (0) + f
(0)
4 (0)
)
cos(τ)− 3
32
f
(0)
2 (0) cos(3τ) +
(
3
2
f
(0)
2 (0) +
1
2
θ3
)
τ sin(τ)
m = 1 : f
(1)
4 (0) cos(2τ) + f
(1)
2 (0)
(
3
16
− 1
8
cos(2τ)− 1
16
cos(4τ) + 9
8
τ sin(2τ)
)
m = 2 : f
(2)
4 (0) cos(3τ) + f
(2)
2 (0)
(
3
32
cos(τ)− 3
64
cos(3τ)− 3
64
cos(5τ) + 11
8
τ sin(3τ)
)
m = 3 : f
(3)
4 (0) cos(4τ) + f
(3)
2 (0)
(
1
16
cos(2τ)− 1
40
cos(4τ)− 3
80
cos(6τ) + 27
16
τ sin(4τ)
)
...
Before passing to f (m)5 (τ) we chooce θ3 = −3f (0)2 (0) and f (m)2 (0) = 0 for all m ≥ 1.
f
(m)
5 (τ) =

m = 0 :
(
31
1024
+ 3
32
(f
(0)
2 (0))
2 + 3
32
f
(0)
3 (0) + f
(0)
4 (0) + f
(0)
5 (0)
)
cos(τ)
+
(
− 15
512
− 3
32
(f
(0)
2 (0))
2 − 3
32
f
(0)
3 (0)
)
cos(3τ)− 1
1024
cos(5τ)
+
(
− 9
256
− 3
8
(f
(0)
2 (0))
2 + 3
2
f
(0)
3 (0) +
1
2
θ4
)
τ sin(τ)
m = 1 : f
(1)
4 (0) cos(2τ) + f
(1)
3 (0)
(
3
16
− 1
8
cos(2τ)− 1
16
cos(4τ) + 9
8
τ sin(2τ)
)
m = 2 : f
(2)
4 (0) cos(3τ) + f
(2)
3 (0)
(
3
32
cos(τ)− 3
64
cos(3τ)− 3
64
cos(5τ) + 11
8
τ sin(3τ)
)
m = 3 : f
(3)
4 (0) cos(4τ) + f
(3)
3 (0)
(
1
16
cos(2τ)− 1
40
cos(4τ)− 3
80
cos(6τ) + 27
16
τ sin(4τ)
)
...
Before passing to f (m)6 (τ) we chooce θ4 =
9
128
+
3
4
(f
(0)
2 (0))
2 − 3f (0)3 (0) and f (m)3 (0) = 0 for all m ≥ 1.
f
(m)
6 (τ) =

m = 0 :
(
− 3
1024
− 99
512
f
(0)
2 (0) +
1
32
(f
(0)
2 (0))
3 + 3
16
f
(0)
2 (0)f
(0)
3 (0) +
35
32
f
(0)
4 (0) + f
(0)
5 (0)
)
cos(τ)
+
(
99
512
f
(0)
2 (0)− 132(f (0)2 (0))3 − 316f (0)2 (0)f (0)3 (0)− 332f (0)4 (0)
)
cos(3τ) + 3
1024
cos(5τ)
+
(
3
16
f
(0)
2 (0) +
3
4
(f
(0)
2 (0))
3 − 3
4
f
(0)
2 (0)f
(0)
3 (0) +
3
2
f
(0)
4 (0) +
1
2
θ5
)
τ sin(τ)
m = 1 : f
(1)
5 (0) cos(2τ) + f
(1)
4 (0)
(
3
16
− 1
8
cos(2τ)− 1
16
cos(4τ) + 9
8
τ sin(2τ)
)
m = 2 : f
(2)
5 (0) cos(3τ) + f
(2)
4 (0)
(
3
32
cos(τ)− 3
64
cos(3τ)− 3
64
cos(5τ) + 11
8
τ sin(3τ)
)
m = 3 : f
(3)
5 (0) cos(4τ) + f
(3)
4 (0)
(
1
16
cos(2τ)− 1
40
cos(4τ)− 3
80
cos(6τ) + 27
16
τ sin(4τ)
)
...
Before passing to f (m)7 (τ) we chooce θ5 = −
3
8
f
(0)
2 (0)−
3
2
(f
(0)
2 (0))
3 +
3
2
f
(0)
2 (0)f
(0)
3 (0)− 3f (0)4 (0) and
f
(m)
4 (0) = 0 for all m ≥ 1.
We observe that
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• For all λ ≥ 2 and m ≥ 0, before passing to f (m)λ+1(τ), we tune f (m)λ (τ) by choosing the
frequency shift θλ−1 as well as the initial data f
(m)
λ−2(0) only for m ≥ 1 whereas all the
f
(0)
λ−2(0) are free variables.
• For all λ ≥ 2 and m = 0, there is only one secular term in f (0)λ (τ) which can be
removed by prescribing the frequency shift θλ−1. Once this choice is made, θλ−1
depends only on the free initial data f (0)σ (0) for σ = 1, 2, 3, . . . , λ − 2. Furthermore,
this secular term
p0(ψ) := τ sin(τ)
is the same for all λ ≥ 2 when m = 0.
• For all λ ≥ 4 and m ≥ 1, there is only one secular term in f (m)λ (τ) which can be
removed by prescribing the initial data f (m)λ−2(0) = 0. Furthermore, this secular term
pm(ψ) :=

m = 1 : 3
16
− 1
8
cos(2τ)− 1
16
cos(4τ) + 9
8
τ sin(τ),
m = 2 : 3
32
cos(τ)− 3
64
cos(3τ)− 3
64
cos(5τ) + 11
8
τ sin(3τ)
m = 3 : 1
16
cos(2τ)− 1
40
cos(4τ)− 3
80
cos(6τ) + 27
16
τ sin(4τ)
...
is the same for all λ ≥ 4 when m ≥ 1.
• The choice f (m)λ (0) = 0 for all λ = 2, 3, 4, . . . and all m = 1, 2, 3, . . . implies f (m)λ (τ) =
0 for all λ = 2, 3, 4, . . . , all m = 1, 2, 3, . . . and all τ .
4. Main results and proofs
4.1. Main results. In the following, [x] ∈ N∪ {0} stands for the integer part of x ∈ R, i.e.
the largest integer which is smaller or equal to x. We prove the following two results.
Theorem 4.1. Assume that
.
f
(l)
p (0) = 0 for all p = 0, 1, 2, . . . and l = 0, 1, 2, . . . . Then, for
all λ ≥ 2, there exist constants cαλ for α = 0, 1, 2, . . . ,
[
λ−1
2
]
depending only on f (0)σ (0) for
σ = 1, 2, 3, . . . , λ− 2 such that the following is true. For m = 0, we have
f
(0)
λ (τ) = f
(0)
λ (0) cos(τ) +
[λ−12 ]∑
α=0
cαλ cos((1 + 2α)τ),
by choosing θ0, θ1, . . . , θλ−1. For m ≥ 1, we have
f
(m)
λ (τ) = f
(m)
λ (0) cos(ωmτ),
by choosing f (m)λ−2(0) = 0.
Interestingly, our analysis reveals that there exists a periodic solution to (1.3)-(1.4) if and
only if f(t, ·) is proportional to e0. Indeed, for all λ = 2, 3, 4, . . . , the choice of the initial
data f (m)λ−2(0) = 0 for all m = 1, 2, 3, . . . , implies f
(m)
λ−2(τ) = 0 for all m = 1, 2, 3, . . . and all τ ,
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whereas f (0)λ−2(0) are all free variables. Hence,
fλ(τ, ψ) =
∞∑
i=0
f
(i)
λ (τ)ei(ψ) = f
(0)
λ (τ)e0(ψ)
and f turns out to be proportional to e0,
f(t, ψ) =
∞∑
λ=0
fλ(τ, ψ)
λ =
( ∞∑
λ=0
f
(0)
λ (τ)
λ
)
e0(ψ).
Now, we set
F (τ) :=
∞∑
λ=0
f
(0)
λ (τ)
λ, τ = Ωt, Ω2 :=
∞∑
λ=0
θλ
λ
and plug f(t, ψ) = F (τ)e0(ψ) into (1.3) to obtain
Ω2
d2F (τ)
dτ 2
+ F (τ) + F 3(τ) = 0.
For G(t) = F (Ωt) = F (τ), the latter reads
d2G(t)
dt2
+G(t) +G3(t) = 0. (4.1)
Observe that the condition
.
f
(l)
p (0) = 0 for all p = 0, 1, 2, . . . and l = 0, 1, 2, . . . implies
G′(0) = 0 where here and in the following we write ′ = d/dt.
Theorem 4.2. All initial data (G(0), G′(0)) such that G(0) 6= 0 and G′(0) = 0 lead to time
periodic solutions to the second order ordinary differential equation (4.1).
4.2. Proofs. We begin with the proof of Theorem 4.1.
Proof of Theorem 4.1. The proof is based on induction in λ.
Step 1: Proof for λ = 2, 3.
Recall that, for λ = 1, we have
∂2τf1(τ, ψ) + L[f1(τ, ·)](ψ) = 0
and we chose
f1(τ, ψ) = cos(τ)e0(ψ)
to initiate the algorithm which in turn implies
f
(m)
1 (τ) = δ
m
0 cos(τ),
for all m ≥ 0. For small values of λ, such as λ = 2 and λ = 3, it is more natural to use (3.5)
before passing to (3.8)-(3.9). For λ = 2, we have
∂2τf2(τ, ψ) + L[f2(τ, ·)](ψ) = −θ1∂2τf1(τ, ψ)
= θ1 cos(τ)e0(ψ)
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and using the expansion (3.6) we infer
..
f
(m)
2 (τ) + ω
2
mf
(m)
2 (τ) = θ1δ
m
0 cos(τ),
for all m ≥ 0, which in turn implies
f
(m)
2 (τ) =
{
m = 0 : f
(0)
2 (0) cos(τ) +
1
2
θ1τ sin(τ)
m ≥ 1 : f (m)2 (0) cos(ωmτ),
where the assumption of the initial velocity of f (m)2 was used. To get a periodic solution we
are forced to choose θ1 = 0. Similarly, for λ = 3, we have
∂2τf3(τ, ψ) + L[f3(τ, ·)](ψ) =
f 31 (τ, ψ)
sin2(ψ)
− θ1∂2τf2(τ, ψ)− θ2∂2τf1(τ, ψ)
= − cos3(τ)e0(ψ) + θ2 cos(τ)e0(ψ)
=
[(
θ2 − 3
4
)
cos(τ)− 1
4
cos(3τ)
]
e0(ψ)
since θ1 = 0 and f1(τ, ψ) = cos(τ)e0(ψ). As before, we make use of the expansion (3.6) to
obtain
..
f
(m)
3 (τ) + ω
2
mf
(m)
3 (τ) =
[(
θ2 − 3
4
)
cos(τ)− 1
4
cos(3τ)
]
δm0 ,
for all m ≥ 0, which in turn implies
f
(m)
3 (τ) =
{
m = 0 : f
(0)
3 (0) cos(τ)− 132 cos(τ) + 132 cos(3τ) + 12
(
θ2 − 34
)
τ sin(τ)
m ≥ 1 : f (m)3 (0) cos(ωmτ),
where again the assumption of the initial velocity of f (m)3 was used. To get a periodic solution
we are forced to choose θ2 = 34 .
Step 2: Induction hypothesis.
We assume that there exists some λ ≥ 4 such that the statement holds true for all ξ =
2, 3, , . . . , λ− 1. In other words, we assume that for all ξ = 2, 3, . . . , λ − 1, we have already
prescribed θ0, θ1, . . . , θξ−1 so that
f
(0)
ξ (τ) = f
(0)
ξ (0) cos(τ) +
[ ξ−12 ]∑
α=0
cαξ cos((1 + 2α)τ),
and have already set f (m)ξ−2(0) = 0, m ≥ 1 so that
f
(m)
ξ (τ) = f
(m)
ξ (0) cos(ωmτ), m ≥ 1.
Step 3: Proof for ξ = λ.
Step 3A: Proof for ξ = λ and m = 0.
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Based on the recurrence relation (3.8)-(3.9), f (0)λ (τ) is given in terms of the f
(i)
ξ (τ) with
ξ = 0, 1, 2, . . . , λ− 1 and i = 0, 1, 2, . . . by
f
(0)
λ (τ) = f
(0)
λ (0) cos(τ) +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
(
f (0)µ (0) cos(τ)− f (0)µ (τ)
)
+
∫ τ
0
sin(τ − s)N (0)λ (s)ds,
N
(0)
λ (s) :=
λ∑
µ,ν=0
µ+ν=λ
(µ,ν) 6=(λ,0)
θνf
(0)
µ (s)−
∞∑
i,j,k,=0
C
(0)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
f (i)µ (s)f
(j)
ν (s)f
(k)
ρ (s).
First, we compute
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
(
f (0)µ (0) cos(τ)− f (0)µ (τ)
)
.
Notice that this quantity depends only on f (0)ξ (τ), ξ = 0, 1, 2, . . . , λ− 1 and so
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
(
f (0)µ (0) cos(τ)− f (0)µ (τ)
)
=
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
f (0)µ (0) cos(τ)− f (0)µ (0) cos(τ)− [
µ−1
2 ]∑
α=0
cαµ cos((1 + 2α)τ)
 =
−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν) 6=(λ,0)
θν
[µ−12 ]∑
α=0
cαµ cos((1 + 2α)τ) =
[λ−12 ]∑
α=0
[
−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
0≤α≤[µ−12 ]
θνc
α
µ
]
cos((1 + 2α)τ).
Second, we compute the first part of of the integral of sin(τ − s)N (0)λ (s) namely
λ∑
µ,ν=0
µ+ν=λ
(µ,ν) 6=(λ,0)
θν
∫ τ
0
sin(τ − s)f (0)µ (s)ds.
For simplicity, we define
dαµ :=
{
α = 0 : f
(0)
µ (0) + c0µ
α ≥ 1 : cαµ
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and f (0)µ (τ) can be written in a more compact form as
f (0)µ (τ) = f
(0)
µ (0) cos(τ) +
[µ−12 ]∑
α=0
cαµ cos((1 + 2α)τ) =
[µ−12 ]∑
α=0
dαµ cos((1 + 2α)τ).
As before, notice that this quantity depends only on f (0)ξ (τ), ξ = 0, 1, 2, . . . , λ− 1 and so
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
∫ τ
0
sin(τ − s)f (0)µ (s)ds =
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
[
d0µ
∫ τ
0
sin(τ − s) cos(s)ds+
[µ−12 ]∑
α=1
dαµ
∫ τ
0
sin(τ − s) cos((1 + 2α)s)ds
]
=
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
[
d0µ
2
τ sin(τ) +
[µ−12 ]∑
α=1
dαµ
(
cos(τ)
4α(1 + α)
− cos((1 + 2α)τ)
4α(1 + α)
)]
=
[
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
1
2
θνd
0
µ
]
τ sin(τ) +
[
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
[µ−12 ]∑
α=1
dαµ
4α(1 + α)
]
cos(τ)
−
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
[µ−12 ]∑
α=1
dαµ
4α(1 + α)
cos((1 + 2α)τ)
which is of the form[
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
1
2
θνd
0
µ
]
τ sin(τ) +Mλ cos(τ) +
[λ−12 ]∑
β=0
N βλ cos ((1 + 2β)τ),
whereMλ and N βλ depend only on the cαµ. Third, we focus on the second part of the integral
of sin(τ − s)N (0)λ (s) namely on
−
∞∑
i,j,k,=0
C
(0)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds. (4.2)
Now, this quantity depends only on f (l)ξ (τ), ξ = 1, 2, . . . , λ − 2 and l = 0, 1, 2, . . . . Since
l = 0 is also included, we split the latter into the following cases.
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Case 1: i, j, k 6= 0
Then,
−
∞∑
i,j,k,=0
i,j,k 6=0
C
(0)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds =
−
∞∑
i,j,k=1
C
(0)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
f (i)µ (0)f
(j)
ν (0)f
(k)
ρ (0)
∫ τ
0
sin(τ − s) cos(ωis) cos(ωjs) cos(ωks)ds.
However, we assumed that f (m)ξ−2(0) = 0 for all m = 1, 2, 3, . . . and ξ = 2, 3, . . . , λ − 1 which
is equivalent to f (m)ξ (0) = 0 for all m = 1, 2, 3, . . . and ξ = 0, 1, . . . , λ− 3. So, the only case
where this sum is not zero due to the choice of the initial data is when µ = ν = ρ = λ− 2.
Then, λ = µ+ ν + ρ = 3(λ− 2) which holds only when λ = 3 and we initially assumed that
λ ≥ 4. In conclusion, this sum equals to zero.
Case 2: (i = 0 and j, k 6= 0) or (j = 0 and i, k 6= 0) or (k = 0 and i, j 6= 0)
Notice that the quantity inside the sum in (4.2) is symmetric with respect to i, j, k. For
example,
C
(0)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds =
C
(0)
jik
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (j)µ (s)f (i)ν (s)f (k)ρ (s)ds =
C
(0)
jik
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (i)ν (s)f (j)µ (s)f (k)ρ (s)ds =
C
(0)
jik
λ−2∑
ν,µ,ρ=1
ν+µ+ρ=λ
∫ τ
0
sin(τ − s)f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds.
Due to this symmetry, we only consider one of these cases. In particular, we assume that
i = 0 and j, k 6= 0. Then, we compute
C
(0)
0jk =
2
pi
∫ pi
0
sin2(ω0ψ) sin(ωjψ) sin(ωkψ)
sin2(ψ)
dψ =
2
pi
∫ pi
0
sin(ωjψ) sin(ωkψ)dψ = δ
k
j
and
−
∞∑
j,k,=0
j,k 6=0
C
(0)
0jk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (0)µ (s)f (j)ν (s)f (k)ρ (s)ds =
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−
∞∑
k=1
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (0)µ (s)f (k)ν (s)f (k)ρ (s)ds =
−
∞∑
k=1
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)
[
f (0)µ (0) cos(s) +
[µ−12 ]∑
α=0
cαµ cos((1 + 2α)s)
]
f (k)ν (0)f
(k)
ρ (0) cos
2(ωks)ds.
Recall that f (0)µ (0) are all free variables. As before, we assumed that f (m)ξ−2(0) = 0 for all
m = 1, 2, 3, . . . and ξ = 2, 3, . . . , λ−1 which is equivalent to f (m)ξ (0) = 0 for allm = 1, 2, 3, . . .
and ξ = 0, 1, . . . , λ − 3. So, the only case where this sum is not zero due to the choice of
the initial data is when ν = ρ = λ − 2. Then, λ = µ + ν + ρ = µ + 2(λ − 2) which implies
µ + λ = 4 and we initially assumed that λ ≥ 4. Hence, the only possible case is µ = 0 only
for λ = 4 which contradicts the condition µ ≥ 1. In conclusion, the sum equals to zero.
Case 3: (i 6= 0 and j, k = 0) or (j 6= 0 and i, k = 0) or (k 6= 0 and i, j = 0)
Again, due to the symmetry, we only consider one of these cases. In particular, we assume
that i 6= 0 and j, k = 0. Then, we have
−
∞∑
i,j,k=0
i 6=0,j,k=0
C
(0)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds =
−
∞∑
i=1
C
(0)
i00
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (i)µ (s)f (0)ν (s)f (0)ρ (s)ds
and since
C
(0)
i00 =
2
pi
∫ pi
0
sin3(ω0ψ) sin(ωiψ)
sin2(ψ)
dψ =
2
pi
∫ pi
0
sin(ψ) sin(ωiψ)dψ = δ
0
i
we conclude that the sum equals to zero since i ≥ 1.
Case 4: i, j, k = 0
This is the first non-trivial case. We have C(0)000 = 1 and we will compute
−
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (0)µ (s)f (0)ν (s)f (0)ρ (s)ds.
As before, we define
dαµ :=
{
α = 0 : f
(0)
µ (0) + c0µ
α ≥ 1 : cαµ
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and f (0)µ (τ) can be written in a more compact form as
f (0)µ (τ) = f
(0)
µ (0) cos(τ) +
[µ−12 ]∑
α=0
cαµ cos((1 + 2α)τ) =
[µ−12 ]∑
α=0
dαµ cos((1 + 2α)τ).
Similarly for f (0)ν (τ) and f (0)ρ (τ). Then,
−
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(τ − s)f (0)µ (s)f (0)ν (s)f (0)ρ (s)ds =
−
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∑
0≤α1≤[µ−12 ]
0≤α2≤[ ν−12 ]
0≤α3≤[ ρ−12 ]
dα1µ d
α2
ν d
α3
ρ
∫ τ
0
sin(τ − s) cos((1 + 2α1)s) cos((1 + 2α2)s) cos((1 + 2α3)s)ds.
For any triple (α1, α2, α3) satisfying the conditions above and for any s ∈ [0, τ ], we split the
product into a sum of sinuses as follows
8 sin(τ − s) cos((1 + 2α1)s) cos((1 + 2α2)s) cos((1 + 2α3)s) =
sin(τ + 2s(1 + α1 + α2 + α3)) + sin(τ + 2s(−α1 + α2 + α3)) + sin(τ + 2s(α1 − α2 + α3))+
sin(τ + 2s(−1− α1 − α2 + α3)) + sin(τ + 2s(α1 + α2 − α3)) + sin(τ + 2s(−1− α1 + α2 − α3))+
sin(τ + 2s(−1 + α1 − α2 − α3)) + sin(τ + 2s(−2− α1 − α2 − α3))
and observe that all the terms are of the form sin(τ + 2sA) for various values of A and
specifically for A ∈ A(α) where
α = (α1, α2, α3) ∈ Qµνρ,
A(α) := {1 + α1 + α2 + α3,−α1 + α2 + α3, α1 − α2 + α3,−1− α1 − α2 + α3,
α1 + α2 − α3,−1− α1 + α2 − α3,−1 + α1 − α2 − α3,−2− α1 − α2 − α3
}
,
Qµνρ :=
{
0, 1, 2, . . . ,
[
µ− 1
2
]}
×
{
0, 1, 2, . . . ,
[
ν − 1
2
]}
×
{
0, 1, 2, . . . ,
[
ρ− 1
2
]}
.
Using the fact that∫ τ
0
sin(τ + 2sA)ds =
{
A = 0 : τ sin(τ),
A 6= 0 : 1
2A
(cos(τ)− cos((1 + 2A)τ))
we get
−
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∑
α∈Qµνρ
dα1µ d
α2
ν d
α3
ρ
∫ τ
0
sin(τ − s) cos((1 + 2α1)s) cos((1 + 2α2)s) cos((1 + 2α3)s)ds =
− 1
8
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∑
α∈Qµνρ
dα1µ d
α2
ν d
α3
ρ
∫ τ
0
∑
A∈A(α)
sin(τ + 2sA)ds =
27
− 1
8
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∑
α∈Qµνρ
dα1µ d
α2
ν d
α3
ρ
[ ∑
A∈A(α)
A 6=0
1
2A
(cos(τ)− cos((1 + 2A)τ)) +
∑
A∈A(α)
A=0
τ sin(τ)
]
,
which is written in the form
Θλτ sin(τ) +Rλ cos(τ) +
[λ−12 ]∑
β=0
Kβλ cos ((1 + 2β)τ)
for
Θλ := −1
8
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∑
α∈Qµνρ
dα1µ d
α2
ν d
α3
ρ
∑
A∈A(α)
A=0
1, (4.3)
Rλ := − 1
16
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∑
α∈Qµνρ
dα1µ d
α2
ν d
α3
ρ
∑
A∈A(α)
A 6=0
1
A
and for some constant Kβλ provided that, for all (µ, ν ρ) with µ, ν, ρ = 1, 2, . . . , λ − 2 and
µ + ν + ρ = λ as well as for all α ∈ Qµνρ and A ∈ A(α), the range of the absolute value of
1 + 2A is a subset of the range of 1 + 2β for β = 0, 1, 2, . . . ,
[
λ−1
2
]
. Since there are only eight
elements in A(α) we prove this statement for each one of them. However, we illustrate the
proof only for one of the worst case scenarios, namely for A = −2 − α1 − α2 − α3. In the
case where µ, ν are even and ρ is odd, we get λ odd since µ+ ν + ρ = λ. Hence,[
µ− 1
2
]
=
µ
2
− 1,
[
ν − 1
2
]
=
ν
2
− 1,
[
ρ− 1
2
]
=
ρ− 1
2
,
[
λ− 1
2
]
=
λ− 1
2
.
Then,
|1 + 2A| = |1− 4− 2α1 − 2α2 − 2α3|
≤ 3 + 2 (α1 + α2 + α3)
≤ 3 + 2
([
µ− 1
2
]
+
[
ν − 1
2
]
+
[
ρ− 1
2
])
≤ 3 + 2
(
µ
2
− 1 + ν
2
− 1 + λ− 1
2
)
= 3 + µ+ ν + ρ− 5 = λ− 2
= 1 + 2
λ− 3
2
≤ 1 + 2λ− 1
2
= 1 + 2
[
λ− 1
2
]
.
Similarly, one can prove the validity of the statement above for all the other cases.
Summary of Step 3A.
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In conlcusion, we get
f
(0)
λ (τ) = f
(0)
λ (0) cos(τ) +
[λ−12 ]∑
β=0
Aβλ cos ((1 + 2β)τ) +
[
Θλ +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
2
(
f (0)µ (0) + c
0
µ
) ]
τ sin(τ)
for some constant Aγλ depending only on the cαµ where Θλ is defined in (4.3). In this expres-
sion, all the θ0, θ1, . . . , θλ−2 are already fixed due to the induction hypothesis whereas the
θλ−1 is still a free variable to be chosen. To this end, we use the fact that f
(0)
1 (0) = 1 and
c01 = 0 from Step 1 to simply write
Θλ +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
2
(
f (0)µ (0) + c
0
µ
)
as
Θλ +
θλ−1
2
+
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(µ,ν)6=(1,λ−1)
θν
2
(
f (0)µ (0) + c
0
µ
)
and hence we choose
θλ−1
2
= −
[
Θλ +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
(µ,ν) 6=(1,λ−1)
θν
2
(
f (0)µ (0) + c
0
µ
) ]
so that
f
(0)
λ (τ) = f
(0)
λ (0) cos(τ) +
[λ−12 ]∑
β=0
Aβλ cos ((1 + 2β)τ).
Step 3B: Proof for ξ = λ and m ≥ 1.
From the recurrence relation (3.8)-(3.9), each f (m)λ (τ) with m ≥ 1 is given in terms of the
f
(i)
ξ (τ) with ξ = 0, 1, 2, . . . , λ− 1 and i = 0, 1, 2, . . . by
f
(m)
λ (τ) = f
(m)
λ (0) cos(τ) +
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
(
f (m)µ (0) cos(τ)− f (m)µ (τ)
)
+
∫ τ
0
sin(ωm(τ − s))N (m)λ (s)ds,
N
(m)
λ (s) := ωm
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θνf
(m)
µ (s)−
1
ωm
∞∑
i,j,k,=0
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
f (i)µ (s)f
(j)
ν (s)f
(k)
ρ (s).
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First, we observe that
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
(
f (m)µ (0) cos(τ)− f (m)µ (τ)
)
= 0
since now m ≥ 1 and so f (m)µ (τ) is simply given by f (m)µ (τ) = f (m)µ (0) cos(τ) for all such µ.
Second, we compute the first part of of the integral of sin(ωm(τ − s))N (m)λ (s) namely
ωm
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
∫ τ
0
sin(ωm(τ − s))f (m)µ (s)ds.
As before, notice that this quantity depends only on f (m)ξ (τ), ξ = 0, 1, 2, . . . , λ− 1 and so
ωm
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θν
∫ τ
0
sin(ωm(τ − s))f (m)µ (s)ds =
ωm
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θνf
(m)
µ (0)
∫ τ
0
sin(ωm(τ − s)) cos(ωms)ds =
ωm
[
λ∑
µ,ν=0
µ+ν=λ
(µ,ν)6=(λ,0)
θνf
(m)
µ (0)
]
1
2
τ sin(ωmτ).
However, we assumed that f (m)ξ−2(0) = 0 for all m = 1, 2, 3, . . . and ξ = 2, 3, . . . , λ − 1
which is equivalent to f (m)ξ (0) = 0 for all m = 1, 2, 3, . . . and ξ = 0, 1, . . . , λ − 3. So, the
only case where the sum is not zero due to the choice of the initial data is when (µ, ν) ∈
{(λ − 2, 2), (λ − 1, 1)} and the choice (µ, ν) = (λ − 1, 1) does not contribute to the sum
because θ1 = 0. Hence, the sum above boils down to only one secular term
ωm
θ2
2
f
(m)
λ−2(0)τ sin(ωmτ).
Third, we focus on the second part of the integral of sin(ωm(τ − s))N (m)λ (s), namely on
−
∞∑
i,j,k,=0
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds. (4.4)
This quantity depends only on f (l)ξ (τ), ξ = 1, 2, . . . , λ− 2 and l = 0, 1, 2, . . . . Since l = 0 is
also included, we split the latter into the following cases.
Case 1: i, j, k 6= 0
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Then,
−
∞∑
i,j,k,=0
i,j,k 6=0
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds =
−
∞∑
i,j,k=1
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
f (i)µ (0)f
(j)
ν (0)f
(k)
ρ (0)
∫ τ
0
sin(ωm(τ − s)) cos(ωis) cos(ωjs) cos(ωks)ds.
As before, we assumed that f (m)ξ−2(0) = 0 for all m = 1, 2, 3, . . . and ξ = 2, 3, . . . , λ− 1 which
is equivalent to f (m)ξ (0) = 0 for all m = 1, 2, 3, . . . and ξ = 0, 1, . . . , λ− 3. So, the only case
where this sum is not zero due to the choice of the initial data is when µ = ν = ρ = λ− 2.
Then, λ = µ+ ν + ρ = 3(λ− 2) which holds only when λ = 3 and we initially assumed that
λ ≥ 4. In conclusion, this sum equals to zero.
Case 2: (i = 0 and j, k 6= 0) or (j = 0 and i, k 6= 0) or (k = 0 and i, j 6= 0)
Again, the quantity inside the sum in (4.4) is symmetric with respect to i, j, k. Due to this
symmetry, we only consider one of these cases. In particular, we assume that i = 0 and
j, k 6= 0. Then, we have
−
∞∑
j,k,=0
j,k 6=0
C
(m)
0jk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (0)µ (s)f (j)ν (s)f (k)ρ (s)ds =
−
∞∑
j,k=1
C
(m)
0jk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))
[
f (0)µ (0) cos(s) +
[µ−12 ]∑
α=0
cαµ cos((1 + 2α)s)
]
·
· f (j)ν (0)f (k)ρ (0) cos(ωjs) cos(ωks)ds.
The f (0)µ (0) are all free variables. As before, we assumed that f (m)ξ−2(0) = 0 for all m =
1, 2, 3, . . . and ξ = 2, 3, . . . , λ − 1 which is equivalent to f (m)ξ (0) = 0 for all m = 1, 2, 3, . . .
and ξ = 0, 1, . . . , λ − 3. So, the only case where this sum is not zero due to the choice of
the initial data is when ν = ρ = λ − 2. Then, λ = µ + ν + ρ = µ + 2(λ − 2) which implies
µ + λ = 4 and we initially assumed that λ ≥ 4. Hence, the only possible case is µ = 0 only
for λ = 4 which contradicts the condition µ ≥ 1. In conclusion, the sum equals to zero.
Case 3: (i 6= 0 and j, k = 0) or (j 6= 0 and i, k = 0) or (k 6= 0 and i, j = 0)
Again, due to the symmetry, we only consider one of these cases. In particular, we assume
that i 6= 0 and j, k = 0. Then, we compute
C
(m)
i00 =
2
pi
∫ pi
0
sin2(ω0ψ) sin(ωiψ) sin(ωmψ)
sin2(ψ)
dψ =
2
pi
∫ pi
0
sin(ωiψ) sin(ωmψ)dψ = δ
m
i
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and
−
∞∑
i,j,k=0
i 6=0,j,k=0
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds =
−
∞∑
i=1
C
(m)
i00
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (i)µ (s)f (0)ν (s)f (0)ρ (s)ds =
−
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (m)µ (s)f (0)ν (s)f (0)ρ (s)ds =
−
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
f (m)µ (0)
∫ τ
0
sin(ωm(τ − s)) cos(ωms)
[
f (0)ν (0) cos(s) +
[ ν−12 ]∑
α=0
cαν cos((1 + 2α)s)
]
·
·
[
f (0)ρ (0) cos(s) +
[ ρ−12 ]∑
β=0
cβρ cos((1 + 2β)s)
]
ds.
As before, we assumed that f (m)ξ−2(0) = 0 for all m = 1, 2, 3, . . . and ξ = 2, 3, . . . , λ− 1 which
is equivalent to f (m)ξ (0) = 0 for all m = 1, 2, 3, . . . and ξ = 0, 1, . . . , λ− 3. So, the only case
where this sum is not zero due to the choice of the initial data is when µ = λ − 2. Then,
λ = µ + ν + ρ = λ − 2 + ν + ρ which implies ν + ρ = 2. However, ν, ρ 6= 0 and hence the
only possible choice is (ν, ρ) = (1, 1). Hence, the sum above boils down to
−f (m)λ−2(0)
∫ τ
0
sin(ωm(τ − s)) cos(ωms)
[
f
(0)
1 (0) cos(s) + c
0
1 cos(s)
]2
ds.
Recall from Step 1 that f (0)1 (0) = 1 and c01 = 0. Therefore, the sum above is simplified even
more to
−f (m)λ−2(0)
∫ τ
0
sin(ωm(τ − s)) cos(ωms) cos2(s)ds
from which a secular term occurs since∫ τ
0
sin(ωm(τ − s)) cos(ωms) cos2(s)ds =
− ωm
8(ω2m − 1)
cos(ωmτ) +
ωm
16(ωm − 1) cos((ωm − 2)τ)
− ωm
16(ωm + 1)
cos((ωm + 2)τ) +
1
4
τ sin(ωmτ),
for all m ≥ 1.
Case 4: i, j, k = 0
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As before, we compute C(m)000 = δm0 = 0 for all m ≥ 1 and hence the sum
−
∞∑
i,j,k,=0
i,j,k=0
C
(m)
ijk
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (i)µ (s)f (j)ν (s)f (k)ρ (s)ds =
− C(m)000
λ−2∑
µ,ν,ρ=1
µ+ν+ρ=λ
∫ τ
0
sin(ωm(τ − s))f (0)µ (s)f (0)ν (s)f (0)ρ (s)ds
vanishes.
Summary of Step 3B.
In conclusion, we get that
f
(m)
λ (τ) = f
(m)
λ (0) cos(τ) + ωm
θ2
2
f
(m)
λ−2(0)τ sin(ωmτ)
− f (m)λ−2(0)
[
− ωm
8(ω2m − 1)
cos(ωmτ) +
ωm
16(ωm − 1) cos((ωm − 2)τ)
− ωm
16(ωm + 1)
cos((ωm + 2)τ) +
1
4
τ sin(ωmτ)
]
= f
(m)
λ (0) cos(τ) + f
(m)
λ−2(0)
[
ωm
8(ω2m − 1)
cos(ωmτ)− ωm
16(ωm − 1) cos((ωm − 2)τ)
+
ωm
16(ωm + 1)
cos((ωm + 2)τ) +
(
ωm
θ2
2
− 1
4
)
τ sin(ωmτ),
]
for all m ≥ 1. Recall Step 1 where θ2 = 34 . Finally, since
ωm
θ2
2
− 1
4
=
3
8
ωm − 1
4
=
1
8
(1 + 3m) 6= 0,
we are forced to choose f (m)λ−2(0) = 0 as required to conclude
f
(m)
λ (τ) = f
(m)
λ (0) cos(τ)
for all m ≥ 1. 
Finally, we prove Theorem 4.2.
Proof of Theorem 4.2. Multiplying both sides of (4.1) with the time derivative of G yields
d
dt
((
dG(t)
dt
)2
+G2(t) +
1
2
G4(t)
)
= 0
which implies the conservation of energy(
dG(t)
dt
)2
+G2(t) +
1
2
G4(t) = G2(0) +
1
2
G4(0) (4.5)
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since G′(0) = 0. We set X = G and Y = G′ we write (4.1) as a dynamical system{
X ′(t) = Y (t),
Y ′(t) = −X(t) (1 +X2(t)) . (4.6)
The solution defines a curve is the phase space (X, Y ) parametrized by (X(t), Y (t)) with
tangent vector (X ′(t), Y ′(t)). The stationary points are points on the curve such that
(X ′, Y ′) = (0, 0) and we see that the only (real) stationary point is (0, 0). The quantity
E(X(t), Y (t)) := Y 2(t) +X2(t) + 1
2
X4(t)
is constant on each orbit (X(t), Y (t)) and equals to
E(X(t), Y (t)) = X20 +
1
2
X40
where X0 = X(0). We have that, for all a 6= 0, the level set
Ea :=
{
(X, Y ) ∈ R2 : Y 2 +X2 + 1
2
X4 = a2
}
is connected, compact and 1−dimensional sub-manifold of R2. Indeed, for a 6= 0, one can
verify that the map
γa : R −→ Ea := γa (R) ⊂ R2
defined by
γa(t) =
 a√2 cos(t)√
1 +
√
1 + 2a2 cos2(t)
, a sin(t)
 , t ∈ R.
is a smooth parametrization of the curve. For all t ∈ R, we compute
|γ′a(t)|2 = a2
(
cos2(t) +
1
2
(
1
1 + 2a2 cos2(t)
+
1√
1 + 2a2 cos2(t)
)
sin2(t)
)
which cannot be zero so γa (R) := Ea is a 1−dimensional sub-manifold of R2. Clearly, the
curve is closed since
γa(t) = γa(t+ 2pi), ∀t ∈ R
and so
Ea := γa (R) = γa ([0, 2pi] ∩ R) .
Since [0, 2pi] is connected subset of R and γa is continuous we get that its image is also
connected. The fact that the image is a compact set also follows from the continuity of γa
and the compactness of [0, 2pi]∩R. Furthermore, for a 6= 0, the unique stationary point (0, 0)
does not belong in Ea. Hence, we obtain that for all a 6= 0, Ea is homomorphic to a circle
and constitutes a periodic orbit. Since the choice a = 0 is equivalent to X0 = 0, we conclude
that for all X0 6= 0 the corresponding orbit is periodic. The following picture illustrates the
periodic orbits in the phrase space. 
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Figure 1. Phase space of the dynamical system (4.6) and time periodic solutions.
Appendix A. Local well-posedness in the energy space
In the following lines, we prescribe initial data (f0, f1) on the {t = 0} slice and establish
the local well-posedness in the energy space for the initial value problem
−∂2t f(t, ψ) + ∂2ψf(t, ψ) = f
3(t,ψ)
sin2(ψ)
, (t, ψ) ∈ I × (0, pi),
f(0, ψ) = f0(ψ), ∂tf(0, ψ) = f1(ψ), ψ ∈ (0, pi)
f(t, 0) = f(t, pi) = 0, t ∈ I
(A.1)
where I is an interval in R with 0 ∈ I. The essential ingredients are the embeddings
L6 (S3) ↪→ Lp (S3) valid for all p ∈ [1, 6] together with the Sobolev inequality on S3 (Theorem
4.19, page 80, [41])
‖u‖Lp(S3) . ‖u‖L6(S3) . ‖∇u‖L2(S3) + ‖u‖L2(S3), ∀p ∈ [1, 6] , ∀u ∈ H1
(
S3
)
(A.2)
which is written in terms of functions u = u(ψ, θ, φ) on the 3-sphere. Once restricted to
rotationally symmetric functions u(ψ, θ, φ) = v(ψ) and set f(ψ) = sin(ψ)v(ψ) as above,
these estimates yield the following Hardy-Sobolev inequalities(∫ pi
0
|f(ψ)|p sin2−p(ψ)dψ
) 1
p
.
(∫ pi
0
|f ′(ψ)|2 dψ
) 1
2
+
(∫ pi
0
|f(ψ)|2 dψ
) 1
2
, (A.3)
valid for all p ∈ [1, 6] and f ∈ H1[0, pi]. Indeed,
‖u‖pLp(S3) =
∫ pi
0
∫ pi
0
∫ 2pi
0
|u(ψ, θ, φ)|p sin2(ψ) sin(θ)dψdθdφ
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'
∫ pi
0
|v(ψ)|p sin2(ψ)dψ
'
∫ pi
0
|f(ψ)|p sin2−p(ψ)dψ,
‖∇u‖2L2(S3) =
∫ pi
0
∫ pi
0
∫ 2pi
0
|∇u(ψ, θ, φ)|2 sin2(ψ) sin(θ)dψdθdφ
'
∫ pi
0
|v′(ψ)|2 sin2(ψ)dψ
'
∫ pi
0
∣∣∣∣f ′(ψ)− cos(ψ)sin(ψ) f(ψ)
∣∣∣∣2 dψ
.
∫ pi
0
|f ′(ψ)|2 dψ +
∫ pi
0
∣∣∣∣ f(ψ)sin(ψ)
∣∣∣∣2 dψ
.
∫ pi
0
|f ′(ψ)|2 dψ
where we used the standard Hardy inequality at the last step together with the boundary
conditions in (A.1). For any Schwartz function f ∈ S (I × (0, pi)), one can multiply the
equation with ∂tf and integrate by parts to obtain the conservation of energy
E(f [t]) = E(f [0]),
for all times, where the energy reads
E(f [t]) :=
1
2
∫ pi
0
(
|∂tf(t, ψ)|2 + |∂ψf(t, ψ)|2 + 1
2
∣∣∣∣f 2(t, ψ)sin(ψ)
∣∣∣∣2
)
dψ
and f [t] := (f(t, ·), ∂tf(t, ·)) denotes the full state of f(t, ·), that is position and velocity at
time t. The conserved energy distinguishes the energy space
H1[0, pi]× L2[0, pi]
that is the function space of initial data f [0] for which the energy is finite. Indeed, the first
two terms in
E(f [0]) =
1
2
∫ pi
0
(
|f1(ψ)|2 + |f ′0(ψ)|2 +
1
2
∣∣∣∣ f 20 (ψ)sin(ψ)
∣∣∣∣2
)
dψ
are clearly bounded for all initial data f [0] = (f0, f1) ∈ H1[0, pi] × L2[0, pi]. The third
term is also bounded by the H1−norm of f0 by (A.3) with p = 4. To establish the local
well-posedness for the initial value problem (A.1) in the energy space, we first define
f(t, ψ) = cos(t|∇|)f0(ψ) + sin(t|∇|)|∇| f1(ψ)
the solution to the free wave equation{
−∂2t f(t, ψ) + ∂2ψf(t, ψ) = 0, (t, ψ) ∈ I × (0, pi),
f(0, ψ) = f0(ψ), ∂tf(0, ψ) = f1(ψ), ψ ∈ (0, pi)
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where
cos(t|∇|)f0(ψ) := 1
2
(f0(ψ + t) + f0(ψ − t))
and
sin(t|∇|)
|∇| f1(ψ) :=
1
2
∫ ψ+t
ψ−t
f1(y)dy
are the wave propagators acting on f0 and f1 respectively. For all t such that 0 ≤ ψ± t ≤ pi
for all ψ ∈ [0, pi], the following bounds hold
‖cos(t|∇|)f0‖H1[0,pi] . ‖f0‖H1[0,pi] ,
∥∥∥∥sin(t|∇|)|∇| f1
∥∥∥∥
H1[0,pi]
. ‖f1‖L2[0,pi] . (A.4)
Second, we define the notion of a weak solution to the non-linear problem: a function
f = f(t, ψ) is a weak solution to the initial value problem (A.1) if and only if
f = K(f0,f1)(f)
where
K(f0,f1)(f)(t, ψ) = cos(t|∇|)f0(ψ) +
sin(t|∇|)
|∇| f1(ψ)−
∫ t
0
sin((t− s)|∇|)
|∇|
f 3(s, ψ)
sin2(ψ)
ds.
Finally, we define the function space (XT , ‖ · ‖XT ) where
XT := C
(
[0, T ], H1[0, pi]
)
, ‖f‖XT := sup
t∈[0,pi]
‖f(t, ·)‖H1[0,pi]
and
BXT (0;R) := {f ∈ XT : ‖f‖XT ≤ R}
the closed ball in XT of radius R centered at zero. Now, we prove the following result.
Proposition A.1. Let f [0] = (f0, f1) ∈ H1[0, pi] × L2[0, pi], R := c‖f [0]‖H1[0,pi]×L2[0,pi] and
T = c−1R−2 for a sufficiently large positive constant c. Then, there exists a unique element
f ∈ BXT (0;R) such that f = Kf [0](f). Furthermore, the map f [0] 7−→ f is Lipschitz
continuous.
Proof. Let f [0] = (f0, f1) ∈ H1[0, pi] × L2[0, pi], R := c‖f [0]‖H1[0,pi]×L2[0,pi] and T = c−1R−2.
One can easily show that (XT , ‖ · ‖XT ) is a complete metric space and BXT (0;R) is a closed
subset. First, we show that Kf [0] maps the closed ball to its self. To this end, we assume
that f ∈ BXT (0;R) and use the estimates for the wave propagators from (A.4) together with
the Hardy-Sobolev inequality (A.3) with p = 6 to estimate∥∥Kf [0](f)(t, ·)∥∥H1[0,pi] . ‖f [0]‖H˙1[0,pi]×L2[0,pi] + ∫ T
0
∥∥∥∥f 3(s, ·)sin2
∥∥∥∥
L2[0,pi]
ds
. R
c
+
∫ T
0
‖f(s, ·)‖3H1[0,pi] ds
. R
c
+ T ‖f‖3XT ≤
R
c
+ TR3 =
2R
c
≤ R
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by choosing c sufficiently large. Next, we establish a local Lipschitz-type estimate
sup
s∈[0,T ]
∥∥∥∥∥f 3(s, ·)− f˜ 3(s, ·)sin2
∥∥∥∥∥
L2[0,pi]
. R2
∥∥∥f − f˜∥∥∥
XT
(A.5)
for all f, f˜ ∈ BXT (0;R). This estimate follows from Holder’s inequality together with the
Hardy-Sobolev inequality (A.3) with p = 6. Indeed, for any s ∈ [0, T ] and f, f˜ ∈ BXT (0;R),
we have∥∥∥∥∥f 3(s, ·)− f˜ 3(s, ·)sin2
∥∥∥∥∥
L2[0,pi]
=
∥∥∥∥∥∥
(
f(s, ·)− f˜(s, ·)
)(
f 2(s, ·) + f˜(s, ·)f(s, ·) + f˜ 2(s, ·)
)
sin
2
3 sin
4
3
∥∥∥∥∥∥
L2[0,pi]
≤
∥∥∥∥∥f(s, ·)− f˜(s, ·)sin 23
∥∥∥∥∥
L6[0,pi]
∥∥∥∥∥f 2(s, ·) + f˜(s, ·)f(s, ·) + f˜ 2(s, ·)sin 43
∥∥∥∥∥
L3[0,pi]
≤
∥∥∥∥∥f(s, ·)− f˜(s, ·)sin 23
∥∥∥∥∥
L6[0,pi]
∥∥∥∥f 2(s, ·)
sin
4
3
∥∥∥∥
L3[0,pi]
+
∥∥∥∥∥ f˜(s, ·)f(s, ·)sin 23 sin 23
∥∥∥∥∥
L3[0,pi]
+
∥∥∥∥∥ f˜ 2(s, ·)sin 43
∥∥∥∥∥
L3[0,pi]
 ≤
∥∥∥∥∥f(s, ·)− f˜(s, ·)sin 23
∥∥∥∥∥
L6[0,pi]
∥∥∥∥f 2(s, ·)
sin
4
3
∥∥∥∥
L3[0,pi]
+
∥∥∥∥∥ f˜(s, ·)sin 23
∥∥∥∥∥
L6[0,pi]
∥∥∥∥f(s, ·)
sin
2
3
∥∥∥∥
L6[0,pi]
+
∥∥∥∥∥ f˜ 2(s, ·)sin 43
∥∥∥∥∥
L3[0,pi]
 .
∥∥∥f(s, ·)− f˜(s, ·)∥∥∥
H1[0,pi]
(
‖f(s, ·)‖2H1[0,pi] + ‖f(s, ·)‖H1[0,pi]
∥∥∥f˜(s, ·)∥∥∥
H1[0,pi]
+
∥∥∥f˜(s, ·)∥∥∥2
H1[0,pi]
)
≤∥∥∥f − f˜∥∥∥
XT
(
‖f‖2XT + ‖f‖XT
∥∥∥f˜∥∥∥
XT
+
∥∥∥f˜∥∥∥2
XT
)
≤ 3R2
∥∥∥f − f˜∥∥∥
XT
.
Next, we show that Kf [0] is a contraction map. We pick again two elements f, f˜ ∈ BXT (0;R)
and use the Lipschitz-type bound (A.5) to estimate∥∥∥Kf [0](f)(t, ·)−Kf [0](f˜)(t, ·)∥∥∥
H1[0,pi]
.
∫ T
0
∥∥∥∥∥f 3(s, ·)− f˜ 3(s, ·)sin2
∥∥∥∥∥
L2[0,pi]
ds
. TR2
∥∥∥f − f˜∥∥∥
XT
≤ 1
c
∥∥∥f − f˜∥∥∥
XT
.
By choosing c sufficiently large, we get
∥∥Kf [0]∥∥Lip(BXT (0;R)) := supf,f˜∈BXT (0;R)
f 6=f˜
∥∥∥Kf [0](f)−Kf [0](f˜)∥∥∥
XT∥∥∥f − f˜∥∥∥
XT
≤ 1
2
.
Now, by Banach’s fixed point theorem, there exists a unique element f ∈ BXT (0;R) such
that f = Kf [0](f). Finally, we prove that the map f [0] 7−→ f is Lipschitz continuous. To this
end, we choose two initial data f [0] = (f0, f1) and f˜ [0] = (f˜0, f˜1) in the energy space which
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produce two unique solutions existing within the time intervals [0, T ] and [0, T˜ ] respectively
and
f = Kf [0](f), f ∈ BXT (0;R), f˜ = Kf˜ [0](f˜), f˜ ∈ BXT (0; R˜)
for some positive R and R˜. Now, these two solutions coincide in the closed ball BXT (0; r),
for r := min{R, R˜}, due the uniqueness established above. Then, for all t ∈ [0,min{T, T˜}],
we use (A.4) to conclude∥∥∥f(t, ·)− f˜(t, ·)∥∥∥
H1[0,pi]
=
∥∥∥Kf [0](f)(t, ·)−Kf˜ [0](f˜)(t, ·)∥∥∥
H1[0,pi]
≤
∥∥∥cos(t|∇|)(f0 − f˜0)∥∥∥
H1[0,pi]
+
∥∥∥∥sin(t|∇|)|∇| (f1 − f˜1)
∥∥∥∥
H1[0,pi]
.
∥∥∥f0 − f˜0∥∥∥
H1[0,pi]
+
∥∥∥f1 − f˜1∥∥∥
L2[0,pi]
=
∥∥∥f [0]− f˜ [0]∥∥∥
H1[0,pi]×L2[0,pi]
.

Appendix B. Closed formula for the interaction coefficients
In this section, we establish a necessary closed formula for the interaction coefficients
defined in (3.7) which was used to produce the iterations in section 3.4. We use the notation
1 (condition) =
{
1, if the condition is satisfied
0, otherwise
Lemma B.1. For all i, j, k,m = 0, 1, 2, . . . such that i ≤ j and k ≤ m we have
C
(m)
ijk =
i∑
α=0
k∑
β=0
1 (2(α− β) = (m− k)− (j − i)) .
Proof. Pick any i, j, k,m = 0, 1, 2, . . . such that i ≤ j and k ≤ m. Then, we use the definition
of the Chebyshev polynomial of second kind,
sin(ωnψ) = sin(ψ)Un(cos(ψ)), n = 0, 1, 2, . . .
together with the analog to the addition theorem
Up(y)Uq(y) =
p+q∑
r=q−p
step 2
Ur(y) =
p∑
s=0
Uq−p+2s(y), p, q = 0, 1, 2, . . . , p ≤ q
to write
C
(m)
ijk =
2
pi
∫ pi
0
sin(ωiψ) sin(ωjψ) sin(ωkψ) sin(ωmψ)
sin2(ψ)
dψ
=
2
pi
∫ pi
0
sin2(ψ)Ui(cos(ψ))Uj(cos(ψ))Uk(cos(ψ))Um(cos(ψ))dψ
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=
2
pi
∫ 1
−1
Ui(y)Uj(y)Uk(y)Um(y)
√
1− y2dy
=
2
pi
∫ 1
−1
(
i∑
α=0
Uj−i+2α(y)
)(
k∑
β=0
Um−k+2β(y)
)√
1− y2dy
=
2
pi
i∑
α=0
k∑
β=0
∫ 1
−1
Uj−i+2α(y)Um−k+2β(y)
√
1− y2dy
=
2
pi
i∑
α=0
k∑
β=0
pi
2
1 (j − i+ 2α = m− k + 2β)
=
i∑
α=0
k∑
β=0
1 (2(α− β) = m− k − j + i) .

Remark B.2. Note that the formula above and also be written as
C
(m)
ijk =
j+i∑
p=j−i
step 2
m+k∑
q=m−k
step 2
1 (p = q) ,
for all i, j, k,m = 0, 1, 2, . . . such that i ≤ j and k ≤ m.
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