In this paper we study intermittency for the parabolic Anderson equation ∂u/∂t = κ∆u + γξu with u : Z d × [0, ∞) → R, where κ ∈ [0, ∞) is the diffusion constant, ∆ is the discrete Laplacian, γ ∈ (0, ∞) is the coupling constant, and ξ : Z d × [0, ∞) → R is a space-time random medium. The solution of this equation describes the evolution of a "reactant" u under the influence of a "catalyst" ξ.
Introduction and main results
The outline of this section is as follows. In Section 1.1 we provide motivation. In Sections 1.2-1.4 we recall some basic facts about the voter model. In Section 1.5 we define the annealed Lyapunov exponents, which are the main objects of our study. In Section 1.6 we prove a representation formula for these exponents in terms of coalescing random walks released at Poisson times along a random walk path. This representation formula is the starting point for our further analysis. Our main theorems are stated in Section 1.7 (and proved in Sections 2-5). Finally, in Sections 1.8-1. 9 we list some open problems and state a scaling conjecture.
Reactant and catalyst
The parabolic Anderson equation is the partial differential equation ∂ ∂t u(x, t) = κ∆u(x, t) + γξ(x, t)u(x, t),
Here, the u-field is R-valued, κ ∈ [0, ∞) is the diffusion constant, ∆ is the discrete Laplacian, acting on u as ∆u(x, t) =
[u(y, t) − u(x, t)] (1.2) ( · is the Euclidian norm), γ ∈ [0, ∞) is the coupling constant, while ξ = {ξ(x, t) :
is an R-valued random field that evolves with time and that drives the equation. As initial condition for (1.1) we take u(·, 0) ≡ 1.
(1.4)
The PDE in (1.1) describes the evolution of a system of two types of particles, A and B, where the A-particles perform an autonomous dynamics and the B-particles perform independent simple random walks that branch at a rate that is equal to γ times the number of A-particles present at the same location. The link is that u(x, t) equals the average number of B-particles at site x at time t conditioned on the evolution of the A-particles. The initial condition in (1.4) corresponds to starting off with one B-particle at each site. Thus, the solution of (1.1) may be viewed as describing the evolution of a reactant u under the influence of a catalyst ξ. Our focus of interest will be on the annealed Lyapunov exponents, i.e., the exponential growth rates of the successive moments of u.
In earlier work (Gärtner and den Hollander [5] , Gärtner, den Hollander and Maillard [6] , [8] ) we treated the case where ξ is a field of independent simple random walks in a Poisson equilibrium, respectively, a symmetric exclusion process in a Bernoulli equilibrium. In the present paper we focus on the case where ξ is the Voter Model (VM), i.e., ξ takes values in {0, 1} Z d ×[0,∞) , where ξ(x, t) is the opinion of site x at time t, and opinions are imposed according to a random walk transition kernel. We choose ξ(·, 0) according to either the Bernoulli measure ν ρ or the equilibrium measure µ ρ , where ρ ∈ (0, 1) is the density of 1's. We may think of 0 as a vacancy and 1 as a particle.
An overview of the main results in [5] , [6] , [8] and the present paper as well as further literature is given in Gärtner, den Hollander and Maillard [7] . Gärtner and Heydenreich [4] consider the case where the catalyst consists of a single random walk.
Voter Model
Throughout the paper, we abbreviate Ω = {0, 1} Z d (equipped with the product topology), and we let p : 1] be the transition kernel of an irreducible random walk, i.e., (1.5) Occasionally we will need to assume that p(· , ·) has zero mean and finite variance. A special case is simple random walk p(x, y) = Under this dynamics, site x imposes its state on site y at rate p(x, y). The states 0 and 1 are referred to as opinions or, alternatively, as vacancy and particle. The VM is a nonconservative dynamics: opinions are not preserved. We write (S t ) t≥0 to denote the Markov semigroup associated with L. Let ξ t = {ξ(x, t); x ∈ Z d } be the random configuration of the VM at time t. Let P η denote the law of ξ starting from ξ 0 = η, and let P µ = Ω µ(dη) P η . We will consider two choices for the starting measure µ: µ = ν ρ , the Bernoulli measure with density ρ ∈ (0, 1), µ = µ ρ , the equilibrium measure with density ρ ∈ (0, 1).
(1.9)
Let p * (· , ·) be the dual transition kernel, defined by p * (x, y) = p(y, x), x, y ∈ Z d , and p (s) (· , ·) the symmetrized transition kernel, defined by p (s) (x, y) = (1/2)[p(x, y) + p * (x, y)], x, y ∈ Z d . The ergodic properties of the VM are qualitatively different for recurrent and for transient p (s) (· , ·). In particular, when p (s) (· , ·) is recurrent all equilibria are trivial, i.e., µ ρ = (1 − ρ)δ 0 + ρδ 1 , while when p (s) (· , ·) is transient there are also non-trivial equilibria, i.e., ergodic measures µ ρ . In the latter case, µ ρ is taken to be the unique shift-invariant and ergodic equilibrium with density ρ. For both cases we have 10) with the same convergence for any starting measure µ that is stationary and ergodic with density ρ (see Liggett [10] , Corollary V.1.13). We will frequently use the measures ν ρ S T , T ∈ [0, ∞], where ν ρ S ∞ = µ ρ by convention in view of (1.10). The VM is attractive (see Liggett [10] , Definition III.2.1 and Theorem III.2.2). Consequently, since ν ρ has positive correlations, the same is true for ν ρ S T , i.e., non-decreasing functions on Ω are positively correlated (see Liggett [10] , Theorem II.2.14).
Graphical representation and duality
In the VM's graphical representation G t from time 0 up to time t (see e.g. Cox and Griffeath [3] , Section 0), space is drawn sidewards, time is drawn upwards, and for each ordered pair of sites x, y ∈ Z d arrows are drawn from x to y at Poisson rate p(x, y). A path from (x, 0) to (y, s), s ∈ (0, t], in G t (see Figure 1 ) is a sequence of space-time points
(ii) the sequence of times (s i ) 0≤i≤n+1 is increasing; (iii) for each 1 ≤ i ≤ n there is an arrow from (x i−1 , s i ) to (x i , s i );
(iv) for each 0 ≤ i ≤ n, no arrow arrives at x i at any time in (s i , s i+1 ).
Then ξ can be represented as ξ(y, s) = 1 if there exists a path from (x, 0) to (y, s) in G t for some x ∈ ξ(0), 0 otherwise, (1.11) where ξ(0) = {x ∈ Z d : ξ(x, 0) = 1} is the set of initial locations of the 1's. The graphical representation corresponds to binary branching with transition kernel p(· , ·) and step rate 1 and killing at the moment when an arrow arrives from an other location. Figure 1 shows how opinions propagate along paths. An open circle indicates that the site adopts the opinion of the site where the incoming arrow comes from. The thick line from (x, 0) to (y, s) shows that the opinion at site y at time s stems from the opinion at site x at time 0. We can define the dual graphical representation G * t by reversing time and direction of all the arrows in G t . The dual process (ξ * s ) 0≤s≤t on G * t can then be represented as ξ * (x, t) = 1 if there exists a path from (y, t − s) to (x, t) in G * t for some y ∈ ξ * (t − s), 0 otherwise, (1.12) where ξ * (t − s) = {x ∈ Z d : ξ * (x, t − s) = 1}. The dual graphical representation corresponds to coalescing random walks with dual transition kernel p * (· , ·) and step rate 1 (see Figure 2 ). Figures 1 and 2 make it plausible that the equilibrium measure µ ρ in (1.10) is non-reversible, because the evolution is not invariant under time reversal.
Correlation functions
A key tool in the present paper is the following representation formula for the n-point correlation functions of the VM, which is an immediate consequence of the dual graphical representation (see e.g. Cox and Griffeath [3] , Section 1). For n ∈ N, x 1 , . . . , x n ∈ Z d and
be the set of locations at time t of n coalescing random walks, with transition kernel p * (· , ·) and step rate 1, when the m-th random walk is born at site x m at time s m , 1 ≤ m ≤ n, and let
be the number of random walks alive at time t.
The following lemma gives us a handle on the n-point correlation functions.
where E * denotes expectation with respect to the coalescing random walk dynamics.
Proof. For T < ∞, we have
The event in the right-hand side of (1.16) occurs if and only if ξ(z, 0) = 1 for all sites z in the set ξ * T +t {(x 1 , s 1 ), . . . , (x n , s n )} (Figure 2) , which under ν ρ has probability ρ N T +t {(x 1 ,s 1 ),...,(xn,sn)} and proves the claim. Since t → N t is non-increasing, we may let T → ∞ in (1.15) and use (1.10) to get the formula for T = ∞.
Note that for T = ∞ the right-hand side of (1.15) does not depend on t, in accordance with the fact that ν ρ S ∞ = µ ρ is an equilibrium measure.
Lyapunov exponents
By the Feynman-Kac formula, the formal solution of (1.1) and (1.4) reads
where X κ is simple random walk on Z d with step rate 2dκ, and E x denotes expectation w.r.t. X κ given X κ (0) = x. Let µ be an arbitrary initial distribution. For p ∈ N and t > 0, the p-th moment of the solution is then given by
where X κ q , q = 1, . . . , p, are p independent copies of X κ . For p ∈ N and t > 0, define
We will see that for µ = ν ρ S T , T ∈ [0, ∞], the last quantity admits a limit as t → ∞, 
. In the latter case the solution is q-intermittent for all q > p as well (see e.g. Gärtner and Heydenreich [4] , Lemma 3.1). We say that the solution is intermittent if it is p-intermittent for all p ∈ N\{1}. Intermittent means that the u-field develops sparse high peaks dominating the moments in such a way that each moment is dominated by its own collection of peaks (see Gärtner and König [9] , Section 1.3, and Gärtner and den Hollander [5] , Section 1.2).
Representation formula
In this section we derive a coalescing random walk representation for the Lyapunov exponents. Recall (1.14). For n ∈ N, x 1 , . . . , x n ∈ Z d and −∞ < s 1 ≤ · · · ≤ s n ≤ t, let
be the number of random walks coalesced at time t. Let Π ργ and P Poiss denote the Poisson point process on R with intensity ργ and its law, respectively. We consider Π ργ as a random subset of R and write Π ργ (B) = Π ργ ∩ B for Borel sets B ⊆ R.
where
.
(1.25)
Proof. Fix ϕ q , q = 1, . . . , p. By a Taylor expansion of the factors exp[γ
(1.26)
For each q = 1, . . . , p,
, is the Poisson distribution with parameter ργt;
Moreover, by Lemma 1.1 we have What (1.25) in Proposition 1.2 says is that, for initial distribution µ = ν ρ S T , the p-th Lyapunov exponent λ µ p can be computed by taking p simple random walks (with step rate 2dκ), releasing coalescing random walks (with dual transition kernel p * (· , ·) and step rate 1) from the paths of these p random walks at rate ργ until time t, recording the total number of coalescences up to time T + t, and letting t → ∞ afterwards. The representation formula (1.25) will the be starting point of our large deviation analysis. 
Main theorems
(c) if p(· , ·) has zero mean and finite variance, then there exists κ 0 > 0 such that p → λ p (κ) is strictly increasing for κ ∈ [0, κ 0 ).
has zero mean and finite variance. Theorem 1.3 says that the Lyapunov exponents exist and do not depend on the choice of the starting measure µ. Theorem 1.4 says that the Lyapunov exponents are continuous functions of the diffusion constant κ away from 0 and that the system exhibits clumping for all κ: the Lyapunov exponents are strictly larger in the random medium than in the average medium. Theorem 1.5 shows that the Lyapunov exponents satisfy a dichotomy (see Figure  3 ): for p(· , ·) with zero mean and finite variance they are trivial when 1 ≤ d ≤ 4, but display an interesting dependence on κ when d ≥ 5. In the latter case (a) the Lyapunov exponents are continuous in κ at κ = 0; (b) the clumping vanishes in the limit as κ → ∞: when the reactant particles move much faster than the catalyst particles they effectively see the average medium; (c) the system is intermittent for small κ: when the reactant particles move much slower than the catalyst particles, the growth rates of their successive moments are determined by different piles of the catalyst. 
Open problems
The following problems remain open:
(1) Show that λ p (κ) < γ for all κ ∈ [0, ∞) when d ≥ 5 and p(· , ·) has zero mean and finite variance.
(2) Show that κ → λ p (κ) is convex on [0, ∞). Convexity, when combined with the properties in Theorems 1.4(ii) and 1.
Convexity was proved in [5] and [6] for the case where ξ is a field of independent simple random walks in a Poisson equilibrium, respectively, a symmetric exclusion process in a Bernoulli equilibrium. t (0, 0) dt < ∞. A similar full dichotomy was found in [6] for the case where ξ is a symmetric exclusion process in a Bernoulli equilibrium, namely, between recurrent and transient p(· , ·).
A scaling conjecture
Let p t (x, y) be the probability for the random walk with transition kernel p(· , ·) (satisfying (1.5)) and step rate 1 to move from x to y in time t. The following conjecture is a refinement of Theorem 1.5(ii)(b).
and
where · 2 is the L 2 -norm on R 5 , ∇ is the gradient operator, and
A remarkable feature of (1.28) is the occurrence of a "polaron-type" term in d = 5. An important consequence of (1.28) is that in d = 5 there exists a κ 1 < ∞ such that λ p (κ) > λ p−1 (κ) for all κ ∈ (κ 1 , ∞) when p = 2 and, by the remark made after formula (1.22), also when p ∈ N\{1}, i.e., the solution of the parabolic Anderson model is intermittent for all κ sufficiently large. For d ≥ 6, Conjecture 1.6 does not allow to decide about intermittency for large κ.
The analogue of (1.28) for independent simple random walks and simple symmetric exclusion were proved in [5] , [6] and [8] with quite a bit of effort (with d = 3 rather than d = 5 appearing as the critical dimension). We provide a heuristic explanation of (1.28) in Appendix A.
Proof of Theorem 1.3
Throughout this section we assume that p(· , ·) satisfies (1.5). The existence of the Lyapunov exponents for µ = ν ρ S T , T ∈ [0, ∞], is proved in Section 2.1, the fact that they are equal is proved in Section 2.2. In what follows, d ≥ 1, p ∈ N, κ ∈ [0, ∞), γ ∈ (0, ∞) and ρ ∈ (0, 1) are kept fixed. Recall (1.21). Proof. The proof proceeds in 2 steps.
Existence of Lyapunov exponents
Step 1: (Bridge approximation argument)
Hence, to prove the existence of λ µ p , it suffices to prove the existence of 
(2.5)
Step 2: (Superadditivity)
We first give the proof for p = 1. To that end, abbreviate
Using formula (1.24) in Proposition 1.2, we have, for all t 1 , t 2 > 0 and x, y ∈ Z d ,
7) where the inequality comes from inserting the extra factor δ y (X κ (t 1 )) under the expectation and ignoring coalescence between random walks that start before, respectively, after time t 1 , and the last line uses the shift-invariance of N coal T +t 1 +t 2 . Because X κ and Π ργ have independent stationary increments, we have
where in the last line we again use formula (1.24). Taking the maximum over x, y ∈ Z d in (2.7-2.8), we conclude that
which proves the superadditivity of t → tΛ
The same proof works for p ∈ N\{1}. Simply replace (2.6) by 10) and proceed in a similar manner.
Equality of Lyapunov exponents
Proof. We first give the proof for p = 1.
is non-decreasing, it is immediate from the representation formula (1.25) in Proposition 1.2 that
(t), this implies the claim.
: We first assume that T < ∞. Recall (2.3) and (2.4-2.6), and estimate, for T, t > 0,
In the right-hand side of (2.12), drop the part s ∈ [t, T + t] from the integral over s ∈ [0, T + t] in definition (2.6) of E(T + t, x), insert an extra factor δ x (X κ (t)) under the expectation, and use the Markov property of ξ and X κ at time t. This gives r.h.s. (2.12)
, which proves the claim. Next, for T, t > 0 and
where we have used (2.5). The weak convergence of ν ρ S T to µ ρ implies that we can take the limit as T → ∞, to obtain
Finally, taking the maximum over x and letting t → ∞, we arrive at λ νρ 1 ≥ λ µρ 1 , which is the claim for T = ∞.
The same proof works for p ∈ N\{1} by using (2.10) instead of (2.6).
Proof of Theorem 1.4
Throughout this section we assume that p(· , ·) satisfies (1.5). In Section 3.1 we show that κ → λ p (κ) is globally Lipschitz outside any neighborhood of 0. In Section 3.2 we show that λ p (κ) > ργ for all κ ∈ [0, ∞). In what follows, d ≥ 1, p ∈ N, γ ∈ (0, ∞) and ρ ∈ (0, 1) are kept fixed.
Lipschitz continuity
In this section we prove Theorem 1.4(i).
Proof. In what follows, µ can be any of the initial distributions ν ρ S T , T ∈ [0, ∞] (recall Proposition 2.2). We write Λ Pick κ 1 , κ 2 ∈ (0, ∞) with κ 1 < κ 2 arbitrarily. By Girsanov's formula,
1) where J(X κ 1 ; t) is the number of jumps of X κ 1 up to time t, I and II are the contributions coming from the events {J(X κ 1 ; t) ≤ M 2dκ 2 t}, respectively, {J(X κ 1 ; t) > M 2dκ 2 t}, and M > 1 is to be chosen. Clearly,
reverse direction. Since J(X κ 2 ; t) = J * (2dκ 2 t) with (J * (t)) t≥0 a rate-1 Poisson process, we have lim
Since λ 1 (κ) = lim t→∞ Λ µ 1 (κ; t), it follows from (3.1-3.4) that
On the other hand, estimating J(X κ 1 ; t) ≥ 0 in (3.1), we have
which gives the lower bound
Then, picking κ 1 = κ and κ 2 = κ + δ (resp. κ 1 = κ − δ and κ 2 = κ) in (3.6) and letting δ ↓ 0, we get
(with the latter together with λ 1 (κ) ≥ ργ guaranteeing that the first term in the right-hand side of (3.6) is the maximum), while (3.8) gives
We may pick
with I −1 the inverse of I :
By (3.10), the latter implies that κ → D + λ 1 (κ) is bounded from above outside any neighborhood of 0. Since, by (3.11), κ → D − λ 1 (κ) is bounded from below, the claim follows.
The extension to p ∈ N\{1} is straightforward and is left to the reader.
Clumping
In this section we prove Theorem 1.4(ii).
is non-decreasing, it suffices to give the proof for p = 1. In what follows, µ can be any of the measures
For any T > 0 we have, recalling (2.2-2.5),
where in the third line we use that e x ≥ 1 + x + 1 2 x 2 e −|x| , x ∈ R. As T ↓ 0, we have
The claim in (3.16) is obvious, the claim in (3.17) will be proven below. Combining (3.15-3.17), we have
showing that λ 1 (κ) > ργ. To prove (3.17), let J(X κ ; T ) denote the number of jumps by X κ up to time T . Then
19) The first term in the right-hand side of (3.19) equals
while the second term is bounded below by
Combine (3.19-3.21) to get the claim in (3.17).
Proof of Theorems 1.5(ii)(a) and 1.5(ii)(b)
Throughout this section we assume that p(· , ·) satisfies (1.5) and that d ≥ 5. In Section 4.1 we state an estimate for blocks of coalescing random walks. In Section 4.2 we formulate two lemmas, and in Section 4.3 we use these lemmas to prove the block estimate. The block estimate is used in Sections 4.4 and 4.5 to prove Theorems 1.5(ii)(a) and 1.5(ii)(b), respectively.
Block estimate
We call a collection of subsets S 1 , . . . , S N of R ordered, if s < t for all s ∈ S i , t ∈ S j and i < j. Given a path ψ : R → Z d and a collection of disjoint finite subsets S 1 , . . . , S N of R, we are going to estimate the moment generating function of N coal ∞ (ψ(s), s) : s ∈ ∪ N j=1 S j , the number of random walks starting from sites ψ(s) at times s ∈ ∪ N j=1 S j that coalesce eventually (recall (1.23) ). Let d(S i , S j ) denote the Euclidean distance between S i and S j .
Our key estimate, which will be proved in Section 4.3, is the following. 
Preparatory lemmas
To prove Proposition 4.1, we need Lemmas 4.2-4.3 below. To this end, fix a path ψ : R → Z d arbitrarily. Let (Y u ) u∈R be a family of independent random walks Y u with transition kernel p * (· , ·) and step rate 1 starting from ψ(u) at time u. Set Y u (s) = ψ(u) for s < u. We write P * for the joint law of these random walks. Given u ∈ R and j ∈ Z, let
denote the range of Y u in the time interval [j, j + 1]. For u ∈ R and K > 0, define the event that Y u is K-good by
For u, v ∈ R with u < v, define the event that Y u and Y v meet by
Our two lemmas stated below give bounds for the probabilities of random walks not to be K-good, respectively, to meet given that the random walk that starts later is K-good.
Lemma 4.2.
For all u ∈ R and K > 0,
exp − ⌊K log j⌋ log ⌊K log j⌋ − 1 − 1 < ∞ (4.6)
Proof. Recalling (4.3) and taking into account that Y u has stationary increments, we have
where N 1 denotes the Poisson number of jumps of Y 0 during a time interval of length 1. An application of Chebyshev's exponential inequality yields, for β > 0,
where in the last line we optimize over the choice of β by taking β = log(⌊K log j⌋). Combining (4.7-4.8), we get the claim. 
Proof. Fix u, v ∈ R with u < v. Recall (4.2-4.4) to see that
Hence,
(see Spitzer [12] , Proposition 7.6). Let Y be a random walk on Z d with transition kernel p * (· , ·) and jump rate 1. Let P Y y denote its law when starting at y and τ z = inf{s ≥ 0 : Y (s) = z} its first hitting time of z. Then, since Y u and Y have the same independent and stationary increments, we have, for j ≥ ⌊v⌋, (recall (4.3) ). Then, combining (4.11) with (4.13), we obtain
(4.14)
Since d ≥ 5, this clearly implies (4.9).
Proof of block estimate
In this section we use Lemmas 4.2-4.3 to prove Proposition 4.1.
Proof. Fix a path ψ : R → Z d and an ordered collection of disjoint finite subsets S 1 , . . . , S N of R arbitrarily. Assume that the coalescing random walks starting from sites ψ(s) at times s ∈ ∪ N j=1 S j are constructed from the independent random walks Y u , u ∈ ∪ N j=1 S j , introduced in Section 4.2, in the obvious recursive manner: if two walks meet for the first time, then the random walk that started earlier is killed and the random walk that started later survives. Now recall (4.3) . Distinguishing between all possible ways to distribute the good and the bad events and using the independence of the random walks Y u , we estimate
(4.15)
To estimate the expectation in the right-hand side of (4.15), we note that
Here we overestimate the number of coalescences of random walks starting in one 'time-block' A j with random walks starting in later 'time-blocks' A k by the number of them that meet at least one random walk starting in a later 'time-block'. Together with Hölder's inequality with r, r ′ > 1 and 1/r + 1/r ′ = 1, this yields
In the last step we use the identity ρ −r ′ 1l{A} = 1 + (ρ −r ′ − 1)1l{A}. Now, by conditional independence and Lemma 4.3, we have, for ǫ ∈ (0, (d − 4)/2) and 1 ≤ j ≤ N − 1,
Substituting this into the right-hand side of (4.18) and using the resulting deterministic bounds successively for j = 1, . . . , N − 1, we find that
It remains to estimate the second factor in the right-hand side of (4.15). By Lemma 4.2,
Observe that, by the binomial formula, 
Continuity at κ = 0
In this section we prove Theorem 1.5(ii)(a). We pick µ = µ ρ as the starting measure (recall Proposition 2.2).
By requiring that the p random walks in (1.20) do not step until time t, we have, for any κ ∈ [0, ∞),
Therefore, the continuity at κ = 0 reduces to proving that for all d ≥ 5, p ∈ N, γ ∈ (0, ∞) and ρ ∈ (0, 1), lim sup
Proof. We first give the proof for p = 1. Fix L > 0 and ϑ ∈ (0, 1) arbitrarily. For j ∈ N, let
be the j-th time-interval, time-block and time-gap, respectively. Fix r, r ′ with 1/r + 1/r ′ = 1 arbitrarily and set
we have
Combining the representation formula (1.25) for p = 1 and T = ∞ with (4.30) and applying Hölder's inequality, we find that
33)
To estimate E 1 in (4.32), we apply Proposition 4.1 with ψ(s) = X κ (s), N = ⌈t/L⌉, S j = Π ργ (I ′ j ) and ρ replaced by ρ r . Then we obtain for arbitrary ǫ ∈ (0, (d − 4)/2) and K > 0,
(4.37)
To estimate E ′ 1 , we write
where Π
(1) ρ r 2 γ and Π (2) (ρ−ρ r 2 )γ are independent Poisson processes on R with intensity ρ r 2 γ and (ρ − ρ r 2 )γ, respectively, and we use that (recall (4.28))
This leads to
∞ is invariant w.r.t. spatial shifts of the coalescing random walks, and X κ and Π ρ r 2 γ have independent and stationary increments, we obtain
where in the last line we have used the representation formula (1.25) for p = 1, T = ∞ and ρ and t replaced by ρ r 2 and L, respectively. Now substitute (4.40) and (4.41) into (4.35), substitute the obtained inequality into (4.32) and use (4.42), to arrive at We next estimate E 2 in (4.33). Using Chebyshev's exponential inequality, we obtain for j = 1, . . . , ⌈t/L⌉,
(4.44)
By our choice of M in (4.27), the expression in the right-hand side equals 2, and we conclude that
Finally, substitute (4.43), (4.45) and (4.34) into (4.31), take the logarithm on both sides of the resulting inequality, divide by t, pass to the limit as t → ∞ and recall (1.21). Then we obtain 
Expanding the exponential function in the right-hand side of (1.20) into a Taylor series and using (1.15), we see that ρ → Λ µρ 1 (t; 0) is non-decreasing. Hence, the same is true for ρ → λ µρ 1 (0). Taking this into account, we may finally pass to the limit as r ↓ 1 in (4.47), to arrive at lim sup
This is the desired inequality (4.25) for p = 1. The extension to p ∈ N \ {1} is straightforward. The proof follows the same arguments with X κ and Π ργ replaced by p independent copies X κ q and Π (q) ργ , q = 1, . . . , p, of X κ and Π ργ , respectively.
Large κ
In this section we prove Theorem 1.5(ii)(b). We again pick µ = µ ρ as the starting measure (recall Proposition 2.2).
Proof. Recall (1.22). We first give the proof for p = 1. We show that, for all ρ ∈ (0, 1), γ > 0 and L > 0, lim To prove (4.49), we use the representation formula (1.25):
Recall that we are in a transient situation (d ≥ 5) and write X κ (s) = X 1 (κs). Then, P 0 ⊗P Poissa.s. lim
and, consequently,
we may apply Lebesgue's dominated convergence theorem to see that the expression on the right of (4.50) converges to 0 as κ → ∞. This proves (4.49).
The extension to p ∈ N\{1} is easy. Indeed, by (1.17-1.19) and Jensen's inequality,
(4.53)
Let t → ∞ to get
This together with the assertion for p = 1 and (1.22) implies the claim for arbitrary p ∈ N.
5 Proof of Theorems 1.5(i) and 1.5(ii)(c)
Throughout this section we assume that p(· , ·) satisfies (1.5) and has zero mean and finite variance. Theorem 1.5(i) is proved in Section 5.1 and Theorem 1.5(ii)(c) in Section 5.2. As starting measure we pick µ = ν ρ (recall Proposition 2.2).
Triviality in low dimensions
The proof of Theorem 1.5(i) is similar to that of Theorem 1.3.2(i) in Gärtner, den Hollander and Maillard [6] . The key observation is the following:
Proof. In the spirit of Bramson, Cox and Griffeath [1] , Section 1, we argue as follows. The graphical representation of the VM (recall Section 1.3) allows us to write down a suitable expression for the probability in (5.1). Indeed, let
where, as in Section 1.3, G t is the graphical representation of the voter model up to time t (see Fig. 4 ). Note that H Q 0 = Q and that t → H Q t is non-decreasing. Denote by P and E, respectively, probability and expectation associated with the graphical representation G t . Then
where ξ(0) = {x ∈ Z d : ξ(x, 0) = 1} is the set of initial locations of 1's. Indeed, (5.3) holds because if ξ(x, 0) = 0 for some x ∈ H Q t , then this 0 will propagate into Q prior to time t (see Fig. 4 ). By Jensen's inequality,
By the dual graphical representation, |H {0} t | coincides in distribution with the number of coalescing random walks alive at time t when starting at site 0 at times generated by a rate 1 6) in which case (5.1) follows from (5.3-5.5). As noted in Bramson, Cox and Le Gall [2] , Lemma 2 and its proof, the key ingredient in the proof of (5.6) extends from simple random walk to random walk with zero mean and finite variance.
We are now ready to give the proof of Theorem 1.5(i).
, γ ∈ (0, ∞) and ρ ∈ (0, 1). Since p → λ p (κ) is non-decreasing and λ p (κ) ≤ γ for all p ∈ N (recall (1.22)), it suffices to give the proof for p = 1. For p = 1, (1.20) reads
By restricting X κ to stay inside a finite box Q ⊂ Z d around 0 up to time t and requiring ξ to be 1 in the entire box up to time t, we obtain
The first factor is e o(t) by Lemma 5.1. For the second factor, we have
with λ κ (Q) < 0 the principal Dirichlet eigenvalue on Q of κ∆, the generator of X κ . Combining (5.1) and (5.7-5.9), we arrive at
Finally, let Q ↑ Z d and use that lim Q↑Z d λ κ (Q) = 0, to arrive at λ 1 (κ) ≥ γ. Since, trivially, λ 1 (κ) ≤ γ, we get λ 1 (κ) = γ.
Intermittency for small κ
We start this section by recalling some large deviation results for the VM that will be needed to prove Theorem 1.5(ii)(c). Cox and Griffeath [3] showed that for the VM with a simple random walk transition kernel given by (1.6), the occupation time of the origin up to time t ≥ 0,
satisfies a strong law of large numbers and a central limit theorem for d ≥ 2. For d = 1 there is no law of large numbers: T t /t has a non-trivial limiting law. These results carry over to random walk with zero mean and finite variance.
The following proposition gives large deviation bounds. [11] , Theorem 1.3.2) Suppose that p(· , ·) has zero mean and finite variance. Then for every α ∈ (ρ, 1) there exist 0 < I − (α) < I + (α) < ∞ such that, for t sufficiently large (depending on α),
(5.13)
By interchanging the opinions 0 and 1, similar bounds are obtained for [1] shows that for d ≥ 5 there exists a C > 0 such that
No comparable upper bound on I + is given.
We are now ready to give the proof of Theorem 1.5(ii)(c).
Proof. We first give the proof for κ = 0. Fix d ≥ 5, p ∈ N, γ ∈ (0, ∞) and ρ ∈ (0, 1), and recall that λ p (0) > ργ by Theorem 1.4(ii). Pick α ∈ (ρ, γ −1 λ p (0)) and define
where the positivity of the limit comes from the upper bound in (5.12), which implies I(α) ≥ I − (α) > 0. Put which proves the gap between λ p (0) and λ p+1 (0).
By the continuity of κ → λ p (κ) at κ = 0 in Theorem 1.5(ii)(a), it follows that there exists κ 0 > 0 such that λ p (κ) > λ p−1 (κ) for all κ ∈ [0, κ 0 ) when p = 2 and, by the remark made after formula (1.22), also when p ∈ N\{1}.
A Heuristic explanation of Conjecture 1.6
In this appendix we give a heuristic explanation of (1.28). We only consider the case p = 1. A similar argument works for p ∈ N\{1}. As starting measure we pick µ = µ ρ (recall Proposition 2.2). Proof. The proof is standard. By (1.15) with T = ∞ and n = 2, we have
The probability in the right-hand side of (A.2) can be computed as follows. The first random walk starts from site x 1 at time 0, moves freely until time s, and reaches some site y at time s. The second random walk starts from site x 2 at time s and has to eventually coalesce with the first random walk. This gives P * N ∞ {(x 1 , 0), (x 2 , s)} = 1 = In the last line of (A.10), a linear approximation is made in the expectation over the random walk X, which we expect to become sharp in the limit as κ → ∞ in d ≥ 6. Next, for any 0 ≤ s ≤ u ≤ t and T ≥ 0,
Using the large deviation principle for Ξ κ (·) as κ → ∞, we find that the contribution of (A.19) to I(κ; t) for large κ is approximately where we recall (1.30). This is precisely the "polaron-type" term in (1.28) for p = 1.
The heuristic argument in Parts 2 and 3 follows a line of thought that was made rigorous in Gärtner and den Hollander [5] and Gärtner, den Hollander and Maillard [6] , [8] for the case where ξ is a field of independent simple random walks in a Poisson equilibrium, respectively, a simple symmetric exclusion process in a Bernoulli equilibrium. We refer to these papers for further details. There it is also explained why for p ∈ N\{1} the polaron term is p 2 times that for p = 1.
