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CHAPTER I. ISSUES, OBJECTIVES, AND METHODOLOGIES 
Introduction 
In recent years, agricultural researchers, policy makers, and the 
public have viewed current erosion rates and their impacts on future soil 
productivity and damage to water quality with increasing concern. During 
the 1970s, water quality became the dominant erosion issue. Soil 
productivity was, to some extent, neglected. One reason for this 
neglect was the belief that advances in technology have made soil 
resources per se of less consequence for agricultural production (Burt, 
1981). 
Advances in agricultural technology in the past few decades have 
been responsible for major increases in agricultural productivity levels 
in the United States. For example, the U.S.D.A. (1980a,b) reported that 
since the late 1960s and early 1970s the average productivity of farm 
labor has increased by 60 percent, while the average productivity of 
labor on nonfarm businesses has increased only 15 percent. The U.S.D.A. 
argued that ttiis huge rise in productivity is because of changes in 
agricultural technology including improved hybrid crop varieties, better 
chemicals for weed and insect control, more effective fertilizers, 
introduction of more sophisticated and specialized machinery, and a 
better farm management. 
It also has been noticed that improved technology in land use 
systems has had important impacts on soil erosion and soil productivity 
and on runoff and sediment pollution (U.S.D.A., 1980a,b, Heady, English, 
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and Alt, 1982, Rosenberry and Moldenhauer, 1971, and Burt, 1981). For 
example, the introduction of more effective and economical fertilizers 
and chemical pesticides has completely eliminated sod-based rotations for 
purposes of soil conservation and instead has induced an intensive row-
crop farming. The use of more specialized machinery and farm equipment 
with high fixed costs has also encouraged farmers to specialize in one or 
two crops. The introduction of large equipment in field operations has 
discouraged farmers in the use of supporting practices, such as contour­
ing, giving way to straight-row farming to accommodate the large 
machinery. Consequently, technological changes, which are responsible 
for increased agricultural productivity, are also responsible for greater 
specialization in row crops and large machinery use that tend to 
discourage the use of certain conservation practices which, in turn, has 
caused accelerated rates of soil erosion. 
These trade-offs between the ability to increase production and soil 
conservation are becoming more important, especially in their impacts 
over time in soil productivity capacity (on-site impacts) and pollution 
externalities (off-site impacts). Soil erosion from agriculture is also 
the major nonpoint source of water pollution in the United States 
(Rosenberry and Moldenhauer, 1971, and Jacobs and Timmons, 1974). This 
situation particularly applies in the runoff of fertilizers and 
pesticides with sediment deposited in water streams and channels. 
Therefore, desired effects of this new technology in terms of increased 
agricultural production are offset, in part, by their undesired effects 
upon water quality and soil conservation practices. 
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An Economic Interpretation of Exhaustion and Conservation 
Richard Lecomber (1979) made a good distinction among pessimists', 
optimists', and conservationists' points of view about the use and allo­
cation of scarce natural resources. The over-exploitation of the natural 
resource base had revived fears of physical exhaustion among pessimists 
who emphasize the finiteness of the world's natural resources and the 
limits that this imposes on economic growth and development. Optimists 
argued that such a position adopted by pessimists often ignores new 
substitution possibilities between natural resources and man-made capital 
resources and technical advances, which break those limits to growth 
quoted by the pessimists. They see conservation as unnecessary and 
encourage exploitation and production of natural resources for a rapid 
economic growth. Conservationists admit the impacts of technical change 
on barriers to growth but also concede the great uncertainties that are 
inherent in the distant future. They advocate more conservation measures 
in the use, long-run planning, and allocation of natural resources. 
Natural resource economists see exhaustion of natural resources as 
an excessive rise in the cost of production and exploitation caused by 
the same process of exploitation that converts the resource into an 
uneconomical source of production and growth (Herfindahl and Kneese, 
1974). It is in this sense, particularly with respect to the soil 
resource, that economists define conservation as an investment in the 
natural resource industry to maintain productive potential, decrease 
productivity deterioration, and enhance the productivity capacity of the 
resource (Timmons et al., 1961). 
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Overview of Soil Erosion 
Causes of soil erosion 
Soil erosion occurs when soil particles are detached from the land 
surface by wind, water, snowmelt and other geological forces. Wind 
erosion represents a major problem throughout the Great Plains states 
(U.S.D.A., 1981a,b). The most severe wind erosion problems occur in New 
Mexico and Texas, where the estimated average soil loss per acre per year 
is around 13 tons for cropland. In general, wind erosion rates estimated 
for cropland in the ten states in the Great Plains range from 1.2 tons 
per acre per year in Nebraska to 15 tons per acre per year in Texas. 
Because wind erosion does not represent a major problem in the Corn Belt 
states, we will not concentrate our attention on it. 
Water erosion occurs when there is a breakdown of soil aggregates 
and the scattering of small soil particles by falling raindrops. When 
rainfall rates exceed the capacity of the soil to absorb the water 
accumulated in small land surface depressions, overflow occurs. Water 
runoff washes away the detached soil material resulting in erosion. 
If rain continues during the runoff, the flowing water is splashed 
repeatedly. Breakdown of small aggregates continues. The abrasive 
capacity and the erosive power of the moving water increases. The 
U.S.D.A. (1981a,b) categorizes water erosion into four groups: 
a) Sheet erosion removes the soil fairly uniformly in a thin layer. 
This type of erosion may go unnoticed until the light-colored 
subsoil appears on the surface. 
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b) Rill erosion is the removal of soil particles by water flowing 
in small but well—defined channels. The rills are only a few 
inches deep and do not interfere with normal tillage operations. 
This is the major type of erosion on cropland and may go largely 
unnoticed. 
c) Gully erosion is the continuation of rill erosion. It occurs as 
the channels become large and deep, so that it cannot be 
corrected by normal tillage operations because equipment cannot 
easily cross the gullies. This type of erosion extends through 
the plow layer into the subsoil. 
d) Streambank erosion need not be associated directly with 
rainfall. Rather, it is a consequence of the action of 
streamflow on the bed and banks of the stream. 
Factors influencing soil erosion 
The water-erosion potential in a field is determined by five main 
factors: climate, characteristics of the soil, topography, vegetative 
cover, and conservation practices. These factors have been related to 
each other in the Universal Soil Loss Equation (USLE) (Weischraeier and 
Smith, 1978). This equation predicts the average annual amount of soil 
that will be detached and transported within a field. The equation is 
written as: 
A = RKLSCP 
where 
A: is the average gross soil loss in tons per acre per year 
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R: is the rainfall factor 
K: is the soil erodibility factor 
L: is the slope-length factor 
S: is the slope-gradient factor 
C: is the cropping—management factor 
P: is the erosion-control support practice factor. 
The components of the climatic factor (R) include the energy of the 
falling raindrops, the intensity (in inches), and the duration of the 
rainfall in a given location during an average year. The characteristics 
of the soil (K factor) include texture, organic matter content, size and 
shape of aggregates, and the permeability of the least permeable horizon 
in the soil. The product of R and K gives the quantity of soil which 
could be lost in a hypothetical unit plot that is 72.6 feet long with a 
uniform lengthwise slope of nine percent, in continuous fallow, tilled up 
and down the slope. Continuous fallow is defined as land that has been 
tilled and kept free of vegetation for more than two years. The 
topographic factor includes both the length (L) and the steepness (S) of 
the land slope. These factors influence the amount and the velocity of 
runoff. The product of L and S gives the expected ratio of soil loss per 
unit area from a given slope to the base field described above. The 
product RKLS gives an estimated average soil loss that could occur on a 
particular field were it in continuous fallow. The actual loss from a 
cropped field is usually lower than this amount, depending on the 
particular combination of cover or crop sequence (C-factor), and the 
supporting practice factor (P) . 
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The cropping factor (C) is the ratio of soil loss from land cropped 
under specified conditions to the corresponding loss from clean-tilled, 
continuous fallow fields. Crop rotation practice (or vegetative factor) 
greatly affects the amount of erosion. That is, the amount of soil 
exposed to raindrops and runoff varies with the kind of crops and time of 
planting. Row crops are the least protective and legumes are the most 
protective crops. Spring-planted crops provide little protection against 
spring rains. Cover crops planted in the fall are more effective. The 
crop yield is also important. As yield increases, more vegetative growth 
is produced resulting in more canopy protection on the field. Also, 
increased root numbers hold more soil particles in place. 
The management of crop residues can greatly affect the rate of 
erosion. Residues are the most effective for erosion control when left 
on the surface because they "shield" the soil from raindrops, slow the 
velocity of runoff, and hold soil particles in place. 
The amount of tillage also affects the rate of erosion. The more 
tillage operations, the longer the time that soil remains unprotected, 
the greater the compaction and, thus, the greater the runoff. 
The supporting practice factor (P) is the ratio of soil loss with a 
specific conservative practice to the corresponding loss with up-and—down 
slope culture. Supporting practices include contour tillage, 
stripcropping on the contour, and terrace systems. These practices 
affect both the slope gradient and slope length of the field in order to 
reduce the runoff velocity and the erosion rate of the soil. 
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Impacts of soil erosion 
Soil erosion results in both physical and economic problems. These 
erosion problems can be classified into two groups according to the 
location of the erosion impacts. The first group deals with the on-site 
impacts. The most important problems associated with soil erosion in 
this group are: 
a) Repairable damages (Larson, 1981). Erosion reduces yield 
potential because the loss of topsoil results in losses of 
available plant nutrients and organic matter that are essential 
for optimal plant growth. 
b) Irrepairable damages (Larson, 1981). During a rainstorm, the 
force of the water droplets breaks down the natural structure of 
the soil. When the soil dries, crusts are formed, reducing both 
the rate and quantity of air and water infiltration, and 
water-holding capacities of the soil. In addition, when top 
soil is removed, the remaining subsoil layer is, in general, 
more compact with reduced soil porosity and bulk density that 
diminishes optimal root growth. 
c) Erosion increases the cost of crop production because the loss 
of the plant food elements that are carried away by runoff 
requires higher fertilizer rates to maintain crop yield levels. 
An increase in power requirements may occur because compact soil 
requires more power to till than well-drained soil. 
d) Finally, soil erosion increases the likelihood of reduced long-
run revenues because soil productivity is adversely affected 
with the passage of timv;. 
The second group, the off—site impacts, is related to the problems 
of deposition damages caused by movements of eroded material from their 
original site via runoff to other places such as water reservoirs, 
rivers, drainage ditches, etc. The most important problems with soil 
sedimentation (U.S. EPA, 1979), in this group are: 
a) Reduction of water bodies' capacity to sustain life because 
sedimentation increases the water's turbidity, thereby reducing 
light transmission and dissolved oxygen levels. Further soil 
sediment carries many toxic chemicals that, together with 
turbidity related problems, adversely affect aquatic plant and 
fish life. 
b) Reduction of stream channel capacity, lakes and reservoirs, 
increasing the risk of flooding. 
c) Finally, sedimentation decreases the flow of services from water 
bodies because turbidity reduces quality of water for drinking, 
cleaning and recreation. 
In this research, we restrict attention to the on—site impacts. 
Extent of Erosion in Iowa, U.S.A. 
Erosion rates 
Soil loss tolerance limits (known as T-values) are defined as the 
maximum rate of soil erosion that will permit sustained economic crop 
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productivity (Weischmeier and Smith, 1978). As determined by the Soil 
Conservation Service, soil loss tolerances range from 1 to 5 tons per 
acre per year depending on soil and topographic considerations. 
According to a U.S.D.A. (1981a) report, more than 22 percent of the 
nation's cropland has rates of water erosion above the five tons per acre 
per year. Iowa had about 7 million acres of cropland with erosion rates 
ranging from 5 to 14 tons of soil loss per acre per year and about 4.9 
million acres with more than 14 tons of soil loss per acre per year. 
Table 1.1 shows that the Northern Plains has the largest acreage under 
crop production (94.6 million acres), followed by the Com Belt with 89.9 
million acres. However, the Corn Belt shows the largest acreage with 
erosion rates in excess of five tons per acre per year. Iowa has the 
highest acreage of eroding cropland in the entire nation. Over 45 
percent of its cropland has erosion rates above five tons per acre per 
year. 
The U.S.D.A. (1981a) groups soils under a land capability 
classification on the basis of their ability to produce common cultivated 
crops and pasture plants without deterioration. In general, soils in 
capability class IV or above have severe limitations that make them 
generally unsuitable for row crop cultivation. Soil scientists classify 
the severity of erosion by erosion phases. A soil in erosion phase 0 is 
uneroded, and in erosion phase 1 is uneroded to slightly eroded. Soils 
in erosion phase 2 are moderately eroded with some mixing of topsoil and 
subsoil. Soils in erosion phase 3 are severely eroded with the plow 
layer largely composed of subsoil. 
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Table 1.1. Distribution of excess sheet and rill erosion, by crop 
production region® 
Cropland Acreages eroding at > 5 ton/acre/year 
Region (1,000 acres) (1,000 acres) percent 
Mountain 42,224 2,847 6.7 
Pacific 23,172 1,534 6.6 
Northern Plains 94,574 13,954 14.8 
Southern Plains 42,222 7,999 18.9 
Lake States 44,141 5,637 12.8 
Com Belt: 89,922 33,209 36.9 
—Iowa 26,431 11,979 45.3 
—Missouri 14,573 6,905 47.4 
—Illinois 23,836 8,725 36.6 
—Indiana 13,320 3,754 28.2 
—Ohio 11,762 1,846 15.7 
Delta 21,191 9,007 42.5 
New England 16,916 4,204 24.9 
Appalachian 20,753 8,121 39.1 
Southeastern 17,506 6,927 39.1 
Nation^ 413,277 93,779 22.7 
Sy.S.D.A. (1982a, pp. 96-97). 
^Includes the Caribbean and Hawaii, but excludes Alaska. 
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In a Center for Agricultural and Rural Development (CARD) report 
(Pope et al., 1982), we can find more detailed information about 
potential levels of erosion within major land resource areas and the 
principal soil association areas in Iowa. Table 1.2 presents average 
RKLS estimations for Iowa soils under capability class IV and erosion 
phase two. Land resource areas 103 and 109, with soils in erosion phase 
two, apparently have lower soil loss potential vrtiile land resource areas 
105, 107, and 108 have the highest soil loss potential for soils under 
the same erosion phase. The figures in this table, although they provide 
some details, do not represent an accurate estimation of soil loss 
potentials because they were not obtained from primary data (survey 
data). Therefore, one must interpret these numbers with some caution. 
An overview on soil productivity loss 
Soil productivity is defined as the capacity of a soil, in its 
normal environment, to produce a particular plant or sequence of plants 
under a specified management system (Soil Science Society of America, 
1975). As was stated previously, soil erosion can reduce soil 
productivity over time. The magnitude of the erosion impact on soil 
productivity loss will depend on the selective properties of the topsoil 
and subsoil. The thickness of the genetic A and B horizons is an 
important criterion in the classification and management of natural 
soils. 
Research reports concerning crop yield on eroded soils are very 
limited. There are some studies, however, that indicate erosion has 
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Table 1.2. Average RKLS estimations by LRA and PSAA in lowa, for soils 
under capability class IV and erosion phase 2® 
RKLS slope class 
LRA*^ PSAA*^ C D 
103 
105 
107 
108 
109 
Clarion-Nicollet-Webster 
Fayette 
Faye 11 e-Dubuque-S t ory1and 
Marshall 
Monona—Ida-Hamburg 
Otley-Mahaska-Taintor 
Dinsdale—Tama 
Tama—Muscatine 
Clinton-Kewsick-Lindley 
Shelby—Sharpsburg-Macksburg 
Adair-Grundy—Haig 
87.17 
48.13 
48.13e 
89.81 185.84 
185.84 
89.SI 185.84 
74.62 
75.50 
75.16 
149.27 
151.16 
150.22 
88.26 
92.03 
92.03 
76.16 
74.84 
160.72 
150.38 
84-66 155.55 
87.17 
®CARD Report: Pope et al. (1982). 
^C—slope = 5 to 9 percent; D-slope = 9 to 15 percent. 
^Land resource area. 
*^Principal soil association area. 
^Average values. 
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adverse impacts on the soil's capacity to maintain its normal average 
productivity (yield/acre). For example, U.S.D.A. (1980a,b) reported that 
on 94 million acres of cropland, soil erosion is at levels where 
production cannot be sustained indefinitely. If erosion in the Com Belt 
continues at 1977 rates, average productivity of soil for com and 
soybeans could be reduced up to 30 percent by the year 2030. 
Power et al. (1981) measured yield impacts from erosion on four 
crops—alfalfa, wheat-grass, native grama grasses and spring wheat in 
North Dakota. Their experiment consisted of reconstructing the soil by 
building a wedge with a productive subsoil (B horizon) on top of leveled 
sodic mine soils derived from shale (C horizon). Thickness of the 
subsoil wedge, ranged from 0 to 2.1 meters. Topsoil (A horizon) was then 
spread over the subsoil wedge to provide a topsoil of 0, 20 and 60 cm 
thick. They reported that yields of all crops increased as total soil 
thickness (topsoil plus subsoil) was increased to the 0.90 to 1.5 meters 
range. Yields from 60 cm of topsoil were similar to those from 20 cm of 
topsoil. With no topsoil, only native grama grasses had losses less than 
25 percent of normal yields. All crops except wheat produced at least 90 
percent of base yields when topsoil and subsoil were mixed in the plow 
layer (wheat yields were only 80 percent of maximum). 
Langdale et al. (1979) found substantial yield reductions for corn 
grown on eroded Southern Piedmont soils of Georgia. They report losses 
of 2.34 bushels per acre per year for each centimeter of eroded topsoil 
on current nonirrigated com production levels. 
Engelstad and Shrader (1961) reported that equal corn yields could 
be obtained on either topsoil or subsoil when adequate amounts of 
nitrogen fertilizers are applied in Marshall silt loan soils in Iowa. 
Their experiment consisted of measuring corn yield repenses to rates of 
nitrogen fertilizers on artificially exposed Marshall subsoil and normal 
topsoil on a uniform nine percent slope from an experimental farm near 
Clarinda, Iowa. 
What Are the Possible Factors that Retard Farmers* 
Adoption of Conservation Measures? 
Many technical papers have addressed the problems of soil erosion 
and the need to encourage farmers to adopt conservation practices (Jacobs 
and Timmons, 1974, Krog et al., 1984, and Miranowski et al., 1981). 
Despite considerable financial support and technical assistance to 
farmers by different federal and local agencies, few advances have been 
made toward the goal of reducing soil losses (McConnel'l, 1983). Given 
high erosion rates, we need a greater understanding of the factors that 
limit or slow the rate at which farmers adopt conservation technology. 
Awareness or detection problems 
The effect of erosion on soil productivity is, by nature, a very 
slow and complex process. Soil productivity losses are difficult to 
detect and measure. In addition, advances in agricultural technology 
have improved agricultural productivity and masked the erosion 
productivity impacts of soil erosion (Bosenberry and Moldenhauer, 1971). 
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Therefore, under these circumstances, one cannot expect farmers to have 
complete knowledge of the erosion effects on their yields. 
In a national survey report on farmers' attitudes on soil 
conservation (Jefferson Davis Associates, Inc. (1982)), the great 
majority of farmers viewed soil erosion as a moderate to serious problem. 
However, they tended to view ercsion productivity impacts as a more 
serious problem for the "industry" than as a serious problem for their 
own land. 
Externalities and market failure 
An important question that often arises in the discussion of natural 
resource management is whether the market by itself provides an efficient 
balance between depletion and conservation. For example, we can ask if 
markets can be expected to provide for the future. Economists, in 
general, agree that one cannot expect that markets will solve the problem 
of fair distribution of wealth intertemporarily (among generations) as 
well as intratemporarily (within generations). In fact, there is a 
reasonable belief that markets weigh the well-being of the present more 
heavily than the well being of the future (Page, 1977). Public interest, 
on the other hand, is more concerned with keeping the resource base 
fairly intact from generation to generation. For example, the Paley 
Commission Report written in 1952 stated—"Upon our own generation lies 
the responsibility for passing on to the next generation the prospects of 
continued well-being ..." (Page, 1977). In this sense, a public sector 
with a lower discount rate and a longer planning horizon is thought to 
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encourage conservation practices beyond What individual farmers are 
willing to do. Furthermore, there also exist market failures associated 
with the agricultural market system's inability to internalize 
environmental externalities derived from soil erosion. In other words, 
markets cannot directly compensate farmers for investments that improve 
water quality. Certainly, this factor alone is a legitimate cause of 
public concern. 
Land tenure arrangements 
There are some studies that suggest that depreciation of the land 
can be recognized as another cost to be included in the determination of 
land values (Ibach, 1940). Different tenure arrangements were found to 
be associated with different degrees of soil conservation in a series of 
studies conducted in Western Iowa since 1947 (Held and Tinmons, 1958, and 
Blase and Timmons, 1961). In a study that examined different ownership-
organization structures and their relations to soil erosion levels nation 
wide, Lee (1980) concluded that corporations and other types of 
landowners (i.e., landlords) have no significant differences in mean 
rates of erosion. McConnell (1983) argued that corporations and owned 
family farms, having equal soil erosion and facing equal market 
conditions, will have the same user cost of erosion and, hence, the same 
erosion rates. Land renters and owners, however, will have different 
erosion cost if land values are affected by soil productivity. That is, 
the main difference between owners and renters is that owners can 
capture the land resale value at the end of the plan horizon while 
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renters cannot. If this is the case, owners and renters may differ in 
their erosion rates (McConnell, 1983). 
Yield/income penalties with conservation practices 
An appropriate economic decision criterion for adopting or not 
adopting a particular conservation practice will be to compare the 
potential revenue to the implicit cost of soil erosion associated with 
such practice. In this sense, there can be some yield and capital 
adjustment penalties associated with conservation which may be enough to 
prevent the adoption of conservation measures. The yield penalties can 
be either permanent or temporary. Some conservation tillage practices 
may result in permanent yield reduction vrtien used on colder and wetter 
soils because of the interaction between moisture retention by crop 
residue and soil temperature (Jolly et al., 1983). Changing crop 
sequences which include protective crops like grasses or investment in 
supporting practices (such as terraces or waterways), may also impose 
permanent net income losses because of reduced crop income or high 
investment costs. A learning adjustment cost associated with the shift 
to a new crop technology system will result in temporary penalties. 
Farmers may experience some temporary yield penalties when shifting to a 
new technology system (Cruse and Colvin, 1983). In addition to yield 
penalties associated with the process of learning, there may be temporary 
costs that result when new farmequipment is required to shift to a new 
crop production system. 
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Conservation Tillage as a Policy Instrument 
Why conservation tillage? 
It is important that recommendations towards the adoption of certain 
types of conservation practices, be based on the local, physical, 
climatic and market conditions of the soils and crops of the target 
region. Obviously, it will be easier to induce farmers' to adopt 
conservation measures if they have the potential to increase their 
economic welfare (Jolly et al., 1984). There are three types of 
conservation practices often mentioned in this issue—crop rotation, 
terraces and conservation tillage. 
Row crops, such as corn and soybeans, which have relatively high 
cash values, have been planted extensively in Iowa. Together they 
account for almost 80 percent of the total crop acres harvested in the 
state (Iowa Crops and Livestock Reporting Service, 1981). Given actual 
market conditions, crop rotations that include more soil protective crops 
like grasses and meadow are not likely to compete economically with 
continuous row crops in many parts of the state. This situation does not 
appear to be changing in the foreseeable future. 
Supporting practices, like terraces, apparently are uneconomical for 
most parts of Iowa. Krog et al. (1984) concluded that for many soils in 
the state, a substantial compensation for the installation costs for 
terraces would be required from the government. For example, they 
reported that the cost of installation of terraces (dollars/acre) for the 
following soils are: Ladoga—$650, Shelby—$900, Monona—$700, 
Marshall—$250 and Ida—$900, while the amounts that farmers would be 
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willing to pay (to break even with the cost of installation) before using 
another type of conservation practice are: Ladoga—$307, Shelby—$86, 
Monona—$445, Marshall—$(-64) and Ida—$(—168). For the first three 
soils, the willingness to pay is well below the actual cost of 
installation, while for the last two soils farmers would need to be 
compensated even beyond the cost of installation because some land will 
need to be removed of production by terraces. 
Conservation tillage is apparently the single most important and 
appealing alternative in the soil conservation techniques. Much of this 
interest stems from the fact that conservation tillage permits production 
of high-valued row crops and limits soil erosion. 
Use of new conservation tillage techniques has recently attracted 
enormous attention from soil scientists, sociologists, economists and the 
farm community. Schnepf (1983), in his editorial in the Journal of Soil 
and Water Conservation, said: "Few topics spark as much discussion in 
conservation and agricultural circles these days as conservation tillage. 
Many conservationists and farmers look on conservation tillage as the 
most cost-effective means available to achieve soil and water 
conservation and other agricultural objectives...." The most appealing 
aspect of conservation tillage is its potential for reducing the cost of 
farm operations while it also leaves enough crop residue on the soil 
surface to effectively protect the soil from water and wind erosion. 
This cost-saving aspect is the primary motivation for farmers to abandon 
conventional moldboard plowing for more conservation tillage systems. 
Citing part of a survey report on farm behavior towards adoption of 
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conservation tillage, Jefferson Davis Associates, Inc. (1982) stated 
"...farmers adopt various soil conservation measures, not because they 
view themselves as 'stewards of the soil,' or because of a primary 
interest in conservation, but, rather, to realize economic benefits." 
Forms of conservation tillage 
Soil scientists defined three major categories of conservation 
tillage (Mannering and Fenster, 1983): 1) narrow strip tillage where 
seedbed preparation is limited to a narrow row at the time of the 
planting, popular forms of tillage in this category are the strip rotary 
tillage and an extreme form of conservation tillage called the no-tillage 
system where no seedbed preparation is needed other than opening the soil 
for seed placement; 2) ridge planting where seeds are planted in narrow 
ridges; and 3) full-width conservation tillage where seedbed preparation 
involves tilling the entire surface of the field with a heavy primary 
tillage disk, standard tandem disk, chisel plow or some combination of 
them. In this case, sufficient crop residue remains on the soil surface 
to control erosion. 
The first two systems are more soil conserving and often are 
referred to as no-till or ridge planting systems. The full—width systems 
still save a considerable amount of soil relative to the complete clean 
residue moldbard tillage. These systems are often called minimum tillage 
or reduced tillage systems. 
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Problems with conservation tillage 
A recent study on the extent of farmers' adoption of conservation 
tillage reported that the actual use of these practices is much lower 
than what farmers reported. In other words, they say better than they do 
(Nowakj 1983). One explanation of this is the apparent confusion on the 
part of the farmers (and also soil scientists in general) about the 
definition of conservation tillage levels (Nowak, 1983, and Wells et al., 
1983). However, what is important, is that farmers are not fully 
adopting these new conservation techniques, mainly because significant 
obstacles still exist. Major problems reported by Hinkle (1983), include 
increased pest problems, increased suceptibility to plant disease, 
herbicide carryover, weed resistence and shifts in weed species. Besides 
these inherent problems, newly-adopted systems are likely to management 
errors that are immediately associated with lower revenues. That is, 
farmers may attach a subjective "cost of adjustment" when considering the 
possibility of adopting of these new techniques. Optimal management will 
require a period of learning and understanding the effects of herbicides 
and pest controls. 
There are also some possible risks involved with the adoption of 
these techniques. For example, in a study conducted by Jolly, Edwards, 
and Erbach (1983), it was suggested that conservation tillage systems 
show more yield variability relative to conventional plowing. Obviously, 
the limitations of conservation tillage systems deserve special 
attention. 
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"The limitations of conservation tillage are seldom 
acknowledged in discussions of soil erosion. Too often the 
cost-effectiveness of conservation tillage makes it appear to 
be the solution for soil erosion problems. This view could 
discourage research needed to develop alternative and 
complementary methods of dealing with the long—term effects of 
soil erosion.... Conservation tillage has a major role to play 
in reducing soil erosion, not across the board, but as an 
assortment of techniques to be used selectively as required by 
local conditions. The potential of conservation tillage and 
its benefits depend upon greater finding to resolve problems 
presented by soil erosion" (Hinkle, 1983). 
Research Objectives 
Many economic articles have been written about soil and water 
conservation practices and the most economic or optimal tehnologies 
(often referred to as best management practice—BMPs). With the 
exception of few studies, most research has concentrated on the analysis 
of short-term benefits that farmers receive by adopting certain 
conservation practices (Pope et al., 1982, and Miranowski et al., 1981). 
In particular, the issue of adoption of conservation tillage has been 
analyzed only in terms of short—term net returns relative to conventional 
practices. The potential long—run returns to conservation is often 
mentioned, but no explicit effort has been made to measure it. 
Obviously, long-term productivity must be analyzed in a dynamic framework 
rather than in static terms. Furthermore, a dynamic framework directly 
measures the importance of the long-run soil erosion-productivity impacts 
on the adoption of any conservation practices. 
The objective in this thesis is to determine an optimal, private and 
social, time path of crop technologies, inputs and outputs when soil 
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productivity and soil management are explicitly considered over a plan 
horizon of arbitrary length. In particular, the research objectives 
are : 
1. To measure through control theory analysis, the impact of soil 
productivity and erosion on the adoption decision for soil conservation 
technologies. Would knowledge of soil productivity impacts encourage 
adoption for conservation tillage? 
2. To measure the importance of discount rates and time horizons in 
the adoption decision for conservation tillage. In other words, does 
land tenure influence the adoption process? Is there a difference in the 
optimal path for individuals and society? 
3. To measure the importance of potential yield/income penalties on 
the conservation tillage adoption decision process. 
More explicitly, the objective of this study is to examine the 
normative dimensions of the above three issues. 
Area of Study, Data Sources and Methodology 
Conservation tillage is examined in this research as a potential 
policy instrument to control soil erosion in the wet soils of North 
Central Iowa. Although those soils have relatively low erosion rates, 
the erosion-productivity impacts are among the highest in the state 
(Larson et al., 1982). The region of study belongs to the Clarion-
Nicollet-Webster soil association area, which represents 21 percent of 
the total acres in the state. We will concentrate on the Clarion soils 
which occur on convex slopes with gradients ranging from 2 to 20 percent 
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(Fenton et al., 1967). The crop production data, upon which this 
research is based, were obtained from a five-year tillage experiment 
conducted near Ames, Iowa, and from a plant growth computer model 
developed in the Department of Agronomy at Iowa State University. 
Technical relationships and equations of motion are estimated from this 
data, which in turn helped to construct a dynamic control theory model. 
Finally, this model is used to determine the objectives proposed in the 
previous section. 
Outline 
Chapter II presents the control theory model and discusses how the 
model can be used to achieve the research objectives. 
Chapter III explains the procedure followed to obtain the response 
functions needed for the control model. 
Chapter IV presents the method followed to solve the control model, 
equation of motions, and presents the simulation results. 
Chapter V presents the major conclusions and contributions of this 
research and the directions for future research. 
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CHAPTER II. THE DYNAMICS OF CROP-TECHNOLOGIES, ADOPTION 
DECISIONS AND SOIL CONSERVATION 
Introduction 
Crop production over time not only results in soil depletion, but it 
also may affect the soil's capacity to maintain high yield levels. 
Soil conservation, in this regard, is a widely researched topic with 
diverse approaches. This research will focus upon one of the most 
conceptually difficult aspects: the farmer's adoption of discrete, 
indivisible crop production (tillage) technologies. One important aspect 
of this technology choice problem is that crop production decisions 
influence current income and, through erosion, future productivity of 
technologies currently in use and those that can be used in the future. 
A two-point boundary value problem (a chicken and egg question) arises. 
The choice of a tillage system will depend upon relative costs and 
returns with one of those costs being the user cost of erosion. The unit 
costs of erosion are costates (shadow prices), which cannot be computed 
until the rate of erosion at each point in time is determined by the 
adoption of a tillage system, hence, the need for a dynamic formulation. 
The concept of a time—dependent input trajectory (i.e., reduction of 
the soil stock through erosion) seems to be important for model 
formulation. In static models, time does not enter explicitly into the 
system and, even if it is introduced, no relationships among the 
variables (i.e., crop technology and soil erosion) at different points of 
time are specified. But, dynamic models specify the relationships among 
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the variables at different points in time. Thus, compared to static 
present-value models, where yield is independent of time, a dynamic 
formulation allows inclusion of yield functions, which decline in 
response to erosion over time. 
An Overview of Control Theory 
Intriligator (1971) described succinctly the distinction between 
dynamic and static optimization. In static theory, the problem is that 
of allocating scarce resources among competing ends at a particular point 
in time. In dynamic theory, the problem is also that of allocating 
scarce resources among competing ends, but over an interval of time, 
called the plan horizon. A mathematical expression of the dynamic 
problem is given by a "control theory model" Where the problem is that of 
choosing time paths for certain decision variables, called control 
variables, from a feasible set of time paths, called the control set, so 
as to maximize the value of a given objective function. 
The control problems that we are going to deal with in this chapter 
relate to production decisions. In this case, an individual must choose 
over a planning horizon, T, the length of time to produce, t^, the time 
path for certain decision or control variables, u^, which in turn 
controls a certain state variable, x^, such that he maximizes a stream of 
net cash flows, II(t, x^, u^) and a salvage value x(t^)]. Formally, 
the problem is stated as : 
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t, -rt. 
max / e II(t, x , u )dt + e VEc,, x(t,)] (2.1) 
Cq t c 1 i 
subject to: 
a) x(t) = g(t, X ,  u), V:(t=CQ, t^), 
b) xCtg) = Xq, fixed at tg—the initial condition, 
c) x(t^) > 0, and t^ ^  T at t^. 
Control problems, in general, are characterized by applying any of 
the following methods: Bellman's dynamic programming, the calculus of 
variation, or by using Pontryagin's maximum principle. The maximum 
principle is often considered the most powerful tool for analyzing 
control problems, especially in the case when inequality constraints 
(such as (2.1)) appear in the model. 
Using the maximum principle, let us generate the necessary 
conditions that an optimal solution for (2.1) must obey. First, for any 
feasible x(t), u(t) satisfying the constraints of the above control 
problem and for any continuously differentiable multiplier (or costate) 
function X(t), we can write : 
max = r^{e n(t, x , u ) + X(t)[g - x] }dt 
0 \ 
7 
+ e x(t^)] (2.2) 
where [g-x] needs to be zero if (2.1.a) is satisfied. Integrating (2.2) 
by parts, we have: 
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t _ t -rt 
V_ = / {e ^ 11+ Ag}dt - / Axdt + e " T|)[t, , x(t, )] , 
0 0 
t _ c . 
= / {e ^ n+ Ag}dt - {X(t,)x(t,) - X(0)x(0) - / Axdt} 
*^ 0 0 
-rt, 
+ e 4ft^, x(tj^)] , 
t _ . -rt, 
= / {e ^ n + Ag + Ax}dt + e Tj>[t,,x(t )] 
tQ J. i 
- X(t^)x(tj) + X(0)x(0). (2.3) 
Second, let us assume a feasible optimal solution exists, denoted by 
(t*, X*, u*). Consider a one parameter comparison control, 
V = u*(t) + az(t), and a one parameter comparison terminal time, 
= t* + ah(t^). Where "a" denotes a scalar; z(t) and h(t^) are some 
arbitrary fixed functions. Further, let Y(t, a) denote a state variable 
with control "v" such that Y(t, 0) = X*(t) and Y(0, a) = x*(0). Thus, 
analogous to equation (2.3) we can write: 
t 
V-(a) = r^{e II[t, Y(t, a), v(t)] + X(t)g[t, Y(t, a), v(t)] 
T 
+ AY(t, a) }dt + J. ^ {e 11+ Xg}dt 
^1 
+ e #T^, Y(T^, a)] - X(T^)Y(T^, a) + X(0)Y(0) . 
Evaluating the derivative of ^^(a) at a=0, we get: 
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tf f -f H) * «-If -lïiï- ^  
^ - «) -
So, ig+ Ik + + •''4^®"'''' "E + 
- f - «1 
-rt » -rt 
+ (e n+ Xg - gj e Sxi e)h(t^) ^  0 (2.4) 
From (2.4), it follows that the multiplier, X, is chosen to satisfy: 
^ = -(s + x-^) and X(t^) = e ^ 
And, for any arbitrary functions z(t) and h(t^), the following must hold: 
f ^{e + X-|^}2(t)dt < 0, which will be assured if: e -|^ 
"^tg 9u du — du 
g -rti g. -rt. 
+ X = 0, for any period t; and (e 11 + Xg —^ e An e)h(t^) ^  
-rti g. -rt^ 
0, which will be assured if: e H + Xg gp e 2n e < 0, for time 
tj (and ti_< T) . In summary, the necessary conditions for an optimal 
solution that maxmizes problem (2.1) need to include a continuously 
differentiable function, X(t), which is called the "costate variable" 
associated with the constraint (2.1.a), such that the following 
conditions are satisfied: 
e the optimality condition: 
-rt 3n 
e + X(t) = 0: (2.5.a) 3u^ 9u^ 
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• the multiplier equation: 
Â. = -{e + X(t) (2.5.b) 
3xt kg 
the state equation: 
x(t) = g(t, x^, Uj.); (2.5.c) 
the transversality conditions (at t=t^) 
IT t 
X(ti) = e ^ (2.5.d) 
and 
-rti G .  -rt^ 
e n + Xg —gp e &ie_<0. (2.5.e) 
The main difference between a free-time control model and a fixed-
time control model is that the latter does not have the transversality 
condition (2.5.e). That is, in a free-time problem, the magnitude of the 
terminal value at the time to quit production, 3iji/3t, is also important, 
not just its derivative with respect to the state variables, 3^/3x^, as 
in a fixed-time problem. The transversality condition plays an important 
role in this type of control problem. For example, it tells us that the 
discounted shadow value of an additional unit of the state variable, x, 
at the end of the production plan, t^, should be equal to the marginal 
contribution of this variable to the salvage value function—given by 
condition (2.5.d). It also tells us that the time to quit production, 
t^, should correspond when the opportunity cost of delaying the sale of 
the production asset (i.e., land) is bigger (or equal) to the net returns 
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(profits minus user cost) from production—given by equation (2.5.e). A 
more detailed discussion for various end point conditions in control 
theory can be found in Kamien and Schwartz (1981, pp. 143-148). 
The control problem to be presented in the following sections 
requires an extension of the single, free—time control problem. The 
free-time control problem just described applies to only one technology, 
but farmers must choose among many available discrete technologies. 
Given the discrete nature of farmers' technological choice decisions, 
several free-time control problems, one for each technology, must be 
solved simultaneously. The technology, which should be used in any time 
period, is the one that contributes the most to income. Conditions like 
(2.5.e) will be compared simultaneously for all technologies in each time 
period. 
The maximum principle can be thought of as being an extension of the 
method of Lagrange multipliers in mathematical programming to dynamic 
optimization control problems. The costate variables of the maximum 
principle are the dynamic equivalents of the Lagrange multipliers in 
classical optimization and nonlinear programming (intriligator, 1971, 
pp. 351-353). Further, it has been shown that the continuous maximum 
principle conditions are the limiting form for the discrete conditions 
(Dorfman, 1969, Benavie and Gould, 1970, and Benavie, 1970) . 
Consequently, the discrete maximum principle conditions can be derived by 
using Kuhn-Tucker methodology for a finite number of constraints (Holmes, 
1968, Dorfman, 1969, Benavie, 1970; and Burt and Gummings, 1970). Given 
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the discrete nature of farmers' decisions, the model is set up as a 
series of free-time discrete control problems. 
The Control Problem 
Assumptions 
For simplicity, let us consider a farmer operating in an economic 
environment, with constant prices free of risk, where he only produces 
one crop—corn. The farmer has the choice of using n different crop 
technologies ranging from conventional to reduced tillage systems. Each 
system produces different yields and incurs different costs under the 
same soil and fertility conditions. The per acre yield using the &-th 
crop technology, at period t, is a function of the depth of the soil, D^, 
and the level of the stock of soil nutrients, . It can be expressed as 
^ = Y(D^, N^), &=1, ..., n. One of the problems of using D^, however, 
is the difficulty in measuring soil depth. Soil's upper limit is air, 
its lateral margins are barrier areas of rock, but the lower limit is the 
most difficult to define (Sopher and Baird, 1978, p. 2). For a specific 
soil location, it is acceptable to use depth of soil lost to erosion, S^, 
instead of soil depth, D^, since there is a one-to-one relationship 
between the two variables in the following equation: 
St - »0 - (2-6) 
where represents the initial soil depth such that the yield function 
can be rewritten as: 
Y, = Y, (SI , N ); V(&=1, ..., n) (2.7) 
t t t c 
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where it is assumed that /3N^ 2 0 and 9Y^ /8S^ ^  0. In general, 
production will be adversely affected by soil loss. However, positive 
contributions cannot be precluded. If the subsoil is more fertile than 
the topsoil, a rare but plausible condition, then soil loss may actually 
be beneficial. 
As stated previously, crop residues provide soil protection from 
rainfall while seeds are germinated or plants are small. There is a 
direct connection between the kind and amount of tillage, tillage 
depth and the amount of crop residue left on the surface. That is, 
residues may be left on the soil surface, incorporated near the surface 
or plowed under the surface, depending on the tillage management (kind, 
amount and depth). Hence, we assume that the depth of soil lost to 
erosion will change over time according to the following transition 
equation : 
Vl - Sc - <2-8) 
where denotes the amount of soil lost in each time period when using 
the 2-th system. Equation (2.8) gives a gross measure of soil loss, 
since soil formation is not being considered. Soil formation takes place 
mainly from weathering of rock materials and/or by the action of the wind 
(loess accumulation), water (alluvial deposits) and ice (glacial 
deposits) where time plays an important role in soil formation (Sopher 
and Baird, 1978, pp. 13-35). There are, however, strong arguments that 
natural soil formation occurs, in general, at relatively trivial rates 
(Larson, 1981, and Kovda, 1977). Therefore, formulation of equation 
(2.8) is not unreasonable. 
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The change on the stock of nutrients over time is assumed to be 
described by the following equation of motion: 
Vl - ' (2-9) 
where R. denotes the nutrient loss function for the 2-th system and 
t 
which is assumed to be a function of the amount of nutrients on the soil, 
, and the replenishment of the stock by a new application of 
fertilizers, . It is also assumed that 3R/3N is positive and 9R./ 3F^ 
is negative. It is important to recognize that the soil environment for 
plant growth is affected indirectly and directly by the tillage system. 
The tillage system indirectly affects plant growth through the control of 
erosion. Erosion reduces soil water holding capacity and erosion 
depletes the stock of nutrients in the soil. However, the level of 
erosion, among other things, will depend in turn on the amount, depth, 
and timing of the tillage. Plant growth is affected directly by the 
tillage system through its impact on soil bulk density and the nutrient 
distribution within the soil profile. These characteristics of the 
different tillage systems are explained in more detail in the next 
chapter. For the moment, it is important to recognize that, because of 
the above characteristics, crop yield functions are technology dependent. 
In other words, for each tillage system we will need to consider a 
different yield function. Similarly, there is a different operating cost 
for each different technology system. Therefore, there is a different 
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profit for each tillage system. The profit earned by using the &-th crop 
technology at period t is given by: 
F £ (2 .10)  
t 
where is the output price, W represents all the production costs that 
depend on yield, including fertilization to restore plant maintenance 
requirements, is the unitary cost of fertilizers, and F£ is the 
operating cost independent of yield for the £-th system. 
The technology choice problem 
For the sake of exposition, let us consider a farm renter who has 
only two alternatives for tilling the soil: fall tnoldboard plowing (FMP) 
and spring disk (SD). He is currently using FMP. By using the most 
erosive technology, FMP, he must pay higher user costs for depleting the 
soil resources. As soil is depleted, the cost of erosion will change 
over time which may cause the farmer to switch between technologies-
The time to switch from the conventional system, FMP, can be 
expressed as a free-time optimal control problem, such as: 
t 
*-1 
+ Ô ^ V 1 ( 2 . 1 1 )  
subject to: 
®t+i ~ ^rap' 
« t + i  -  " t  -  \ ' -
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c) SQ  = SQ  and NQ  = 
where is the net present value of farming, is a terminal condition 
which will be explained later, & is the discount term, tj^ is the time to 
switch, and, finally, SQ and n^ are the initial conditions for the level 
of erosion and nutrients, respectively. 
In order to solve the above free-time control problem, we transform 
it into a fixed-time nonlinear programming problem through the 
introduction of a dummy control variable constrained to be between zero 
and one. Let us rewrite (2.11) as: 
Tl-1 ^ C + FMI' ) 
max *FMP * ' ' "l ".12) 
t-to t t 
subject to: 
®t+l ~ ®t ^FMP *FMP.' 
c) SQ  = SQ  and NQ  = n^. 
d) 0 < < 1 
where the dummy variable for FMP, and is a fixed time at least 
as large as t^. Notice that t^ = I • 
t t 
Forming the Lagrangian expression for the problem given in (2.12), 
we get: 
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Ti-1 
max - J {5>= 9 
c C Q  t  Z 
t+1 
\+l ^ (^t+1 ^FMP *FNP^^ 
^t+1 ^^t+1 * "^P^ *FMP^ ' ^t' 
+ *^ (1 ~ *FMP^ ) + "t W^  - 0)} - Xq(SQ - SQ) 
- WQ^^O - nq) + a (2.13) 
where is Che costate associated with soil erosion, is the costate 
on nutrients, and 0^ and 0^ are the Lagrange multipliers associated with 
the boundaries of the dummy variable. Differentiating (2.13) with 
respect to (j)^^ , we get: 
" \.l « -FMP - Vl «1^ - «t - "t 
"^^ FMP 
+ S 2n 6) = 0. (2.14) 
Condition (2.14) implies that if: 
OPMP 1 * apMP - "t+l * - * ?1 4* a. (2-15) 
t FMP 
then select = 0, and 8^ = 0, > 0. That is, if at period t the 
net revenue from using the FMP technology is lower than the user cost of 
erosion (which is given within the parentheses of (2.15)) plus the 
discounted value of the terminal condition (notice that since 5 < 1, then 
An5 < 0), then stop using the technology. On the contrary, if at period 
t the direction of the inequality of (2.15) is of opposite sign, then 
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select 4»^^ = 1, and 9^ > 0, = 0. So, keep using the technology. In 
other words, the switching condition says that net revenue, s must 
at least cover the user cost of erosion and the cost of delay to continue 
operating FMP. 
It should be noted that a mixed-integer programming approach will be 
necessary if the dummy variable is only allowed to be zero or one. 
Otherwise, for the exact equality case, 4)^^ can be between zero and one, 
which in this case can be interpreted as a weak condition for stopping. 
As we can see, the introduction of this dummy variable into the discrete 
control problem, together with the conversion of the problem into a fixed 
time problem, helped us to obtain a transversality condition similar to 
the continuous case (equation (2.5,e)). 
Unfortunately, however, is unknown at the time must be solved. 
In fact, is itself a control problem for SD, whose initial conditions 
depend upon the outcome of the solution of as follows: 
T-1 t-t 
t 
t+1 ^^t+1 ^t ^SD 
t+1—t. 
-  ^ - "t * "f 
c-t c-t 
• 9, 6 hi  -  * =, S 
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It follows from (2.16) that, in order to solve this other control 
problem, we need first to know the initial soil conditions, s , and 
^1 
nutrient conditions, n^ . That is, we have an interdependent technology 
1 
choice problem in which the value of the terminal condition, , depends 
on the result of V^. At the same time, however, the solution of 
depends on . 
A further difficulty now becomes apparent. It is impossible to 
know, a priori, whether FMP or SD is the initially preferred technology. 
That will depend, among other things, upon the cost of soil erosion 
incurred to each system. In other words, we must know the costate 
variables to know whether FMP or SD will be chosen first. Evaluating the 
costates requires an optimal solution of the two control problems 
simultaneously. Trial and error approaches could be used by solving each 
control problem and individually for various initial and terminal 
conditions and, with considerable human intervention, an optimum could be 
determined through iteration. But, as soon as we introduce a third 
technology choice, a numerical solution will become intractible. 
One method for solving this type of problem is to combine each 
single free-time problem, , ..., V^, into one fixed time problem 
with the help of the dummy variables, <{>. 
The model 
The problem for a farmer is to select the optimal time path of crop 
technologies, inputs and outputs, where soil productivity and soil 
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management are taken into consideration over a given plan horizon of 
length T. Formally, this can be expressed as a nonlinear programming 
model such as: 
T-l n 
max I I 6 n (2.17) f q **9 
t=o &=i t t 
subject to: 
•> St+I - ^  = X %' 
b) - N; . "c. 
n 
c) .< 1 and each (j). >.0, 
JJ^l \ t 
^ Ng = nq, 
V:(£^l, 2, . n )  a n d  ( t = 0 ,  T - l )  
where all variables are nonnegative, and are defined as before. The 2-
subscript denotes a particular tillage system. Notice that the 
function, of previous formulation, has substituted for a general R 
function that is dependent upon the technology to be chosen. 
Rewriting (2.17) in Lagrangian form we get: 
T—1 n 
max L = I { I 6 +, [Y, (P - W) - W F - F ] 
t=0 t  t  ^ *• 
+ e. af(i - \ *, ) + I a, 0% 
t 5^ 1 t t 
- "t+l <f*'[*t+l - + *(,3^  +1^ ' *t' 
- 0^(^ 0 " =0^  " (2.18) 
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where, again, X^, , 6^ and £2^ are the Lagrange multipliers associated 
with constraints (2.17.a), (2.17.b), and (2.17.c), respectively. (j). and 
t 
are the control variables and and are the state variables. 
Under the assumption that II. is concave and the set of constraints 
t 
((2.12a) to (2.12d)) is convex, there exists an optimal solution ( $* , 
F* , S*, N*) if there exists a unique set of Lagrange multipliers ( X*, 
9*, 0*) that satisfies the following Kuhn-Tucker conditions: 
— for all (&=1, ..., n) and (t=0, ..., T-1) : 
-r • (P, - W) - VN, - * G, . 
- "t+1 * < 0; = 0, (2.19) 
31- = {-w„ - Ô < 0, 
N "^t+l 3F„ 
t t 
and — • F =0. (2.20) 
*1^  &t 
—for all ( ^1, ..., n) and (t=l, ..., T-1): 
- t I •,(?,-») -3J-E- + V , s - \ }s"^ - 0. (2.21) 
«.1 \ , •= 
•sr - - « 157 
+ w^+l = 0. (2.22) 
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where equation (2.19) is the discrete analog of the continuous 
transversality condition (2.5.e). Notice that since we are not using a 
salvage value, then \j,=0, at t=T. Equation (2.20) is the discrete analog 
of the optimality condition (2.5-a). Equations (2.21) and (2.22) are the 
discrete analogs of the multiplier conditions (2.5.b). Finally, notice 
that the partial derivatives of (2.18) with respect to the costate 
variables (X^, u^) reproduce the state equations given in (2.17.a) and 
(2.17.b), respectively. 
Let us proceed to iterate the recurrence relation given in (2.21) 
for t, t+1, ..., T-1: 
\ = J, ^ 
- IST-
3Y. 
+ ... + 5T-(t+l) 2 * (P - W) . 
&=1 T-1 T-1 
hence ; 
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Reducing the above expression, we get: 
T-1 n 
A. = £ 2 (P - w) — Ô 0, by assumption. (2.23) 
J=t &=1 J ^ 
Similarly, iterating the recurrence relation given in (2.22) for t, 
t+1, .., T—1 : 
n 
"t " Jj 15^ * ' "ttl" -
• ix ^ 
^ 'V-
hence: 
- « «7 
3Y^ 
' "1 - "> 
3Y^ 
3Y 
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Knowing that II 6 = 6^^ a)+l^ vs can proceed to reduce the above, as: 
i=a 
- •« 157 
T-1 n J-1 
Â ^ if/" 
Note that from differentiating (2.17.b) with respect to , we get: 
3Nt 3Nj. • 
By successively applying the chain rule for implicit functions: 
so : 
®eH.l »t 
and, in general : 
3N, J-1 
^ = n (1 âl") ; for J > t 
i.=t ®i 
Therefore, (2.24) can be expressed as: 
3Y 
T-l n 3N 
J - * lâT- Tm- ' " >"• ".25) 
J=t ^1 t J t 
by assumption. Let us substitute (2.23) and (2.25), evaluated at t+1, 
into conditions (2.19) and (2.20), so we get: 
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"r - - Vn, - F* - + Gt 
t 
3Y 
T-1 n _ 
= -{ I I 4»^^ CP - w) -gg— 6 la, 
j=t+i je^i ^ ^ 
3Y 
* 'j-ii Â ^ ^"' 
and 
T-1 n 3N_ _ ^ -o 
"« • - VL il ^ ^  ^ 
t 
From a brief inspection of the summation symbols in equations (2.26) and 
(2.27), it follows that once the state variables, and , at any time 
t = T, are known (i.e., = s ^  and , the optimal solution for 
the control variables, F^(t) and <t>^ , are independent of the information 
concerning the controls of the system at periods prior to T (i.e., 
t < T). Therefore, the knowledge of the state variables at any time 
t = T, completely determines the value for aa optimal decision, at any 
t > T. A decision process with these characteristics is called a 
"Markovian decision process" (Burt and Cummings, 1970, and Bellman, 1961, 
p. 139). 
In particular, condition (2.26) says that if, for any 2-th system, 
< - \ n  « n "  ( 2 ^ 3 )  
t 
then, select = 0, V(^1, n). If for some or all systems. 
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\ 2 -\+l « « 1^' (2-29a) 
then select the system which yields the higher net return, that is, (j>g 
"t 
will correspond to: 
max[(n^^ + 6 a^ - S), ..., 
3R 
+ "t+i * Wt+1 *-34^-)] -
As we can now see, conditions (2.28) and (2.29) can be interpreted as th 
transversality conditions for stopping production and switching criteria 
for all technologies considered at the same time, in each time period. 
Thus, condition (2.29), in particular, will tell us what technology 
should be selected first, based on both the profitability of the system 
and the user cost of erosion with the system in consideration. Again, 
because we are not using a mixed-integer programming approach, it may be 
possible to obtain two or more systems being nonzero at the time of 
switching. 
Economic Interpretations 
Some important economic implications are derived from the above 
characterization of the optimal solutions. Given the "Markovian" 
structure of the control problem, we may focus on t=0 without the risk o 
loss in generality. 
From (2.26), the discounted cost of increasing soil erosion in all 
future periods associated with an increase in soil loss in period one, 
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is given by: 
T-1 n =*1, , 
aa. = I I <t>o (p - w) .-5-^ r (2.30) 
^ j=i jjf=i J 
where the right hand side (RHS) of (2.30) represents the discounted value 
of the marginal product (VMP) of the soil stock in period one and future 
periods, up to T-1 (using optimal technology). 
Similarly, from (2.27), the discounted value of increasing the stock 
of soil nutrients in all future periods, associated with an increase of 
the nutrient stock in period one, 5%^, is given by; 
3Y 
T-1 n £ 3N 
° i: il ^ 
where the KHS of (2.31) represents the discounted VMP of the stock of 
soil nutrients in period one and future periods, up to T-1. Notice that 
the marginal values, when multiplied by (9N^), are values which are 
comparable to an increment to stocks in period one instead of period 
J-th. This follows from the implicit theorem of calculus. 
Therefore, from (2.29a), the required condition for selecting a 
particular 2-th crop technology, today (t^t^), requires that the marginal 
benefit of using the 2-th system be at least as large as the user cost or 
present value of future revenue forgone by a decision to use the 2-th 
system today. That is: 
\ > " «"1 1%- (2-32) 
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The first addend of (2.32) represents the discounted cost of a unit of 
soil depth lost by a decision to use the 5.-th tillage system today. The 
second addend represents the discounted cost of a unit of nutrient lost 
by a decision to use the 5.-th tillage system today. Condition (2.29b) 
gives the criteria to select the best technology, among all those meeting 
condition (2.29a). 
Similarly, the optimal condition for investment in replenishment of 
the stock of soil nutrients today (t^t^) requires that the marginal cost 
of using a unit of fertilizer application today equal the present value 
of future benefits acquired by a decision to increase a unit of invest­
ment in fertilizer today. That is: 
therefore, the model just proposed yields the appropriate economic 
decision criterion to select the optimal path of crop technologies and 
fertilizer investment in order to maximize the net present value of net 
cash flows from crop production, ^ en soil productivity and soil manage­
ment are taken into consideration over time. 
Model Applications 
Different decision makers with similar soil physical conditions and 
technologies may have different attitudes towards conservation. As 
stated in Chapter I, farmers may differ in their perception of the 
erosion-productivity impacts. They may differ in their ability to 
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"capture" productivity through salvage value. They may have different 
land tenure status, they may attach different learning and adjustment 
costs to the use of new technology. Individual personal characteristics 
(i.e., age, education, etc.), life style, and other social attributes may 
be as important as market and agronomic conditions for explaining an 
individual's choice for conservation. Furthermore, because the social 
rate of time preferences may embody an ethical judgment, reasonable 
people can disagree over the cost of soil erosion with no resolution. 
These factors aay explain why adoption of soil conservation practices 
might not occur at an acceptable rate. 
In this section, we are simply looking at how the various specifica­
tions can be modeled. In particular, we are going to show that these 
factors affecting the adoption of soil conservation tillage can be 
analyzed within the context of the proposed model. Three types of 
decision makers are considered: land owners, renters and the public 
sector. 
Land owner operators versus renters 
Some past research on conservation issues has focused on the 
question of land tenure and its implications for soil conservation. For 
example, in an empirical study for the Palouse area, Hirman, Mohasci and 
Young (1983) reported that land owners and land renter-operators differ 
in their attitudes towards conservation. In another study, Lee (1980) 
found that there was no significant difference in mean rates of erosion 
among farmers with different ownership arrangements. McConnell (1983) 
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also argued from a theoretical basis that ownership arrangements, like 
family farms and corporate farms, do not differ on incentives for 
conservation. However, owner-operators and farm renters may differ in 
their incentives toward conservation, depending upon the degree of the 
impact of soil erosion on the resale value of the land. 
For simplicity, let us assume a land owner-operator has a choice of 
producing or selling his land. The land resale value, , is independent 
of the soil physical conditions. For example, let us assume the price of 
land is actually determined by capital gains in the form of land 
appreciation rather than current returns to land (or asset value). In 
fact, it has been argued that capital gains (coming from farm real estate 
and farm debt) are the major factors affecting land prices rather than 
current income from production (Melichar, 1979, and Reinsel and Reinsel, 
1979). 
Accordingly, to this assumption we may write the farmer's economic 
problem as ; 
T-l n n 
max L = I { I 6 ()>. H + 8 6 (1 - % (j) ) 
t=0 2^1 t t 5?=1 t 
* X \ ^ - j; 
- - "c • kOIJ - - Sg) 
- Uq(Nq - nq) + gt & t (2.34) 
where, by assumption, 3V /3S = 3V /3N = 0, and t is the time for 
1 ti I ti 1 
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ceasing production and liquidating the land. From the Lagrangian 
expression given in (2.34), the transversality condition for stopping 
farming is given by: 
I I +& 
h < - Vl « « il;- - ». <2 35) 
^ t 
V:(5^1, —, n) and (t=0, —, T-1) . 
As we can see, condition (2.35) differs from condition (2.28) because now 
we bring a new element, the opportunity to sell the land, into the 
farmer's decision criteria. If the price of land is high enough, it will 
be more profitable for the farm owner to sell the land than to retain it 
for production. Note, however, that both owners and renters will have 
the same cost of erosion, that is, and are the same for the 
owner as for the renter. Their incentives for soil conservation remain 
the same, since all crop technologies are being rescaled by the same 11 \ 
factor (-6 V^^n 5). Hence, we may conclude that if land prices 
are only affected by capital gains, then farmers and renters may have the 
same erosion rates. 
Now suppose land prices are determined entirely by current and 
future expected returns to land. In particular, let us assume that the 
farm resale value is affected by the erosion and fertility conditions of 
the soil resource. That is, we assume that V = V^(S^, K^) and 
3V^/3S^ < 0 and > 0. The farmer's problem, then, can be 
expressed as: 
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T-1 n n n 
max L = I { I * n, + 8 - % *, ) + I 0, 6^ * 
t=0 Jt=l t t S^l t &=1 t t 
- «"'iVi - "t * W>I> - X^(S„ - s„) 
- UqCNQ - iIQ) + 5^ V^(S^, N^). (2.36) 
Hence, the transversality conditions for a maximum or (2.36) are: 
.) \ <-x„i a » Vi «1^. 
T \ 
V:(&=1, ..., n) and (t=0, 1, ..., T-1), 
(2.37) 
b) = av^/as^ and = 3V^/3N^, 
V: (t=T) . 
Iterating the recurrence relation given in (2.21) and (2.22), for 
t, t+1, ..., T, we obtain the following two Lagrangian multiplier 
expressions : 
Sv 
T-1 n a 3V 
\ = i i *, (p - w) "3^ 6^"" + < 0, (2.38) 
^ J=t &=1 t "^^T 
and 
3Y 
T-1 n 3N^ ^ ^ 
• Jt 
+ làr4îr > (2.39) 
T t 
where and are the costates associated with the soil depth lost to 
erosion and stock of nutrients, respectively. 
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Let us concentrate on t=0. The discounted cost of increasing soil 
erosion in all future periods associated with an increase in soil loss in 
period one can be expressed as : 
n J T 3V 
= I I (p - w) 6r + ar-r-L (2.40) 
^ J=1 
The expression consists of two parts: the discounted VMP of the soil 
stock in period one and future periods up to T-1, and the discounted 
marginal loss of the soil stock associated with the land resale value at 
the end of the plan horizon. An analogous interpretation is obtained for 
. Hence, from the RHS of (2.37a) we may conclude that the "user cost," 
or present value of future revenues foregone by a decision to use the SL— 
th system today, are greater when land resale value increases the cost of 
a unit of soil lost and the cost of a unit of nutrient stock lost, by 
using the 5.-th tillage system. Under these circumstances, therefore, 
farm owners will have a greater incentive to adopt conservation tillage 
than farm renters simply because the cost of erosion is higher for owners 
than for renters. 
One implicit assumption in this former case is that owners and 
renters differ on their plan horizons. That is, the supply of land can 
be regarded as fixed. Therefore, the farmer's asking price (or land 
value perceived by them) can be appropriately modeled as an expected 
economic rent (or quasi-rent). This economic rent is interpreted as the 
remuneration left to land (given management skills and operator labor) 
after all variable inputs have been paid. Hence, this quasi—rent is a 
function of expected yields, input and output prices, interest rates, and 
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financial market conditions, such as property taxes and transaction costs 
(Robison and Burghardt, 1983). Using this theory of land value, we may 
propose that the economic problem of a farm owner is to maximize the net 
present value of net cash flows from the land resource over the plan 
horizon of length T, plus the value of the land at the end of his plan 
horizon. The terminal value may reflect a bequest motive or simply the 
conversion of land equity into income. The optimization model can be 
expressed as : 
max I ^ I I ^ }, or 
t=0 A=1 t t J=T &=! J J 
jo il \ "•") 
subject to constraints (2.17a) to (2.17b): 
V:(2=l, ..., n) and (t=0, 1, —, "). 
By comparing (2.41) to (2.17), it is clear that the only difference 
between renters and owners is the absence of land resale or salvage 
value. This means there is an implicit length difference on their plan 
horizons. Hence, even if both face the same market and soil conditions, 
they may differ in incentives for conservation. For the owner, the 
discounted cost of soil erosion is: 
n 
= I I (2.42) 
^ J=1 SL=1 J S J 
(and also G^^), which is measured over an implicit infinite horizon. 
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However, rental markets can theoretically capture or reflect landlords' 
valuation of soil losses. Through arbitrage, there may be no difference 
in the user costs for renters and owners. Furthermore, it should be 
clear that the impact of erosion on soil productivity will be the primary 
factor that determines the difference in use of conservation technology 
between owners and renters. 
Private versus public interest 
If the market is unable to internalize environmental costs due to 
soil erosion, such as loss of water quality, then optimal social 
management calls for some government intervention. In other worlds, the 
use of corrective measures, such as sediment delivery controls, taxes and 
subsidies may be required to reduce soil erosion. 
In the absence of market externalities, a question remains as to the 
capacity of markets to provide an optimal balance between depletion and 
conservation of the soil resource. There are some economists who argue 
that there should be no time preference discrepancies between society and 
farmers if financial and real asset markets work efficiently (McConnell, 
1983). In this case, the optimal path for the private sector should 
reflect social preferences for conservation and any deviation from this 
path will result in a real social loss. In other words, if capital 
markets work efficiently, then the social discount rate should be equal 
to the private discount rate and, therefore, society's cost of erosion 
should be the same as that given in (2.42) for farm owners. In the real 
world, however, markets are far from perfect. This is especially true 
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in agriculture \Aere various forms of price intervention, regulation, 
capital rationing, weather variability, externalities, and uncertainties 
problem of equitable distribution of wealth among generations. Society 
tends to weigh higher the well being of the future rather than market 
does (Page, 1977). Hence, the user cost of erosion will be higher for 
society than for the market, simply because 6-public is higher than 5-
private. 
There is another aspect of conservation that needs to be considered. 
Conservationists may advocate more conservation of land resources than 
markets do because they are more concerned with meeting future world food 
demand, than with the maximization of economic returns. In other words, 
conservationists may be more interested in maximizing production of food 
over time, rather than profits over time. In this rather extreme 
situation, production resource efficiency is ignored—the cost of 
production is not taken into consideration. That objective for an 
individual farmer can be expressed as: 
occur frequently. Furthermore, markets cannot be expected to solve the 
max L = 
(2.43) 
58 
where (2.43) differs from (2.42) in that Y is the maximand and 
t 
Ô > 6 , 
p market 
Certainly, as we can see, there are many economic, as well as 
ethical, reasons as to why public interest may differ from private 
interest on soil conservation. Again, the differences in activities 
towards conservation will depend ultimately on the degree of the impact 
of soil erosion over productivity. 
Technological change and adjustment cost 
New adopters of more sophisticated conservation tillage systems are 
likely to commit management errors that are immediately associated with 
lower revenues. Farmers may legitimately attach a subjective "cost of 
adjustment" when considering the possibility of adopting a new 
conservation technology. It is possible, also, that learning costs may 
include some switching costs from technology to technology. In any case, 
optimal management will require a period of learning and identifying and 
overcoming the problems associated with these techniques. This "learning 
cost" can be modeled as a temporary yield penalty for the particular 2-th 
system in consideration, such as: 
1 't'ji 
where (< 1) is a weighting factor that depends on a farmer's management 
skills, education, and the tillage system itself. The power (}. <j>A^) is 
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t \ 
used to describe an asymptotic decay of this learning cost, q. g , 
as the more years of experience the individual has with this particular 
system. This being the case, the criterion condition, (2-29) and (2.28), 
to select a tillage system is : 
I 
- 4 '(1 4. ta ç^)l - «) - «K - Fj 
" (2-45) 
V:(&=1, , n) and (t=l, ..., T-1). 
The tillage system selected will correspond to the one that yields the 
higher value for (2.45). Notice that while the profits for these new 
systems may be reduced due to this adjustment cost, the "user cost" for 
all systems is also reduced. For example, the discounted cost of erosion 
is : 
T-l n J *2 
il ^  1S7 - 4 ' - • <2.46) 
The cost of erosion is lower in the presence of learning costs. More 
familiar systems (i.e., conventional tillage systems) appear more 
attractive to the farmer because there are no adjustment costs 
(Ç = zero), and, because the existence of adjustment costs in the other 
alternative systems will reduce the erosion user costs of these more 
traditional systems. 
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Finally, anticipated technological change that enhances future crop 
production may encourage more conservation, simply because the cost of 
erosion will be higher. For example, if technological change is Hicks 
neutral, the erosion user cost is : 
T-1 n *^4 
GA.., = I I ar 4 p-J t(P - W) (2.47) 
J=t+1 t ^ 
where (p > 1) is the augmenting factor in the Hicks neutral technical 
change [p^Y. (S , N )]. Therefore, any technological advance that 
&t t t 
increase future revenues from crop production, will encourage soil 
conservation. 
Summary 
From the above analysis, we may conclude that major economic issues 
related to incentives and disincentives for soil conservation can be 
investigated in both analytical and empirical ways through the use of the 
control theory model. More importantly, the model proposed here 
recognizes that the choices facing producers are between discrete tillage 
technologies. Valuing the user cost of erosion requires an optimal 
control solution to compute the costate variables corresponding to the 
change in soil characteristics over time. With discrete packages of 
conservation technology, the same system may be chosen for a range of 
different erosion user costs. 
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Another important aspect introduced in this chapter is that 
interdependent, discrete, free-time control problems can be solved by-
converting the individual free—time control problems into one fixed-time 
control problem with the help of dummy variables for each technology 
package. 
In the next two chapters, we describe the process followed to obtain 
the technical relationships—production functions, equations of motion— 
needed for constructing an empirical model. We also will present the 
quantitative approach, or computational method used to solve large 
constrained optimal control problems such as the one specified in this 
chapter. 
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CHAPTER III. THE PRODUCTION FUNCTIONS FOR THE CROP TECHNOLOGIES 
In order to make the empirical analysis, we need first to estimate 
the response relationships (or production functions) for each tillage 
system and the transition equations (or equations of motion) for the 
stock of soil and the stock of soil nutrients. This chapter presents, in 
detail, the various steps that were required to estimate the response 
relationships for each crop technology system. 
Agronomic and Economic Specifications of Response 
Relationships: An Overview 
An important decision required in any empirical study is the 
selection of the algebraic form of the production function. Numerous 
algebraic equation forms can be used to represent the response 
relationship. Guides to select the appropriate form may come from 
previous empirical studies as well as on the theory of the sciences 
involved. Because of this, the selection of any specific functional form 
automatically imposes certain assumptions about the technical 
relationships involved (Heady and Dillon, 1972). One problem faced in 
this study was to select an algebraic form which is consistent with the 
soil erosion-productivity process. This section presents a brief 
literature review of some agronomic and economic specifications of 
response relationships. 
For an economist, the production function is an algebraic 
relationship describing the maximum output rate that can be obtained from 
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any possible input combination. According to this definition, technical 
efficiency is presupposed. The correct utilization of any particular 
input is regarded as a technical, not an economic, problem. The economic 
problem is to select the best input combination and output rate based on 
output price and factor costs (Henderson and Quandt, 1980). Several 
possible forms of input/output relationships have been developed by 
economists. The most widely used and best known are: 
Linear production function: 
y = + bx + czj which has cn elasticity of substitution, 
a = ", because the isoquant is linear. 
Fixed proportion or Leontief production function: 
y = min(ax, bz), which has an elasticity of substitution, 
a = 0, that is the isoquant forms a right angle. 
Constant elasticity of substitution (CES) production function: 
-1/ P 
y = S ( a  X + b Z ) 
where p is the substitution parameter and a = 1/(1 + p) is the elasticity 
of substitution between the inputs factors (x and z). The CES family 
contains the first two production functions mentioned above plus the 
Cobb—Douglas production function: 
y = A where a.. = 1. 
xj 
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Constancy of the elasticity of substitution has proved to be a fruitful 
point of departure for the analysis of production with one output and two 
input factors. However, for more than one output or more than two 
inputs J the assumption of constant elasticity of substitution between 
factors of production is severely restricted to additivity and homothetic 
factor relationship. 
Christensen, Jorgenson, and Lau (1973) developed a test of the 
theory of production that does not employ additivity and homogeneity. 
This is accomplished by representing a production frontier by functions 
that are quadratic in the logarithms of the input quantities and outputs. 
This permits a greater variety of substitution and transformation 
patterns than frontiers based on constant elasticities of substitution 
and transformation. This production relationship is called the translog 
production frontier. This flexible function^ places no a priori 
restrictions on the Allen partial elasticities of substitution and can be 
interpreted as a second-order approximation to any production frontiers. 
A second—order approximation to the production function: 
y = f(x), 
where 
^Another flexible function is the generalized Leontief functional 
form; 
y = * + I a 4n X + I 1 g. xl/2 
which was used by Diewert (1971). 
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X = x^]', is the Taylor series quadratic expansion:^ 
y(x) = fCx*) + I -^1 * (x. - %*) 
i-l i 
T I I -57%-L* * (%: - xt)(x. - %$). + ^  y y ' 
2 iii jii 9x.ax^ |x* "^i "j-
The point around which Taylor's approximation is taken is 
X* = [x*, X*]. Therefore, the translogarithmic production function 
is written as: 
n . n n 
y = Any = a + I a. £ii X. + ^  I I 3 ., An X . £n X. 
" i=l - i=l j=l ^ J 
where 
^Any function f(x) that is continuous and has a continuous p-th 
derivative can be written as: 
f(x) = fCa) + (x - a) f ' (a) + ^^ 2' — f * ' (a) 
+ f"(.) - ... * ;,*)' fW(.) t Ep , J. 
where a is any fixed number in the domain of x and 
f(a) = f(x) 
x=a. 
Vi 
= remainder. 
The series given above is called the Taylor's series expansion of f(x) 
about the point, x = a. 
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a. 
0 
f(x*) 
a =1^1 
i 3x. X*' 
1 
Q SS 
il 3x. X. X* 
1 J 
9x. 3x. X* 
J 1 
g.., and 
-11 
a quadratic equation. These types of flexible functions have been widely-
used in later years (Burgess, 1974, Denny and Fuss, 1977, Griffin, 1972, 
and Ibanez—Meier, 1980) mainly because they do not impose a priori 
assumptions about the elasticity of factor substitution. There has been, 
however, some later criticism on the statistical performance of this kind 
of flexible function, especially in the case when there exists some type 
of specification error, such as errors in variables (Chalfant and 
Gallant, 1982). 
Another popular type of production function is the quadratic 
response relationship: 
where the corresponding isoquants are not asymptotic to the input axis 
(as it is in the case of the Cobb-Douglas, for example) and the 
elasticity of substitution is not constant. This function can also be 
regarded as a second-order Taylor approximation to the true functional 
form. The Quadratic function also contrasts with the linear and the 
power function (i.e., the Cobb-Douglas) in that its surface can possess a 
Y - a  ^  ^b,;, - b,x2 - bjXjXj 
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distinct extreme point denoting a maximum output for a single combination 
of the factors of production. 
Agriculturalists have also long conducted research providing 
information on the nature of the agricultural production function (Heady 
and Dillon, 1972). However, in the past this type of research was often 
conducted without a formal economic concept of the production function. 
Heady and Dillon (1972, pp. 1-2) describe this problem. 
More typically, (agronomist) research was designed on the basis 
of discrete phenomena wherein two or a few treatments were used 
to provide point estimates of crop or livestock output 
resulting from input of factors—materials representing treat­
ments.... More frequently, the experimental designs and 
statistical procedures used have only allowed indication of 
whether mathematically significant differences exist between 
the yield or output level of two or three discrete treatments 
or input levels.... In many cases, research workers in 
biological fields have been concerned only with estimating 
output from a specific quantity of new material which serves as 
an innovation. 
There are biological agricultural studies, however, where continuous 
functions have been specified to evaluate output/input responses and most 
of this type of research leads to (economics) production function 
analysis. 
Agronomists rely on two basic assumptions when they estimate crop 
yield functions. These assumptions are: 1) Liebig's "law of the 
minimum," and 2) Mitchelich's "principle of relative yield." The law of 
the minimum says that the yield of any crop depends on the quantity of 
the most limiting nutrient factor. If another factor not at the minimum 
is increased or decreased, the yield would not be affected. Thus, the 
implication of this first assumption is that there is no nutrient 
substitution. 
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The principle of relative yield postulates that the yield functional 
form can be expressed as : 
y = A g[(i-th nutrient)/W, S, G, 0] 
""i 
where A is a parameter representing the maximum attainable yield, given 
some weather condition, W, soil characteristics, S, genetics, G, and 
other factors, 0 (e.g., plant population), and, g(N) denotes a relative 
response function which can assume values between zero and one. As we 
can see, this principle implies both the existence of a yield plateau and 
the separability of nutrients inputs. This notion of a maximum yield 
plateau is also found in various functional forms proposed by some 
agronomists, such as the Spillman production function, Y = M - AR*. 
Where Y again measures total output and X total input, R is a constant 
ratio of successive increments to total product, A is the total increase 
in output which can be attained by increasing X, and, finally, M is 
maximum total output which can be attained by use of the variable 
resource (Spillman, 1923). 
Another familiar exponential function, Y = A(1 - e*), has been used 
often among agronomists where A and X denote, again, the plateau and 
total inputs, respectively. The law of the minimum, involving two or 
more macronutrients, is also supported by some agronomists like Barber 
(1973, p. 210) who argues that substitution is almost zero between 
phosphorous and potassium in the plant, and Tisdale and Nelson (1975, p. 
616) who wrote, more explicitly. 
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"when an economist refers to two nutrients as substitutes, he 
means that both will have the same effect on yield.... The 
concept of substitution refers to economic substitutes (i.e., 
they both increase yield) and not physiological substitu­
tion. ... Hence, the substitution concept is not a sound long­
time approach." 
Some economists have been using these two agronomist principles, like 
Perrin (1976) who found equal results between linear response plateau 
functions (LRPs) and second-order polynomial functions, and Lanzer and 
Paris (1981) who have been using a modified LRP function using a modified 
version of the Leontief production function. 
Data Sources 
Accurate estimates of the impacts of soil erosion on crop 
productivity are essential for optimal decision and planning in the soil 
resource allocation problem. As was mentioned before, field experiments 
conducted towards this direction are very limited, both spatially and 
temporally. The high cost of experimentation and the many years of data 
required limits the value of field research. The National Soil Erosion-
Soil Productivity Research Planning Committee of the Science and • 
Education Administration-Agricultural Research (1981) has strongly 
emphasized mathematical modeling research based on the physical process 
of soil erosion as the most effective approach for studying erosion-
productivity relationships. However, this type of research is also very 
limited. 
Considerable effort and time has been used to find good quality data . 
that would allow for a reasonable empirical economic analysis of the 
dynamics of soil erosion and conservation in Iowa. Three different 
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sources have been carefully examined as potential data bases for this 
study. The first was an extensive data set accumulated by the Center for 
Agriculture and Rural Development (CARD) at Iowa State University (Pope, 
Bhide and Heady, 1982). This is mainly a secondary-data source. The 
data were collected from information provided by a committee of experts 
formed from various departments at Iowa State University and the U.S. 
Department of Agriculture. Physical and economic data representing soil 
erosion situations at the state level, including crop rotations, tillage 
systems, and supporting practices, are provided in this CARD study. 
These data were mainly produced to construct a linear programming model 
which in turn was used to evaluate different soil and water conservation 
practices for different economic situations in the state. Unfortunately, 
this large data set was not suitable for estimation of the dynamics of 
erosion-productivity relationships. Another source that was searched was 
the Four—Mile Creek Watershed Survey (Miranowski, Monson, Shortle and 
Zinser, 1981) . Unfortunately, none of the farmers interviewed reported 
the use of narrow strip conservation tillage. Also, the survey does not 
contain data that would permit estimation of the erosion-productivity 
effect. 
Because of the lack of extensive and reliable survey data 
(especially time series data) about soil erosion—productivity situations 
in Iowa, it was decided to use field research results in combination with 
a plant growth computer model that simulates erosion impacts on 
productivity over time. This procedure, with its recognized statistical 
limitations, should permit better estimates of the long-run erosion 
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impacts on the environment for plant root growth, water uptake, loss of 
nutrients, and soil productivity capacity, under the consideration of 
different tillage systems. Obviously, the results obtained are very 
specific to location and soil characteristics of the site on which the 
field experiment is conducted. Therefore, extrapolation of research 
results to other location areas should be made with discretion. 
The tillage-field experiment 
Data about crop residue and yield performance for different tillage 
systems were obtained from a five-year tillage experiment on soils from 
the Clarion-Nicollet-Webster soil conservation area, conducted near Ames, 
Iowa (Erbach, Lovely, and Ayres, 1980). Conservation and conventional 
tillage systems were evaluated for continuous corn production from 1971 
to 1975. 
Three tillage systems were selected from the seven systems that were 
evaluated on the continuous corn field experiment. These systems are: 
1) fall moldboard plow (FMP—conventional system), 2) spring disk (SD— 
full-width system), and 3) till-plant (TP—narrow-ridge strip tillage). 
Table 3.1 shows the field operations typically performed for each of the 
corn production systems. Each system was applied to a one-acre plot and 
each treatment was replicated four times each year. An analysis of 
variance (ANOVA) and contrast tests for comparison of means on the 
effects on crop residue, yield, moisture and plant population for these 
systems are reported in Table 3.2. 
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Table 3.1. Typical field operations for FMP, SD, and TP on continuous 
corn (Erbach, Lovely, and Ayres, 1980) 
Operation FMP SD TP 
Broadcast granular P&K^ X X X 
Shred stalks, fall X 
Disk harrow, fall X 
Moldboard plow, fall X 
Nitrogen applied as anhydrous ammonia X X X 
Disk harrow, spring X 
Spiketooth harrow, spring X 
Offset disk, spring X 
Plant, double-disk openers X 
Idem, with coulter X 
Plant, till—planter X 
Preemergence herbicide X X X 
Early shallow cultivation X 
Insecticide X X X 
Sweep cultivation X 
Rolling cultivation X X 
Ridge cultivation X 
Harvest X X X 
= phosphorous and K = potassium. 
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Table 3.2. ANOVA and contrast: tests for FMP, SD, and TP on the effects 
on: residue, yield, moisture, plant population^ 
—Residue (significant) 
= 25.30 vs. F.05, 2, 21 = 3.47 (24 obs) 
(WD, LSD, OMR, SNK):^ 
TP = 79.45%, SD = 59.81%, FMP = 20,51% 
—Yield (not significant) 
F^^ = 0.98 vs. F.05, 2, 57 = 3.18 (60 obs) 
= 136.276/acre, FMP = 140.92, SD = 134.52, TP = 133.36 
—Moisture (not significant) 
F^g = 1.05 vs. F.05, 2, 57 = 3.18 (60 obs) 
W = 24%, FMP = 24.88%, SD = 23.76%, TP = 23.60% 
—Plant population^ (not significant) 
y = 22,000, TP = 24,200, FMP = 22,400, SD = 21,200 
®Data provided by Dr. Donald C. Erbach, Department of Agricultural 
Engineering, Iowa State University, Ames, Iowa. 
^WD = Waller—Duncan, LSD (or T—test), DMR = Duncan's multiple 
range, and SNK = Student-Newman-Keuls. 
= overall mean. 
^From table 3, page 8, in Erbach, Lovely, and Ayres (1980). 
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The annual quantity (Ibs/acre/year) of plant residue on the soil 
surface for each tillage system obtained from this experiment was 
transformed to percentage of residue cover per acre by using the 
following formula (provided by Dr. John Laflen of the Department of 
Agricultural Engineering, Iowa State University): 
PRC = 100[1 - e"**] 
where PRC denotes percentage of residue cover per acre, x denotes pounds 
per acre of plant residue, and, finally, a = 4013243.E-10. Surface plant 
residue measures in spring were made for only the last two years of the 
experiment. Because of this, 24 observations (pooled over the last two 
years) were obtained for the one-way ANOVA. The various tests perform 
show that the differences in crop residue left by these three systems 
were statistically significant and that the till-plant system provided 
the most residue protection, while the conventional system provided the 
lowest. 
The statistical tests for the 60 observations (pooled over the five 
years) on yield, moisture and plant population show no significant 
differences on the respective means. The results on yield, however, are 
due mainly to the unusually favorable weather conditions in 1972. For 
the remaining years, the data show a tendency for a constant difference 
in yield among these three systems where FMP always seems to perform the 
best followed by SD and TP, respectively. Yield differences among 
tillage systems on the colder and wet soils of North Central Iowa may be 
due to low temperatures. Excessive moisture retention by residue. 
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associated with low temperatures, tends to produce lower yields. On the 
other hand, in drought periods with severe moisture stress, conservation 
of soil water through crop residue has been one of the major advantages 
of the no-till system. 
Another important aspect to consider is the effect of these three 
systems on the soil structure and the distribution of the stock of 
nutrients on the soil profile. An analysis of variance was used to test 
differences on the location of phosophorus and potassium from all the 
systems used on the field experiment. The results are reported in Table 
3.3. Beginning from the third year of the experiment, there was 
statistical evidence that different systems differ in the distribution of 
plant nutrients within the top six inches of the soil profile. Reduced 
tillage systems also reduce mixing of the soil. When the soil remains 
undisturbed for some period of time, organic matter and nutrients tend to 
accumulate in the top layers of the profile. Figure 3.1 shows 
hypothetical percentage distribution of nutrients in the top 16 cm (six 
inches), for the three systems. When the conventional moldboard plow is 
used, the blending of the soil is more complete, thus, a more even 
distribution of the nutrients is expected under this system. By 
contrast, as we move from FMP to SD and TP, respectively, greater 
concentration of nutrients may occur. Blevins, Smith, Thomas, and Frye 
(1983) reported accumulation of organic matter in the first 5 cm for a 
no-till system was twice as large as for the conventional system. 
Similarly, soil strength, aeration and bulk density are affected in a 
different way by different tillage systems. Reduced tillage systems 
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Table 3.3. Effects of till systems 
and potassium^ 
on amount and location of phosphoru; 
Depth Fts^ Statistical^ 
Year (inches) Phosphorus Potassium significance 
1971 0-3 1.08 .91 N-S 
3-6 5.62 1.43 S 1-(P); N-S(K) 
6-12 1.94 1.69 N-S 
12-24 .71 .62 N-S 
1972 0-3 2.16 2.28 N-S 
3-6 .89 .39 N-S 
6-12 2.54 2.32 N-S 
12-24 .49 .55 N-S 
1973 0-3 9.83 8.09 S 
3-6 3.26 3.52 S 
6-12 2.28 2.39 N-S 
12-24 2,43 .89 N-S 
1975 0-3 11.80 8.04 S 
3-6 2.88 3.32 S 
6-12 2.05 1.65 N-S 
12-24 1.48 1.34 N-S 
®Data provided by Dr. Donald C. Erbach, Department of 
Agricultural Engineering, Iowa State University, Ames, Iowa. 
^The seven tillage systems of the field experiment were taken 
into consideration (Erbach, Lovely, and Ayres, 1980). 
^n = 28 obs/year, critical value = F.05, 6, 21 = 2.57. 
15.0 -4 
1 1 1 1 1 1 1  
0 1 
^ Till-plant 
\ 
^ Spring disk 
\ 
\ 
\ \ 
Fall moldboard plow 
3 4 5 6 7 8 9 10 11 12 13 14 15 16 
»vl 
Depth (centimeters) 
Figure 3.1. Average percentage distribution of nutrients in the top 16 cm (6 inch) 
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also tend to reduce soil strength and decrease bulk density of the soils 
while soil compaction tends to increase with the conventional systems. 
The heaviest the equipment and the more times the field is tilled, the 
more compaction of the soil will result (Elkins, Thurlow and Hendrick, 
1983, and Voorhees and Lindstrom, 1983). 
As we can see, these three tillage systems interact in a different 
manner with respect to both the crop residue protection and soil physical 
conditions through mechanical mixing of the soil. Therefore, these three 
systems clearly represent three different crop technology choices. 
The field experiment was very helpful in clarifying some important 
aspects of yield, crop residue and soil-mixing impacts that are 
obtained with each tillage system. Information about the erosion-
productivity impacts, however, cannot be obtained from this experiment, 
simply because it only has five-year data available, and the study 
requires many years of time—series data. Therefore, it was necessary to 
resort to an alternative data source—the plant-growth simulation 
computer model. 
The plant growth computer model 
Brief description A modular Fortran model that estimates the 
soil's capacity to produce corn was developed in the Department of 
Agronomy, Iowa State University. In particular, this model was developed 
to estimate potential corn plant production based on the capacity of the 
soil to supply a favorable environment for root growth and nutrient and 
water uptake. Three separate indexes are estimated within this model: 
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potential yield index for water (PYIW), for phosphorus (PYIP), and for 
potassium (PYIK). The root plant distribution on the soil profile is 
predicted by a root growth simulation that takes the following factors 
into account: soil strength, soil aeration, soil bulk density, soil 
water potential, soil temperature, soil salinity and soil pH. Potential 
yield indexes for each nutrient are obtained by predicting potential 
nutrient uptake as a function of soil fertility and root density within 
each layer. Finally, the yield index for water is obtained by predicting 
potential water uptake as a function of root density and water 
availability. More details on this model can be found in Craft (1984) . 
Most importantly, this model can be used to simulate root growth 
distribution and nutrient and water uptake as erosion changes both the 
soil physical environment and nutrient availability. For example. 
Figure 3.2 shows the model predictions, in a three-dimensional space, for 
root distribution when there is no erosion and when 30 cm of soil were 
removed by erosion in a Shelby clay loam soil. In this figure, the 
crosshatches show the extent of root growth. With no erosion, the soil 
provides a more favorable environment for root growth so roots grow up to 
one meter in depth. In the first 170 days, root growth is mainly 
concentrated within the top 30 cms of the profile. After 250 days, root 
growth is distributed along the 100 cms of the profile. However, with 30 
cms of soil loss, after 250 days, roots grow up to only 70 cms in depth 
and root growth is concentrated in the top 50 cms of the profile. 
Loss of top soil from erosion implies losses in most of the 
available plant nutrients and organic matter. Furthermore, the remaining 
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Figure 3.2. 
Predicted root distribution for . Shelby cl.y lo.m .oil 
81 
subsoil layers are, in general, more compact and have lower water-holding 
capacity. Compaction, in turn, means reduced soil porosity. 
Consequently, increased bulk density values and reduced rates of air and 
water infiltration are obtained. As erosion occurs, soil physical 
properties and fertility levels are changed for a given depth. This, in 
turn, affects root distribution and reduces root length, water and 
nutrient uptake, and, as a result, potential yield is also reduced. 
Consistency with theoretical response functions In the agronomy 
model, three equations are used to estimate yield indexes. The equation 
relating water available to the plant to potential yield is given 
as : 
PYIW = 330.255{1 - exp(-.03041 X Wup)} (3.1) 
where PYIW = potential index for water (bu/acre), and 
Wup = total water available to a plant for a growing season—or 
water uptake (inches). 
The equations relating yield to nutrient uptake for each of the 
macronutrients, are: 
PYIP = 615.671{1 - exp(-.00792 x Np)} (3.2) 
and 
PYIK = 746.804{1 - exp(-.001374 x Nk)} (3.3) 
where, again, PYIP and PYIK denote potential yield indexes for phosphorus 
and potassium, respectively. The total amount of phosphorus and 
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potassium removed by the corn plant for a given area (lb/acre) is given 
by and N^, respectively. 
It is assumed in the agronomy model that the potential yield index 
for a soil corresponds to the one that predicts the lowest yield among 
the above three indexes. 
With equations (3.1) to (3.3), together with the above criteria for 
the selection of the yield index for a particular soil, we can restate 
the agronomy model assumptions by using a modified expression of the 
Leontief production function: 
PYI = min[PYIW, PYIP, PYIK] (3.4) 
a.x. 
and PYI^ is of the exponential form: A^(l - e ), 
V(i = W, P, K) given in (3.1) to (3.3). 
As we can see, equation (3.4) describes a type of production function 
that is very familiar to economists. As mentioned before, one of the 
main features of a Leontief production function is that the elasticity of 
substitution between factors of production is equal to zero. Because the 
specification of exponential functions of water and each of the 
nutrients, equation (3.4) implictly assumes a yield plateau. In other 
words, the agronomic model is consistent with the "law of the minimum" 
and the "principle of relative yield." 
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Experimental Design 
Technical relationships for the control model were estimated from 
data generated by the agronomy model and data collected from the five-
year tillage experiment. Average data for the region of the study that 
were needed for the plant growth model were obtained from the Soil 
Conservation Service (SOILS 5, 1983). These data contain descriptions on 
the soil's physical and chemical properties. Average soil temperatures 
were obtained from Elford and Shaw (1960). Average rainfall for a 
growing season, average percolation and average runoff for the region 
were obtained from Shaw (1981) . 
The plant-growth model was used to simulate the impact of soil 
erosion in soil productivity and yield. This process is explained with 
the help of Figure 3.3. It was assumed that each tillage system would 
only affect the distribution of the nutrients and the soil bulk density 
in the first 16 cms (six inches) of the soil profile. Five general steps 
were followed to simulate the erosion process. 
The first step: The data obtained on the average amount of 
nutrients (phosphorus and potassium) were distributed accordingly to each 
tillage system—as in Figure 3.1. The shape of Figure 3.3 corresponds to 
a hypothetical nutrient distribution within the soil profile. The figure 
corresponding under this step has been divided into three parts or 
areas—Al, Bl, and CI—each one representing increasing bulk densities. 
The bulk density in Al is affected by the tillage system. The area 
within Al is a hypothetical measure of the amount of nutrients (lb/acre) 
within the first 16 cm depth of soil. 
Figure 3.3. Steps followed in the plant—growth model 
to simulate soil erosion 
The second step: A certain amount of topsoil (i.e., 2 cm) was 
removed, assuming erosion occurs. Consequently, area A2 is smaller 
than A1—that is, A1-A2 = 2 cm of topsoil loss. And, also, the 
distribution of the nutrients in the next 16 cms (i.e., from 2-18) have 
been changed. 
The third step: The nutrient percentage distribution and the bulk 
density were restored again for the top 16 cms (i.e., 2-18) according to 
the tillage system. The amount of nutrients, however, was lower than in 
the first step. That is, the area within A3 is equal to A2 + B2.1, but 
the shape of A3 is similar to that of A1. 
The fourth step: Additional fertilization was made in order to 
restore the original nutrient level (as in step one). So, the area and 
shape within (A3 + A4) is identical to that of Al. 
The fifth step: Additional fertilizer was applied in order to 
compensate for the unfavorable root growth environment (due to soil 
erosion). So, the area within (A3 + A4 + A5) is bigger than Al, but the 
shape (or nutrient distribution) is the same. 
This procedure was repeated for different levels of soil erosion 
(actually, for 0, 2, 4, 6, 8, 10, 16, and 34 cms of soil loss). For each 
level of erosion (with the exception of 0 cm), the yield, water uptake 
and nutrient uptake impacts were evaluated for steps three, four and 
five. In other words, for each erosion level, yield response was 
estimated for low, original, and high levels of fertility. For erosion 
level 0 cm (no erosion), only step one was evaluated. In order to 
generate the data to estimate the yield response relationships, 25 
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different sets of observations were obtained for each tillage system with 
the plant growth model. 
The agronomy model is a fairly sophisticated computer program tAiere 
various subroutines are assembled in a modular fashion to evaluate root 
growth distribution, nutrients, and water uptake in interrelated separate 
steps (Craft, 1984). 
In this section, we describe an enormous simplification of the 
agronomy model. To achieve this, we use some simple regression 
techniques to reduce the agronomy model to a small number of equations 
that can be used or imbedded into the economic maximization problem 
specified in Chapter II. 
In our research problem, we are concerned with three different crop 
technologies and with different soil erosion situations. To represent 
both of these factors, we propose the following modified Leontief corn 
production function for each technology system: 
The Regression Estimations 
min{[Y„ (SI , W), (SI , P^), Y, (SI , K_)]/S*, W*, G*,  0*, Z} 
t t t 
V(A = FMP, SD, TP, and t=0, 1, n) (3.5) 
where : 
= stock of soil eroded (cm), at period t, 
P^ = stock of phosphorus in the soil (lbs/acre), at period t, 
= stock of potassium in the soil (lbs/acre), at period t, 
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W = average amount of water (inches) from rainfall in a growing 
season, 
S* = soil type, 
W* = average weather condition, 
G* = plant genetics, 
0* = other (i.e., average plant population), 
2 = refers to the &-th tillage system, 
V = the yield for the A-th system, at period t, 
t 
= the yield for water, at period t, 
Y = the yield for phosphorus, at period t, and 
Y = the yield for potassium, at period t. 
For a given soil, weather condition, genetics and other factors, the 
yield for the A—th system will correspond to the yield of the most 
limiting factor of production (W, P, K). In addition, the total water 
uptake by the plant can be assumed to be a function of the total amount 
of water from rainfall in a growing season and the water-holding capacity 
of the soil. To this end, we propose the following relationship: 
Wup„ = (a^ + a„ S )W; or 
t ^S. ^ 
= # + o6 S (3.6) 
Z X.  
V(& = FMP, SD, TP, and t = 0, ..., n) 
where: water-holding capacity of the soil = + a S , 
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a, and a_ are fixed parameters, and 
H 
a* = a, W and a* = a„ W. 
h ^Z ^Z ^Z 
Equation (3.6) implies that, for a given average rainfall condition, W, 
and tillage system, the amount of water available for the plant at any 
time t, Wupjj^ , will depend ultimately on the level of soil erosion, S^. 
It also follows that, given certain soil physical characteristics (i.e., 
texture, compaction, permeability, etc.), the water holding capacity of 
the soil at any time t will be determined by the level of . The 
constant parameter in the water-holding capacity of the soil equation, 
a, , can be interpreted as an index for those soil factors that are 
unaffected by erosion (i.e., soil texture), while a^ can be regarded as 
an index for those factors that are affected by erosion (i.e., soil 
consistency, soil structure and soil organic matter content). Therefore, 
substituting (3.6) into equation (3.1), we have: 
PYI = 330.255(1 - exp[-.03041(a* + a* )s ]}. (3.7) 
t 
The agronomy models' yield equation (3.1) for water is slightly modified 
to allow us to include the erosion variable, . More importantly, since 
the erosion damages to the soil's water holding capacity is, in general, 
considered irrepairable, Y can be regarded as a proxy for the maximum 
^Z 
t 
attainable yield (or plateau) that can possibly be obtained with a 
particular crop technology at period t. 
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Likewise, total nutrients available for a plant can be assumed to be 
a function of the stock of nutrients in the soil and the capacity of the 
soil to supply a favorable environment for root growth and nutrient 
uptake. Consequently, we propose the following relationship: 
n = (6* + 6% S )N. , (3.8) 
H 
V(i = P, K; £ = FMP, SD, TP; and t=0, 1, ..., n) 
where: g* and are fixed parameters, 
N. = stock of the i—th nutrient on period t, and 
t 
n^ = i-th nutrient uptake for the A-th system at time t. 
t 
Similarly, the expression within the parentheses of (3.8) denotes the 
capacity of the soil to supply a favorable environment for root growth 
and nutrient uptake, which is assumed to be a linear function of the 
level of soil erosion, S^, where ^ can be regarded as an index for 
those factors that are not affected by erosion (i.e., soil chemical 
properties), and ^ is an index for those factors that depend on 
erosion (i.e., soil consistency). Substituting (3.8) into equations 
(3.2) and (3.3), we obtain: 
PYI = 615.671 {1- exp[-.007921(B* + % S )P ]}, (3.9) 
'p. ' ' 
PYI = 746.804 {1- exp[-.001374(B* + % S )K 1}. (3.10) 
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Equations (3.9) and (3.10) are, again, slight modifications of the plant 
growth model's equations that allow us to explicitly consider the erosion 
variable, , and the nutrient stocks, and . 
Data for plant nutrient uptake and water uptake were obtained from 
the plant growth computer model for various levels of soil erosion 
(ranging from 0 to 34 cms) and different levels of nutrient stocks for 
each tillage system. Table 3.4 reports the results for the regression 
equations given in (3.6) and (3.8). Because of the nonstochastic nature 
of the data source, no statistical test can be performed on the 
coefficients that were estimated since there is simply no error term. 
However, the R-square coefficient for each regression reported in this 
table indicates a very good fit of the data generated by the plant growth 
computer model. Henceforward, we now can proceed to reduce this model to 
a simple system of equations that will allow us to obtain all the 
production relationships needed for the dynamic control model. 
Modification of the Regression with the Field Experimental 
Data: Differential Yield Response 
The yield equations given in (3.1) to (3.3) are to be used as 
relative indexes (and so are (3.7), (3.9) and (3.10)). Consequently, we 
can combine the results obtained with the plant growth model with the 
results obtained in the five-year tillage field experiment such that some 
yield-tillage situations can be specified. One issue considered in this 
research project is the effect of different yield situations for the 
three tillage systems (FMP, SD and TP) on the technology choice control 
problem. Particularly, we would like to have estimates of the case vAien 
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Table 3.4. OLS regression results for water uptake and nutrient 
for each tillage system*'^ 
uptake 
Water uptake^ 
R^-adj. 
FMP and SD 26.730490 -.053527 .9506 
TP 26.769875 -.065549 .9334 
Nutrient uptake^ 
R^-adj. 
FMP—phosphorus .119554 -.000305272 .9884 
FMP—potassium .128455 -.000300447 .9943 
SD—phosphorus .133732 -.000254956 .9946 
SD—potassium .141692 -.000207864 .9934 
TP—phosphorus .139287 -.000381329 .9944 
TP—potassium .150193 -.000399763 .9933 
®Data for the regressions were generated from the plant-growth 
computer model. 
^n = 25 observations per system. 
^Wup = o£j + oe^ S. 
%up = (8%. + S)N^; (i = P, K). 
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all three systems show the same yield performance for a given, soil and 
nutrient condition (8^, P^, and K^) and, for the case when they have 
•different yield performance for the same initial conditions. 
The starting erosion and nutrient levels (in the top six inches) for 
the plant-growth model for each tillage system were: = 0 (cm), 
Pg = 332 (lb/acre), KQ = 1,465 (lb/acre) where the data for each nutrient 
correspond to the average levels for Clarion soils in North Central Iowa 
(data provided by Dr. Richard Cruse, Department of Agronomy, Iowa State 
University). These initial nutrient levels were distributed within the 
soil profile according to the distribution given in Figure 3.1 for each 
tillage system. Using these initial conditions, equations (3.7), (3.9) 
and (3.10) were rescaled for each tillage system, according to the 
following criteria: 
i) for the equal-yield situation: 
0^- - "sd'^ O' ^ 0- ''o' • Vo- "o-
where u is the overall mean for the three systems (136.67 bu/acre) (see 
Table 3.2). 
ii) for the yield-difference situation: 
PQ, %o) = 140.92 (bu/acre), 
^SD^^C ^0' ^ 0^ ~ 134.52 (bu/acre), and 
Y^P(SQ, PQ, KQ) = 133.36 (bu/acre). (3.12) 
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In this situation, initial yields correspond to the average yield found 
in the field experiment for each tillage system (see Table 3.2). 
Table 3.5 reports the coefficients for yield response related to 
water and nutrient uptake for these two situations. Figure 3.4 shows the 
shape of the Leontief production function for FMP in three-dimensional 
space for the second yield situation. In this figure, we can appreciate 
how this type of function is consistent with the two general agronomic 
principles: a) the "plateau" and b) the "no-factor substitution." 
Again, the plateau level will be determined, ultimately, by the level of 
soil erosion which imposes limits to the water-holding capacity of the 
soil. When the level of erosion is zero, the maximum yield is 140.92 
(bu/A) . However, when erosion is 32.7 cm, the plateau for the FMP system 
drops to 134.78 (bu/acre), despite the higher levels of fertilization. 
In Figure 3.5, the isoquants for this sytem are shown. As we see, 
they have the general right-angle shape characteristic of the Leontief 
production functions. The elasticity of substitution between the two 
macronutrients is equal to zero. Furthermore, due to the factor 
separability assumed in the yield function given in equation (3.5), the 
marginal productivity of one nutrient factor will be unaffected by 
changes in the level of the other nutrient factor ((3 Y/3P8K) =0). 
However, the marginal productivity of any nutrient will be affected by 
the level of soil erosion ((3^Y/3S9P) < 0 and (3^Y/3S3K) < 0). This is 
apparent in Figures 3.6 and 3.7. However, it is clear that a low level 
of one nutrient will limit the maximum yield for the other nutrient. 
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Table 3.5. Coefficients for the equations relating yield to water and 
nutrient uptake for each tillage system* 
Water^ 
iiiiage 
system 
*1 «2 D„(i) D,(ii) 
FMP -.8128742009 .0016277561 245 .624379 253.2625118 
SD -.8128742009 .0016277561 245 .624379 241.7603824 
TP -.8140718988 .0019933451 245 .3902173 239.4471309 
Phosphorus^ 
Dp(i) Dp(ii) 
FMP -.0009469872 .0000024181 506 .6112133 522.3652022 
SD • -.0010592912 .0000020195 460 .9473401 453.6960284 
TP -.0011032923 .0000030205 445 .6140233 434.8217323 
Potassium^ 
=ik % D^(i) Dt(ii) 
FMP -.0001764972 ,0000004128 599 .8408977 618.4940317 
SD -.0001946848 .0000002856 550 .7642675 542.1000166 
TP -.0002063652 .0000005493 523 .8361855 511.149438 
^Source: Table 3.4 and equations (3.7), (3.9), and (3.10). 
= -.03041 X (o£j); = -.03041 x ( c^) ; = 330.255 x (RSF^) . 
= -.007921 X (B* ); B_ = -.007921 x ( ) ; D„ = 615.671 
S X (RSF ). P P ^ 
P 
= -.001374 X (et ); 3o = -.001374 x (B% ); 0% = 746.804 
^ X (RSF^) ^ ^ k 
where RSF = rescaling factor (for yield situations (3.11) and (3.12). 
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This arises immediately from equation (3.5)—the Leontief production 
function specification. 
The yield responses for phosphorus and potassium are graphed in 
Figures 3,6 and 3.7. As can be seen, when erosion occurs, the function 
shifts downward and the yield plateau is reduced. But, when the level of 
the other nutrient is reduced, only the plateau is affected. For exposi­
tion, assume that a high level of potassium is maintained (Figure 3.6). 
Assume, initially, there is no soil erosion and we are operating at point 
A (with 280 lb/acre of phosphorus and 125 bu/acre of corn). Then, assume 
erosion occurs. Because of this, nutrients are also lost (i.e., 40 
lbs/acre of the phosphorus stock is lost) and we move to point B with 
only 100 bu/acre of corn. If we restore the amount of phosphorus lost to 
its original level, we shift to point C with the yield equal to 115 
bu/acre of corn. But, if we want to restore the original yield level 
(125 bu/acre), then we need to add even more fertilizer (i.e., 30 lb/acre 
more) such that we can reach point D. Notice that the yield plateau will 
be permanently reduced (because of erosion) despite the higher levels of 
fertilization. 
Using the USLE, average gross soil loss (cm/acre) per year for each 
tillage system was calculated (see Appendix A). The estimates were 
.3274, .0925 and .0732 cm/acre/yr for FMP, SD and TP, respectively. This 
being the case, we can use equation (3.5) to calculate the erosion-
productivity impacts over time for each of the two yield situations given 
in equations (3.11) and (3.12) for each of the tillage system- Figure 
3.8 presents the graph for the initial equal yield situation, (3.11). As 
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can be seen, a permanent yield penalty of approximately three bu/acre of 
com is obtained in 50 years for the FMP system while for the other two 
systems the yield penalty is less than one bu/acre of corn in the same 50 
years. Interestingly, the yield penalty obt-a'n^d for FMP (3/136.67 = 2.2 
percent) in 50 years is similar to the yield penalty (three percent) 
calculated for the same soils by Larson et al. (1982). 
Figure 3.9 shows productivity changes assuming a yield penalty 
exists. Even though the yield penalties for each system remain the same 
(three bu/acre for FMP and less than one bu/acre for SD and TP), the 
yield performance of FMP is much higher than for the other two systems 
over the entire 50 year period. The existence and magnitude of yield 
penalties overwhelms the differences in productivity loss. 
The existence of yield differences between different tillage systems 
is controversial. For example. Pope et al. (1982) state 
"Data on many experiments looking at yield differences between 
tillage systems have been collected from different soils in 
Iowa, Indiana, Illinois,.... Visits have been made with local 
and area extension, and soil conservation personnel, and with 
farmers throughout the state of Iowa who have been using and 
studying various tillage systems. In short, much effort has 
been made in order to determine the differences in yields 
between the tillage systems. It is not clear that there are 
any differences in yields. It is clear, however, that there is 
no consistent evidence that, given proper management, the 
different tillage systems have significantly different 
yields... 
On the other side, considerable yield adjustments for different tillage 
systems are given in a study report prepared by Miranowski, Monson, 
Shortle and Zinser (1981) (see also, Miranowski (1982)). Based on a 
survey of farmers' perceptions, they attached a penalty value for 
different tillage systems, relative to fall-moldboard plow, ranging from 
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Figure 3.9. Decline in yield due to erosion despite high fertilization levels 
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two percent for fall chisel to ten percent for no till. After reviewing 
literature on Iowa experiments and field trials (Erbach, Lovely and 
Ayres, 1980, Erbach, 1982, and Colvin, Cruse, Timmoas and Mussleman, 1981 
and 1982) and having personal interviews with soil scientists, 
agronomists, and agricultural engineers at Iowa State University two 
conclusions were drawn. First, the yield differences between tillage 
systems is very specific to the soil type. If there is any significant 
difference in yields between tillage systems, the reduction in yield 
increases with the more soil-conserving tillage systems. This can be the 
case, as mentioned before, for the soils of North Central Iowa. The two 
different sets of initial yield conditions (at S^, P^, and K^) impose 
different yield performances for the three systems. In particular, the 
underlying question is Aether current productivity differences are more 
important than future productivity loss from erosion in the tillage-
choice decision problem. 
Summary 
Estimates of yield response functions were obtained from combining 
data from: the plant-growth model, and the tillage field experiment. 
The plant-growth model was used to quantify the impact of erosion on 
yield responses and on the soil physical conditions. The tillage field 
experiment was used to specify some important aspects about yield 
differentials, crop residue, and soil responses to different tillage 
systems. 
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CHAPTER IV. THE EMPIRICAL APPLICATION 
Nonlinear Mathematical Programming and Control Theory 
One goal of this chapter is to specify a mathematical programming 
model that will allow us to empirically evaluate the cost of erosion and 
its economic implications for the adoption of crop technologies where 
soil management and soil productivity are considered over time. 
The programming model will contain a set of mathematical equations 
designed to describe the structure of the control theory problem. These 
equations give a mathematical form to the set of analytical assumptions 
adopted. In short, our mathematical model can be described as: 
1) quantitative—a set of inequality and equalty equations; 2) determin­
istic—does not contain stochastic or uncertainty terms; 3) optimizing— 
creates an optimum solution from a finite variety of alternatives or 
feasible solutions; 4) dynamic—yields a solution at each stage of a 
multi-stage decision process, within the context of maximizing an overall 
time dependent objective function; 5) nonlinear—has linear and nonlinear 
equations; and 6) simulation model—aims to be used as an empirical 
technique to assess the impact of different economic factors on the 
optimal solution. 
In particular, the control model is comprised of time, control 
variables, state variables, equations of motion, inequality constraints 
and the objective function. Time is measured in discrete units and is 
defined over the length of an arbitrary finite plan horizon. 
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The nonlinear mathematical programming model (NMP) can be a 
successful approach to solve control problems. As we will show, static 
NMP can be transformed to include time to solve control problems, such as 
those in Chapter II, without major difficulties. 
For simplicity of exposition, assume the farmer's time horizon is 
three years, beginning from period t=0. The problem for the farmer is to 
choose between three crop technologies so that he maximizes the 
discounted net present value of a stream of cash flows from corn produc­
tion. His control problem is given by: 
max VQ = I 6 ^ "^FMP ^P * *SD "sD *TP ^P^ 
subject to: 
^t+1 ~ ®t ^FMP "^FMP * ®SD *SD ®TP *TP ' 
t t t 
•=> *mF^ * \ < 1. and > 0. «d 
d) Sg . and Njj - n^. 
where all variables are defined as before. Rewriting (4.1) in Lagrangian 
form : 
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max VQ ^ * *SD^ "sD^. * *TP^ \p^^ 
" ®t *^(1 " *PMP^ - *SD^ " - °) 
* =SD^ *SD^ * V, «' *TP^ - Vl ^ "'<^.1 -
^FMP "^FMP^ ~ ^ SD ^SD^ ~ ^ TP *TP^^ 
*^t+l ^ '•^t+1 ~ ^ t \^*FMP ' *SD ' "^TP ' ^t' 
t t t 
• =o) - " *o)' (4.2) 
In Che past, control theory problems like these were difficult to 
solve. For example, the dynamic programming solution procedure is done 
in two steps: first, solving the optimal controls (i.e., ** , F* ) as 
functions of the costate variables (i.e., X*, y*), and, second, solving 
the time paths of the costate variables. Dynamic programming requires 
the solution of a two-point boundary value problem. This necessitates 
forward and backward integration for convergence to the optimum. 
Considerable computer memory is needed, even for relatively simple 
problems (Intriligator, 1971, p. 357, and Balakrishnan and Neustadt, 
1964, pp. 91-105 and 107-133). 
With the development of new mathematical programming systems that 
can accomodate large-scale linear and nonlinear models, more complex 
control problems are now potentially solvable. Static nonlinear 
mathematical programming models can be adapted to dynamic problems that 
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are straightforward extensions of those used in solving static nonlinear 
problems. One special advantage of these mathematical programming 
systems is that control problems such as (4.1), can be solved in one step 
without the complexity of former approaches. 
The general programming problem can be described as follows : given 
a set of m-inequality (and equality) equations in n variables that change 
over time, we wish to find nonnegative values of these variables which 
will satisfy the set of constraints (4.1.a) to (4.1.d) and maximize the 
nonlinear time dependent objective function, V^. Problem (4.1) can be 
expressed in primal/dual form as given in (4.3.a) and (4.3.b) where the 
primal constraints of (4.1) are obtained in (4.3.a) by multiplying the 
constraint matrix by the primal variables and comparing them to the 
right—hand side. The first-order conditions for an optimum of problem 
(4.2) are obtained in (4.3.b) by multiplying the transpose constraint 
matrix by the dual variables and equating to the partial differential 
vector (or RHS). For example, dual equation (4) is exactly the operating 
condition for fall moldboard plow, at period t=0, as it was previously 
discussed in Chapter II. That is: 
3R 3V 
-•rap \ ' * -5^  "l « * 
Also, dual condition 1: 
corresponds exactly to the optimal condition for fertilization at t=0, as 
! = 
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given in (2.20). Time paths of the costate variables are given in 
(4.3.b). For example, dual conditions 2, 8, and 13 are the same as 
condition (2.21) 
^0 -
3SQ + *SDo 3Sq + *TPo aSo ^^^r " *)' 
'"nt, ''ip, 
^ 3S^ 9S^ 3S^ ^ ^ ^r ~ ' 
= Qg (transversality condition), 
= 0; since = 0, V:(& = FMP, SD, TP). 
*2 
Therefore, 
2-1 3 T 
An = I I <t>p (P^ - W) r ; V:(& = FMP, SD, TP) 
° J=0 A=1 5 
which is exactly like solution (2.23). Analogous results are obtained 
for UQ, when combining-dual equations 3, 9, and 14. 
Notice that switching conditions for each system are evaluated 
simultaneously for all the systems (i.e., dual conditions 4, 5, and 6). 
In each time period, the simplex algorithm will select the technology in 
which net revenues most exceed the discounted user cost of erosion and 
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nutrient loss when using such a system. In linear programming language, 
the vector of derivatives through SV^/ are the C^'s 
0 
representing the prices or weights on the objective funtion with the 
remainder of each dual equation being the Z^'s (also called the 
opportunity cost). The criterion equation (Z -C) in the simplex 
algorithm will select the dual constraint (Z. - C ), which is most 
J J 
negative, and change the basis accordingly. That is, it will compare the 
opportunity cost of increasing the J-th activity at the expense of the i-
th activity (Z^) to the net returns from the j-th activity (Cj). Hence, 
if net returns (the price) of the j—th activity is greater than its 
opportunity cost, the quantity (Z^ - C^) will be negative and an 
additional unit increase in the j—th activity will increase the value of 
the objective function. 
The major difference between linear and nonlinear programming is 
that the objective function and some constraints are not linear. 
Therefore, a special computing routine is needed to reevaluate the 
partial derivatives of both the objective functions and all nonlinear 
constraints at each iteration. In general, nonlinear programming 
problems are solved in an iterative manner. From an initial feasible 
solution which satisfies all the constraints, gradients are evaluated in 
the neighborhood of that solution so the objective value is improved. 
When a higher value is reached, the simplex evaluation is repeated and 
continues until a maximum is finally obtained. 
The gradient ascendent method is a procedure that systematically 
generates a sequence of vectors or points X^, X^, ..., X^, ... in 
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0 1 K 
such that, f(X ) < f(X )<...< f(X ) < •••, which is used to converge 
to a maximum in a finite number of steps. In generating such a sequence 
of vectors or points, it is necessary to choose an initial point 
satisfying all the constraints. Two basic decisions are then made, 
before the next point is generated: 1) to select the direction along 
which the next point is to be chosen, and 2) to select the step size to 
be taken in the chosen direction. Thus, the ascendent method generates 
by: 
xK+1 = %% + t^d^, K = 0, 1, 
where d^ is the direction and lit^d^ II is the step size. If d^ is 
normalized ( lld^ II =1), then |t^J is the step size. The mechanics of 
generating such sequences of points can be roughly classified into three 
categories: 1) the direct method using only the functional value; 2) the 
method requiring the first-order derivative; and 3) the method requiring 
both first-order and second-order derivatives (i.e., Quasi-Newton). 
Additional details can be found in Aoki (1971). 
The nonlinear programming system used in this research is called 
MINOS (version 4.0). MINOS is designed to solve large-scale optimization 
problems involving sparse linear and nonlinear constraints. The 
functions and gradients for the nonlinear objective function and 
nonlinear constraints are specified by the user using two Fortran 
subroutines. The remaining linear constraints are specified in standard 
MPS format, as in regular linear programming models. An ascendent 
gradient (or Quasi-Newton) method for generating search directions for an 
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optimum is used in the algorithm. Details of this programming system are 
found in Murtagh and Saunders (1977 and 1980) . 
The Equations of Motion 
The procedures to obtain the equations of motion (or transition 
equations) for the stock of soil eroded and the stock of soil nutrients 
are rather simple. From the calculations for average gross soil loss 
(cm/acre/yr) by each tillage system that are given in Appendix A, we 
have : 
From Figure 3.1, we know that there is a different nutrient distribution 
on the soil profile when using different tillage systems. In particular, 
in the first top centimeter, the nutrient distribution is approximately 
6.315, 9.685 and 14.035 percent for fall moldboard plow, spring disk and 
till-plant, respectively. Therefore, the equations of motion for the 
stock of soil nutrients can be written as: 
P - P = -P (.3274 X .06315 x 6 ^ + .0925 x .09685 
t+1 t t FMP^ 
X <J> + .0732 X .14035 x cj) ) + F (4.5.a) 
^ t "t Pt 
and 
-K^(-3274 X .06315 x + .0925 x .09685 
x . * _ _  + .0732 X .14035 x  ) + F, (4.5.b) 
SDj. TPj. k^ 
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where equations (4.5.a) and (4.5.b) correspond to phosphorus and 
potassium, respectively. The value a^ (i.e., x .3274 x 
.06315 X ) represents the amount of the nutrient lost when one uses 
rtlr^ 
the &—th system. It is proportional to the amount of soil depth lost to 
erosion, a£, and the proportion of the nutrient occurring in the upper 
most layer, , by the &-th tillage system. 
Finally, is the new addition of the nutrient by fertilization. 
Fertilizer is applied for two reasons: 1) to restore what erosion has 
been taken out, given by b^^ , and 2) to restore what plants have 
been taken out. This is the plant maintenance requirement, which could 
be modeled as —a fixed proportion, of yield obtained with 
the &-th crop-production system. However, for reasons that we will 
explain, it was assumed that the farmer will annually restore what the 
plant has removed. The yield dependent cost index, W, can be written to 
account for the maintenance requirement. In other words, (P -W) 
t t 
- W|g - F&, includes the value the cost of restoring the amount 
of the nutrient taken by the plant. 
Because the production function almost exhibits a linear response 
range and a plateau, total fertilization will be determined by the level 
of the yield plateau for each time period. This is apparent by the 
estimates given in Table 3.5 for the Leontief production functions for 
each crop technology. It can be seen that the yield function for each 
nutrient has almost the general shape of the linear response plateau 
(LRP) functions. When the level of erosion and the level of the other 
nutrient remain stable, the functions show very little variation on the 
marginal productivity of the nutrient for the range between zero and the 
amount of nutrient necessary to reach the plateau. This is apparent in 
Figures 3.5 and 3.6. For exposition, let us assume that the level of 
potassium is fixed at a high level, K, and the level of erosion is S. 
Then, the yield for the &-th system can be expressed as: 
Y„(S, P, K) = min[Y , Y , Y ], 
* Pjl H 
Y (S, p) if P is limiting, or 
Y (S)—the plateau, when P is not limiting. 
W£ 
V:(A = FMP, SD, TP). (4.6) 
Let P^ denote the level of phosphorus necessary to reach the plateau ^en 
the &-th system is being used. Now, P^ can be obtained by equating 
Y (s", P) to Y ("s), that is: 
P«. 
- 1 
Ef - (6^ t S) '• %n[l g 1, (4.7) 
Pjl P& 
V:(& = FMP, SD, TP) 
where the D's and 3's are the regression parameters given in Table 3.5 
for phosphorus. Then, Pj^ will be optimal if the following condition is 
satisfied: 
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-D (e^ + S) exp[(e^ + ^2 S)P*] > W /P^, (4.8) 
^ P& P£ P& P* ^ 
9:(& = FMP, SD, TP) 
where the left—hand side of (4.8) represents the marginal productivity of 
phosphorus, 3Y^ /BP^^ evaluated at P*. The right-hand side of this 
P 
equation represents the relative factor price for this nutrient, where 
and P^ are the factor price and output price, respectively. 
This can be better illustrated with the help of Figure 4.1. The 
dashed lines represent different input/output price ratio 
situations. At point A, dYj^/SU > (W^/P^) in this case, it will be 
reasonable to fertilize until the plateau level is reached. Going beyond 
this point, the marginal productivity of the nutrient will be lower than 
the price ratio. In situation B, optimality requires fertilization up to 
the amount F , where 3Y./3N = (W /P ) . Finally, in situation C, the 
2^ * N r B 
marginal cost of fertilization is greater than the marginal contribution 
to revenue from fertilization, 3Y^ /3N < W^/P^. So, we apparently do 
not fertilize and leave the yield to be determined by the amount of 
nutrients left in the soil. However, this is a problem in singular 
optimal control. Boundary solutions in dynamic optimization may not be 
viable contrary to intuitions in static optimization. 
Because the main interest of this research deals with the crop 
technology choice problem rather than the fertilization problem, we would 
like to reduce the number of control variables in the dynamic problem. 
We assume farmers always will add to the stock of nutrients in order to 
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Figure 4.1. Yield response function, price ratios, and fertilization 
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maintain the yield plateau. This is a reasonable assumption considering, 
first, that relative factor prices (1983 prices) for phosphorus and 
potassium were found to.be low, .07 and .04 for P and K, respectively 
(see Appendix B). The relative factor price will probably not change in 
the foreseeable future. Second, considering that the process of erosion 
is very slow, so that within a relative long-length horizon (i.e., 100 
years) , the marginal productivity of each nutrient will still be higher 
than their relative factor prices. Therefore, from (4.5) and (4.8), the 
level of fertilization for the i-th nutrient in the Jl-th tillage system, 
at any period t, , is assumed to be given by: 
F = N* - N* (1 - a b ), (4.9) 
• i, ^t+1 "-t * 
t 
9:(Z = FMP, SD, TP, and t=0, ..., T-1) 
where 
Yp = min[Y (Si ), Y (S , N. )] = Y (S )—the plateau, 
t JL ^ t I 
t *t t 
N* = (G, + e, S )"^ £n[l - (Y /D )], 
all parameters defined as before. Equation (4.9) says that for any 
period t, fertilization for restoring what erosion has removed should be 
carried out up to where the yield plateau is reached. 
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Because of these assumptions, the dynamic control problem has been 
reduced to the choice of the optimal path of crop technologies over the 
plan horizon. Any decision in this regard will determine the rate of 
erosion and, in consequence, the path of crop production (the level of 
the plateau) and, therefore, the level of fertilization for each time 
period within the plan horizon. 
The Model 
The control theory model used in this study is restated below: 
% • % j, - "1 - - "p \ (4.10) 
subject to: 
*) St+i - = .3274 +PKP; + '0925 +90^ * '*73= *1?^' 
3 
b) I :< 1, 
A=1 t 
c) SQ = 0 (cm), 
9:(& = FMP, SD, TP and t=0, T-1) 
where is the yield plateau for each system and its functional form 
is Y = D [1 - exp(a + « S.)] where D and a parameters are 
obtained from Table 3.5. Output and input prices are based on 1983 
values. Appendix B presents prices and operation costs for each tillage 
system. The price index, W, includes the maintenance requirement cost of 
phosphorus (W^ = $.23 x .375) and potassium (W^ = $.12 x .30). 
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Thus J corresponds to the fertilization for restoring nutrient loss 
t 
from erosion to maintain a yield plateau [Nf — Nt (1 - a.b.)] where 
^t+l ^t ^ ^  
is given in equation (4.9), for i = P, K. Time was defined in 100 
discrete units or periods. 
In order to run the MINOS program, three files were written. The 
SPECS file contains all the problem specification run parameters. In 
addition, it defines the names of the objective function, constraints, 
and bounds, and specifies the number of nonlinear objective variables 
(n = 401, for our case), and the Hessian dimension (n+1 = 402, for our 
case). The MPS file specifies the linear cosntraints (m = 201, for our 
case) in standard LP format. The Fortran subroutine CALCFG computes the 
nonlinear objective function (as in (4.10)) and its gradient. 
The gradient vectors, first-order partial derivative, for the 
nonlinear variables (S^, ) were calculated according to 
the following equations; 
G((j) ) = 6f{(p _ w)(D [1 - exp(a + a S. ) ]) - F 
where 
P* - (6, » B, S^) ' ftill - (Y._ )]. 
and 
where 
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m .  (6, +8, «nd - (Y /D )1, % » 
V:(& = FMP, SD, TP, and t=0, T-1) 
3Y 3F 3F, 
3 Z 
«(:;) - Ssf - "p TsT" - \ -5s7>« 
t 1 ft 
3F 3F^ 
- J, •» , % * "k (4.12) 
&=1 t-1 t t 
3Y 
3N* 
-= -{--.^(1 - a„b J + Nt b,}. 
3S ' 3S ^ A r "i- "z-" 
t t \ 
'Vl 
= N* b„. 
aS; "A-
Recall that for <|>^ = 1, then, - a^ 
Finally, 
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&n(l 
?S 
t N. 1 Z 
+ ce 
1 
+ g 
2, 
N. 1 
?:(& = FMP, SD, TP; i = P, K; t=0, 1, T-1). 
Again, all the ct, 3, and D parameters are given in Table 3.5; all other 
variables are defined as before. 
Strategies 
As was mentioned in Chapter II, by assuming that current returns 
determine land values, we are implicitly assuming that owners and renters 
differ on their plan horizons (because land owners can capture land 
value). For simulation purposes, we assume that both owner operators and 
renter operators have a plan horizon of 50 years. The owner operator, 
however, has the opportunity to pass the land to his heirs (or sell it) 
at the end of his plan horizon. Because of this "salvage value," the 
implicit time horizon for the owner goes to infinity. 
Problems under infinite planning horizons were usually solved by 
assuming a constant return after a certain long period. In our case, we 
use an approximate procedure given as follows: suppose we have a series 
of cash flows for crop production throughout m + n^ + n2= T—years: 
The Simulation Results 
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T: 0, 1, ..., m-1, ^ 21 mkl ^ 
t: U^, ..., ». •••' 'SuL-l' %, - ^+1' **•' ^ +ru-l 
V ^ r\ \/ V ' 
m years years years 
where: T= periods, 
t = years, 
n[T] = the length of a period, for example, 
n[T=0] = n[T=l] = ... = n[T=m-l] = 1 year, and 
n[T^m] = n^ years, and n[T^m+l] = n^ years. 
The first m years correspond to a nonuniform series of net cash flows, 
(t=0, .... m-1); the next n^ years correspond to a uniform (or constant) 
series of net cash flows, and the last n^ years correspond to a 
constant series of net cash flows, IP^*. Hence, the present-worth 
equivalent at time t=0 of the above net cash flow series is given 
by: 
(m+n^+ng-l) 
^0 = JL Gf 
t=0 
= + 
n n 1 *1 1 T 
° (l+r) •" (l+r)(*-l) (1+r)" J=0 
{ I <r #*} (4.13) 
*1-1 
where { 2 6*^ lï*} is the present value of a uniform series of cash 
J=0 
flows, IP:, discounted to time t=m. An analogous interpretation is given 
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*2-1 ^ 
to { J] 6 n**}. Furthermore, notice that: 
h=0 
" i(l+i) 1 
since IPf = constant. This equivalence can be shown.as follows; 
n[T]-l n[T] 
sv = n* I 6^  1 = n 1 0^ , 
J=0 J=1 
so : 
n[T] n[T]-l 
6 v - v = n * {  I  r  -  I  ( ,  } .  
J=1 J=0 
= -  1},  
therefore. 
The expression (4.13) can be rewritten as; 
V = n + + + m-l ^ # r(i+i)*i - 1 1 
° (l.i)'»-» (l-i)" 
#* [(1+i) - 1 ^ 
(m+n,) (n,-l) 
(1+i) ^ i(l+i) ^ 
and the above formula can be reduced to the following general formul 
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T 
m+1 ( I nUl - n(T)) , , 
= J r.rT7_i 
Formula (4.15) is a very useful approach to solving the infinite 
time horizon problem. The control model given in (4.10) was divided into 
100 periods, Î^O, 1, ..., 99. The first 50 periods were defined in one-
year lengths (n[0] = ... = n[49] = 1); the next ten periods were defined 
to be five-year lengths (n[50] = n[511 = ... = n[59] = 5); and the last 
40 periods were defined to be ten-year lengths (n[60] = ... = n[99] 
= 10). By doing this, we were able to get a good approximation of the 
land resale value for the farm owner at the end of his explicit time 
horizon (50 years) that incorporates information on soil productivity 
changes. The strategy for the first 50 years profits was to calculate 
profits as before. For the next 450 years, profits were assumed to 
remain constant for a limited number of years (or each time period, T 2 
50) where profits, at each period T 2 50, were adjusted in accordance 
to the level of soil erosion: 
3 
S~ ^  - Sm = n( T) I <j>. , for the respective T-period. 
i+1 i JJ?=1 * t 
The control model was solved for renters, owners and the public. 
For the renters' case, constraint (4.10.b) was set equal to zero for 
period 50. Output and input prices were the same for both (according 
to Appendix B). The real interest rate was chosen to be four percent (or 
= 0.04) which was assumed to reflect the market discount rate. A one 
percent rate of time preference with a 500-year time horizon was assumed 
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for the public. The selection of a 500—year time horizon makes the 
discount term almost zero at the end of the horizon (i.e., = .032 
—7 
X 10 —for r = .04, and .0069—for r = .01). Two cases were simulated 
for the public: first, where the public is interested in maximizing net 
returns from production and, second, vAiere the public is interested in 
maximizing yield in order to meet future world food demands. This latter 
objective ignores direct cost and price considerations and may not 
reflect the objective for a super conservationist, but we would like to 
include it as a very extreme case. 
The analysis that will follow will be based on the first 50 years. 
The remaining 450 years are used as an approximation of land value at the 
end of the 50 years for both farm owners and the public point of view. 
The model simulations are based on the two yield situations assumed in 
Chapter III (assumptions (3.11) and (3.12)). 
Renters, owners, and the public 
The model results of the calculation of the user cost of erosion for 
renters, owners and the public are reported in Appendix C. In Figures 
4.2 and 4.3, the user cost of soil erosion is plotted and, in Figures 4.4 
and 4.5, the optimal path of erosion for three different land tenure 
situations is also plotted. 
For the equal-yield and yield-penalty situations, the erosion user 
cost for the public was the highest followed by the user cost for owners 
and renters, respectively. The user cost of erosion for a yield 
maximizing public was higher than for a profit maximizing public in the 
yield—penalty case, and lower in the equal-yield case. 
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Figure 4.2. User cost of erosion (equal-yield situation) 
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Figure 4.3. User cost of erosion (yield-penalty situation) 
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Figure 4.4. Optimal path of soil erosion 
(equal-yield situation) 
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The results very interestingly show that, while the cost of soil 
erosion is different for renters, owners and the public, all three 
groups chose the spring disk system, under both yield situations. With a 
profit objective function, the highest conservation technology, till 
plant, was not chosen, even by the public. Only when the objective 
criterion was yield maximization for the equal yield situation was the 
till plant system chosen. If initial yield conditions are the same for 
the three systems (FMP, SD and TP)—given by (3.12) and, if the public 
attempts to maximize yield rather than net returns, the choice is till-
plant. But, if initial yield conditions are different for these tillage 
systems-—yield situation (3.13)—a yield maximizing public will choose 
fall moldboard plow instead. Fall moldboard plow is the most erosive 
system. Since for the soils in this study the net revenues decrease 
almost at a constant rate and the user cost of soil erosion is greatest 
in the present, the optimal time to adopt a soil conserving technology is 
immediately or never. In other words, technology will not shift at an 
intermediate point in the plan horizon. 
The simulation results strongly suggest that the differences in the 
user cost of soil erosion are relatively low for the three tillage 
systems considered. The choice of any of these tillage systems will 
depend more on the comparison of their immediate profitability than on 
their capabilities to curtail erosion. In other words, the loss in soil 
productivity due to erosion for this region of study is not significant 
enough to affect the discrete technology decision. This is also apparent 
by comparing the user cost of erosion for renters and owners. From 
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Appendix C, we can observe that there is a very small difference between 
the erosion cost for these two types of operators. This suggests a very 
low impact of erosion on the land resale value for the owner. In other 
words, even if the market were able to fully account for soil 
productivity differences, land values would not be affected a great 
deal. 
Technological change 
Technical change may also impact soil productivity and the choice of 
a tillage system. In this study, we considered only Hicks-neutral 
technical change. A Hicks-neutral technological change for all three 
systems was modeled by adding an abitrary one percent rate of increase in 
yield. This has the effect of shifting the plateau upward, but will not 
create biases for specific factors of production. The user cost of 
erosion for both renters and owners has increased with the appearance of 
technical change (see Appendix C). However, the increase in the cost of 
erosion was not enough to alter the choice of a tillage system. For the 
renter with different initial yields, spring disk was selected for the 
first 42 years and then the fall moldboard was selected for the rest of 
the plan horizon. This implies an increase in the rate of soil erosion 
at the end of the plan horizon (see Figure 4.6). The reason for this 
path is because net revenues for fall moldboard plow grow relative to the 
other two systems, overcoming cost differentials. Remember, fall 
moldboard plow is assumed to have a higher initial yield than the other 
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two systems. A similar technology shift happens to the owner case, but 
in 60 years. 
The model shows that productivity is important, but not that 
important, for the soils chosen in this study. Productivity is dominated 
by two other factors that influence technology decisions: existence of a 
yield penalty for the soil conservative tillage system and the potential 
cost savings of the conservation tillage systems. 
The Spring Disk System: A Static Approach 
It is now apparent that the spring disk technology is the most 
profitable among the three tillage systems that were considered. If a 
farmer ignores erosion or regards the erosion-productivity impacts as 
being negligible, the choice among these three systems reduces to a 
simple budgetary comparison. As we can see in Table 4.1, such an 
approach will lead to the selection of the spring disk system for both 
owners and renters and in both yield situations. The reason is very 
simple. The savings in operating cost with the spring disk system are 
enough to make the system the most profitable among the three. Similar 
conclusions are found in another study done by Jolly, Edwards and Erbach 
(1983). 
Permanent yield penalty for conservation tillage 
Considering Table 4.1, the more soil conservative system, TP, will 
be preferred to the conventional FMP system if there is no initial 
permanent yield penalty for the systems. In the case of initial-equal 
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Table 4.1. Net present value for each tillage system: a static 
approach® 
FMP SD TP 
Item 11*= I II I II 
(dollars/acre) 
Cost yield 
independent : 137 .79 137 .79 118 .46 118 .46 127 .19 127 .19 
Cost yield^ 
dependent : 94 .30 97 .23 94 .30 92 .82 94 .30 92 .02 
Total cost 232 .09 235 .02 212 .76 211 .28 221 .49 219 .21 
Revenue® 403 .18 415 .71 403 .18 396 .83 403 .18 393 .41 
Profits 171 .08 180 .69 190 .41 185 .56 181 .68 174 .20 
NPV: 
Renter^ 
Owner 
Owner® 
3,822 
4,448 
.18 
.08 
4 
4 
4 
,036 
,697 
,697 
.88 
.94 
.94 
4,254 
4,950 
,04 
.66 
4 
4 
4 
,145 
,824 
,803 
.68 
.56 
.00 
4,059 
4,723 
.00 
.68 
3 
4 
4 
,891 
,529 
,473 
.88 
.20 
.00 
^From Appendix B and Table 3.2. 
^Initial-equal yield situation (according to 3.12)—= Ygg 
= Y,j,p = 136.67 (bu/acre). 
^Initial-different yield situation (according to 3.13)— 
"^FMP = 140.92, Ygg = 134.52, Y^p = 133.36 
'^According to Table B.4: $0.69 x yield. 
^According to Appendix B: $2.95 x yield. 
^According to equation (4.14)—Renter (50 years), owner (™ - plan 
horizon). 
2Includes yield adjustment penalty: SD = (tQ=5%, t2=l%) and 
TP = (tQ=10%, t2=4%, t2~l%)• 
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yield, both renters and owners show a NPV of $4,059 and $4,724, 
respectively, for the TP system, compared to the conventional FMP with an 
NPV of $3,822 for the renter and $4,448 for the owner. The reason for 
this difference is that the operating cost of TP is lower than that for 
FMP. If there is an initial-yield penalty, however, EMP will be 
preferred rather than TP by both renters and owners. For example, for 
the owner, the NPV is $4,698 with FMP, compared to $4,529 with TP. 
The cost savings for the TP system are not enough to compensate for the 
permanent yield or returns penalty incurred. In the case of the spring 
disk system, however, even with the addition of temporary (i.e., 
learning) yield penalties, it is the more profitable system. This occurs 
because the operating cost savings with this system is more than enough 
to compensate for both the permanent and nonpermanent yield penalties. 
Adjustment costs 
As stated before, there may be two types of adjustment costs: an 
adjustment cost associated with the process of "learning" the proper use 
of a new technology system and an adjustment cost associated with the 
process of "switching/reswitching" (or investment/disinvestment) 
technology systems. 
One can model the learning function as a logistic function 
(sigmoidal function)—the Arrow (1962) type of learning by doing. Let g^ 
denote the amount of output adjusted, and write: 
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where k is the upper limit of the logistic function; represents the 
level of education (information, schooling, etc.); denotes the years 
of experience of the individual with the new technology system; oy 
(associated with the system), , and are parameters which can be 
estimated by regressing: log[(k/g^) -1] = + error 
term (e^). The amount of output adjusted is bounded between 0 ^  g^ ^  k. 
For an individual farmer, we can hold the level of education constant, 
S, such that (4.16) can be rewritten as: 
«t hr (4.17) 
a+be 
where b = exp( o.^ + S), which is assumed to be positive, and is, in 
general, assumed to be negative. From (4.17) we can see that initially 
at zero level of experience with the new system, the farmer will produce 
only level (b/l+b). As he gains more experience, a higher level of 
production will be attained. Showing first increasing and then 
decreasing returns to scale (shown in Figure 4.7.a), he reaches the 
maximum attainable yield (k) with the new technology. 
We can model the adjustment function as percentage reduction in the 
yield penalty as experience (i.e., years) with the new system go on. 
That is, we can write this like in equation (2.44) as; = Y^(l - Ç^) 
where q^ is the production level, is the maximum yield attainable with 
the new system, and is the weight (in percentage) of the penalty, 
which in turn can be expressed as : 
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Figure 4.7.a. The learning function 
1-g (with k = 1) 
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1 Jin 1 
Figure 4.7.b. The yield adjustment function 
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where k = 1 (so 0 ^  < 1), and the years of experience with the new 
system can be regarded, for example, as A^p = \ <j)^p (for till plant), 
for the &-th system. The initial percentage of yield penalty will 
depend, among other things, on the level of education and information 
that the individual accrues prior to use of the new technology. In 
Figure 4.7.b, two adjustment cost functions are shown for two 
hypothetical farmers with different levels of skills and education (given 
by 0^). The farmer with a higher skill level and better education will 
initially incur a lower yield penalty and will fully adjust to the new 
system faster than the farmer with a lower skill and lower education 
level. The shape of the adjustment function (the concavity and the 
convexity parts of the curves) will also depend on the "degree of 
difficulty" of the system, cy. Thus, the inflection point will depend on 
b and a^, where b encompasses the education level and the degree of 
difficulty of the system, and encompasses the ability (skill) of the 
-1  individual to adjust to the system. This point is given by -a^ 
&n(l/b). 
The "switching/reswitching" adjustment cost can be modeled in a 
similar way to the "learning" cost. In this case, the percentage 
penalty, , is associated with the fixed or yield independent cost, such 
as : 
fixed cost^ = ) 
t 
where F^ is the yield independent cost of the £-th tillage system. Each 
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time a farmer switches to another system, he may be expected to incur 
some temporary capital adjustment costs, i.e., adjust the current 
equipment and/or buy new equipment, for some period of time. This is 
better explained in Figure 4.8 where we assume, first, that the farmer 
switches to TP, so he incurs for some time in some capital adjustment 
costs, and then years later he switches to FMP so he incurs another 
capital adjustment cost (i.e., scrap or sell some equipment and buy new 
equipment appropriate for this system). The form of the weighting 
function, Ç. , can be sigmoidal or some other form of asymptotic decay 
t 
function. 
Unfortunately, no survey data were available to fit these two types 
of adjustment functions. For the learning cost, however, an attempt was 
made to obtain secondary data. Based on the information provided by 
Peter Nowak, Rural Sociologist, Minoru Amemiya, Agronomist, and John 
Laflen and Donald Erbach, Agricultural Engineers, Iowa State Unviersity, 
reasonable assumptions were made about the yield penalties and the 
adjustment learning process for an average farmer. It was assumed that 
farmers switching from fall moldboard plow to till plant have an initial 
yield penalty of ten percent and they fully, adjust in three years. The 
following sequence was hypothesized: 60 percent in the first year, 90 
percent in the second year and 100 percent in the third year. Switching 
to spring disk was assumed to impose an initial five percent yield 
penalty and that the farmer would adjust 90 percent in the first year and 
100 percent on the second year. 
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Ç (associated with a capital adjustment cost) 
Years of 
experience 
^TP ^FMP 
Figure 4.8. The capital adjustment function 
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Next, net present values were calculated for the owner, for the 
initial-different yield situation (according to assumption (3.12)) for 
each tillage system. The results again favor spring disk (with NPV = 
$4,803/acre) against fall moldboard plow (with NPV = $4,697/acre) and 
till plant (with NPV = $4,473/acre) (see Table 4.1). Apparently, the 
learning adjustment cost is not an important factor affecting technology 
adoption decisions. However, this technique does not take perceived 
adjustment costs into consideration. 
Net Returns in the Dynamic Model 
When we use the dynamic decision approach, we recognize the erosion-
productivity effects. That is, we introduce the user cost of erosion for 
each tillage system in the selection criterion (i.e., equation (2.32)). 
Generally, the results show that the erosion productivity impact was not 
an important factor affecting the crop technology decision. Spring disk 
was selected in all the cases considered, simply because it is the most 
profitable system in a short-run perspective-
As total erosion goes from zero to 4.6 centimeters in 50 years with 
spring disk, productivity suffers a reduction of less than 0.01 percent 
(i.e., 134.52 bu/acre to 133.72 bu/acre for the initial-different yield 
situation) as we can observe in Figure 4.9. With this system, additional 
fertilization to restore what erosion has been taken out is 
approximately: 2.99 lb/acre for phosphorus and 13.12 lb/acre for 
potassium, each year. Total fertilization, however, drops less than 0.01 
percent for phosphorus from 54.24 to 53.94 lb/acre/year in the equal 
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Figure 4.9. Yield decline and soil loss due to erosion (for SD) 
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yield situation, and potassium fertilization is reduced from 54.12 to 
53.88 Ib/acre/year because of the mild reduction in yield (see Figures 
4.10 and 4.11). 
With spring disk, discounted net profits for renters and owners for 
the initial-equal yield situation were: $4,213/acre and $4,896/acre, 
respectively, with a discounted land resale value of $683/acre for the 
owner. For the yield penalty situation, the net present values were 
$4,104/acre for renters and $4,769/acre for owners with a land resale 
value of $665/acre. As shown in Figure 4.12, nondiscounted profits for 
spring disk, over the 50 years of production, suffer a reduction of 
$1.83/acre for both the initial—equal yield situation (from $189.21 to 
$187.38) and the yield penalty situation (from $184.34 to $182.52). 
Summary 
The quantitative approach used to solve a large constrained optimal 
control problem such as the crop-technology choice problem is quite 
feasible. Nonlinear mathematical programming method (NMP) can be a 
useful tool for solving the theoretical model suggested in Chapter II. 
The introduction of the primal/dual tableaus in Tables 4.3.a and 4.3.b 
show how NMP explicitly satisfies the first-order conditions of dynamic 
optimization. 
The second finding was the model simulation results. In this 
regard, it was assumed that the rate of time preference may embody an 
ethical judgment so reasonable people (private and public) can disagree 
over the cost of soil erosion with no resolution. It was also assumed 
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Figure 4.10. Optimal path of fertilization for phosphorus (for SD) 
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Figure 4.11. Optimal path of fertilization for potassium (for SD) 
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Figure 4.12. Path of net returns 
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that the owners can capture the salvage value of the land while renters 
cannot. The interesting point is that for three different tenure 
arrangements (owners, renters, and the public), all three selected the 
spring disk system. The highest conservation technology, till plant, was 
never adopted, even by the public when production costs are recognized. 
The simulation results strongly suggest that yield penalties associated 
with the higher residue technologies are more important than future 
losses in soil productivity in the soils of North Central Iowa. With the 
spring disk system, the potential savings in operating costs compensated 
for the yield penalty (relative to fall moldboard plow) incurred with the 
system. 
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CHAPTER V. CONCLUSIONS AND RECCWMENDATIONS 
Restatement of the Research Problem 
Conservation tillage is examined in this research as a new 
technology to control soil erosion in the wet/cold soils of North Central 
Iowa. By extension, research, development and extension of conservation 
tillage becomes an erosion control policy instrument. 
The purpose of this thesis was to identify and measure factors that 
may influence the adoption of conservation tillage technology. In 
particular, this study examines the importance of the erosion-
productivity losses, the discount rate, time horizons and potential 
yield/income penalties in the adoption decision for conservation 
tillage. 
Findings 
Major experimental results are summarized below: 
1. The simulation results show that future productivity losses are 
important, but not crucial for the choice of conservation tillage in the 
soils chosen for this study. 
2. Two other factors seem to be more important in the crop 
technology choice problem: the presence of a potential permanent yield 
penalty with conservation tillage relative to conventional tillage and 
the potential cost savings that can be obtained with conservation 
tillage. 
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3. Different economic agents (public, owners and renters) with 
different discount rates and time horizons may result in different user-
costs for soil erosion. All three economic agents, however, selected the 
same technology—spring disk. Therefore, a reduced incentive to conserve 
does not imply greater rates of soil erosion in the discrete technology 
choice problem. 
4. The results show that spring disk was the more profitable system 
in a short-term context. The reason is simply because the savings in 
operating costs with this system can compensate for the initial yield 
penalties incurred, while it also permits substantial soil protection 
through crop residue. 
5. Spring disk (full-width conservation tillage) can be considered 
midway between the very erosive conventional system, fall moldboard plow, 
and the more soil conserving system, till-plant (narrow strip) . If we 
compare only these last two systems, till-plant will be selected if a 
yield penalty associated with this system does not exist. But, in the 
presence of a yield penalty, which is probably more realistic for the 
region of study, fall moldboard plow will be selected. Hence, the 
presence of these yield penalties seems to play a more important role in 
the choice for conservation tillage than does future loss in soil 
productivity. 
Contributions 
Soil conservation is a widely researched topic with diverse 
approaches. The present study addresses two issues which have received 
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inadequate attention. These are: 1) the empirical valuation of the cost 
of soil erosion and 2) the recognition that the soil conservation problem 
should be modeled as a choice between discrete tillage technologies. 
Valuing the user cost of soil erosion requires an optimal control 
model to compute the costate variables corresponding to the change in 
soil productivity over time. A dynamic formulation allows inclusion of 
yield functions, which decline in response to erosion over time. 
Previous studies have postulated a continuous control variable as a 
proxy for technologies (McConnell, 1983) . Not only are the technologies 
discrete, but the soil/plant environments are distinct for each system. 
Recognizing the discrete nature of the farmers' choice problem leads to 
very different conclusions. With a continuous control variable, 
different user costs for the three land tenure arrangements of the 
public, farmer—owner and farmer-renter imply different rates of soil 
erosion. Different user costs in the discrete choice model do not imply 
that different technologies will be used with different rates of erosion. 
Conversely, equal user costs do not mean that the same technology is 
chosen for each land tenure situation. The switching conditions are 
inequality constraints which depend upon more than just the user costs. 
From a policy perspective, the theoretical results of McConnell are 
not particularly revealing, because in a discrete choice model the 
difference in soil erosion can only be determined empirically. In this 
regard, this study presents an analytical approach to solve a 
conceptually difficult interdependent and discrete technological choice 
problem. This, in turn requires a quantitative method to solve large-
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scale constrained optimal control models like the one used in the present 
study. The method developed in this research is consistent with 
agronomic processes of erosion and economic theory of natural resources. 
Unresolved Issues and Directions for Future Research 
The empirical estimates of this study show that, for the Clarion 
soils of North Central Iowa, the erosion-productivity impacts are small. 
This situation, however, may differ significantly for other soils. For 
example, the Rockton soils of North Eastern Iowa have a shallow surface 
horizon and rock or coarse fragment subsoil horizons. Over time, erosion 
may reduce the depth of the favorable surface silt loam horizon and 
thereby reduce the available water-holding capacity of this soil. This, 
in turn, may sharply reduce crop yields despite high levels of 
fertilization (Larson et al., 1982). In this case, the erosion-
productivity impacts may play a more important role in the choice of 
conservation tillage systems. This suggests that the results of this 
study may be highly site specific and should not be extrapolated to other 
soils or other location areas. 
We have considered one piece of a very complex puzzle. There are 
still many soils to study in this area of research. However, the method 
developed for this study can be extended fairly easily to other soils. 
Data about yield performance of conservation tillage are by no means 
complete and abundant. The present study uses as reference only one 
field experiment. Other tillage experiments conducted in Iowa (i.e., 
Colvin et al., 1981 and 1982) are available, but field research does not 
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permit the estimation of the technical relations—yield response 
functions, equations of motion, terminal values. Consequently, data 
generated by agronomic simulation models become increasingly critical. 
However, since simulation of plant growth and production in response to 
soil characteristics is also a nascent research area, it must be 
considered as somewhat unproven. 
Data on adjustment costs (learning, as well as capital adjustment 
costs) associated with the adoption of conservation tillage are virtually 
nonexitent (Cruse and Colvin, 1983). This study shows that yield 
penalties (permanent and nonpermanent) that can occur with conservation 
tillage may constitute a significant source of friction in the adoption 
of soil conservation technologies. Future research should be directed 
towards the analysis of learning costs and investment and disinvestment 
costs associated with conservation technologies. 
Other important topics not addressed in this study are: 1) the 
selection of tillage systems under different crop sequences (corn-soybean 
rotations, for example). We have considered only continuous corn 
production, mainly because the plant growth simulation model is limited 
to corn plant production. It is necessary to expand plant growth 
modeling to other types of crops, since the results may well-depend on 
the crop sequence selected. 2) The common property problem of insects 
and pests associated with increased biological resistance to pesticides. 
The tradeoffs between soil runoff and pesticide runoff are other areas to 
be investigated before a strong push to conservation tillage causes some 
unexpected problems. 3) The sociology of conservation technology 
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diffusion is not well-understood (Jolly et al., 1984). There are many 
potential sources of friction, besides the ones addressed in this study, 
that may influence the adoption process. For example, some sociological 
studies have reported that age, education, community interaction and 
public and private extension services are important factors explaining 
the speed and extent of adoption of conservation tillage (Nowak and 
Korsching, 1982, and Bultena and Hoiberg, 1983). Hence, individual 
personal characteristics, lifestyle, and other social attributes may be 
helpful in explaining the adoption of conservation technology. However, 
most studies of adoption emphasize the importance of economic incentives 
(Feder et al., 1982). It is my belief that continued efforts to 
understand the interrelationships among soil erosion, productivity, plant 
growth and tillage within a realistic economic framework will provide 
significant insights into the development and transfer of effective 
conservation technology. 
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APPENDIX A: SOIL EROSION ESTIMATIONS BY TILLAGE SYSTEM 
According to the USLE (RKLSCP) equation, soil losses for the 
Clarion soil, for each tillage system were calculated, using the fol­
lowing parameters (information provided by Dr. Thomas E. Fenton, 
Agronomy Department, Iowa State University): 
K = 0.28 
a "C" slope was assumed with S = 7% and L = 180 feet length 
Com following com 
R = 175 
P = 1 
Using the slope-effect chart given in W. H. Weischmeier and D. D. Smith 
(1978, p. 13), a topographic factor LS = 1.09 was obtained. As a 
result, we get a RKLSP = 53.41. 
With the supervision of Dr. John Laflen (Agricultural Engineer, 
USDA-ARS, Iowa State University, Ames, Iowa), the C cover-factor 
was calculated for each tillage system, accordingly to the USLE method 
and the data obtained from the tillage field experiment (D. C. Erbach et al. 
1980). The results are reported in Table A.l. The conversion 
of ton of soil loss to cm of soil loss, was calculated using the fol­
lowing equivalents: 
1 cm = 0.39 inches 
1 ton (English unit) = 2000 lbs 
6" of soil weights approximately 2,000,000 lbs/A. 
so: 1 cm of soil weights approx. 65 tons (or 1 tn = .0153846154 cm) 
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Table A.l. C-value for each tillage system 
Event 
(on start) 
Date Crop 
From To Stage 
Area 13 
Table 6^ EI 
Soil 
loss 
ratio. 
Crop 
stage 
C-value 
Fall moldboard plow -
Moldboard plowed 11/1 5/1 F 98 .09 .44 .0396 
Second tillage 5/1 6/1 SB 7 .12 .65 .0780 
10% cover 6/1 7/1 1 19 .29 .53 .1537 
50% cover 7/1 8/1 2 48 .17 .38 .0646 
75% cover 8/1 10/27 3 65 .3125 .20 .0625 
Harvest 10/17 11/1 4L 96.25 - .23 
C-value = Z C-crop stage = .3984 
Spring disk 
Disked and planted 5/7 6/1 SB 9.31 .0969 .13 .0126 
10% cover 6/1 7/1 1 19 .29 .11 .0319 
50% cover 7/1 8/1 2 48 .17 .10 .0170 
75% cover 8/1 10/17 3 65 .3125 -08 .0250 
Harv-as-t- , 10/17 5/7 4L 96.25 .13 .20 .0260 
C-value = .1125 
Till-plant 
Planted 5/7 6/1 SB 9.31 .0969 .09 .0087 
10% cover 6/1 7/1 1 19 .29 .08 .0232 
50% cover 7/1 8/1 2 48 .12 .07 .0119 
65% cover 8/1 10/17 3 65 .3125 .07 .0219 
Harvest 10/17 5/7 4 96.25 .13 .18 .0234 
C-value = .0891 
H. Weischmeier and D. D. Smith (1978, p. 28) . 
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Finally, soil loss for each tillage system, is then: 
FMP: (RKLSP) x C x .0^_,~?46 = .3274 cm/Acre/year (21.28 tns) 
SD; (RKLSP) x C x .015384u - .0925 cm/Acre/year (6.01 tns) 
TP; (RKLSP) x C x .0153846 = .0732 cm/Acre/year (4.76 tns) 
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APPENDIX B: PRICES AND OPERATION COSTS FOB. EACH 
TILLAGE SYSTEM 
Output and input prices are expressed in terms of 1983 prices. The 
price of corn is assumed to be the average between the "loan" price 
($2.65/bu) and the "release" price ($3.25/bu) , that is, $2.95 per bushel 
of corn. Costs of operation for each tillage system are given in the 
following tables of this appendix. It was assumed that the 
farmer/operator will rent the machinery equipment, and that the rental 
cost is obtained from Table B.2. 
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Table B.l. Costs of fuel oil and repairs for each tillage system 
($/A/yr) - 1983 pricesa 
Field Operation FMP SD TP 
Broadcast granular (P&K) .90 .90 .90 
Shred stalks 2.20 
Disk harrow, fall 1.20 
Moldboard plow, fall 3.70 
Nitrogen application 2.40 2.40 2.40 
Disk harrow, spring 1.20 
Spike—tooth harrow, spring .60 
Offset disk 1.80 
Planter 1.60 1.60 
Till-planter 1.75 
Preemergence herbicide .80 .80 .80 
Com borer, com rootworm insect . .80 .80 .80 
Early shallow cultivation 1.20 
Sweep cultivator 1.40 
Rolling cultivator 1.60 
Ridge cultivator 1.60 
Combine com 9.70 9.70 9.70 
TOTAL 27.70 19.60 17.95 
^William Edwards and Harvey Thompson (1983). 
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Table B.2. Depreciation, interest, insurance and housing costs for 
each tillage system ($/A/yr) - 1983 prices^ 
Field operation FMP SD TP 
Broadcast granular (P&K) 1.50 1.50 1.50 
Shred stalks 3.30 
Disk harrow, fall 2.00 
Moldboard plow, fall 5.00 
Nitrogen application 3.40 3.40 3.40 
Disk harrow, spring 2.00 
Spike-tooth harrow, spring .75 
Offset disk 3.30 
Planter 4.50 4.50 
Till—planter 5.10 
Preemergence herbicide 1.50 1.50 1.50 
Com borer, corn irootworm insect. 1.50 1.50 1.50 
Early shallow cultivation 1.60 
Sweep cultivator 1.80 
Rolling cultivator 2.00 
Ridge cultivator 2.00 
Combine corn 17.50 17.50 17.50 
TOTAL 46.35 35.20 32.50 
^William Edwards and Harvey Thompson (1983). 
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Table R.3. Amount^ and cost^ of pesticides and adjuvant for each tillage 
system (per acre/yr) - 1983 prices 
Product FMP SD TP Cost 
per unit 
Bladex (cyanazine) 2 (lb) 2 (lb) 2 (lb) $4 .0/lb 
Lasso (Alachlor) 2 .5(lb) 3 (lb) 3. 5(lb) $5 .42/lb 
Atrrex (Atrazine) 1 (lb) 1 (lb) 1, .5(lb) $2 .40/lb 
Paraquat 1 (pt) $5 .0/pt 
Granular carbofuran 1 (lb) 1 (lb) 1 (lb) $1 .69/lb 
Ortho X-77 .33(pt) $1 .73/pt 
Cost ($/A/yr) 25 .64 28, .35 42. 83 
^Data provided by Dr. R. Fawcett, Department of Botany (Weed.. 
Extension), Iowa State University. 
^Data provided by William Edwards, Extension Economist, Iowa 
State University, Ames. 
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Table B.4. Productipn costs for each tillage system ($/A/yr) - 1983 
prices^' 
Item FMP SD TP 
Cost yield-independent 
Lime & seeds'" 25.54 25.54 25 .54 
Labor^ 12.56 9.77 8 .37 
Pesticides 25.64 28.35 42 .83 
Fuel oil & repairs 27.70 19.60 17 .95 
Rental cost^ 46.35 35.20 32 .50 
TOTAL 137.79 118.46 127.19 
Cost yield-dependent 
Com drying [24% moisture - 15.5%] x ($.04) x (bu/A) 
Hauling (fuel & repairs); $0.023% (bu/A) 
Hauling (rental); $.025 x (bu/A) 
Maintenance requirement^ for; 
Nitrogen; ($0.14) • (1.2) x (bu/A) 
Phosphorus: ($0.23) •(.375) x (bu/A) 
Potassium; ($0.12) •( .30) x (bu/A) 
So, cost index is: w = $0.69 (bu/A); by factorizing (bu/A) 
^Tables B.l, B.2 and B.3. 
^W, Edwards and Harvey Thompson (1983); Edwards (1983); D. C. 
Erbach et al. (1980). 
^Seed rate = 26000, seed cost = $20.54, lime cost = $5. 
^Hrs/acre; F^IP = 2.70, SD = 2.10, TP = 1.80; $/hr = 4.65. 
^Rental cost = depreciation, interest, insurance and housing costs. 
^Data provided by Dr. Regis Voss, Extension Agronomist, Iowa 
State University. 
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APPENDIX C: MODEL SIMULATION RESULTS 
USER COST OF EROSION PER ACRE 
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Table C.l. User cost of erosion per acre in renters, owners and public 
—equal yield^ 
Users 
Period Renter Owner Public 
(dollars/acre) 
Public 
(max. yld) 
0 33.05 34.54 64.96 60.76 
1 31.72 33.21 64.32 60.12 
2 30.45 31.94 63.68 59.50 
3 29.22 30.71 63.06 58.88 
4 28.04 29.53 62.44 58.26 
5 26,90 28.40 61.82 57.65 
6 25.81 27.30 61.21 57.05 
7 24.77 26.26 60.61 56.45 
8 23.75 25.25 60.01 55.86 
9 22.79 24.28 59.42 55.28 
10 21.85 23.34 58.83 54.70 
11 20.96 22.45 58.25 54.12 
12 20.09 21.59 57.68 53.55 
13 19.27 20.76 57.11 53.00 
14 18.47 19.96 56.54 52.43 
15 17.70 19.19 55.99 51.88 
16 16.96 18.45 55.43 51.34 
17 16.25 17.75 54.89 50.79 
18 15.57 17.06 54.34 50.26 
19 14.92 16.41 53.81 49.73 
20 14.29 15.78 53.28 49.20 
21 13.68 15.17 52.75 48.68 
22 13.10 14.59 52.23 48.17 
23 12.54 14.03 51.72 47.66 
24 12.00 13.50 51.21 47.15 
25 11.48 12.97 50.70 46.65 
26 10.98 12.47 50.20 46.16 
27 10.50 11.99 49.70 45.66 
28 10.04 11.53 49.21 45.18 
29 9.60 11.09 48.73 44.70 
30 9.17 10.66 48.25 44.22 
31 8.76 10.25 47.77 43.75 
32 8.37 9.86 47.30 43.28 
33 7.99 9.48 46.83 42.82 
34 7.62 9.12 46.37 42.36 
35 7.27 8.77 45.91 41.91 
36 6.94 8.43 45.46 41.46 
37 6.62 8.11 45.01 41.01 
38 6.30 7.79 44.56 40.57 
39 6.00 7.50 44.12 40.14 
40 5.72 7.21 43.69 39.71 
^According to yield situation (3.11). 
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Table C.l (Continued) 
Users 
Period Renter Owner Public Public 
(doliars/acre) (max. yld) 
41 5.44 6.93 43.26 39.27 
42 5.17 6.66 42.83 38.85 
43 4.91 6.41 42.41 38.44 
44 4.67 6.16 41.99 38.02 
45 4.43 5.92 41.57 37.61 
46 4.21 5.70 41.16 37.20 
47 3.99 5.48 40.75 36.80 
48 3.78 5.27 40.35 36.39 
49 3.58 5.06 39.95 36.00 
50 G 4.42 38.35 34.08 
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Table C.2. User cost of erosion per acre for renters, owners and 
public—yield difference^ 
Users 
Period Renter Owner Public Public 
(dollars/acre) (=e.x. y" 
0 32.91 34.38 64.34 69.39 
1 31.59 33.06 63.71 68.86 
2 30.32 31.79 63.08 68.33 
3 29.10 30.57 62.46 67.81 
4 27.93 29.39 61.84 67.28 
5 26.80 28.26 61.24 66.77 
6 25.71 27.18 60.63 66.26 
7 24.67 26.13 60.03 65.76 
8 23.66 25.13 59.44 65.26 
9 22.70 24.17 58.85 64.76 
10 21.77 23.24 58.27 64.27 
11 20.88 22.34 57.70 63.78 
12 20.02 21.49 57.13 63.30 
13 19.19 20.66 56.57 62.82 
14 18.40 19.87 56.01 62.35 
15 17.64 19.10 55.46 51. SS 
16 16.90 18.37 54.91 61.42 
17 16.20 17.66 54.37 60.96 
IS 15.52 16.99 53.83 60.50 
19- 14.87 16.33 53.30 60.05 
20 14.24 15.71 52.77 59.60 
21 13.63 15.10 52.25 59.16 
22 13.05 14.52 51.74 58.72 
23 12.50 13.96 51.23 58.29 
24 11.96 13.43 50.72 57.86 
25 11.44 12.91 50.22 57.43 
26 10.95 12.42 49.73 57.01 
27 10.47 11.94 49.24 56.59 
28 10.01 11.48 48.74 56.18 
29 9.51 11.04 48.27 55.77 
30 9.15 10.61 47.79 55.36 
31 8.74 10.21 47.32 54.96 
32 8.35 9.81 46.85 54.56 
33 7.97 9.44 46.39 54.16 
34 7.61 9.07 45.93 53.77 
35 7.26 8.73 45.48 53.38 
36 6.92 8.39 45.03 53.00 
37 6.60 8.07 44.59 52.62 
38 6.29 7.76 44.15 52.24 
39 5-99 7.46 43.71 51.87 
40 5.71 7.17 43.28 51.50 
^According to yield situation (3.12). 
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Table C.2 (Continued) 
Users 
Period Renter Owner Public Public 
(dollars/acre) (max. yld) 
41 5.43 6.90 42.85 51.13 
42 5.16 6.63 42.43 50.77 
43 4.91 6.39 42.01 50.41 
44 4.67 6.13 41.59 50.05 
45 4.43 5.90 41.18 49.70 
46 4.20 5.67 40.78 49.35 
47 4.99 5.45 40.37 49.00 
48 3.78 5.24 39.97 48.66 
49 3.58 5.04 39.58 48.32 
50 0.00 4.40 37.99 48.00 
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Table C.3. User cost of erosion for neutral technological increase 
(annual rate = 1%) 
Period Equal-yield^ Yield-difference^ 
Renter Owner Renter Owner 
(dollars/acre) 
0 35.44 39.40 35.32 39.48 
1 34.10 38.07 33.99 38.15 
2 32.81 36.78 32.71 36.87 
3 31.57 35.53 31.47 35.63 
4 30.37 34.33 30.27 34.43 
5 29.21 33.17 29.12 33.28 
6 28.09 32.05 28.00 32.16 
7 27.00 30.96 26.93 31.08 
8 25.96 29.92 25.88 30.04 
9 24.95 28.92 24.88 29.04 
10 23.98 27.94 23.91 28.07 
11 23.04 27.00 22.98 27.14 
12 22.13 26.09 22.07 26.23 
13 21.25 25.21 21.21 25.36 
14 20.41 24.37 20.36 24.52 
15 19.59 23.55 19.55 23.71 
16 18.80 22.77 18.77 22.92 
17 18.04 22.00 18.01 22.17 
18 17.30 21.27 17.28 21.43 
19 16.59 20.56 16.57 20.73 
20 15.91 19.87 15.87 20.04 
21 15.25 19.21 15.23 19.39 
22 14.61 18.57 14.59 18.75 
23 13.99 17.95 13.98 18.14 
24 13.39 17,35 13.38 17.54 
25 12.81 16.78 12.81 16.97 
26 12.26 16.22 12.25 16.42 
27 11.72 15.68 11.72 15.88 
28 11.20 15.16 11.20 15.36 
29 10.70 14.66 10.70 14.87 
30 10.21 14.18 10.21 14.38 
31 9.73 13.71 9.76 13.92 
32 9.29 13.26 9.31 13.47 
33 8.86 12.82 8.87 13.03 
34 8.44 12.40 8.46 12.62 
35 8.03 11.99 8.05 12.21 
36 7.63 11.59 7.66 11.81 
37 7.25 11.22 7.28 11.44 
^According to yield situation (3.11). 
^According to yield situation (3.12). 
38 
39 
40 
41 
43 
43 
44 
45 
46 
47 
48 
49 
50 
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(Continued) 
Equal-y ield^ Yield—difference^ 
Renter Owner Renter Owner 
(dollars/acre) 
6.88 10.85 
6.53 10.49 
6.19. 10.15 
5.84 9.82 
5.23 9.50 
5.19 9.19 
4.92 8.89 
4.64 8.60 
4.36 8.32 
4.09 8.05 
3.83 7.79 
3.58 7.53 
0 6.64 
6.91 11.08 
6.56 10.72 
6.22 10.38 
5.89 10.05 
5.58 9.73 
3.69 9.43 
3.45 9-13 
3.21 8.84 
2.98 8.56 
2.76 8.29 
2.55 8.04 
2.34 7.78 
0 6.90 
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APPENDIX D: MODEL SIMULATION RESULTS: NET REVENUE AND 
PRODUCTION PER ACRE 
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Table D.l. Net revenue and production per acre for the two yield 
situations 
Equal Yield* Yield Difference^ 
Period Profits Yield Profits Yield 
$/A (bu/A) $/A (bu/A) 
0 189.21 136.67 184.34 134.52 
1 189.18 136.65 184.30 134.50 
2 189.14 136.64 184.26 134.48 
3 189.10 136.62 184.22 134.47 
4 189.06 136.60 184.18 134.45 
5 189.03 136.59 184.15 134.43 
6 188.99 136.57 184.12 134.42 
7 188.95 136.55 184.07 134,40 
8 188.91 136.53 184.03 134.39 
9 188.88 136.52 184.01 134.37 
10 188.84 136.50 183.96 134.35 
11 188.80 136.48 183.92 134.34 
12 188.77 136.42 183.89 134.32 
13 188.73 136.45 183.86 134.30 
14 188.69 136.44 183.82 134.29 
15 188.65 136.42 183.79 134.27 
16 188.62 136.40 183.74 134.26 
17 188.58 136.39 183.71 134.24 
18 188.54 136.37 183.66 134.22 
19 188.50 136.35 183.63 134.21 
20 188.47 136.34 183.59 134.19 
21 188.43 136.32 183.55 134.18 
22 188.39 136.30 183.53 134.16 
23 188.35 136.29 183.47 134.14 
24 188.32 136.27 183.45 134.13 
25 188.29 136.26 183.41 134.11 
26 188.24 136.24 183.37 134.10 
27 188.21 136.22 183.32 134.08 
28 188.17 136.20 183.28 134.06 
29 188.13 136.19 183.24 134.05 
30 188.09 136.18 183.20 134.03 
31 188.06 136.16 183.17 134.01 
32 188.02 136.14 183.14 134.00 
33 187.98 136.12 183.10 133.98 
34 187.94 136.11 183.06 133.97 
35 187.91 136.09 183.04 133.95 
36 187.87 136.07 183.00 133.93 
^According to yield situation 3.11. 
^According to yield situation 3.12. 
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Table D.l (Continued) 
3. b 
Equal Yield Yield Difference 
Period Profits Yield Profits Yield 
$/A (bu/A) $/A (bu/A) 
37 187.83 136.06 182.97 133.92 
38 187.79 136.04 182.94 133.90 
39 187.95 136.02 182.90 133.88 
40 187.72 136.01 182.82 133.87 
41 187.68 135.99 182.80 133.85 
42 187.64 135.97 182.70 133.83 
43 187.60 135.94 182.75 133.82 
44 187.57 135.93 182.71 133.80 
45 187.53 135.92 182.65 133.70 
46 187.49 . 135.96 182.61 133.77 
47 187.46 135-89 182.58 133.75 
48 187.42 135.87 182.54 133.74 
49 187.38 135.86 182.52 133.72 
