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Resumen
En esta breve nota continuamos con el estudio del grupo {At} lo cual ayuda a definir los operadores Tt y T˜t, ası´
como definir el operador diferencial A (ver[1]); en cada caso damos los detalles de algunos resultados.
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Abstract
In this brief note we continue with the study of the group {At}, which it help to define the operators Tt y T˜t, also
to define the differential operator A (see [1]).
Keywords. Group, Operators, Singular Integrals, Homogeneity.
1. Introduccio´n. En esta nota continuamos con lo expuesto en [2] en donde presentamos algunos argumentos
sobre el grupo {At}, el que fue introducido por Caldero´n-Torchinsky ( [1]) y donde se estudian convoluciones de la
forma F (x, t) = (f ∗ ϕt)(x), donde f ∈ S′ (distribuciones temperadas) y ϕt es una aproximacio´n de la identidad
de la forma ϕt(x) = (detAt)−1ϕ(A−1t x), t > 0, siendo ϕ infinitamente diferenciable y ra´pidamente decreciente
en Rn. At es un grupo multiplicativo de dilataciones lineales de Rn.
Conforme Caldero´n - Torchinsky lo dicen, estos tipos de funciones esta´n relacionadas con las integrales sin-
gulares con homogeneidad mixta (ver [2]) y tambie´n lo esta´n con operadores, como el operador difusio´n (calor);
los citados profesores consideran los operadores Tt y T˜t que pasamos a describir.
2. Los Operadores Tt y T˜t. Estos operadores son definidos vı´a:
(Ttf)(x) = f(Atx) y (T˜tf)(x) = f(A∗tx).
Se tienen las siguientes consecuencias:
(a). Tt(fg) = (Tt f)(Tt g)
pues Tt(fg)(x) = fg(Atx) = (Tt f)(x)(Tt g)(x).
(b). Si T ′ es la transpuesta de T , entonces T ′t = t−γT
−1
t .
∗Pontificia Universidad Cato´lica del Peru´, Seccio´n Matema´ticas. Peru´ (jortiz@pucp.edu.pe). .
.....................................................................................................................................................................................................................................
This work is licensed under the Creative Commons Attribution-NoComercial-ShareAlike 4.0.
34
Alejandro Ortı´z Fernandez.- Selecciones Matema´ticas. 05(01): 34-38 (2018) 35
En efecto,
〈Ttf, g〉 =
∫
Ttf(x)g(x)dx
=
∫
f(Atx)g(x)dx(
poniendo y = Atx, de donde dy = tγdx, x = A−1t y, dx = t
−γdy
)
=
∫
f(y)g(A−1t y)t
−γdy(
considerando que g(A−1t y) = (T
−1
t g)(y)
)
=
∫
f(y)(T−1t g)(y)t
−γdy
= 〈f, t−γT−1t g〉,
(c). (Ttf)∧ = t−γ T˜−1t f .
En efecto, se sabe que 〈Ttf, ϕˆ〉 = 〈(Ttf)∧, ϕ〉.
Por otro lado,
〈Ttf, ϕˆ〉 =
∫
(Ttf)(x)ϕˆ(x)dx =
∫
f(Atx)ϕˆ(x)dx =
∫
f(y)ϕˆ(A−1t y)t
−γdy
=
∫
f(y)
(∫
e2pii〈y,z〉ϕ(A−1t z)dz
)
t−γdy
(considerando z′ = A−1t z, dz = t
γdz′)
=
∫
f(y)
(∫
e2pii〈y,Atz
′〉ϕ(z′)tγdz′
)
t−γdy
=
∫
ϕ(z′)
(∫
e2pii〈y,Atz
′〉f(y)dy
)
dz′ =
∫
ϕ(z′)
(∫
e2pii〈A
∗
t y,z
′〉f(y)dy
)
dz′
( de nuevo si A∗t y = y
′, dy′ = tγdy)
=
∫
ϕ(z′)
(∫
e2pii〈y
′,z′〉f((A∗t )
−1y′)t−γdy′
)
dz′
=
∫
ϕ(z′)
(∫
e2pii〈y
′,z′〉(T˜−1t f)(y
′)t−γdy′
)
dz′
=
∫
ϕ(z′)t−γ(T˜−1t f)
∧(z′)dz = 〈ϕ, t−γ(T˜−1t f)∧〉.
Conclusio´n: 〈(Ttf)∧, ϕ〉 = 〈ϕ, t−γ(T˜−1t f)∧〉; que es la tesis.
(d). T−1t
(
d
dx
)α
Tt es un operador diferencial con coeficientes constantes para cada t.
En efecto,
T−1t
(
∂
∂x
)α
Ttf(x) = T
−1
t
(
∂
∂x
)α
f(Atx).
Pero, en general, g(x) = T−1t g(Atx), luego se tiene T
−1
t
(
∂
∂x
)α
Ttf(x) =
(
∂
∂x
)α
f(x).
Adema´s la transpuesta del operador es:
(T−1t
(
∂
∂x
)α
Tt)
′f = (−1)|α| ( ∂∂x)α f.
(e). T−1t
(
∂
∂x
)α
Tt(t
−γT−1t ψ) = t
−γT−1t (
(
∂
∂x
)α
ψ).
En efecto,
T−1t
(
∂
∂x
)α
Tt(t
−γT−1t ψ(x)) = T
−1
t
(
∂
∂x
)α
Tt(t
−γψ(A−1t x))
= T−1t
(
∂
∂x
)α
t−γψ(x).
Nota. Observemos que tenemos f(A−1t y) = T
−1
t f(y) ya que (Ttf)(x) = f(Atx) implica f(x) = T
−1
t f(Atx);
basta poner y = Atx para tener la igualdad deseada.
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(f). Sea el operador Bt = (I − AtA∗t )
1
2 , 0 ≤ t < 1. Entonces se tiene que 〈B2t x, x〉 ≥ 0 y B2t es una matriz
positiva autoadjunta tal que:
(i) (1− t2)‖B−1t x‖2 ≤ ‖x‖2 ≤ 2‖P‖(1− t)‖B−1t x‖2, x ∈ Rn;
(ii) |detB−1t | ≤ (1− t)−
n
2 .
En efecto:
El grupo {At} satisface ‖Atx‖ ≤ t‖x‖, ası´ tenemos
〈B2t x, x〉 = 〈(I −AtA∗t )x, x〉 = 〈x, x〉 − 〈AtA∗tx, x〉
= ‖x‖2 − ‖A∗tx‖2
≥ ‖x‖2 − t2‖x‖2 ≥ 0.
Adema´s observamos que 〈B21x, x〉 = ‖x‖2 − ‖A1x‖2 = 0.
Se observa que B2t es autoadjunto.
(i). Pongamos y = B−1t x o´ x = Bty, de donde
〈x, x〉 = 〈Bty,Bty〉
= (1− t) 2u 〈P ∗A∗uy,A∗uy〉, con t ≤ u ≤ 1.
donde se ha hecho uso de =
(
d
dt 〈Atx,Atx〉 = 2t 〈PAtx,Atx〉
)
.
Luego,
‖x‖2 ≤ (1− t) 2u‖P ∗‖ ‖A∗uy‖ ‖A∗uy‖
≤ (1− t) 2
u
‖P‖u2‖y‖2
≤ 2‖P‖(1− t)‖B−1t x‖2.
Por otro lado,
‖x‖2 = 〈Bty,Bty〉 = 〈B2y, y〉
= 〈(I −AtA∗t )y, y〉 = 〈y, y〉 − 〈AtA∗t y, y〉
= ‖y‖2 − ‖A∗t y‖2
≥ ‖y‖2 − t2‖y‖2 = (1− t2)‖B−1t x‖2.
(ii) Sabemos que (1 − t2)‖B−1t x‖2 ≤ ‖x‖2 o´ ‖B−1t x‖2 ≤ (1 − t2)−1‖x‖2,
de donde ‖B−1t ‖ ≤ (1− t2)−
1
2 ,
y ası´ |detB−1t | ≤ ‖B−1t ‖n ≤ (1− t2)−
n
2 .
3. El Operador Diferencial A. Como se sabe, la teorı´a moderna de operadores diferenciales parciales es
una a´rea central en la matema´tica y su progreso fue enorme en la segunda mitad del siglo XX y las investigaciones
continu´an au´n en nuestros dı´as. El ana´lisis funcional y la teorı´a de distribuciones contribuyeron a dar las bases
so´lidas para lograr tal progreso.
Por otro lado tambie´n se establecio´ una importante relacio´n de tales operadores con las integrales singulares,
esto gracias a los profundos trabajos del gran analista Alberto Caldero´n, quien con me´todos e ideas muy originales
establecio´ puentes entre las ecuaciones en derivadas parciales con el ana´lisis armo´nico. En esta direccio´n es famoso
su trabajo sobre la unicidad de la solucio´n del problema de Cauchy, ası´ como tambie´n lo son sus teoremas de
existencia y unicidad.
En este contexto es significativo e importante la introduccio´n por parte de Caldero´n -Torchinsky [1] del ope-
rador diferencial A, el cual es general y esta´ relacionado con el grupo {At}; ası´, este operador recupera ciertos
operadores diferenciales cla´sicos.
La propiedad (d) nos motiva afirmar que un operador diferencial con coeficientes constantes se puede repre-
sentar en te´rminos de {At}, con posibles ventajas.
Sea el gradiente∇ =
(
∂
∂x1
, ..., ∂∂xn
)
. Entonces se define el operador A vı´a :
A = ∂
∂t
− 1
2pit
〈P ∗A∗t∇, A∗t∇〉.
Si L2 = P+P
∗
4pi , se tiene
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〈LA∗t∇, LA∗t∇〉 = 〈L2A∗t∇, A∗t∇〉 = 〈
P + P ∗
4pi
A∗t∇, A∗t∇〉
=
1
4pi
〈PA∗t∇, A∗t∇〉+
1
4pi
〈P ∗A∗t∇, A∗t∇〉
=
1
2pi
〈P ∗A∗t∇, A∗t∇〉.
De esta manera el operador A toma la forma
A = ∂
∂t
− 1
t
〈LA∗t∇, LA∗t∇〉.
Veamos casos particulares:
Asumamos que P es autoadjunto y P = diag (α1, α2, . . . , αn), αi ≥ 1, es la transformacio´n considerada por
Fabes-Riviere (ver [2],2) entonces se tiene que A∗t = diag(t
α1 , ..., tαn) y adema´s
A = ∂
∂t
− 1
2pit
n∑
j=1
αjt
2αj
∂2
∂x2j
.
Au´n, si P = I (identidad) y αj = 1, se tendra´ A = ∂∂t − t2pi∆.
En el estudio de problemas en ecuaciones en derivadas parciales es fundamental determinar la solucio´n,
o al menos su existencia, de la ecuacio´n diferencial; por ejemplo de la ecuacio´n∆u = 0, entre muchas otras.
Por analogı´a, sea la ecuacio´n
Au = 0.
Si ϕ(x) = e−pi|x|
2
y ϕt(x) = t−γϕ(A−1t x) es su dilatacio´n, entonces
Aϕt(x) = 0.
Prueba.
Observemos que ϕˆt(x) = ϕˆ(A∗tx).
En efecto,
ϕˆt(x) =
∫
e2pii〈x,y〉ϕt(y)dy
=
∫
e2pii〈x,y〉t−γϕ(A−1t y)dy
( poniendoA−1t y = y
′, y = Aty′, dy = tγdy′)
=
∫
e2pii〈x,Aty
′〉ϕ(y′)dy′
=
∫
e2pii〈A
∗
t x,y
′〉ϕ(y′)dy′
= ϕˆ(A∗tx).
Por otro lado,
ϕˆt(x) = ϕˆ(A
∗
tx) =
(
e−pi|A
∗
t |2
)∧
= e−pi|A
∗
t ξ|2
(llamando ψ(t) = |A∗t ξ|2)
= e−piψ(t).
Luego,
∂
∂t
ϕˆt(x) = −pie−piψ(t)ψ′(t),
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y considerando que
ψ′(t) =
∂
∂t
〈A∗t ξ,A∗t ξ〉 = 2〈
∂
∂t
A∗t ξ,A
∗
t ξ〉
y que ∂∂tA
∗
t =
1
tP
∗A∗t , tenemos que
∂
∂t
ϕˆt(x) = −2pi
t
〈P ∗A∗t ξ,A∗t ξ〉e−pi|A
∗
t ξ|2
= −2pi
t
〈P ∗A∗t ξ,A∗t ξ〉ϕˆt(ξ),
de donde tomando antitransformadas de Fourier se obtiene Aϕt(x) = 0.
Nota. Si se considera la convolucio´n u(x, t) = (f ∗ ϕt)(x), con f ∈ S′, se verifica que Au(x, t) = 0, lo que es
u´til para problemas de valor de contorno en un contexto ma´s general.
4. Proyeccio´n. El grupo {At}t>0 y el operador diferencial A fueron motivados por cla´sicos problemas en
las ecuaciones en derivadas parciales como fue el problema de Dirichlet cuyo estudio condujo a la introduccio´n
de ciertos espacios de funciones y al uso de me´todos del ana´lisis funcional, y esto influyo´ en fundamentales
extensiones en el a´rea del ana´lisis armo´nico.
Informalmente el problema de Dirichlet consiste en dada f sobre Rn, encontrar u tal que∆u = 0 sobre Rn+1+
y l´ımt→0 u(x, t) = f(x) en Rn.
Para que este problema sea estable la funcio´n f debe estar en cierto espacio de funciones como, por ejemplo,
el espacio de Lebesgue Lp o´ en BMO (espacio de funciones con oscilacio´n media acotada).
Si f ∈ Lp, 1 ≤ p ≤ ∞, y u(x, t) = (Pt ∗ f)(x), donde Pt es el nu´cleo de Poisson, entonces la integral de
Poisson u(x, t) es armo´nica sobre Rn+1+ tal que l´ımt→0 u(x, t) = f(x) c.t.p en Bn.
En esta direccio´n se construyeron los espacios de funciones armo´nicasHMO y Fabes-Johnson-Neri verifica-
ron que HMO = Pt ∗ BMO. (Mayores detalles sera´n dados en un posterior trabajo). De esta manera, el espacio
BMO aparece como un espacio traza o´ espacio de valores de contorno.
Au´n mas, Fabes-Johnson-Neri consideran espacios ma´s amplios como son los espacios Eα,p = Lp,λ, donde
α = λ−np , 0 ≤ λ ≤ n+ p, 1 ≤ p <∞; y tambie´n consideran a los espacios de funciones armo´nicas, sobre Rn+1+ ,
Hα,p donde 0 < α < 1, 1 ≤ p <∞. Ellos prueban que Hα,p = Pt ∗ Eα,p.
En esta direccio´n Ortiz-Torchinsky estudiaron el caso parabo´lico de esta caracterizacio´n. En el trabajo
que se esta´ anunciando el objetivo es obtener una caracterizacio´n para los espacios Eα,pϕ y H
α,p
ϕ para ϕ, una
conveniente funcio´n y haciendo uso del grupo {At} y del operador A.
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