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方法として，まず i番目の ACK応答を受信してから i+1番目の ACK応答を受信するまでの間
に送信したデータの最大送信シーケンス番号から i 番目の ACK 番号を減算し，それを MSS 
(Maximum Segment Size)で割った数を輻輳ウィンドウの仮推定値としておく．その上で i番目
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では，ネットワークをモニタリングし，TCP のデータや ACK の送信状況等を記録して
いる通信ログから，クライアント側の輻輳ウィンドウの変化を推定し，さらにその結果
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第２章 TCP の概要 
 本章では，本研究の対象である TCP プロトコルについての概要や基本的な知識につ
いて述べる． 
 
2.1 TCP/IP 階層モデル 
 ネットワーク・プロトコルは一般的にレイヤという概念をもとに開発され，各階層は
通信の異なる相に対して責任をもつ．TCP/IP などのプロトコル群は，さまざまな階層
のプロトコルの組み合わせである．TCP/IP は通常，図 1 に示した 4 階層システムとし
て認識されている． [1] 
 








(Ethernet)や PPP (Point to Point Protocol)がある． 
 インターネット層では，ネットワークのパケットの移動を制御する．パケットのルー
ティングはこの階層で行われる．主なプロトコルに IP(Internet Protocol)，









ている．主なプロトコルとして，HTML (Hyper Text Transfer Protocol)，FTP (File 





いく．図 2 にこのプロセスを示す． 
 
   アプリケーションデータ  アプリケーション層 
 
  TCPヘッダ アプリケーションデータ  トランスポート層 
 
 IP ヘッダ TCPヘッダ アプリケーションデータ  インターネット層 
 
イーサネットヘッダ IP ヘッダ TCPヘッダ アプリケーションデータ  ネットワークインターフェース層 

















2.2 TCP ヘッダ  
図 3 のように，TCP データは IP データグラムにカプセル化される． 
 
 
IP ヘッダ TCP ヘッダ TCP データ 
20 バイト 20 バイト  
図 3．IP データグラムにカプセル化された TCP データ 
 




















―NS (Nonce Sum): 輻輳保護． 
―CWR (Congestion Window Reduced): ECN により輻輳ウィンドウを小さくした
ことを示す． 
―ECE (ECN-Echo): 通信相手にネットワークが輻輳していることを伝える． 
―URG (Urgent Flag): 緊急ポインタの値が有効であることを示す． 
―ACK (Acknowledgement Flag): 確認応答番号が有効であることを示す． 
―PSH (Push Flag): データの受信側に対して，可能な限り早急にデータをアプリ
ケーションに渡すことを要求する．すなわち，送信データの終了または区切
りであることを意味する． 
―RST (Reset Flag): コネクションを強制的に開放することを要求する． 


















 TCP の通信で機能を追加するために用いられる． 
 







フラグビット ウィンドウサイズ（16 ビット） 
TCP チェックサム（16 ビット） 緊急ポインタ（16 ビット） 
オプション 
データ 





















ライアントからのアクティブオープンに対して，SYN フラグが 1 のセグメント(SYN セ
グメント)が送出される．このセグメントにはシーケンス番号が設定されており，これ
は「クライアント側はこの値からシーケンス番号を開始する」ことを意味し，初期シー
ケンス番号と呼ばれる．サーバ側はこの SYN セグメントを受信すると，SYN フラグと
ACK フラグを 1 にしたセグメント(SYN+ACK セグメント)を返送する．このセグメン
トは，サーバ側で使用するシーケンス番号の初期値を通知し，同時に確認応答番号も知






て FIN フラグが 1 となったセグメント(FIN セグメント)が送信され，相手がそれに対
する ACK セグメントを送出するという形で行われる．まず，クライアント側が FIN セ
グメントを送信，続いてサーバ側がそれを確認し，次にサーバ側が FIN セグメントを
送信，続いてクライアント側が確認する．FIN セグメントの確認のためにシーケンス番




セグメントを確認応答する ACK セグメントと，サーバ側からの解放を通知する FIN セ
グメントは別々のタイミングで送出される．クライアント側からの FIN セグメントを
受信した後，サーバ側がさらにデータを送信し，その後 FIN セグメントを送信すると












































𝑅 = α𝑅 + (1 − α)𝑀 
RTO = 𝑅β 
このとき，𝑀はデータセグメントを送信してから ACK セグメントを受信するまでの時
間の測定値，𝑅は RTT の計算値，RTO はタイムアウト時間，α，βは定数である． 
 しかしこの式では，遅延時間が急に増加した場合などに対応できないという指摘によ
り，1988 年に以下のような計算式が導入された． 
𝐸𝑟𝑟 = 𝑀 − 𝐴 
𝐴 = (1 − 𝑔)𝐴 + 𝑔𝑀 
𝐷 = (1 − ℎ)𝐷 + 𝑀ℎ|𝐸𝑟𝑟| 
RTO = 𝐴 + 4𝐷 
このとき，𝐴は平均の RTT 値の計算値，𝐸𝑟𝑟は RTT の測定値からその時点での平均値
を引いた値，𝐷は𝐸𝑟𝑟の絶対値の平均であり RTT の平均偏差，𝑔，ℎは平滑化のための
定数である．この方式により，RTT の変動に対しても，より的確な RTO を求めること
が可能となったと考えられる．このように，RTT を測定しながら，再送タイムアウト





















































window edge)，最も大きいシーケンス番号の次のシーケンス番号を uwe(upper window 
edge)と呼ぶ．なお，ウィンドウサイズを通知することを「広告 (advertise)」という． 






















3.1 TCP の輻輳制御 

















































されている．大きく区別して初期の OS から搭載されている Standard TCP，近年の高
速・広帯域ネットワークに対応した TCP Variants に分けられる．さらに TCP Variants
には，パケットロスを輻輳の指標とする Loss-Based 方式，RTT の変化を輻輳の指標と
する Delay-Based 方式，2 つを組み合わせた Hybrid 方式の 3 種類に分類される． [3] 








3.2.1 TCP Tahoe (Standard TCP) 
 TCP Tahoe [2]は，前述のスロースタートフェーズと輻輳回避フェーズによって構成
されている． 






る．その場合𝑐𝑤𝑛𝑑は 1MSS 増加される．𝑐𝑤𝑛𝑑＞ssthresh なら，輻輳回避フェーズを


























3.2.2 TCP Reno (Standard TCP) 
 TCP Reno [2]は，前述した TCP Tahoe の機能に加えて輻輳回避フェーズに高速リカ
バリ(Fast Recovery)を採用したアルゴリズムである． 
まず三つ目の重複 ACK を受信すると，その時点でのウィンドウサイズの 1/2 を
ssthresh に記録する．ただし ssthresh の値は MSS の倍数に丸められ，1/2 とした結果
が 2MSS より小さい場合は 2MSS の値とする．また，𝑐𝑤𝑛𝑑を ssthresh+3×MSS に設
定し，紛失したデータセグメントを再送する．その後，別の重複 ACK を受信するごと
に，𝑐𝑤𝑛𝑑を 1MSS だけ増加させ，新たな𝑐𝑤𝑛𝑑の値の範囲でデータセグメントを送信す
る．新しいデータセグメントを確認応答する ACK を受信すると，𝑐𝑤𝑛𝑑に ssthresh の
値を設定する．その結果，𝑐𝑤𝑛𝑑は再送を行った時点のウィンドウサイズの 1/2 となる．
このアルゴリズムにより，TCP Reno は輻輳ウィンドウを半分にしつつ，連続的なデー





















3.2.3 BIC TCP (TCP Variants)  




にジャンプすることにより Binary Search モードを行う．しかし，中間点にジャンプす
ることは 1RTT 内の増加が大きすぎることがある．そのため，中間点と現在の最小値の
間の距離が一定値𝑆𝑚𝑎𝑥よりも大きい場合，𝑆𝑚𝑎𝑥により現在のウィンドウサイズを線形
的に増加させる Additive Increase モードを用いる．輻輳ウィンドウが増加し前回のパ
ケットロス直前の値を超えた場合，Binary Increase と Additive Increase モードと対
称になるように輻輳ウィンドウを増加させる Max Probing モードになる．BIC TCP は
前回のパケットロスが発生した時の輻輳ウィンドウサイズ付近に長く留まるため，安定
性がある．図 12 に BIC TCP の輻輳ウィンドウの変化を示す． 
 
 
図 12．BIC TCP の輻輳ウィンドウの変化 
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3.2.4 CUBIC TCP(TCP Variants)  
 CUBIC TCP [4]は，BIC TCP の増加関数とよく似た形状をしている．CUBIC は簡易
的にするように設計され，BIC のウィンドウ制御を高めている． 
CUBIC の輻輳制御は次の関数によって決定されている． 












利用率を増加している．図 13 に CUBIC TCP の輻輳ウィンドウの変化を示す． 
 
図 13．CUBIC TCP の輻輳ウィンドウの変化 
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3.2.5 TCP Vegas (TCP Variants)  
TCP Vegas [5]は輻輳状態のネットワークを推定する方法として推定スループットと






 このとき，WindowSize は現在のウィンドウサイズである．次に，Vegas は現在の実
スループットを次のように計算する．各パケットが送信されると，Vegas はシステムク
ロックをチェックすることでパケットの送信時間を記録し，ACK が返る前に経過時間







𝐷𝑖𝑓𝑓 = 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 − 𝐴𝑐𝑡𝑢𝑎𝑙 
𝐷𝑖𝑓𝑓は正値であり，これはウィンドウサイズを調整するために使用される．さらに，
任意の 2 つの閾値𝛼，𝛽を定義する．このとき，0 ≤ 𝛼 < 𝛽である．もし𝐷𝑖𝑓𝑓 < 𝛼なら，
Vegas は次の RTT までの間ウィンドウサイズを線形に増加させる．もし𝐷𝑖𝑓𝑓 > 𝛽なら，









3.2.6 TCP Veno (TCP Variants)  
TCP Veno [6]はプロアクティブにウィンドウサイズを調整する方法ではなく，コネク
ションが輻輳状態であるかどうかを指標として N の測定値を用いる．ここで N は次の
式で計算される． 
N = 𝐴𝑐𝑡𝑢𝑎𝑙 × (𝑅𝑇𝑇 − 𝐵𝑎𝑠𝑒𝑅𝑇𝑇) = 𝐷𝑖𝑓𝑓 ∗ 𝐵𝑎𝑠𝑒𝑅𝑇𝑇 







3.2.7 HS TCP (TCP Variants)  
 HS TCP(High Speed TCP) [7]は基本的には TCP Reno と同じアルゴリズムであるが，




ACK パケットを受信した際に TCP Reno のようにウィンドウサイズを減少させない．
ウィンドウサイズの増加幅および減少幅は，現在のウィンドウサイズを用いて決定され
る．ウィンドウサイズを𝑤とすると，1RTT ごとのウィンドウサイズの増加幅は𝑎(𝑤)，











(𝑏ℎ𝑖𝑔ℎ − 0.5) + 0.5 
𝑝(𝑤) = 𝑒𝑥𝑝 [
log(𝑤) − log(𝑊𝑙𝑜𝑤)
log(𝑊ℎ𝑖𝑔ℎ) − log(𝑊𝑙𝑜𝑤)








複 ACK の受信によってパケット廃棄を検出した際のウィンドウサイズを(1 −
𝑏ℎ𝑖𝑔ℎ)・𝑊ℎ𝑖𝑔ℎとする． 
 
3.2.8 Scalable TCP (TCP Variants)  
 Scalable TCP [8]は Loss Based 方式のプロトコルで，HS TCP と同様に Reno の
Congestion Avoidance Phase での制御を変更したものであり，広帯域ネットワークで
の TCP スループットの向上を目指している．Scalable TCP では，𝑐𝑤𝑛𝑑の増加，減少
のアルゴリズムを以下のように変更している． 











𝑐𝑤𝑛𝑑 > 𝑙𝑤𝑛𝑑のとき     𝑐𝑤𝑛𝑑 = {
𝑐𝑤𝑛𝑑 + 0.01    (𝐴𝐶𝐾受信時)
𝑐𝑤𝑛𝑑 − 0.125 × cwnd(セグメントロス発生時)
 
このとき，𝑙𝑤𝑛𝑑は TCP Reno と Scalable TCP のアルゴリズムを使い分ける閾値であ
る．Scalable TCP では𝑐𝑤𝑛𝑑が𝑙𝑤𝑛𝑑より大きくなると𝑐𝑤𝑛𝑑を 1 つ増加していくため，





3.2.9  TCP Illinois (TCP Variants) 
 TCP Illinois [9]は Hybrid 方式のプロトコルで，スロースタートフェーズでは Reno








𝛼 = 𝑓1(𝑑𝑎) = {
𝛼𝑚𝑎𝑥                    𝑑𝑎 ≤ 𝑑1    
𝐾1
𝐾2 + 𝑑𝑎
             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
β = 𝑓2(𝑑𝑎) = {
β𝑚𝑖𝑛                          𝑑𝑎 ≤ 𝑑2              
𝐾3 + 𝐾4𝑑𝑎                𝑑2 < 𝑑𝑎 < 𝑑3   











β𝑚𝑖𝑛𝑑3 − β𝑚𝑎𝑥𝑑2  
𝑑3 − 𝑑2 
，𝐾4 =
β𝑚𝑎𝑥 − β𝑚𝑖𝑛  

















TCP は輻輳ウィンドウの数値分だけ MSS 単位に分割されたデータを送信する．分割
されたデータには送るデータの先頭バイト番号と後尾データ番号がシーケンス番号と




 輻輳ウィンドウの推定は，ACK 番号とシーケンス番号を利用して行う． 
1. 𝑖番目のACKを受信してから. 𝑖 + 1番目のACKを受信するまでに送信したデータ
の最大シーケンス番号𝑠𝑒𝑞𝑖と𝑖番目の ACK 番号𝑎𝑐𝑘𝑖を記録する． 
2. そのときの輻輳ウィンドウ𝑐𝑤𝑛𝑑𝑖の仮推定値を 
𝑐𝑤𝑛𝑑𝑖 = (𝑠𝑒𝑞𝑖 − 𝑎𝑐𝑘𝑖)/𝑀𝑆𝑆 
とする． 









4.3 TCP の輻輳制御アルゴリズムの推定 








4.3.1 TCP Reno の推定 
 TCP Renoの輻輳ウィンドウはスロースタートフェーズでは𝑐𝑤𝑛𝑑の値はRTTの間に
指数関数的に増加する．このとき，ACK は 2RTT のうち 1 つの場合もある．つまり，
1
2
𝑐𝑤𝑛𝑑 ≦ ∆𝑐𝑤𝑛𝑑 ≦ 𝑐𝑤𝑛𝑑と推測できる．輻輳回避フェーズでは𝑐𝑤𝑛𝑑 の値は RTT の間















4.3.2 TCP Vegas の推定 
 TCP Vegas の輻輳ウィンドウは，スロースタートフェーズでは RTT 単位で 2RTT に
1 回だけ𝑐𝑤𝑛𝑑を増加させるが，増加させる場合は TCP Reno と同様である．輻輳回避







 𝑐𝑤𝑛𝑑 + 1                      if 𝑑𝑖𝑓𝑓 <
𝛼
𝑏𝑎𝑠𝑒_𝑟𝑡𝑡

































4.3.3 TCP Veno の推定 
 TCP Veno の輻輳ウィンドウは，スロースタートフェーズでは Vegas と同様，輻輳回
避フェーズではボトルネックのキュー長∆を，Reno の輻輳制御の緩和に適用する．具
体的には∆> βの場合には，2RTT に𝑐𝑤𝑛𝑑を 1 ずつ増加させる．この場合，RTT ごとに











図 16．TCP Veno の散布予想図 
 
4.3.4 CUBIC TCP の推定 
CUBIC TCP では，𝑐𝑤𝑛𝑑を直前の輻輳現象からの経過時間の三次関数として与える．
具体的には𝑐𝑤𝑛𝑑を𝑤，経過時間を𝑇，輻輳事象発生直前の𝑐𝑤𝑛𝑑を𝑤𝑚𝑎𝑥とすると， 






























































4.3.5 TCP Illinois の推定 
 TCP Illinois の輻輳ウィンドウは，スロースタートでは Reno と同様，輻輳回避フェ
ーズではネットワークキューイング遅延に従い，RTT 期間の𝑐𝑤𝑛𝑑の増加値を 0.1 から
































態から，データの送信と ACK の受信，データの再送などを 1 つずつ順に識別し，それ
に基づいて TCP の内部状態を推測し cwnd の時間的変化を推定しようとするものであ
る． 
 [11]も同様な手法を採用しており，これを用いて TCP のバージョンを推定すること
を目的としている．このために，複数の TCP バージョンに沿った TCP の内部状態を想
定し，通信ログの結果から最もふさわしいバージョンを決めるという方法を用いている．
しかしこれでは，Tahoe，Reno，NewReno の 3 つのバージョンのみを対象としている． 
 これに対して，[12]では通信ログから cwnd の時間的変化を推定し，その結果から，
続いた ACK の受信による cwnd の変化の様子から， 
 cwnd の変化が 1 増加であるものの割合 
 cwnd の増加の速度 
 cwnd が変化しないものの割合 
 cwnd の変化の割合自体が変化した割合 
の 4 つの特徴量を抽出する．さらに現在 Linux 上で実装されている 13 の TCP バージ
ョンを対象として，そのうち任意の 2 つが混在している通信ログから，4 つの特徴量を
用いて，その 2 つを区別可能であるかどうかを調べている．すなわち，この研究ではど
の 2 つの TCP バージョンが用いられているかが既知であるという前提に立って，フロ
ーの TCP バージョンを区別することを目指している． 
[13]では，TCP のバージョンをリアルタイムに区別することを目的としている．手法
は[10]や[11]と同様に，データや ACK の送受信の状況から TCP の内部状態を推定する
ことに基づいている．しかし，アルゴリズムは TCP が NewReno に基づいて動作して
34 
 






た 13 種類のバージョンである．具体的には，以下の手法を用いる． 
 テストシステムが推定対象のシステムにデータを送信させる． 
 テストシステムがデータに ACK を返すタイミングを調整することにより，1 秒ま
たは 0.8 秒の RTT を使用した 2 つのパターンを使用する． 
 TCP コネクションの開始からスロースタートを行わせ，10RTT においてパケット
ロスを発生させ（データを受信しても ACK を返さない），タイムアウト再送を行わ
せる． 




 その結果から，cwnd の減少パラメータと，5 次式で近似した cwnd の増加関数を
推定し，それに基づき TCP のバージョンを推定する． 
これに対して，本論文で提案する手法は，以下のような特徴を持つ． 
1. CUBIC や HS TCP などの新しい TCP のバージョンを含めて，通信対象の TCP に
ついて前提となる知識を必要としない． 



































図 19 のように，2 台の端末をそれぞれクライアントとサーバーとして通信を行う．
また，クライアント・サーバー間に 1 台のブリッジを配置し，そのブリッジで遅延を発
生させることで輻輳ウィンドウの挙動を確認する． 
ネットワークの監視にはネットワーク測定ツール Wireshark [15]，Linux のカーネ
ルモジュール tcpprobe [16]を用い，Wireshark で推定値の算出に使用する ACK 番号と
シーケンス番号を，tcpprobe で実測された輻輳ウィンドウをモニタリングする． 
通信の遅延は 0.5 秒と 1 秒の 2 パターン行う． 



























5.2.1 TCP Reno の比較 
 図 20，図 21 に TCP Reno の RTT ごとの輻輳ウィンドウの変化を，図 22， 





図 20．500ms 遅延させたときの TCP Reno の RTT 毎の輻輳ウィンドウの変化 
 
 










































図 22．500ms 遅延させたときの TCP Reno の輻輳ウィンドウと変化量の推移 
 
 







































 図 20，図 21 より，TCP Reno の推定値は実測値に非常に近似しているため，推定値
としての有用性は高いと考えられる． 
 また，図 22，図 23 の TCP Reno のプロット推移は図 14 の散布予想図と比較すると，
スロースタートフェーズにおいては非常に近似しているといえるが，輻輳回避フェーズ
では𝛥𝑐𝑤𝑛𝑑の値を見ると 1 だけでなく 0 が混在しているため，有用であると断定できな
い． 
 
5.2.2 TCP Vegas の比較 
図 24，図 25 に TCP Vegas の RTT ごとの輻輳ウィンドウの変化を，図 26， 
図 27 に TCP Vegas の輻輳ウィンドウと変化量の推移をそれぞれ遅延時間別に示す． 
 
 
























図 25．1s 遅延させたときの TCP Vegas の RTT 毎の輻輳ウィンドウの変化 
 
 








































図 27．1s 遅延させたときの TCP Vegas の輻輳ウィンドウと変化量の推移 
 
図 24，図 25 より，TCP Vegas の推定値は実測値に非常に近似しているため，推定
値としての有用性は高いと考えられる． 
 また，図 26，図 27のTCP Vegasのプロット推移は図 15の散布予想図と比較すると，
スロースタートフェーズにおいては非常に近似しているといえるが，輻輳回避フェーズ
では𝛥𝑐𝑤𝑛𝑑の値を見ると 0 と 1 の値のみで-1 の値をとっていないため，有用であると
断定できない． 
 
5.2.3 TCP Veno の比較 
図 28，図 29 に TCP Veno の RTT ごとの輻輳ウィンドウの変化を，図 30， 

















図 28． 500ms 遅延させたときの TCP Veno の RTT 毎の輻輳ウィンドウの変化 
 
 











































図 30．500ms 遅延させたときの TCP Veno の輻輳ウィンドウと変化量の推移 
 
 
図 31．1s 遅延させたときの TCP Veno の輻輳ウィンドウと変化量の推移 
 
図 28，図 29 より，TCP Veno の推定値は実測値に非常に近似しているため，推定値
としての有用性は高いと考えられる． 






































5.2.4 CUBIC TCP の比較 
図 32，図 33 に CUBIC TCP の RTT ごとの輻輳ウィンドウの変化を，図 34， 
図 35 に CUBIC TCP の輻輳ウィンドウと変化量の推移をそれぞれ遅延時間別に示す． 
 
 




























図 33． 1s 遅延させたときの CUBIC TCP の RTT 毎の輻輳ウィンドウの変化 
 
 








































図 35．1s 遅延させたときの CUBIC TCP の輻輳ウィンドウと変化量の推移 
 
図 32，図 33 より，CUBIC TCP の推定値は実測値に非常に近似しているため，推定
値としての有用性は高いと考えられる． 

































図 36．CUBIC TCP の散布予想図の詳解 
 
5.2.5 TCP Illinois の比較 
図 37，図 38 に TCP Illinois の RTT ごとの輻輳ウィンドウの変化を，図 39，図 40
に TCP Illinois の輻輳ウィンドウと変化量の推移をそれぞれ遅延時間別に示す． 
 
 
































図 38．1s 遅延させたときの TCP Illinois の RTT 毎の輻輳ウィンドウの変化 
 
 









































図 40．1s 遅延させたときの TCP Illinois の輻輳ウィンドウと変化量の推移 
 
図 37，図 38 より，TCP Illinois の推定値は実測値に非常に近似しているため，推定
値としての有用性は高いと考えられる． 





























が 0 と 1 を行ったり来たりしていたのが原因だと考えられる． 
また，TCP Reno，TCP Vegas，TCP Veno の輻輳ウィンドウの推定散布図が非常に
似通ってしまっているため，現時点では識別が困難となってしまっている． 
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