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a b s t r a c t
We consider the iterative solution of unconstrained minimization problems arising from
nonlinear image restoration. Our approach is based on a novel generalized BFGS method
for such large-scale image restoration minimization problems. The complexity per step
of the method is of O(n log n) operations and only O(n) memory allocations are required,
where n is the number of image pixels. Based on the results given in [Carmine Di Fiore,
Stefano Fanelli, Filomena Lepore, Paolo Zellini, Matrix algebras in quasi-Newton methods
for unconstrained minimization, Numer. Math. 94 (2003) 479–500], we show that the
method is globally convergent for our nonlinear image restoration problems. Experimental
results are presented to illustrate the effectiveness of the proposed method.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In the literature on image restoration, a blurred image is oftenmodeled as a linear convolution of an original imagewith a
point spread function of a blur. However, in practice, image formation systems or image sensors usually incorporate a built-
in nonlinearity. For instance, the nonlinearity is introduced in the transformation of light intensity to the output units of
the imaging system such as current intensity in photo-electric systems and the photographic films. The modeling of sensor
nonlinearities was first studied by Andrews and Hunt [2]. In matrix–vector notation, the general space-invariant imaging
system with additive noise can be represented by the following nonlinear equation:
b = s(Au)+ η, (1)
where b, u and η represent the observed, the original image and the noise vectors respectively. Here s(·) denotes a point
nonlinearity and the matrix A is a blurring matrix. Because of the blurring process, the boundary values of b are not
completely determined by the original image u inside the scene. They are also affected by the values of u outside the
scene. We remark that A is block Toeplitz with Toeplitz blocks (BTTB) when zero boundary conditions are applied, and
block Toeplitz-plus-Hankel with Toeplitz-plus-Hankel blocks (BTHTHB) when reflective boundary conditions are used [13].
Both theoretical and experimental results in [13,14] show that the restoration results using reflective boundary conditions
are better than those using zero boundary conditions.
Different nonlinear image restoration algorithms have been proposed and analyzed. For instance, Andrews and Hunt [2]
proposed using Taylor series expansion about themean value of the observed image to approximate (1) by a linear equation.
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An approximate filter for linear image restoration can then be derived. Trussell [18] applied the maximum a posteriori
probability (MAP) estimation scheme in nonlinear image restoration algorithms. This approach results in an iterative
solution algorithm the computational complexity of which is very large. Tekalp and Pavlović [17] also proposed to transform
the noisy and blurred image into ‘‘the exposure domain’’ using the inverse of the nonlinear sensor characteristics. A linear
minimum mean square error deconvolution filter was derived by using the linear convolution model in the presence of
multiplicative noise in the exposure domain. In this paper, we consider solving nonlinear least squares problems with
regularization:
min
u
Q (u) ≡ min
u
‖b− s(Au)‖22 + α‖u‖22 (2)
to restore the original image. Here ‖ · ‖2 denotes the usual Euclidean norm and α is a small positive number controlling
the degree of regularity of the solution. In [20], Zervakis and Venetsanopoulos have considered using the Gauss–Newton
method to solve the nonlinear least squares problem (2).
In this paper, we consider and study a generalized BFGS method for solving (2) arising from nonlinear image restoration
problems. The complexity per step of the method is of O(n) operations and only O(n) memory allocations are required,
where n is the number of image pixels. Based on the results given in [8], we show that the method is globally convergent
for (2). Experimental results are presented to illustrate the effectiveness of the method.
This paper is organized as follows. In Section 2, we review the BFGS method, and describe the generalized BFGS method
and its theory of convergence. In Section 3, we propose and develop a novel algorithm to the generalized BFGS method. The
novel algorithm generalizes the OSS algorithm and can collect more Hessian information. In Section 4, experimental results
for nonlinear image restoration problems are presented to illustrate the effectiveness of the proposed algorithm.
2. The BFGS method
Let us consider the following unconstrained optimization problem. Given an objective function f : Rn → R, find x∗ ∈ Rn
such that
f (x∗) ≤ f (x), ∀x ∈ Rn. (3)
It is assumed that n is large and the gradient vector g(x) = ∇f (x) is available (or can be computed efficiently in at most O(n)
operations), but the Hessian matrix G(x) = ∇2f (x) is not available analytically or/and the calculation of G(x) is complicated
and time-consuming. Under these assumptions, the Newton method may not be practical and quasi-Newton methods are
usually a better alternative.
The BFGS method is one of the most efficient quasi-Newton methods for solving unconstrained minimization problems.
The BFGS method was proposed in [6,9,10,16] individually and can be stated as follows.
Algorithm 1. The BFGS Algorithm
Given x0 ∈ Rn, B0 ∈ Rn×n positive definite;
For k = 0, 1, . . . until convergence,
dk = −B−1k gk,
Carry out a linear search along dk, getting λk > 0,
Setting xk+1 = xk + λkdk,
sk = xk+1 − xk, yk = gk+1 − gk,
Bk+1 = Φ(Bk, sk, yk),
(4)
where gk = ∇f (xk) and
Φ(B, s, y) = B+ 1
yTs
yyT − 1
sTBs
Bs(Bs)T. (5)
Here zT denotes the transpose of z. It is well known that under suitable conditions on f , the BFGS method is globally
convergent and has local superlinear rate of convergence. In the BFGS algorithm, it is not necessary to evaluate Hessian
matrices, therefore it is quite competitive even with modified Newton–Raphson method. However, the BFGS method,
like other quasi-Newton methods, is not directly applicable to some large- scale optimization problems [15] because its
approximation to the Hessian or its inverse are usually dense. The storage and computational requirements, which are
mainly related to those of the Hessian approximation Bk, grow in proportional to n2. Such requirement is very excessive
for large n. Instead of solving the underlying equation defined by the BFGS matrix by direct methods, one can solve it
approximately by indirect methods such as the preconditioned conjugate gradient method. This is the common strategy
used in BFGS methods when n is large.
In addition, there aremany sparse quasi-Newtonmethods for solving large sparse smooth and nonsmooth unconstrained
minimization problems and systems of nonlinear equations, see [3,11] and references therein.
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A general BFGS-type algorithm [8] can be presented as follows:
Algorithm 2. The Generalized BFGS Algorithm
Given x0 ∈ Rn, B0 ∈ Rn×n symmetric positive definite;
For k = 0, 1, . . . until convergence,
Choose some matrix B˜k which is simpler than Bk
dk =
{−B−1k gk, Secant Algorithm (S)
−B˜−1k gk Non-Secant Algorithm (NS).
Carry out a linear search along dk, getting λk > 0,
xk+1 = xk + λkdk,
sk = xk+1 − xk, yk = gk+1 − gk,
Bk+1 = Φ(B˜k, sk, yk).
(6)
This algorithm requires that B˜k satisfies the condition:
Bk symmetric positive definite H⇒ B˜k symmetric positive definite. (7)
That is, the generalized BFGS method is defined by choosing some simpler matrices B˜k (than Bk) instead of Bk in the BFGS
method, in order to save the storage and computational cost, but try to maintain a fast convergence rate.
We note that Method 2 is divided into two subclasses of algorithms:
• if dk is defined by the secant equation: Bkdk = −gk, then Method 2 will be referred as a secant algorithm (S algorithm).
• If dk is defined by B˜−1k dk = −gk with an approximation B˜k of Bk, the algorithm is referred as a non-secant algorithm
(NS algorithm).
Note that the L-BFGSmethod [1], the OSS–OSSV method [4,12] and the LQNmethod [8] can all be viewed as special cases
of the generalized BFGSmethod. Themain idea in the L-BFGSmethod is to use the Hessian information from themost recent
iteration (see [1]). The L-BFGS method is defined in S-Algorithm of Method 2 by setting
B˜k = Φ(Φ(. . .Φ(B0k, sk−m+1, yk−m+1) . . . , sk−2, yk−2), sk−1, yk−1),
where B0k is usually taken as (y
T
kyk/s
T
kyk)I and when m = k − 1, B˜k = Bk. The OSS–OSSV method is defined by the memory-
less updating formula obtained by setting B˜k = I in S-Algorithm of Method 2. The LQN method is defined in Method 2 by
setting B˜k = LBk , which is the best least-squares fit (in the Frobenius norm) of Bk by an algebra L of matrices simultaneously
diagonalized by a fast unitary transform (e.g., the Fourier transform, the Hartley transform)
L = SDUL = {ULd(z)UTL : z ∈ Cn}
where UL is an n× n unitary matrix d(z) = diag(z1, z2, . . . , zn), and z = (z1, z2, . . . , zn)T.
The L-BFGS method, the OSS–OSSV method and the LQN method can be implemented with O(mn) (in general, m  n),
O(n) and O(n log n) flops per iteration step, respectively. Therefore they represent useful alternatives to the BFGS method
when n is large.
We note that the implication in (7) assures that the search directions: −B−1k+1gk+1 in S-algorithm and −B˜−1k gk+1 in
NS-algorithm are both descent directions provided that Bk is symmetric positive definite and λk is such that yTksk > 0.
Therefore the generalized BFGS method always yields well defined and strictly decreasing sequences {f (xk)}.
The global convergence of the NS algorithm in the generalized BFGS algorithms was proved in [8].
Theorem 2.1 ([8, Theorem 3.2]). Let B˜k in the NS algorithm satisfy the conditions{
tr(Bk) ≥ tr(B˜k)
det(Bk) ≤ det(B˜k). (8)
If there exists M > 0 such that
‖yk‖2/yTksk ≤ M (9)
then limk→∞ inf ‖∇f (xk)‖ = 0.
Theorem 2.2 ([8, Corollary 3.5]). Let f be a twice continuously differentiable convex function in the level set Γ0 = {x : f (x) ≤
f (x0)}. Assume that Γ0 be convex and bounded. Let B˜k in the NS algorithm of Method 2 satisfy the conditions in (8). Then {f (xk)}
converges to the least value of f (x).
For any matrix B, let LB denote the best least squares fit to B in an algebra L of matrices. Then LB has the following
properties.
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Proposition 2.1 ([8, Proposition 5.1 and 5.2]). Let B ∈ Cn×n. Then
(1) tr(LB) = tr(B);
(2) LB = Ud(zB)UT where [zB]j = [UTBU]jj. In particular, zxyT = d(UTx)UTy, x, y ∈ Cn;
(3) If B = BT, then LB = LTB and λmin(B) ≤ λ(LB) ≤ λmax(B);
(4) if B is symmetric positive definite, then det(B) ≤ det(LB) and LB is symmetric positive definite.
It follows that the conditions (8) and (7) turn out to be satisfied for B˜k = LBk . Thus, according to Theorems 2.1 and
2.2, the NS-type of the LQN method is globally convergent provided the conditions of Theorem 2.2 are satisfied. Numerical
experiments show that the LQNmethod is competitive with the other optimization methods especially for large values of n
(see [5]).
3. Diagonal and block-diagonal approximation BFGS
In this section we present a novel algorithm which can be viewed as another specific algorithm of the generalized
BFGS method. Both the time complexity and space complexity of this novel algorithm are only O(n) which is similar to
the OSS–OSSV method. The most interesting property of the proposed algorithm is that it can be shown to have the global
convergence, according to the theory discussed in the previous section.
For an n×nmatrix B = (bij)n×n, letDB = diag(b11, b22, . . . , bnn) denote the diagonalmatrixwhosemain diagonal entries
are the same as those of B. Then we have the following result
Proposition 3.1. Let B ∈ Cn×n, then
(1) tr(DB) = tr(B);
(2) DB = DTB, if B is symmetric, then λmin(B) ≤ λ(DB) ≤ λmax(B);
(3) if B is symmetric positive definite, then det(B) ≤ det(DB) and DB is symmetric positive definite.
According to Proposition 2.1, we see that DB has almost the same properties as LB, that is, the conditions (8) and (7) turn
out to be satisfied now for B˜k = DBk . Thus the following algorithm is easily derived.
Algorithm 3. The Diagonal Approximation BFGS Algorithm
Given x0 ∈ Rn, B0 ∈ Rn×n symmetric positive definite;
For k = 0, 1, . . . until convergence,
dk =
{−B−1k gk, Secant Algorithm (S)
−D−1Bk gk Non-Secant Algorithm (NS).
Carry out a linear search along dk, getting λk > 0,
xk+1 = xk + λkdk,
sk = xk+1 − xk, yk = gk+1 − gk,
Bk+1 = Φ(DBk , sk, yk).
(10)
According to Proposition 3.1, Theorems 2.1 and 2.2, the diagonal approximation BFGS algorithm is globally convergent
provided the conditions of Theorem 2.2 are satisfied.
We remark thatMethod 3 can be generalized to the case of the block-diagonal approximation. In this case,DB inMethod 3
denotes the block-diagonalmatrixwhose diagonal blocks are the same as those of B. Then Proposition 3.1 still holds provided
B is symmetric in the second part. Since Bk+1 is a rank 2 update of Bk, it is clear that the size of diagonal blocks are not
necessary to be too large. In our case, we choose the size is equal to 2.
It is easy to see thatMethod3 canbe implemented inO(n) flops per iteration and it requires onlyO(n)memory allocations.
Note that when the Hessian approximation of the next iteration is updated, the BFGS method, Method 3 and the
OSS–OSSV method use the matrices Bk, DBk and I , respectively. Compared with the LQN method, Method 3 represents a
sort of good compromise method between the BFGS and the OSS–OSSV methods. The new method maintains much more
Hessian information than the OSS–OSSV method. Unlike the OSS–OSSV method, which ‘‘just forget the Hessian matrix’’ [4]
Bk each time, Method 3 contains the block-diagonal part of the previous Hessian approximation Bk. We expect that if the
Hessian matrix is diagonally dominant or it has off-diagonal decay property (the magnitude of the entries decreases along
the diagonals), then the new method may be more effective. Moreover, it is important to emphasize that thanks to the
results of [8], the NS-algorithm of the method converges (in contrast to the heuristic convergence regarding the OSS–OSSV
method).
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To avoid computing the inverses of diagonal blocks, we prefer to use the following version of Method 3:
Algorithm 4. The Block-Diagonal Approximation BFGS Algorithm
Given x0 ∈ Rn, H0 ∈ Rn×n positive definite matrix,
For k = 0, 1, . . . until convergence,
dk =
{−Hkgk, Secant Algorithm (S)
−DHkgk Non-Secant Algorithm (NS).
Carry out a linear search along dk, getting λk > 0,
xk+1 = xk + λkdk
sk = xk+1 − xk, yk = gk+1 − gk
Hk+1 = Ψ (DHk , sk, yk)
(11)
where
Ψ (H, s, y) =
(
I − ys
T
yTs
)T
H
(
I − ys
T
yTs
)
+ ss
T
yTs
. (12)
The search direction at the beginning can be taken as the negative gradient, i.e., we choose H0 = I .
Note that Hk and DHk in this algorithm are the inverses of Bk and DBk in Method 3, respectively. Thus when DBk is a block-
diagonal matrix with s× s diagonal blocks, DHk is a block-diagonal matrix of the same structure.
4. Numerical results
In this section, we consider a nonlinear image restoration problem as a large-scale computational example to
demonstrate the effectiveness of the proposed algorithm and compare with the other BFGS methods.
Since image restorationproblems are very ill-conditioned, regularization techniques are incorporated into the restoration
process. In particular, we solve the following regularized nonlinear least squares problem in (2). It is clear that the gradient
of the objective function is given by
∇uQ (u) = −2ATDs(Au)[b− s(Au)] + 2αu, (13)
where Ds(Au) denotes the diagonal matrix with the k-th diagonal entry being equal to
[Ds(Au)]kk = ∂s
∂x
∣∣∣∣
x=∑
i
Akiui
. (14)
The computational cost of ∇uQ (u) is O(n log n) operations where n is the number of image pixels.
We remark that for the most interesting forms of the nonlinearity, the corresponding derivatives are strictly positive
in the domain of the problem. On the other hand, the corresponding Hessian matrix is in the form of AT(D(Au))2A + αI .
Although A is a block-Toeplitz-Toeplitz-block matrix, the Hessian matrix is non-Toeplitz in general. The size of image
restoration problems are usually quite large, so the computational demand for inverting such a Hessian matrix or solving
the corresponding linear systemmay be very large. Here we apply the generalized BFGS method to solve the unconstrained
minimization problem in (2).
In the numerical tests, we consider the image of a bridge (Fig. 1, the size of the image is 160 × 160). The number n of
variables in the objective function is as large as or is equal to 25600. A typical pointwise nonlinearity employed is of the
logarithmic form [19]:
s(x) = 30 ∗ log(x)
and the blurring function of the block-Toeplitz-Toeplitz-block matrix A is given by
a(x, y) = exp[−0.5 ∗ (x2 + y2)].
The observed image is constructed by forming the vector b = s(Au) + η, u is a vector formed by the row ordering of the
original image, and the Gaussian white noises η are added with signal-to-noise ratios of 40 dB and 30 dB. To evaluate the
quality of the restored image by different methods, we employ the root-mean-square error (rmse) between the restored
and the original image:
rmse = ‖u− u(α)‖2‖u‖2 ,
where u and u(α) are the original and the restored images with regularization parameter α, respectively. It is clear that the
smaller the rmse, the better quality the restored image.
We study the following five different secant algorithms in conjunction with a backtracking linear search procedure
satisfying Wolfe’s conditions [7]:
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Fig. 1. The original, observed, and restored images of a bridge.
• Method 1 — the OSS algorithm ([4,12]);
• Method 2 — diagonal approximation algorithm;
• Method 3 — tridiagonal approximation algorithm;
• Method 4 — block diagonal approximation algorithm (2× 2 diagonal blocks);
• Method 5 — limited memory BFGS algorithm (cf. [15]).
In Methods 2–4, we use the diagonal, the tridiagonal, the block-diagonal approximations of Hk respectively. Wolfe’s
linear search is a technique exploited to choose the step length λk. It is designed to ensure that λk satisfies the so-called
Wolfe conditions [15]:{
Q (uk + λkdk) ≤ Q (uk)+ c1λk∇uQ (uk)Tdk,
∇uQ (uk+1)Tdk ≥ c2∇uQ (uk)Tdk, (15)
where the constants c1, c2 are chosen so that 0 < c1 < c2 < 1 and c1 < 1/2. Here the step length parameters we used are
c1 = 10−4 and c2 = 0.9.
Since the computation of the gradient vector of Q (u) is quite expensive and the cost is O(n log n)where n is the number
image pixels, we use the linear search procedure based on a quadratic interpolation of φk(0), φ′k(0) and φk(λ
(i)
k )where
φk(λ) = Q (uk + λdk).
Here we would like to find a value of λk that satisfies the sufficient decreasing condition i.e., the first inequality of (15). We
set λk to be the first number of a minimizing sequence {λ(i)k } that satisfies theWolfe conditions (15). The sequence is usually
started with λ(0)k = c · λk−1 for some constant c > 1 where λk−1 is the previous step size. If the extrapolation is needed in
the linear search procedure, we simply replace the old λ by θ · λ for some constant θ > 1. The search procedure worked
quite well in our numerical tests, each search requires only the calculation of the gradient vector of the objective function
Q (u) and at most two function values.
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Table 1
The restoration results by Methods 1–4 for the image of a bridge with 30 dB
Algorithm 1 2 3 4
rmse 0.0756 0.0755 0.0753 0.0752
iter. num. 274 219 188 198
Time 321.3 281.8 245.4 259.5
Table 2
The restoration results by Method 5 for the image of a bridge with 30 dB
Method 5 m = 2 m = 3 m = 5 m = 8 m = 15 m = 20
rmse 0.0758 0.0755 0.0758 0.0758 0.0758 0.0761
iter. num. 279 231 256 236 232 228
time 370.5 317.5 352.2 357.5 362.3 372.3
Table 3
The restoration results by Methods 1–4 for the image of a bridge with 40 dB
Algorithm Q (u(α)) ‖∇u(u(α))‖ rmse iter. num. Time
1 1.7898e+5 0.8008 0.0678 221 301.5
2 1.5210e+5 0.8190 0.0648 131 184.3
3 1.5208e+5 0.9527 0.0637 115 158.1
4 1.5206e+5 0.7070 0.0640 127 167.6
Table 4
The restoration results by Method 5 for the image of a bridge with 40 dB
Method 5 m = 3 m = 5 m = 8 m = 15 m = 20
rmse 0.0634 0.0639 0.0615 0.0618 0.0623
iter. num. 176 143 165 161 149
Time 248.9 203.3 236.4 251.8 252.8
Q (u(α)) 1.5208e+5 1.5208e+5 1.5205e+5 1.5205e+5 1.5206e+5
‖∇u(u(α))‖ 0.9223 0.9882 0.9656 0.9758 0.8855
The initial image and the search direction in all the algorithms are the observed image and the negative gradient direction
respectively. We used two kinds of stopping criteria. The first one is
‖∇uQ (uk)‖2 < 10−5 · ‖uk‖2.
Another stopping criterion is
‖∇uQ (uk)‖2 < .
In the numerical tests, we find that the  cannot be taken too small because of the rounding error. The use of very small
values of  costs too much computational time but cannot reduce the rmse and improve the quality of the restored image.
Here we choose  = 1.
The algorithms were implemented on a laptop with MATLAB 5.3, in which the usual BFGS algorithm cannot be
implemented because of insufficient memory for our image restoration problems (n ≥ 16 384). The L-BFGS algorithm was
implemented with the initial Hessian approximation [15]:
H0k =
sTk−1yk−1
yTk−1yk−1
I
withm = 3, 5, 8, 15, 20.
In Fig. 1, we show the original, observed, and restored images by the five different algorithms for the image of a bridge
(the size is 160×160, the signal-to-noise ratio is 30 dB). For each algorithm, the optimal regularization parameter α is used
with respect to the rmse.
Tables 1–4 list the computational results for different algorithms for the image of a bridge (the size is 160 × 160, the
signal-to-noise ratios are 30 dB and 40 dB) respectively. We see from the tables that the performance of the approximation
BFGS algorithms is quitewell.Methods 2–4 are generally better than theOSS algorithm (Method 1) and the L-BFGS algorithm
(Method 5), in terms of the rmse, the number of the iteration or the computational times required.
In summary, we have employed a generalized BFGS method for solving nonlinear image restoration problems. The
complexity per step of the method is of O(n log n) operations and only O(n)memory allocations are required, where n is the
number of image pixels. We also have shown that the method is globally convergent. Experimental results are presented to
illustrate the effectiveness of the method for nonlinear image restoration problems.
L.-Z. Lu et al. / Journal of Computational and Applied Mathematics 226 (2009) 84–91 91
References
[1] M. Al Baali, Improved Hessian approximation for the limited memory BFGS method, Numer. Algorithms 22 (1999) 99–112.
[2] H. Andrews, B. Hunt, Digital Image Restoration, Prentice-Hall, Englewood Cliffs, NJ, 1977.
[3] Z.-Z. Bai, D.-R. Wang, Schubert’s method for sparse system of B-differentiable equations, J. Fudan Univ. (Natural Sci.) 34 (6) (1995) 683–690.
[4] R. Battiti, First- and second-order methods for learning: Between steepest descent and Newton’s method, Neural Comput. 10 (1999) 251–276.
[5] Alessandro Bortoletti, Carmine Di Fiore, Stefano Fanelli, Paolo Zellini, A new class of Quasi-Newtonianmethods for optimal learning inMLP-networks,
IEEE Trans. Neural Netw. 14 (2003) 263–273.
[6] C.G. Broyden, The convergence of a class of double rank minimization algorithms: 2, the new algorithm, J. Inst. Math. Appl. 6 (1970) 222–231.
[7] J.E. Dennis Jr., R.B. Schnabel, Numerical Methods for Unconstrained Optimization and Nonlinear Equations, Classics in Applied Mathematics, vol. 16,
SIAM, Philadelphia, 1996.
[8] Carmine Di Fiore, Stefano Fanelli, Filomena Lepore, Paolo Zellini, Matrix algebras in quasi-Newton methods for unconstrained minimization, Numer.
Math. 94 (2003) 479–500.
[9] R. Fletcher, A new approach to variable metric algorithms, Comput. J. 13 (1970) 317–322.
[10] D. Goldfarb, A family of variable metric algorithms derived by variational means, Math. Comp. 24 (1970) 23–26.
[11] E. MarWil, Convergence results for Schubert’s method for solving sparse nonlinear equations, SIAM J. Numer. Anal. 16 (1979) 588–604.
[12] M.F. MØller, A scaled conjugate gradient algorithm for fast supervised learning, Neural Networks 6 (1993) 525–533.
[13] M. Ng, R. Chan, W. Tang, A fast algorithm for Deblurring models with Neumann boundary conditions, SIAM J. Sci. Comput. 21 (1999) 851–866.
[14] M. Ng, A. Yip, A fastMAP algorithm for high-resolution image reconstructionwithmultisensors, Multidimens. Syst. Signal Process. 12 (2001) 143–164.
[15] J. Nocedal, S.J. Wright, Numerical Optimization, Springer-Verlag, New York, 1999.
[16] D.F. Shanno, Conditioning of quasi-Newton method for function minimization, Math. Comp. 24 (1970) 647–650.
[17] A. Tekalp, G. Pavlović, in: A. Katsaggelos (Ed.), Restoration of Scanned Photographic Images, in Digital Image Restoration, Springer-Verlag, Berlin, 1991,
pp. 209–240.
[18] H. Trussell, B. Hunt, Improved methods of maximum a posteriori restoration, IEEE Trans. Comput. 27 (1979) 57–62.
[19] M. Zervakis, A. Venetsanopoulos, Iterative least squares estimators in nonlinear image restoration, IEEE Trans. Signal Process. 40 (1992) 927–945.
[20] M. Zervakis, A. Venetsanopoulos, Iterative algorithms with fast convergence rates in nonlinear image restoration, Proceeding of SPIE, Image Process.
Algorithms Techniques 1452 (1991) 90–103.
