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論 文 の 内 容 の 要 旨
　回帰分析は多変量データ解析手法の中でも最も重要なテクニックの一つであり、とくに線形回帰法は広く
用いられてきた。しかしながら線形回帰法は説明変数間に多重共線性がある場合に係数が不安定であったり、
また推定された係数の有意性が低いなどの問題を引き起こす。この問題を解決するために主成分分析回帰や
リッジ回帰などの手法が開発されているが、これらも依然として線形予測を行うことには変わりない。
　線形予測や多重共線性の限界に対処するためカーネル主成分分析回帰やカーネルリッジ回帰などが考えら
れる。これらの手法の基本的なアイディアは所与のデータをある非線形関数によって多次元空間に写像し、
その多次元空間において線形回帰法を適用することにある。この際にその非線形関数を明示的に選択するの
ではなく、カーネル関数（有限次元のベクトルの対を実数に対応させる関数で、内積を一般化したもの）を
用いることにより、この非線形関数を明示的に知ることなくさまざまな解析が可能になる。本研究ではカー
ネル主成分分析回帰やカーネルリッジ回帰における先行研究の理論的問題点を克服した手法を提案した。ま
たこの手法をノンパラメトリック回帰手法のひとつであるナダラヤ・ワトソン非線形回帰関数推定法と比較
するシミュレーション研究を行った。
　第二に回帰の誤差項に分散不均一性がある場合にも適用できるように上記のカーネル主成分分析回帰や
カーネルリッジ回帰を拡張した方法を提案した。基本的なアイディアは上記と同じであるが、写像されたデー
タに対して加重線形回帰を適用することにある。また加重回帰とのパフォーマンス比較を行うシミュレー
ション研究を行った。
　第三に線形回帰モデルの異常値に対する敏感さの問題を克服するために、上記のカーネル主成分分析回帰
やカーネルリッジ回帰を拡張した方法を提案した。基本的なアイディアは上記と同じであるが、写像された
データに対してメディアン回帰（M-estimation）を適用することにある。また M-estimationとのパフォーマ
ンス比較を行うシミュレーション研究を行った。
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審 査 の 結 果 の 要 旨
　カーネル主成分分析回帰やカーネルリッジ回帰の先行研究そのまま受け入れることなく、それらのもつ問
題点を丁寧に調べ上げ、それを自らの研究に活かしてこの論文を書き上げた著者の能力は評価に値する。ま
たこの基本的なアイディアを回帰における分散不均一性や異常値の存在といった現実的な問題にも対応でき
るように拡張したことは研究の進め方として予測できる方向性ではあるものの好ましいものである。またこ
のような研究においてはシミュレーション研究と実際のデータを通じてパフォーマンス評価を行う必要があ
るが、これらについても堅実に行われている。以上から本論文は博士論文としての水準を満たしているもの
と判断される。
　よって、著者は博士（工学）の学位を受けるに十分な資格を有するものと認める。
