PSYCHOLOGICAL WELL-BEING
One of the constantly emerging debates in social sciences as well as in the public is the relationship between economics and wellbeing. Economic factors are not goals in themselves but are means for acquiring other types of social goals. The argument is that the economy allows societies and individuals to live a better life because the economy makes various elements in well-being possible. Money can buy hospitals, schools, infrastructure, and so forth. The question is whether money can also buy happiness. Campbell, Converse and Rodgers (1976) noted years ago that in spite of enormous economic growth, countries such as the United States did not experience a society without social problems. In fact, some problems increased in spite of the improved welfare. Based on a number of surveys, Campbell et al. also found that the percentage of Americans who said that they were very happy decreased in spite of economic growth.
Using quite different approaches, two recent books have addressed the relationships between economics and psychological well-being. The results of their research reveal surprisingly consistent results. An American political scientist, Lane, argues that economic factors have little influence on the psychological well-being of Americans. Similar to Campbell et al.'s book from the 1970s, Lane (2000) takes as a point of departure the fact that in spite of the increase in affluence in the United States, happiness has decreased during the latter part of the 20th century. 1 Frey and Stutzer (2002) , two Swiss economists, wanted to establish happiness studies as a new part of economic theory. To their surprise, their investigation concluded that rising income contributes little to happiness: "Individual preferences and happiness turn out to be different concepts; they may deviate systematically and noticeably from each other" (p. 90).
In sum, Lane (2000) and Frey and Stutzer (2002) obtained identical overall results: Happiness and economic factors seem to be weakly related. This result is valid only for a comparison of rich countries. If we compute a correlation between gross national product (GNP) and the degree of happiness in a number of countries with a high variation in economic prosperity, it reveals a rather high but far from perfect correlation. However, the correla-tion disappears when we limit the analysis to the rich countries (Frey & Stutzer, 2002; Inglehart & Klingemann, 2000) . Actually, comparative studies show that even among rich countries, the level of happiness varies substantially. Finland, for instance, has a much lower level of happiness than its neighbor country, Sweden. This difference cannot be accounted for by economic factors.
This article aims to explain differences in happiness in a crosscountry comparison of rich countries using comparative methodology and data from the European Values Survey (EVS) 1999. By limiting the analysis to rich countries, one can control for the economic factors and focus on the importance of other factors. To analyze this problem, the concept of happiness and problems relating to its measurement must be discussed. Happiness is seen as a component of a latent variable named subjective well-being. Another component may be satisfaction. As we shall soon see, researchers agree that the two concepts are strongly correlated, but some researchers prefer one of the concepts above the other. We will show that both concepts must be included in the analysis and that they correlate differently with independent variables.
The selection of countries is based on a most similar design. The basic idea of such a comparison is to specify correlations rather than to generalize. In contrast to a most different design research problem, we did not wish to generalize about the relationships between self-rated happiness and economic factors in all countries. Rather, we wished to address the mystery of why countries that are economically very similar differ in their levels of self-reported life satisfaction and happiness. The idea was to analyze countries where the level of happiness was different but the economic level was relatively similar. The economic level is based on a combination of affluence and quality of life in European countries. We have singled out countries where GNP is high and countries that have been estimated to have the highest levels of quality of life based on Estes's index (Estes, 2003) . These countries are Austria, Belgium, Denmark, Finland, Iceland, Germany (East and West separately), the Netherlands, and Sweden. All of the selected countries had approximately the same standard of living, and the level of social security was about the same in all countries (expenses for social security were about 30% of GNP, according to Eurostat, 2003) . Bradburn's (1969) seminal work distinguished between two dimensions in subjective well-being (which he called psychological well-being): the positive and negative aspects. This means that "the cycle of positive affect . . . goes on independently of the negative affect" (p. 6). This argument can also be stated in more recent terms using Ragin's (2000) concept of fuzzy-set. Happiness and unhappiness are two different sets, and a person can be more or less close to the core of each set. Consequently, happiness research may be quite different to unhappiness research. Since Bradburn, this insight seems to have been somewhat neglected. Most of the recent studies consider happiness and tend to forget the other side of the coin: unhappiness. One consequence of this is that most comparative surveys include questions on happiness rather than unhappiness. Based on such data, researchers may conclude something about the level and development of happiness but not about the level and development of unhappiness. Thus, when Lane (2000) , for example, uses data from the happiness questions in surveys to argue that there is an increase in "unhappiness in our time", this may well be a wrong conclusion. Similarly, when Veenhoven (1993) , in a cross-country comparison, finds that mental illness but not suicide is related to happiness, this may be because of a conceptual problem: that happiness and unhappiness lie on different dimensions. To our knowledge, questions about unhappiness have not been included in comparative surveys. This means that at this point, we must simply state that this is a problem and call on future research to make more multifaceted analyses.
METHODOLOGICAL AND CONCEPTUAL PROBLEMS
A second problem concerns the relationship between happiness and satisfaction. Many researchers do not distinguish between these two concepts. Here are a few examples: Veenhoven (1991) , one of the most influential students of happiness and the creator of an impressive database of happiness studies, stated in a summary article that "life satisfaction is conceived as the degree to which an individual judges the overall quality of his life-as-a-whole favorably. In other words: how well he likes the life he leads. The term happiness will be used as a synonym" (p. 17). Inglehart and Klingemann (2000) computed an average of survey results for happiness and satisfaction, and although Lane (2000) theoretically tries to distinguish between the two concepts, he does not use the 362 Cross-Cultural Research / November 2004 distinction in his actual research. Mastekaasa and Moum (1984) wrote the following: "We shall define QOL (quality of life) as a unidimensional phenomenon relating to mood of affect ('happiness' or 'satisfaction')" (p. 392). All of these authors simply presuppose that happiness and satisfaction are identical or that it has no analytical consequence to treat them as identical. In other cases, researchers have chosen only one of them. Campbell et al. (1976) argue that satisfaction is the better concept because "satisfaction is a judgmental or cognitive experience, whereas happiness suggests an experience or feeling of affect" (p. 8). Likewise, Lane (2000) argues that "happiness is a mood, satisfaction with life is a more cognitive judgment" (p. 275). According to Lane, happiness can be understood in relation to marginal utility. "The feeling of wanting more is part of the very concept of happiness" (p. 275), although satisfaction, according to Campbell et al. (1976) , can be "precisely defined as the perceived discrepancy between aspiration and achievement" (p. 8).
These clarifications illustrate that happiness and satisfaction cannot be treated as identical. However, although Campbell et al. (1976) and Lane (2000) , in fact, theoretically distinguish between happiness and satisfaction, they do not include both concepts in their analyses. The data used for the analyses in this article are from the EVS. In these studies, both variables (happiness and life satisfaction) are included. Based on the literature, we will hypothesize that the two variables are different (i.e., that they cannot be reduced to the same latent variable but that they are strongly correlated).
Besides such conceptual problems, another methodological problem must be mentioned. Most students of happiness or satisfaction use means or percentages, for example, for the number of people who say that they are very happy, when they report the results of their surveys. The mean is an easy way of comparing countries, but it is also a very simplified measure for the response to a question with 4 or as many as 10 possible responses. The use of means may lead the researcher to believe that the level of happiness or life satisfaction is identical in two countries when, in fact, the distribution of responses is quite different. This can be shown by comparing Austria and Iceland based on data from the EVS 1999. The means for the two countries are almost identical (in Austria, M = 8.02, SD = 1.91; in Iceland, M = 8.05, SD = 1.59), but as the curves show, the distributions of the responses are different in the two countries. In Austria, the highest percentage was reached by people who said that they were very satisfied with their life (10 on the 10-point scale; 1 = dissatisfied, 10 = satisfied). In Iceland, the highest figure was found for people who received an 8 on the 10-point scale. This trivial example indicates that it is much too simple to analyze the means or percentages of a certain response. The analysis must take into account the distribution of responses to the question.
DATA
This article is based on the EVS 1999. The project includes surveys in most European countries. The project carried out data collection in 1981, 1990, and 1999 . The 1999 project is documented in Halman (2001) . Data may be obtained from the Central Archives in Cologne, Germany. The project administers identical questionnaires in each country. In 1999, 32 countries participated in the survey, involving a total of 39,939 respondents. The lowest number of respondents was in Iceland (967), and the highest was in Russia (2,500). Unfortunately, the survey was not carried out in all European countries. Another problem is that not all countries have included all of the items in the original questionnaire. This means that the United Kingdom and Norway had to be excluded from the analysis. The number of respondents in the countries selected for this article is 10,517.
The dependent variables are self-rated life satisfaction and happiness. The wording of the questions is as follows: For life satisfaction, "All things considered, how satisfied are you with your life as a whole these days?" The responses were given on a 10-point scale from 1 = dissatisfied to 10 = satisfied. For happiness, "Taking all things together, would you say that you are very happy, quite happy, not very happy, or not at all happy?" The questionnaire and frequency distributions for all variables are reported in Halman (2001) .
METHOD
Data were analyzed using "chain graphical models" (Lauritzen, 1996) for high-dimensional contingencies using strategies and techniques described by Kreiner (1986 Kreiner ( , 1987 that integrated analyses of data with graphical theoretic analyses of the Markov graphs that encoded properties of the statistical models. The Markov graph representing a statistical model has no links between variables if the association between the variables can be completely explained by the remaining variables in the model.
The basic idea underlying analysis using graphical models is nearly identical with Rosenberg's (1968) classic concepts of elaboration and specification in connection with analyses of conditional relationships. Rosenberg's concept of explanation corresponds to the conditional independence of variables.
Put in general terms, the statistical technique is as follows: A model of all relevant variables is constructed. The relationship between two variables is called an edge. Using loglinear analysis, the relationships between all variables are tested for conditional independence. If two variables are conditionally independent given all the other variables in the model (i.e., they are partially uncorrelated), the edge is deleted. This changes the characteristics of the model, and the analysis is repeated in search for new cases of uncorrelated variables. After a large number of tests, the number of edges will be notably reduced. Some variables can be totally excluded from the model, and among the remaining variables, several of the edges will have disappeared.
In formal terms, the overall strategy of analysis using chain graphical models can be summarized in the following points:
1. The researcher determines the recursive structure of the variables. 2. Specification-based theoretical knowledge of associations is included in the model. This is done both to save time and to guide against statistical errors during the model search. 3. The search for an adequate model is done stepwise by manually deleting and adding associations to the model based both on empirical test results and on prior subject matter knowledge concerning the existence or nonexistence of associations. The level of significance is tested by using Monte Carlo estimates of exact conditional tests and is assessed by taking the multiple tests performed into account. The final model, thus, only includes highly significant and/ or highly relevant associations. 4. Variables are considered to be ordinal or nominal. To measure the strength of conditional association and as test statistics to evaluate hypotheses of conditional independence, γ coefficients are used for ordinal variables. For nominal variables, χ 2 tests are used. 5. In the loglinear models, the order of interaction between the variables in smaller marginal tables is selected by collapsibility properties of the complete model.
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Compared to conventional analyses of multidimensional contingency tables, the advantages of this approach are the following: (a) Data can have nominal and ordinal measurement characteristics, (b) the number of categories of each variable can be high, (c) there are no statistical requirements for specific distributions of the variables, and (d) all variables can be included in the model from the outset of the analysis. The analysis depends on collapsibility properties of log-linear and graphical models, which means that estimations of correlations and computations of test statistics may be computed in smaller marginal tables (Agresti, 1990; Kreiner, 1998) .
THE MODEL
The intention of this study was to build as comprehensive a model as possible. We have therefore included both dependent variables: happiness and life satisfaction. The recursive structure is shown in Table 1 . It is based on the traditional way of analyzing values data (van Deth & Scarbrough, 1995) . The first block are the dependent variables. The independent variables are other values that are more cognitively oriented-dispositions and properties, to use Rosenberg's (1968) terms. Because this is intended to be a comparative study, the most basic aspects of an individual's property is perceived to be the country that he or she belongs to. Most of the variables are ordinal, but there is no theoretical foundation for making a specific ranking order of countries. Country of residence is therefore a nominal variable. It is transformed into an ordinal variable by sorting the categories according to their effect on the dependent variables.
RESULTS
The total number of potential relationships between the variables in Table 1 is very high indeed. The analysis reduces this number to relatively few links between variables. To simplify the picture, Figure 1 includes edges only where the partial γ coefficients are numerically larger than 0.16 and edges that are of relevance for the dependent variables. 1. Perceived happiness and life satisfaction are highly correlated but not identical. The relationships between the dependent and independent variables differ, and this is evidence that they do not belong to the same latent variable. 2. Perceived happiness and life satisfaction are both related to country of residence. 3. The main influences on perceived happiness are the country of residence and whether the respondent lives in a stable relationship. 4. The main influences on life satisfaction are the experience of life control-that is, the answer to "how much freedom and control the respondent feels he or she has over the way life turns out"-and country of residence.
It is equally interesting to look at some of the variables that did not correlate with the three dependent variables. For instance, when controlled for other variables, income is not related to perceived happiness or life satisfaction. This is somewhat unexpected. Studies, for example, by Bradburn (1969) and Easterlin (1974) show correlations between the individual's social status and self-rated happiness. There may be several reasons for this discrepancy. One explanation may be technical and owing to problems in comparing self-reported income in different countries. To make comparisons simple, the EVS questionnaire merely asked the respondents to place their household income on a 10-point scale. the question was as follows: "Here is a scale of incomes, and we know in what group you household is by counting all wages, salaries, pensions, and other income that come in. Just give the number of the group your household falls into after taxes and other deductions." Even though the formulation of this question is understandable because it creates identical scales in all countries, the validity of such a question may be insufficient, even when comparing only rich countries, as we are in this article. It has not been possible to construct a broader and perhaps more relevant measure of social status. A theoretical reason for the disappearance of the income variable in the multivariate analysis is that we considered only rich countries, and the marginal utility on income in relation to happiness and satisfaction is quite low in these societies. It is surprising that in our analysis, personal relationships (friendships) did not seem to play a role in happiness or life satisfaction. Lane (2000) and Putnam (2000) have powerfully argued that social relationships are much more important than income in producing happiness. One explanation may be that the statistical result here is because the model has included a high number of variables, including whether the respondent is living in a stable relationship. There is a marginal correlation between spending time with friends and happiness of 0.13 (p= 0.000), but there is also a marginal correlation between living in a stable relationship and happiness (γ =.48, p = 0.000) and between a stable relationship and spending time with friends (γ = -.25, p = 0.000). Thus, there is a strong correlation between living in a stable relationship and spending time with friends. It is perhaps not very surprising that people who live in a stable relationship spend much less time with friends than singles do, but this relationship means that when we control for the respondents' marriage-like relationships, the correlation between contact with friends and happiness disappears. The difference between our results and the literature may also be explained by differences in operationalization of well-being and between the countries being analyzed. Even though the role of friendship ties cannot be confirmed in this analysis, our results are identical to those in other studies mentioned that show the very significant role of stable relationships for happiness.
The importance of social relationships and, above all, the family is clearly seen in Drummond's (2000) ethnographic study. Drummond maintains that frequent relations with friends cannot compensate for lack of a marriage or marriage-like arrangement Gundelach, Kreiner / ADVANCED COUNTRIES 369 when it comes to perceived happiness. All of Drummond's respondents mentioned social relationships as the major source of happiness, but as one of them said, "well, my family's my happiness" (p. 248).
DISCUSSION
The analysis has disclosed several results that need further study and interpretation. First, we have seen that happiness and life satisfaction are different. Second, we must interpret the relationships of the two dependent variables to get closer to an understanding of the mechanisms that produce life satisfaction and happiness.
THE DIFFERENCE BETWEEN SATISFACTION AND HAPPINESS
A very important result of the graphical model test is that satisfaction and happiness are two different variables in the sense that they cannot be said to belong to the same latent variable. As already mentioned, most of the literature supposes that the two variables measure the same thing, and indeed, they are strongly correlated. But as we have seen, they are partly influenced by different independent variables. If the two variables were to be considered part of the same latent variable, they must be validated identically by the same independent variables, and the analysis shows that this is not the case.
A closer look at the relationship between these two variables and country of residence illustrates the difference between happiness and life satisfaction. We may cluster the countries according to their level of happiness or life satisfaction. The clustering is based on an analysis of partial correlations. This analysis (not shown here) shows that the ranking of countries in the two variables is relatively similar but not identical. The analysis also reveals that the number of clusters of countries varies for the two variables. In sum, this more elaborate analysis confirms that happiness and life satisfaction are related but different phenomena.
How can the differences between happiness and satisfaction be perceived? Drummond (2000) argues that for his respondents, "happiness provides a locus around which other life-domains achieve subjective meaning" (p. 248). Happiness is more emotional and satisfaction is more cognitive. When you say that you are happy, it is an expression of a general feeling, but satisfaction is more concrete and relates to more specific elements in life. A person can say that he or she is happy but not satisfied with some component in his or her life. Because of this difference, one would expect happiness to be more strongly related to the emotional climate in a given culture rather than to, for example, specific policy areas or types of welfare provisions. Satisfaction, on the other hand, is more closely related to specific experiences in the individual's life situation (Campbell, Converse, & Rodgers, 1976) .
LIFE SATISFACTION
There is a strong overall correlation between life satisfaction and life control and between life satisfaction and country. A closer look at the data reveals that the relationship between life satisfaction and life control is fairly identical in all countries, but the level of satisfaction and control varies. The strong relationship between life satisfaction and control seems rather self-evident for people in an individualized culture. In such countries, self-determination and freedom of choice are fundamental values, and people who are able to achieve such a situation are likely to be more satisfied than other parts of the population. As mentioned above, there is no relationship between control and happiness. This illustrates the difference between happiness and satisfaction. Life satisfaction is more concrete and cognitive. It is related to specific elements in life that can be judged as more or less rewarding. Figure 2 shows, for all countries, the percentages of very satisfied people for different values of perceived freedom of choice in life and control over life. The level of perceived life satisfaction is fairly identical for all levels of life control, except for people who have the highest level of perception of freedom and control over life. It seems as if people who really feel on top of the world have a feeling of life satisfaction and at the same time, a very high level of freedom of choice and control over life.
HAPPINESS AND RELATIONSHIPS
Looking at happiness, we found that avowed happiness is influenced by two independent variables: country of residence and whether the respondent lives in a stable relationship. We will now consider some interpretations of these correlations. What is it Gundelach, Kreiner / ADVANCED COUNTRIES 371 about a stable relationship and about the country that produces perceived happiness? We begin by analyzing the relationship in more detail. First of all, the intention is to evaluate whether two countries are identical in relation to perceived happiness. To do so, we need to consider whether there are differences in perceived happiness between each combination of stable relationship and country. There are 18 combinations of country and type of relationship (9 × 2). Each combination holds a specific distribution for the question of happiness. Using the "collapsing procedure" (Kreiner, 1998) , we can determine whether the distributions for the happiness question are significantly different. This procedure is somewhat similar to traditional multiple classification analysis. The main difference is that the variables in this article are ordinal, and the statistical procedures are adjusted for this. In those cases where there is no significant difference between two distributions, they are collapsed. The analysis shows that the 18 distributions can be collapsed into 7. The correlation between type of relationship and perceived happiness supports a number of other studies. It is a general finding that there is a positive relationship between marriage and perceived happiness (Diener, Gohm, Suh, & Oishi, 2000) . Marriage, however, is a legal category that is problematic to use in several countries or different parts of the populations because of cultural differences in the perception of marriage. In Denmark and the Netherlands, only about 75% of the people who say that they live in a stable relationship are married. A stable relationship is therefore a more adequate category than marriage. Furthermore, in a study of 42 countries, Diener et al. (2000, p. 434) found that in Western countries (but not in so-called collectivistic countries), cohabitation provides the same benefits as marriage. The reasons for the benefits of marriage are discussed widely in the literature. For instance, Glenn (1975) concludes that the difference is not because of selectivity effects but suggests that the benefits of marriage are companionship and freedom from loneliness. Glenn (1975) argues that marriage "remains functional, in the sense of serving important needs of married persons" (p. 966). It seems to be marriage and not family that is important for happiness. Glenn and Weaver (1979) find that children, on average, may lower perceived happiness rather than increase it.
An analysis of the Danish data from the EVS can shed some light on the mechanisms that influence relationships and happiness (Gundelach & Kreiner, 2004) . The Danish study included a panel where the same persons were interviewed in 1990 and 1999. 
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The Danish analysis gives strong support to the selection hypothesis. Gundelach and Kreiner (2004) compared happiness in four groups: (a) Group 1 consisted of people who had a stable relationship in 1990 and 1999, (b) Group 2 consisted of people who had a stable relationship in 1990 but not in 1999, (c) Group 3 consisted of people who did not live in a stable relationship in 1990 but had a stable relationship in 1999, and finally, (d) Group 4 consisted of people who did not live in stable relationship in either 1990 or 1999. The analysis showed only small differences in happiness in 1990 between Groups 1 and 3 (i.e., people who were or who started to live in a stable relationship), but the level of happiness in these groups was much higher than in the group of people who were not living in a stable relationship in 1990 or 1999. The panel study showed that people who say that they are happy are much more likely to get a partner, and they maintain their level of happiness.
In sum, irrespective of country of residence, people who live in a stable relationship report higher happiness levels than singles. People in stable relationships report being very happy about twice as much as singles. The level of happiness varies among the countries. Table 2 shows, for instance, that a person in a stable relationship in Finland reports almost the same level of happiness as a single in Denmark. The analysis has also shown that the correlation between happiness and a relationship varies in European countries. This is a first indication of the independent influence of country on happiness. We will now turn to a more detailed analysis at the country level.
HAPPINESS AND COUNTRY
The interpretation of the influence of country of residence may be divided into three areas: structural, cultural, and social network factors. Several of the most important structural characteristics have been held constant when we selected the countries for the analysis. Even so, one could imagine that other structural factors might play a role. One such explanation could be the role of societal changes. Because Finland and Germany have the lowest level of perceived happiness, one might think that this could be explained by the fact that Finland and Germany have experienced rapid changes during the 1990s, following the collapse of the Soviet Union. One could imagine that this might lead to greater anxiety and lower levels of perceived happiness. However, a test of this Gundelach, Kreiner / ADVANCED COUNTRIES 375 hypothesis based on EVS data (not shown here) could not confirm this hypothesis. In both countries, the level of happiness has been quite stable for the past 2 decades. The fact that the two parts of Germany have fairly similar answers to the happiness question also supports the view that structural factors do not play a role in the level of perceived happiness. This indicates that cultural factors are important. A valid production of cultural data is difficult because, in contrast to structural data, there is little comparative information on the cultural characteristics of different nations. Indeed, according to Veenhoven (1991, p. 17) , the role of the cultural climate is a blind spot in studies of subjective well-being. Consequently, such factors are not very often addressed in the literature, probably because researchers feel that they are unable to find valid operationalizations on such variables.
Much the same may be said about social network variables. There are no official statistical sources for this type of data. Instead, we may use aggregate variable data based on individual datum in the data set. Such an approach is suggested by Blau's research strategy (Blau, 1960; Rosenberg, 1968) . Blau conducted a study of an agency where the caseworkers were divided into groups. Blau showed that the common values of the group influenced the individual's activity, irrespective of his or her personal values. This indicates that the aggregation of individual values within a nation is an expression of the cultural climate or the social networks of the country and is independent of the values of the individuals.
In sum, individual as well as contextual variables have been shown to influence perceived happiness. The most important individual variable is whether the respondent lives in a stable relationship. At the contextual level, we hypothesize that cultural factors and social networks determine the level of happiness. To understand the role of these factors, we will begin by discussing them separately.
Stable relationship. The importance of a stable relationship has been established at the individual level, but it is quite possible that countries differ in relation to the degree of social stigma attached to being single. Diener et al. (2000) compared the level of social well-being in relation to marriage in individualistic (Western) and collectivistic nations but did not find support for a hypothesis on the influence of cultural factors. However, they compared married and divorced people, and as mentioned, the category of marriage may be invalid because a relatively large number of people live as if they are married, without actually having gone through legal marriage procedures.
Countries differ in relation to how easy it is to be single. In some countries, there is a stronger cultural pressure to be in a stable relationship than in other countries. A social stigma hypothesis can be investigated by using an aggregate measure of the responses to the following statement: "A marriage or a long term relationship is necessary to be happy." The response categories are agree strongly, agree, neither agree nor disagree, disagree, and disagree strongly. Based on the distribution of responses to this question, the countries are divided into two categories: countries where the social stigma attached to being single is below the average (i.e., low) or above the average (high). The hypothesis is that in countries where the social stigma attached to being single is high, singles will feel less happy than in countries where the social stigma is low. The level of happiness among people in a stable relationship should not be influenced by the social stigmatization. Table 3 shows the perceived happiness for the two types of countries and whether the respondent lives in a stable relationship. Table 3 shows that both individual and cultural factors influence happiness. As already demonstrated, the main difference is found when comparing people who live or do not live in a stable relationship. The percentage of people who say that they are very happy is about twice as high among people who live in a stable Gundelach, Kreiner / ADVANCED COUNTRIES 377 (Halman, 2001) . The difference between columns 1 and 3 is significant (.19, p = .000) and the difference between columns 2 and 4 is not significant (.03, p = .133).
relationship, as compared to singles. Culture also plays a role but not in the way that one would expect. Culture does not influence the perceived happiness of single people, which means that there is no effect from stigmatization of singles on the happiness of single people. However, there is a tendency for people in a stable relationship within countries with low stigmatization to be happier than people in a stable relationship in countries with high stigmatization. It seems that if one lives in a culture where people are tolerant about people living as singles, people living in a stable relationship are extra happy about it. This may be because of the fact that they perceive a stable relationship as a matter of choice to a greater degree than people in a stable relationship in countries with a higher social stigma attached to being single.
Culture. It is sometimes argued that translation of the term happiness may cause differences in responses to the question. In principle, the Danish lykkelig and Dutch gelycklich may be linguistically different from the Finnish onnellinen or the German glücklich. Of course, such explanations can never totally be dismissed, but there does not seem to be any reason to expect that different translations play a role in the answers to the happiness question. In Austria, the language spoken is German, and Austria has much higher levels of perceived happiness than Germany. In a more comprehensive analysis of whether there are variations in the meaning of key terms in studies of well-being, Veenhoven (1993, p. 56) maintains that there is no consistent language effect. This does not rule out the possibility that translation problems may be due to country differences, but it is necessary to analyze other cultural factors to understand what influences perceived happiness.
One possible cultural influence may be described as a social norm hypothesis: whether there is a cultural tendency to avoid extreme answers. Even though the translation of the term happy in itself does not make a difference in different languages, culture may play another role when respondents answer the questions. In some countries, there may be lower acceptance for giving extreme answers to questions of well-being than in other countries. Because of historical and cultural factors, it may, so to speak, take more to say that one is happy in some parts of the world than in other parts. To say that you are very happy may be seen as too extreme or direct in some cultures. In short, some countries may have stricter social norms against giving extreme answers than others. 3 We shall divide the countries into two groups and refer to them as countries where the social norms for extreme expression are relatively low or high. The classification will be done by computing the average percentage of people in each country that have the highest score in relation to other answers to the following two questions: "All things considered, how satisfied are you with your life as a whole these days?"; and "overall, how satisfied or dissatisfied are you with your job?" Respondents may give answers from 1 to 10 (1 = dissatisfied and 10 = satisfied) for both questions. The questions are part of the initial model and correlate at the individual level with happiness, but they are used here as an index to measure cultural norms about expressing extreme opinions.
Network. A society may be characterized by different types of social networks. We will distinguish between two types of networks: social capital and personal ties. Social capital is a property of aggregated communities. It refers to tight webs of social interaction and interpersonal trust. Putnam's (1993) well-known study showed that social capital influenced democratic and economic development in Italy. Regions where social capital was high experienced a more positive development. Social capital is created from horizontal ties in society and creates social trust and a low transaction cost for social interaction. Even though Putnam's (1993) theory may be criticized for being too simple and in some ways conceptually problematic (Newton, 1998; Gundelach and Torpe, 1997; Levi, 1995 ), Putnam's central argument is that social capital reduces the transaction costs in society. The mechanism means that the level of social capital affects economic exchanges as well as public institutions. Recent evidence indicates that social capital may also have other types of social effects. In a study of U.S. states, Kennedy, Kawachi, Prothrow-Smith, Locher, and Gupta (1998) found that social capital is related to the incidence of crime rates, and Kawachi and Berkman (2001) found an effect of social capital on health. One possible mechanism is that social capital may provide affective support and be a source of self-esteem (Veenstra, 2000; Wilkinson, 1996) . Similar arguments may be advanced for the relationship between social capital and happiness. Social capital leads to a better functioning society, both economically and politically, and societies with high levels of social capital may provide individuals with self-confidence and social support (Organisation for Economic Co-Operation and Development, 2001). Putnam (1993) used an index of participation in associations, voting behavior, and newspaper readership for his analysis. The validity of such an index may be problematic, and here, we will limit our analysis to one of the components in the index: participation in associations. The EVS data set includes information on the respondents' membership in a large number of associations. Based on this information, the countries have been divided into countries with low and high levels of social capital.
Social ties. As mentioned in the introduction, Lane (2000) argues forcefully for the role of social ties in creating happiness. The quality of family relationships or friendships is rooted in the intimacy or "warmth" (Lane, 2000, p. 110f) of the relationship. According to Lane, this quality is diminishing in America and other market societies. Lane argues that these societies have given priority to individualism and wealth and have overlooked the quality of companionship. Although the empirical evidence for Lane's social diagnosis may be somewhat problematic (Ott, 2001) , his argument for the importance of companionship for happiness is very relevant for the present discussion.
In sum, four hypotheses may be advanced about contextual, societal factors that influence happiness: social stigma, social norms, social capital, and personal ties. These are societal characteristics that are computed from individual datum but may be considered as independent of these. Each of the independent variables is dichotomized. The variables are included in a statistical model as above. The recursive structure appears in Figure 3 .
The result of the statistical procedure is that all variables have an independent influence on happiness, but the strength of the relationship differs (see Table 4 ). Table 4 shows that social capital is the most influential aggregate determinant of perceived happiness. People who live in countries where the social capital is high will be more likely to express a high level of social well-being. This correlation fits Putnam's (2000) general results. Societies with high social capital are in many ways more livable than societies with low social capital. The social trust is higher and the relationships within the population are more egalitarian. According to Putnam (2000) , countries with high levels of social capital also tend to be more democratic and affluent.
Personal ties and stigmatization attached to being single are less important, and social norms that govern the disposition for extreme answers play only a minor role. In this sense, the happiness answers appear to be real. Their dependency on differences in response styles is very modest. It is the social networks in society that have the greatest influence on the perception of happiness. It should be remembered that the countries in this study have been selected to make a most similar design. Other studies have shown that the political and economic structure plays a role in the perception of happiness, but even with quite similar countries, the level of happiness is different. This analysis points to the variations in the social bonds in society. The more frequently people interact in a society, the happier they tend to be.
CONCLUSION
The debate about subjective well-being has been dominated for a long time by a struggle over the importance of material factors, such as income and welfare, as compared with other factors, such as social ties and companionship. The literature (Inglehart & Klingemann, 2000) shows that average social well-being is higher in rich countries than in poor countries, but there is a lot of variation among the rich countries. In this article, we have selected affluent countries with high levels of welfare to be able to focus on those factors, other than economic prosperity, that may play a role in subjective well-being. In other words, the research design is deliberately chosen to analyze noneconomic influences on subjective well-being.
Subjective well-being is a latent variable with at least two components: happiness and life satisfaction. These two components are strongly correlated, and probably for that reason, many researchers have assumed that the two variables actually measure the same thing. Based on the EVS, this article has shown that the two variables actually are different and that their relationships to macrosocial variables differ radically. Life satisfaction is more cognitively oriented than is happiness. Satisfaction is specific. A person is satisfied with something in particular. This analysis shows that the main source of life satisfaction is the respondent's country of residence and whether he or she feels in control of his or her life.
Happiness, on the other hand, is a more diffuse sentiment. It is influenced by whether the respondent lives in a stable relationship and the respondent's country of residence. An analysis of noneconomic variables associated with the different countries revealed that social capital operationalized by the density of social ties and membership of associations is the most important determinant of happiness.
The scientific implications of these findings are that the conceptualization and operationalization of subjective well-being are highly important for the results. In particular, it is necessary to do more than simply compute conflated measures, such as means. The actual distribution of responses in relation to the variables is important. This article also supports Putnam's (2000) strong case for the importance of social capital at the country level. Although our analysis is less conclusive about the relationship between social capital and happiness at the individual level, we have shown that the level of social capital is clearly related to subjective wellbeing.
At the individual level, happiness is strongly influenced by another measure of social bonds: a marriage or marriage-like relationship. People who live in a stable relationship are much more likely to feel happy than are single people. In all countries, people in stable relationships report about twice the level of happiness that singles do, but the analysis also showed that the relationships between happiness and living in stable relationships vary between countries.
The correlation between social capital and happiness is also very strong at the societal level. This means that societies differ in relation to the strength of their social ties, and this influences happiness independently of the individual's social relationships. In fact, the analysis showed that at the individual level, the correlation between questions on spending time with friends and being a member of associations and happiness was insignificant. The most important role of social capital is to be found at the aggregate level.
Based on the data in this article, traditional factors, such as the type of welfare state or the economic level in society, do not seem to play a central role in the level of happiness. There is a need for historical comparative studies to analyze the relationships between happiness and social networks in more detail, but so far, our analysis indicates that there are countries that simply create more happy people than other countries do and that the main difference between these countries lies in the social relationships. At the individual level, stable relationships play a similar role for happiness. Friendship, marriage or marriage-like arrangements, and social networks increase happiness, and some countries create better environments for social relations. Notes 1. Ott (2001) shows that Lane's (2000) analysis is based on a problematic reading of the data, and of course, that casts doubt on Lane's conclusion about the relationships between economic development, social bonds, and happiness in a dynamic perspective.
2. Putnam's (2000) finding is based on an analysis of the DDB Needham Life Style data in the United States. The data collection procedure and the operationalization of well-being are different from the European Values Study (EVS). The EVS uses personal interviews and random sampling. The DBB Needham Life Style study uses a mail panel approach, but Putnam's (2000, p. 420ff) analysis indicates that the data collection procedure has little impact on the results. The operationalization may be more important because Putnam's data are based on an index of four variables.
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