In this study, numerical simulations of supercritical-water flows over an arbitrary geometry are presented. In the present method, the supercritical-fluids simulator (SFS) developed by the authors is coupled with the building-cube method (BCM). Further, an immersed boundary (IB) method is applied to the wall boundary treatment, and the mathematical models for water programmed in PROPATH are used for thermophysical property estimation. First, as a classical case, steady laminar flows over a circular cylinder are simulated for numerical validation because of the simplicity of the model. Next, as another classical case, unsteady laminar flows past two side by side circular cylinders are computed with more complex physics of flow interactions. Finally, an E-shaped fin geometry is employed as an arbitrary geometry model in practical applications, and natural and forced convection flows over the E-shaped fin are investigated using the present method. The obtained results indicate that the aerodynamic characteristics of supercritical water are identical to that of conventional fluid based on the same Reynolds number, whereas the heat transfer effects are significantly different based on the distinctive Prandtl numbers. In addition, it is revealed that in the practical applications of supercritical-water flows, the intensity of the natural convection flow tends to be much stronger than that in liquid and gas state water flows at the same scale of geometry. The present method is demonstrated to be a promising tool for two-dimensional practical supercritical-fluid flow simulations with arbitrary geometry and complex physics.
Introduction
Because of the superior thermophysical properties, supercritical fluids have various applications in different fields such as supercritical-fluid extraction, nanoscale particle formation, chemical reactions in supercritical fluid, and power generation. The basic characteristics of a supercritical fluid are that its properties lie intermediate between those of a gas and a liquid, drastic variation of thermophysical properties across the critical point, and absence of an interface between the gas (liquid) state and the supercritical fluid.
A supercritical-fluid state exists for any substance at a pressure and temperature beyond its critical point, which is generally an extreme state in comparison to its normal state. For example, the critical point of water is at a pressure of 22.12 MPa and a temperature of 647.30 K. It is known that experimental investigations of supercritical-fluid flows are quite difficult because of extreme conditions. Therefore, the numerical simulation of supercritical-fluid flows is likely to be a practical tool. However, due to the drastic variation of thermophysical properties, numerical simulations are also difficult because the accurate prediction of the variations of thermophysical properties is a critical issue.
Our research group has developed the supercritical-fluids simulator (SFS) for the numerical simulation of supercritical-fluid flows based on the preconditioning method that was first developed by Turkel (1987) and Choi et al. (1993) and PROPATH (ver. 12.1) computer program package developed at Kyushu University. The preconditioning method makes it possible to solve both compressible and slow flows, which are almost incompressible. The PROPATH, instead of an equation of state for a perfect gas, makes it possible to solve real-fluid flow problems, which also include extreme conditions such as supercritical fluids. The SFS was originally developed for flow problems with grid points in general curvilinear coordinates (Yamamoto, 2005) . Therefore, the treatment of practical flow problems with arbitrary geometries is still a crucial issue for supercritical-fluid flow simulations using SFS.
The building-cube method (BCM), which is a block-structured Cartesian mesh method, was proposed by Nakahashi et al. (2004) . The basic advantage of BCM is that the mesh generation process is fully automatic and robust for complex geometry configurations.
Our previous study applied the SFS coupled with the BCM to gas and liquid natural convection problems over arbitrary geometry (Furusawa, et al., 2012) . It was observed that the calculated results were in good agreement with the existing experimental and numerical results. Supercritical-fluid flow simulations over arbitrary geometry have not yet been accomplished by the authors. Another concern in the previous study was the lack of resolution near the staircase boundary as in the original BCM. The wall boundary treatment is a critical issue for the Cartesian mesh method, because grid points are not located on the solid wall surface. Currently, immersed boundary (IB) methods are widely used for simulating flows over arbitrary geometry to improve the resolution of staircase wall boundary representations. The IB method is believed to be one of the appropriate choices for BCM as a wall boundary treatment because of its superior accuracy in the solid wall surface definition.
In this study, the SFS coupled with the BCM are further coupled with an IB method, and this unified numerical method is applied to supercritical-fluid flow problems over arbitrary geometry. Three test cases are simulated using the present method: steady laminar flows over a circular cylinder, unsteady laminar flows past two side by side circular cylinders, and natural and forced convection flows over an E-shaped fin. The first classical case is also used as a numerical validation of the present method because of its simplicity. The second classical case is tested to further show the similarities of aerodynamic characteristics and the differences of heat transfer effects between a supercritical fluid and conventional fluids. Finally, the E-shaped fin geometry is employed as an arbitrary geometry model in practical applications of some heat exchange facilities, and natural and forced convection flows over the E-shaped fin are investigated using the present method.
Numerical methods

Governing equation and preconditioning method
The governing equation used in SFS is based on the preconditioned two-dimensional compressible Navier-Stokes equations. The vector-form equation in general curvilinear coordinates is written as
(1) Weiss and Smith (1995) applied the preconditioning method to natural convection and unsteady flows. This method is used in the present study. The conservative vector and the preconditioning matrix Γ are defined as 
Here, θ is the preconditioning parameter and is defined as
and U r is the switching parameter, defined by Weiss and Smith, as follows. The governing equation is solved by a finite-difference method.
For spatial discretization, the preconditioned Roe scheme is used for inviscid flux discretization, and the second-order MUSCL scheme is applied for the approximation of primitive variables. For the time integration process, the preconditioned implicit lower-upper symmetric Gauss-Seidel (LU-SGS) scheme is used. For thermophysical properties estimation in the present study, all mathematical models are referred from PROPATH as an external function, which is described in the following sections.
Building-Cube method
The BCM, proposed by Nakahashi et al., is used as the grid generation approach for CFD calculations in this study. Uniform Cartesian mesh is used in the BCM for its simplicity in the mesh generation process and in post processing. In the BCM, blocks called 'cubes' are used as subdomains to adapt to local resolution length, and a uniform Cartesian mesh called 'cells' is generated in each cube as calculation grids in the subdomains, as shown in Fig. 1 . Overlapping cells are used for data communication between the adjacent cubes. To guarantee the number of stencil points for a 4th-order MUSCL scheme, the number of overlapping cells is set to 3 in this study. Bilinear-interpolation (extrapolation) is used to estimate the values of any physical properties at the overlapping cells. The wall boundary is defined in a staircase manner in the BCM to retain the simplicity of the algorithm (Nakahashi et al., 2006) using flags for wall cells and fluid cells to distinguish the solid wall surface, as shown in Fig. 2 . Because the grid points are not located on the solid wall surface, special wall treatment might be a critical issue for the accuracy of solutions in the overall scheme. The basic structure of the present method is shown by the flow chart given in Fig. 3 . The calculation in SFS is totally integrated in BCM cube calculations with no variation in the original structure of the BCM flow chart, which implies that the basic advantages of the BCM are completely retained in the present method.
The basic advantage of the BCM is that its mesh generation is fully automatic and robust for arbitrary geometry configurations in two-dimensional (2-D) and three-dimensional (3-D) problems. The BCM has been proven to be a practical tool for massive computations in 3-D problems (Nakahashi, 2013) . The 3-D method extended from the present method will also be a promising engineering tool for numerical simulations of practical supercritical-fluid flow problems. In this study, the 2-D method is used for the simulations because the 3-D method is still under developed.
Immersed boundary method
The IB method was first developed by Peskin (1972) . In the present study, a ghost-cell based IB method is employed (Ghias, et al, 2007) wherein wall boundary conditions are satisfied by a proper definition of physical values at the ghost cells.
The basic procedure of the ghost-cell based IB method is as follows.
(1) Ghost cell definition: because flags of wall cells and fluid cells are used to distinguish the solid wall surface in a staircase representation, ghost cells are defined as wall cells that are within the stencils of fluid cells for flux calculation in spatial discretization, as shown in Fig. 4(a) . There might be one or two layers of ghost cells depending on the scheme used in the wall boundary region.
(2) Body-intercept point (BI point) definition: the BI point is the projection of a ghost cell on the solid wall surface in the wall normal direction, as shown in Fig. 4 (b). The wall normal direction for a certain ghost cell might not be exclusive for complex geometry configurations. For simplicity, the closest point on the solid wall surface is detected and the wall normal direction at the closest point is used. The BI point is where the wall boundary condition should be satisfied.
(3) Image point (IP) definition: in the present method, IP is defined as the symmetrical point of a ghost cell with the BI point as a reference, as shown in Fig. 4(c) . Values at the ghost cells are defined by values at the IP. In this study, the inversed distance weighted interpolation is used to determine the values at the IP with four stencil nodes in the fluid region, as shown in Fig. 4 
(d).
(4) Wall boundary condition definition: linear interpolation is used in the wall normal direction to define the values at the ghost cell by values at the IP. For von Neumann's boundary condition of ∂p/∂n = 0 (n is the wall normal direction) in the wall normal direction and Dirichlet's boundary condition of v = 0 at the BI point, the basic settings are
For IP interpolation with the stencil nodes of its own ghost cell, the BI point is used as one of the stencil nodes instead of the ghost cell itself. For example, iterations of interpolation are conducted to guarantee that the pressure at the IP is equal to that at the BI point; for interpolation of velocity components at the IP, the BI point is used as interpolation stencil points and velocity components at the BI point are set to zero. The boundary condition settings of temperature depend on the boundary type: if an isothermal wall boundary condition is used, Dirichlet's boundary condition of T = T wall will be imposed in a similar manner as the boundary condition settings of velocity; if an adiabatic wall boundary condition is used, von Neumann's boundary condition of ∂T/∂n = 0 in the wall normal direction will be imposed in a similar manner as the boundary condition settings of pressure. It should be noted that, because there is a size difference between adjacent cubes, the IP of a certain ghost cell may lie in an adjacent cube with a different grid resolution of its own cube, which may cause problems in the value definition at the IP. Overlapping cells used in the BCM guarantee that the IP is in the same cube of its ghost cell.
Thermophysical property estimation
PROPATH is a program package, developed at Kyushu University, for evaluating the thermophysical properties of fluids. It is a database containing mathematical models for 48 substances such as water, carbon dioxide, and nitrogen. The models have been well verified by chemical engineers over a period of years. The thermophysical properties for water programmed in PROPATH are used in this study. Fig. 5 shows the density and isobaric specific heat variations on the basis of temperature at different bulk pressure states. Significant differences in thermophysical properties appear in supercritical state water, and an especially sharp variation exists across the critical point.
In this study, all thermophysical properties used are interpolated from a look-up table in which values are discretely estimated in advance from the polynomial functions programmed in PROPATH to accelerate the simulation. 
Results and discussions
Test case I: Steady laminar flows over a circular cylinder
Flow over a circular cylinder has been a major research topic in fluid mechanics for years (Takami and Keller, 1969) because of its geometrical simplicity and significance in engineering. Extensive research has been proposed on this topic.
It is an attractive case because of its simplicity wherein the aerodynamic characteristics completely depend on the Reynolds number. Thus, the aerodynamic characteristics of supercritical water are expected to be identical to that of liquid or gas state water. Because the experimental data of supercritical-fluid flows are still rare, application to this problem is used as a numerical validation of the present method.
Two sets of numerical experiments at Re = 20 and Re = 40 were conducted. The simulations were conducted in a domain with a size of 40D × 40D (D: diameter), which is sufficient to minimize the effect of the outer boundary. The simulation domain was meshed by the BCM using 348 cubes and 16 × 16 cells in each cube; thus, the total number of grid points was approximately 90,000. The conventional fluid was set to liquid water at a state of 0.1013 MPa and 293.15 K and water vapor at a state of 0.1013 MPa and 420.0 K. The supercritical fluid was set to be supercritical water at a state of 25.0 MPa and 700 K. The length of symmetric vortices, wall pressure coefficient C p distributions, and wall friction coefficient C f distributions were derived, and some existing experimental and numerical data sets were used for comparison. Table 1 shows the symmetric vortices length comparison. The results without the IB method determined in our previous study (Furusawa, et al., 2012) are also listed for comparison. It is clear from Table 1 that in the results of our previous study that did not include the IB method, the vortices length estimation was apparently lower than the expected value because of the lack of resolution in the solid wall surface representation. In the present scheme using the IB method as the wall boundary treatment, the expected accuracy was achieved. In addition, the vortices lengths of supercritical water are identical to that of liquid or gas state water as expected, and they are all in good agreement with other given results. The wall pressure coefficient (C p ) and wall friction coefficient (C f ) distributions at Re = 40 are shown in Fig. 6 in comparison with the numerical results of Dennis and Chang (1970) and Tseng and Ferziger (2003) , and the results of our previous study without the IB method (Qi, et al, 2013) . In our previous study, without the IB method, some apparent deviations in the C p distribution curve were observed. A lower peak value was captured in the C f distribution because of the lack of resolution in the solid wall surface representation. In the present scheme, with the IB method as the wall boundary treatment, the C p distribution curve is relatively smooth and the peak value in the C f distribution was also accurately captured. In addition, the aerodynamic characteristics of supercritical water are identical to that of conventional water as expected, and they are in good agreement with the results of Dennis and Chang (1970) and Tseng and Ferziger (2003) .
The results of steady laminar flows over a circular cylinder show that the present method performs well for supercritical-fluid flow simulation.
Test case II: Unsteady laminar flow past two side by side circular cylinders
Forced convection past two side by side circular cylinders is another classical case in fluid mechanics. Extensive research has been proposed on this topic in the past (Thomas et al., 1964) , and some insights into the aerodynamic characteristics of flow past multiple bluff bodies in engineering have been derived from it. This is a more complex case than test case I wherein the flow pattern depends on the Reynolds number as well as the size of the gap between the circular cylinders. Interactions of upper and lower flows are significant and a variety of flow patterns appear under different conditions. The aerodynamic characteristics and heat transfer effects are derived for comparison and it is expected to further show the similarities of aerodynamic characteristics and reveal the differences of heat transfer effects between a supercritical fluid and a conventional fluid. In the present study, the diameter-based Reynolds number was set to 100, which is a typical unsteady and laminar forced convection regime. Three different gap sizes of g = 3.0D, g = 1.5D, and g = 0.2D were used for numerical simulation. Fig. 7 shows typical schematics of the BCM mesh for the present test case. The size of the simulation domain was 100D × 100D in space, and was meshed by the BCM using 396 cubes and 16 × 16 cells in each cube; thus, the total number of grid points was approximately 100,000. The fluid medium was set to be supercritical water at a state of 30.0 MPa and 673 K, and the isothermal wall boundary condition was used with a wall temperature of 678 K. Because the flow under these conditions is unsteady, the computations were advanced in time until the overall flow pattern reached a statistically steady state.
The instantaneous temperature contours are shown in The aerodynamic characteristic parameter of the vortex shedding frequency, the St number, and the heat transfer coefficient of time and surface averaged Nu number are derived for comparison, as shown in demonstrated that the aerodynamic characteristic of supercritical water is identical to that of air, because the vortex shedding is also of the same frequency. However, a significant difference of heat transfer coefficients is captured wherein the decrease of the Nu number in the g = 0.2D case is similar to that of air, but the absolute values of the Nu numbers in the supercritical water cases are much higher than those of air. It is known that, in heat transfer problems, the Prandtl number defines the relative thicknesses of momentum and thermal boundary layers. Because the Prandtl number of supercritical water (Pr ≈ 3.4) is much higher than that of air (Pr ≈ 0.7), the thermal boundary layer is relatively thick in the case of air, and the temperature gradient is relatively higher in the supercritical water case. Therefore, the Nu number is also much higher in the supercritical water case. The similarities of aerodynamic characteristics on the basis of the Reynolds number, and the differences of heat transfer effects on the basis of the Prandtl number are clearly shown. There is no experimental data for the validation of the distinctive heat transfer effects; hence, numerical validation is presented in this paper. Fig. 9 . It is clear that if nitrogen is used, a similar heat transfer effect is captured with air, which is also a validation of the results of the present method. The heat transfer effect of supercritical water is reflective of a state intermediate to liquid water and water vapor, which is also as expected.
Test case III: natural and forced convection flows over an E-shaped fin
Because of its superior thermophysical properties, one of the possible practical applications of supercritical-fluid flows is in some heat exchange facilities. Some practical applications in heat exchange facilities may involve complex geometry such as for an assembly of fins. Thus, an E-shaped fin geometry was employed as an arbitrary geometry model for the 2-D problem, and natural and forced convection flows over the E-shaped fin were computed with supercritical water as the fluid medium.
Flows in heat exchange facilities certainly involve slow flows of both natural and forced convection in practice. Therefore, the effect of natural and forced convection flows over an E-shaped fin was investigated. To capture the effect of natural convection, the gravity effect was taken into account and the buoyancy term based on the density The present test case is expected to show the ability of the present method for simulating practical supercritical-fluid flow problems with arbitrary geometry and complex physics.
The simulations were conducted in a domain of size 40D × 40D (D: diagonal length), which is sufficient to minimize the effect of the outer boundary. The BCM mesh consisted of 525 cubes and 16 × 16 cells in each cube; thus, the total number of grid points was approximately 130,000. The Reynolds number based on the diagonal length was set to 30 (Re = 0 if natural convection only is considered). For all the test cases mentioned below, the fluid medium was set to be supercritical water at a state of 30.0 MPa and 673 K, and the isothermal boundary condition was used with a wall temperature of 678 K. The E-shaped fin was placed at an angle, not parallel to the horizontal and vertical directions, to represent common cases in practical configurations; thus, the fin was also at an angle to the Cartesian mesh. The configuration was also chosen to show that the IB method can accommodate an arbitrary solid wall surface representation. First, a simple verification was proposed to validate the effect of the buoyancy term on the calculation of natural convection problems. The classical case of steady natural convection over an isothermal circular cylinder was calculated for validation. Fig. 11 shows the calculated temperature contours over a circular cylinder at Ra = 10 5 , and the experiment result by Kuehn, et al. (1980) is used for comparison. The figure shows that the steady laminar temperature boundary over the circular cylinder is clearly captured by the numerical result, which is in good agreement with the experimental result qualitatively. Fig. 12 shows the comparison of velocity and temperature distributions at Ra = 10 5 . The x coordinate (i.e., Y * ) is the non-dimensional distance from the cylinder and the y coordinates (i.e., V * and T * ) are the tangential velocity coefficient and the temperature coefficient respectively; the angles of 90 degree and 180 degree correspond to the horizontal and vertical directions respectively. The numerical results of velocity and temperature fields are also in good agreement with the experimental results quantitatively. The minor differences in the comparisons are believed to be partly because of the experimental environment, since it was not a strictly two-dimensional case. The verification shows that the present method is able to perform numerical simulations of natural convection problems effectively. Subsequently, a pre-test was conducted on the effect of natural and forced convection flows over the E-shaped fin individually. Some results are shown below to illustrate the basic characteristics of natural and forced convection flows derived from the simulations, which is also useful to understand the flows involving both natural and forced convection effects. Fig. 13 shows the temperature contours and the streamlines over the E-shaped fin in the natural convection case. It is shown that because of the buoyancy effect, the supercritical water close to the fin rises up the surface and then forms a high temperature region in the vertical direction over the fin. However, the temperature boundary is not simply in a symmetrical pattern, but is a little tilted to the right because of the asymmetric geometry of the E-shaped fin. The local temperature distributions and local flow structures are clearly captured. shown that the basic flow pattern is similar to that of flow past a circular cylinder, and the symmetrical vortices attached to the fin are clearly captured. The local temperature distributions and local flow structures are also clearly captured. The former natural convection flow is mainly in the vertical direction, whereas the forced convection flow is mainly in the horizontal direction, which means that the flows involving both natural and forced convection effects are not simply due to an addition or subtraction. The effects of both natural and forced convection flows were then tested in the same test case, and the diagonal length was set to 0.25 mm. Fig. 15 shows the temperature contours and the streamlines over the E-shaped fin. The figure shows that the temperature distributions tend to lean over the tilted vertical direction because of the joint effect of natural and forced convection flows. It appears that the forced convection is still dominant over natural convection, because the temperature distributions are mostly in the horizontal direction. However, it is also captured in the streamline distributions that the flow field close to the E-shaped fin is dominated by natural convection wherein the free stream hits the E-shaped fin from a tilted direction instead of the vertical direction; the symmetrical vortices disappear, and the lower one still exists because of the relatively weak natural convection effect in the lower region.
It is known that for flows involving both natural and forced convection effects, the relationship between natural and forced convection flows is estimated by the relationship between the Grashof number (Gr) and the Reynolds number (Re), which define the intensities of natural and forced convection flows, respectively. The Gr number is sensitive to the reference length (Gr ∝ L 3 ), which means that, in practical applications, the size of the fins is a key parameter in the intensity definition of natural and forced convection flows. In this study, some further tests were conducted to show the flow structures under different intensities of natural convection. The same Reynolds number of 30 was used, along with two different reference lengths (diagonal length) of 0.15 mm and 0.35 mm. Fig. 16 shows the temperature contours and the streamlines for the two test cases. It is clear that in the D = 0.15 mm case, the intensity of natural convection is much weaker even in regions close to the E-shaped fin, and the basic flow pattern of the two attached vortices in the forced convection case are clearly captured. In addition, the temperature distributions are also similar, though not exactly symmetrical. Forced convection is dominant over natural convection. Whereas, in the D = 0.35 mm case, the intensity of natural convection is much stronger even far from the E-shaped fin, and the two attached vortices have disappeared and the temperature distributions are also much more tilted towards the vertical direction. Natural convection tends to dominate forced convection. To show the superior properties of supercritical water, similar numerical simulations were proposed using liquid state water and gas state water as the fluid medium, and similar variations of flow structures on the basis of different intensities of natural convection and forced convection were also captured. However, some important deviations were also revealed. The results are listed in Table 3 . It is observed that the reference length, ranges over which forced convection is dominant relative to natural convection and vice versa, is significantly different in the supercritical water case relative to the liquid and gas state water cases. The reference length ranges in the liquid and gas state water cases were at a scale of approximately 10.0 mm, whereas in the supercritical water case, the reference length range was at a scale of approximately 0.1 mm, which is about one to two orders of magnitude lower than that in the liquid and gas state water cases. The deviation reveals that in practical applications of supercritical water flows the intensity of the natural convection flow tends to be much stronger than that in liquid and gas state water flows at the same scale of geometry because of the superior thermophysical properties of supercritical water, especially the drastic variation of density across the pseudo critical point. Finally, the superior thermophysical properties of supercritical water are shown. Fig. 17 shows the density contours for the test cases (T ∞ = 673 K, T wall = 678 K, P = 30 MPa). It is observed that the density variation range is over 60 kg/m 3 with a temperature difference of only 5 K, which shows the drastic change of thermophysical properties of the supercritical fluid. Fig. 18 shows the isobaric specific heat contours for the test cases (T ∞ = 673 K, T wall = 678 K, P = 30 MPa). It is known that there is a peak value of specific heat across the critical point, which is a unique property of supercritical fluid. In this study, the drastic change of specific heat was also observed and the peak value was captured in the flow field. 
Conclusions
Numerical simulations of conventional and supercritical water flows were presented in this paper. In the present method, the SFS developed by the authors was coupled with the BCM, and the IB method was further applied as the wall boundary treatment. Mathematical models of thermophysical properties for water programmed in PROPATH were used for the estimation of the physical property of fluids.
Three test cases were conducted in this study: steady laminar flows past a circular cylinder, unsteady laminar flows past two side by side circular cylinders, and flows over an E-shaped fin. The first classical case was also used for numerical validation because of its simplicity. It was observed that the calculated aerodynamic values for supercritical water were in good agreement with previous experimental and numerical studies of conventional fluid. The second classical case was tested to show the similarities of aerodynamic characteristics based on the Reynolds number and the differences of heat transfer effects based on the Prandtl number. The calculated Nu numbers for supercritical water cases were much higher than those of air, even though those St numbers were in good agreement with those of air. Finally, natural and forced convection flows of supercritical water over the E-shaped fin were investigated as a possible practical application of supercritical-fluid flows in heat exchange facilities. The flow structure variation on the basis of the different intensities of natural and forced convection flows was captured and an important deviation was revealed that in supercritical water flows the intensity of the natural convection flow tends to be much stronger than that in the liquid and gas state water flows at the same scale of geometry because of its superior thermophysical properties. Subsequently, the unique thermophysical properties of supercritical water were also shown such as the drastic variation of density and the peak value of isobaric specific heat. From the results of these test cases, the present 2-D method is demonstrated to be a promising tool in 2-D practical supercritical-fluid flow simulations with arbitrary geometry and complex physics.
In the future, the development of the 3-D method is one of the key issues, and the application to some 3-D practical supercritical-fluid flows with experimental data as validation is critical. In addition, for the present 2-D method, the introduction of different approaches for the staircase boundary treatment may be future work to compare with the resolution obtained with the present method that uses an IB method. 
