New interpolatory quadrature formulae with Gegenbauer abscissae  by Notaris, Sotirios E.
Journal of Computational and Applied Mathematics 161 (2003) 295–312
www.elsevier.com/locate/cam
New interpolatory quadrature formulae with
Gegenbauer abscissae
Sotirios E. Notaris∗
Department of Mathematics, University of Athens, Panepistemiopolis, 15784 Zografou, Greece
Received 19 June 2002; received in revised form 24 April 2003
Abstract
We study interpolatory quadrature formulae, relative to the Legendre weight function on [−1; 1], having as
nodes the zeros of the nth degree Gegenbauer polynomial plus one of the points 1 or −1. In particular, we
establish the convergence or nonconvergence for continuous and Riemann integrable functions on [−1; 1], we
determine the precise degree of exactness, we obtain asymptotically optimal error bounds, and we examine the
de6niteness or nonde6niteness of these formulae. In addition, we try, numerically, to investigate the question
of positivity of all quadrature weights and to 6ll a gap regarding the de6niteness or nonde6niteness property.
The paper concludes by comparing the results derived here for the quadrature formulae in question with
those that have been previously obtained for the corresponding open and closed interpolatory formulae with
Gegenbauer abscissae.
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1. Introduction
An open interpolatory quadrature formula relative to the Legendre weight function w(t) = 1 on
the interval [−1; 1] has the form∫ 1
−1
f(t) dt =
n∑
=1
wf() + Rn(f); (1.1)
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where the nodes , ordered decreasingly, are distinct and lie in (−1; 1). By de6nition, (1.1) has
degree of exactness d at least n− 1, i.e., Rn(f) = 0 for all f∈Pn−1. Also, for f∈Cd+1[−1; 1],
Rn(f) =
∫ 1
−1
Kd(t)f(d+1)(t) dt; Kd(t) =
1
d!
Rn[(· − t)d+]; (1.2)
where Kd is the dth Peano kernel for Rn, and t+ = (t+ |t|)=2, t0+ = (1+ sign t)=2, sign t=−1, 0, +1
according as t is negative, zero, or positive. From (1.2), there immediately follows that
|Rn(f)|6 cd+1 max−16t61|f
(d+1)(t)|; cd+1 =
∫ 1
−1
|Kd(t)| dt: (1.3)
If, in addition, Kd does not change sign on [−1; 1], then formula (1.1) is called de6nite, in particular,
positive de6nite if Kd¿ 0 and negative de6nite if Kd6 0. In either case, (1.2), by means of the
Mean Value Theorem for integrals, gives
Rn(f) = Hcd+1f(d+1)(); Hcd+1 =
∫ 1
−1
Kd(t) dt; −1¡¡ 1 (1.4)
(see [6, Sections 2.5 and 4.3]).
Now, if to the set of nodes in (1.1) we add the points 1 and −1, we obtain the so-called closed
interpolatory quadrature formula for the Legendre weight function on [−1; 1],
∫ 1
−1
f(t) dt = w∗0f(1) +
n∑
=1
w∗ f() + w
∗
n+1f(−1) + R∗n(f): (1.5)
This formula has degree of exactness at least n+ 1, and for its error term hold estimates analogous
to (1.2)–(1.4).
Having introduced formulae (1.1) and (1.5), it is only natural to consider the interpolatory quadra-
ture formulae, relative to the Legendre weight function on [−1; 1], that nodewise lie “in between”
(1.1) and (1.5), namely, the formulae that are generated if to the set of nodes in (1.1) we add just
one of the points 1 or −1,
∫ 1
−1
f(t) dt = w(+)0 f(1) +
n∑
=1
w(+) f() + R
(+)
n (f) (1.6)
or
∫ 1
−1
f(t) dt =
n∑
=1
w(−) f() + w
(−)
n+1f(−1) + R(−)n (f): (1.7)
Formulae (1.6) and (1.7), with the  being zeros of any one of the four Chebyshev polynomials
of degree n, were 6rst introduced in [12]. There, we derived explicit formulae for the quadrature
weights and showed that in most cases the weights are either all or almost all positive. In addition,
we determined the precise degree of exactness, we obtained asymptotically optimal error bounds,
we decided upon the de6niteness or nonde6niteness, and we established the convergence of the
quadrature formulae for Riemann integrable functions on [−1; 1] as well as for functions having a
monotonic singularity at −1 or 1.
S.E. Notaris / Journal of Computational and Applied Mathematics 161 (2003) 295–312 297
In the present paper, we substantially enlarge the class of interpolatory formulae of type (1.6)
and (1.7) by taking the  to be zeros of the Gegenbauer polynomial P
()
n , i.e., the nth degree
orthogonal polynomial relative to the weight function w()(t) = (1 − t2)−1=2, ¿ − 12 , on (−1; 1).
Our 6ndings rely upon a simple and convenient representation of w(+) and w
(−)
 ,  = 1; 2; : : : ; n, in
terms of the w,  = 1; 2; : : : ; n (cf. (2.13) and (2.15) below). We begin in Section 2 by recalling
some preliminary results which will be useful in the subsequent development. In Section 3, we
show that, for − 12 ¡6 2, formulae (1.6) and (1.7) with Gegenbauer abscissae converge, i.e., the
quadrature sum on the right tends as n→∞ to the integral on the left, for all continuous functions
on [−1; 1]. In fact, when − 12 ¡¡ 2, the convergence holds even for Riemann integrable functions
on [−1; 1], while for ¿ 2, the quadrature process may diverge. In the same section, we determine
the precise degree of exactness, we obtain asymptotically optimal error bounds, and we examine the
de6niteness or nonde6niteness for each of the quadrature formulae in consideration. In Section 4,
we try, numerically, to get some insight on the question of positivity of all quadrature weights for
each one of formulae (1.6), (1.7), (1.1) and (1.5), and also 6ll a gap regarding the de6niteness or
nonde6niteness of these formulae. The paper concludes in Section 5, where we compare the results
derived here for formulae (1.6) and (1.7) with those that have been previously obtained for formulae
(1.1) and (1.5) with Gegenbauer abscissae.
2. Preliminary results
The nth degree Gegenbauer polynomial can be obtained if we set  =  in the Jacobi polyno-
mial P(;)n , i.e., in the nth degree orthogonal polynomial relative to the weight function w(;)(t) =
(1− t)(1 + t), ¿− 1, ¿− 1, on (−1; 1). A standard normalization is
P()n (t) =
(+ 1=2)
(2)
(n+ 2)
(n+ + 1=2)
P(−1=2; −1=2)n (t): (2.1)
We begin with some results on Gegenbauer polynomials:
P()n (1) =
(n+ 2)
(2)(n+ 1)
; (2.2)
P()n (−t) = (−1)nP()n (t); (2.3)
P()n (t) = k
()
n t
n + · · · ; k()n =
2n(n+ )
()(n+ 1)
; (2.4)
d
dt
P()n (t) = 2P
(+1)
n−1 (t); (2.5)
max
−16t61
|P()n (t)|= P()n (1); ¿ 0 (2.6)
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(see [17, Eqs. (4.7.1), (4.7.3), (4.7.4), (4.7.9), (4.7.14) and (7.33.1)]). A relevant result on Jacobi
polynomials is
Proposition 2.1 ([17, Theorem 8.9.1]): Let ¿ − 1; ¿ − 1, and let 0¡1¡2¡ · · ·¡
n¡ be the zeros of P
(;)
n (cos ). Then
 = n−1[+O(1)]; (2.7)
with O(1) being uniformly bounded for all values of = 1; 2; : : : ; n; n= 1; 2; : : : .
Furthermore,
|P(;)′n (cos )| ∼ −−3=2n+2; 0¡6 =2; (2.8)
in the sense that the ratio of these expressions remains between certain positive bounds depending
only on  and .
The (t) in (2.1), (2.2) and (2.4) denotes the Euler’s Gamma function. Among its many properties,
we point out
(t + 1) = t(t); (2.9)
(n+ 1) = n!; (2.10)
(2t) =
22t−1√

(t)(t + 1=2); (2.11)
(n+ )
(n+ )
= n−[1 + O(n−1)] (2.12)
(cf. [18, Chapter V, Eqs. (1.3), (1.4), (1.13) and (1.21)]).
Next, we recall some known results, which will be useful in the subsequent development.
Lemma 2.2 ([8, Lemma “B”, p. 30]). Let g∈Cm+s[a; b], m¿ 1, s¿ 0, has the zeros t, 16
6m + s. For a k, 16 k6m, assume that the polynomial dk(t) =
∏k
i=1 (t − ti) has only simple
zeros. Then there exist functions zi ∈Ck+s−1[a; b], 16 i6 k, such that
g(t) =
k∑
i=1
zi(t)
d′k(ti)
m∏
=1
(t − t):
Each zi has k+ s− 1 zeros, especially, the t, m+16 6m+ s, are zeros of zi. In addition, there
exist i = i(t)∈ [a; b], 16 i6 k, such that
z(k+s−1)i (t)
(k + s− 1)! =
g(m+s)(i)
(m+ s)!
:
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Proposition 2.3 ([12, Proposition 2.1]). (a) The weights of the interpolatory quadrature formula
(1.6) are given by
w(+) = w +
∫ 1
−1 pn(t) dt
( − 1)p′n()
; = 1; 2; : : : ; n; (2.13)
w(+)0 =
∫ 1
−1 pn(t) dt
pn(1)
; (2.14)
where pn(t) =
∏n
=1 (t − ) and w are the weights of the interpolatory formula (1.1).
(b) The weights of the interpolatory quadrature formula (1.7) are given by
w(−) = w +
∫ 1
−1 pn(t) dt
( + 1)p
′
n()
; = 1; 2; : : : ; n; (2.15)
w(−)n+1 =
∫ 1
−1 pn(t) dt
pn(−1) ; (2.16)
where pn(t) =
∏n
=1 (t − ) and w are the weights of the interpolatory formula (1.1).
Remark 1. Clearly, if pn is an odd polynomial, then w
(+)
 = w
(−)
 = w,  = 1; 2; : : : ; n, and w
(+)
0 =
w(−)n+1 = 0, i.e., formulae (1.6) and (1.7) reduce to formula (1.1).
Proposition 2.4 ([11, Theorem 1(iii)]). Consider the interpolatory quadrature formula (1.1) with
−16 n ¡n−1¡ · · ·¡16 1 and degree of exactness d. If the sequence 2d|
∫ 1
−1 t
d−n+1
pn(t) dt|, pn(t) =
∏n
=1 (t − ), is unbounded, the quadrature process is divergent; then there exist
continuous functions with lim supn→∞ |Rn(f)|=∞.
The following three propositions are not restricted to interpolatory formulae only. They refer to a
general n-point quadrature formula with degree of exactness d.
Proposition 2.5 ([15, Lemma 1 with w(x) = 1]). Let in a quadrature formula of the form (1.1),
with −16 n ¡n−1¡ · · ·¡16 1 and degree of exactness d, I(f) =
∫ 1
−1 f(t) dt and Qn(f) =∑n
=1 wf(). Then limn→∞Qn(f) = I(f) for all functions f that are Riemann integrable on
[−1; 1] if
(i) limn→∞Qn(f) = I(f) for all f(t) = tk , k = 0; 1; 2; : : :;
(ii) limn→∞
∑n
=1 |w|= 2.
Proposition 2.6 ([2, Proposition 1]). Assume that a quadrature formula of the form (1.1),
with −1 = n ¡n−1¡ · · ·¡1 = 1 and precise degree of exactness d, satis=es one of the
following four conditions with respect to a function f∈Cd+1[−1; 1] with f(d+1)¿ 0 and
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f(d+1) 
≡ 0 on [−1; 1]:
(i) w1Rn(f)¿ 0,
(ii) (−1)d+1wnRn(f)¿ 0,
(iii) w1 = 0 and Rn(f)¡ 0,
(iv) wn = 0 and (−1)d+1Rn(f)¡ 0.
Then the quadrature formula is nonde=nite.
Proposition 2.7 ([5, Corollary 2]). Consider a quadrature formula of the form (1.1) with −16 n
¡n−1¡ · · ·¡16 1 and degree of exactness d. Let 06m6 n, put q0(t) = 1 and
qm(t) =
m∏
=1
(t − ) (m= 1; 2; : : : ; n):
If
HKm(t) =
∫ t
−1
qm(x)(t − x)d−m dx −
n∑
=m+1
wqm()(t − )d−m+
does not change sign for t ∈ [−1; 1], then the quadrature formula is de=nite.
The following result will be useful in Section 3.
Proposition 2.8. Consider the interpolatory quadrature formula (1.6) having precise degree of ex-
actness n. For a k, 16 k6 n, let dk(t)=
∏k
i=1 (t− ti), where the ti are distinct and chosen among
the ,  = 1; 2; : : : ; n. Set pn(t) =
∏n
=1 (t − ), h1(t) =
∫ t
−1 pn(x) dx and hj(t) =
∫ t
−1 hj−1(x) dx,
j = 2; 3; : : : ; k. Then, for f∈Cn+1[−1; 1], the error term R(+)n satis=es
|R(+)n (f)|6 k!
k∑
i=1
1
|d′k(ti)|


k∑
j=2
2k−j+1 |hj(1)|+
∫ 1
−1
|hk(t)| dt


max−16t61 |f(n+1)(t)|
(n+ 1)!
:
(2.17)
Proof. The proof is similar to that of Proposition 4.1 in [8, p. 32]. It is well known that
R(+)n (f) =
∫ 1
−1
r(+)n (f; t) dt;
where r(+)n (f; ·) is the error of the interpolation based on the n + 1 points 1; ,  = 1; 2; : : : ; n.
Assuming that f∈Cn+1[−1; 1], the same is true for r(+)n (f; ·), and since r(+)n (f; 1)= r(+)n (f; )=0,
 = 1; 2; : : : ; n, we can apply Lemma 2.2 with [a; b] = [−1; 1], g(·) = r(+)n (f; ·), m = n and s = 1.
Then for a k, 16 k6 n, if dk(t) =
∏k
i=1 (t − ti), ti distinct and chosen among the , =1; 2; : : : ; n,
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the r(+)n (f; ·) can be written in the form
r(+)n (f; t) =
k∑
i=1
zi(t)
d′k(ti)
pn(t); (2.18)
where zi ∈Ck[ − 1; 1], 16 i6 k, each zi has k zeros, in particular, zi(1) = 0, 16 i6 k, and there
exist i = i(t)∈ [− 1; 1], 16 i6 k, such that
z(k)i (t) =
k!f(n+1)(i)
(n+ 1)!
; 16 i6 k: (2.19)
Since h1(t)=
∫ t
−1 pn(x) dx and hj(t)=
∫ t
−1 hj−1(x) dx, j=2; 3; : : : ; k, taking the integral on both sides
of (2.18), and applying k times integration by parts, we get
R(+)n (f) =
k∑
i=1
1
d′k(ti)

 k∑
j=2
(−1)j−1z( j−1)i (1)hj(1) + (−1)k
∫ 1
−1
z(k)i (t)hk(t) dt

 : (2.20)
Also, a repeated application of Rolle’s Theorem and the Mean Value Theorem on the zi, 16 i6 k,
and their derivatives, gives
|z( j−1)i (1)|6 2k−j+1 max−16t61 |z
(k)
i (t)|; 26 j6 k; 16 i6 k: (2.21)
Now, taking the absolute value on both sides of (2.20), and using (2.21) and (2.19), we obtain
(2.17).
Remark 2. A similar result holds for formula (1.7).
3. Quadrature formulae with Gegenbauer abscissae
Here we consider formulae of type (1.6) and (1.7) with the  being zeros of the Gegenbauer
polynomial P()n , ¿ − 12 . By Remark 1, in view of (2.3), we only examine the case of n even,
since, for n odd, formulae (1.6) and (1.7) reduce to formula (1.1) with Gegenbauer abscissae. This
formula has been extensively investigated during the past seventy years (see Section 5). Moreover,
in the special case that  = 12 , formulae (1.6) and (1.7) reduce to the Gauss formula for the Leg-
endre weight function (see Proposition 2.3), and therefore this case has been excluded from our
presentation.
Let in the interpolatory formulae (1.6) and (1.7) I(f)=
∫ 1
−1 f(t) dt, Q
(+)
n (f) = w
(+)
0 f(1) +∑n
=1 w
(+)
 f() and Q
(−)
n (f) =
∑n
=1 w
(−)
 f() + w
(−)
n+1f(−1). Our results are summarized in the
following theorem.
Theorem 3.1. Let n be even and  = 
()
 be the zeros of the nth degree Gegenbauer polynomial
P()n , ¿− 12 ,  
= 12 .
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(a) If − 12 ¡6 2, then
lim
n→∞Q
(+)()
n (f) = I(f) (3.1)
and
lim
n→∞Q
(−)()
n (f) = I(f) (3.2)
for all f∈C[− 1; 1].
If ¿ 2, then there exist f∈C[− 1; 1] for which (3.1) and (3.2) are not true.
(b) If − 12 ¡¡ 2, then (3.1) and (3.2) hold for all functions f that are Riemann integrable on
[− 1; 1].
(c) Formulae (1.6) and (1.7) have precise degree of exactness n.
(d) For − 12 ¡¡ 12 , formulae (1.6) and (1.7) are nonde=nite. Also, for − 12 ¡¡ 1, if f∈Cn+1
[−1; 1], there holds
|R(+)()n (f)|6 c(+)()n+1 max−16t61 |f
(n+1)(t)|; c(+)()n+1 = O(2−(n+1)(n+ 1)−2((n+ 1)!)−1);
(3.3)
and
|R(−)()n (f)|6 c(−)()n+1 max−16t61|f
(n+1)(t)|; c(−)()n+1 = O(2−(n+1)(n+ 1)−2((n+ 1)!)−1):
(3.4)
(e) For ¿ 1, formula (1.6) is negative de=nite and formula (1.7) is positive de=nite. In particular,
if f∈Cn+1[− 1; 1], then
R(+)()n (f) =−
√

(− 1=2)
(n+ 2− 1)
2n+2−3(n+ 1)(n+ )
f(n+1)((+))
(n+ 1)!
; −1¡(+)¡ 1; (3.5)
and
R(−)()n (f) =
√

(− 1=2)
(n+ 2− 1)
2n+2−3(n+ 1)(n+ )
f(n+1)((−))
(n+ 1)!
; −1¡(−)¡ 1: (3.6)
Proof. First of all, the special cases of  = 0 and  = 1, corresponding to the Chebyshev weight
function of the 6rst and second kind, respectively, have been treated in [12, Theorems 3.6–3.7].
Therefore, in what follows,  
= 0 and  
= 1.
(a) We begin by establishing the convergence or nonconvergence of formula (1.6). Assume 6rst
that − 12 ¡6 2. To prove (3.1), it suOces to show that
∑n
=0 |w(+)() | is bounded as n→∞ (cf.
[16, pp. 174–176] and [14, p. 267]). Applying (2.13), we have
n∑
=0
|w(+)() |6 |w(+)()0 |+
n∑
=1
|w() |+
n∑
=1
| ∫ 1−1 P()n (t) dt|
(1− () )|P()
′
n (
()
 )|
; (3.7)
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where w() are the weights of formula (1.1) with  = 
()
 . First, (2.5), by virtue of (2.3), (2.2),
(2.9) and (2.12), yields
∫ 1
−1
P()n (t) dt=
P(−1)n+1 (1)
− 1 =
(n+ 2− 1)
(− 1)(2− 2)(n+ 2)
=
2
(2− 1) n
2−3[1 + O(n−1)]; (3.8)
which, inserted, together with (2.2), into (2.14), gives, after a simple computation,
w(+)()0 =
2(2− 1)
(n+ 1)(n+ 2− 1) = O(n
−2): (3.9)
Moreover, Askey and Fitch proved in [3] that
n∑
=1
|w() |=
n∑
=1
w() = 2: (3.10)
Therefore, it only remains to show the boundedness as n→∞ of the second sum on the right-hand
side of (3.7). We consider two cases for the nodes () , and split the sum in question accordingly.
In the 6rst case, 0¡() ¡ 1. Since n is even, by (2.3), the nodes, ordered decreasingly, are located
symmetrically with respect to the origin, therefore the interval (0; 1) contains those () with  =
1; 2; : : : ; n=2. Then, writing 1 − () = 1 − cos () = 2 sin2(() =2), using sin ¿ 2=; 06 6 =2,
and subsequently applying Proposition 2.1 and (2.1), in conjunction with (2.12), we 6nd
1
1− ()
=O(−2n2); (3.11)
1
|P()′n (() )|
∼ +1n−2−1: (3.12)
Combining (3.8) with (3.11) and (3.12), we obtain
| ∫ 1−1 P()n (t) dt|
(1− () )|P()
′
n (
()
 )|
=O(−1n−2):
Hence, the Euler–Maclaurin summation formula (see [1, Eq. 3.6.28]) gives
n=2∑
=1
| ∫ 1−1 P()n (t) dt|
(1− () )|P()
′
n (
()
 )|
=O(n−2): (3.13)
If, on the other hand, −1¡() ¡ 0, i.e., = n=2 + 1; n=2 + 2; : : : ; n, there follows from (2.3), since
n is even, that
() =−()n−+1; = n=2 + 1; n=2 + 2; : : : ; n; (3.14)
P()
′
n (−t) =−P()
′
n (t);
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hence
| ∫ 1−1 P()n (t) dt|
(1− () )|P()
′
n (
()
 )|
=
| ∫ 1−1 P()n (t) dt|
(1 + ()n−+1)|P()
′
n (
()
n−+1)|
; = n=2 + 1; n=2 + 2; : : : ; n:
Consequently,
n∑
=n=2+1
| ∫ 1−1 P()n (t) dt|
(1− () )|P()
′
n (
()
 )|
=
n=2∑
=1
| ∫ 1−1 P()n (t) dt|
(1 + () )|P()
′
n (
()
 )|
;
and using this time cos ¿ (− 2)=, 06 6 =2, we obtain, in a like manner as in the previous
case,
n∑
=n=2+1
| ∫ 1−1 P()n (t) dt|
(1− () )|P()
′
n (
()
 )|
=O(n−2): (3.15)
Putting together (3.13) and (3.15), we get
n∑
=1
| ∫ 1−1 P()n (t) dt|
(1− () )|P()
′
n (
()
 )|
=O(n−2): (3.16)
Thus, in view of the assumption on , the second sum on the right-hand side of (3.7) is bounded
as n→∞, and this concludes the proof.
Now, let ¿ 2. Since formula (1.6) has precise degree of exactness d = n (see (c) below),
according to Proposition 2.4 with n + 1 in place of n, a suOcient condition for the quadrature
process to be divergent is the sequence 2n| ∫ 1−1 (t − 1)∏n=1 (t − () ) dt| to be unbounded. Since n
is even, (3.8) gives, by virtue of (2.4), (2.11) and (2.12),
2n
∣∣∣∣∣
∫ 1
−1
(t − 1)
n∏
=1
(t − () ) dt
∣∣∣∣∣=
2n
k()n
∣∣∣∣−
∫ 1
−1
P()n (t) dt
∣∣∣∣= 2
nP(−1)n+1 (1)
(− 1)k()n
=
√

22−3(− 1=2)
(n+ 2− 1)
(n+ 1)(n+ )
=
√

22−3(− 1=2)n
−2[1 + O(n−1)]; (3.17)
and the assertion follows.
We now turn to formula (1.7). Using (3.14) and (1.6)–(1.7), we can easily show that
w(−)() = w
(+)()
n−+1; = 1; 2; : : : ; n; w
(−)()
n+1 = w
(+)()
0 ; (3.18)
which, together with the results obtained already for formula (1.6), establishes the convergence or
nonconvergence of formula (1.7).
(b) Assume that − 12 ¡¡ 2. Then, combining (3.7) with (3.9), (3.10) and (3.16), and taking
into account that
∑n
=0 |w(+)() |¿
∑n
=0 w
(+)()
 =2, we conclude that limn→∞
∑n
=0 |w(+)() |=2 and,
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in view of (3.18), also that limn→∞
∑n+1
=1 |w(−)() | = 2, which, based on Proposition 2.5, applied
appropriately to formulae (1.6) and (1.7) (both having n+ 1 points), prove the assertions.
(c) First of all, by de6nition, R(+)()n (f) = 0 and R
(−)()
n (f) = 0 for all f∈Pn. Moreover, from
(3.14) and (1.6)–(1.7), we get
R(−)()n (f(·)) = R(+)()n (f(−·)): (3.19)
Since n is even, (3.19), by the linearity of the error term of a quadrature formula, (1.6), (3.8), (2.9)
and (2.10), gives, after a simple computation,
R(+)()n ((t − 1)P()n (t)) =−R(−)()n ((t + 1)P()n (t))
=−
∫ 1
−1
P()n (t) dt =−
2(n+ 2− 1)
(2− 1)(n+ 2)
=−2(2− 1)(2) · · · (n+ 2− 2)
(n+ 1)!

= 0; (3.20)
which, by assumption on , shows that formulae (1.6) and (1.7) have precise degree of
exactness n.
(d) Assume that − 12 ¡¡ 12 . To show the nonde6niteness of formula (1.6), we add the abscissa
()n+1 = −1 with weight w(+)()n+1 = 0 and use Proposition 2.6(iv) (for an (n + 2)-point formula) with
d=n (cf. (c) above) and f(t)=(t−1)P()n (t). Then, we have f∈Cn+1[−1; 1], f(n+1)(t)=k()n (n+
1)! = 2n2( + 1) · · · (n +  − 1)(n + 1)¿ 0 (cf. (2.4), (2.9) and (2.10)), and, since n is even, by
the linearity of the error term in (1.6) and on account of (3.20),
(−1)n+1R(+)()n (f) =
2(n+ 2− 1)
(2− 1)(n+ 2) =
(2− 1)(2)2(2+ 1) · · · (n+ 2− 2)
(n+ 1)!
¡ 0:
The nonde6niteness of formula (1.7) is proved similarly, by adding the abscissa ()0 = 1 with
weight w(−)()0 = 0 and applying Proposition 2.6(iii) with f(t) = (t + 1)P
()
n (t).
Now, let − 12 ¡¡ 1. To obtain the estimate for R(+)()n , we apply Proposition 2.8. We consider
two cases. For − 12 ¡¡ 0, we take k=3 and d3(t)=(t−()1 )(t−()n=2)(t−()n )=(t2−()
2
1 )(t−()n=2)
(cf. (3.14)), while for 0¡¡ 1, we take k=2 and d2(t)= (t− ()1 )(t− ()n )= t2− ()
2
1 . Then (see
(2.17))
3∑
i=1
1
|d′3(ti)|
=
2
()
2
1 − ()
2
n=2
; (3.21)
2∑
i=1
1
|d′2(ti)|
=
1
()1
: (3.22)
Also, in a way similar to that of KQutz in [8, Section 4.3], we compute h1(t) =
∫ t
−1 [P
()
n (x)=k
()
n ] dx,
h2(t) =
∫ t
−1 h1(x) dx and h3(t) =
∫ t
−1 h2(x) dx explicitly, and 6nd, after some straightforward but
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tedious calculations,
h2(1) =
P(−1)n+1 (1)
(− 1)k()n
; (3.23)
h3(1) =
P(−1)n+1 (1)
(− 1)k()n
[1 + O(n−2)]; (3.24)
∫ 1
−1
|h2(t)| dt6
|P(−1)n+1 (1)|
|(− 1)k()n |
[1 + O(n)1)]; )1 = max(−2;−); (3.25)
∫ 1
−1
|h3(t)| dt6 23
|P(−1)n+1 (1)|
|(− 1)k()n |
[1 + O(n)2)]; )2 = max(−2;−− 1): (3.26)
Moreover, from (2.7), we have
lim
n→∞ 
()
1 = 1; limn→∞ 
()
n=2 = 0: (3.27)
Now, inserting (3.21)–(3.26) into (2.17), and taking into account (3.27) and (3.17), we obtain the
estimate for R(+)()n given in (3.3). The (n + 1)−2 cannot be improved, as we can easily see by
computing the exact error for f(t) = tn+1,
R(+)()n (t
n+1) =
1
k()n
∫ 1
−1
(t − 1)P()n (t) dt =−
1
k()n
∫ 1
−1
P()n (t) dt
=− P
(−1)
n+1 (1)
(− 1)k()n
=−
√

(− 1=2)
(n+ 2− 1)
2n+2−3(n+ 1)(n+ )
=−
√

2n+2−3(− 1=2)n
−2[1 + O(n−1)]; (3.28)
where, in deriving (3.28), we used the formula for the error of the interpolation based on the n+1
points 1, () , = 1; 2; : : : ; n, n even, and (3.17).
The estimate for R(−)()n is an immediate consequence of (3.19) and the corresponding estimate
for R(+)()n .
(e) Assume that ¿ 1. Applying Proposition 2.7 with n + 1 in place of n, m = n, qn(t) =
∏n
=1
(t − () ) = P()n (t)=k()n , d= n (cf. (c) above), and additional node 1, we 6nd
HKn(t) =


P(−1)n+1 (t) + P
(−1)
n+1 (1)
2(− 1)k()n
; −16 t ¡ 1;
P(−1)n+1 (1)
2(− 1)k()n
; t = 1;
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which, in view of (2.2), (2.4) and (2.6), implies that HKn(t)¿ 0; t ∈ [− 1; 1], proving that way the
de6niteness of formula (1.6). Then the error term R(+)()n can be written in the form
R(+)()n (f) = R
(+)()
n (t
n+1)
f(n+1)((+))
(n+ 1)!
; −1¡(+)¡ 1
(cf. [6, Eq. (4.3.12)]), which, on account of (3.28), yields (3.5) and shows that formula (1.6) is
negative de6nite.
The de6niteness of formula (1.7) can be established using (3.19) in conjunction with (3.5).
4. Positivity of weights and de(niteness or nonde(niteness of the quadrature formulae
Theorem 3.1 shows that formulae (1.6) and (1.7), with n even and  = 
()
 , enjoy most of the
properties satis6ed by formula (1.1) with Gegenbauer abscissae. However, the theorem says nothing
about a property which is very important for both theoretical and practical purposes, that of the
positivity of all quadrature weights. Moreover, there is a gap, in parts (d) and (e) of the theorem,
regarding the de6niteness or nonde6niteness of these formulae when 12 ¡¡ 1. Since treating the
positivity and de6niteness or nonde6niteness questions analytically presents certain diOculties, it
would be interesting to get, even numerically, some insight on their validity.
We 6rst look at the positivity question. Our aim is, for each 6xed n = 1; 2; : : : , to delineate the
precise interval of  such that the weights w(+)() , =0; 1; : : : ; n, and w
(−)()
 , =1; 2; : : : ; n+1, are all
positive. Actually, in view of (3.18), we only need to examine the positivity of w(+)() , =0; 1; : : : ; n.
First of all, the w(+)()0 is always positive for ¿
1
2 (cf. (3.9)). To 6nd the interval of  such that
the remaining weights are all positive, we start from the known fact that the w(+)() ; = 1; 2; : : : ; n,
are all positive for =0; = 12 and =1 (see [12, Theorems 3.6(a)–3.7(a)] and the comment before
Theorem 3.1). We then move continuously away to the right and left of these three points, searching
for the 6rst value of  in each direction for which w(+)() =0 for some . These values of , which
are determined by a preliminary search followed by the bisection method, are the endpoints of the
required interval, ((±)n ; *(±)n ). For comparison purposes, we extend our investigations to formulae
(1.1) and (1.5) with Gegenbauer abscissae. Here things are even simpler, in view of the analytical
results that exist for these formulae. More speci6cally, the w() ,  = 1; 2; : : : ; n, are all positive for
− 12 ¡6 2 (cf. [3]), and the w∗() ,  = 0; 1; : : : ; n + 1, for 12 ¡6 4 (cf. [8, Lemma, p. 13] and
[13, Remark 2.2]). As a consequence, the required interval of  has the form (− 12 ; *n), *n¿ 2, for
formula (1.1) and (∗n ; *∗n), ∗n6
1
2 , *
∗
n¿ 4, for (1.5). We run our program, for n = 2(1)20(2)40,
on a SUN Ultra 5 computer in double precision (machine precision 2:22 × 10−16). In order that
the reader has a complete picture of the positivity property, our calculations included, when n¡ 20,
also odd values of n. The only case omitted here is that of n=1, since in this case, formulae (1.6),
(1.7) and (1.1) reduce to the Gauss formula relative to the Legendre weight function, and formula
(1.5) to the Gauss–Lobatto formula (which incidentally is Simpson’s rule on the interval [ − 1; 1])
for the same weight. The (±)n and ∗n turned out to be, in all cases, − 12 . The values of *(±)n , *n
and *∗n are given, to 10 decimal digits, in Table 1. From the numerical results, it is clear that the
interval of  for the positivity of w(+)() and w
(−)()
 ,  = 1; 2; : : : ; n, is always a subinterval of the
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Table 1
Right endpoints *(±)n , *n and *∗n of the intervals of  for the positivity of w
(+)()
 , w
(−)()
 , w
()
 and w
∗()
 ,
= 1; 2; : : : ; n
n *(±)n *n *∗n
2 3.5000000000 ∞ ∞
3 *3 2.5000000000 5.5000000000
4 2.4688050467 5.0413812651 10.5000000000
5 *5 2.4067177515 5.1666666667
6 2.3787424452 3.0945167701 6.5310785374
7 *7 2.3165359763 4.8849364635
8 2.3059825193 2.7300844228 5.7628226604
9 *9 2.2859364465 4.7813926655
10 2.2751313193 2.5847335040 5.4472704351
11 *11 2.2539267994 4.6808391293
12 2.2481581106 2.5095778644 5.2798929666
13 *13 2.2380117304 4.6288731628
14 2.2319642940 2.4649652170 5.1783148998
15 *15 2.2211798199 4.5764873619
16 2.2173984629 2.4360681100 5.0597146161
17 *17 2.2111547408 4.5446034083
18 2.2071757880 2.4161778051 4.9613279028
19 *19 2.2005600559 4.5120301712
20 2.1978294475 2.3879070322 4.8933245521
22 2.1906717826 2.3614093033 4.8439739390
24 2.1840533476 2.3416525170 4.8068293922
26 2.1786982052 2.3264828689 4.7745726295
28 2.1737041079 2.3145563794 4.7351519166
30 2.1695089637 2.3049947326 4.7040437865
32 2.1655701631 2.2972020344 4.6789884250
34 2.1621710054 2.2907612649 4.6584639556
36 2.1589619115 2.2814152649 4.6414096306
38 2.1561358468 2.2730572742 4.6240107337
40 2.1534554915 2.2659818653 4.6054195912
corresponding interval of  for the positivity of w() ,  = 1; 2; : : : ; n. However, as n increases, the
*(±)n and *n have the tendency of approaching each other, and this suggests the following
Conjecture 4.1. The w(+)() and w
(−)()
 ; = 1; 2; : : : ; n, are all positive for − 12 ¡6 2.
We now turn to the question of de6niteness or nonde6niteness for formulae (1.6) and (1.7), with
n even and =
()
 , when 12 ¡¡ 1. As already mentioned in the introduction, a quadrature formula
can be characterized as de6nite or nonde6nite according as the corresponding Peano kernel retains
or changes its sign on the interval of integration. This, in our case, translates to examining the sign
of K (+)()n and K
(−)()
n on [− 1; 1]. In fact, since
K (−)()n (t) =−K (+)()n (−t); −16 t6 1;
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Table 2
Values of points d(±)n , dn and 
d(∗)
n for the change from nonde6niteness to de6niteness in formulae (1.6), (1.7),
(1.1) and (1.5)
n d(±)n dn 
d(∗)
n
2 0.8454359711 1.0000000000 1.8138593384
3 d3 0.6666666667 1.6576707808
4 0.7775302748 0.6808208661 1.6530234109
5 d5 0.5647494326 1.5730027255
6 0.7565021959 0.5701670664 1.5744450132
7 d7 0.5296506105 1.5370148985
8 0.7464297975 0.5316613734 1.5381627903
9 d9 0.5145482777 1.5196762570
10 0.7405792816 0.5154357596 1.5203687611
as one can easily see by applying the de6nition of the Peano kernel (cf. (1.2)) and using (3.14) and
(3.18), we only need to examine the sign of K (+)()n on [− 1; 1]. Now, our computations show that
the sign does not have a uniform behavior for all  in the interval ( 12 ; 1). To be precise, if we 6x n,
and move  continuously away from 12 towards 1, K
(+)()
n initially changes sign in at least one point
in [− 1; 1]. This continues until  reaches a certain value d(±)n , after which K (+)()n retains its sign
throughout [ − 1; 1]. The value of d(±)n was found, as in the positivity question, by a preliminary
search followed by the bisection method. Since the question of de6niteness or nonde6niteness remains
also open for formulae (1.1) and (1.5) with Gegenbauer abscissae when 12 ¡¡ 1 and
3
2 ¡¡ 2,
respectively, our program was applied to these formulae as well. The numerical results indicate
that formulae (1.1) and (1.5) exhibit a similar behavior to that of formulae (1.6) and (1.7), i.e.,
nonde6niteness for  in ( 12 ; 
d
n), 
d
n ¡ 1, and (
3
2 ; 
d(∗)
n ), 
d(∗)
n ¡ 2, respectively, and de6niteness after
that. The values of d(±)n , dn and 
d(∗)
n for n= 2(1)10 are displayed, to 10 decimal digits, in Table
2, where, in order that the reader has a complete picture of the de6niteness or nonde6niteness
property, we included in our calculations also odd values of n¿ 1 (for n = 1 see the comment
in the investigation of the positivity question). The fact that formulae (1.6), (1.7), (1.1) and (1.5)
change, in the speci6ed intervals of , from nonde6nite to de6nite accounts, apparently, for the
diOculty in settling the de6niteness or nonde6niteness question for these formulae in an aOrmative
way.
5. A comparison chart
In the following, we try to compare results derived here for formulae (1.6) and (1.7), when n is
even and  = 
()
 , with those that have been previously obtained for formulae (1.1) and (1.5) with
Gegenbauer abscissae. These formulae have been extensively investigated during the past seventy
years. The results are summarized into two tables, providing in each case the appropriate reference.
An exception to that occurs in a few special cases, where the relevant results are well known, and
therefore the respective reference is omitted. To be speci6c, for  = 12 and all n¿ 2 as well as for
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Table 3
Positivity of weights, precise degree of exactness and convergence of formulae (1.6), (1.7), (1.1) and (1.5)
Formula Positivity of weights Degree of exactness Convergence
(1.6) ns n for  = 12 R[− 1; 1] for − 12 ¡¡ 2
2n− 1 for  = 12 C[− 1; 1] for − 12 ¡6 2
(1.7) ns n for  = 12 R[− 1; 1] for − 12 ¡¡ 2
2n− 1 for  = 12 C[− 1; 1] for − 12 ¡6 2
(1.1) − 12 ¡6 2 n− 1 for n even and R[− 1; 1] for − 12 ¡6 2
 = 12
n for n odd and
 = 12
2n− 1 for  = 12
[17, Theorem 15.5]; [3]
(1.5) 12 6 6 4 n+ 1 for n even,  = 12 R[− 1; 1] for − 12 ¡6 4
and  = 32
n+ 2 for n odd,  = 12
and  = 32
2n− 1 for  = 12 if n¿ 2
3 for  = 12 if n= 1
2n+ 1 for  = 32
[8, Lemma, p. 13]; [13, Remark 2.2] [15]
n=1 and all ¿− 12 , formulae (1.6), (1.7) and (1.1) reduce to the Gauss formula for the Legendre
weight function. The same is true for formula (1.5) when  = 12 and n¿ 2, while, for  =
3
2 and
all n¿ 1 as well as for n = 1 and all ¿ − 12 , formula (1.5) turns out to be the Gauss–Lobatto
formula for the Legendre weight function.
Table 3 contains results on the positivity of weights, the precise degree of exactness, and the
convergence of the quadrature formulae. The positivity results are described, by giving for each for-
mula the interval of  such that the corresponding weights are all positive (more precise information
on the positivity property, for speci6c values of n, have been drawn numerically in the previous
section). The “ns”, standing next to formulae (1.6) and (1.7), is in order to indicate that the posi-
tivity question has not been settled yet for these formulae. There is an additional “almost” positivity
result for formula (1.5) not mentioned in Table 3: When 06 ¡ 12 , the w
∗()
0 and w
∗()
n+1 are negative
and the w∗() ,  = 1; 2; : : : ; n, are nonnegative provided that n is chosen suOciently large (cf. [8,
Lemma, p. 13]). The convergence results, on the other hand, are expressed by providing in each
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Table 4
Asymptotically optimal error constants and de6niteness or nonde6niteness for formulae (1.6), (1.7), (1.1) and (1.5)
Formula Error constants De6niteness or nonde6niteness
(1.6) − 2 for − 12 ¡¡ 1 nd for − 12 ¡¡ 12
and  = 12 dp for  = 12
dn for ¿ 1
(1.7) − 2 for − 12 ¡¡ 1 nd for − 12 ¡¡ 12
and  = 12 dp for  = 12 and ¿ 1
(1.1) − 2 for − 12 ¡¡ 1 nd for − 12 ¡¡ 12 if n¿ 2
and  = 12 dp for ¿− 12 if n= 1
dp for  = 12 and ¿ 1
a
[8, Proposition 4.2] [2, Proposition 2a)];
[4, Theorems 2 and 3]; [9]; [10]
(1.5) − 4 for − 12 ¡¡ 2, nd for − 12 ¡¡ 12 and 12 ¡¡ 32
 = 12 and  = 32 if n¿ 4
dp for − 12 ¡¡ 12 and nd for 12 ¡¡ 32
if n= 2; 3
dp for  = 12 if n¿ 2
dn for ¿− 12 if n= 1
dn for  = 32 and ¿ 2
[8, Proposition 4.3] [2, Proposition 2b]; [8, Proposition 4.4]
aFor ¿ 1 and n even, the de6niteness has been proved under the assumption that n is chosen suOciently large.
case the class of functions, on the speci6ed interval of , such that the respective quadrature formula
converges. Here, by R[− 1; 1], we denote, as usually, the class of Riemann integrable functions on
[ − 1; 1]. Also, whenever the reference is omitted in the “Convergence” column, it is because the
convergence is an immediate consequence of the positivity of all quadrature weights, by means of
the well-known theorem of Steklov [16, pp. 176–179] and FejRer [7, p. 291].
Table 4 contains results on the asymptotically optimal error bounds and the de6niteness or non-
de6niteness of the quadrature formulae. The asymptotical error bounds were based on estimate (1.3),
with the error constants cd+1 = cm as m→∞ having in all cases the form O(2−mmk(m!)−1). Hence,
all we have to provide here are the optimal values of k, and these are the values tabulated in the sec-
ond column of Table 4. The column following that is devoted to the de6niteness or nonde6niteness
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property. This is described by giving the interval of  such that the corresponding formula is pos-
itive de6nite, negative de6nite or nonde6nite. The latter is indicated by printing a “dp”, a “dn”
or a “nd”, respectively (for those intervals of  that the de6niteness or nonde6niteness question
has not been settled yet, the reader is referred to the numerical investigations of the previous
section).
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