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SUMMARY
In this thesis, we produce a rigorous and quantitative analysis of the errors introduced
by finite difference schemes into strong constraint 4D-Variational (4D-Var) data assim-
ilation. Strong constraint 4D-Var data assimilation is a method that solves a particular
kind of inverse problem; given a set of observations and a numerical model for a phys-
ical system together with a priori information on the initial condition, estimate an
improved initial condition for the numerical model, known as the analysis vector. This
method has many forms of error affecting the accuracy of the analysis vector, and is
derived under the assumption that the numerical model is perfect, when in reality this
is not true. Therefore it is important to assess whether this assumption is realistic and
if not, how the method should be modified to account for model error. Here we analyse
how the errors introduced by finite difference schemes used as the numerical model,
affect the accuracy of the analysis vector.
Initially the 1D linear advection equation is considered as our physical system. All
forms of error, other than those introduced by finite difference schemes, are initially
removed. The error introduced by ‘representative schemes’ is considered in terms of
numerical dissipation and numerical dispersion. A spectral approach is successfully
implemented to analyse the impact on the analysis vector, examining the effects on
unresolvable wavenumber components and the l2-norm of the error. Subsequently, a
similar also successful analysis is conducted when observation errors are re-introduced
to the problem. We then explore how the results can be extended to weak constraint
4D-Var.
The 2D linear advection equation is then considered as our physical system, demon-
strating how the results from the 1D problem extend to 2D. The linearised shallow wa-
ter equations extend the problem further, highlighting the difficulties associated with
analysing a coupled system of PDEs.
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This thesis presents a rigorous and quantitative analysis of the effects of numerical
model error, introduced by finite difference approximations, on the results of strong
constraint 4D-Variational (4D-Var) data assimilation. Strong constraint 4D-Var solves
a particular inverse problem; given observations and a numerical model for a physical
system together with a priori information on the initial condition for the numerical
model, strong constraint 4D-Var calculates an improved estimate for the initial con-
dition, known as the analysis vector. The analysis vector can then be used as the
initial condition for the numerical model, to create a prediction for the physical sys-
tem. Strong constraint 4D-Var is one of many data assimilation methods. Each data
assimilation method has been designed to solve a similar inverse problem. The analy-
sis vector is identified by minimising the strong constraint 4D-Var cost function with
respect to the initial condition for the numerical model. The weighted least squares
formulation of the cost function aims to minimise the effects of errors associated with
variables in the cost function, such as observation errors. However model errors are
one form of error whose affects are not accounted for as the derivation of the method
assumes the model to be perfect [2].
Model errors can arise from several difference sources such as inaccurate model
equations and numerical model errors that arise due to errors in numerical implemen-
tation. This thesis focuses on numerical model errors introduced by solving the model
equations using finite difference schemes. The finite difference schemes introduce nu-
merical model errors through the approximation of derivatives by finite differences. The
impact of model errors is usually small in comparison to others, such as observation
errors [3]. However, it could give rise to artifacts in the analysis vector and the forecast
made using it. Therefore it is important we understand its impact.
In recent years, the method of strong constraint 4D-Var data assimilation has be-
come widely used in operational weather centres for numerical weather prediction
(NWP), due to its efficient implementation through the method of incremental 4D-
1
Var [4]. This is an iterative method involving inner and outer loop processes to attain
the analysis vector [5]. As this method is becoming more common place, it is important
that we understand whether the assumption of a perfect model is reasonable. If this
assumption is not appropriate, then a way of correcting for the effects of model error
is required. In order to understand and possibly achieve this goal, the effects need to
be quantified and analysed.
Initially, the physical system chosen to investigate the effects of numerical model
error on 4D-Var, is the linear advection equation. Many of the physical systems consid-
ered in numerical weather prediction involve “wave-like flow” [6]. The linear advection
equation is one such model. It is a linear, hyperbolic PDE [6]. Here we choose it as
a representative model (and a prototype) for more complex advective processes of in-
terest in NWP. This system provides a numerical challenge despite looking deceptively
simple [7]. Kreiss [8] developed his theory of numerical stability using the linear advec-
tion equation, revealing just how challenging the equation can be. The linear advection
equation also has the property that some complex linear hyperbolic systems can be de-
composed into the superposition of solutions to several linear advection problems [6].
The 1D linearised shallow water equations is one such system under certain assump-
tions [9]. This is why we choose to investigate the linearised shallow water equations
once our analysis of the linear advection equation is complete. However to prevent the
system of equations from decoupling into a system of linear advection equations, the
system is considered in 2D together with Coriolis acceleration.
Another reason to begin with a linear problem is the relevance of linearised nu-
merical models to incremental 4D-Var. Most of the physical systems considered for
use in strong constraint 4D-Var have non-linear models. Consequently, their numeri-
cal models are non-linear and the cost function is no longer quadratic. This leads to
issues with the computational cost, implementation time and difficulties with isolating
the global minimum of the problem [10]. Incremental 4D-Var was developed to reduce
these problems by using a tangent linear model (TLM) assumption, requiring the lin-
earisation of the non-linear numerical model, about the current model state [5, 11, 12].
The linearisation requirement of incremental 4D-Var, makes investigating linear models
essential, as well as a good first step to begin our analysis.
The linear advection equation also has the added bonus of possessing an analytical
solution. Therefore the results of any finite difference scheme can be compared to the
analytical solution [13]. This gives rise to the question ‘how do you determine the
accuracy of a finite difference scheme?’. The answer to this question depends on the
desired application of the scheme. The l2-norm of the error can be used to quantify
the error, but it does not provide any information on the ability of the scheme to
propagate the unresolvable wavenumber components of the initial condition. Unresolv-
able wavenumber components arise due to the finite grid the finite difference schemes
are defined on. Durran [6] advocates the use of a “spike test”, where the ability of
the scheme to propagate an initial condition which is flat apart from a large spike, is
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tested. This test reveals the ability of a scheme to propagate unresolvable wavenumber
components, which make up discontinuous initial conditions [6]. Applications such as
tsunami detection require an accurate method for determining the presence of a tsunami
and predicting its motion. Dam break problems and tsunami waves can contain shock
profiles [9] made up of lots of high wavenumber components. As the analysis vector
resulting from strong constraint 4D-Var is used to predict the motion of such physical
systems, it is important that we assess the impact of numerical model error on the
ability of strong constraint 4D-Var to reconstruct these profiles. Hence we investigate
the effects of numerical model error on strong constraint 4D-Var data assimilation,
through both the l2-norm of the error as it is “closely related to conserved physical
quantities” [6] and through the use of a shock profile as the true initial condition.
We analyse the effects of numerical model error through the numerically dissipative
and numerically dispersive properties of the considered finite difference schemes. The
effects of numerical dissipation and dispersion on the results from a finite difference
scheme are well understood for systems constructed from a single PDE [14, 15]. The
effects on an inverse problem, such as strong constraint 4D-Var data assimilation, are
not well understood. A spectral approach is taken is taken in our analysis, similar to
the analysis of the results from finite difference schemes.
In Chapter 2 we present some of the theory and variables associated with data
assimilation, before examining the method of strong constraint 4D-Var data assimila-
tion in detail. We then consider the method of incremental 4D-Var used to efficiently
numerically implement strong constraint 4D-Var. A review of some of the literature sur-
rounding numerical model error in data assimilation is also presented, including weak
constraint 4D-Var data assimilation. The Chapter concludes by stating the strong con-
straint 4D-Var data assimilation problem to be considered for various physical systems,
in this thesis.
Chapter 3 considers the impact of finite difference approximations on strong con-
straint 4D-Var data assimilation, by choosing the 1D linear advection equation together
with circulant boundary conditions and initial condition, as our physical system. We
begin our analysis by discussing the theory surrounding 1D Fourier series, including
their convergence properties and discrete Fourier series. This allows the concepts of
numerical dissipation and dispersion to be introduced. We investigate our problem
through three ‘representative schemes’ used to solve our physical system; the Upwind,
Preissman Box and Lax-Wendroff finite difference schemes. These schemes are chosen
due to their numerically dissipative and dispersive properties. We develop a numerically
non-dissipative and non-dispersive scheme, with respect to the resolvable wavenumber
components of the numerical solution, the MNIMC scheme. This scheme allows per-
fect observations to be constructed in a convenient fashion for use algebraically in our
analysis and to define metrics for measuring the numerically dissipative and dispersive
properties of a scheme. The aliasing error in the MNIMC scheme is found to possess a
shifted periodic nature. Using a spectral approach, we are able to construct the analysis
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vector from the matrices implementing one of our considered schemes and the MNIMC
scheme, along with an aliasing correction term. This allows the effects of numerical
dissipation and/or dispersion on the analysis vector, to be viewed directly. Hence the
quality of our analysis vector can be assessed, for true initial conditions with ‘shock
profiles’, similarly to Durran’s “spike test” [6]. We perform this analysis in the absence
of all forms of error in the data assimilation problem, apart from numerical model error
introduced by finite difference schemes.
Chapter 4 continues our analysis of the problem from Chapter 3. A bound on
the l2-norm of the error in the analysis vector is created through spectral methods.
This bound is analysed to determine its suitability for representing the behaviour of
the error in the analysis vector with respect to the number of discretisation points
when considering full sets of observations, the number of sets of observations in the
assimilation window, the numerically dissipative and dispersive properties of the finite
difference schemes and the smoothness of the true initial condition. This is achieved
by numerically generating the l2-norm of the error in the analysis vector for various
regularity initial conditions and finite difference schemes, allowing the behaviour of
the bound and the numerical results to be compared. Having completed this analysis,
observation errors are re-introduced to the problem and a similar analysis is performed.
The contribution from observation errors to the analysis vector is analysed to determine
if correlations are introduced by strong constraint 4D-Var, which could possibly lead
to artifacts in the analysis vector. We then go on to relate our work to developing the
deterministic model error operator for the weak constraint 4D-Var data assimilation
problem. The results of Chapters 3 and 4 have been submitted for publication in the
Journal of Computational and Applied Mathematics.
In Chapter 5, we extend our problem to the 2D linear advection equation together
with circulant boundary conditions and initial condition. We again consider the im-
pact of finite difference approximations from finite difference schemes on the accuracy
of the analysis vector. A similar analysis to that of Chapters 3 and 4 is conducted,
in the absence of all other forms of error. Numerical model error can be considered
in the form of numerical dissipation and dispersion as before. A bound is constructed
for the l2-norm of the error in the analysis vector, for true initial conditions that are
multiplicatively separable. In order to construct this bound, a bound on the 2D Fourier
coefficients and a bound on the error in the coefficient identified by the 2D DFT, in
comparison to the coefficient of the 2D Fourier series for the same resolvable wavenum-
ber component, are derived for multiplicatively separable functions. We discuss the
challenges associated with forming a bound on the 2D Fourier coefficients of functions
which are not multiplicatively separable. Numerical results for the l2-norm of the error
in the analysis vector, due to finite difference approximations, are presented.
Chapter 6 considers the same strong constraint 4D-Var problem with the 2D lin-
earised shallow water equations, together with circulant boundary conditions and initial
condition, as our physical system. We begin by investigating the building blocks re-
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quired to explore the effects of numerical model error, introduced by finite difference
schemes, on the analysis vector. Whilst exploring the finite difference schemes for solv-
ing the 2D linearised shallow water problem, we discover the difficulties associated with
defining numerical dissipation and dispersion for a coupled system of PDEs. We discuss
how the matrix polar decomposition may be a possible way to define such quantities.
The MNIMC scheme for the problem is then constructed in the hope that it could
be used to create perfect observations for our numerical experiments. As a part of
this analysis, we also investigate the properties of the aliasing error introduced by the
MNIMC scheme, for solving the 2D linearised shallow water problem. Through this
analysis, we discuss the difficulties involved in numerically generating perfect observa-
tions of the 2D linearised shallow water problem, for use in numerical strong constraint
4D-Var experiments.
Chapter 7 summarises the conclusions made from the research presented in this
thesis. The novelty in this thesis lies in:
• Quantifying and qualifying the error in the analysis vector due to numerical model
error introduced by finite difference approximations in the forward model.
• Investigating the effects of numerically dissipative and dispersive schemes on the
contribution to the analysis vector from observation errors.
• Identifying a deterministic model error operator and the number of random vari-
ables required to augment the numerical model for use in weak constraint 4D-Var
data assimilation, of the 1D linear advection problem.
• The development of numerically dissipative and dispersive metrics for measuring
the effects of these errors on the numerical solution generated by finite different
schemes, for solving the considered linear advection problems.
• The development of a finite difference scheme that is numerically non-dissipative
and non-dispersive with respect to the resolvable wavenumber components of the
numerical solution.
• Attempting to expand the definition of numerical dissipation and dispersion to
linear systems of PDEs.
In particular, through the following results:
• Numerically non-dissipative and dispersive finite difference schemes for solving
the 1D linear advection problem, introduce destructive interference between
wavenumber components, leading to a loss of information in the analysis vector.
• There exists a critical number of discretisation points when considering full sets of
observations, where the effects of finite difference scheme errors and observation
errors on the accuracy of the analysis vector are minimised, for the 1D linear
advection problem.
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• The contribution to the analysis vector from white noise observation errors can
become correlated due to the effects of numerical dissipation in the resolvable
wavenumber components of the scheme, possibly leading to artifacts in the anal-
ysis vector.
• Increasing the number of sets of observations in the assimilation window does not
necessarily alter the contribution of high real resolvable wavenumber components
to the analysis vector.
• Numerical dissipation and/or dispersion may help to reduce the impact of other
forms of error on the accuracy of the analysis vector.
The analysis in this thesis was far more technical than expected. As a result there
are substantial appendices included after the Conclusions in Chapter 7. The main
results lie in Chapters 3-6. We now begin our analysis with Chapter 2, presenting some
of the theory behind data assimilation and discussing some of the topics discussed in




In this chapter, we explore the literature surrounding data assimilation and the ef-
fects of model error on its results. We begin by setting out the problem that data
assimilation methods aim to solve, along with the errors associated with it. We then
examine variational data assimilation methods, including 3D-Variational (3D-Var) and
4D-Variational (4D-Var) data assimilation techniques. Next we describe the opera-
tional implementation of 4D-Var data assimilation through incremental 4D-Var data
assimilation, used in operational weather forecasting centres. The chapter concludes
by discussing previous research that has been conducted into the effects of model error
on the results of data assimilation.
2.1 The data assimilation problem
Data assimilation methods are designed to solve a particular kind of inverse problem,
given by the following.
Given observations and a numerical model for a physical system, estimate the true
state of the physical system.
This problem arises in many fields, such as oceanography, hydrology and numer-
ical weather prediction (NWP) [16], as well as others that can be found in [16, 17].
Many methods have been developed for solving this inverse problem, such as Optimal
Interpolation (OI), Best Linear Unbiased Estimator (BLUE), the Kalman Filter and
Variational methods [10, 18, 19]. Under certain assumptions, some of these methods
become equivalent [18]. We are particularly interested in the variational techniques
available for solving this problem and will go into more detail about these in the fol-
lowing sections. Details on the other methods can be found in [10, 11, 16, 18, 19, 20, 21].
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The idea behind data assimilation is that better estimates of the true state of the
physical system can be made by incorporating “time distributed observations and a
dynamical model”, rather than relying on the interpolation of observations, creating a
model which is consistent with the physical system [10]. The data assimilation process
makes use of the provided observations and the numerical model to make a “ ‘best’
estimate” [2] for the true state of the physical system. The term “ ‘best’ estimate”
[2] refers to the fact that the type of estimate used to solve the data assimilation
problem, is problem dependent. For example, estimates for the mean or mode of
a desired quantity could be made [2, 10]. Variational methods produce an estimate
for the mode of the probability density function (pdf) of the initial condition for the
numerical model, producing a maximum likelihood estimate for the initial condition
[2]. A minimum variance estimate for the initial condition is produced by estimating
the mean of the pdf of the initial condition [2].
The method chosen to solve a particular instance of the data assimilation problem,
also depends upon factors such as the number of observations in comparison to the
number of state variables, the statistical properties of the errors associated with the
variables and the size of the considered problem. The methods can be derived from
many different fields of study, such as control theory, Bayesian statistics and maximum
likelihood estimation, to name a few [10, 22].
The numerical model for the physical system is often referred to as the forward
model for the problem [2]. It solves the model equations across a finite grid, forward
in time. The accuracy of the results from the forward model, is dependent on the
resolution of the grid. Once the data assimilation problem has been solved, in some
applications, it is desirable to use the result in the forward model to generate a forecast
for the physical system. This is the case in NWP. Variational techniques estimate an
improved initial condition for the forward model, to allow a forecast to be generated
past the time of the last considered observation.
The physical systems where data assimilation is applied, tend to be chaotic, non-
linear systems [10]. Solving such systems numerically is challenging due to the compu-
tational costs involved in solving non-linear systems. Their chaotic nature also means
that small errors in the state of the system, estimated through data assimilation, can
become much larger as the numerical model calculates a forecast for the system. The
Lorenz system is an example of a highly chaotic system. The observations, the numer-
ical model and many other aspects of the data assimilation process, all contain errors.
Therefore the solution obtained through data assimilation, will not be perfect. As a
result, we would expect the forecast to “diverge from the truth, after a finite time” [10].
In order to combat this, new observations are taken of the physical system, periodically.
Data assimilation can then be conducted at this future point in time to re-calibrate the
forecast.
In order to demonstrate the errors associated with data assimilation, NWP is used
as an example application in the following paragraphs. This application demonstrates
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many of the constraints that can be placed on the solution of data assimilation prob-
lems. Two important constraints are the limitations of computational resources and the
time in which the problem needs to be solved. The atmosphere is a three dimensional,
highly chaotic and inter-connected, dynamical system. The weather at any one point
in the system, is affected by the surrounding weather in all directions. This includes
the oceans and space weather systems at the boundaries of the atmosphere. Therefore
in order to form the best forecast for the system, we may need to model the weather
around the entire Earth, coupling it with ocean and space weather models. However
modelling such a system numerically requires a lot of computational resources. This
limits the resolution of the grid, affecting the accuracy of the model. The UK Met. Of-
fice have a supercomputer to perform data assimilation and generate weather forecasts
using its Unified Model, which has a coupled atmospheric and ocean model [23]. These
processes all need to be completed ahead of the time period the forecast is generated
for. This also places a limit on the complexity and grid resolution of the model.
The global model configuration of the Unified Model is used to generate medium-
range weather forecasts every six hours, using a 17km resolution, for a forecast of six
days [24]. In order to reduce the time and computational resources required, some
aspects of the numerical models do not need to be executed. For example, the Met.
Office may not run their ocean component when making “short-range weather forecast-
ing” using “a higher resolution atmospheric model” [23]. On areas of specific interest,
finer grids are placed to provide a greater level of accuracy in forecasts [24]. The Met.
Office use a “variable resolution UK model” with a 1.5km resolution over locations of
“forecast interest”. This is surrounded by a coarser grid with a 4km resolution at the
boundaries of the model. A variable resolution grid bridges the gap between the two
resolutions [24].
Observations
The observations of the physical system are made using various different techniques. In
the case of NWP, observations are made of variables such as the wind speed, temper-
ature and pressure. These need to be made across the world and at various altitudes.
Observations are taken at both stationary and mobile weather stations. These include
ground based stations, buoys and ships travelling across the world oceans [20]. In order
to gain information about the weather at various altitudes, weather balloons and satel-
lite data are some of the sources of information available to meteorologists. The nature
of non-satellite based observations means that the density of observations is greater
over highly populated regions of the Earth [25]. Using only these observations impacts
the accuracy of the forecasts over less densely observed regions. The use of satellite
observations has helped to increase the number of observations taken over less readily
observable areas of the world.
Observations of any system contain errors. These could be due to instrument mis-
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calibration or drift [18]. Attempts are sometimes made to compensate for systematic
errors and biases in observations [10, 11]. The paper by Mo´ller and Raschke [26] demon-
strates the types of error that can enter into the different types of observations used in
NWP. As we do not know the true state of the system, we cannot quantify the size of
the errors involved. However, there are methods available for estimating information
on error statistics [18].
Despite all of these observation methods, the number of observations tends to be
sparse when compared to the number of grid points the numerical model is being solved
across and smaller than the number of state variables the numerical model is solving
for, leading to an underdetermined problem [18]. NWP typically involves solving for
O(107) state variables [17], using O(106) observations [5]. This results in an ill-posed
problem to be solved through data assimilation [16]. As a result, the solution techniques
make use of a priori information to constrain the problem, so that it becomes well-
posed. In the case of variational methods, as the aim is to estimate an improved initial
condition for the numerical model, a priori information on the initial condition is used
to constrain the problem, in the form of an estimated initial condition. A discussion
on the ill-posedness of inverse problems can be found in [16].
The observations of the physical system are denoted by the vectors yl ∈ Rml ,
ml ∈ N for all l = 0, . . . , L ∈ N. The vector yl contains the lth set of observations
of the physical system. This includes every observation taken of any variable, at any
spatial location, taken at the lth time. The observations are not necessarily taken
at equally spaced points in space or time or of the same variables. The states of all
variables associated with the 4D-Var cost function in (2.1), are generated at the times of
the observations to allow for comparison. Any variable with subscript l, is the relevant
variable at the time of the lth set of observations. The period of time the observations
are taken over is known as the assimilation window. The cost function in Equation
(2.1) uses L+ 1 sets of observations. The errors in the observations are assumed to be
unbiased, serially uncorrelated, Gaussian random variables [17].
Observations are pre-processed to remove anomalous data. This involves a “quality
control check” where the data is checked for obvious errors, for example by cross-
checking the type of observation with its method and location of observation [11].
Extreme observations are also rejected. These are identified by comparing an observa-
tion with those surrounding it and the forecast generated by the background estimate
at that location [11]. As previously mentioned, biases and systematic errors introduced
to observations can sometimes be compensated for. This is because knowledge on these
forms of error can be gained from sources such as instrumentation calibration data. A
discussions on compensating for model bias can be found in Lawless [11] and Dee and
Da Silva [27].
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The background estimate
The use of a priori information to constrain the data assimilation problem, also in-
troduces errors into the data assimilation process. This estimated data is referred to
as background data in NWP literature and consequently the errors in it are termed
background errors. Data assimilation methods need to take into account these errors,
along with those present in other variables associated with solving the problem.
The variable xb ∈ RN is an estimated initial condition, providing a priori infor-
mation on the initial condition for the numerical model, denoted by x0 ∈ RN . This
information constrains x0, ensuring that the solution is well-posed, as discussed in
the previous Section. Here N ∈ N, denotes the dimension of the state vectors of the
numerical model.
The vector xb is termed the background estimate and is determined from previous
knowledge. In the case of NWP, this could be in the form of historical weather records
[20]. However, as a series of forecasts is being made, the background estimate is gener-
ally obtained from the previous forecast. As xb is an estimated initial condition for the
numerical model, it has errors associated with it. The errors are assumed to be Gaus-
sian random variables and to be uncorrelated with observation errors [17]. This results
in a background error covariance matrix B ∈ RN×N that is symmetric positive definite
[18]. Research is being conducted into the structure of this matrix [28] as it is impor-
tant that it expresses the “correlation between the errors of different variables” of the
physical system accurately [10]. A practical implementation of the background error
covariance matrix can be found in [29]. Some recent developments on the background
error covariance matrix can be found in [30, 31].
The observation operator
Another problem associated with observations, is that they may not be observations
of a variable in the numerical model. They may need to be transformed to obtain an
observation for the required variable. If we are observing a variable of the numeri-
cal model, then the observation is termed a direct observation. However if we need
to transform the variable, this is termed an indirect observation. The transformation
could be as simple as converting a temperature from Fahrenheit to Celsius, or it could
involve complex calculations. The latter is true for radio occultation data, where the
Abel transform is used in the conversion of bending angle to a temperature profile [32].
Numerical implementations of these complex transforms, obtain numerical approxi-
mations to the required solution. As a result there are errors associated with these
transforms.
We have already discussed that the observations of the system are sparse in com-
parison to the grid points where the numerical model produces a solution. This means
that there may be grid points of the numerical model, where there are not any nearby
observations. In this situation, the use of the numerical model helps to maintain the
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consistency of the model in these areas [10, 33]. The results from some analyses have
shown a greater distance between observations can increase the accuracy of strong con-
straint 4D-Var experiments [17], indicating that sparsity of observations may be an
advantage. Observations are made at any point in space. Therefore model variables
need to be interpolated to nearby observation locations for comparison. This intro-
duces interpolation errors into the problem. These errors, along with those introduced
by transforming indirect observations, are known as representative errors [11, 18].
The function Hl : RN → Rml is the lth possibly non-linear, observation operator
mapping the state of the numerical model, to the state space of the lth set of obser-
vations. This function performs all the necessary transformations and interpolations
discussed in the previous paragraphs. It transforms the state of the numerical model
xl, into the same variables at the same locations as the observations in yl, for compar-
ison. Therefore representative errors enter into 4D-Var data assimilation through this
function. The process of constructing these operators can be quite complex, so can
require a lot of effort [10].
The matrices Rl ∈ Rml×ml for l = 0, . . . , L, are symmetric positive definite matrices,
where Rl is the lth observation error covariance matrix [18]. Despite the matrices being
named for observation errors, Rl is the covariance matrix for the observation errors in
yl and the representative errors in Hl(·). The representative errors are also assumed
to be Gaussian random variables [2], which is a good assumption for meteorological
systems [10]. There will be some variables where the error statistics are not Gaussian
in reality. However, many distributions can be transformed to Gaussian distributions
[10], which is an advantage of this assumption.
The numerical model
The numerical model used to solve the system equations, also has errors associated with
it such as parametrisation errors [34]. The model errors in the problems considered
for this thesis, can be divided into errors in the model equations and numerical model
error. The former is a result of the model equations for the physical system failing
to capture the behaviour of the physical system. One possible reason for this type of
error is a lack of understanding of the physical processes in the system. Another is due
to the limitations imposed by computational resources. The system of equations that
model the physical system may be too complex to solve on the computational resources
available, in the time required. Therefore a simplified model may be used instead. This
may especially be true in highly non-linear systems of equations.
Numerical model error arises due to errors in the implementation of the numerical
methods used to solve the system of equations chosen to model the physical system.
It is the effects of this type of error on the results of data assimilation, which are
the focus of interest in this thesis. Computers are unable to solve PDEs directly.
Therefore approximations such as finite differences are used to approximate PDEs, in
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order to obtain a computational solution. These approximations result in errors being
introduced into the solution. The accuracy of these models depends upon the resolution
of the grid over which the model is implemented.
The function Ml+1,l : RN → RN , is a possibly non-linear numerical model taking
the lth state of the numerical model to its (l+ 1)th state. The vector xl ∈ RN contains
the state of the numerical model at every grid point in space, for every variable the
model solves for, at the time of the lth observation. Strong constraint 4D-Var data
assimilation makes the assumption that this model is perfect, despite our discussion
in Section 2.1, about the presence of model error. This is not a bad assumption when
model error is small in comparison to the other errors affecting 4D-Var. However it
can be difficult and expensive to determine the properties of model error [10].
Many of the available data assimilation methods have been developed to account
for some of the errors discussed in this Section. However, some methods operate on the
assumption that there are no errors in the numerical model for the physical system. The
strong constraint variational data assimilation methods operate under this assumption.
It is important to understand whether this assumption is realistic and if not, how the
methods should be adapted to take account of model errors. The method of 4D-Var
data assimilation has become more widely used since the invention of Incremental 4D-
Var data assimilation, which provides a computationally less expensive implementation
of the method. This method is used in applications such as NWP, where the weather is a
highly chaotic system. The improved initial condition found through data assimilation,
is used to generate a weather forecast. Therefore any errors in this initial condition,
can result in a highly erroneous forecast. Hence we choose to investigate the effects of
numerical model error on the results of 4D-Var data assimilation. More details on the
variables associated with 4D-Var can be found in [2, 11, 16, 18, 20, 21]. In the next
Sections we review the method of 4D-Var and its implementation through incremental
4D-Var data assimilation.
2.1.1 4D-Variational data assimilation
The method of 4D-Var data assimilation, implemented in applications such as NWP,
solves a particular formulation of the data assimilation problem.
Given a set of observations of a physical system taken over a period of time, a
numerical model of the system and a priori information on the initial condition for
the physical system, estimate an initial condition for the numerical model that best
replicates the true state of the system.
The method of strong constraint 4D-Var data assimilation solves this problem by
performing a constrained weighted least-squares minimisation, which calculates an es-
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timate of the true initial condition for the physical system. Once this process has been
completed, the estimated initial condition can be used in the numerical model, to gen-
erate a forecast for the system. The solution to the problem is obtained through the
minimisation of the strong constraint 4D-Var cost function, J : RN → R, with respect
to the initial conditions for the numerical model x0 ∈ RN ,
J(x0) = (xb − x0)TB−1(xb − x0) +
L∑
l=0
[yl −Hl (xl)]T R−1l [yl −Hl (xl)] , (2.1)
xl+1 = Ml+1,l(xl). (2.2)
The solution xa ∈ RN will be termed the analysis vector, following the convention of
NWP literature, ie: ∇J(xa) = 0. It forms a maximum likelihood estimate for the state
of the system [2].
The term ‘strong constraint ’ refers to the fact that the model for the physical system
is used as a strong constraint, by assuming that the model is perfect. This is opposed
to the ‘weak constraint ’ formulation which will be described in Section 2.2.1. Strong
constraint 4D-Var was first proposed by Le Dimet and Talagrand [35]. This formulation
only minimises with respect to the initial condition, rather than for all model states
xl, reducing the number of state variables we need to minimise with respect to [10]. A
derivation can be found in papers such as Lorenc [2] and Bouttier and Courtier [18].
The strong constraint 4D-Var cost function
The strong constraint 4D-Var cost function, constructs a constrained weighted least-
squares solution to the 4D-Var data assimilation problem. It compares the forecast from
the numerical model with observations of the physical system, to create an improved
initialisation. The background and observation covariance matrices act as weights in the
minimisation process, allowing the process of strong constraint 4D-Var data assimila-
tion to attempt to account for the effects of background, representative and observation
errors. When the background estimate is more accurate than the observations, it is
given a greater weight in the minimisation. Similarly, when the observations are more
accurate than the background estimate, they are given greater weight [36]. Formulating
the cost function in this way, making use of the covariance matrices, is an advantage to
the method. We need only estimate the covariance matrices for the associated errors,
which is generally all we know about them [10].
Johnson et al. [17] show that strong constraint 4D-Var data assimilation can be
interpreted as a Tikhonov regularisation problem, by considering the background and






Im, for some m ∈ N for all l, σb, σ0 ∈ R+. The regularisation parameter
σ2o
σ2b
is investigated to understand the effect of its value on the accuracy of the forecast.
This work has shown how finding the balance between the contribution from these er-
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rors is important. They performed strong constraint 4D-Var using the two-dimensional
Eady model as the physical system, together with perfect observations given additive,
uncorrelated observation errors and a background estimate constructed from the true
state of the system, with a phase shift. The background errors were assumed uncor-
related also. The results showed that information may be lost if the weighting of the
background term is too great. However, if the observations are not weighted enough,
the analysis vector is sensitive to observation errors [17].
The method of 3D-Var data assimilation is obtained by performing strong constraint
4D-Var data assimilation, using only one observation at l = 0. The advantage of using
3D-Var is that the numerical model does not need to be executed to generate the state
of the system over the assimilation window, on each iteration of the minimisation.
This makes its implementation less computationally expensive. The analysis vector
from this process is then used in the numerical model to generate a forecast for the
physical system. This process is repeated for every new set of observations in time.
As observations are frequent in time, the forecast doesn’t run for very long before a
new analysis vector is calculated, creating unrealistic jumps in the state of the system.
Strong constraint 4D-Var reduces this problem by using several sets of observations over
time, so the unrealistic jumps are much further apart. The forecast presents a smooth
prediction for the state of the system [18]. However the downside is the computational
cost associated with the process of strong constraint 4D-Var data assimilation.
The high computational costs associated with strong constraint 4D-Var, in part arise
due to the need to execute the numerical model on each iteration of the minimisation
process. The non-linearity of the physical system adds to this cost by leading to a non-
linear numerical model. The observation operators can also be non-linear due to the
transformations required to map state variables to observation variables, also adding to
computational costs. The computational cost of observation operators is also present
in 3D-Var, but the large number of observations associated with 4D-Var increases this
further.
If the numerical model and/or the observation operator are non-linear, this results
in a cost function which is no longer quadratic. The minimisation process then be-
comes more computationally expensive. Another disadvantage is that it may find a
local minimum if the background estimate does not constrain the solution near the
global minimum [10]. The method of incremental 4D-Var data assimilation was de-
veloped by Courtier et al. [12] to provide a computationally viable implementation of
strong constraint 4D-Var for non-linear systems. It also takes advantage of the many
minimisation algorithms available for quadratic functions by linearising non-linear op-
erators [10].
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2.1.2 Incremental 4D-Variational data assimilation
Incremental 4D-Var data assimilation is an iterative method, allowing the 4D-Var cost
function to be minimised efficiently [5]. The process involves an inner and outer loop





0 . Here δx
(k)
0 ∈ RN is the kth update for the initial condition,
identified through the inner loop. The background estimate is usually chosen as x(0)0 .
The fully non-linear model is executed with each x(k)0 and then d
(k)
l ∈ RN is calculated
for all l = 0, . . . , L, such that d(k)l = yl −Hl(x(k)l ) [5].
The inner loop calculates δx(k)0 through minimising a linearised version of the 4D-
Var cost function. The non-linear aspects of the 4D-Var cost function arise due to
non-linear numerical models and observation operators. Therefore in order to create
an efficient method for minimising the cost function, the lth numerical model and
observation operator are linearised about the current state of the numerical model,
x(k)l ,
Hl(x) ≈ Hl(x(k)l ) +Hl(x− x(k)l ), (2.3)
Ml+1,l(x) ≈ Ml+1,l(x(k)l ) +Ml+1,l(x− x(k)l ). (2.4)
Here Hl ∈ Rml×N , Ml+1,l ∈ RN×N , are the Jacobian matrices for the observation
operator and numerical model, respectively. This assumption is only valid if the higher-
order terms of the expansion can be neglected [18]. The matrices Ml+1,l and MTl+1,l are
referred to as the tangent linear model (TLM) and the adjoint model [10] respectively,
in NWP literature, where ·T denotes the matrix transpose. The resultant cost function,
minimised to identify δx(k)0 is [5],
Jˆ (k)(δx(k)0 ) =
[



























This effectively solves the problem of needing to minimise a cost function that is not
quadratic. Lawless et al. [37] showed that incremental 4D-Var is equivalent to minimis-
ing the original non-linear cost function, using an inexact Gauss-Newton method [11].
Another advantage is that the linearised problem can be solved at a lower spatial res-
olution and the solution can be returned to the higher resolution problem in the outer
loop [5, 11]. A complete algorithm for incremental 4D-Var can be found in the PhD
thesis of Haben [5, Section 2.3.1, p. 13]. A discussion on the practical implementation
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of 4D-Var can be found in Lawless [11, 18].
When methods such as the pre-conditioned conjugate gradient (PCG) method are
used to iteratively minimise the 4D-Var cost function, this requires evaluations of both
the cost function and its gradient. The adjoint model is used to efficiently calculate
the gradient of the cost function via the discrete adjoint equations [11, 18],
λl =
{
MTl+1,lλl+1 −HTl+1,lR−1 (Hl+1,l(xl)− yl) , for l = 0, . . . , L,
0, for l = L+ 1.
The vectors λl ∈ RN are the adjoint variables of the minimisation and can be used to
measure the sensitivity of the cost function to changes in inputs [38]. The gradient of
the cost function is then calculated by [11, 18],
∇J(x0) = −λ0 +B−1 (x0 − xb) .
One advantage of incremental 4D-Var data assimilation is that the cost function
of the inner loop is quadratic, so there are a large number of efficient minimisation
algorithms available, such as the conjugate gradient (CG) method. The minimisation
does not require running the fully non-linear models, only requiring knowledge of the
tangent-linear and adjoint models [10]. Only a few iterations of the outer loop is
required, so the fully non-linear model need only be executed a few times. This results
in the outer loop being the most computationally expensive part of incremental 4D-
Var [5]. The result of this method should be a “nearly optimal” analysis vector [18].
Lawless at al. [39] showed that the accuracy of results can be dependent on the number
of outer loops performed. Information on the implementation of incremental 4D-Var
at the Met. Office and ECMWF can be found in [40] and [4] respectively.
2.2 Model error in data assimilation
The derivation of strong constraint 4D-Var data assimilation makes the assumption that
the forward model used to solve the model equations is perfect [2]. In order to account
for the effects of model error on strong constraint 4D-Var, several different methods
have been suggested. One method proposed is to use a modified formulation for the
model equations, by augmenting them to account for model errors. This is termed weak
constraint 4D-Var data assimilation, leading to the original formulation to be termed
strong constraint 4D-Var data assimilation. The method of weak-constraint 4D-Var is
described in Section 2.2.1.
Le Dimet and Shutyaev [3] performed sensitivity analyses to identify the impact of
different forms of error associated with strong constraint 4D-Var, on the accuracy of
the optimal solution produced by the analysis vector. They identified that the error in
the forecast formed from the analysis vector is most sensitive to observation errors and
advocate the use of regularisation to ensure that the prediction error remains stable
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[3].
Budd et al. [41] use the Tikhonov regularisation formulation of the strong constraint
4D-Var cost function [17], to apply a mixed total variation L1−L2-norm regularisation
to the cost function, opposed to the L2 − L2-norm regularisation the cost function
usually possesses ie: the L2-norm on the background term of the cost function is
replaced by an L1-norm. This approach improved the accuracy of the analysis vector,
even in the “presence of sharp fronts and model error” [41]. Zou et al. [42] also make use
of penalty functions to reduce the effects of model error in the shallow water equations.
They also investigate the effects of incomplete observations on the minimisation process
of the cost function and how penalty functions can be used to improve results [42].
Daley [1] aims to calculate the covariance matrix for forecast errors using Kalman
filter theory. He sets out clearly that forecast error is comprised of model errors and
predictability errors. Predictability errors arise due to the errors in the initial condition
for the model, in this case, the analysis vector. If the numerical model were perfect, then
predictability errors would still arise in the forecast error. The size and scale of these
errors depends on the chaotic nature of the physical system. Determining the covariance
matrix for the forecast error using Kalman filter theory requires a covariance matrix
for model errors. Estimating the model error covariance matrix allows the accuracy
of the perfect model assumption in strong constraint 4D-Var data assimilation to be
assessed [1]. Me´nard and Daley [43] use Kalman smoothing to estimate 4D-Var error
statistics.
2.2.1 Weak constraint 4D-Var data assimilation
Weak constraint 4D-Var was first suggested by Sasaki [44] and uses the model equations
as a weak constraint for the minimisation process by augmenting the original model
equations with a model error correction term. Unfortunately, not much is known about
how to formulate model error in the model equations [45]. Vidard et al. [46] consider
the following model formulation for weak constraint 4D-Var, introduced by Griffith et
al. [45],
dx(t)
dt =M(x(t)) + T (η(t)),
dη(t)
dt = Φ(η(t),x(t)) + (t),
x(t0) = x0, η(t0) = η0, (t0) = 0.
(2.5)
Here x : [0,∞) → RN is the state of the physical system over time, N ∈ N; M :
RN → RN denotes the model equations for the time evolution of the physical system;
η : [0,∞) → RP denotes the model error in P ≤ N entries of M(x(t)), P ∈ N;
T : RP → RN maps the model error in η(t) to their corresponding variables inM(x(t));
 : [0,∞)→ RP is the unbiased, serially uncorrelated, normally distributed stochastic
part of the time evolution of the model error [46]. Estimating model error in this way
is consistent with the fact that the model equations are initially posed in continuous
form [47]. These equations are then discretised so they can be solved numerically.
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The weak-constraint model formulation proposes treating model error in the form of
a time evolving function constructed using separate terms to account for deterministic
and stochastic model errors. Dee and Da Silva [27] make the point that it is important
to account for both deterministic and stochastic errors. Considering only one form of
these errors in the model formulation will result in the unaccounted for error affecting
the ability of the model to produce the desired improvement [27]. Model errors are
assumed to be white noise, uncorrelated in time, however this is generally not the case
as the model error at a particular point in time is influenced by the model error at a
previous point in time [45].
Derber [48] suggested accounting for the effects of deterministic model errors by
choosing, η(t) = λ(t)φ ((t) = 0) so that λ(t) is time dependent and φ is a spatially
dependent variable [47, 48]. The cost function is formulated as for the strong constraint
4D-Var problem, using this η(t) in (2.5), neglecting the background term and choosing
R−1l = IN for all l. The aim is to estimate φ using the observations rather than x0,
so that model updates are used to re-calibrate the forecast rather than updates to the
initial condition. Trial functions for λ(t) were a parabolic function, a constant function
and a delta function. The delta function form of λ(t) produced a result similar to
the strong constraint formulation. An improvement was seen when using either the
parabolic or constant functions for λ(t) [48].
Zupanski [49] extended the results of Derber [48] using the same weak-constraint
model formulation, with the parabolic function for λ(t) and a modified cost function.
This formulation also resulted in an improvement in the forecast for the considered
physical system.
Wergen [50] also uses a constant function for η(t), using the same cost function
as Derber [48] with an additive correction term for noisy data, whose formulation is
developed from prior knowledge. The cost function also has another term added to it
minimising the value of the considered non-zero constants in η(t). The results revealed
that the root mean square error (RMSE) of the forecast was improved.
Estimating model error in this way is computationally expensive due to the number
of control variables which need to be estimated. This is especially true for NWP [45].
Vidard et al. [51] suggest that the computational cost can be reduced by controlling
the direction of η(t). This approach was found to improve the results of their weak-
constraint 4D-Var data assimilation experiments further [51].
Recent papers have formulated the weak constraint 4D-Var cost function to min-
imise for both the model error correction term and the initial condition for the numerical
model. This allows the analysis vector to be estimated whilst limiting the effects of
model error. Suppose the discrete model error is assumed to be purely stochastic such
that,
xl+1 =Ml+1,l(xl) + l+1, (2.6)
where l ∈ RN is the stochastic model error assumed to be unbiased and a serially
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uncorrelated Gaussian random variable with covariance matrix Ql ∈ RN×N for l =
0, . . . , L [45, 52]. Then the resulting cost function is minimised to identify x0 and l
for l = 0, . . . , L,
J(x0, 0, . . . , L) = (xb − x0)TB−1(xb − x0) +
L∑
l=0







This approach is taken by Furbish et al. [52] and Tre´molet [53]. The assumptions placed
on l are unlikely to be valid in practice due to the time correlated nature of model
errors [45]. Gathering information to construct Ql is infeasible [53]. Approximations
for Ql have been considered, such as αB for some α ∈ R, but this was found not to be
a good approximation [53].
Considering deterministic model errors results in minimising the number of model
parameters to be estimated in the cost function. Consider the new discrete model
equations,
xl+1 = Ml+1,l(xl) + Tlηl,
ηl+1 = Φ(xl,ηl),
(2.8)
where ηl ∈ RN is the deterministic model error and Tl ∈ RN×P is a matrix mapping the
model error correction to model space [45, 46, 47]. As the model error is deterministic,
only x0 and η0 need to be estimated to generate a forecast, reducing the number of
control variables in the cost function,
J(x0,η0) = (xb − x0)TB−1(xb − x0) +
L∑
l=0
[yl −Hl (xl)]T R−1l [yl −Hl (xl)]
+(ηb − η0)TQ−1(ηb − η0). (2.9)
This formulation is considered by Akella and Navon [47], Griffith and Nichols [45] and
Vidard et al. [46]. The vector ηb is composed of a priori information on η0. Gathering
prior knowledge on the initial model error is still a problem [46]. Here Q ∈ RP×P is
the covariance matrix for the error in ηb, which is assumed to be a Gaussian random
variable [45].
Akella and Navon [47] investigate the impact of choosing Φ(η(t)) = βη(t) in (2.8),
where β is a constant coefficient, on the effects of discretisation errors. As this is a
deterministic error, stochastic errors are neglected. Discretisation errors enter into all
model variables so T (η(t)) = η(t). In order to investigate the effects of choosing a
growing, constant or decaying linear function of η(t), β > 0, β = 0 and β < 0 are
investigated respectively. Accounting for model error improved the results for each
choice of Φ(·), but the constant model error provided the best results [47]. This is
surprising as you might expect model error to compound over time so a growing model
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error might be appropriate. It is important to note though that different types of error
will arise in different physical systems and numerical models, so different model error
formulations will be required [45].
2.2.2 Numerical dissipation and dispersion
Numerical model errors in advection problems can lead to physically unrealistic anoma-
lies in the solution that can have wide reaching consequences on the numerical results
of the forward model over time [54]. Vukic´evic´ et al. [55] examined the numerical
values of and errors in the analysis vector generated through strong constraint 4D-Var
data assimilation experiments, using three different schemes to solve the 2D linear ad-
vection equation. The observations used were assumed to be perfect and three different
initial errors were considered for the background estimate in the minimisation of the
cost function. The numerical results obtained exhibited behaviours due to the effects
of numerical dissipation and dispersion in the advection schemes. The accuracy of the
results was also found to be positively correlated to the accuracy of the forward and
adjoint models [55]. Both Gerdes et al. [54] and Vukic´evic´ et al. [55] discuss the impact
of numerically dissipative and dispersive effects from their advection schemes on the re-
sults of their 4D-Var experiments. Some of these can be desirable whilst others are not.
Hence it is important to understand analytically the impact of numerical dissipation
and dispersion on the results of 4D-Var.
Numerical dissipation and numerical dispersion will be formally defined in Chapter
3, but occur when wavenumber components of the solution are propagated with an
incorrect amplitude and phase speed, respectively. Numerical non-dissipative and dis-
persive effects on high resolvable wavenumber components, can lead to the introduction
of rapidly varying noise in the numerical solution [6]. Schemes have been designed to
add artificial numerical dissipation, to reduce these effects. Examples of such schemes
can be found in [56, 57]. It is important that a sufficient number of discretisation points
be used with these schemes so that noise is removed, but not at the expense of overall
accuracy in the numerical solution [6]. However, modifying a scheme to account for
one form of error, can result in the magnification of another form of error [58].
2.3 Problem formulation
Here we wish to consider the effects of numerical model error on strong constraint 4D-
Var data assimilation. In order to identify these effects, we remove all other forms of
error to perform our analysis. This involves the use of perfect observations. Once this
has been completed, other forms of error can then be re-introduced, to investigate how
they behave together. Since the forecast from the analysis vector obtained through
strong constraint 4D-Var, has been shown to be most sensitive to observation errors
[3], we will re-introduce them to the problem after our initial analysis.
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We consider the 1D and 2D linear advection equations, as well as the 2D linearised
shallow water equations, together with circulant boundary conditions and initial condi-
tions, as our physical systems of interest. The 1D linear advection problem provides a
physical system which looks deceptively simple. Our reasons for choosing to investigate
this physical system were set out in Chapter 1. The 2D linear advection problem aims
to expand the results from the 1D linear advection equation. The 2D linearised shal-
low water problem then increases the complexity further by considering a 2D coupled
system of PDEs.
Examining linear problems is relevant for adjoint methods and the tangent linear
model in incremental 4D-Var. Numerical models can be constructed to solve the con-
sidered physical systems, by using finite differences to approximate derivatives [14].
This forms finite difference schemes for solving the model equations, which introduce
deterministic numerical model errors into the solution of the minimisation of the cost
function. There are many schemes available to solve each of these systems, so it is pos-
sible to compare the different effects introduced by different properties of the schemes.
In order to fully investigate the effects of this form of deterministic numerical model
error, all other errors present in the problem initially need to be removed. Therefore,
the background term of the cost function is neglected as in Griffith and Nichols [45] and
Vukic´evic´ et al. [55] in order to allow the full impact of deterministic numerical model
error to be seen. Taking an observation at time l = 0 acts to regularise the problem
so that it remains well-posed. This is demonstrated in Section 3.10. Therefore we are
able to remove the effects of background errors from the problem.
Define y˜l ∈ Rml as the lth perfect observation of the physical system (that is, no
observation errors). Also define l ∈ Rml as the observation error in the lth observation,
such that the lth observation of the true physical system is given by yl = y˜l + l. We
assume l to be an independently and identically distributed (iid) Gaussian random
variable such that l ∼ N (0, σ2oIN ), leading to Rl = σ2oIN for all l, σo ∈ R+. We take
observations at every spatial and temporal grid point of the numerical model, of all
state variables of the numerical model. This eliminates any need to interpolate and
transform model states using the observation operator, removing representative errors.
The model equations are assumed to be the equations of the physical system, so there
are no model errors due to inaccurate model equations. Hence ml = N andHl = IN the







[yl −Ml,0(x0)]T [yl −Ml,0(x0)] . (2.10)
We remind the reader thatMl,0 is the model operator mapping the state of the physical
system from time t0 to time tl.
Initially the problem will be investigated in the absence of observation errors. If
R−1l was chosen so as to reflect the statistical properties of numerical model error,
22
Chapter 2. Data Assimilation
then at this initial point we know virtually nothing about these statistics, so we choose
R−1l = IN for all l by taking σo = 1. This choice gives each set of observations an equal
weighting, assuming nothing about the error statistics of the numerical model. These
model variables were also chosen by Daley [20], Griffith and Nichols [45] and Vukic´evic´
et al. [55]. Later observation errors will be reintroduced to the problem.
We also define the following sets in order to remove any ambiguity in the results of
this thesis,
Q+ = {x ∈ Q | x > 0} , (2.11)
R+ = {x ∈ R | x > 0} . (2.12)
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The 1D Linear Advection Problem
In this chapter, the strong constraint 4D-Var data assimilation problem set out in
Section 2.3 is considered in the absence of observation errors. Therefore only the effects
of numerical model error on the analysis vector will be investigated. The physical
system of interest in this Chapter is the 1D linear advection equation together with
circulant boundary conditions and initial condition. The d-dimensional linear advection
equation is derived from the continuity equation, as demonstrated by Rood [58], d ∈
N. It can be used to model the movement of pollutants in rivers and provides the
opportunity to study the advection of particles without diffusion [13]. Despite pollutant
motion being three-dimensional in reality, it may be sufficient to consider the one- or
two-dimensional linear advection equation.
We choose the 1D linear advection equation together with circulant boundary con-
ditions as our physical system, for the reasons discussed in Chapter 1. The use of
circulant boundary conditions simplifies our analysis by allowing the use of Fourier
series methods. There are many finite difference schemes which can be derived for
solving this system, introducing numerical model error through the approximation of
derivatives by finite differences. As this system is defined by a single linear PDE, the
numerical model error introduced can easily be classified as a form of numerical dissipa-
tion and/or numerical dispersion. The aim of this Chapter is to determine the impact
of these forms of error on the contribution of resolvable and unresolvable wavenumber
components, to the analysis vector in comparison to the discrete sample of the true
initial condition we wish to recover.
The chapter begins by reviewing Fourier series and the discrete Fourier transform
(DFT) for one-dimensional systems as they will be useful tools for our analysis. The
Upwind, Preissman Box and Lax-Wendroff schemes will be used as the forward models
of interest. Through the construction of a Fourier series for the numerical solutions of
these schemes, numerical dissipation and numerical dispersion are defined along with
the concept of aliasing errors, allowing the numerical model error introduced by the
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schemes to be classified.
The considered strong constraint 4D-Var problem requires the use of perfect obser-
vations. We discuss the options available for generating these observations numerically
and algebraically. To this end, we develop the Modified Numerical Implementation
of the Method of Characteristics (MNIMC) scheme, a numerically non-dissipative and
non-dispersive scheme with respect to the resolvable wavenumber components of the
numerical solution. This scheme is used to define perfect observations algebraically
and metrics for determining the dissipative and dispersive properties of finite difference
schemes for solving our physical system. These properties are found to be dependent
on the value of the CFL number h ∈ R+ for the physical system.
The Chapter continues by taking a spectral approach to understanding the effects
of numerical model error on the analysis vector, in the absence of observation errors.
We examine the analytical and visual properties of the analysis vector, when the true
initial condition is a step function, demonstrating a shock profile. This initial condition
is constructed from high wavenumber components, allowing us to conduct a similar
analysis to the “spike test” discussed by Durran [6]. We investigate how the numerically
dissipative and/or dispersive properties of the schemes, as well as the number of sets
of observations in the assimilation window, affects the results. The Chapter concludes
with a discussion of the results.
3.1 The physical system
Consider the 1D linear advection equation, for the function u : R × [0,∞) → R,
(x, t) 7→ u(x, t), together with circulant boundary conditions and initial condition,
u0 : [0, 1)→ R, x 7→ u0(x),
ut(x, t) + µux(x, t) = 0, x ∈ [0, 1), t > 0,
u(x, t) = u(x+ 1, t), x ∈ R, t ≥ 0,
u(x, 0) = u0(x), x ∈ [0, 1).
(3.1)
This is a linear, hyperbolic, one-dimensional PDE problem [6]. Here the wave speed
µ ∈ R remains constant. The 1D linear advection equation is also considered in the
context of data assimilation by Freitag et al. [41], Griffith and Nichols [45] and Haben
[5]. It is important to note that the scalar x is the spatial dimension whilst the vectors
{xl}Ll=0 defined in Section 2.3 denote the state of the numerical model.
The solution to this problem is, u(x, t) = u(x − µt, 0) = u0([x − µt]1) [59]. This
preserves the shape of the initial condition over time and propagates it through space
with speed µ. Here [·]1 denotes modulo one.
Problem (3.1) can be solved numerically using a finite difference scheme as the
forward model. These find a numerical approximation to the analytic solution, intro-
ducing numerical model error, by using finite differences to approximate derivatives.
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This error will be considered in the form of numerical dissipation and numerical dis-
persion [6]. In order to introduce the concept of numerical dissipation and dispersion
and the discrete Fourier transform [60], it is helpful to consider the functions u(x, t)
and u0(x) in terms of their Fourier series. To this end, the next section reviews Fourier
series and their properties using a general function.
3.2 1D Fourier series
Initially consider a general function f : R × [0,∞) → R, (x, t) 7→ f(x, t), such that
f(x + T, t) = f(x, t) for all t, for finite T ∈ R+, ie: f is T -periodic in space. The
exponential form of the Fourier series for f(x, t) is given by S : R × [0,∞) → R, such
that (x, t) 7→ S(x, t) [60, 61, 62],















The meaning of the ∼ operator will be discussed in the following section, as it relates
to the convergence of Fourier series. Equations (3.2) and (3.3) construct an infinite
sum representation of f(x, t), from the superposition of Fourier basis functions given
by e
2piikx
T . These functions are orthonormal basis functions [60] and can be viewed in














This Fourier basis function has a sinusoidal form with wavelength (period in space) Tk ,
which leads to a wavenumber (frequency in space) of kT and an angular wavenumber of
2pik
T . By dividing k by T , the Fourier basis functions all complete an integer number of
wavelengths in spatial length T .
The coefficients of the Fourier series in (3.2) are time dependent. This is because,
given f(x, t) for any fixed time t, a Fourier series in space can be constructed for this
function using the same Fourier basis functions. However the difference between each
Fourier series is the contribution of each Fourier basis function in the construction of
f(x, t), for fixed time t. This is determined by the coefficient of the basis function. In
order to move through time between each of these Fourier series, it is the coefficients of
the Fourier series which need to evolve with time. Evaluating S(x, t) at some (x, t) sums
the Fourier basis functions evaluated at x, weighted by their relative coefficient at time
t. We term the kth Fourier basis function, multiplied by its corresponding coefficient
in the considered Fourier series, the kth wavenumber component of the Fourier series
k ∈ Z.
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The coefficients ak(t) are determined by (3.3), using the orthonormal properties of





are complex conjugates, the coefficients have the property that ak(t) = a−k(t) for all
k ∈ Z and t. As a result, for all k ∈ Z \ {0}, the kth wavenumber component and the
















The wavenumber component for k = 0 is also a real function. It is these quantities
that we will refer to as the real wavenumber components of the Fourier series. The real
wavenumber components have wavenumbers k ∈ N0 and ensure that the Fourier series
of a real function is real. We consider these real wavenumber components in Sections
3.10.1-3.10.5.
The function u(x, t) in problem (3.1) is 1-periodic, so T = 1. Then define the








As the function u0(x) is only defined on [0, 1), the Fourier series for u0(x) forms a









As the function u(x, 0) is defined as the 1-periodic extension of u0(x), they are repre-
sented by the same Fourier series. Therefore bk(0) := ck for all k ∈ Z.
Whilst defining the Fourier series in this Section, we have described them as a
representation for a function, rather than as equal to the function. In order for a series
representation of a function to have the potential to be equal to that function, we
require the series to be convergent to the function. The following section describes the
conditions under which a Fourier series is convergent.
3.2.1 Convergence of Fourier series
The Fourier series in (3.2) is a representation of the function f(x, t). Consider the







for some J ∈ N0. As J → ∞, SJ(x, t) → S(x, t). The truncated Fourier series can
be used to prove that under certain conditions SJ(x, t) → f(x, t) as J → ∞, hence
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S(x, t) = f(x, t). These conditions are set out in the following Theorem, adapted from
Churchill and Brown [63], so the function f(x, t) is considered at some fixed time t.
Theorem 3.1. [63] Consider the T -periodic function f(x, t) in Section 3.2 for fixed
time t. Suppose the function is piecewise continuous over (0, T ). If the left- and right-
hand derivatives of f(x, t) exist for some x0 ∈ R, then the Fourier series for f(x, t) in












A proof for this Theorem can be found in Churchill and Brown [63]. Under the
conditions of this Theorem, the Fourier series of f(x, t) converges uniformly to the
function f(x, t), for some fixed time t [63]. The statement of this Theorem is given in
various forms throughout the literature, see [60, 61, 62, 63]. The conditions on f(x, t)
in Theorem 3.1 are sometimes referred to as Dirichlet’s conditions [61, 62].
Theorem 3.1 provides sufficient conditions for the convergence of Fourier series [62].
In other words, not every function that has a convergent Fourier series, satisfies this
Theorem. There are currently no necessary and sufficient conditions for the convergence
of Fourier series [62]. Suppose f(x, t) satisfies Theorem 3.1, then if f(x, t) is continuous
at (x0, t) for fixed t,
S(x0, t) = f(x0, t),



















If f(x, t) satisfies the conditions for convergence in Theorem 3.1 for all (x, t), then the
Fourier series is described as convergent. In the next section, we examine the types
of discontinuity that can be present within a function that satisfies the convergence
properties set out in Theorem 3.1.
3.2.2 Fourier series for discontinuous functions
Consider the function f(x, t) defined in Section 3.2. Suppose the function f(x, t) pos-
sesses a discontinuity in [0, T ) at some fixed time t∗. Then this discontinuity appears
throughout f(x, t∗) due to the T -periodicity of the function in space. We can classify
the discontinuity into one of the following types:
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• An infinite discontinuity ; there exists x0 ∈ [0, T ) such that limx→x+0 f(x, t
∗)
and/or limx→x−0 f(x, t
∗) is equal to ±∞ [61].
• An undefined discontinuity ; there exists x0 ∈ [0, T ) such that limx→x+0 f(x, t
∗)
and/or limx→x−0 f(x, t
∗) is finite but undefined. For example, if the function is
bounded but is highly oscillatory on one side of the limit and a constant on the
other side, then the limit is undefined on the oscillatory side [61].
• A jump discontinuity ; there exists x0 ∈ [0, T ) such that limx→x+0 f(x, t
∗),
limx→x−0 f(x, t
∗) and f(x0, t∗) all exist and are all finite, but not necessarily equal
[61]. This includes point discontinuities.
If we consider each type of discontinuity under the conditions of Theorem 3.1, we
find that any function containing an infinite or undefined discontinuity, does not sat-
isfy the conditions of the Theorem. The condition on the existence of the left- and
right-hand derivatives ensures that undefined discontinuities cannot be present. The
piecewise continuous condition, together with the requirement for the existence of the
left- and right-hand derivatives, results in the function being bounded and prohibit-
ing infinite discontinuities. Functions containing jump discontinuities can satisfy the
conditions of Theorem 3.1.
Consider the truncated Fourier series in Equation (3.7), for the function f(x, t).
Suppose f(x, t) possesses a jump discontinuity at x0 ∈ [0, T ), at some fixed time t∗.
Then if f(x, t∗) satisfies the conditions of Theorem 3.1, f(x, t∗) has a convergent Fourier
series. This means that as J → ∞, SJ(x, t∗) → f(x, t∗) for x where f(x, t∗) is con-
tinuous and SJ(x1, t∗) → 12
[
limx→x−1 f(x, t
∗) + limx→x+1 f(x, t
∗)
]
where x1 = x0 ± sT
is a point of discontinuity, s ∈ Z. As the Fourier series for f(x, t) is a continuous
function, unlike the function f(x, t), it is not possible for the Fourier series to form
the discontinuities present in the function. We have seen this through the convergence
of the Fourier series to the midpoint of any jump discontinuity. This means that as
J →∞, oscillations in the Fourier series can be seen about the points of discontinuity.
These oscillations are known as Gibb’s phenomenon and diminish as J increases [60].
Now we are aware of the properties of a Fourier series, we can use them to make sense
of the discrete version, the Discrete Fourier series. The discrete Fourier series is an
important tool for analysing discrete problems. Just as we can represent a continuous
function using a Fourier series, a discrete Fourier series can be used to represent the
state of a discrete system, such as that produced by a numerical model solving problem
(3.1). This representation allows us to take a spectral approach to analysing the effects
of numerical model error on the accuracy of the results from our strong constraint
4D-Var problem.
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3.3 Finite difference scheme formulation
There are many finite difference schemes available to numerically solve problem (3.1).
Rather than studying them all, we consider the Upwind, Preissman Box and Lax-
Wendroff schemes, three finite difference schemes that can be used to solve system
(3.1). These are ‘representative schemes’ chosen due to their numerically dissipative
and dispersive properties. Others schemes can be found in Le Veque [59].
In order to define a finite difference scheme over our domain [0, 1], we require the
following assumptions.
Assumption 3.2. Divide the domain [0, 1] into Nx + 1 equally spaced mesh points,
Nx ∈ N. This gives a grid spacing of ∆x = 1Nx and grid points xj = j∆x, j = 0, . . . , Nx.
Define the time step ∆t ∈ R+ for the finite difference scheme and tn = n∆t for n ∈ N0.
Let Unj be the numerical solution at (xj , t
n), such that Unj ≈ u(xj , tn), for j = 0, . . . , Nx
and n ∈ N. When n = 0, U0j is created by sampling u(x, 0), such that U0j := u(xj , 0),
for j = 0, . . . , Nx − 1. Define the vector Un ∈ RNx where the jth element of Un is
defined by {Un}j := Unj−1, for j = 1, . . . , Nx. Also, define h := |µ|∆t∆x , the CFL number
[14].
Then the considered schemes are defined by the following schematic equations when
µ > 0:
• The Upwind scheme (explicit scheme) [59],
Un+1j = hU
n
j−1 + (1− h)Unj . (3.10)
• The Preissman Box scheme (implicit scheme) [64],
(1− h)Un+1j−1 + (1 + h)Un+1j = (1 + h)Unj−1 + (1− h)Unj . (3.11)








As a result, we restrict our analysis to the case µ > 0. These finite difference schemes
can be applied to the discrete sample of the state of the system found in the vector Un.
This is achieved by constructing a matrix M ∈ RNx×Nx using the schematic equations,
that can be used to post-multiply Un to create Un+1, ie: Un+1 = MUn. This advances
the numerical solution at each grid point in space, forward ∆t in time and results in
N = Nx, where N was defined in Section 3.3. Due to the circulant boundary conditions
of problem (3.1), the matrix M implementing any of these schemes is circulant [65] and
u(xNx , tn) = u(x0, tn) for all n, hence UnNx = U
n
0 for all n ∈ N0. In the case of the
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1− h 0 · · · h
h 1− h 0 · · · 0
...
. . . . . . . . .
...
0 · · · h 1− h 0
0 · · · 0 h 1− h

.
We now study the eigenvalues and eigenvectors of the matrices implementing the Up-
wind, Preissman Box and Lax-Wendroff schemes, through the 1D discrete Fourier
transform (DFT).
3.3.1 The 1D discrete Fourier transform
The vector Un is Nx-dimensional, so can be constructed from the Nx vectors of the 1D








e2pii(p−1)xj−1 , p, j = 1, . . . , Nx, (3.13)
is the jth element of the pth vector, vp ∈ CNx . This is the (p − 1)th Fourier basis
function, sampled at xj−1, with amplitude 1√Nx . The vectors form an orthonormal
basis for RNx [60], ie: v∗pvq = δp,q. Here ·∗ denotes Hermitian, ie: · T . The numerical
solution is then constructed from Nx Fourier basis functions. These vectors form an
orthonormal set of eigenvectors for the matrix M , for all three schemes. As a result, an
eigenvalue decomposition of the matrix M for each scheme can be constructed using
these eigenvectors,
M = V ΛV −1 = V ΛV ∗. (3.14)
The matrix V ∈ CNx×Nx is constructed from the 1D DFT eigenbasis such that the pth
column of V is vp. It is a unitary matrix, ie: V ∗V = V V ∗ = INx , the Nx×Nx identity
matrix. The matrix Λ ∈ CNx×Nx is the diagonal matrix of eigenvalues corresponding
to the eigenvectors in the matrix V , for the chosen scheme. The eigenvalue λp ∈ C
corresponding to vp is found in {Λ}p,p for p = 1, . . . , Nx. The eigenvalues for each
scheme are scheme dependent whilst the eigenvectors are scheme independent. Using
(3.14) and the unitary property of the matrix V ,
Un = MnU0 = V ΛnV ∗U0. (3.15)






for some αp ∈ C. Equation (3.16) is a discrete Fourier series for U0. This can be seen
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αpδp,q = αq, (3.17)
for q = 1, . . . , Nx, by the orthonormality of the eigenvectors. This identifies the coeffi-
cients for the eigenvectors of the 1D DFT basis in the construction of U0, by applying
the 1D DFT to U0. The 1D Inverse DFT (IDFT) applies the reverse of this. Given
the coefficients of the 1D DFT basis, the 1D IDFT constructs the state of the system
at each regularly spaced grid point in space. That is, given {αp}Nxp=1, the 1D IDFT con-
structs U0. This is implemented by applying vTj to the vector of coefficients, creating
a discrete Fourier series to represent the state of the system at xj−1,












Nx = {U0}j , (3.18)
for j = 1, . . . , Nx.
As the vectors {vp}Nxp=1 make up the columns of the matrix V , applying V ∗ to U0 re-
sults in the vector of coefficients for the discrete Fourier series of U0, [α1, α2, . . . , αNx ]T .
This is the matrix form of the 1D DFT, which identifies the coefficients of the discrete
Fourier series for any vector z ∈ RNx . When the vector of coefficients is obtained, the
matrix V can be applied to recover z, ie: V V ∗z = z. This gives that as V ∗ is the
matrix representation of the 1D DFT, the matrix V is the matrix representation of the
1D IDFT [60].
Define the operator F : RNx → CNx , z 7→ F(z) = V ∗z, to implement the matrix
form of the 1D DFT. Also denote the pth element of F(z), the coefficient for the vector
vp in the construction of z, by Fp(z) = {V ∗z}p = v∗pz. Using this definition in (3.17)
results in Fp(U0) = αp. A comprehensive discussion of the DFT, including its various
interpretations, can be found in Briggs and Henson [60].
Consider two one-periodic functions f, g : R → R such that x 7→ f(x) and x 7→
g(x) respectively. Suppose these functions are defined so that they are equal at the
equally spaced mesh points of our finite different schemes, ie: f(xj) = g(xj) for all
j = 0, . . . , Nx − 1, and not equal at the remaining points over [0, 1). Then we can
see that as the discrete Fourier series for each function is constructed using only the
sample points of these functions, the functions have the same discrete Fourier series.
This means that the function corresponding to a discrete Fourier series, is non-unique
[66]. This property can be useful as we will see in Lemmas 4.3 and 5.10.
Consider the nth state of the numerical model, given by Un = MnU0. Applying
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the 1D DFT to Un results in,
F(Un) = V ∗V ΛnV ∗U0 = ΛnF(U0),
⇒ Fp(Un) = λnpFp(U0) = λnpαp, (3.19)
for p = 1, . . . , Nx. This gives that the coefficient for the eigenvector vp, in the con-
struction of Un is λnpαp for p = 1, . . . , Nx. This shows that it is the eigenvalues of the
matrix M which propagate the state of the system forward ∆t through time. As a
result, any errors introduced in the propagation of the system, are introduced by errors
in these eigenvalues.
Examining the eigenvectors of the 1D DFT basis, it can be seen that the eigenvectors
vp and vNx−p+2 are complex conjugates for p = 2, . . . , Nx. It should be noted that
when Nx is even, vNx
2
+1 is real. The eigenvector v1 is always real. This means that
when the 1D DFT basis is used to construct the state of a real system, as is true for
Un, the coefficients for these eigenvectors are complex conjugates. This can be seen in
(3.17), where αq and αNx−q+2 are complex conjugates as vq and vNx−q+2 are complex
conjugates for q = 2, . . . , Nx. As a consequence, Fp(z) = FNx−p+2(z) for p = 2, . . . , Nx,
for some vector z ∈ RNx . As a consequence, by examining (3.19), we find that λ1 ∈ R
and λp = λNx−p+2 for p = 2, . . . , Nx. Hence we consider the eigenvalues in polar
co-ordinate form λp = |λp|eiθp , θp ∈ [−pi, pi) where θ1 = 0 and −θp = θNx−p+2 for
p = 2, . . . , Nx.
Summing the complex conjugate wavenumber components of a discrete Fourier
















{2Re[αp] cos (2pi(p− 1)xj−1)− 2Im[αp] sin (2pi(p− 1)xj−1)} , (3.20)






real wavenumber components. Here b·c denotes the floor function. In particular this
is the (p− 1)th real wavenumber component of a Fourier series, sampled at grid point
xj−1. This can be seen by comparing Equation (3.20) with Equation (3.4). The link
between the coefficients of the Fourier series and the coefficients of the discrete Fourier
series, will be made in Section 3.4.1.
We have previously discussed that the eigenvector vp corresponds to the (p− 1)th






+ 2, . . . , Nx have played the role of the negative wavenumber components
of the Fourier series, as they form the conjugate pairs of the wavenumber components
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+1. This means that vNx−p+2 corresponds to both the (Nx−p+1)th
and (−p+ 1)th wavenumber components of the Fourier series for p = 2, . . . , ⌊Nx2 ⌋+ 1.
This cyclic property of the roots of unity is responsible for aliasing and will be discussed
in Section 3.4. As vNx−p+2 in (3.21) is complex conjugate to vp, despite its index being
positive, it corresponds to the (−p+1)th Fourier basis function for p = 2, . . . , ⌊Nx2 ⌋+1.
This is because the (p − 1)th and (−p + 1)th Fourier basis functions are complex
conjugates in a Fourier series and the (−p + 1)th Fourier basis function is resolvable
on the finite grid [60] (see Section 3.4).
Since the numerical solution is constructed from a discrete sample of a finite number
of wavenumber components from a Fourier series, we can relate the coefficients of a
discrete Fourier series to those of a Fourier series, for the same function. Formulating
the coefficients in this way will allow us to understand how the eigenvalues of the scheme
propagate all wavenumber components of the Fourier series for the initial condition
and how they introduce numerical dissipation and dispersion. We investigate this
relationship in the next section, through considering the effects of aliasing.
3.4 Aliasing error
Aliasing errors are a form of sampling error. They occur due to the finite grid that
the numerical method uses to solve the considered problem, only making use of a finite
amount of information. Aliasing occurs when you only view a wavenumber component
at the discrete mesh points of the grid and it appears to be a lower wavenumber
component as a result. The lowest and highest resolvable wavenumber components of
the Fourier series on the grid have wavenumber k = −Nx2 and k = Nx2 respectively [60]
as these are constructed from Fourier basis functions which pass through every grid
point of the domain. The real wavenumber component created by these wavenumber
components has a wavenumber of Nx2 . This is known as the Nyquist rate [60, 67]. When
Nx is even, vNx
2
+1 produces this wavenumber component. When Nx is odd, as Nx is
not even, the wavenumber component corresponding to Nx2 does not form a part of the
numerical solution. The highest resolvable wavenumber component of the numerical





In order to understand the effects of aliasing, consider the kth Fourier basis function
















+ 1, . . . , Nx − 1,
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where j = 1, . . . , Nx. Here, [·]Nx denotes modulo Nx. This means that any wavenumber
component of the Fourier series with wavenumber (p−1)+sNx, for p = 1, . . . , Nx, s ∈ Z,
aliases to wavenumber (p − 1) when p = 1, . . . , ⌊Nx2 ⌋ + 1 and aliases to wavenumber





+ 2, . . . , Nx. If in the latter case, if we substitute
q = Nx − p+ 1, we can see that these are the negative resolvable wavenumbers on the
grid.
Due to the wavenumber index (p − 1) for p = 1, . . . , Nx of the 1D DFT ba-
sis, we will consider the wavenumber components of the Fourier series aliased onto






+ 2, . . . , Nx, these wavenumber components in fact correspond to the neg-
ative resolvable wavenumber components on the finite grid. We will consider these
wavenumber components when we refer to the resolvable wavenumber components of
the solution.
Now we have explored the concept of aliasing, we can use it to determine how it
impacts the construction of the coefficients for the 1D DFT basis, in comparison to the
coefficients of the Fourier series, for the same function.
3.4.1 The Poisson summation
Consider the coefficients of the resolvable Fourier basis functions of u(x, 0), as found
through applying the 1D DFT to the function sampled at each grid point of the finite
difference scheme,








for p = 1, . . . , Nx. As U0 is created by sampling u(x, 0), this discrete Fourier series is
exact.
Representing the function u(x, 0) by a Fourier series, allows the effects of aliasing
on the coefficients of the resolvable wavenumber components to be seen through the
Poisson summation [60]. In order to do this, the Fourier series needs to be equal
to the function at all of the sample points. This requires the function to possess a
convergent Fourier series and be continuous at all sample points in space. However,
the Fourier series for the function from which the samples were taken, may not have
these properties. As the 1D DFT of a function is not unique to that function [66], the
Fourier series from an alternative function may be considered instead. This function
must have a convergent Fourier series which when evaluated at the sample points in
space, is equal to the original function. The alternative function need not be continuous
at the sample points. It may possess a discontinuity at a sample point, whose midpoint
is equal to the original function, at the sample point.
In order to demonstrate the Poisson summation, assume that the function u(x, 0)
is continuous and has a convergent Fourier series given by (3.6), at each grid point in
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for p = 1, . . . , Nx. This is known as the Poisson summation [60]. Equation (3.22)
shows that the coefficient of the (p− 1)th resolvable wavenumber component found by
the 1D DFT, is made up of the sum of the coefficients of the wavenumber components
of the Fourier series, which are aliased to the (p − 1)th wavenumber component. The
coefficient of each unresolvable wavenumber component becomes a part of the coefficient
for a resolvable wavenumber component. Applying the matrix M to the vector U0,






for p = 1, . . . , Nx. This propagates the resolvable and unresolvable wavenumber compo-
nents with wavenumber (p−1+kNx) for k ∈ Z, using the eigenvalue λp, p = 1, . . . , Nx.
This allows M to propagate all the wavenumber components of the Fourier series, by
only directly acting on Nx of them.
Another consequence of aliasing is spectral leakage. Spectral leakage occurs when
a function is sampled over a non-integer multiple of its wavelength. Calculating the
coefficients of the Fourier series for the function in this instance, results in the coef-
ficients calculated containing contributions from wavenumber components, other than
those already identified in (3.23) [60]. As we are sampling u(x, t) over one complete
period in this problem, there is no spectral leakage present.
Therefore the aliasing present in our considered problem, results in M applying
the same magnitude and phase shift to an unresolvable wavenumber component, as it
applies to the resolvable wavenumber component it aliases to. This is not necessar-
ily the correct magnitude or phase shift for the considered unresolvable wavenumber
component, even if it applies the correct magnitude and phase shift to the resolvable
wavenumber component. This results in numerical dissipation and dispersion being
introduced into the numerical solution.
3.5 Numerical dissipation and dispersion
Numerical dissipation and dispersion are important manifestations of numerical model
error to consider, as their impact can be widespread and lead to physically unrealistic
results. Limitations may sometimes be placed on model variables to avoid these effects,
restricting the accuracy of the model [54].
Equation (3.23) shows that the eigenvalue λ[k]Nx+1, multiples the coefficient ck of
the Fourier series for the initial condition u0(x), to progress the state of the system
forward ∆t in time. We can define a one-periodic Fourier series for the numerical
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solution, w : R× [0,∞)→ R such that,




where vk : [0,∞)→ C,




vk(0), vk(0) = ck, ∀k ∈ Z. (3.25)
This Fourier series forms an approximation to the Fourier series for the analytical
solution in (3.5). Evaluating (3.24) at a point that is not an integer multiple of ∆x
and/or ∆t, interpolates the numerical solution in space and/or time, respectively. The
definition of vk(0) results in w(x, 0) being equal to the Fourier series of u(x, 0) for all
x ∈ R.
Defining the function, gschemek : C→ C such that,
z 7→ gschemek (z) = λ[k]Nx+1z, (3.26)
creates a function that maps the Fourier coefficients of (3.24) ∆t through time. A
similar function can be defined for (3.5) that maps its coefficients ∆t through time.
Define the function gk : C → C such that bk(n∆t) 7→ gk(bk(n∆t)) = bk((n + 1)∆t)
for all n ∈ N0. Suppose that the functions bk(t) are invertible for all k, then gk(·) is
defined as,
gk(·) := bk(b−1k (·) + ∆t). (3.27)
The function gschemek (z) is an approximation to gk(z). The following demonstrates that
gschemek (z) is defined similarly to gk(z) in (3.27), using the functions vk(t). Initially,
note that,




vk(0) = λ[k]Nx+1vk(t). (3.28)
This then gives that if vk(·) is invertible,
vk(v−1k (z) + ∆t) = λ[k]Nx+1vk(v
−1
k (z)) = λ[k]Nx+1z = g
scheme
k (z). (3.29)
The eigenvalues in (3.25) are scheme dependent, so each scheme may influence each
ck differently. In an ideal world, the functions gschemek (·) and gk(·) would be equal
for all k ∈ Z. This would result in w(x, t) being equal to the Fourier series for u(x, t).
However, the Fourier series at time t = 0 has an infinite number of coefficients ck, whilst
the matrix implementing the scheme only possesses a finite number of eigenvalues.
The eigenvalue λp is used to propagate the coefficients cp−1+kNx for k ∈ Z, where
p = 1, . . . , Nx as seen in (3.23). Tailoring λp to correctly propagate cp−1 for instance,
does not necessarily mean that λp will correctly propagate cp−1+kNx for all k ∈ Z\{0}.
There are a finite number of eigenvalues to tailor for an infinite number of Fourier
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coefficients. As a result, an ideal finite difference scheme that correctly propagates all
the Fourier coefficients is unlikely. In the next Section, we identify gk(·) through the
Fourier series solution to problem (3.1).
3.5.1 The Fourier series solution for the 1D linear advection problem
As we have already determined that it is the eigenvalues of our scheme which form
gschemek (·), we require the Fourier series for the analytical solution of problem (3.1), to
determine gk(·) for comparison. This function will also allow us to explore how the
Fourier series for the analytical solution to problem (3.1), satisfies the properties of the
solution, set out in Section 3.1.
In the case of problem (3.1), given the coefficients ck for the Fourier series of u0(x),






As a result, bk(t) = cke−2piikµt = bk(0)e−2piikµt and the time dependent portion of this
coefficient is e−2piikµt. This makes gk(z) = e−2piikµ∆tz.
Therefore gschemek (z) = λ[k]Nx+1z is an approximation for gk(z) = e
−2piikµ∆tz. The
multiplying factor in these functions drive the changes in the Fourier coefficients in time
∆t, so it is the magnitude and phase of these factors that are of interest when consid-
ering numerical dissipation and dispersion respectively. As a result, we are interested
in how the magnitude and phase of λ[k]Nx+1 and e
−2piikµ∆t compare.
The eigenvalue λ[k]Nx+1 is recovered from g
scheme
k (z) by evaluating at z = 1. Sim-
ilarly, e−2piikµ∆t is found by evaluating gk(z) at z = 1. Since the same change in time
is applied by gk(·) and gschemek (·) with each application, only one application of both
functions needs to be analysed. The complex conjugate property of the coefficients of
Fourier series means that gk(z) and g−k(z) are complex conjugates for all k ∈ Z and
z ∈ C. The same is true for gschemek (z) and gscheme−k (z). Therefore, we need only com-
pare gk(1) and gschemek (1) for k ∈ N0. We now define numerical amplification, numerical
dissipation and numerical dispersion through these quantities, based on the examples
in [6].
Definition 3.3 (Numerical Amplification). Numerical amplification occurs when the
magnitude of at least one wavenumber component of the numerical solution is increased
during propagation. This means that there exists k ∈ Z such that |λ[k]Nx+1| > |gk(1)|.
This results in the growth of the corresponding real wavenumber component in the nu-
merical solution, as time increases. The finite difference scheme is then termed nu-
merically amplifying.
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Definition 3.4 (Numerical Dissipation). Numerical dissipation occurs when the mag-
nitude of at least one wavenumber component of the numerical solution is decreased
during propagation. This means that there exists k ∈ Z such that |λ[k]Nx+1| < |gk(1)|.
This results in the decay of the corresponding real wavenumber component in the numer-
ical solution, as time increases. The finite difference scheme is then termed numerically
dissipative.
Definition 3.5 (Numerical Dispersion). Numerical dispersion occurs when the phase of
at least one wavenumber component of the numerical solution is propagated incorrectly.
This means that there exists k ∈ Z such that eiθ[k]Nx+1 6= eiphase(gk(1)). This results
in the corresponding real wavenumber component progressing with the wrong speed in
the numerical solution, as time increases. The finite difference scheme is then termed
numerically dispersive.
Definitions 3.4 and 3.5 represent a formalisation of the definitions for numerical
dissipation and dispersion presented through example in Durran [6, p. 49]. Definition
3.3 is defined to complement the definition of numerical dissipation and to emphasise
the idea that studying the effects of numerical amplification is just as important as
studying the effects of numerical dissipation. Schemes containing numerical amplifica-
tion effects are described as numerically unstable, however by studying the numerical
amplification properties of some schemes, it may be possible to modify them to com-
pensate for these effects. Williams [68] was able to analyse the numerically amplifying
and dissipative properties of the Leapfrog scheme to improve the Robert-Asselin filter.
In this thesis, the considered finite difference schemes will only be considered when the
schemes are numerically stable, so the only numerical errors they can introduce are
numerical dissipation and/or numerical dispersion. We now analyse gk(1) for the 1D
linear advection problem, with respect to these definitions.
The magnitude of gk(1) = e−2piikµ∆t is one for all k, which means that the ampli-
tude of each wavenumber component remains unchanged over time. In the case of this
particular problem, if all the eigenvalues of the scheme have unit magnitude, then all
the wavenumber components of the Fourier series are propagated with the correct mag-
nitude over time and the finite difference scheme is termed numerically non-dissipative
with respect to all wavenumber components. In this case, any aliasing errors in the
numerical solution are not due to numerical dissipation.
A finite difference scheme is numerically non-dispersive when eiθ[k]Nx+1 = e−2piikµ∆t
for all k ∈ Z. However, as mentioned previously, this is extremely hard to accomplish
due to there only being Nx eigenvalues. The following Remark aims to identify if it is
possible to define the eigenvalues of a finite difference scheme, such that they correctly
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propagate Nx wavenumber components of the numerical solution, but choose param-
eters within these eigenvalues so that all wavenumber components of the numerical
solution are correctly propagated.
Remark 3.6. Suppose λp = gp−1+sNx(1) = e−2pii(p−1+sNx)µ∆t for some s ∈ Z and
p = 1, . . . , Nx. Then λp will correctly propagate the (p− 1 + sNx)th wavenumber com-
ponent of the solution. The Poisson summation gives that this eigenvalue propagates
the wavenumber components corresponding to wavenumbers (p−1+kNx) for all k ∈ Z.
Examining the magnitude of λp, we find that |λp| = 1. This is the correct magnitude for
all the wavenumber components that the eigenvalue propagates. Examining the phase
of λp we obtain,
λp = e−2pii(p−1+sNx)µ∆t = e−2pii(p−1+kNx)µ∆te−2pii(s−k)h, (3.31)
where h = |µ|∆t∆x = |µ|∆tNx is the CFL number. Then the phase of λp is correct
for propagating the (p − 1 + kNx)th wavenumber component for some k ∈ Z, when
(s− k)h = α, for some α ∈ Z.
We will consider h to be a rational constant as its constituent variables are real and
in numerical simulations, we are only able to define them using rational values. Let
h = qb such that q, b ∈ N and gcd(q, b) = 1 (greatest common divisor), then we require
(s−k)q
b = α ∈ Z. If k = s then the corresponding wavenumber component is correctly
propagated. Now consider k 6= s, this requires that b|(s− k) for all k ∈ Z \ {s} as b 6 | q.
Here ·|· denotes divides ie: b|(s− k) is equivalent to s−kb ∈ Z. In order for b to divide
(s− k) for all k ∈ Z \ {s}, we require b = 1, therefore h ∈ N.
So tailoring λp to propagate the (p− 1 + sNx)th wavenumber component, results in
the amplitude of the wavenumber components with wavenumbers (p − 1 + kNx), being
correctly propagated for all k ∈ Z. However, the phase of these wavenumber components
is only propagated correctly for all k when h ∈ N.
Remark 3.6 shows that for problem (3.1), when a numerically stable finite differ-
ence scheme is numerically non-dissipative with respect to the resolvable wavenumber
components, it is numerically non-dissipative with respect to all wavenumber com-
ponents of the numerical solution. It also shows that when a scheme is numerically
non-dispersive with respect to the resolvable wavenumber components of the solution,
it is not non-dispersive with respect to all wavenumber components of the numerical
solution, unless h ∈ N.
As the eigenvalues of the scheme are defined to propagate the resolvable wavenumber
components of the solution, the numerically dissipative and/or dispersive properties
of the scheme can initially be discussed with respect to the resolvable wavenumber
components of the solution. The numerically dissipative and/or dispersive effects of
these resolvable wavenumber components on the unresolvable wavenumber components
are a consequence of aliasing and will be discussed as such.
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The analysis of gk(1) = e−2piikµ∆t in this Section has revealed that for problem
(3.1), if a numerically stable scheme is:
• numerically non-dissipative and non-dispersive with respect to the resolvable
wavenumber components, aliasing will still occur if h ∈ R+ \ N, but this will
be a form of numerical dispersion (MNIMC scheme - see Section 3.7.3),
• numerically dissipative and non-dispersive with respect to the resolvable wavenum-
ber components, aliasing will be a form of numerical dissipation, but will also be
a form of numerical dispersion if h ∈ R+ \ N (Upwind scheme for h = 0.5),
• numerically non-dissipative and dispersive with respect to the resolvable wavenum-
ber components, aliasing will be a form of numerical dispersion (Preissman Box
scheme for 0 < h < 1),
• numerically dissipative and dispersive with respect to the resolvable wavenumber
components, aliasing will be a form of numerical dissipation and dispersion (Lax-
Wendroff scheme for 0 < h < 1).
The analysis leading to the development of the functions gk(z) and gschemek (z) and
hence Definitions 3.4 and 3.5, was based on the examples of numerical dissipation and
dispersion found in Durran [6] and Vreugdenhil [69]. These authors provide an alter-
native method for determining the numerically dissipative and dispersive properties of
finite difference schemes. These are the damping factor and relative phase found in the
following Sections.
3.5.2 The damping factor
In order to characterise numerical dissipation, Vreugdenhil [69] proposes measuring the




∣∣∣∣ , gk(1) 6= 0, k ∈ Z. (3.32)
If Ak = 1 for all k ∈ Z, then the finite difference scheme propagates the magnitude of
the coefficients ck correctly. Hence the scheme is numerically non-dissipative. If there
exists k ∈ Z such that Ak > 1, or Ak < 1, the scheme is numerically amplifying or
numerically dissipative respectively [6]. However, if gk(1) = 0, Ak cannot be calculated.
3.5.3 The relative phase
In order to characterise numerical dispersion, Vreugdenhil [69] and Durran [6] both








, phase(gk(1)) 6= 0, k ∈ Z. (3.33)
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If Rk = 1 for all k, then the finite difference scheme is not introducing any phase errors
into the coefficients ck. Hence, the scheme is numerically non-dispersive. If there exists
k ∈ Z such that Rk > 1 or Rk < 1, the scheme is numerically dispersive [6]. If the
phase of gk(1) is zero, then this cannot be calculated. There is also the problem that
if the phase of gk(1) and θ[k]Nx+1 are not in the same 2pi period, we may find that for
some k where eiphase(gk(1)) = eiθ[k]Nx+1 , Rk is not equal to one. This means that despite
the kth wavenumber component being numerically non-dispersive, the relative phase
indicates that it is numerically dispersive.
3.6 Analysis of finite difference schemes for the 1D linear
advection problem
In order to use the considered schemes to solve problem (3.1) numerically, the schemes
need to converge to the analytical solution of the problem [70]. A finite difference
scheme will converge to the true solution if it is both consistent and numerically stable,
by the Lax-Richtmyer Equivalence Theorem [14, 71]. Hence it is important to under-
stand when these properties hold for all our considered schemes. These properties are
presented in Table 3.1.
We are also interested in the numerically dissipative and dispersive properties of
our schemes, determined by the eigenvalues of the scheme, when the schemes are nu-
merically stable. Initially we can investigate the numerically dissipative and dispersive
properties of the schemes, with respect to the resolvable wavenumber components they
correspond to and then relate the analysis to the unresolvable wavenumber compo-
nents of the numerical solution. We choose to identify the numerically dissipative and
dispersive properties of our considered finite difference schemes, by directly examining
the eigenvalues of the schemes.
Section 6.4.3 has shown that a scheme for solving problem (3.1), is numerically non-
dissipative when |λp| = 1, for all p = 1, . . . , Nx. Therefore the numerically dissipative
properties of the scheme are found by determining when the eigenvalues have unit
magnitude. Section 3.5.1 also showed that a scheme solving problem (3.1) that has
eigenvalues with a linear phase with respect to wavenumber, have the potential to
be numerically non-dispersive with respect to the resolvable wavenumber components.
Therefore the numerically dispersive properties can be investigated by determining
when the phase of the eigenvalues are linear with respect to wavenumber. This can
be achieved by determining the phase of the eigenvalues and considering z = p−1Nx as
a continuous variable. The phase can then be differentiated to identify when it is a
linear function with respect to z. These methods are used to determine the numerically
dissipative and dispersive properties of the schemes in Table 3.2.
Another method that could be used to identify the numerically dissipative and
dispersive properties of a finite difference scheme, is to analyse the modified equation
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[6] associated with it. The modified equation approach was developed based upon
the idea that, if the considered finite difference scheme is introducing numerical model
error, it must be producing the solution to a slightly different PDE. Taylor expansions
are used to develop this modified PDE, resulting in the limitations on when Taylor
expansions are valid also being placed on the validity of the modified PDE. Therefore,
we choose not to use the modified PDE approach due to these limitations.
3.6.1 The Upwind scheme
The Upwind scheme in (3.10), is an explicit finite difference scheme derived to solve
the 1D linear advection problem, by approximating the temporal derivative using a
forward difference in time and the spatial derivative by a backward difference in space.
The scheme is only numerically stable for µ > 0, as the backwards difference in space
results in the scheme propagating information in the positive x-direction over time.
When µ < 0, the downwind scheme is used instead. This uses a forwards difference to
approximate the spatial derivative, resulting in information propagating in the negative
x-direction over time [72].
The eigenvalues of the matrix implementing the Upwind scheme are,















for p = 1, . . . , Nx.
3.6.2 The Preissman Box scheme
The Preissman Box scheme in (3.11) is an implicit finite difference scheme derived to
solve the 1D linear advection problem, by approximating the temporal derivative by the
average of two forward differences in time, one taken at xj and the other at xj−1. The
spatial derivative is approximated similarly by the average of two forward differences
in space, one taken at tn+1 and the other at tn [64].
The eigenvalues of the matrix implementing the Preissman Box scheme are,
λp =















for p = 1, . . . , Nx. We note that |λp| = 1 for all p = 1, . . . , Nx.
3.6.3 The Lax-Wendroff scheme
The Lax-Wendroff scheme in (3.12) is an explicit finite difference scheme derived to
solve the 1D linear advection, by Taylor expanding u(xj , tn+1) about (xj , tn) in terms
of spatial derivatives, truncating after the 2nd order term. The temporal derivatives
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of the expansion are then approximated by central differences in time and the spatial
derivative by a backward difference in space [59].
The eigenvalues of the matrix implementing the Lax-Wendroff scheme are,















for p = 1, . . . , Nx.
3.6.4 Finite difference scheme property summary
Tables 3.1 and 3.2 summarise the properties of the Upwind, Preissman Box and Lax-
Wendroff schemes as identified through the eigenvalues of the schemes in Sections
3.6.1-3.6.3. In particular, the numerically dissipative and/or dispersive properties were
derived when considering the schemes to be numerically stable. The properties of the
NIMC and MNIMC schemes described in Sections 3.7.1 and 3.7.3 respectively, are also
included in the Tables for comparison. The schemes are all identical when h = 1,
forming a scheme which is numerically non-dissipative and non-dispersive with respect
to all wavenumber components of the numerical solution.
The aim of this thesis was to determine the effects of numerical model error on the
analysis vector produced through strong constraint 4D-Var data assimilation. We have
chosen to investigate this through problem (3.1), which can be solved numerically by
any of the schemes in Tables 3.1 and 3.2. Our reasons for choosing to use the Upwind,
Preissman Box and Lax-Wendroff schemes, can be seen by examining the numerically
dissipative and dispersive properties of the schemes in Table 3.2, for h = 0.5.
When h = 0.5, the Upwind scheme is numerically dissipative and non-dispersive
with respect to the resolvable wavenumber components of the solution, the Preissman
Box scheme is numerically non-dissipative and dispersive with respect to the resolvable
wavenumber components of the solution, the Lax-Wendroff is both numerically dis-
sipative and dispersive with respect to the resolvable wavenumber components of the
solution and the MNIMC scheme is numerically non-dissipative and non-dispersive with
respect to all resolvable wavenumber components. As a result, the effects of numeri-
cal dissipation and dispersion on the analysis vector can be investigated as individual
forms of error (Upwind and Preissman Box schemes), in unison (Lax-Wendroff scheme)
and as aliasing errors (MNIMC scheme), with respect to the resolvable wavenumber
components of the solution. Figure 3.1 presents the properties of the eigenvalues of
each scheme, when h = 0.5. For simplicity, all numerical results will be generated for
the 1D linear advection problem using µ = 1.
As discussed in Section 3.3.1, λp = λNx−p+2, for p = 2, . . . , Nx. Therefore λp and
λNx−p+2 are complex conjugates for p = 2, . . . ,
Nx+1
2 (as Nx is odd in Figure 3.1). We
remind the reader that the eigenvalues λp for p = 1, . . . , Nx+12 and p =
Nx+3
2 , . . . , Nx
correspond to wavenumber components with wavenumber k = p−1 and k = −Nx+p−1
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respectively, in a Fourier series. Therefore only p = 1, . . . , Nx+12 need be examined to
determine the effect of the eigenvalues on real wavenumber components k = p−1. The
Nyquist rate lies between p = Nx+12 and p =
Nx+3
2 at the mid-points of the horizontal
axis in Figures 3.1(a) and 3.1(b). The Nyquist rate is responsible for the vertical line
of symmetry through the point p−1Nx = 0.5 on the horizontal axis of Figure 3.1(a) and
the rotational symmetry of Figure 3.1(b) about the point (0, 0.5).
The number of discretisation points Nx, is chosen to be odd in Figure 3.1 as this is a
requirement for the MNIMC scheme (see Section 3.7.3). This condition is also required
for the matrix implementing the Upwind scheme to be invertible when h = 0.5. As
we will see later on, we do not need this to be true to perform our analysis using the
Upwind scheme.
Figure 3.1(a) shows the magnitude of the eigenvalues in the spectrum of the con-








101 shows the complex conjugacy of λp and λNx−p+2
for p = 2, . . . , Nx+12 . Both the Preissman Box and MNIMC scheme are shown to be
numerically non-dissipative with respect to the resolvable wavenumber components of
the solution. The Upwind and Lax-Wendroff schemes are both numerically dissipative
with respect to the resolvable wavenumber components of the scheme. As wavenum-
ber increases to the Nyquist rate (the point of the line of symmetry), the attenuation
effects of the schemes increase, with the Upwind scheme attenuating its wavenumber
components more.
Figure 3.1(b) plots the phase of the eigenvalues in the spectrum of the considered
finite difference schemes. The plot demonstrates the complex conjugacy property of
the eigenvalues by showing that θp = −θNx−p+2 for p = 2, . . . , Nx+12 , creating rotational
symmetry in the plot. The Upwind and MNIMC schemes are shown to be numerically
non-dispersive with respect to the resolvable wavenumber components as the phase
is linear with respect to p−1Nx . The Preissman Box and Lax-Wendroff schemes are
both numerically dispersive with respect to the resolvable wavenumber components of
the solution. Examining the phase of the Preissman Box and Lax-Wendroff schemes
for p = 1, . . . , Nx+12 , we can see that when p > 1, the resolvable real wavenumber
components are propagated too fast and too slow respectively.
Figure 3.1(c) displays the properties shown by Figures 3.1(a) and 3.1(b), in the
form of an argand diagram for the eigenvalues of the spectrum.
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(a) A plot of the magnitude of the eigenvalues in the spectrum of each considered finite difference
scheme, given by |λp| for p = 1, . . . , Nx.
(b) A plot of the phase of the eigenvalues in the spectrum of each considered finite difference scheme,
given by θp for p = 1, . . . , Nx, θp ∈ [−pi, pi).
(c) An argand diagram for the eigenvalues in the spectrum of each considered finite difference scheme,
given by λp for p = 1, . . . , Nx.
Figure 3.1: These plots demonstrate the numerically dissipative and dispersive properties of
the Upwind, Preissman Box, Lax-Wendroff and MNIMC schemes when h = 0.5, µ = 1 and
Nx = 101 (∆t = 1202).
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3.6.5 The CFL condition
Examining Tables 3.1 and 3.2, we see that the CFL number h for problem (3.1), deter-
mines the convergence of the explicit schemes [7, 13] and the numerically dissipative
and dispersive properties of each finite difference scheme. The CFL number for the 1D
linear advection problem is defined as h = |µ|∆t∆x and is named as such due to the CFL
condition [70]. The CFL condition named after its inventors Courant, Friedrichs and
Lewy, is a necessary condition for the convergence of explicit finite difference approxi-
mations [7]. In our considered problem, we have chosen µ > 0, so h = µ∆t∆x . The CFL
condition arises from the requirement that the domain of dependence of the PDE be
contained within the domain of dependence of the finite difference scheme. A deriva-
tion can be found in [14, 73]. The domain of dependence for the 1D linear advection
problem lies within the domain of dependence for each of our schemes when h ≤ 1
[14, 70]. Hence, this is the CFL condition for our considered problem. Examining
Table 3.1, we can see that the CFL condition is a necessary and sufficient condition
for the convergence of both the Upwind and Lax-Wendroff schemes. The CFL number
changes with the dimension of the considered system in space. We derive the CFL
condition for the 2D linear advection problem in Section 5.5.4.
It is important to note that µ features in the CFL number for the 1D linear advection
problem, as µ is the speed of propagation along the characteristic solution [6]. It is
also the phase, group and wave speed for the problem. This is not usually the case,
so it is important to remember that µ’s presence in the CFL number, is due to the
characteristic speed and not the phase, group or wave speed of the analytical solution.
Consider the Upwind and Lax-Wendroff schemes and suppose we choose ∆t and ∆x
such that the CFL condition holds. Then keeping the ratio ∆t∆x constant whilst letting
∆t,∆x→ 0, will ensure that the domain of dependence of the finite difference scheme
remains fixed. This will become important when we investigate orders of convergence in
Chapter 4. The CFL condition is also a necessary condition for the numerical stability
of finite difference schemes [7, 14].
Section 3.6.4 has demonstrated how important the CFL number is in determining
the properties of each of our considered schemes. This includes when the scheme can
be used to produce a numerical approximation to the solution of problem (3.1) and the
type of error that is present in this approximation. Whilst investigating our considered
schemes, a fixed CFL number will be chosen for each scheme. This will ensure that
properties of the scheme are not changed, allowing the schemes to produce a numerical
approximation to the true solution of problem (3.1) and for the numerically dissipative
and dispersive properties of the schemes to remain unchanged. This will allow for the
effects of particular numerically dissipative and dispersive properties of schemes, on
the results of strong constraint 4D-Var data assimilation, to be investigated.
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3.7 Generating perfect observations
In order to identify the effects of numerical model error in strong constraint 4D-Var
data assimilation, we have specified that we require perfect observations of the physical
system. Since problem (3.1) forms our physical system, we need a way to generate
perfect observations of the system for numerical experiments and a way to construct
them algebraically for the purposes of our analysis.
We have an analytic expression for the solution of problem (3.1) in the form of
u0([x− µt]1), however this form is not convenient for analytically calculating the error
in the analysis vector arising from a scheme which has the form Un = MnU0. It would
be convenient for comparison analytically if perfect observations could be formulated in
part by a numerically non-dissipative and non-dispersive finite difference scheme, with
respect to the resolvable wavenumber components of the numerical solution. This would
allow the effects of numerical dissipation and dispersion in the resolvable wavenumber
components to be isolated from the affects of aliasing. The analytical solution u0([x−
µt]1) is suitable for calculating perfect observations numerically, however lots of function
evaluations is computational expensive for large Nx. The Fourier series form of the
analytical solution is convenient for analytically representing perfect observations and
will be used in the following, but cannot be used to generate perfect observations
numerically. The following sections identify ways for generating perfect observations
using finite difference schemes.
3.7.1 The NIMC scheme
Consider the following finite difference scheme, the Numerical Implementation of the




This is an explicit finite difference scheme, which can be implemented similarly to the
schemes considered in Section 3.3, via a circulant matrix MNIMC ∈ RNx×Nx , under
the conditions in Assumptions 3.2. When h = 1, the scheme takes the state of the
system at (xj , tn) and moves it ∆x in the positive direction along the x-axis in time
∆t, to (xj+1, tn+1) when µ > 0 as required of the solution to problem (3.1). The
scheme follows the characteristic equation through the point (xj , tn+1). Similarly in
the negative direction along the x-axis in time ∆t, if µ < 0. Examining Table 3.1, we
see that the scheme is only convergent when h = 1. Therefore we can only generate a
numerical solution from the scheme under this condition. Table 3.2 does tell us that
this solution is exact as the scheme is numerically non-dissipative and non-dispersive
with respect to all wavenumber components of the numerical solution when h = 1.
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3.7.2 Problems with generating perfect observations using the NIMC
scheme
The NIMC scheme looks like a promising scheme for providing perfect observations for
our analysis of the effects of numerical model error on strong constraint 4D-Var data
assimilation. We therefore need to investigate whether it can produce observations at
the same points in time and space as the Upwind, Preissman Box and Lax-Wendroff
scheme, despite being limited to h = 1.
The Upwind, Preissman Box, Lax-Wendroff and NIMC schemes all generate nu-
merical solutions to problem (3.1) at each grid point in the domain, every ∆t in time,
where ∆t = h∆x|µ| . We are only considering the Upwind and Lax-Wendroff schemes when
they are numerically stable, so by Table 3.1 we limit the CFL number to 0 < h ≤ 1
for our analysis. Let us fix ∆x. The wave speed µ > 0 is fixed by problem (3.1). Now
consider h = 1 for the NIMC scheme and h < 1 for the Upwind, Preissman Box and
Lax-Wendroff schemes. Then the Upwind, Preissman Box and Lax-Wendroff schemes
generate the state of the system over shorter time intervals than the NIMC scheme.
Observations generated by the NIMC scheme could be interpolated in time, but this
would add an additional error into the problem. An alternative method is required
to generate perfect observations at the same points in space and time as the Upwind,
Preissman Box and Lax-Wendroff schemes.
There are several options to solve this particular problem. The first is to use the
NIMC scheme to generate perfect observations, by adjusting the value of ∆x used in
the scheme. The NIMC scheme generates observations every ∆tNIMC = ∆x
NIMC
|µ| using
h = 1, but we require ∆t = h∆x|µ| where h and ∆x correspond to either the Upwind,
Preissman Box or Lax-Wendroff scheme. In order to create perfect observations every
∆t from both schemes, ∆xNIMC for the NIMC scheme is chosen to be equal to h∆x.
We again suppose that h is a rational number of the form h = qb where q, b ∈ N and
gcd(q, b) = 1. Then choosing ∆xNIMC = h∆x is equivalent to dividing ∆x into b pieces
and applying the NIMC scheme q-times. This is equivalent to increasing the speed of
the numerical solution by a factor of q. This scheme is implemented by an Nxb×Nxb
matrix, increasing the computational resources required to create perfect observations
and complicating any algebraic analysis involving these perfect observations.
An alternative solution to the problem of numerically generating perfect observa-
tions is available for the linear advection problem. As the true solution to problem
(3.1) preserves the shape of the solution and shifts it in the positive direction along the
x-axis with constant speed µ, the circshift function in MATLAB R©[74] can be used to
shift the initial condition |µ|∆t = hNx = h∆x in space, to create perfect observations.
This can be achieved similarly to the previous option by dividing ∆x into b equally
spaced pieces and applying circshift [74] so that it moves q of these new grid points in
time ∆t. Every b grid points of the new grid match up with the old grid points. These
points can be used to create the relevant observations. This requires that the initial
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condition be known every ∆xb in space. This option also increases the computational
cost by requiring extra discretisation points in space. However, this is significantly less
than for the previous option and is easier to use algebraically.
When this approach is not feasible, an alternative method is required, one that
can be easily implemented and analysed algebraically. A new finite difference scheme
implemented by a real Nx × Nx matrix, could be defined. This scheme would be nu-
merically non-dissipative and non-dispersive with respect to the resolvable wavenumber
components of the solution, for any chosen value of the CFL number h, such that the
scheme is consistent, convergent and numerically stable. In particular, we require such
a scheme when 0 < h ≤ 1, so the Upwind and Lax-Wendroff scheme are convergent. In
the case of the 1D linear advection problem, creating a scheme that is numerically non-
dissipative with respect to the resolvable wavenumber components, creates a scheme
that is numerically non-dissipative with respect to all wavenumber components of the
solution. It is unlikely that we would be able to construct a scheme that is always nu-
merically non-dispersive with respect to all wavenumber components, however it may
be possible to define one that is numerically non-dispersive with respect to all resolvable
wavenumber components. The following Section aims to develop such a scheme.
3.7.3 The MNIMC scheme
Consider the NIMC scheme for h = 1. At this point, the NIMC scheme is numerically
non-dissipative and non-dispersive with respect to all wavenumber components. This
scheme could potentially be modified to attain our goal of achieving a finite difference
scheme that is numerically non-dissipative and non-dispersive with respect to all resolv-
able wavenumber components of the solution, for any value of h, but in particular when





denote the set of eigenvalues for the scheme we wish to derive.
Given any value of h, the desired scheme needs to satisfy the following properties,






Nx for all p = 1, . . . , Nx,
• λ˜1 ∈ R and λ˜p = λ˜Nx−p+2 for p = 2, . . . , Nx,
• eigenvectors given by the 1D DFT basis,
• |λ˜p| = 1 for all p = 1, . . . , Nx ie: numerically non-dissipative with respect to all
wavenumber components of the numerical solution,
• numerically non-dispersive with respect to all resolvable wavenumber components
of the numerical solution.





Nx for all p = 1, . . . , Nx, can be explained as
follows. The CFL number gives us that ∆t = h∆x|µ| . Suppose we apply the new scheme
1




|µ| . Suppose we run the NIMC scheme
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(hNIMC = 1) using the same ∆x. Then ∆tNIMC = ∆x|µ| =
∆t
h , by rearranging h =
|µ|∆t
∆x .
This implies that if we apply our new scheme 1h times, we aim to recover the eigenvalues
of the NIMC scheme, as they are numerically non-dissipative and non-dispersive with
respect to all wavenumber components of the numerical solution. Hence the second
condition in the list.





Nx and use this to give trial
eigenvalues for the scheme, λ˜p = e
−2pii(p−1)sgn(µ)h
Nx for all p = 1, . . . , Nx. These eigenvalues
do not satisfy the complex conjugate condition. We also notice that if Nx is even λ˜Nx
2
+1
is complex, rather than a real number. This will be a problem as its corresponding
eigenvector in the 1D DFT basis is real, so requires a real eigenvalue to propagate it
so that the result of the scheme remains real. Any solution produced by the scheme
when Nx is even, would be complex. As a result, we cannot define this scheme for
even Nx and restrict ourselves to odd Nx. We also modify the eigenvalues so that
this trial form is retained for p = 1, . . . , Nx+12 and let the complex conjugate property
define the values of λ˜p for p = Nx+32 , . . . , Nx. Since the eigenvalues have been designed
around the NIMC scheme which uses the 1D DFT basis in (3.13) as eigenvectors and
they possess the required complex conjugate property, the eigenvalues will be trialed
with these eigenvectors. We will refer to this scheme as the Modified NIMC (MNIMC)
scheme.
Definition 3.7 (The MNIMC scheme). Let Assumptions 3.2 hold true with Un replaced
by U˜n to mark the different scheme. Define the matrix M˜ ∈ RNx×Nx where Nx is odd,
by M˜ := V Λ˜V ∗, where V is defined in Section 3.3.1 and Λ˜ := diag(λ˜p) the diagonal
matrix of eigenvalues of the scheme, λ˜p ∈ C for p = 1, . . . , Nx. The eigenvalues of the




, for p = 1, . . . , Nx+12 ,
2pii(Nx−p+1)sgn(µ)h
Nx
, for p = Nx+32 , . . . , Nx.
(3.37)
The scheme is implemented by multiplying U˜n by the matrix M˜ to move the state of
the system forward ∆t in time, ie: U˜n+1 = M˜U˜n.
When h = 1, M˜ = MNIMC and is also equal to the matrices implementing the
Upwind, Preissman Box and Lax-Wendroff schemes when considered using h = 1. If
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where λp is an eigenvalue of the NIMC scheme (hNIMC = 1) for p = 1, . . . , Nx. This
gives us that by applying the MNIMC scheme b-times, we achieve the same result as
applying the NIMC scheme q-times. We will now investigate the properties of the
MNIMC scheme to understand its limitations for solving problem (3.1).
Consistency, convergence and numerical stability
In order to prove the consistency of the MNIMC scheme, rather than substituting the
true solution into its schematic and then performing Taylor expansions, we will use an
alternative method. This is because the schematic for the scheme makes use of every
grid point in the domain (see Section 3.7.4), so the Taylor expansion method would
make the process very complicated. Instead, we will use Fourier series to prove the
consistency of the scheme in the following Lemma. This Lemma requires the use of
Lemma 4.3 of Chapter 4 and the following definition.
Definition 3.8 (Regularity). A T -periodic function T ∈ R+, f : R→ R such that x 7→
f(x) is defined as having regularity r ∈ N0, if r denotes the maximum number of times
f(x) can be differentiated such that f (α)(x) is continuous and piecewise differentiable
on (0, T ) for all α = 0, . . . , r − 1 and f (r)(x) is piecewise continuous on (0, T ).
The regularity of u0(x), provides an indicator for the smoothness of our initial
condition and allows us to calculate the consistency of the MNIMC scheme.
Lemma 3.9. Suppose the initial condition u0(x) for problem (3.1), has regularity r ∈
N0 over (0, 1) and satisfies the conditions of Theorem 3.1 so it has a convergent Fourier
series. Also let the conditions in Assumptions 3.2 hold true, so the MNIMC scheme
can be defined as in Definition 3.7. Set the CFL number h ∈ R+ to be a fixed constant.
Then the truncation error for the MNIMC scheme is such that,
τn+1j−1 = O(∆xr), (3.39)
for all n ∈ N0 and j = 1, . . . , Nx. Then for sufficiently smooth functions such that
r ∈ N,
τn+1j−1 → 0 and ∆t→ 0 as ∆x→ 0,
for all n ∈ N0 and j = 1, . . . , Nx.
Proof. Applying one application of the MNIMC, results in U˜n+1 = M˜U˜n for fixed h.
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denotes the (j, p)th element of the matrix M˜ . If we
now substitute in the true solution, we obtain,









for j = 1, . . . , Nx.
Consider the Fourier series for u(x, t) in (3.30) at time tn. Then by direct calculation
using the eigenvalue decomposition of M˜ , or by Section 3.5 where ck was found to be












for j = 1, . . . , Nx and r ∈ N. This is because if r ∈ N, u0(x) is continuous and hence
equal to its Fourier series, resulting in the same to be true for u(x, t). Then by (3.41)
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for j = 1, . . . , Nx, where D3 is a finite constant independent of Nx. As h is fixed,
∆t = h∆xµ is a function of ∆x. As ∆x → 0, this results in ∆t → 0. Therefore, when
the initial condition u0(x) is sufficiently smooth such that r ∈ N,
|τn+1j−1 | ≤ 2D3∆xr → 0, as ∆x→ 0. (3.44)
The eigenvalues of the MNIMC scheme have unit magnitude for any value of h.
This means that the scheme is always numerically stable. Then by the Lax-Richtmyer
Equivalence Theorem [14, 71], the scheme is always convergent for a sufficiently smooth
initial condition. Hence, the scheme can be used to solve problem (3.1) for any value
of h ∈ R+. The exponential form of the eigenvalues also means that they are never
zero, so the matrix implementing the scheme is always invertible.
3.7.4 Implementing the MNIMC scheme
In the last few Sections, we have shown that the scheme defined in Section 3.7.3, satisfies
all the requirements we set out for it. However, by defining the scheme through its
eigenvalues and eigenvectors, we do not have a schematic for the scheme as for the
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Upwind, Preissman Box and Lax-Wendroff schemes. Possessing the schematic will
allow us to assess the structure of the matrix M˜ implementing the scheme. Using the













2pi(p− 1)(j − k − sgn(µ)h)
Nx
] U˜nk , (3.45)
for j = 0, . . . , Nx − 1. This schematic constructs an explicit finite difference scheme
implemented by the matrix M˜ . The scheme uses the state of the system at every grid
point in space at time tn, to construct the state of the system at each grid point in space
at time tn+1. This gives the matrix M˜ a potentially non-zero value in every entry, unlike
the matrices implementing the Upwind, Preissman Box and Lax-Wendroff schemes.
The matrix M˜ is also a circulant matrix due to the circulant boundary conditions of
the problem.
Figure 3.2 shows the results of applying the MNIMC scheme to the discrete sample
of the 1D square function initial condition in (4.28), when h = 0.5. When t is an odd
multiple of ∆t, the scheme introduces an error into the numerical solution. This can
be seen through the oscillations introduced into the numerical solution. When t is an
even multiple of ∆t, we can see that these errors are no longer present in the numerical
solution. When implementing the scheme for h = 1, we find that the oscillations are
not present. As the only errors introduced into the numerical solution by the scheme
are those due to aliasing when h ∈ R+ \ N, this must be the cause of the oscillations.
However, there appears to be some periodic nature to this error. This is investigated
in Lemma 3.12 of Section 3.9.
In the next Section, we consider using the Fourier series for the true solution to
problem (3.1), to guide our choice in eigenvalues, for creating a scheme satisfying the
conditions set out in Section 3.7.3. We can then compare the scheme this creates, with
the MNIMC scheme.
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3.8. Dissipative and dispersive metrics
3.7.5 Defining a finite difference scheme using a Fourier series
In this Section, we will use the Fourier series for the analytical solution to problem
(3.1), to define a scheme satisfying the properties set out in Section 3.7.3. Consider
the Fourier series for u(x, t) in (3.30). As discussed in Section 3.5, gk(1) multiplies
the coefficient ck of the Fourier series, to propagate the Fourier series forward ∆t in
time. In the case of the linear advection equation, gk(1) = e−2piikµ∆t. We require a
scheme that propagates the resolvable wavenumber components of the Fourier series
solution forward ∆t in time, without introducing numerical dissipation or dispersion.
As gk(1) is the correct coefficient to propagate the kth wavenumber component of the
Fourier series, it seems a reasonable approach to choose the eigenvalues of the scheme
to be gk(1) where k is the resolvable wavenumber component corresponding to that
eigenvalue. We again remind the reader here that the negative resolvable wavenumber





+2, . . . , Nx.
This can only be done when Nx is odd as the eigenvalue corresponding to vNx
2
+1 is
required to be real, but the corresponding gNx
2
(1) is complex. This results in choosing
Nx to be odd and
λp =
{
e−2pii(p−1)µ∆t, for p = 1, . . . , Nx+12 ,





Nx , for p = 1, . . . , Nx+12 ,
e
2pii(Nx−p+1)sgn(µ)h
Nx , for p = Nx+32 , . . . , Nx.
(3.47)
The CFL number gives that |µ|∆t = hNx . As a result, the scheme we have defined
here using the Fourier series for the analytical solution, has created the MNIMC scheme
defined in Section 3.7.3. This demonstrates that the MNIMC scheme is a sensible
scheme to define.
In the following Section, we will use the MNIMC scheme to aid us in identifying the
numerically dissipative and dispersive properties of finite difference schemes, for solving
problem (3.1). This will be achieved through the construction of metrics to determine
the numerically dissipative and dispersive properties of schemes with respect to the
resolvable wavenumber components of the solution.
3.8 Dissipative and dispersive metrics
When choosing a finite difference scheme to solve the 1D linear advection problem,
it is important to understand the numerical model error associated with the scheme.
The numerically dissipative and dispersive properties vary between each scheme and
are dependent on the CFL number.
There is currently no satisfactory method available to assess the numerically dissi-
pative and dispersive properties of a scheme, to judge whether it is appropriate for the
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task. The damping factor and relative phase in Sections 3.5.2 and 3.5.3 respectively,
provide a guide as to how the schemes attenuate or amplify and speed up or slow down
wavenumber components of the numerical solution, respectively. These are calculated
for each CFL number and produce values for each wavenumber. These ratios are use-
ful once possible CFL numbers have been chosen that could yield schemes with the
required properties. A method for choosing these CFL numbers is required.
To this end, the following definitions for a dissipative metric and a dispersive metric
are defined. They provide a way to gauge the numerically dissipative and numerically
dispersive properties of the resolvable wavenumbers of a scheme, in comparison to a
reference scheme for comparison. The reference scheme needs to be the same for each
considered scheme, for a fair comparison. If gk(1) is known, we advocate the use of
λp =
{
gp−1(1), for p = 1, . . . , Nx+12 ,
g−Nx+p−1(1), for p =
Nx+3
2 , . . . , Nx,
for a 1D problem, as these are the eigenvalues required to correctly propagate the
resolvable wavenumber components of the numerical solution. This creates the MNIMC
scheme as a reference scheme for comparison. However, any scheme could be used as a
reference scheme for comparison if required.
The numerically dissipative and dispersive metrics need to provide a value that in-
dicates, when two values are compared, that one scheme is more numerically dissipative
or dispersive respectively than another. In order to allow this value to come about, the
numerically dissipative and dispersive properties of each scheme need to be compared
against the same property for the chosen reference scheme.
The metrics will be constructed using only the resolvable wavenumber components
of the schemes. This is because the eigenvalues directly influence the propagation of
these wavenumber components, whilst they influence unresolvable wavenumber com-
ponents through aliasing. The numerically dissipative metric needs to compare the
magnitude of the eigenvalue of a scheme against the eigenvalue of a chosen reference
scheme for the same wavenumber component. Similarly, for the numerically dispersive
metric, but through the comparison of the phases of the schemes. As a result, the
considered scheme and the reference scheme must have the same value of Nx. The
time step ∆t must also be equal so the schemes move the solution forward in time
equally. As the schemes are solving the same problem, the same characteristic speed is
associated with each one, resulting in the same CFL number. As we are interested in
how the metrics change with respect to the CFL number h, the eigenvalues are viewed
as functions of h.
3.8.1 The dissipative metric
The numerically dissipative properties of a finite difference scheme used to solve prob-
lem (3.1), for a given CFL number, are found in the magnitude of the eigenvalues of
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the scheme. The damping factor in Section 3.5.2 is one possibility for comparing the
magnitude of the eigenvalues of a scheme against those of a reference scheme. How-
ever, a limitation of the damping factor is that when the magnitude of an eigenvalue
of the reference scheme is zero, the damping factor is undefined. Instead we use the
formulation of the Frobenius norm to define the numerically dissipative metric. The
Frobenius norm is defined by ‖·‖F : Cm×n → R such that [65],












As the eigenvalues of the schemes have the complex conjugate property that λp =





+ 1 are required.
Calculating the difference between (3.48) for the considered scheme and (3.48) for
the reference scheme, calculates the sum of the difference between the square of the
magnitudes, for corresponding wavenumber components.
Definition 3.10 (Dissipative Metric). Define two finite difference schemes for solv-
ing problem (3.1), using the same spatial step size ∆x > 0, and temporal step size














. Let the pth eigenvalue of each scheme correspond to the pth eigenvector
of the 1D DFT basis, as defined in Section 3.3. Define the vectors z1(h), z2(h) ∈ RNx
such that [zj(h)]p = |λ(j)p (h)|2 for p = 1, . . . , Nx and j = 1, 2. Then the numerically


















∣∣∣|λ(1)p (h)|2 − |λ(2)p (h)|2∣∣∣ . (3.49)
The dissipative metric is normalised with respect to the number of wavenumber
components. The metric is always greater than or equal to zero as the sum is con-
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structed from positive values by design. When the scheme we wish to find the numeri-
cally dissipative metric for has eigenvalues such that |λ(1)p | = |λ(2)p | for all p = 1, . . . , Nx,
the numerically dissipative metric is zero. We also find that when the reference scheme
is numerically non-dissipative, the higher the value of the numerically dissipative met-
ric, the greater the numerical dissipation of the scheme being tested. Definition 3.10
defined a metric on R.
In the case of the 1D linear advection problem, the numerically non-dissipative
MNIMC scheme is chosen as the reference scheme for comparison, requiring Nx to be







∣∣|λp(h)|2 − 1∣∣ . (3.50)
The numerically dissipative metric in (3.50) for the Upwind, Preissman Box and Lax-
Wendroff schemes is shown in Figure 3.3, for various values of the CFL number, such
that the schemes are all numerically stable ie: 0 < h ≤ 1. The metric is also shown for
the MNIMC for comparison. As the schemes are numerically stable, the magnitude of
their eigenvalues is less than or equal to one, resulting in the dissipative metric being
bounded by one.
Figure 3.3: The dissipative metric in (3.50) for the Upwind, Preissman Box, Lax-Wendroff
and MNIMC schemes when Nx = 101 and µ = 1. The CFL number is considered for 0 < h ≤ 1.
Examining Figure 3.3, we see that the dissipative metric in (3.50) is zero for all
considered CFL numbers, for both the MNIMC and Preissman Box schemes. This
shows that both schemes are numerically non-dissipative with respect to the resolv-
able wavenumber components of the numerical solution, as already identified for these
schemes in Table 3.2. This is the case for the MNIMC scheme by definition. The
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Upwind and Lax-Wendroff schemes have values that are greater than zero for nearly
all considered values of the CFL number. The dissipative metric for both of these
schemes is zero when h = 1, showing these schemes are numerically non-dissipative
at this value. The Upwind scheme appears to have numerically dissipative properties
which are symmetric about h = 0.5. The metric for the Lax-Wendroff scheme is skewed
to the right of h = 0.5, showing that choosing a CFL number around 0.75 will result
in more numerical dissipation in the scheme.
3.8.2 The dispersive metric
The numerically dispersive properties of a finite difference scheme used to solve problem
(3.1), for a given CFL number, are found in the phase of the eigenvalues of the scheme.
Just as for the numerically dissipative metric, the relative phase in Section 3.5.3 is
one possibility for comparing the phases of the eigenvalues of a scheme, against those
of a reference scheme. However, we also have the limitation that when the phase
of an eigenvalue of the reference scheme is zero, the relative phase cannot be defined.
Instead we choose to structure the metric similarly to the numerically dissipative metric,
favouring the sum of differences of phases.
As before, by the complex conjugate property of the eigenvalues, only the eigen-





+ 1 will form a part of the metric. There is the additional
problem that given any phase θp, eiθp = ei(θp+2pik) where k ∈ Z. It is possible for
the phase θp to be the incorrect phase, but still lead to the correct phase change for
the corresponding wavenumber component. However, when determining the phase






, so θp ∈ [−pi, pi). To make the comparison fair, we require
that the phases for the scheme the metric is being found for and the reference scheme,
both be mapped to the domain [−pi, pi).
Definition 3.11 (Dispersive Metric). Define two finite difference schemes for solv-
ing problem (3.1), using the same spatial step size ∆x > 0, and temporal step size














. Let the pth eigenvalue of each scheme correspond to the pth eigenvector
of the 1D DFT basis, as defined in Section 3.3. Define the vectors z1(h), z2(h) ∈ RNx
such that [zj(h)]p = θ
(j)
p (h), where θ
(j)
p (h) ∈ [−pi, pi) is the phase of the eigenvalue
λ
(j)
p (h) for p = 1, . . . , Nx and j = 1, 2. Then the numerically dispersive metric is
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∣∣∣θ(1)p (h)− θ(2)p (h)∣∣∣ . (3.51)
The metric is normalised with respect to the number of wavenumber components
and the bound on the difference between the phases ie: 2pi. The dispersive metric is
always greater than or equal to zero as the sum is constructed from positive values
by design. When the scheme we wish to find the numerically dispersive metric for has
eigenvalues such that θ(1)p = θ
(2)
p for all p = 1, . . . , Nx, the numerically dispersive metric
is zero. We also find that when the reference scheme is numerically non-dispersive
with respect to the resolvable wavenumber components, the higher the value of the
numerically dispersive metric, the greater the numerical dispersion of the scheme being
tested. Definition 3.11 is a metric on R.
In the case of the 1D linear advection problem, the numerically non-dispersive









The numerically dispersive metric in (3.52) for the Upwind, Preissman Box and Lax-
Wendroff schemes is shown in Figure 3.4, for various values of the CFL number, such
that the schemes are all numerically stable ie: 0 < h ≤ 1. The metric is also shown for
the MNIMC for comparison.
The metric for the MNIMC scheme shows that the scheme is always numerically
non-dispersive with respect to the resolvable wavenumber components, as expected by
its definition. Examining the metric for the Upwind scheme, we see the same symmetry
about h = 0.5 as seen in the numerically dissipative metric. It also shows that as
already discovered, the Upwind scheme is numerically non-dispersive with respect to
the resolvable wavenumber components for h = 0.5 and h = 1.
The numerically dispersive metric for the Preissman Box and Lax-Wendroff schemes
are skewed slightly in alternate directions, with both schemes introducing numerical
dispersion, apart from when h = 1. When considering a small CFL number (h  1),
the Upwind and Lax-Wendroff schemes introduce about the same amounts of numerical
dispersion. For CFL numbers close to h = 0.5, choosing the Upwind scheme would limit
the effects of numerical dispersion. When considering large CFL numbers (h ≈ 1), the
Lax-Wendroff scheme would introduce the least numerical dispersion into the numerical
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Figure 3.4: The dispersive metric in (3.52) for the Upwind, Preissman Box, Lax-Wendroff
and MNIMC schemes when Nx = 101 and µ = 1. The CFL number is considered for 0 < h ≤ 1.
solution.
The numerically dissipative and dispersive metrics can be used in combination to
choose the best scheme for the considered problem. Once candidate CFL numbers have
been chosen, the damping factor and relative phase can be used to learn more about
the effects of the schemes on individual wavenumber components.
3.9 Aliasing errors in the MNIMC scheme
In Section 3.7.3 we defined the MNIMC scheme and identified that it is numerically non-
dissipative with respect to all wavenumber components and numerically non-dispersive
with respect to all resolvable wavenumber components, for any value of h ∈ R+. When
h ∈ R+ \ N the scheme is numerically dispersive with respect to the unresolvable
wavenumber components of the numerical solution. Whilst implementing the scheme
in Section 3.7.4, we found that the scheme introduced anomalous oscillations into the
numerical solution at periodic intervals in time, when h ∈ R+ \N. As the only error in
the scheme is due to numerical dispersion in the unresolvable wavenumber components,
it is this error that must be causing these oscillations.
Let x˜0 ∈ RNx denote the true initial condition u0(x), sampled at the spatial grid
points x0, . . . , xNx−1 defined in Assumptions 3.2, such that {x˜0}j := u0(xj−1). Now
define x˜l ∈ RNx by x˜l := M˜ lx˜0 for all l ∈ N, the lth state of the system generated by
the MNIMC scheme. Then the global error in the MNIMC scheme is defined by,
rl := y˜l − x˜l = y˜l − M˜ lx˜0, (3.53)
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where yl := y˜l denotes a perfect observation as defined in Section 2.3. As only aliasing
errors are introduced by the MNIMC scheme, rl can be viewed as an additive correction
term to correct for aliasing errors in M˜ lx˜0 such that,
y˜l = x˜l + rl = M˜ lx˜0 + rl. (3.54)
An additive correction term was also chosen by Daley [1] in his analysis of model errors.
Choosing h = 1 results in M˜ = MNIMC and consequently rl = 0 for all l. Lemma 3.12
provides insight into the properties of the aliasing error introduced by the MNIMC
scheme.
Lemma 3.12. Let the conditions in Assumptions 3.2 hold true so the MNIMC scheme
can be defined as in Definition 3.7. Also, let u0(x) be bounded and piecewise continuous
on [0, 1) and suppose the left- and right-hand derivatives of u0(x) exist for all x ∈ [0, 1).
Additionally, consider the CFL number to be a rational number h ∈ Q+ expressed
as h = qb , q, b ∈ N such that gcd(q, b) = 1. Then the global error in the MNIMC scheme
at time l∆t, defined by Equation (3.53), is such that,
rl =
{
0, for [l]b = 0,
M˜ l−[l]br[l]b , for [l]b = 1, . . . , b− 1,
(3.55)
for all l ∈ N0, where [·]b denotes modulo b.
Proof. As we are investigating the MNIMC scheme, Nx must be odd. Rearranging
(3.54) and applying the 1D DFT results in,
Fp(rl) = Fp(y˜l)− λ˜lpFp(x˜0) (3.56)
for all l ∈ N0. The vector y˜l contains a discrete sample of the true physical system
sampled at each grid point in space, at time l∆t. Therefore,
[y˜l]p = u(xp−1 − µl∆t, 0), for all p = 1, . . . , Nx. (3.57)
We would like to use the Fourier series for u0(x) in (3.6), to represent u(x− µl∆t, 0).
Under the conditions of the Lemma, this Fourier series is convergent.
The function u(x, 0) is a periodic extension of the function u0(x). If u0(x) is con-
tinuous over [0, 1) and limx→0+ u0(x) = limx→1− u0(x), then under the conditions of
the Lemma, the Fourier series for u0(x) is equal to the function u(x, 0) for all x ∈ R.
Then the Fourier series of u0(x) can be used to represent u(xp−1 − µl∆t, 0).
However, if limx→0+ u0(x) 6= limx→1− u0(x) or u0(x) is piecewise continuous over
[0, 1) then there exists a finite number of discontinuities in u0(x) which are periodically
repeated in u(x, 0). These are jump discontinuities, by the conditions of the Lemma.
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In this case the Fourier series for u0(x) converges to u(x, 0) at all points in the domain,
except those where the function is discontinuous, where it converges to the midpoint of
the jump discontinuity. In this instance, when none of the sample points are points of
discontinuity, the Fourier series of u0(x) can be used to represent u(xp−1 − µl∆t, 0) as
for the previous case. However when for a given l, the pth sample point coincides with
a discontinuity, the Fourier series converges to the midpoint of the discontinuity and
not u(xp−1−µl∆t, 0). Then the Fourier series of u0(x) is not equal to u(xp−1−µl∆t, 0),
so cannot be used to represent this sample point.
In this instance, we define a new one-periodic function for each l, whose Fourier
series can be used to represent the discontinuous function at each sample point. This
function must be both continuous and have the same value as u(x− µl∆t, 0), at every
sample point in space. This function is defined over
[−µl∆t− ∆x2 , 1− µl∆t− ∆x2 ) by
placing triangular functions into u(x− µl∆t, 0), with the apex coinciding with a point
of discontinuity and either side extending ∆x2 back to the function u(x− µl∆t, 0). An
example can be seen in Figure 3.5.
Define,
Xˆ = {x ∈ [0, 1)|u(x, 0) is a jump discontinuity} , (3.58)
and Xˆl ⊆ Xˆ, for each l ∈ N0,
Xˆl =
{
xˆ ∈ Xˆ|∃p ∈ {1, . . . , Nx} such that xˆ = [xp−1 − µl∆t]1
}
. (3.59)
This set identifies the sample points within [0, 1) where discontinuities lie within u(x−
µl∆t, 0). If there exists l such that u(xp−1 − µl∆t, 0) is a continuous point for all
p = 1, . . . , Nx, then Xˆl = ∅. When u(x, 0) is a continuous function over R × {0},
Xˆ = ∅, hence Xˆl = ∅ for all l ∈ N0.
Consider xˆ ∈ Xˆl, then there exists p ∈ {1, . . . , Nx} such that,
xˆ = [xp−1 − µl∆t]1,




= [α+ x[p−1−sgn(µ)h(l−[l]b)]Nx − µ[l]b∆t]1,
for some α ∈ Z such that
p− 1− sgn(µ)h(l − [l]b)− [p− 1− h(l − [l]b)]Nx = αNx,
= [x[p−1−sgn(µ)h(l−[l]b)]Nx − µ[l]b∆t]1. (3.60)
As [p − 1 − sgn(µ)h(l − [l]b)]Nx ∈ {0, . . . , Nx − 1}, there exists some q ∈ {1, . . . , Nx}
such that q− 1 = [p− 1− sgn(µ)h(l− [l]b)]Nx , hence xˆ = [xq−1−µ[l]b∆t]1. As a result,
xˆ ∈ Xˆl ⇔ xˆ ∈ Xˆ[l]b , so Xˆl = Xˆ[l]b for all l ∈ N0. As Xˆl = Xˆ[l]b , we have shown there
are at most b different subsets of points in u(x, 0) over [0, 1), where a discontinuity is
sampled, over time.
We will now use these subsets to define our new functions, vl : R → R such that
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(x− xˆj + ∆x2 ) + u
(
xˆj − ∆x2 , 0
)
,
for x ∈ [xˆj − ∆x2 , xˆj), where xˆj ∈ Xˆl,[




(x− xˆj) + u(xˆj , 0),
for x ∈ [xˆj , xˆj + ∆x2 ), where xˆj ∈ Xˆl,
u(x, 0),
for x ∈ [−µl∆t− ∆x2 , 1− µl∆t− ∆x2 ) \⋃|Xˆl|j=1 [xˆj − ∆x2 , xˆj + ∆x2 ),
(3.61)
and vl(x + 1) = vl(x) for all x ∈ R. This creates a one-periodic function that is equal
to u(x, 0), except at the points within a radius of ∆x2 , from the points in Xˆl. A linear
interpolation is created over the discontinuous point xˆj ∈ Xˆl, from u(xˆj − ∆x2 , 0) to
u(xˆj , 0) and from u(xˆj , 0) to u(xˆj + ∆x2 , 0). This ensures there are no discontinuous
sample points in vl(x) and vl([xp−1−µl∆t]1) = u([xp−1−µl∆t]1, 0) for all p = 1, . . . , Nx.
As Xˆl = Xˆ[l]b , vl(x) = v[l]b(x) for all l so there are at most b different functions vl(x).
Figure 3.5: The function plotted with a solid black line is a particular u0(x) for x ∈ [(j −
2)∆x, (j+2)∆x] ∈ [0, 1), for some j ∈ N0, 2 ≤ j ≤ Nx−3. The function v0(x) is plotted over the
same domain and is given by the function u0(x) except over
[
(j − 1)∆x− ∆x2 , (j − 1)∆x+ ∆x2
)
,
where the function is defined by the broken blue line. The broken blue line represents a triangular
function placed into the function u0(x) over the discontinuity at (j − 1)∆x.








where d(l)k ∈ C for all k ∈ Z. This is a convergent Fourier series for vl(x) by the
conditions of the Lemma.
Next consider the 1D DFT applied to y˜l. When Xˆl = ∅, the Fourier series of u0(x)
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should be considered as can be seen in the calculations below. The same calculations
are carried out using the Fourier series for vl(x) when Xˆl 6= ∅. We are able to do this






































Nx Fp(y˜[l]b), for p = 1, . . . , Nx+12 ,
e
2pii(Nx−p+1)sgn(µ)h(l−[l]b)
Nx Fp(y˜[l]b), for p = Nx+32 , . . . , Nx,
= λ˜p
l−[l]bFp(y˜[l]b), for p = 1, . . . , Nx. (3.64)
We also have that,
λ˜lpFp(x˜0) = λ˜l−[l]bp λ˜[l]bp Fp(x˜0), for p = 1, . . . , Nx. (3.65)
Therefore, substituting (3.64) and (3.65) into (3.56),
Fp(rl) = λ˜l−[l]bp Fp(r[l]b), for p = 1, . . . , Nx,
⇒ V ∗rl = Λ˜l−[l]bV ∗r[l]b ,
⇒ rl = M˜ l−[l]br[l]b , (3.66)
for l ∈ N0. As y˜0 = x˜0, r0 = 0. Then by (3.66), when [l]b = 0, rl = 0. Hence the result
in (3.55).
In order to understand the result of this Lemma in Equation (3.55), we need to
remember the result of Equation (3.38). This determined that by applying M˜ b-times,
this was the same as applying the NIMC scheme q-times (hNIMC = 1), where h = qb ,
b, q ∈ N and gcd(b, q) = 1 for the MNIMC scheme.
Raising the matrix M˜ to the power l−[l]b results in M˜ being raised to a power which
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is an integer multiple of b. Suppose l−[l]b = sb for some s ∈ N0, then M˜ l−[l]b = M sqNIMC .
Applying this matrix to r[l]b shifts it sq∆x in space, preserving its shape. Then rl
is shifted an integer number of discretisation points in space. This means that the
observation points on the domain [0, 1), due to the one-periodic nature of u(x, t), sample
the same points of the function as they did when the function was last moved an integer
multiple of ∆x in space. This gives the error in the MNIMC scheme a shifted b∆t-
periodic nature. This is what was seen in Figure 3.2, where b = 2.
The impact of aliasing errors on the results of the MNIMC scheme, means that the
scheme is unable to provide perfect observations every ∆t in time, as rl is unknown
for l = 1, . . . , b − 1. However using the MNIMC scheme to construct our perfect
observations, as in Equation (3.54), makes our algebraic analysis easier. As the circshift
function of MATLAB R©[74] allows perfect observations to be generated numerically
every ∆x in space as described in Section 3.7.2, we will use this method to generate
perfect observations numerically.
Consider the MNIMC scheme and swap the eigenvalues corresponding to a conju-
gate pair of the 1D DFT basis, eg: swap λp and λNx−p+2 for some p = 2, . . . , Nx, so
that (λNx−p+2,vp) and (λp,vNx−p+2) form eigenpairs of the scheme. Then this scheme
possesses all the properties of the MNIMC scheme except it is not numerically non-
dispersive with respect to the pth resolvable real wavenumber component. However,
the shifted b∆t-periodic nature identified in Lemma 3.12 for the MNIMC scheme, still
holds. This can be seen in Figure 3.6 where λ4 and λNx−2 were swapped.
This is due to the form of the eigenvalues. Any number of these pairs of eigenvalues
can be swapped to create a scheme that has a shifted b∆t-periodic nature, similar to
that described by Lemma 3.12 for the MNIMC scheme. As a result, it is possible to
define 2
Nx−1
2 different schemes for solving problem (3.1), each possessing the shifted
b∆t-periodic nature described by Lemma 3.12. However, only the definition of the
MNIMC scheme produces a scheme that is numerically non-dispersive with respect to
all resolvable wavenumber components of the numerical solution.
Now we have a way to construct our perfect observations algebraically and a way
to generate them numerically using the circshift function of MATLAB R©[74], we can
consider our data assimilation problem. The following sections examine the impact of
numerical model error from finite difference schemes, on the construction of the analysis
vector, when performing strong constraint 4D-Var data assimilation for our 1D linear
advection problem.
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Chapter 3. The 1D Linear Advection Problem
3.10 The effect of numerical dissipation and dispersion on
the analysis vector
Numerical dissipation and dispersion are introduced into our considered inverse prob-
lem through the forward model M . This Section explores how these errors affect the
analysis vector. This is achieved by formulating the analysis vector in terms of the true
initial condition, allowing the direct impact of numerically dissipative and/or dispersive
eigenvalues of the imperfect scheme, to be seen. Under the conditions of Assumptions







[yl −M lx0]T [yl −M lx0]. (3.67)
The aim of the strong constraint 4D-Var data assimilation problem posed in Section 2.3,
is to recover the true initial condition u0(x), sampled at the regularly spaced sample
points of the finite difference schemes. This is the vector x˜0, defined in Section 3.9. The
analysis vector xa, is the solution to the inverse problem, ie: ∇J(xa) = 0. Therefore,
we would like to obtain xa = x˜0. The analysis vector which minimises Equation (3.67)






































This analysis vector is only affected by observation errors and numerical model errors,
as discussed in Section 2.3.
Here the diagonal matrices Λ and Λ∗ are known as the forward and adjoint models
[18] respectively, in the 1D DFT basis. In the inverse problem, each set of observations
is mapped back in time to t = 0, by the adjoint model, MT . Once the observations
have been mapped back to the initial time, they are then summed. This process has the
potential to create interference between the corresponding wavenumber components of
each set of observations yl.
Each set of observations yl contains observations of the physical system taken at
time l∆t. These observations are taken every ∆x in space, creating Nx equally spaced
observations. As each set of observations contains the same number of observations,
taken at the same spatial locations, this allows the 1D DFT basis to construct the state
of the physical system represented by the observations in yl. The coefficients of the
1D DFT basis in the construction of yl are given by V ∗yl. The adjoint model in the
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1D DFT basis maps all the coefficients of each set of observations in time back to time
t = 0 and sums all the coefficients from each set of observations in time, corresponding
to the same 1D DFT basis function. It is this summing process which could possibly
lead to destructive or constructive interference between sets of observations in time.
Once the sets of observations have been mapped back to time t = 0, the result is
then normalised with respect to the eigenvalues of the scheme. The set of observations
at t = 0 acts to regularise the solution of the inverse problem so that the matrix
applying the normalisation is always invertible.
Expression (3.69) forms the coefficients of the wavenumber components in the con-
struction of the analysis vector xa, ie: xa = V F(xa). Initially, we wish to consider the
analysis vector in the absence of observation errors, so only the effects of numerical
model error can be investigated. Observation errors will be re-introduced in Section
4.4. Therefore as discussed in Section 2.3, σ2o = 1 is chosen in Equation (3.67) together
with y˜l = y˜l, however this does not affect the formulation of the analysis vector in
Equation (3.68).
The following Lemma provides an expression for the analysis vector in terms of the
sum of a matrix operation on x˜0, ALx˜0 and an aliasing correction term ρL ∈ RNx , when
considering perfect observations yl := y˜l. The matrix AL ∈ RNx×Nx is constructed
from the MNIMC scheme and the matrix M implementing the considered numerically
dissipative and/or numerically dispersive finite difference scheme.
Lemma 3.13. Let the assumptions of Lemma 3.12 hold true, allowing xa to be stated
as in (3.68). Consider perfect observations of the physical system ie: yl = y˜l for all
l = 0, . . . , L, where L ∈ N0 is finite, in the form of (3.54). Then the analysis vector
can be expressed as,
xa = ALx˜0 + ρL, (3.70)


















































= 0Nx ∈ RNx×Nx as we
assume r0 = 0.
Proof. Consider perfect observations of the 1D linear advection problem, yl = y˜l =
M˜ lx0 + rl for all l = 0, . . . , L, where L ∈ N0 is finite. Now consider the analysis vector
in Equation (3.68), using these perfect observations. The analysis vector minimises the
cost function in Equation (3.67) using σ2o = 1 and perfect observations. Hence using































xa = ALx˜0 + sL,











The result of Lemma 3.12 in (3.55) gives that rl has a shifted b∆t-periodic nature,
where rl = 0 when [l]b = 0. In order to take advantage of this property when L is
finite, (3.74) is rewritten using (3.55) by considering each l in the form l = sb + [l]b,










(Λ∗)lb+j V ∗rlb+j +
[L]b∑
j=0























As a result, sL ≡ ρL and hence, xa = ALx˜0 + ρL.
Expression (3.70) can be viewed as the sum of two analysis vectors, each created by
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Equation (3.68), but with two different sets of observations; yl = x˜l and yl = rl. As a
result, the aliasing error correction terms for the MNIMC scheme rl, do not play a role
in the construction of AL and are solely found in ρL. When considering observations
of the form yl = x˜l, these observations are affected by the aliasing errors present in the
MNIMC scheme and consequently affect the corresponding analysis vector ALx˜0. The
analysis vector ρL, created by using observations yl = rl, acts as a correction term for
the aliasing errors introduced into ALx˜0 by the MNIMC scheme.
The eigenvalues of AL in (3.71), determine the magnitude and phase change applied
to each wavenumber component of x˜0, in the construction of xa. In this way, they can
be described as amplification factors for the wavenumber components of x˜0. Let νp be
an eigenvalue of AL such that νp = |νp|eiκp , κp ∈ [−pi, pi) for p = 1, . . . , Nx. Due to
the diagonal structures of Λ and Λ˜, νp is constructed solely from λp and λ˜p, the pth










Numerical model error can enter into νp via both λp and λ˜p. In the case of λ˜p, any error
introduced is due to aliasing. As λp = λNx−p+2 and λ˜p = λ˜Nx−p+2 for p = 2, . . . , Nx,
νp = νNx−p+2 and κp = −κNx−p+2 for p = 2, . . . , Nx. Define φp := θ˜p − θp, for p =
1, . . . , Nx, as the error in the phase shift applied by λp to the corresponding resolvable
wavenumber component of the 1D DFT basis. The complex conjugate property of the
eigenvalues results in −φp = φNx−p+2 for p = 2, . . . , Nx. Then,
νp =

1, for |λp| = 1 and φp = 2pis, s ∈ Z,
1+|λp|














∣∣∣∣∣ eiκp , for |λp| = 1 and φp 6= 2pis, s ∈ Z,
[1−|λp|L+1ei(L+1)φp ][1−|λp|2][1−|λp|e−iφp ]
[1−|λp|2(L+1)][1+|λp|2−2|λp| cos(φp)] , for |λp| < 1 and φp 6= 2pis, s ∈ Z,
(3.76)






, κp ∈ [−pi, pi), (3.77)
for p = 1, . . . , Nx.
When λp does not introduce numerical model error into the corresponding resolvable
wavenumber component, νp = 1, so the corresponding resolvable wavenumber compo-
nent of x˜0 is preserved in xa. A solely numerically dissipative λp with respect to the
corresponding resolvable wavenumber component, creates an amplification factor that
only affects the amplitude of the corresponding resolvable wavenumber component.
74
Chapter 3. The 1D Linear Advection Problem
In the case of a solely numerically dispersive eigenvalue of M , the amplification fac-
tor affects both the phase and amplitude of the corresponding resolvable wavenumber
component. The affect on the magnitude is due to interference between the correspond-
ing resolvable wavenumber components making up each set of observations yl in the










that makes up a part of νp in this instance, is called the Dirichlet Kernel [75].
A numerically dissipative and dispersive eigenvalue of M , creates an amplification
factor that is a combination of the numerically dissipative and dispersive amplification
factors in Equation (3.76). However, it is not possible to isolate the dissipative and
dispersive effects from one another. The magnitude and phase of the spectra of the
model resolution matrix for each scheme are plotted in Figures 3.8, 3.10 and 3.12.
The contribution of ρL to the analysis vector is not as easy to analyse, but can be
reduced by choosing an x˜0 that is minimally constructed from unresolvable wavenum-
ber components or by increasing Nx. High wavenumber components are required to
resolve small details in a function, such as corners created by discontinuities or rapidly
varying functions. Smoother functions are mainly constructed from low wavenumber
components [7]. The smoother a function, the higher its regularity, therefore a higher
regularity initial condition will reduce ρL. Here regularity is defined as in Definition
3.8. Choosing h = 1 leads to ρL = 0.
In order to understand the effects of numerical dissipation and/or dispersion on
the analysis vector, it is not enough to just analyse the error between the analysis
vector xa and the discrete sample of the true initial condition x˜0, using some norm.
This does not provide all the information required to assess the quality of the analysis
vector. We also need to understand how numerical dissipation and/or dispersion affects
the contribution of each wavenumber component, to the numerical solution. This is
especially true with initial conditions containing discontinuities.
Therefore, we begin our analysis of the effects of the model resolution matrix on x˜0
and the contribution of ρL to the analysis vector, by considering a low regularity initial
condition in the form of the 1D square function in (4.28). The 1D square function has
regularity zero, requiring many high wavenumber components to resolve the edges of
the wave. The vector x˜0 is then a discrete sample of the 1D square function. The
1D square function allows us to analyse the ability of strong constraint 4D-Var data
assimilation, to reconstruct initial conditions that contain unresolvable wavenumber
components, in the presence of numerical dissipation and/or dispersion. This tests the
effects of numerical dissipation and/or dispersion on strong constraint 4D-Var, in the
same way as Durran’s “spike test” [6].
There is also another possible application for this analysis. Strong constraint 4D-
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Var data assimilation finds a maximum likelihood estimate [2] for the initial condition of
the forward model, used to numerically solve the model equations, for the considered
physical system. This estimate is made using observations of the physical system,
taken over the assimilation window. Therefore the results of the numerical model,
using the analysis vector as an initial condition, provide a good fit to the observations
over the assimilation window. The numerical model produces a solution which contains
numerical model error. Strong constraint 4D-Var minimises the impact of this error, by
constructing the analysis vector so that the error introduced by the numerical model,
is implicitly minimised across the assimilation window. The effect is that the point in
time when the numerical model is closest to the true state of the physical system, is at
some point over the assimilation window. This idea is demonstrated by Figure 3.7(a).
However in applications such as NWP, it is desirable to have the numerical model
produce the “ ‘best’ estimate” [2] for the state of the physical system, over the forecast
window. Therefore we desire a way to modify strong constraint 4D-Var, such that the
effects of numerical model error are minimised across the forecast window, rather than
the assimilation window as demonstrated by Figure 3.7(b). This method still needs
to make use of the observations taken over the assimilation window. Analysing the
structure of the analysis vector may help to design such a method, by allowing the
impact of the numerical model on the analysis vector, to be seen directly.
In Sections 3.10.1-3.10.3, the magnitude and phase of the spectra of AL are analysed
for the three schemes, in terms of the real wavenumber components of the solution,
together with the result of applying AL to x˜0, for the 1D square function when using
L = 4. Here we remind the reader that L + 1 is the number of sets of observations
in time. The corresponding ρL and xa for the 1D square function are also shown for
L = 4. The reader is reminded that AL acts upon all wavenumber components of x˜0
through the effects of aliasing. The eigenpair properties of νp can be seen through the
line of symmetry in the centre of the plots for the magnitude of νp and the rotational
symmetry in the plots for the phase of νp.
We remind the reader here the effects of AL on the real wavenumber components
of x˜0, can be seen in the first Nx+12 (Nx odd) values of p, due to the complex conjugate
properties of the eigenvalues of the schemes. This property results in the discontinuity
seen in Figure 3.12(b). The magnitude and phase of νp are plotted against (p − 1) as
these are the wavenumbers of the resolvable wavenumber components of the Fourier
series for the numerical solution. Increasing p over p = 1, . . . , Nx+12 , represents increas-
ing the wavenumber of the resolvable real wavenumber component from low to high.
The discussions below will make use of this terminology.
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(a) Strong constraint 4D-Var data assimilation minimises the effects of numerical model error, over the
assimilation window.
(b) Applications such as numerical weather prediction would prefer that strong constraint 4D-Var data
assimilation minimise the effects of numerical model error over the forecast window.
Figure 3.7: Strong constraint 4D-Var data assimilation minimises the effects of numerical
model error, over the assimilation window. Figure 3.7(a) provides a visual representation of
this property. It shows that the effects of numerical model error, on the forecast from the
analysis vector, increases over the forecast window. Applications such as numerical weather
prediction would prefer that the effects of numerical model error on strong constraint 4D-Var
data assimilation, be minimised over the forecast window. This idea is represented in Figure
3.7(b).
3.10.1 The Upwind scheme
When h = 0.5, the Upwind scheme is a numerically dissipative and non-dispersive
scheme with respect to the resolvable wavenumber components of the numerical solu-
tion, except when p = 1. As discussed in Section 3.5.1, this results in the aliasing error
introduced by the scheme, being both numerically dissipative and dispersive. These
properties of the Upwind scheme and the numerically dispersive aliasing errors intro-
duced by the MNIMC scheme, dictate the oscillations in ALx˜0 and ρL, compared to
x˜0 and 0 ∈ RNx respectively.
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Examining the phase of the eigenvalues of AL in Figure 3.8(b), we see that all
the resolvable wavenumber components of x˜0 are propagated with the correct phase
speed. As a result, there are no destructive or constructive interference effects affecting
the magnitude of the eigenvalues of AL, in Figure 3.8(a). Examining the magnitude
of the eigenvalues of AL, we see that all but the lowest real resolvable wavenumber
components (ie: p = 1) of x˜0 are amplified by AL. The greatest amplification effects are
experienced by the medium real resolvable wavenumber components. As L increases,
the amplification of the lower real resolvable wavenumber components of x˜0 increases.
The plots of ALx˜0 and ρL in Figure (3.9) demonstrate oscillations at the locations
of the discontinuities making up the 1D square function in x˜0. The discontinuities are
formed from the unresolvable wavenumber components of the 1D square function, so
these oscillations represent a failure to propagate the unresolvable wavenumber compo-
nents of x˜0. As ρL corrects for the aliasing errors introduced by the MNIMC scheme,
this verifies that the oscillations are due to errors in the propagation of the unresolvable
wavenumber components of x˜0. Adding ρL to ALx˜0, removes the effects of aliasing in-
troduced by the MNIMC scheme into ALx˜0, in order to construct xa in Figure 3.9(c).
This visibly improves the width of the oscillations in xa in Figure 3.9(c) when compare
to ALx˜0 in Figure 3.9(a). This indicates how important accounting for the effects of
aliasing can be. The error in xa is solely due to numerical model error introduced by
using the Upwind scheme as the forward model. Similar results follow for the remaining
schemes in Figures (3.11) and (3.13), with regard to the effects of aliasing errors.
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(a) Magnitude of the amplification factors.
(b) Phase of the amplification factors.
Figure 3.8: The magnitude and phase of the spectrum of the model resolution matrix, AL for
L = 4, together with their limit as L → ∞, for the Upwind scheme when h = 0.5, µ = 1 and
Nx = 101 (∆t = 1202). The magnitude and phase of the spectrum of AL for the MNIMC scheme
is included for comparison, using the same variables.
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(a) ALx˜0
(b) ρL
(c) xa = ALx˜0 + ρL
Figure 3.9: The analysis vector, xa = ALx˜0 +ρL, for the 1D square function initial condition
in (4.28), when using the Upwind scheme and perfect observations, yl = y˜l = x˜l + rl, for
h = 0.5, µ = 1, Nx = 101 and L = 4 (∆t = 1202).
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3.10.2 The Preissman Box scheme
The Preissman Box scheme is always numerically non-dissipative with respect to all
wavenumber components of the numerical solution, when solving the 1D linear ad-
vection problem. When h = 0.5 the scheme is numerically dispersive with respect to
the resolvable wavenumber components except when p = 1, introducing aliasing in
the form of numerical dispersion, as discussed in Section 3.5.1. These properties of
the Preissman Box scheme and the numerically dispersive aliasing errors introduced
by the MNIMC scheme, determine the oscillations in ALx˜0 and ρL compared to x˜0
and 0 ∈ RNx , respectively in Figure 3.11. This means that only numerically dispersive
effects introduce errors into ALx˜0 and ρL.
Examining the eigenvalues of AL in Figure 3.10, we see that the numerically disper-
sive effects of the schemes affect both the magnitude (Figure 3.10(a)) and phase (Figure
3.10(b)) of the eigenvalues. As there is no numerical dissipation taking place, it is solely
the affects of destructive interference between the wavenumber components of sets of
observations in time, that is causing the attenuation of the resolvable wavenumber
components of x˜0. This was discussed in Section 3.10. The amplitude of the lowest re-
solvable real wavenumber component is the only one not affected (p = 1) by destructive
interference, as this wavenumber is always correctly propagated by the Preissman Box
and MNIMC schemes. In this instance, the low to medium resolvable real wavenumber
components experience a small attenuation effect, whilst the medium to high resolvable
real wavenumber components experience a much larger attenuation. The highest re-
solvable real wavenumber components are almost attenuated to zero. As the number of
sets of observations in the assimilation window is increased, it is not possible to define
a limit for the phase of the eigenvalues of AL as L→∞. However Figure 3.10(a) shows
that as L→∞, the magnitude of all eigenvalues of AL except ν1, decay to zero. This
will be discussed in Section 3.10.5. The effects of destructive interference on the 1D
square function initial condition in x˜0, can be seen in Figure 3.11. The discussion on
the effects of adding ALx˜0 and ρL in Figures 3.11(a) and 3.11(b) respectively, to create
xa in Figure 3.11(c), is similar to that in Section 3.10.1 for the Upwind scheme.
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(a) Magnitude of the amplification factors
(b) Phase of the amplification factors
Figure 3.10: The magnitude and phase of the spectrum of the model resolution matrix, AL
for L = 4, together with the limit as L→∞ for the magnitudes, for the Preissman Box scheme
when h = 0.5, µ = 1 and Nx = 101 (∆t = 1202). The magnitude and phase of the spectrum of
AL for the MNIMC scheme is included for comparison, using the same variables.
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(a) ALx˜0
(b) ρL
(c) xa = ALx˜0 + ρL
Figure 3.11: The analysis vector, xa = ALx˜0+ρL, for the 1D square function initial condition
in (4.28), when using the Preissman Box scheme and perfect observations, yl = y˜l = x˜l + rl,
for h = 0.5, µ = 1, Nx = 101 and L = 4 (∆t = 1202).
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3.10.3 The Lax-Wendroff scheme
When h = 0.5, the Lax-Wendroff scheme is both numerically dissipative and dispersive
with respect to the resolvable wavenumber components of the numerical solution, except
when p = 1. As discussed in Section 3.5.1, this results in the aliasing error introduced
by the scheme, being both numerically dissipative and dispersive. These properties
of the scheme, along with the numerically dispersive aliasing errors introduced by the
MNIMC scheme, dictate the oscillations present in ALx˜0 and ρL compared to x˜0 and
0 ∈ RNx , respectively.
Examining the eigenvalues of AL in Figure 3.12, we see that the amplitude of the
eigenvalues in 3.12(a) appear to experience a combination of the amplification affects
seen in Figure 3.8(a) for the Upwind scheme and the attenuation affects seen in Fig-
ure 3.10(a) for the Preissman Box scheme. Comparing the formulation of νp for a
numerically dissipative and dispersive eigenvalue of a scheme, with that of νp for a
numerically dissipative and non-dispersive eigenvalue a scheme and νp for a numeri-
cally non-dissipative and dispersive eigenvalue of a scheme, we see that the former is
some combination of the latter two. However, it is not possible to separate the numeri-
cally dissipative and dispersive effects in νp for a numerically dissipative and dispersive
eigenvalue of a scheme. The combination of effects sees the medium and the highest
real resolvable wavenumber components of x˜0, amplified and attenuated respectively
for the Lax-Wendroff scheme, when L = 4. The amplification effects seem to balance
the attenuation effects so no real resolvable wavenumber components are attenuated
to zero. The discussion on the effects of adding ALx˜0 and ρL in Figures 3.13(a) and
3.13(b) respectively, to create xa in Figure 3.13(c), is similar to that in Section 3.10.1
for the Upwind scheme.
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(a) Magnitude of the amplification factors
(b) Phase of the amplification factors
Figure 3.12: The magnitude and phase of the spectrum of the model resolution matrix, AL for
L = 4, together with their limit as L→∞, for the Lax Wendroff scheme when h = 0.5, µ = 1
and Nx = 101 (∆t = 1202). The magnitude and phase of the spectrum of AL for the MNIMC
scheme is included for comparison, using the same variables.
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(a) ALx˜0
(b) ρL
(c) xa = ALx˜0 + ρL
Figure 3.13: The analysis vector, xa = ALx˜0+ρL, for the 1D square function initial condition
in (4.28), when using the Lax-Wendroff scheme and perfect observations, yl = y˜l = x˜l + rl, for
h = 0.5, µ = 1, Nx = 101 and L = 4 (∆t = 1202).
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3.10.4 The MNIMC scheme
The MNIMC scheme is numerically non-dissipative and non-dispersive, with respect to
the resolvable wavenumber components of the numerical solution, for any h ∈ R+. As
a result, AL = INx so ALx˜0 recovers x˜0 in Figure 3.14(a). The magnitude and phase
of the spectrum of AL can be seen in Figures 3.8, 3.10 and 3.12. The oscillations in
ρL in Figure 3.14(b), are due to the aliasing errors in the MNIMC scheme as h = 0.5.
Despite ALx˜0 recovering x˜0, ρL is still added to ALx˜0 to create xa, creating oscillations
in xa in Figure 3.14(c). When h ∈ N, the MNIMC scheme does not introduce aliasing
errors, so ρL = 0. Therefore xa = x˜0 in this instance.
3.10.5 The length of the assimilation window
Another factor that affects the behaviour of numerical model error is the length of
the assimilation window. It is important to understand whether the extra time and
processing power required to include more observations will yield an improvement in




1, for |λp| = 1 and φp = 2pis, s ∈ Z,
1 + |λp|, for |λp| < 1 and φp = 2pis, s ∈ Z,
0, for |λp| = 1 and φp 6= 2pis, s ∈ Z,
(1−|λp|2)(1−|λp|e−iφp )
1+|λp|2−2|λp| cos(φp) , for |λp| < 1 and φp 6= 2pis, s ∈ Z.
(3.79)
When |λp|  1, νp is very close to its limit for L→∞, for a relatively small value
of L when considering numerically dissipative eigenvalues. This can be seen in Fig-
ures 3.8(a) and 3.12(a) where the amplification factors for the highest real resolvable
wavenumber components are approaching their limit for L → ∞, when L = 4. Hence
increasing the length of the assimilation window for the Upwind and Lax-Wendroff
schemes, will not affect the contribution of the high resolvable real wavenumber com-
ponents to the analysis vector and its forecast. The amplification factor for the lower
resolvable real wavenumber components can be altered by increasing the length of the
assimilation window.
In the case of a numerically non-dissipative and dispersive eigenvalue λp, such as
those found in the Preissman Box scheme, νp → 0 as L→∞. This can be seen in Figure
3.10(a). This leads to ALx˜0 → 0 as L → ∞. Therefore as the length of the length of
the assimilation window is increased, by adding extra observations, the contribution of
ALx˜0 to xa decreases. This shows that as more sets of observations are included in time,
destructive interference increases between the corresponding wavenumber components
(see Section 3.10), leading to a loss of information in xa and its subsequent forecast.
Hence for a solely numerically dispersive scheme, increasing the number of sets of
observations in the assimilation window does not necessarily improve the accuracy of
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(a) ALx˜0
(b) ρL
(c) xa = ALx˜0 + ρL
Figure 3.14: The analysis vector, xa = ALx˜0+ρL, for the 1D square function initial condition
in (4.28), when using the MNIMC scheme and perfect observations, yl = y˜l = x˜l + rl, for
h = 0.5, µ = 1, Nx = 101 and L = 4 (∆t = 1202).
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the analysis vector and its forecast. We are unable to calculate at this point how ρL
behaves as the number of sets of observations in the assimilation window is increased,
as we do not know how rl behaves for l = 1, . . . , b− 1 as l →∞. This analysis will be
completed in Section 4.3.1.
3.11 Summary
In this Chapter, we have explored the effects of numerical model error, introduced by
finite difference schemes, on the analysis vector created through strong constraint 4D-
Var data assimilation. The 1D linear advection problem was considered as our physical
system. The data assimilation problem set out in Section 2.3 was considered in the ab-
sence of all forms of error other than numerical model error. Finite difference schemes
were used as forward models to solve the 1D linear advection problem, introducing nu-
merical model error through the approximation of derivatives by finite differences. This
error could be classified as numerically dissipative and/or numerically dispersive. Nu-
merical dissipation and numerical dispersion occurred when the magnitude and phase
respectively, of a wavenumber component, was incorrectly propagated by the scheme.
Metrics were designed to provide a way of measuring the numerically dissipative and
dispersive properties of finite difference schemes used to solve the considered 1D linear
advection problem.
As all other forms of error had been removed from the problem, we required a
way to generate perfect observations of the physical system both numerically and al-
gebraically. Generating perfect observations for the 1D linear advection problem was a
challenge and would be for any considered PDE. In the case of the 1D linear advection
problem, the form of the solution allows observations to be generated numerically using
MATLABs R©circshift function [74]. However, this is not possible for most other PDEs
we could consider. The development of the MNIMC scheme allowed perfect observa-
tions to be defined algebraically in terms of the scheme plus an additive correction term
to correct for aliasing errors. The scheme was defined to be numerically non-dissipative
and non-dispersive with respect to all resolvable wavenumber components of the nu-
merical solution, for all values of the CFL number h ∈ R+. However when h /∈ N, the
scheme introduces aliasing errors in the form of numerical dispersion.
The MNIMC scheme was developed using the analytical solution for the physical
system in Fourier series form. It was found that the aliasing errors introduced by the
scheme had a shifted periodic nature. This property means that the scheme could be
used to generate perfect observations numerically for the physical system as well as
algebraically. This asks the question ‘is it possible to define such a scheme for other
PDEs and will the aliasing errors also have a shifted periodic nature?’ This would
allow perfect observations to be generated for investigating other PDEs. However, this
scheme is not always advantageous as it is computationally expensive.
Using the MNIMC scheme to construct perfect observations algebraically, allowed
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the analysis vector to be defined in terms of an amplification matrix acting upon the
true initial condition we wish to recover plus an additive term correcting for the accumu-
lative effects of aliasing errors introduced by the MNIMC scheme. This interpretation
allowed for the effects of numerical dissipation and/or numerical dispersion in the re-
solvable wavenumber components of the numerical solution, to be analysed through
the eigenvalues of the amplification matrix. By considering the Upwind, Preissman
Box, Lax-Wendroff and MNIMC finite difference schemes for h = 0.5, this allowed the
affects on the analysis vector of numerical dissipation and dispersion on the resolv-
able wavenumber components of the numerical solution from a scheme, to be viewed
individually and in combination.
This analysis revealed that increasing the number of observations in time does
not necessarily improve the contribution from real resolvable wavenumber components,
whose corresponding eigenvalues in the scheme have a magnitude close to zero and is
numerically dissipative with respect to the resolvable wavenumber components of the
numerical solution. In the case of the Upwind and Lax-Wendroff schemes, these are
the high real resolvable wavenumber components of the analysis vector.
A numerically non-dissipative and dispersive eigenvalue of a scheme with respect
to the resolvable wavenumber components, introduces destructive interference between
the wavenumber components of sets of observations. This results in a loss of information
in the analysis vector. Increasing the number of sets of observations in the assimilation
window increases the destructive interference, resulting in an increase in the loss of
information. Therefore increasing the number of sets of observations in the assimilation
window decreases the accuracy of the analysis vector made using this type of finite
difference scheme and hence the forecast made from it. This is counter-intuitive as
you would generally expect that providing the 4D-Var process with more observations
would increase the accuracy of the analysis vector.
A scheme with a numerically dissipative and dispersive eigenvalue with respect to
its corresponding resolvable wavenumber component of the numerical solution, was
seen to possess a combination of the effects seen from eigenvalues that were numer-
ically dissipative and non-dispersive and those that were numerically non-dissipative
and dispersive with respect to the resolvable wavenumber components of the numer-
ical solution. In this instance, numerical dissipation appeared to reduce the effects
of destructive interference, introduced by the numerically dispersive properties of the
eigenvalue.
In the next Chapter we continue to investigate the problem considered in this
Chapter, but investigate the behaviour of the l2-norm of the error in the analysis
vector, with respect to the number of discretisation points when considering full sets
of observations, the number of sets of observations in the assimilation window, the
numerically dissipative and dispersive properties of the finite difference scheme and the
smoothness of the initial condition.
In the latter half of the next Chapter, we will re-introduce observation errors into the
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problem. Observation errors have the greatest impact on the accuracy of the analysis
vector [3], so it is important to understand how our considered numerical model error
and observation errors behave in combination. To this end, we will also explore the
l2-norm of the error in the analysis vector for this problem, in the same way.
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The Effect of Numerical Model Error on the Analysis Vector
One way to measure the impact of numerical model error on 4D-Var data assimilation,
is to measure the accuracy of the analysis vector that it creates. The analysis vector is
a “ ‘best’ estimate” [2] of the true initial condition, for the system of interest. Applica-
tions such as tomography and sonar and those that use 3D-Var data assimilation, use
the analysis vector directly. Therefore the accuracy of the analysis vector is of great
importance for these applications. Numerical weather prediction (NWP) makes use of
both 3D-Var and 4D-Var data assimilation techniques. 4D-Var data assimilation uses
the analysis vector as an initial condition in the numerical model for the system, in
order to generate a forecast. Here the accuracy of the forecast over the forecast window
is of greatest importance. The accuracy of the forecast is determined by the accuracy
of the analysis vector and the numerical model used to generate the forecast. In both
applications, the accuracy of the analysis vector plays a role in the accuracy of our
desired outcome.
This chapter analyses the behaviour of the l2-norm of the error in the analysis vector
created by strong constraint 4D-Var data assimilation, for the 1D linear advection
problem considered in Chapter 3. The advantage of performing this analysis for the
1D linear advection problem is that we know the true initial condition the analysis
vector is trying to re-construct. This allows us to quantify the error in the analysis
vector and analyse its behaviour [58]. In reality, it generally is not possible to know the
true initial condition for the system and hence discover the error present. Therefore
it is important to understand the effects of numerical model error on the accuracy of
the analysis vector, in problems where the true initial condition can be known. These
results can then be translated to more complex problems, to help identify the effects
of numerical model error and minimise them.
Analysing the behaviour of the l2-norm of the error in the analysis vector will allow
us to determine whether increasing the number of discretisation points when consider-
ing full sets of observations or the number of sets of observations in the assimilation
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window, decreases the l2-norm of the error in the analysis vector. It is important to
understand whether the extra computational resources required to make use of this
extra data, yields any improvement in the accuracy of the analysis vector. Combining
this information with the results on the quality of the analysis vector from Chapter 3,
will provide a guide as to the best choice of scheme for our considered strong constraint
4D-Var problem, when considering the 1D linear advection problem.
Initially we consider the error in the analysis vector in the absence of all forms
of error, other than numerical model error in the form of numerical dissipation and
dispersion, due to the approximation of derivatives by finite differences in the forward
model. In the first half of this chapter, we develop two bounds for the error in the
analysis vector; one using the truncation error of the considered finite difference scheme
and the other using a spectral approach. The aim of such a bound is to determine
whether it can be used to characterise the behaviour of the error in the analysis vector
due to numerical model error introduced by finite difference schemes. The bound
developed through the spectral approach explicitly depends upon the regularity of the
true initial condition, the number of discretisation points when considering full sets of
observations, the number of sets of observations over the assimilation window and the
numerically dissipative and dispersive properties of the finite difference scheme used as
the forward model, so we choose to analyse this bound in detail, as we are interested
in how these factors affect the error in the analysis vector.
We pose the bound as the sum of six summations and through numerical experi-
ments, determine the dominant summations of the bound which produce its behaviour
for each considered scheme. Asymptotic expansions are used to try and characterise
the behaviour of these summations analytically. The numerical behaviour of the bound
found through the dominant summations, is compared against results from strong con-
straint 4D-Var data assimilation numerical experiments, for the same schemes and true
initial conditions with various regularities. This allows the effectiveness of the bound
to characterise the behaviour of the error in the analysis vector, to be assessed.
In the latter half of this Chapter, we will re-introduce observation errors into the
problem. Observation errors have the greatest impact on the accuracy of the analysis
vector [3], so it is important to understand how our considered numerical model error
and observation errors behave in combination. To this end, we will also explore the
behaviour of the l2-norm of the error in the analysis vector for this problem, by devel-
oping a bound for this quantity using a similar spectral approach and determining if
its suitable for characterising the behaviour of the error.
Once we have completed our analysis, we then move onto a discussion of how the
deterministic model error operator for use in the weak constraint 4D-Var problem, can
be posed for the 1D linear advection problem.
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4.1 Error analysis via the local truncation error
The impact of numerical model error on the accuracy of the analysis vector and its
subsequent forecast, can initially be investigated in terms of the local truncation error
present in the considered finite difference scheme used as the forward model. Lemma
4.1 describes the error in the analysis vector and its forecast over the forecast window,
in terms of the local truncation error of each of our considered finite difference schemes.
Let τ lj ∈ R denote the local truncation error, in the lth step of the numerical model
implemented by the matrix M , at xj in space for l ∈ N0 and j = 0, . . . , Nx − 1. Then
by the consistency of our considered schemes, for sufficiently smooth initial conditions,
we have that τ lj → 0 as ∆t,∆x→ 0. [14] We now take advantage of this property and
use it to show that the l2-norm of the error in the analysis vector decays to zero as
∆t,∆x→ 0.
Lemma 4.1. Let the conditions in Assumptions 3.2, allowing the matrix M to im-
plement a finite difference scheme for solving the 1D linear advection problem, hold
true. Let the CFL number h ∈ R+ be constant and valued such that the finite difference
scheme implemented by M is convergent. Also, define x˜0 as in Section 3.9 and let
u0(x) be sufficiently smooth such that τ lj → 0 as ∆x,∆t → 0 for all l = 0, . . . , L and
j = 0, . . . , Nx − 1.
Suppose we consider the forecast made from the analysis vector by the forward model
M , s ∈ N0 time steps after the end of the assimilation window. Then as ∆x→ 0,
(a)
‖x˜0 − xa‖22 → 0, (4.1)
(b) ∥∥y˜L+s −ML+sxa∥∥22 → 0. (4.2)
Proof. A perfect observation is given by the vector y˜l,
y˜l = [u(x0, tl), . . . , u(xNx−1, t
l)]T , (4.3)
for l ∈ N0. The truncation error in the lth step of the finite difference scheme at xj ,
implemented by the matrix M is defined by,
τ lj = {y˜l}j+1 − {M y˜l−1}j+1 ,
for j = 0, . . . , Nx − 1. Define the vector τ l ∈ RNx such that τ l = [τ l0, . . . , τ lNx−1]T ,
resulting in,
τ l = y˜l −M y˜l−1. (4.4)
94




y˜0, for l = 0,∑l
q=1M
l−qτ q +M ly˜0, for l ∈ N.
(4.5)
In order to maintain the numerically dissipative and dispersive properties of the scheme
implemented by M , whilst altering the values of ∆x and ∆t, h must remain constant.
When the initial condition sampled in y˜0 is sufficiently smooth, τ lj → 0 as ∆t,∆x→ 0,
keeping h constant.
(a) Consider the error in the analysis vector, using (3.68), together with perfect obser-
vations yl := y˜l. As x˜0 := y˜0, substituting in (4.5) results in,










M l−qτ q. (4.6)
Taking the l2-norm we obtain,





























as |λp| ≤ 1 for all p = 1, . . . , Nx. By setting h to be constant, taking ∆x → 0,
results in ∆t,∆x → 0, hence τ lj → 0 for all j = 0, . . . , Nx − 1 and l = 0, . . . , L.
Then by the consistency of the numerical model,
‖x˜0 − xa‖22 → 0, as ∆x→ 0. (4.8)
(b) Consider the error in the forecast created by the analysis vector, at time s∆t after
the end of the assimilation window. Here we again consider perfect observations in
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as |λp| ≤ 1 for all p = 1, . . . , Nx. By setting h to be constant, taking ∆x → 0,
results in ∆t,∆x→ 0, hence τ lj → 0 for all j = 0, . . . , Nx − 1 and l = 0, . . . , L+ s.
Then by the consistency of the numerical model,
∥∥y˜L+s −ML+sxa∥∥22 → 0, as ∆x→ 0. (4.11)
Lemma 4.1 has shown for sufficiently smooth initial conditions and constant h,
that the error in the analysis vector and its forecast, decays to zero as ∆x → 0. As
∆x = 1Nx , this shows that as the number of discretisation points is increased when con-
sidering full sets of observations, the error in the analysis vector due to finite difference
approximations will decay to zero, for sufficiently smooth initial conditions.
The local truncation error for our considered schemes are; for the Upwind scheme
τ l+1j = O(N−2x ), for the Preissman Box and Lax-Wendroff schemes τ l+1j = O(N−3x ) [7]
and for the MNIMC scheme τ l+1j = O(N−rx ) where r denotes the regularity of the true
initial condition, as defined in Definition 3.8. We derived the consistency property of
the MNIMC scheme in Lemma 3.9. It is interesting to note that when h = 1, τ lj = 0
for all l ∈ N0 and j = 0, . . . , Nx − 1, resulting in the bounds in (4.7) and (4.10) being
equal to zero. This indicates that there is no error present in the analysis vector or
its forecast. When h = 1, each of our schemes corresponds to the NIMC scheme. We
determined in Section 3.10 that when this scheme is used in strong constraint 4D-Var
data assimilation, the analysis vector recovers the discrete sample of the true initial
condition u0(x), so there is no error present in the analysis vector. Therefore our
bounds are consistent with this knowledge.
If we consider the order of the truncation errors for each of our considered schemes
for 0 < h < 1, so that the Upwind and Lax-Wendroff schemes are convergent, we find
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x ), for the MNIMC scheme.
(4.12)
Substituting these into (4.7) and (4.10), we obtain,
‖x˜0 − xa‖22 =

O(L4N−3x ), for the Upwind scheme,
O(L4N−5x ), for the Preissman Box scheme,
O(L4N−5x ), for the Lax-Wendroff scheme,





O(L4N−3x ), for the Upwind scheme,
O(L4N−5x ), for the Preissman Box scheme,
O(L4N−5x ), for the Lax-Wendroff scheme,
O(L4N−2r+1x ), for the MNIMC scheme,
(4.14)
respectively, for sufficiently smooth initial conditions u0(x). Here we remind the reader
that for some functions f, g : R → R such that x 7→ f(x), g(x), f(x) = O(g(x)) ⇔
there exists some constant C ∈ R independent of x such that |f(x)| ≤ Cg(x) for all
x ∈ R [14].
Equations (4.13) and (4.14) provide an upper bound for the error in the analysis
vector and the error in the forecast s∆t through the forecast window, respectively. If
they are representative of the behaviour of the respective errors, they show that as
the number of discretisation points (Nx) when considering full sets of observations, is
increased, the errors decay as was determined in Lemma 4.1. If the bound is tight,
then they also show that as the number of sets of observations in the assimilation
window (L) is increased, the error in these quantities may increase. This would be
counter-intuitive as you would perhaps expect more information over time to increase
the accuracy of the analysis vector and consequently the forecast made from it.
We notice that the order of convergence of these bounds with respect to Nx is the
same for the Preissman Box and Lax-Wendroff schemes and that they converge to zero
faster than the Upwind scheme. This may be due to the numerically dissipative and dis-
persive properties of the schemes; both the Preissman Box and Lax-Wendroff schemes
are numerically dispersive whilst the Upwind scheme is numerically non-dispersive when
h = 0.5, with respect to the resolvable wavenumber components of the numerical so-
lution. However when 0 < h < 1 and h 6= 0.5, the Upwind scheme is numerically
dissipative and dispersive with respect to the resolvable wavenumber components. In
this instance, the orders of convergence in (4.12)-(4.14) for the Upwind scheme, remain
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unchanged. Therefore we cannot draw any conclusions about how the numerically dis-
sipative and dispersive properties of the schemes, affects the order of convergence of
the error, from examining these bounds if they do describe the behaviour of the error.
The behaviour of (4.13) and (4.14) with respect to L is identical for each scheme. This
is due to L not playing a part in the truncation error of the schemes.
Examining (4.13) and (4.14) for the MNIMC scheme, we see that the smoothness
of the true initial condition determines the order of convergence of the bounds with
respect to Nx, through its dependency on the regularity (r) of the true initial condition
u0(x). This demonstrates how the smoothness of the initial condition could influence
the behaviour of the error in the analysis vector. The truncation error for the Upwind,
Preissman Box and Lax-Wendroff schemes does not reveal this information, nor how
the numerically dissipative and dispersive properties of the schemes affect it. In the
next Section, instead of using the truncation error of the scheme, we use a spectral
approach to analyse the error in the analysis vector. This will potentially allow the
impact of these properties on the error in the analysis vector, to be observed directly.
4.2 Spectral approach in the absence of observation errors
A spectral approach allows for the error in the analysis vector to be investigated using
the eigenvalues of the scheme. Since it is errors in these eigenvalues that are the source
of our considered numerical model error, it would seem logical to investigate the error
in the analysis vector in this way. We are also able to explicitly observe the effect of the
smoothness of the initial condition we wish to recover. The smoothness of the initial
condition is given by the regularity of the initial condition, defined in Definition 3.8.
A spectral approach can be used to provide a bound for the l2-norm of the error
in the analysis vector for any regularity initial condition. Provided the bound behaves
similarly to the error, it can be analysed to determine the behaviour of the error in the
analysis vector. The effectiveness of this analysis is dependent on the tightness of the
bound and can be judged through comparing the numerical behaviour of the bound
with the same for the l2-norm of the error in the analysis vector, found through strong
constraint 4D-Var data assimilation numerical experiments.
The derivation of such a bound will focus on the eigenvalues of the considered
numerically dissipative and/or dispersive finite difference scheme. The result of Lemma
3.13 provides a way to express the analysis vector in terms of the eigenvalues of the
considered finite difference scheme and the MNIMC scheme,
‖x˜0 − xa‖22 = ‖(I −AL)x˜0 − ρL‖22 = ‖diag(1− νp)V ∗x˜0 − V ∗ρL‖22 . (4.15)
The eigenvalues of the schemes make up {νp}Nxp=1 and ρL, as described in (3.76) and
(3.72) respectively. Here diag(1 − νp) represents the Nx ×Nx diagonal matrix, where
1− νp resides along the main diagonal, in order of increasing p, p = 1, . . . , Nx.
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The effect of multiplying x˜0 and ρL by V ∗, is to apply the DFT as discussed in
Section 3.3. This identifies the coefficients of the DFT basis in constructing these
vectors. The Poisson summation (see Section 3.4.1) allows these coefficients to be
considered as a sum of Fourier coefficients, for the initial condition u0(x), sampled to
create the initial condition x˜0. As a result in order to create the required bound, a
bound on the Fourier coefficients is required.
4.2.1 A bound for the Fourier coefficients
A bound on the Fourier coefficients of a convergent Fourier series is stated in Carslaw
[61, p. 269], Henson [66, Theorem 3.5, p. 48] and Briggs and Henson [60, Theo-
rem 6.2, p. 187]. These statements are not accompanied by a proof, however Carslaw
[61] and Briggs and Henson [60] provide a sketch proof. This outline has been used to
create a proof in Appendix A for the bound on the Fourier coefficients, given in the
following Lemma.
Lemma 4.2. Let r ∈ N0 denote the maximum number of times the T -periodic function
f : R→ R, x 7→ f(x) can be differentiated such that f (α)(x) is continuous and piecewise
differentiable over (0, T ), for α = 0, . . . , r − 1 and frx(x) is piecewise continuous over
(0, T ) ie: f(x) has regularity r over (0, T ). Also let,
lim
x→0+
f (α)(x) = lim
x→T−
f (α)(x)
for α = 0, . . . , r− 1 and f(x) be piecewise monotone over (0, T ) and frx(x) be bounded
and piecewise monotone over (0, T ). Then the coefficients of the Fourier series for
f(x), given by fk ∈ C, k ∈ Z, can be bounded such that,
|fk| ≤
{
D1, for k = 0,
D2
|k|r+1 , for k ∈ Z \ {0},
(4.16)
where D1 := v1 ∈ R+, the bound on f(x) over (0, T ) and D2 := 4v2sT r(2pi)r+1 , where v2 ∈ R+
is the bound on f (r)(x) over (0, T ) and s is the number of monotone pieces f (r)(x) can
be broken up into on (0, T ). This results in D1 being a constant independent of k, Nx
and r and D2 being a constant independent of k and Nx but dependent on r.
Carslaw’s [61] statement of this Lemma requires all derivatives of f(x) up to the (r−
1)th derivative to be bounded over (0, T ) and satisfy Dirichlet’s Conditions. We do not
require these two conditions in Lemma 4.2. The continuous nature of all derivatives up
to the rth derivative of the function ensures that these derivatives are always bounded.
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Dirichlet’s conditions are not required for the proof as the statement contains the
necessary conditions of Theorem 3.1 for f(x) to possess a convergent Fourier series.
The proof in Appendix A allows for the identification of the constants in the bound,
where D1 is independent of k, Nx and r and D2 is dependent on r, but independent
of k and Nx. The proof also adds a small correction to the bound on f0, compared to
the statement of the bound in [61, 66, 60]. This is discussed in detail in Appendix A.
The bound is commonly stated over a domain of (−pi, pi), see [61, 66, 60]. This results
in D2 = 2v2spi , so the constant is independent of r. It should be noted that when r = 0,
v1 = v2. The lemma results in the same bound for fk and f−k k ∈ Z \ {0}, as these
coefficients are conjugate pairs.
The bound in (4.16) should be considered as k varies rather than as r varies. It
identifies how the Fourier coefficients fk of a function, decay as the magnitude of the
wavenumber k increases [76]. In this sense, it is appropriate to consider the limit of
the bound as |k| → ∞. A consequence of the Riemann-Lebesgue lemma [77, Theo-
rem 11.6, p. 313], is that the Fourier coefficients of f ∈ L1([0, T ]), decay as |k| → ∞.
Lemma 4.2 provides a bound which can be used to gauge the rate of decay of these
Fourier coefficients as |k| → ∞.
Consider the definition of regularity in Definition 3.8. Regularity is defined as the
maximum number of times the function f(x) can be differentiated such that it possess a
set of properties set out in the definition. Therefore when k 6= 0, changing r represents
a change of function to one that has a different maximum number of times the function
can be differentiated such that the same properties over the same domain hold, with
the same values. This means this new function has the same values for v1 and s over
the same domain.




and k 6= 0. When |k| is small, there may exist k such that |k| < T2pi . In
this instance T2pi|k| > 1, so as r increases, the bound on fk increases. As |k| increases,
there may exist |k| such that |k| = T2pi , in which case T2pi|k| = 1 and the bound on fk
remains constant with respect to r. Finally, when |k| > T2pi , T2pi|k| < 1 so the bound on
fk decreases as r increases. This agrees with our previous discussion in Section 3.10
that smoother functions (higher regularity functions) are constructed mainly from low
wavenumber components.
In the case of an initial condition where the function has infinite regularity, such as
for a Gaussian function, (4.16) indicates that fk decays faster than any finite power of
k as |k| → ∞ [76]. Boyd [76] states that it is not appropriate to consider (4.16) taking
the limit as r →∞, as the bound was designed to consider fk as |k| → ∞ for fixed r.
If we were to consider the limit as r →∞ when T2pi < 1, then for any k 6= 0, D2|k|r+1 → 0
as |k| → ∞. This implies that fk = 0 for all k ∈ Z \ {0}, which is generally not true,
as is the case for a Gaussian function. In the case of infinite regularity functions, this
bound will be considered for large r instead.
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4.2.2 A bound for the error in the coefficients found via the 1D DFT
Section 3.4.1 discussed the idea of using the Poisson summation to construct the coef-
ficients of the 1D DFT of a function with a convergent Fourier series. We can use this
formulation to determine the error between the coefficient determined by the 1D DFT
and coefficient of the Fourier series, for the same resolvable wavenumber component of
the function. The bound in (4.16) then allows us to identify a bound for this error.
This bound is found stated in Briggs at al. [60, Theorem 6.3, p. 188] and is proved in
Henson [66, Theorems 3.6 and 3.7 p. 49-50]. We will find this bound useful for creating
a bound on the l2-norm of the error in the analysis vector, so state it in the following
Lemma.
Lemma 4.3. Let the assumptions of Lemma 4.2 hold true. Additionally let the left-
and right-hand derivatives of f(x) with respect to x, exist for all x ∈ [0, T ] and let
xq = q∆x, where ∆x = TNx . Then,∣∣∣∣ 1Nx ∑Nxq=1 f(xq−1)e−2pii(k−1)(q−1)Nx − fk−1
∣∣∣∣ ≤ D3Nr+1x , for k = 1, . . . , ⌊Nx2 ⌋+ 1,∣∣∣∣ 1Nx ∑Nxq=1 f(xq−1)e−2pii(k−1)(q−1)Nx − fk−1−Nx





D2[4 + 2ζ(2)] + 2v1w, for r = 0,
D2[2r+1 + 2ζ(r + 1)], for r ∈ N.
(4.18)
The constants v1 and s are defined as in Lemma 4.2 and ζ(·) denotes the Riemann
Zeta function. Here w ∈ N is the number of sub-domains [xj , xj+1], j = 0, . . . , Nx − 1,
where u0(x) contains a discontinuity and is assumed to be finite. The constant D3 is
dependent on r, but independent of k and Nx.
The statement of this Lemma has been modified due to the changes in the statement
of Lemma 4.2, which it depends upon, and to make use of the notation used for this
thesis. An extra case and a small correction have also been added to the proof found
in [66]. These are discussed in Appendix A and result in an alternative definition for
D3 when r = 0, compared to Henson [66].





Nx is the 1D
DFT defined in Section 3.3.1, of the discrete sample of f(x) over [0, T ), multiplied by
the factor 1√
Nx





+1. So (4.17) provides a bound for the error between
the coefficient of a resolvable wavenumber found by the 1D DFT, in comparison to the
true Fourier coefficient for that wavenumber component. As previously mentioned,
this result is derived using the Poisson summation and the result of Lemma 4.2. This
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requires that the Fourier series be convergent, hence the assumption on the left- and
right-hand derivatives of f(x) in the statement. The use of Lemma 4.2 means that it
is not appropriate to consider this result as r →∞.
Lemma 4.3 assumes that w does not increase with Nx. In reality, when increasing
the number of discretisation points, more subdomains are created. This divides the
discontinuities in a sub-domain of the lower resolution discretisation, into several sub-
domains in the higher resolution discretisation. As a results, w has the potential to
grow with Nx. This means that by increasing the number of discretisation points you
may also be increasing the number of grid sub-domains which contain a discontinuity.
Hence w may be O(Nx), altering the outcome of Lemma 4.3 for r = 0. This case
requires further research.
4.2.3 A bound on the error in the analysis vector
Now Lemmas 4.2 and 4.3 have been established, they can be used to find a bound on
the error in the analysis vector, through (4.15).
Lemma 4.4. Let the assumptions of Lemma 4.3 hold for the function u0(x) defined in
problem (3.1), over its domain [0, 1). Also let the conditions in Assumptions 3.2 hold
true, allowing xa to be defined as in (3.70) and the MNIMC scheme to be defined as
in Definition 3.7. Additionally let x˜l be defined as in Section 3.10, for all l = 0, . . . , L.
Then,
‖x˜0 − xa‖22 ≤ Nx
{













where D1, D2 and D3 are defined as in Lemmas 4.2 and 4.3. Also,
ξp =
∣∣∣∣∑L−[L]bb −1l=0 [|λp|beibφp]l∣∣∣∣ {∑b−1y=1 |λp|y}+ |λp|L−[L]b∑[L]by=1 |λp|y∑L
k=0 |λp|2k
. (4.20)










, for p = Nx+32 , . . . , Nx.
(4.21)
Here Nx is considered odd as this is a requirement for the implementation of the
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MNIMC scheme. Equation (3.70) of Lemma 3.13 gives that,
x˜0 − xa = (I −AL)x˜0 − ρL.
Then by taking the l2-norm and applying the triangle inequality,
‖x˜0 − xa‖22 = ‖(I −AL)x˜0 − ρL‖22 ≤
Nx∑
p=1
{|1− νp| |Fp(x˜0)|+ |Fp(ρL)|}2 . (4.22)








Fp(x˜0)− cp−1 + cp−1




Fp(x˜0)− cp−1−Nx + cp−1−Nx










































, for p = Nx+32 , . . . , Nx,
(4.24)
by (4.16) and (4.17),
Now consider |Fp(ρL)| where ρL is defined in (3.72). By the triangle inequality, a
bound is given in terms of |Fp(rl)| for finite L,
|Fp(ρL)| ≤




for p = 1, . . . , Nx.
Consider |Fp(rj)| for 1 ≤ j ≤ b − 1, using (3.54), add and subtract the relevant
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∣∣∣∣ 1√NxFp(y˜j)− cp−1e−2pii(p−1)jhNx + cp−1e−2pii(p−1)jhNx − λ˜jp 1√NxFp(x˜0)
∣∣∣∣ ,
for p = 1, . . . , Nx+12 ,√
Nx
∣∣∣∣ 1√NxFp(y˜j)− cp−1−Nxe−2pii(p−1−Nx)jhNx + cp−1−Nxe−2pii(p−1−Nx)jhNx
−λ˜jp 1√NxFp(x˜0)
∣∣∣ ,






∣∣∣∣+ ∣∣∣ 1√NxFp(x˜0)− cp−1∣∣∣
}
,
for p = 1, . . . , Nx+12 ,√
Nx
{∣∣∣∣ 1√NxFp(y˜j)− cp−1−Nxe−2pii(p−1−Nx)jhNx
∣∣∣∣+ ∣∣∣ 1√NxFp(x˜0)− cp−1−Nx∣∣∣
}
,






The bound on the error in Fp(y˜l) also uses the same D3 coefficient, because Fp(y˜l) is
the 1D DFT of u(x, l∆t) = u(x− µl∆t, 0) = u0([x− µl∆t]1), so has the same bounds
and number of monotone pieces as u0(x) over [0, 1).
Let ξp be defined as in the statement of the Lemma for p = 1, . . . , Nx. Notice
that as λp = λNx−p+2 for p = 2, . . . , Nx, similarly ξp = ξNx−p+2 for p = 2, . . . , Nx.







Then combining (4.22), (4.24) and (4.27) and as |1 − νp| = |1 − νNx−p+2| and ξp =
ξNx−p+2 for p = 2, . . . , Nx, for r ∈ N0, results in (4.19).
Lemma 4.4 provides a bound for the l2-norm of the error in the analysis vector. It is
explicitly dependent on the regularity of the initial condition u0(x) over (0, 1) denoted
by r, the dissipative and dispersive properties of the imperfect finite difference scheme
via νp, the number of discretisation points in space given by Nx when considering full
sets of observations and the number of sets of observations taken over the assimilation
window L. As Lemma 4.4 makes use of the results from Lemmas 4.2 and 4.3, it is not
appropriate to consider (4.19) at the limit r → ∞. Instead large r will be considered
in this instance.
In Section 3.10, we determined that by choosing h = 1 for any of our schemes, the
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error in the analysis vector is zero. This is equivalent to choosing the NIMC scheme.
Examining the bound in (4.19), we find that when h = 1, this bound is also zero.
This means that our bound is consistent with this property and also concurs with our
analysis of the error in the analysis vector for h = 1, via the local truncation error in
Section 4.1.
In the case of the Upwind, Preissman Box and Lax-Wendroff schemes, ν1 = 1.
Hence the terms relating to ν1 in the bound in (4.19), are zero. In the case of the
MNIMC scheme, νp = 1 for all p = 1, . . . , Nx as AL = I, so the only contribution to
the error in this case is from aliasing errors. The bound is consistent with this as only
the bound on the aliasing error remains.
Now we have a bound on the error in the analysis vector, we want to determine how
it behaves with respect to each variable it is dependent on. Through understanding
its behaviour and by comparing it to the behaviour of the actual error in the analysis
vector determined through numerical experiments, we can determine its suitability for
characterising the error in the analysis vector. If the bound possesses similar properties
to that of the error, the process of deriving the bound could be used in problems where
the error cannot be determined exactly, to provide a way to determine the behaviour
of the error.
4.3 Analysis of the bound
Initially, to demonstrate the effectiveness of the bound derived in Lemma 4.4, it is
plotted against ‖x˜0−xa‖22 obtained through strong constraint 4D-Var numerical exper-
iments. As discussed in Section 3.6.4, we choose h = 0.5 and µ = 1. These experiments
were performed using the Upwind, Preissman Box, Lax-Wendroff and MNIMC finite
difference schemes as forward models for solving the 1D linear advection problem in
(3.1) and three different functions for u0(x) over [0, 1). These initial conditions all have
differing regularities. These functions are;
• the 1D square function (r = 0),
u0(x) =
{

















Here, v1 = v2 = 12 and s = 3, so D1 =
1
2 , D2 =
3




2, for Nx4 ,
Nx
2 /∈ N,
3, for Nx4 ∈ N and Nx2 /∈ N,
3, for Nx4 /∈ N and Nx2 ∈ N,




(As the MNIMC scheme requires that Nx be odd, the following experiments will
be performed for odd Nx, resulting in w = 2.)
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• the triangular function (r = 1),
u0(x) =

























Here, v1 = 12 , v2 = 8 and s = 4, so D1 =
1


















Here v1 = 10√2pi . Since we are considering the 1D Gaussian function for large r,
we need a way of choosing r such that the bound in (4.19) is sufficiently large,
but not infinite. Sections 4.3.3 and 4.3.6 show that if we choose r = 3 for the
Upwind scheme and r = 5 for the Preissman Box and Lax-Wendroff schemes,
the numerical order of convergence to zero for the l2-norm of the error in the
analysis vector, will have reached its saturated rate of decay. These values of r
are sufficient to obtain the orders of convergence for the error, for large r. A value
for v2 can then be calculated by bounding u
(3)
0 (x) for the Upwind and u
(5)
0 (x) for
the Preissman Box and Law-Wendroff schemes, using Hermite functions [78].
The strong constraint 4D-Var numerical experiments were executed using the built-
in PCG method in MATLAB R©[74], a zero first guess and a tolerance of 10−10 on the
relative residual which was reached during numerical experiments, to minimise the
cost function. The number of observations is given by Nx(L + 1) so as Nx and L are
increased the number of observations increases. It should be noted here that in the
following experiments, the order of convergence with respect to either Nx or L is found
for constant h. This results in the length of the assimilation window varying in time,
L∆t = LhµNx , as Nx and L are varied. Also as ∆t =
h
µNx
, keeping h constant whilst
changing Nx results in ∆t varying for each value of Nx. This together with the fact
that each set of observations y˜l contains observations taken at every grid point in space,
means that increasing Nx increases the density of observations in space and time.
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(b) For varying L, using fixed Nx = 3
7 (∆t = 1
2·37 ).
Figure 4.1: The square of the l2-norm of the error in the analysis vector, as found through
strong constraint 4D-Var data assimilation numerical experiments, is plotted alongside the
bound in (4.19) for the same error in the analysis vector. The details of the numerical exper-
iments are found in Section 4.3. The 1D square function initial condition in (4.28) is chosen
chosen for use with the Upwind scheme, for demonstrating the effectiveness of the bound. The
dominant summation 2D22S1 of the bound in (4.19) is also plotted for comparison. When Nx
is varied, the values of Nx are of the form Nx = 3γ where γ = 2, . . . , 7. When L is varied, the
values of L are of the form L = 2δ where δ = 0, . . . , 9. The CFL number remained fixed with
h = 0.5 and µ = 1. The results are plotted using logarithmic scales to demonstrate the order of
convergence.
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(b) For varying L, using fixed Nx = 3
7 (∆t = 1
2·37 ).
Figure 4.2: The square of the l2-norm of the error in the analysis vector, as found through
strong constraint 4D-Var data assimilation numerical experiments, is plotted alongside the
bound in (4.19) for the same error in the analysis vector. The details of the numerical exper-
iments are found in Section 4.3. The triangular function initial condition in (4.30) is chosen
for use with the Preissman Box scheme, demonstrating the effectiveness of the bound. The
dominant summation 2D22S1 of the bound in (4.19) is also plotted for comparison. When Nx
is varied, the values of Nx are of the form Nx = 3γ where γ = 2, . . . , 7. When L is varied, the
values of L are of the form L = 2δ where δ = 0, . . . , 9. The CFL number remained fixed with
h = 0.5 and µ = 1. The results are plotted using logarithmic scales to demonstrate the order of
convergence.
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Figures 4.1 and 4.2 show that the bound described in (4.19) does seem to form a
bound for the l2-norm of the error in the analysis vector found through strong constraint
4D-Var numerical experiments, for the considered schemes, initial conditions and values
of Nx and L. The bound does appear to be an order of magnitude larger than the
numerical results, but it does appear to exhibit the same order of convergence. In
order to investigate this apparent property, the bound in (4.19) is broken up into
summations whose order of convergence can be investigated independently. This will
allow us to identify which part of the bound, if any, behaves similarly to the error in
the analysis vector.
As we wish to minimise the error in the analysis vector, we investigate the order
of convergence of the error in the analysis vector and the summations to zero. The
number of discretisation points (Nx) when considering full sets of observations and
the number of sets of observations in the assimilation window (L) will be varied to
investigate the order of convergence to zero with respect to these variables. We choose
these variables as more discretisation points and more observations require greater
computational resources, so it is important to understand if any gain in the accuracy
of the analysis vector, is worth the extra expense. We also wish to understand how the
regularity of the initial condition u0(x) and the numerically dissipative and dispersive
properties of the finite difference schemes, affect the behaviour of the error and the
bound. The next Section begins the process of identifying the order of convergence of
the bound, by examining the coefficients |1− νp| and ξp, used in its construction.
4.3.1 The order of convergence of |1− νp| and ξp
According to Section 4.3, the bound in (4.19) could potentially provide a good repre-
sentation for the behaviour of the l2-norm of the error in the analysis vector. The order
of convergence of the bound with respect to either Nx or L, is in part determined by
the order of convergence of the |1−νp| and ξp terms. The coefficient |1−νp| has a direct
impact on the l2-norm of the error in the analysis vector, whilst ξp is a consequence
of applying a bound to the error in the analysis vector. The coefficients |1 − νp| and
ξp are both dependent on Nx and L; Nx determines the number of points, whilst L
determines the shape of the plots in Figure 4.3.
The number of mesh points and observations used in NWP are typically O(107)
[10] and O(105 − 106) [21] respectively. As a result, it is realistic to consider the order
of convergence of the bound in (4.19) when L is small in comparison to Nx (ie: a
small assimilation window). In the following Sections we will consider the order of
convergence to zero of the coefficients |1− νp| and ξp with respect to Nx and L, whilst
considering L to be small in comparison to Nx.
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(a) |1− νp|
(b) ξp
Figure 4.3: The values of |1 − νp| and ξp plotted against the corresponding normalised
wavenumber ie: p−1Nx , for p = 1, . . . , Nx. The schemes considered are the Upwind, Preiss-
man Box, Lax-Wendroff and MNIMC schemes for solving the 1D linear advection problem in
(3.1), for h = 0.5, µ = 1, Nx = 101 and L = 4 (∆t = 1202).
The order of convergence with respect to Nx
Initially consider the order of convergence to zero of |1− νp| and ξp with respect to Nx
for fixed L. We will only consider p = 2, . . . , Nx+12 for |1 − νp| and p = 1, . . . , Nx+12
for ξp, as these are the only values of p which form a part of the bound in (4.19), and
are not necessarily constant with respect to Nx and L. As Nx is increased, the shape
of the plots in Figure 4.3 remain unchanged, but the number of points making up the
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curves, increases. The effect of this is that for a fixed p, the corresponding value of
|1− νp| and ξp are found to the left of their previous value, as Nx increases.
For example, let Nx = N
(1)
x be odd and consider |1 − νp| for some fixed p, p =
2, . . . , Nx+12 , which corresponds to
p−1
Nx
along the bottom axis on Figure 4.3(a). Now




x . The effect of this is that two extra discreti-
sation points are placed between each of the previous discretisation points along the
bottom axis of Figure 4.3(a). Each one has a corresponding value of |1 − νp|. If we
consider |1− νp| for the same fixed p, it corresponds to a new value along the bottom





















. This gives |1 − νp| an order
of convergence with respect to Nx. The same is true for ξp. Increasing Nx results in
|1 − νp| and ξp moving left along the plots as we are considering fixed p, towards the
left-most section of the plot where p is small in comparison to Nx.
The order of convergence of |1−νp| to zero with respect to Nx, for fixed p, was found
numerically using fixed L = 4, h = 0.5 and µ = 1 and increasing Nx in powers of three.
Considering the order of convergence to zero with respect to Nx in the form of O(Nα1x )
for α1 ∈ R, α1 was found to be less than or equal to zero for all p = 2, . . . , Nx+12 . As a
result, |1− νp| is either decaying to zero or remaining constant as Nx increases. When
considering fixed p, where p is initially close to Nx+12 , α1 varies until Nx is sufficiently
large that p is small in comparison to Nx. This happened rapidly in these numerical
experiments as Nx was increased in powers of three. When p was small in comparison
to Nx (p−1Nx  1, p 6= 1), the order of convergence remained constant; |1−νp| = O(N−2x )
for the Upwind scheme and |1−νp| = O(N−3x ) for the Preissman Box and Lax-Wendroff
schemes. These orders of convergence are determined by the gradient of the curves in
Figure 4.3(a), for small p. This gradient is dictated by L, which determines the shape
of the plots.
The order of convergence of ξp to zero with respect to Nx, for fixed p, was found
numerically using fixed L = 4, h = 0.5 and µ = 1 and increasing Nx in powers of
three. We consider the order of convergence to zero of ξp with respect to Nx such
that ξp = O(Nα2x ) for α2 ∈ R and observe that α2 is different for each p and appears
to decay to zero as Nx increases. The value of α2 is typically small, with order of
magnitude O(10−1), taking both positive and negative values. The value of α2 for
mid-range values of p between 2 and Nx+12 , was much larger with order of magnitude
O(101) for the Upwind and Preissman Box schemes. The value of α2 decayed rapidly
as Nx increased. A similar behaviour was seen for α2 in the Lax-Wendroff scheme for
p initially close to Nx+12 . These orders of convergence are determined by the gradient
of the curves in Figure 4.3(b), which are dictated by L.
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The order of convergence with respect to L
We now consider the order of convergence to zero of |1 − νp| and ξp with respect
to L for fixed Nx. Again, we only consider |1 − νp| for p = 2, . . . , Nx+12 and ξp for
p = 1, . . . , Nx+12 , for the same reasons as previously mentioned. As L increases, the
shape of the curves in Figure 4.3 change whilst the number of points making up the
curves, remains constant. Then for fixed p, the variables |1− νp| and ξp have an order
of convergence with respect to L.
As L is increased, |1− νp| tends towards its limit,
|1− νp| →

0, for |λp| = 1 and φp = 2pis, s ∈ Z,
|λp|, for |λp| < 1, and φp = 2pis, s ∈ Z,
1, for |λp| = 1, and φ 6= 2pis, s ∈ Z,∣∣∣1− (1−|λp|2)(1−|λp|eiφp )1+|λp|2−2|λp| cos(φp) ∣∣∣ , for |λp| < 1, and φp 6= 2pis, s ∈ Z.
(4.32)
When considering fixed Nx, the Upwind, Preissman Box and Lax-Wendroff schemes
have the property that as L → ∞, |λ2| is close to or equal to zero. Consequently
as L → ∞, |1 − ν2| is close to or equal to one for these three schemes. However,
|1−ν1| = 0 for all three schemes. This results in a steep gradient in the plot of |1−νp|,
for p small in comparison to Nx (p 6= 1), whose gradient increases as L increases. It is
this gradient which provides the order of convergence with respect to Nx for small p,
p 6= 1. Obviously the limit of |1 − νp| as L → ∞ is not always zero, however we are
still interested in the l2-norm of the error in the analysis vector behaves with respect
to zero. Therefore we will continue to consider the order of convergence of |1 − νp| to
zero with respect to L.
The order of convergence of |1 − νp| to zero with respect to L, for fixed p, was
found numerically using fixed Nx = 37, h = 0.5 and µ = 1 and increasing L in powers
of two. Considering the order of convergence to zero with respect to L in the form
|1 − νp| = O(Lβ1) for β1 ∈ R, β1 was found to be positive for all p = 2, . . . , Nx+12 and
at most |1− νp| = O(L) for all three schemes. This order of convergence was achieved
for p small in comparison to Nx, p 6= 1. These results show that increasing the value
of L causes the value of |1− νp| to diverge from zero for p 6= 1 as demonstrated by the
limit in (4.32).
The value of β1 was found to be extremely small for p close to Nx+12 for each scheme.
Section 3.10 mentioned that when p is close to Nx+12 , νp approaches its limit for L→∞
for a relatively small value of L, for the considered schemes. Consequently, the order
of convergence with respect to L for p close to Nx+12 , would be quite small. The similar
behaviour in the orders of convergence with respect to L for each scheme (p 6= 1), is
not surprising as the dependence of |1−νp| on L is similar for each scheme, unlike their
dependence on Nx.
In the case of the variable ξp as defined in equation (4.20), it is not appropriate to
consider ξp as L→∞. This variable is defined through the creation of the bound on ρL.
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The form of ρL defined in (3.72) of Lemma 3.13, relies upon L being finite. Therefore,
ξp only exists in this form when L is finite so cannot be considered as L → ∞. As



















∗)jV ∗rj is defined to be zero when b = 1. We can now find |Fp(ρ∞)| in
the same way as was done for finite L in (4.25),
|Fp(ρ∞)| ≤ lim
L→∞

















 0, for |λp| = 1,|λp|(1−|λp|b−1)(1+|λp|)√
1+|λp|2b−2|λp|b cos(bφp)
, for |λp| < 1, (4.36)
for p = 1, . . . , Nx. Here we can see that it is the dissipative properties of the finite
difference scheme that determine the form of ξp as L→∞.
When the scheme is non-dissipative, such as for the Preissman Box and the MN-
IMC schemes, limL→∞ ξp = 0. This results in the contribution from aliasing er-
rors to the bound in (4.19), decaying to zero. In Section 3.10.5, we discussed that
limL→∞ xa = limL→∞ ρL for the Preissman Box scheme. However, we were not able to
say how ρL behaved as L→∞ because we were not able to ascertain how rj behaved
at this limit for j = 1, . . . , b−1. Now we know that xa → 0 as L→∞ for a numerically
non-dissipative finite difference scheme with respect to the resolvable wavenumber com-
ponents of the numerical solution, as the upper bound on the Fourier coefficients of ρ∞
decays to zero as L → ∞ in Equation (4.34). In this instance destructive interference
is affecting all wavenumber components of the solution, attenuating them all to zero
as L increases, resulting in a loss of information from the analysis vector.
In the case of the MNIMC scheme, we see that increasing the number of sets of
observations in the assimilation window, decreases the aliasing error in the analysis
vector, as the upper bound on the Fourier coefficients of the error decay to zero. Since
this is the only error present in the analysis vector for this scheme (h 6= 1), as more
sets of observations are provided in the assimilation window, the analysis vector will
become closer to the discrete sample of the true initial condition we wish to recover.
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In this instance, the scheme behaves as we had intuitively expected all of our schemes
to behave, with respect to extra sets of observations in the assimilation window.
If we now consider a dissipative scheme with respect to the resolvable wavenumber
components of the numerical solution, we can see that as L → ∞, ξp does not tend
towards zero. Therefore the bound in (4.19) may not tend towards zero as L → ∞ in
this instance. This means that no matter how many sets of observations we use in the
assimilation window, the error in the analysis vector may never be zero.
Even though ρL cannot be considered directly as L→∞, we can still examine its
order of convergence to zero, for finite values of L used in numerical experiments. The
order of convergence of ξp to zero with respect to L, for fixed p, was found numerically
using fixed Nx = 37, h = 0.5 and µ = 1 and considered in the form ξp = O(Lβ2) for
β2 ∈ R. For small p (p 6= 1) β2 was initially O(10−1), but decayed rapidly to zero as
L increased. Examining β2 for larger values of p close to Nx+12 , we found the rate of
decay of β2 occurred much faster.
In the following Section we attempt to use asymptotic expansions to explicitly
represent the dependence of |1 − νp| and ξp with respect to the number of discretisa-
tion points Nx when considering full sets of observations and the number of sets of
observations in the assimilation window L. As we wish to use the bound in (4.19)
to characterise the behaviour of the error in the analysis vector, it would be nice to
have an analytical form for |1− νp| and ξp to explicitly demonstrate their dependence
and hence the dependence of the bound, on Nx and L. Otherwise, the only way to
characterise the behaviour of the bound is to numerically generate it.
4.3.2 Asymptotic expansions of |1− νp| and ξp
The numerical order of convergence for |1 − νp| to zero with respect to both Nx and
L, can be explained through its asymptotic expansion as Nx → ∞, for fixed p =







for p = 2, . . . , Nx+12 . Assuming L > 0, let z =
p−1
Nx
. If we consider a fixed p, as Nx →∞,
z → 0, so we consider z as a continuous variable. Taylor expanding |1 − ν(z)| about
z = 0, results in,
|1− ν(z)| = pi
2L
4
z2 +O(z4), for 0 < z < 1
2
,
as the 4th derivative of |1 − ν(z)| with respect to z is continuous over 0 < z < 12 , so
is bounded on this domain. Considering z = p−1Nx for 1 < p <
Nx+1
2 as Nx → ∞, we
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obtain,





















, as Nx →∞. (4.38)












for p = 2, . . . , Nx+12 .
This expansion indicates that |1− νp| has orders of convergence O(N−2x ) and O(L)
for the Upwind scheme when p is small (p 6= 1). These match the numerical orders
of convergence found for |1 − νp| to zero with respect to Nx and L when p is small
(p 6= 1), for the Upwind scheme. Similar Taylor expansions can be constructed for
|1 − νp| for the Preissman Box and Lax-Wendroff schemes. However the form of νp
in equation (3.76) for numerically dissipative schemes with respect to the resolvable
wavenumber components of the numerical solution, does not lend itself to differentiation
when considering |1 − ν(z)|. Several applications of L’Hoˆpital’s rule is required to
evaluate each derivative at z = 0.
In Section 4.3.3 we will try to represent the order of convergence of the bound on
the l2-norm of the error in the analysis vector analytically, with respect to both Nx
and L. As we only have a Taylor expansion for |1− νp| for the Upwind scheme, we will
only perform this analysis for the Upwind scheme. Once a Taylor expansion has been
achieved for the Preissman Box and Lax-Wendroff schemes, the analysis in that Section
can be performed in the same way. The right-hand side of (4.37) is zero when p = 1,
which is identical to |1 − ν1|, as previously obtained. Retaining the variable p on the
right-hand side allows the order of convergence to zero to change with p, representing
that we only achieved an order of convergence of O(LN−2x ) numerically, when p was
small (p 6= 1) for the Upwind scheme.
As for |1 − νp|, the numerical orders of convergence of ξp to zero with respect to
Nx and L for small p, can be explained through the asymptotic expansion of ξp. We
consider a Taylor expansion of ξp as Nx → ∞, for fixed p = 2, . . . , Nx+12 . Assuming
L > 0, we again let z = p−1Nx . Then using the same reasoning as for the Taylor expansion
of |1− ν(z)| about z = 0 in (4.37), we Taylor expand ξ(z) about z = 0 resulting in,
ξ(z) =
L(b− 1) + [L]b
(L+ 1)b
+O(z2), for 0 < z < 1
2
,
for b ∈ N \ {1}, as the 2nd derivative of the function ξ(z) is continuous over 0 < z < 12 ,
so is bounded on this domain. If b = 1, then ξ(z) = 0. Considering z = p−1Nx <
1
2 as
Nx →∞, for b ∈ N \ {1} we obtain,
ξp =
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Therefore,
ξp ∼ L(b− 1) + [L]b(L+ 1)b , as Nx →∞. (4.40)
We trial the use of ξp ≈ L(b−1)+[L]b(L+1)b = O(1) for p = 1, . . . , Nx+12 . This does not
completely represent the orders of convergence found numerically for ξp with respect
to Nx and L for p = 1, . . . , Nx+12 . The variable ξp has a small order of convergence for
most p, which decays to zero as either Nx or L increase. Therefore, ξp = O(1) maybe
sufficient analytically for large enough Nx or L, but we will continue with the knowledge
that we have not completely characterised the behaviour of ξp for p = 1, . . . , Nx+12 .
4.3.3 Analysis of the summations comprising the bound on the error
in the analysis vector
The bound on the l2-norm of the error in the analysis vector in (4.19), can be re-written
in terms of the sum of individual summations. Schemes that are numerically dissipative
and/or dispersive with respect to the resolvable wavenumbers of the solution, generally
do not have the property that |1 − νp| = 0 for p = 2, . . . , Nx. When considering the
Upwind, Preissman Box and Lax-Wendroff schemes |1 − ν1| = 0, so re-writing the
bound in this way for these schemes, results in the bound being comprised of the sum
of six distinct summations,






































Each of these summations is positive in value and dependent on the regularity (r) of the
true initial condition u0(x) over (0, 1). The coefficients D2 and D3 are not considered
as a part of the summations as they are constant with respect to Nx and L. The
coefficient D1 does not appear in Equation (4.41) as it corresponds to ν1, which does
not appear in the Equation as |1− ν1| = 0 for the considered schemes.
When considering a scheme which is numerically non-dissipative and non-dispersive
with respect to the resolvable wavenumber components of the solution, such as for the
MNIMC scheme, |1− νp| = 0 for all p = 1, . . . , Nx. As a result, only one summation of
(4.19) is non-zero. This gives,
‖x˜0 − xa‖22 ≤ 4D23S4. (4.43)
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Each summation has an order of convergence to zero with respect to Nx and L,
which influences the overall order of convergence for the bound. In the following Sec-
tions, we identify the order of convergence of each summation in (4.42) to zero, with
respect to Nx and L, numerically. This is done for the Upwind, Preissman Box, Lax-
Wendroff and MNIMC schemes, using initial conditions with different regularities. This
will allow us to identify which summations are dominant, determining the behaviour
of the bound on the l2-norm of the error in the analysis vector. The dominant summa-
tions can then be analysed to determine the behaviour of the bound. We also compare
the numerical orders of convergence to zero with the analytical orders of convergence
for the Upwind scheme, found using (4.38) and (4.40). It is important to note that in
order to identify the numerical orders of convergence with respect to a given variable,
the variable needs to be sufficiently large such that the numerical results converge to
the order of converge we are looking for. In the following Tables, the values for the
numerical orders of convergence to zero were identified using the largest values of Nx
and L considered in the experiments. The orders of convergence with respect to Nx
had converged by this point, but not the orders of convergence with respect to L.







This summation is composed from the amplification factors and the bound on the
Fourier coefficients of u0(x), giving it an explicit dependence on the regularity (r) of
u0(x) over (0, 1). The orders of convergence to zero for this summation, with respect
to both Nx and L found numerically, are given in Table 4.1.
Table 4.1 shows that the order of convergence of S1 to zero with respect to Nx,
for an initial condition with r = 0, is O(N0x) for all schemes. This indicates that the
summation remains constant with respect to Nx when r = 0. For higher regularity
initial conditions, the order of convergence is less than zero for each scheme. This
indicates that S1 is decaying towards zero as Nx increases.
As the regularity is increased, the order of convergence to zero with respect to Nx
is initially O(N−2rx ) for each scheme. However, once a critical regularity is achieved
the order of convergence saturates; O(N−3x ) for the Upwind scheme when r ≥ 2 and
O(N−5x ) for the Preissman Box and Lax-Wendroff scheme when r ≥ 3.
Table 4.1 also shows that the order of convergence of S1 to zero, with respect to
L, is positive for all values of r. This indicates that S1 increases as the length of the
assimilation window is increased. The order of convergence also increases with the
value of r associated with the initial condition, until a critical value is reached, where
the order of convergence saturates at O(L2). The regularity at which the saturation
point is reached is r = 2 for all schemes, since they all have a similar dependence on L.
Representing |1− νp| using (4.38) for the Upwind scheme, Appendix B.1.3 derives
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the analytical order of convergence to zero for S1, for the Upwind scheme in Equation
(4.44). These analytical orders of convergence to zero match the numerical results
in Table 4.1 for the Upwind scheme with respect to Nx and the saturation order of
convergence with respect to L. The failure to analytically capture the behaviour with
respect to L for small r will be discussed in Section 4.3.4.
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This summation is composed from the amplification factors and the bounds on the
Fourier coefficients of u0(x) and the error in the 1D DFT of u0(x), giving it an explicit
dependence on the regularity (r) of u0(x) over (0, 1) and the number of discretisation
points (Nx) when considering full sets of observations. The numerical orders of conver-
gence to zero for this summation, with respect to both Nx and L, are given in Table
4.2.
Table 4.2 shows that the order of convergence of S2 to zero with respect to Nx, for all
regularity initial conditions u0(x), is less than or equal to zero. When r = 0, the error
is O(N0x), indicating that the error does not decay as Nx is increased. Higher regularity
initial conditions all have a negative order of convergence showing that the error decays
to zero as Nx increases. S2 appears to have an order of convergence O(N−2rx ) until
r = 4 for the Upwind scheme and r = 6 for the Preissman Box and Lax-Wendroff
schemes. The results for the Upwind scheme can be explained by examining the orders
of convergence for S2 analytically.
Representing |1− νp| using (4.38) for the Upwind scheme, Appendix B.2.3 derives
Equation (4.45). These analytical results match the numerical results in Table 4.2
for the order of convergence of S2 to zero, for the Upwind scheme, with respect to
Nx. This shows that when r = 4 the order of convergence with respect to Nx has a
log(Nx) factor associated with it, causing the small variation in Table 4.2 at r = 4
for the Upwind scheme. A similar factor may be affecting the Preissman Box and
Lax-Wendroff schemes when r = 6. This will be discussed in Section 4.3.4.
The numerical orders of convergence with respect to L in Table 4.2, show that S2
increases as L increases. The orders of convergence also appear to show a saturation
point of O(L2) once a sufficient regularity has been reached for each scheme. They
also show that the orders of convergence with respect to L for each scheme are similar.
However as with S1, the analytical order of convergence for the Upwind scheme, only
captures the saturated order of convergence rather than the changes with regularity we
see in Table 4.2.
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This summation is composed from the amplification factors and the bound on the error
in the 1D DFT of u0(x), giving it an explicit dependence on the regularity (r) of u0(x)
over (0, 1) and the number of discretisation points (Nx) when considering full sets of
observations. The numerical orders of convergence to zero for this summation, with
respect to both Nx and L, are given in Table 4.3.
The numerical orders of convergence with respect to Nx for each scheme, are identi-
cal for each value of r. This is due to the summation portion of S3, being independent
of r. The numerical results give that S3 has order of convergence O(N−2rx ).
The numerical order of convergence to zero with respect to L in Table 4.3, is similar
in order of magnitude for each scheme and is constant with respect to regularity. The
orders of convergence for L in this table have not converged by this point and are
continuing to change as L is increased. This can be seen in the full table of results in
Appendix B.3.
Representing |1 − νp| using (4.38), Appendix B.3.3 derives the analytical order of
convergence to zero of S3 for the Upwind scheme,
S3 = O(L2N−2rx ). (4.46)
This analytical result matches the numerical orders of convergence with respect to Nx
in Table 4.3 for the Upwind scheme. However, we do not capture the behaviour of S3
with respect to L.
The orders of convergence to zero with respect to L for summations S1 and S2, vary
with regularity of the initial condition. Summation S3 does not have this property. It
differs from these summations by not possessing a (p−1)−(r+1) term. Therefore it must
be the interaction of (p− 1)−(r+1) with |1− νp| and the summation which changes the
order of convergence with respect to L in S1 and S2, for varying regularity true initial
conditions. As a result, there is some dependence of the p−1Nx terms on L in |1 − νp|,
that the asymptotic expansion of |1− νp| does not capture.
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This summation is composed from the bounds on the error in the 1D DFT of u0(x) and
the aliasing error due to the MNIMC scheme, giving it an explicit dependence on the
regularity (r) of u0(x) over (0, 1) and the number of discretisation points (Nx) when
considering full sets of observations. The numerical orders of convergence to zero for
this summation, with respect to both Nx and L, are given in Table 4.4 for the Upwind,
Preissman Box and Lax-Wendroff schemes.
These numerical results give that S4 has a numerical order of convergence to zero
with respect to Nx of O(N−2rx ). Hence when r = 0, S4 does not decay to zero, whilst
for higher regularity initial conditions, S4 does decay to zero as Nx increases.
Representing ξp using (4.40), Appendix B.4.3 derives the analytical order of con-
vergence of S4 to zero for the Upwind scheme,
S4 = O(N−2rx ). (4.47)
This analytical order of convergence to zero matches the numerical results in Table 4.4
for the Upwind scheme with respect to Nx.
The numerical order of convergence to zero with respect to L in Table 4.4, is con-
stant with respect to regularity. As with S3, the orders of convergence with respect to
L in this Table have yet to finish converging as L is increased, but it does not appear
that they are converging to any particular rate. The numerical orders of convergence
with respect to L are not zero for the Upwind scheme, so the analytical order of con-
vergence to zero with respect to L is not capturing the behaviour of S4 with respect to
L.
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4.3. Analysis of the bound
Now consider S4 for the MNIMC scheme. Table 4.5 provides the numerical orders




0 −7.2761× 10−15 5.7945× 10−1
1 −2.0000 5.6191× 10−3
2 −4.0000 5.6191× 10−3
3 −6.0000 5.6191× 10−3
4 −8.0000 5.6191× 10−3
5 −10.0000 5.6191× 10−3
6 −12.0000 5.6191× 10−3
7 −14.0000 5.6191× 10−3
Table 4.5: The numerical orders of convergence to zero, with respect to Nx and L, for S4 =
O(Nαx Lβ), using the MNIMC scheme, given to 4dp, for h = 0.5 and µ = 1. The results for
Nx were identified using fixed L = 4 (∆t = 12Nx ), considering Nx in the form Nx = 3
γ , where
γ = 2, . . . , 7. The results for L were identified using fixed Nx = 37 (∆t = 12·37 ), considering L in
the form L = 2δ, where δ = 0, . . . , 9. The results displayed here are the orders of convergence for
the largest values of Nx and L considered, respectively. The full table of orders of convergence
can be found in Appendix B.4.
The numerical results in Table 4.5 give that the numerical orders of convergence
to zero for S4 using the MNIMC scheme, have the same properties as discussed for S4
when using the Upwind, Preissman Box and Lax-Wendroff schemes. In the case of the
MNIMC scheme, we represent ξp using (4.40) for all p = 1, . . . , Nx+12 , so is independent
of p and Nx. As a result, S4 has the following analytical order of convergence for the
MNIMC scheme to zero, as derived in Appendix B.4,
S4 = O(N−2rx ). (4.48)
This analysis matches the numerical order of convergence to zero with respect to Nx
for S4, given in Table 4.5. However, (4.48) does not capture the numerical behaviour
of S4 with respect to L for the MNIMC scheme.








This summation is composed from the amplification factors and the bounds on the
error in the 1D DFT of u0(x) and the aliasing error due to the MNIMC scheme, giving
it an explicit dependence on the regularity (r) of u0(x) over (0, 1) and the number of
discretisation points (Nx) when considering full sets of observations. The numerical
orders of convergence to zero for this summation, with respect to both Nx and L, are
given in Table 4.6.
The numerical orders of convergence with respect to Nx in Table 4.6 are identical to
those for S3 and S4 for each regularity and scheme, making S5 = O(N−2rx ). This gives
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that S5 does not decay to zero for r = 0, but does decay to zero for higher regularity
initial conditions, as Nx is increased. We also see that the order of convergence to
zero for each scheme, with respect to L is independent of regularity and are small in
magnitude. The numerical orders of convergence to zero with respect to L displayed
in Table 4.6 have yet to finish converging as L is increased.
Representing |1 − νp| and ξp using (4.38) and (4.40) respectively, Appendix B.5.3
derives an analytical order of convergence to zero of S5, for the Upwind scheme,
S5 = O(LN−2rx ). (4.49)
This analytical result matches the numerical orders of convergence with respect to Nx
in Table 4.6 for the Upwind scheme. The analytical order of convergence with respect
to L does not capture the numerical behaviour of S5 with respect to L.
127








































































































































































































































































































































































































































































































































































































































































































































































Chapter 4. The Effect of Numerical Model Error on the Analysis Vector









This summation is composed from the amplification factors and the bound on the
error in the 1D DFT of u0(x), giving it an explicit dependence on the regularity (r)
of u0(x) over (0, 1). The numerical orders of convergence to zero for this summation,
with respect to both Nx and L, are given in Table 4.7.
Examining the numerical orders of convergence with respect to Nx for S6 in Table
4.7, we see that S6 is O(N−2rx ) for the Upwind scheme when r = 0, 1 and for the Preiss-
man Box and Lax-Wendroff schemes when r = 0, 1, 2. Then the order of convergence
changes to become O(N−r−2x ) for the Upwind scheme when r ≥ 3 and O(N−r−3x ) for
the Preissman Box and Lax-Wendroff schemes when r ≥ 4. When r = 2 for the Up-
wind scheme and r = 3 for the Preissman Box and Lax-Wendroff schemes, the order
of convergence to zero with respect to Nx is not obvious from Table 4.7. This can be
explained for the Upwind scheme by considering the analytical order of convergence




O(LN−2rx ), for r = 0, 1
O(LN−2rx log(Nx)), for r = 2,
O(LN−r−2x ), for r ≥ 3.
(4.50)
These analytical orders of convergence to zero match the numerical results for the
numerical orders of convergence to zero with respect to Nx in Table 4.7 for the Upwind
scheme. They show that similarly to S2, when r = 2 a log(Nx) factor affects the order
of convergence with respect to Nx. A similar factor may also be affecting the Preissman
Box and Lax-Wendroff schemes at r = 3.
The numerical orders of convergence to zero with respect to L for S6, vary with
respect to regularity. They appear to be saturating to O(L) for a sufficiently large
regularity. The saturated order of convergence to zero matches our analytical order of
convergence to zero for the Upwind scheme with respect to L. However, this does not
capture the numerical behaviour of S6 with respect to L for small regularities.
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Chapter 4. The Effect of Numerical Model Error on the Analysis Vector
4.3.4 Discussion of the numerical results for summations S1 to S6
Our numerical results for the orders of convergence to zero of S1 to S6, have shown
clearly how these summations depend on Nx, for each regularity initial condition. How-
ever, their dependence on L, is not as easy to decipher. The analytical orders of con-
vergence have matched our numerical orders of convergence with respect to Nx for the
Upwind scheme, for each summation. However, this is not true with respect to L.
The asymptotic expansions of |1− νp| and ξp in (4.38) and (4.40) respectively, do not
demonstrate the behaviour of these variables with respect to L adequately, to allow us
to capture the behaviour analytically. The form of these variables with respect to L,
did not allow for a Taylor expansion with respect to L about L = 0, to be constructed.
Another method is required to provide an asymptotic expansion of |1−νp| and ξp, that
demonstrates their dependence on L, accurately.
In the case of the Preissman Box and Lax-Wendroff schemes, we did not have
a bound for |1 − νp| and ξp that allowed us to derive analytical bounds for the or-
ders of convergence of summations S1 to S6. However, the numerical results for the
three schemes show that there are similarities in the pattern of behaviour for all three
schemes. Therefore it may be possible to use the form of |1− νp| and ξp in (4.38) and
(4.40) respectively, together with how they relate to their numerical orders of conver-
gence as demonstrated using the Upwind scheme, to suggest possible representations
for these variables when considering the Preissman Box and Lax-Wendroff schemes.
We now use these forms and the knowledge that |1 − νp| appears to be O(LN−3x ) for
the Preissman Box and Lax-Wendroff schemes when p is small in comparison to Nx
(p 6= 1), from the numerical experiments in Section 4.3.1 and trial,










Substituting (4.51) into S1 to S6, we find that we achieve analytical orders of
convergence to zero with respect to Nx, which match those in Tables 4.1-4.7. We also
possess the same limitation as we did for the Upwind scheme. We are only able to
match the orders of convergence to zero with respect to L, once they have reached
saturation point, showing a limitation in our understanding of |1 − νp| and ξp with
respect to L.
When generating the numerical orders of convergence using the Lax-Wendroff scheme
for S1, S2 and S6 with respect to Nx, a larger range of values for Nx was required. This
was because it took longer for the numerical results to finish converging. In fact the
numerical results began converging to an alternative order of convergence to that dis-
played in Tables 4.1, 4.2 and 4.7, before reaching a critical value of Nx, where the order
of convergence converged to those listed in the Tables. This can be seen in the results
of Appendix B. This change was not displayed by any of the other schemes. How-
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ever, since the numerically dissipative and non-dispersive Upwind and the numerically
non-dissipative and dispersive Preissman Box schemes with respect to the resolvable
wavenumber components of the numerical solution, have quite different orders of con-
vergence, it could be that the combination of numerical dissipation and dispersion in
the Lax-Wendroff scheme with respect to the resolvable wavenumber components, is
causing a switch between the dominance of each form of error. It may also be linked
to the (p− 1)−(r+1) term found in S1, S2 and S6, but not in any other summations.
4.3.5 The dominant summation
Now we have examined the order of convergence to zero with respect to both Nx and
L for the six summations that make up the bound in Equation (4.19), we are able
to determine which is the dominant summation with respect to Nx and L, for each
regularity initial condition and scheme. The dominant summation in each instance can
then be used to determine the order of convergence of the bound.
The summation with the dominant order of convergence to zero for the Upwind,
Preissman Box and Lax-Wendroff schemes and any regularity initial condition, with
respect to both Nx and L, was found to be S1. This indicates that the errors introduced
through numerical dissipation or dispersion of the resolvable wavenumber components
of the numerical solution, have a greater influence on the error than aliasing errors.
In the case of a numerically non-dissipative and non-dispersive scheme with respect to
the resolvable wavenumber components of the solution, S4 is the only summation in
the bound, so this is the dominant summation in this instance. This is the case for the
MNIMC scheme.
The next step in the analysis is to compare the numerical order of convergence
of the bound in Equation (4.19) to zero, with the order of convergence of the strong
constraint 4D-Var numerical experiments to zero, performed in Section 4.3. The order
of convergence for the bound in Equation (4.19) is given by the order of convergence of
the dominant summation for the relevant scheme. As a result, we compare the orders of
convergence for the relevant dominant summation to zero, with those from the strong
constraint 4D-Var numerical experiments to zero.
These numerical experiments included a Gaussian initial condition. As discussed in
Section 4.2.1, large r will be considered in this instance. The analysis of S1 in Section
4.3.1 suggests that the order of convergence of S1 saturates at O(N−3x ) when r ≥ 2, for
the Upwind scheme and O(N−5x ) when r ≥ 3, for the Preissman Box and Lax-Wendroff
schemes. In order to verify this, an asymptotic analysis of S1 is performed to determine
its leading order behaviour with respect to Nx as Nx →∞.
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(p− 1)2(r+1) ∼ |1− ν2|
2, as Nx →∞.
⇒ S1 ∼ Nx|1− ν2|2, as Nx →∞. (4.52)
This leading order behaviour is due to the rapid decay of (p−1)−2(r+1) to zero for large
r, when p = 3, . . . , Nx+12 , as Nx → ∞. When p = 2, (p − 1)−2(r+1) remains constant
for any value of r, hence |1 − ν2|2 determines the behaviour of S1 for large r. When
considering the order of convergence of S1 for large r, the order of convergence to zero
of (4.52) will be considered. This is given by,
S1 ∼ Nx|1− ν2|2 = O(N1+2γx ), (4.53)
where γ is the order of convergence of |1 − νp| to zero with respect to Nx, for small
p, p 6= 1, determined numerically in Section 4.3.1 eg. for the Upwind scheme γ = −2.
This gives S1 an order of convergence O(N−3x ) for the Upwind scheme and O(N−5x ) for
the Preissman Box and Lax-Wendroff schemes. These orders of convergence are equal
to the saturated orders of convergence found for S1 numerically, for each scheme in
Section 4.3.1. Since the saturated orders of convergence were found for relatively small
values of r, it shows that the leading order behaviour of S1 is dominant for relatively
small values of r.
Figures 4.1 and 4.2 also contain the plots of 2D22S1 for each initial condition con-
sidered in the strong constraint 4D-Var data assimilation numerical experiments of the
Section. The figure shows that for each initial condition and finite difference scheme
considered, 2D22S1 formed a tighter bound than (4.19), for the error in the analysis
vector. It also appears to possess the same orders of convergence to zero as Nx and L
are increased. 2D22S1 most likely forms a tighter bound due to the use of the triangle
inequality in the proof of Lemma 4.4. The error due to aliasing initially began as −ρL
in the proof. By using the triangle inequality, the summations S4, S5 and S6 relating to
ρL became positive quantities added rather than subtracted from the bound, increasing
its value.
In the case of a numerically non-dissipative and non-dispersive scheme with respect
to the resolvable wavenumber components of the numerical solution, ξp is constant with






4.3. Analysis of the bound
4.3.6 Comparison of numerical orders of convergence
We now compare the numerical orders of convergence for the relevant dominant summa-
tions identified in Section 4.3.5, with those found during the strong constraint 4D-Var
data assimilation numerical experiments of Section 4.3. Table 4.8 displays the orders
of convergence to zero for the l2-norm of the error in the analysis vector found through
strong constraint 4D-Var data assimilation numerical experiments, for differing regu-
larity initial conditions. The results presented in the table are for the largest considered
value of Nx and L. Figures 4.4 and 4.5 plot the numerical results for all values of Nx
and L considered, respectively. These results should be compared with the numerical
orders of convergence for S1 for the Upwind, Preissman Box and Lax-Wendroff schemes,
found in Table 4.1. The numerical orders of convergence for the MNIMC scheme in








Function (r  1)
α 1.1838× 10−12 −2.2612 −3.0000








Function (r  1)
α −6.5427× 10−1 −1.2809 −4.9178








Function (r  1)
α 5.5724× 10−1 −2.0836 −4.9947








Function (r  1)
α −2.7652× 10−3 −1.9984 −2.0602
β 5.6191× 10−3 5.6191× 10−3 5.2940
Table 4.8: Numerical orders of convergence to zero for ‖x˜0 − xa‖22, with respect to Nx and L,
for the l2-norm of the error in the analysis vector from strong constraint 4D-Var experiments,
given to 4dp, ‖x˜0 − xa‖22 = O(Nαx Lβ), with h = 0.5 and µ = 1. The results for Nx and L
were identified using fixed L = 4 (∆t = 12Nx ) and fixed Nx = 3
7 (∆t = 12·37 ), respectively.
The results displayed here are the orders of convergence for the largest values of Nx and L
considered, respectively.
Initially consider the results for the order of convergence to zero with respect to Nx
in Table 4.8 for the Upwind, Preissman Box and Lax-Wendroff schemes. The results
are close to those in Table 4.1 for initial conditions with the same value of r. Figure
4.4 plots the numerical order of convergence with respect to Nx, as Nx is increased in
powers of three. It shows that the order of convergence fluctuates about the order of
convergence shown in Table 4.1, for each value of r. This explains why the results in
Tables 4.1 and 4.8 do not match exactly for Nx. The trends of the plots in Figure 4.4
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show that the numerical orders of convergence for S1 in Table 4.1 are a good match to
those from the strong constraint 4D-Var numerical experiments, with respect to Nx.
Table 4.1 also shows that the order of convergence with respect to L is a good match
to those found in Table 4.8. These results indicate that (4.19) is an appropriate bound
for characterising the behaviour of the l2-norm of the error in the analysis vector, with
respect to Nx and L, for the Upwind, Preissman Box and Lax-Wendroff schemes. This
behaviour can be identified by examining 2D22S1.
Next we consider the order of convergence with respect to Nx in Table 4.8, for
the MNIMC scheme. The results for r = 0 and r = 1 in Table 4.5 are close to
those of Table 4.8 for the square and triangular functions respectively. However, we
notice that in Table 4.8, that the 1D Gaussian function has an order of convergence
of O(N−2x ). This appears to show that the order of convergence with respect to Nx
of the l2-norm of the error in the analysis vector for the MNIMC scheme, saturates
once a critical regularity has been reached, as the 1D Gaussian function corresponds
to large r. Table 4.5 does not shows that S4 to have this property. Instead S4 has an
order of convergence to zero of O(N−2rx ). Therefore analysing S4 is not sufficient to
characterise the behaviour of the l2-norm of the error in the analysis vector, nor does
it appear to form a bound for this error when r > 1.
Comparing the numerical orders of convergence to zero for S4 in Table 4.5 with those
in Table 4.8 for the strong constraint 4D-Var numerical experiments, with respect to L
for the MNIMC scheme, we find the same result. S4 characterises the behaviour of the
l2-norm of the error in the analysis vector for r = 0, 1, but not for higher regularities.
Comparing the orders of convergence for each scheme in Figures 4.4 and 4.5, we
notice that the order of convergence with respect to Nx for the 1D square function is
O(N0x). The relevant dominant summation for each scheme, indicate that this would
be the order of convergence to zero for these schemes, given any initial condition with
regularity zero. This indicates that the error in the analysis vector does not decay as
Nx is increased. This is most likely due to the error that always exists when a Fourier
series is used to approximate a discontinuous function, as the Fourier series converges
to the midpoint of the jump discontinuity.
Higher regularity initial conditions possess an order of convergence to zero, with
respect to Nx, which is less than zero. This indicates that the error in the analysis
vector decreases as the number of discretisation points when considering full sets of
observations, is increased. As discussed in Section 4.3, this is equivalent to the er-
ror in the analysis vector decreasing as the density of observations in space and time
is increased. This is consistent with our intuition that increasing the number of dis-
cretisation points will decrease the error in the analysis vector and with the results of
Rabier et al. [4], who found they gained improvements in the results from 3D-Var and
incremental 4D-Var experiments conducted at a higher grid resolution.
The error in the results for the MNIMC scheme for the triangular function and
1D Gaussian function initial conditions, is smaller than for the other schemes for the
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considered values of Nx and L. However the order of convergence with respect to Nx
is faster for the 1D Gaussian function initial condition, for the numerically dissipative
and/or dispersive schemes with respect to the resolvable wavenumber components of
the numerical solution. Therefore for sufficiently large Nx, the error introduced by
the numerically dissipative and/or dispersive schemes with respect to the resolvable
wavenumber components, will be smaller than the error introduced by the MNIMC
scheme. This may indicate that when considering a numerical model with a large
number of discretisation points when considering full sets of observations, a numeri-
cally dissipative and/or dispersive scheme with respect to the resolvable wavenumber
components of the numerical solution may reduce the effects of numerical model error.
Examining Figure 4.5, we notice that the numerically dissipative and/or dispersive
schemes with respect to the resolvable wavenumber components, all have orders of
convergence to zero with respect to L, that show that the error in the analysis vector
increases as the number of sets of observations in the assimilation window is increased.
This is an unexpected result. We also get this result when considering the MNIMC
scheme for the 1D Gaussian function initial condition with respect to L. However, the
error introduced by the scheme remains constant with respect to L for the square and
triangular function initial conditions. This needs further research to understand this
behaviour.
Consider the orders of convergence to zero for the l2-norm of the error in the analysis
vector in (4.13), found through the truncation error method in Lemma 4.1. We can see
that the order of convergence to zero for the Upwind, Preissman Box and Lax-Wendroff
schemes with respect to Nx, are the saturated orders of convergence identified for S1
and the strong constraint 4D-Var numerical experiments in Figure 4.5 with respect to
Nx. The saturated orders of convergence are for higher regularity initial conditions.
This agrees with the conditions of Lemma 4.1 that (4.13) only holds for sufficiently
smooth initial conditions. The orders of convergence to zero for S1 and the results
from the strong constraint 4D-Var numerical experiments, with respect to L are not
captured by (4.13). Comparing the bound in (4.13) with (4.19) with respect to L, we
see that (4.19) forms a better approximation for the behaviour of the error with respect
to L, even though its not perfect.
In this Section, we have examined the numerical orders of convergence for initial
conditions, whose large scale behaviour demonstrates its regularity. We now examine
an initial condition whose large scale behaviour does not match its regularity and
investigate how the behaviour of the bound in (4.19) and the error found through
numerical experiments, differ. This analysis allows us to interpret the information
being provided by the bound, more clearly.
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Chapter 4. The Effect of Numerical Model Error on the Analysis Vector
4.3.7 Interpreting the bound on the error in the analysis vector
Examining the proof of Lemma 4.4, we see that the corresponding Fourier coefficient
of u0(x) is added and subtracted from Fp(x˜0), in (4.23). Notice though that the
Fourier coefficient of any function that is both continuous and has the same values as
u0(x) at the sample points and possesses a convergent Fourier series, could have been
used. Selecting such a function and increasing Nx means that as the two functions
are different, there will be a critical value of Nx at which this function no longer
satisfies the above criteria at all discretisation points. At this point a new function
satisfying the above criteria for this critical value of Nx could then be used. The pool
of functions available to do this will shrink as Nx increases. The only function that will
consistently provide Fourier coefficients which can be used as in (4.23), is the function
u0(x) from which the discrete sample was taken. Hence the proof makes use of the
Fourier coefficients for this function.
Suppose for a moment that we select a function satisfying the above requirements
and use its Fourier coefficients in (4.23), rather than those of u0(x). Then the order of
convergence of this bound will be determined by the regularity of this function. The
regularity of this function may be higher than the regularity of u0(x). In which case
the order of convergence to zero for the bound in (4.19) may be higher than the order
of convergence of the l2-norm of the error in the analysis vector. As Nx is increased
and we reach the critical value of Nx, the regularity of our new choice of function will
determine the order of convergence of our bound in Equation (4.19). Eventually, the
regularity of u0(x) will determine the order of convergence of the bound. As a result,
the best option is to choose to use the function u0(x). However, it may be that the
behaviour of the numerical results corresponds to the regularity of the initial condition























This is the 1D Gaussian function in (4.31) with a step cut into it, as can be seen in
Figure 4.6. This function has v1 = v2 = 10√2pi , s = 2 and
w =
{
1, for Nx5 /∈ N,
2, for Nx5 ∈ N.
As we are considering Nx = 3α for α ∈ N in our numerical strong constraint 4D-






2D2[2 + ζ(2)] + 2v1.
When Nx is sufficiently small, the cut will be sub-grid scale, so observations of the
function will make the function appear to be a Gaussian function. As Nx increases, a
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Figure 4.6: The function u0(x) in (4.55).
critical value of Nx will be reached where observations are taken of the step cut into
the Gaussian function. As we are considering Nx in the form of powers of three in
our numerical experiments, observations of the step will only occur when ∆t < 1
36
, as
observations only see the function sampled every ∆x2 in time (as h = 0.5). Then when
Nx = 36, observations will be taken of the step for the first time.
Strong constraint 4D-Var data assimilation numerical experiments were conducted
for the function in (4.55), under the conditions set out in Section 4.3. Figure 4.7 shows
how the error in the analysis vector described by the bound in (4.19) behaves with
respect to Nx, in comparison to the same for the strong constraint 4D-Var numerical
experiments, for the Upwind scheme. Here we see that the bound and the dominant
summation for the scheme have an order of convergence to zero of O(N0x), for an
initial condition whose regularity is r = 0, as would be expected from our previous
analysis for the 1D square function. However, the strong constraint 4D-Var numerical
results initially show an order of convergence O(N−3x ), as would be expected for the
1D Gaussian function. Once a critical value of Nx has been reached, the order of
convergence becomes O(N0x). This critical value is Nx = 36. This is the point we
expected the switch to occur as the observations are now able to observe the small
scale behaviour of the function. This in fact shows that we could have used the higher
regularity functions in the bound up until this point. However, the wisest course of
action is to use the order of convergence provided by u0(x), as eventually the error in
the numerical experiments will match this. In this way, the bound provides the worst
case behaviour of the l2-norm of the error in the analysis vector.
Figures 4.8(a) and 4.8(b) show the order of convergence to zero of the error in
the analysis vector, with respect to Nx and L respectively, as found through strong
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Figure 4.7: The square of the l2-norm of the error in the analysis vector, calculated through
strong constraint 4D-Var numerical experimentation, solely under the influence of errors in-
troduced by finite difference approximations in the forward model. The results were generated
using the Upwind scheme for solving the 1D linear advection problem in (3.1), using h = 0.5,
µ = 1, L = 4 and Nx = 3γ for γ = 3, . . . , 9. The considered u0(x) for the true initial condition
is (4.55). The bound for the error in Equation (4.19) and its dominant summation 2D22S1 for
the considered scheme, are plotted alongside for comparison, using the same variables. The
results are plotted using logarithmic scales to demonstrate the order of convergence with respect
to Nx, of the error to zero.
constraint 4D-Var numerical experiments. Considering Figure 4.8(a), we see that the
order of convergence to zero with respect to Nx for each scheme, is initially identical
to that found for the 1D Gaussian function in the previous Section. Once the critical
value of Nx has been reached, the order of convergence for each scheme changes to that
of an initial condition with regularity r = 0.
Examining Figure 4.8(b), we see that the orders of convergence with respect to L,
do not experience a similar change. This is because observations are taken at every
point in space and time, so as Nx is fixed, the observation points of the function are
fixed. Increasing L only increases the length of the observation window. Even though
Nx = 37, so is large enough to observe the small scale behaviour of (4.55), the numerical
errors for each scheme behave as for the 1D Gaussian function in Section 4.3.5. This is
unexpected and requires further research to see if increasing Nx does allow the order
of convergence with respect to L to change to that of a function with regularity r = 0.
In reality it is not possible to remove all forms of error other than numerical model
error, when implementing strong constraint 4D-Var data assimilation, as we have done
so here. Other forms of error interact with the numerical model error, to affect its
behaviour. Now we have some insight into the effects of numerical model error, we
will now re-introduce other forms of error to the problem, to observe the effect of their
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(a) The results for fixed L = 4, where Nx = 3
γ for γ = 2, . . . , 9.
(b) The results for fixed Nx = 3
7, where L = 2δ for δ = 0, . . . , 9.
Figure 4.8: The square of the l2-norm of the error in the analysis vector, calculated through
strong constraint 4D-Var numerical experimentation, solely under the influence of errors in-
troduced by finite difference approximations in the forward model. The results were generated
using the Upwind, Preissman Box, Lax-Wendroff and MNIMC schemes for solving the 1D lin-
ear advection problem in (3.1), using h = 0.5, µ = 1, L = 4. The considered function for u0(x)
in these experiments is (4.55). The results are plotted using logarithmic scales to demonstrate
the order of convergence with respect to Nx in Figure 4.8(a) and L in Figure 4.8(b), of the
error to zero.
combinations. We choose to re-introduce observation errors as the forecast from the
analysis vector has been shown to be most sensitive to changes in observation errors
[3]. We derive a similar bound to that derived in Lemma 4.4 for this problem, as it was
142
Chapter 4. The Effect of Numerical Model Error on the Analysis Vector
a good fit for depicting the order of convergence of the error in the analysis vector with
respect to Nx, for the Upwind, Preissman Box and Lax-Wendroff schemes. We then
analyse the order of convergence of this bound to zero and compare it with the order of
convergence to zero, for the results of strong constraint 4D-Var numerical experiments,
with respect to both Nx and L. We consider this problem in the next Section.
4.4 Spectral approach with observation errors
Section 4.2 provided a bound for the l2-norm of the error in the analysis vector, due
to numerical model error introduced by finite difference approximations in the forward
model, for different regularity initial conditions. It is possible to develop a similar
bound for the l2-norm of the error in the analysis vector when observation errors are
also included.
Consider the case where each observation contains observation errors, yl = y˜l + l,
as described in Section 2.3. Specifically, let us consider the random error known as





















(MT )l [y˜l + l] . (4.57)
Using the eigenvalue decomposition of M and M˜ as well as Lemma 4.3 for finite L,










The analysis vector in (4.58) is expressed in part by the analysis vector without obser-
vation errors, as in (3.70). The observation errors form a separate term. If the errors
were not assumed to have the same variance, (4.58) would not have this property.
The term containing the observation errors in (4.58), would be the analysis vector
when considering observations of the form yl = l. The effect of numerical model
error introduced by finite difference approximations, on the white noise observation
errors, may lead to correlations within the observation noise component of (4.58). If
correlations have been introduced, then this will create artifacts in the analysis vector
which will be propagated into its forecast. The autocorrelation function is used to
determine if the observation noise contribution to xa is still white noise.
The autocorrelation function is defined as in Mitra [79] and Briggs [60]. The auto-
correlation of an Nx-periodic sample x ∈ RNx , at lag j = 0, . . . , Nx − 1, is defined as
143
4.4. Spectral approach with observation errors







where {x}p denotes the pth element of x and [·]Nx denotes modulo Nx. Also, define
z ∈ RNx such that the jth element of z is zj−1(·). Then by the Wiener-Khintchine
Theorem [79], the DFT of the autocorrelation of x is defined as,
F [z(x)] = 1√
Nx
[|F1(x)|2, |F2(x)|2, . . . , |FNx(x)|2]T .










































, ∀j = 1, . . . , Nx,
(4.61)
which relies upon the values of j, Nx, L and σ2o , together with the dissipative properties
of the considered finite difference scheme, with respect to the resolvable wavenumber
components of the numerical solution. It does not utilise the dispersive properties of
the scheme with respect to the resolvable wavenumber components of the numerical
solution. Expression (4.61) is potentially non-zero for all j, for a numerically dissipative
finite difference scheme, indicating that the noise component of the analysis vector may
no longer be random white noise. However, in the case of a non-dissipative scheme ie:
|λp| = 1 ∀p, only j = 1 is non-zero. Using a non-dissipative scheme such as the
Preissman Box scheme, means that the noise component of the analysis vector will
retain the white noise structure implicit in the observations.
A spectral approach as in Section 4.2 is now used to provide a bound for the l2-norm
of the error in the analysis vector, for any regularity initial condition, in the presence of
numerical model error due to finite difference approximations and observation errors.
Lemma 4.5. Let the assumptions of Lemma 4.4 hold true but consider observations
of the form yl := y˜l + l, allowing xa to be stated as in (3.70). Then,
‖x˜0 − xa‖22 ≤ EM + EO + EC , (4.62)
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and D1 is a constant independent of p, Nx and r and D2 and D3 are constants inde-
pendent of p and Nx but dependent on r and ξp is defined as in (4.20).
Proof. Equation (4.58) gives that,










Then by taking norms and applying the triangle inequality,




























Using the result of lemma 4.4 together with (4.24) and (4.27) gives,
‖x˜0 − xa‖22 ≤ EM + EO + EC ,
where EM , EO and EC are given by (4.63)-(4.65).
The bound in (4.62) is formed from the equivalent bound in the absence of ob-
servation errors (EM ), together with the autocorrelation at lag 0 of the observation
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error component of the analysis vector (EO) and cross terms (EC). We now analyse
the behaviour of this bound in comparison to the l2-norm of the error in the analy-
sis vector, found through strong constraint 4D-Var data assimilation. The aim is to
identify whether this bound can be used to characterise the behaviour of the error in
the analysis vector. We do this by comparing the order of convergence to zero for the
bound with the same for the l2-norm of the error in the analysis vector, found through
strong constraint 4D-Var data assimilation experiments.
The variables EO and EC are dependent on the random variables {l}Ll=0. However
by the strong law of large numbers [80] if the experiments could be repeated, then as
the number of experiments is increased, the sample means of EO and EC would tend
toward their expected values. As a consequence, we consider the expected values of
EO and EC ;





, and E [EC ] = 0, (4.67)
to identify the behaviour of the bound in (4.62) with respect to both Nx and L.
The expected value of EC is zero whilst the expected value of EO is dependent
upon Nx, L, σ2o and the numerically dissipative properties of the resolvable wavenum-
ber components of the scheme. Hence the expected value is independent of both the
regularity of the initial condition u0(x) and the dispersive properties of the resolvable
wavenumber components of the finite difference scheme. A non-dissipative scheme leads
to E [EO] = σ
2
oNx
L+1 , so that the order of convergence for E [EO] to zero with respect to
Nx and L, is O(Nx) and O(L−1) respectively.
The order of convergence of the bound in (4.62) to zero, with respect to Nx or L, is
determined by the dominant order of convergence possessed by either EM or E[E0]. The
orders of convergence to zero for EM were analysed in Section 4.3. Table 4.9 displays
the numerical orders of convergence to zero, with respect to Nx and L, for E [EO]. We
see that the order of convergence with respect to Nx is the same for each scheme and
we achieve the O(Nx) convergence we expected for the Preissman Box and MNIMC
schemes. The order of convergence with respect to L is fairly small for the Upwind
and Lax-Wendroff schemes, but we achieve the O(L−1) convergence we predicted for
the Preissman Box and MNIMC schemes.
Variable Upwind Preissman Box Lax-Wendroff MNIMC
α 1.0000 1.0000 1.0000 1.0000
β −3.3207× 10−4 −9.9719× 10−1 −2.0866× 10−3 −9.9719× 10−1
Table 4.9: Numerical orders of convergence to zero, with respect to Nx and L, for E [EO] in
(4.67), given to 4dp, E [E0] = O(Nαx Lβ), with h = 0.5 and µ = 1. The results for Nx and
L were identified using fixed L = 4 (∆t = 12Nx ) and fixed Nx = 3
7 (∆t = 12·37 ), respectively.
The results displayed here are the orders of convergence for the largest values of Nx and L
considered, respectively.
Initially consider the order of convergence of the bound in (4.62) with respect to
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Nx. The results of Section 4.3 show that EM remains constant or decays to zero, whilst
Table 4.9 shows that E[EO] increases, as Nx is increased. A similar property is seen for
the order of convergence of each variable to zero, with respect to L. EM increases, and
E[EO] decreases, as L is increased. Subsequently, the dominant order of convergence
of (4.62) to zero, for both Nx and L, will be determined by the order of magnitude of
the coefficients of each term.
Strong constraint 4D-Var numerical experiments were conducted using the set up
detailed in Section 4.3. The results can be seen in Figures 4.9 and 4.10. The variance
of the additive noise (σ2o) in the observations used to generate Figures 4.9 and 4.10,
was chosen so that the Figures would best display the change in behaviour witnessed
in all three schemes, as Nx and L are increased respectively.
Initially consider the numerical results for the Upwind, Preissman Box and Lax-
Wendroff schemes. Figure 4.9 shows that initially the error in the analysis vector
behaves according to EM . Once a critical value of Nx has been reached for initial
conditions with regularities greater than zero, the error then increases according to the
behaviour exhibited by E[EO] in Table 4.9. This provides a critical value for Nx at
which the effect of both numerical model error due to finite difference approximations
and observation errors on the accuracy of the analysis vector, is minimised. L and σ2o
form part of the coefficient when considering E[EO] as a function of Nx. Increasing L
or decreasing σ2o will result in the critical value of Nx increasing, whilst decreasing L
or increasing σ2o will result in the critical value of Nx decreasing. The critical value for
Nx shown in Figure 4.9 is between 34 and 35, depending on the chosen finite difference
scheme.
Figure 4.10 shows a similar picture to that seen in Figure 4.9. However in this
instance, the initial decrease in the error in the analysis vector corresponds E[EO].
As L is increased further, a critical value is reached where EM becomes dominant over
E[EO], and the error begins to increase with L as described in Section 4.3.6. As withNx,
this critical value of L is determined by the coefficients of EM and E[EO]. Decreasing
either Nx or σ2o will result in the critical value of L decreasing, whilst increasing either
Nx or σ2o will result in the critical value of L increasing.
Rabier et al. [4] found that their incremental 4D-Var experiments improved upon
the results of their 3D-Var experiments, for assimilation windows of 6 or 12 hours.
However, this was not the case when a 24 hour assimilation window was considered.
This was explained in part by the use of the tangent-linear and adjoint models, which
contain errors as they are approximations of the fully non-linear models [4]. Increasing
L in our experiments, extends the length of the assimilation window. Our results also
found that this leads to an increase in the error in our analysis vector, once past a critical
value of L, despite our problem not containing any of the error due to approximations
of the fully non-linear models. However, our experiments did not utilise incremental
4D-Var as we were considering a linear problem, but our problem could be viewed
as implementing the inner loop of incremental strong constraint 4D-Var, where M is
147
4.4. Spectral approach with observation errors
our tangent-linear model. Our results show how errors in the implementation of the
tangent-linear and adjoint models could possibly create errors in the analysis increment.
This form of error is could also be affecting the results of Rabier et al. [4].
When considering the orders of convergence with respect to either Nx or L, reducing
σ2o corresponds to reducing the error in the observations. As a result, it is not surprising
that reducing σ2o results in EM becoming the dominant order of convergence, with
respect to both Nx or L.
If we now consider the MNIMC scheme, Figure 4.9 shows that the l2-norm of the
error in the analysis vector grows as Nx increases, with the order of convergence of
E[E0] with respect to Nx. This is due to the numerical model error introduced into
the analysis vector by the MNIMC is quite small in comparison to observation errors,
as the only source is aliasing errors. This reinforces our conclusions for the Upwind,
Preissman Box and Lax-Wendroff schemes, that the increase in the error present, is due
to the effects of observation errors. Figure 4.10 shows that as we increases L, the error
in the analysis vector initially decays for the MNIMC scheme, similarly to the Upwind,
Preissman Box and Lax-Wendroff schemes, due to observation errors. However, it is
unclear without further numerical experiments where L is increased further, whether
a critical value of L will be reached where the error in the analysis vector begins to
increase. It may be that due to the small size of the numerical model error in the
analysis vector, that we do not see this increase.
This analysis suggests that (4.62) is an appropriate bound to demonstrate the or-
der of convergence for the error in the analysis vector. As a result, given a fixed value
for σ2o and either Nx or L, it is possible to choose a value for L and Nx respectively,
that minimises the error in the analysis vector due to numerical model error and ob-
servation errors. The result for Nx in some way works towards answering the question
posed by Akella and Navon [47], as to whether increasing the number of discretisation
points would continue to decrease the effects of discretisation errors on the results of
strong constraint 4D-Var data assimilation. In this instance, we have shown that when
considering numerical model due to finite difference approximations and observation
errors in strong constraint 4D-Var, increasing the number of discretisation points when
considering full sets of observations, past the optimal value of Nx would result in an
increase in the error in the analysis vector.
Furbish et al. [52] investigated how the number of discretisation points of the
numerical model, the density of observations and interpolation errors affect the accuracy
of the forecast from the analysis vector, using a shallow water finite volume model.
Perfect observations were considered, but background error and interpolation errors
played a role in the problem. It was found that increasing the density of observations
whilst the numerical model possessed a given number of discretisation points, did not
improve the results of the forecast from the analysis vector. However increasing the
number of discretisation points did result in an improved forecast when the density of
observations was increased. This revealed that the resolution of the model needs to be
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sufficiently large for an increase in the observations to improve the forecast [52]. We
have not examined the effect of the number of discretisation points and observations as
independent entities to avoid interpolation errors. By this we mean that increasing the
number of discretisation points does, as a by product of the way we take observations,
increase the number of observations. We also do not include a background term or
any interpolation errors. Despite these differences, our results seem to be similar to
Furbish et al. [52]. The critical value of L at which the error in the analysis vector
increases, increases as Nx increases. These means that there is a larger range of values
to choose for L where a decrease in the error would be seen in the analysis vector for
our problem. The forecast would then be expected to be more accurate. If Nx is too
small, this range of values will decrease. More research is required as Furbish et al. [52]
incorporates many other forms of error, but it is encouraging that the results from our
experiments on the 1D linear advection problem may also be being seen for a shallow
water problem.
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4.5. Relevance of the results to weak constraint 4D-Var
4.5 Relevance of the results to weak constraint 4D-Var
The work presented in Section 3.10 can be used to choose the relevant time dependent
function for deterministic errors in weak constraint 4D-Var data assimilation of the
considered 1D linear advection problem. The model formulation in Equation (2.5) of
Section 2.5 provides a continuous formulation for the physical system in weak constraint
4D-Var data assimilation. The 1D linear advection problem is considered as the physical
system for the strong constraint 4D-Var problem in Section 2.3. This means that the
model equations are perfect for our considered problem, so the weak constraint model
equations for our considered problem cannot initially be formulated as in (2.5). The
model error we are analysing is numerical model error arising from the use of finite
differences to approximate derivatives. Therefore these errors arise in the discretised
model, so their correction is initially formulated in the discretisation of the model
equations. Consider the following formulation for the numerical model, for use with
weak constraint 4D-Var,
xl = M lx0 + ηl, for l ∈ N0,
ηl = Φl−1ηl−1, for l ∈ N \ {1},
x0 = x(0), η0 = 0, η1 = (M˜ −M)x0.
(4.68)
Here M˜ is the matrix implementing the MNIMC scheme, Φl ∈ RNx×Nx denotes the
deterministic error evolution matrix and ηl ∈ RNx denotes the deterministic model error
correction term. Comparing Equation (4.68) with Equation (2.8), we can see that in
the case of Equation (4.68) Tl = INx the Nx × Nx identity matrix and Φ(xl,ηl) = Φl
the deterministic error evolution matrix. The choice of η0 and η1 seen in Equation
(4.68) will be justified in the following. Examining the error in the lth numerical model
state of the alternative model in (4.68) results in,
el := y˜l − xl =
{
(M˜ l −M l)x0 + rl − ηl, for l ∈ N,
−η0, for l = 0.
(4.69)
The vector rl is defined as in Equation (3.53). Since ηl must correct for the deterministic
error in xl, ie: (M˜ l −M l)x0, using (4.69), we define,
ηl :=
{
(M˜ l −M l)x0, for l ∈ N,
0, for l = 0,
(4.70)




M˜ l −M l
)(
M˜ l−1 −M l−1
)−1
for l ∈ N, (4.71)
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(yl −M lx0)T (yl −M lx0) + (ηb − η0)TQ−1(ηb − η0), (4.72)
as given in Akella and Navon [47], where Q ∈ RNx×Nx is the error covariance matrix
for the initial estimate of η0 denoted by ηb ∈ RNx . Here η0 is included in Equation
(4.72) to demonstrate the role of η0 despite it possessing a value of 0 in this instance.
However, the deterministic error evolution matrix only accounts for the errors
present in the resolvable wavenumber components of each numerical model state. In
reality there are also aliasing errors present in the problem, denoted by rl in (4.69),
but quantifying these errors is not possible unless we know the true solution. Griffith
and Nichols [45] and Akella and Navon [47] both propose augmenting the model error
in the lth state with a random component, ζl ∈ RNx . This idea could be applied to
this problem to account for aliasing errors.
However, the new cost function would also need to be minimised with respect to all
of these random errors, increasing the computational time and cost to find the optimal
solution. In the case of the 1D linear advection problem, equation (3.55) describes the
shifted b∆t-periodic nature of the aliasing errors rl, introduced by the MNIMC scheme.
This property means that only the first b − 1 random errors need be used as control
variables in the minimisation. Hence (4.68) can be augmented using (3.55) to attempt
to correct for aliasing errors using random variables,
xl = M lx0 + ηl, for l ∈ N0,
ηl = Φl−1ηl−1 − M˜ l−[l]bζ[l]b , for l ∈ N \ {1},






The resulting cost function is,
J(x0,η0, ζ1, . . . , ζb−1) =
L∑
l=0
(yl −M lx0)T (yl −M lx0)






as demonstrated in Griffith and Nichols [45] for random errors. Here we neglect ζ0 as
r0 := 0. The matrix Gl × RNx×Nx is the error covariance matrix for the random error
ζl for each l.
We now wish to numerically implement this weak constraint 4D-Var for our con-
sidered schemes. Consider the deterministic error evolution matrix, defined in (4.71),
for the Upwind, Preissman Box and Lax-Wendroff schemes. Using the eigenvalue de-
compositions of the matrix M implementing one of these schemes and the matrix M˜
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The matrix Λ˜l−1−Λl−1 is not invertible if this matrix has a zero eigenvalue. This occurs
when an eigenvalue of the matrix M is non-dissipative and non-dispersive with respect
to a resolvable wavenumber component, ie: ∃p such that λp = λ˜p for p = 1, . . . , Nx. In
this instance, the corresponding eigenvalue of Λ˜l − Λl is also zero. The case of a non-
dissipative and non-dispersive eigenvalue of the matrix M , arises in λ1 for the Upwind,
Preissman Box and Lax-Wendroff schemes and for all eigenvalues when the MNIMC
scheme is considered. Therefore, for the implementation of this weak constraint 4D-Var
in these cases, we need an alternate formulation for Φl.
Suppose the eigenvalue λp of M for some p = 1, . . . , Nx, is non-dissipative and non-
dispersive, so it correctly propagates its corresponding resolvable wavenumber compo-
nent. This results in the deterministic error in the corresponding resolvable wavenum-
ber component of the numerical solution generated by M , being equal to zero, using
our definition of deterministic error in (4.69). Therefore, we require that Fp (ηl) = 0
for all l ∈ N0. It then makes sense to define the pth eigenvalue of Φl to be zero,
for all l ∈ N0. Therefore we now define the deterministic error evolution matrix by






δp,q, for λp 6= λ˜p,
0, for λp = λ˜p,
(4.76)
for all l ∈ N. The formulation for the weak constraint 4D-Var cost function presented
in this Section, needs to be tested to identify how it affects the accuracy of the analysis
vector for the 1D linear advection problem, when finite difference approximations are
the only form of error. If this test is successful, then the original cost function can
also be augmented in this way and this formulation of weak constraint 4D-Var data
assimilation, tested further other forms of error associated with strong constraint 4D-
Var data assimilation.
4.6 Summary
This Chapter aimed to construct a bound for the l2-norm of the error in the analysis
vector, solely under the effects of numerical model error introduced by finite difference
approximations in the forward model. A spectral approach was found to be effec-
tive constructing a bound that represents the worst case error in the analysis vector.
This bound was dependent on the regularity (r) of the true initial condition u0(x) we
wish to recover, the numerically dissipative and dispersive properties of the resolvable
wavenumber components of the finite difference scheme used as the forward model, the
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number of discretisation points (Nx) when considering full sets of observations and the
number of sets of observations in the assimilation window (L). Here the regularity of
a function represents the smoothness of the function.
The bound was re-written as a sum of six terms S1 to S6, multiplied by coefficients
independent of Nx and L. Each of the terms S1 to S6 is a summation dependent
on r, Nx, L and the numerically dissipative and dispersive properties with respect to
the resolvable wavenumber components of the finite difference scheme. The order of
convergence of S1 to S6 to zero was identified numerically with respect to both Nx
and L, for various values of r, using the Upwind, Preissman Box, Lax-Wendroff and
MNIMC schemes. These results were compared against the order of convergence to
zero with respect to Nx and L, for the l2-norm of the error in the analysis vector, found
through strong constraint 4D-Var data assimilation numerical experiments, for selected
regularity true initial conditions and the same finite difference schemes.
Comparing these results we find that the bound for the l2-norm of the error in the
analysis vector, is suitable for characterising the behaviour of the l2-norm of the error in
the analysis vector introduced by finite difference schemes, for the Upwind, Preissman
Box and Lax-Wendroff schemes. It was sufficient to analyse summation S1 multiplied
by its corresponding coefficient from the bound to characterise this behaviour, and
was found to possibly form a tighter bound for the error introduced by these schemes,
showing that numerically dissipative and dispersive effects on resolvable wavenumber
components has a larger effect than aliasing errors. S4 is the only component of the
bound on the l2-norm of the error in the analysis vector for the MNIMC scheme. This
summation was found to characterise the behaviour of the error for small regularities.
More work needs to be conducted to understand why.
Asymptotic expansions were created for each summations comprising the bound for
the Upwind and MNIMC schemes. The expansions for the Upwind scheme were able
to analytically demonstrate the numerical behaviour of each summation with respect
to Nx but not L. The asymptotic expansion of S4 for the MNIMC scheme was only
able to represent the numerical behaviour of S4 with respect to Nx and L for small
regularity true initial conditions.
The order of convergence to zero for the l2-norm of the error in the analysis vec-
tor with respect to Nx and L, was found through strong constraint 4D-Var numerical
experiments, for each considered scheme and true initial conditions with varying reg-
ularities. Analysing these results found that the error in the analysis vector remained
constant as Nx was increased, for discontinuous true initial conditions, for all considered
schemes. The error in the analysis vector decayed for smoother true initial conditions,
at a constant rate determined by r, as Nx increased. Once a critical regularity was
reached, the rate no longer increased with r. A decay in the error with respect to the
number of discretisation points is something you might expect, but the constant error
for discontinuities was a surprising result and may be a result of Gibb’s phenomenon.
The error in the analysis vector increased as the number of sets of observations in the
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assimilation window increased. This was an unexpected result as you might expect
that more information would increase the accuracy of the analysis vector. This result
agrees with the numerical results of Griffith [81]. Increasing the number of observations
in the assimilation window means that the estimated initial condition needs to form a
good fit to more sets of observations [82], causing the error in the analysis vector to
increase [81].
Re-introducing observation errors to the problem and performing a similar analysis
revealed that when considering smooth true initial conditions (r ∈ N), there is a critical
number of observations when considering full sets of observations (a critical density of
observations), where strong constraint 4D-Var data assimilation can be performed, that
minimises the impact of errors due to finite difference approximations and observation
errors for the Upwind, Preissman Box and Lax-Wendroff schemes. More research is
required on this result as in reality there are many other forms of error which also
affect the accuracy of the analysis vector. There are also many other meteorological
relevant PDE systems which need to be investigated to see if such a property exists.
Considering the MNIMC in this problem, we find that observation errors dominate the
aliasing errors introduced by the scheme. As a result the error is always increasing due
to observation errors and is larger than for any of the other considered schemes for the
same number of discretisation points and regularity of the true initial condition. This
indicates that a numerically dissipative and/or dispersive finite difference scheme with
respect to the resolvable wavenumber components of the numerical solution, could be
an advantage for minimising the affects of observation errors on the accuracy of the
analysis vector.
The contribution from white noise observations to the analysis vector was also anal-
ysed. This found that the effects of numerical dissipation in the resolvable wavenumber
components of a scheme, can lead to correlations in the white noise contribution to the
analysis vector. This could possibly lead to artifacts in the analysis vector which
could potentially be introduced into any forecast formed from the analysis vector. De-
spite numerically non-dissipative and dispersive schemes with respect to the resolvable
wavenumber components of the numerical solution (Preissman Box scheme) introduc-
ing destructive interference, resulting in a loss of information in the analysis vector,
such a scheme would have a critical value of Nx when considering full sets of observa-
tions, for performing strong constraint 4D-Var data assimilation for smooth true initial
conditions and would prevent artifacts from being introduced to the analysis vector.
This could mean that if the critical value of Nx is fairly small, then this may be the
best choice of scheme. This hypothesis needs to be tested by re-introducing other forms
of error to the problem.
This Chapter was also able to construct a deterministic model error operator for use
in weak constraint 4D-Var data assimilation of the 1D linear advection problem. The
formulation of weak-constraint 4D-Var data assimilation using a deterministic model
error operator was suggested by Akella and Navon [47]. The model equations were
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also augmented with a random term, as suggested by Griffith and Nichols [45]. In this
instance, the random component was used to account for the aliasing errors introduced
by the MNIMC scheme. The shifted periodic nature of this aliasing error reduced the
number of random variables to be estimated. The model formulation proposed for
use in weak constraint 4D-Var data assimilation of the 1D linear advection problem,
needs to be tested to determine its ability to reduce the impact of errors due to finite
difference approximation, on the analysis vector. This is left as future work.
It should be noted that the results from Chapters 3 and 4 were generated for chosen
representative finite difference schemes; the Upwind, Preissman Box, Lax-Wendroff and
MNIMC schemes. However the theory is applicable to any finite difference scheme that
can be implemented to solve the 1D linear advection equation in a similar way. The
results presented in this Chapter are for a linear problem. Most practical applications
of 4D-Var are for non-linear problems, so it is important to address the question of
how these results relate to non-linear problems in 4D-Var. Pfeffer et al. [83] performed
a similar linear analysis of the numerically dissipative and dispersive properties of the
Matsuno and Leapfrog schemes before using them to solve a non-linear problem in
the NASA-GLAS climate model. Their results showed that some of the properties of
the schemes found through this analysis could be seen in the results of the non-linear
problem. This leads us to believe that the results of the linear analysis presented here,
are to some extent, directly relevant to non-linear problems. Future work would be
to compare the results of this Chapter with those of a non-linear problem solved with
these schemes, as in Pfeffer et al. [83]. It would also be interesting to compare the
results from this Chapter with those from incremental 4D-Var, where the 1D linear
advection problem forms the linearised physical system. In the next Chapter the work
conducted in this Chapter, analysing the behaviour of the l2-norm of the error in the
analysis vector found through strong constraint 4D-Var data assimilation, is extended
to a similar 2D linear advection problem.
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The 2D Linear Advection Problem
In this chapter, we continue our investigation of the effects of numerical model error,
introduced by finite difference approximations in the forward model, on the analysis
vector obtained through strong constraint 4D-Var data assimilation. We now consider
the 2D linear advection equation, together with circulant boundary conditions and
initial condition, as our physical system of interest. The main advantage of considering
this problem is that it allows us to extend our results from Chapters 3 and 4 to the
equivalent 2D problem, making use of our understanding of the 1D problem. It also
allows us to investigate any difficulties which arise from applying the same analysis
techniques to a 2D problem.
Chapter 4 revealed some interesting results on the effects of numerical dissipation
and dispersion, the smoothness of the initial condition, the number of discretisation
points when considering full sets of observations and the number of sets of observations
in the assimilation window, on the behaviour l2-norm of the error in the analysis vector.
Extending these results to the 2D problem is of importance, due to the extra compu-
tational expenses involved in computing the solution to a 2D problem. If an optimal
number of discretisation points when considering full sets of observations or number of
sets of observations in the assimilation window could be chosen to minimise the effects
of errors on the analysis vector, then this would justify an increase or decrease in the
computational resources required.
In order to accomplish our aim of producing results similar to those in Chapter 4,
we require the construction of a bound on the l2-norm of the error in the analysis vector
and numerical results to compare it against. As we are considering the same strong
constraint 4D-Var data assimilation problem set out in Section 2.3 and wish to perform
the same analysis as in Chapter 4, we must begin by formulating the analysis vector
similarly to Chapter 3. Therefore we begin with the same analysis as in Chapter 3,
using 2D Fourier series to investigate aliasing and to define numerical dissipation and
dispersion. We choose to investigate the Upwind and Crank-Nicolson finite difference
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schemes due to their numerically dissipative and dispersive properties. Perfect obser-
vations for the problem can be constructed algebraically using the technique derived
in Chapter 3, using the MNIMC scheme for the 2D problem.
In order to construct a bound on the l2-norm of the error in the analysis vector
using our spectral approach, we need bounds on the 2D Fourier coefficients and the
error in the coefficient found through the 2D DFT, compared to the corresponding
2D Fourier coefficient. We derive these bounds for multiplicatively separable functions
and discuss the difficulties that arise for functions without this property. Once these
bounds have been derived, a bound on the l2-norm of the error in the analysis vector
can be constructed and numerical results computed for comparison to motivate the
future analysis of the bound.
5.1 The physical system
Consider the 2D linear advection equation for the function, u : R × R × [0,∞) → R,
(x, y, t) 7→ u(x, y, t), together with circulant boundary conditions and initial condition
u0 : [0, 1)× [0, 1)→ R, (x, y) 7→ u0(x, y),
ut + µ1ux + µ2uy = 0, x ∈ [0, 1), y ∈ [0, 1), t > 0,
u(x, y, t) = u(x+ 1, y, t), x ∈ R, y ∈ R, t ≥ 0,
u(x, y, t) = u(x, y + 1, t), x ∈ R, y ∈ R, t ≥ 0,
u(x, y, 0) = u0(x, y), x ∈ [0, 1), y ∈ [0, 1).
(5.1)
This is a linear, hyperbolic, two-dimensional PDE problem. Similarly to the 1D linear
advection problem, here the wave speeds in the x- and y-directions are given by µ1 and
µ2 respectively, µ1, µ2 ∈ R [13]. The 2D linear advection equation is also considered in
the context of data assimilation by Vukic´evic´ et al. [55]. It is important to note that
the scalar y is the spatial dimension, whilst the vectors {yl}Ll=0 in Section 2.3 denote
the sets of observations of the physical system.
The solution to this problem, u(x, y, t) = u(x− µ1t, y− µ2t, 0) = u0([x− µ1t]1, [y−
µ2t]1) [13], behaves similarly to that of the 1D linear advection problem. Here [·]1
denotes modulo one. The shape of the initial condition is preserved over time and
propagates in the x- and y-directions with speeds µ1 and µ2 respectively.
Problem (5.1) can also be solved numerically using a finite difference scheme, as the
forward model. As with the analysis of the 1D linear advection problem, the numerical
model error introduced into the strong constraint 4D-Var data assimilation problem
by these schemes, will be analysed in terms of numerical dissipation and numerical
dispersion. The analysis of the 1D linear advection problem required the use of Fourier
series. As we are following the same analysis, we begin by reviewing two-dimensional
Fourier series.
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5.2 2D Fourier series
Consider a general function f : R × R × [0,∞) → R, (x, y, t) 7→ f(x, y, t), such that
f(x+T1, y+T2) = f(x, t) for all t, for finite T1, T2 ∈ R+. This makes f(x, y) T1-periodic
in x and T2-periodic in y. The exponential form of the 2D Fourier series for f(x, y, t)
is given by S : R× R× [0,∞)→ R, such that (x, t) 7→ S(x, y, t) [60],






















T2 dy dx. (5.3)
As for the 1D Fourier series, this constructs an infinite sum representation of f(x, y, t)
from the superposition of 2D Fourier basis functions constructed from 1D Fourier basis
functions in the x-direction, e
2piipx
T1 and in the y-direction, e
2piiqy
T2 . These are orthonormal
basis functions in the x- and y-directions respectively [60] and together make orthonor-








q in the x- and y-directions respectively. Consequently, this 2D Fourier basis
function has wavenumber pT1 and wavenumber
q
T2
in the x- and y-directions respectively.
We term the (p, q)th 2D Fourier basis function multiplied by its corresponding Fourier
coefficient in the considered 2D Fourier series, the (p, q)th wavenumber component of
the 2D Fourier series, p, q ∈ Z.
The coefficients ap,q(t) determine the contribution of each 2D Fourier basis function
in the construction of f(x, y, t). Many of the properties of the 1D Fourier coefficients,
extend to the 2D Fourier coefficients. As f(x, y, t) is a real-valued function and the
(p, q)th and (−p,−q)th Fourier basis functions are complex conjugates, the coefficients
have the property that ap,q(t) = a−p,−q(t) for all t. As a result, for all p, q ∈ Z, not
both zero, the contribution of the (p, q)th wavenumber component can be summed
with the equivalent for the (−p,−q)th wavenumber component, to create a real valued
function similarly to Equation (3.4). The wavenumber component for p = q = 0 and
its coefficient a0,0(t) are both real functions. It is these quantities we will refer to as
real wavenumber components of the 2D Fourier series.
The function u(x, y, t) in problem (5.1) is 1-periodic in the x- and y-directions, so
T1 = T2 = 1. Then the Fourier series of u(x, t) is given by,











u(x, y, t)e−2piipxe−2piiqydy dx.
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As the function u0(x, y) is only defined on [0, 1)× [0, 1), the Fourier series for u0(x, y)
forms a Fourier series for the 1-periodic extension of u0(x, y), in both the x- and y-
directions. The function u(x, y, 0) is defined as the 1-periodic extension of u0(x, y), so
they are represented by the same Fourier series. Hence, bp,q(0) := cp,q for all p, q ∈ Z.
To our knowledge, the literature surrounding two-dimensional Fourier series does
not contain a Theorem similar to Theorem 3.1, setting out sufficient conditions for
the convergence of two-dimensional Fourier series. Consequently the Lemmas in this
Chapter which require a 2D Fourier series to be convergent, will not state the con-
ditions the functions should satisfy to possess a convergent Fourier series. Instead,
the considered functions will be defined as possessing a convergent Fourier series. As
the 2D Fourier basis functions are constructed from the 1D Fourier series basis func-
tions, it is imaginable that the only types of discontinuity allowed to be present in
a two-dimensional function with a convergent Fourier series, are jump discontinuities.
We will work under this assumption in this Chapter. Jump discontinuities can arise
in the form of point discontinuities or if a function is piecewise continuous, a line of
discontinuities forming a boundary of a continuous piece of the domain. It is possible
for a point of discontinuity along such a line, to be discontinuous in the x-direction,
y-direction or both. We would expect for Gibb’s phenomenon to occur at these points
of discontinuity, as the truncated Fourier series converges to the Fourier series for the
function, similarly to 1D Fourier series. In the following Section we will consider the
Upwind and Crank-Nicolson schemes for solving the 2D linear advection problem in
(5.1).
5.3 Finite difference scheme formulation in 2D
Finite difference schemes used to numerically solve problem (5.1) are designed in the
same way as they were for problem (3.1) in Section 3.1. There are many finite difference
schemes available to solve problem (5.1), but we choose to consider the Upwind and
Crank-Nicolson schemes. As before, these are used as ‘representative schemes’ chosen
due to their numerically dissipative and dispersive properties.
In order to define a finite difference scheme over the domain [0, 1]× [0, 1], we require
the following assumptions.
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Assumption 5.1. Divide the domain [0, 1]×[0, 1] into Nx+1 and Ny+1 equally spaced
mesh points in the x-direction and y-direction respectively, Nx, Ny ∈ N. This gives a
grid spacing of ∆x = 1Nx and grid points xj = j∆x for j = 0, . . . , Nx, in the x-direction
and ∆y = 1Ny and grid points yk = k∆y for k = 0, . . . , Ny, in the y-direction. Again
we define the time step ∆t ∈ R+ for the finite difference scheme and tn = n∆t for
n ∈ N0. Let Unj,k be the numerical solution at (xj , yk, tn), such that Unj,k ≈ u(xj , yk, tn)
for j = 0, . . . , Nx and k = 0, . . . , Ny and n ∈ N. When n = 0, U0j is created by sampling
u(x, y, 0), such that U0j := u(xj , yk, 0), for j = 0, . . . , Nx − 1 and k = 0, . . . , Ny − 1.
Define the vector Un ∈ RNxNy where the (j, k)th element of Un is defined by,
{Un}(k−1)Nx+j := Unj−1,k−1, (5.6)















We also define h1 :=
|µ1|∆t
∆x and h2 :=
|µ2|∆t
∆y as the CFL numbers in the x- and y-
directions respectively [13]. The CFL number for problem (5.1) is defined as h :=
h1 + h2. See Section 5.5.4 for details.
In order to understand the structure of the vector Un, consider the vector Qnk ∈
RNx , such that its jth element is defined by {Qnk}j = Unj−1,k−1 for j = 1, . . . , Nx and
k = 1, . . . , Ny. The vector contains the numerical solution at each grid point in the
x-direction, for fixed y = yk, similar to the vector Un in Section 3.3. These vectors are
then stacked, to create the vector Un,
Un = [(Qn0 )
T , (Qn1 )
T , . . . , (QnNy−1)
T ]T . (5.8)
The considered schemes are defined by the following schematics, when assuming
µ1, µ2 > 0:
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j,k−1 + (1− h1 − h2)Unj,k. (5.9)
























We restrict our analysis to the case of µ1, µ2 > 0. These finite difference schemes
can be applied to the discrete sample of the system found in the vector Un. This is
achieved by constructing a matrix M ∈ RNxNy×NxNy , using the schematics, that can
be used to multiply Un to create Un+1 as for the 1D linear advection problem. This
advances the numerical solution at each grid point, forward ∆t in time and results
in N = NxNy, where N was defined in Section 2.3. Due to the circulant boundary
conditions of problem (5.1), the matrix M implementing the above schemes is block
circulant [65] and the blocks are circulant matrices.
In the case of the Upwind scheme, the schematic in (5.9) gives that if we set,
A := h2INx , C := 0Nx ,
B :=

1− h1 − h2 0 · · · h1
h1 1− h1 − h2 0 · · · 0
...
. . . . . . . . .
...
0 · · · h1 1− h1 − h2 0
0 · · · 0 h1 1− h1 − h2

, (5.11)























for all n ∈ N0. Using the structure of Un in (5.8) this creates,
M =

B C · · · A
A B C · · · 0
...
. . . . . . . . .
...
0 · · · A B C
C · · · 0 A B

, (5.13)
so that Un+1 = MUn for all n ∈ N0. As u(xNx , y, tn) = u(x0, y, tn) for all y ∈ [0, 1]
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and n ∈ N0, Un0,k−1 = UnNx,k−1 for all k = 1, . . . , Ny + 1 and n ∈ N0. Similarly,
as u(x, yNy , tn) = u(x, y0, tn) for all x ∈ [0, 1] and n ∈ N0, Unj−1,0 = Unj−1,Ny for all
j = 1, . . . , Nx + 1 and n ∈ N0.
5.3.1 The 2D discrete Fourier transform
As the vector Un is an NxNy-dimensional, it can be constructed from the NxNy vectors













for p, j = 1, . . . , Nx and k, q = 1, . . . , Ny. This is the (p − 1, q − 1)th 2D Fourier
basis function sampled at (xj−1, yk−1) in space, with amplitude 1√
NxNy
. The vectors
form an orthonormal basis for RNxNy [60], ie: v∗p,qvr,s = δp,qδr,s. The numerical so-
lution is constructed from NxNy 2D Fourier basis functions. These vectors form an
orthonormal set of eigenvectors for the matrix M , for the two considered schemes. The
eigenvalue decomposition for the matrix M for each scheme can be constructed using
thesis eigenvectors,
M = V ΛV −1 = V ΛV ∗. (5.15)
As before, the matrix V ∈ CNxNy×NxNy is constructed from the 2D DFT eigenbasis,
such that the {(q−1)Nx+p}th column of V is vp,q for p = 1, . . . , Nx and q = 1, . . . , Ny.









for j, p = 1, . . . , Nx and k, q = 1, . . . , Ny. It is a unitary matrix. The matrix Λ ∈
CNx,Ny×NxNy is the diagonal matrix of eigenvalues corresponding to the eigenvectors
in the matrix V , for the chosen scheme. The eigenvalue λp,q, corresponding to vp,q
is found in {Λ}(q−1)Nx+p,(q−1)Nx+p for p = 1, . . . , Nx and q = 1, . . . , Ny. This means
that λp,q corresponds to the (p− 1, q − 1)th wavenumber component of the numerical
solution. As for the 1D problem, the eigenvalues of the scheme are scheme dependent
whilst the eigenvectors are scheme independent.
As for the 1D case, using the 2D DFT basis to construct the state of the numerical











for j = 1, . . . , Nx and k = 1, . . . , Ny. Performing the same analysis as in Section 3.3.1,
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we find that by applying v∗p,q to U0, we obtain the coefficient αp,q for p = 1, . . . , Nx and
q = 1, . . . , Ny. Therefore v∗p,q applies the 2D DFT for the (p− 1, q − 1)th wavenumber
component of the 2D discrete Fourier series. As vp,q forms the columns of V , applying
V ∗ to any vector z ∈ RNxNy applies the 2D DFT, identifying the coefficients for the
2D discrete Fourier series constructing z. Applying V to V ∗z, reconstructs z using a
2D discrete Fourier series as V V ∗z = z. Therefore, V applies the 2D IDFT.
Define the operator F : RNxNy → CNxNy , z 7→ F(z) = V ∗z, to implement the 2D
DFT. Denote the {(q−1)Nx+p}th element of F(z), the coefficient for the (p−1, q−1)th
wavenumber component, by Fp,q(z) = {V ∗z}(q−1)Nx+p = v∗p,qz for p = 1, . . . , Nx and
q = 1, . . . , Ny. Using this definition in (5.17) results in Fp,q(z) = αp,q for p = 1, . . . , Nx
and q = 1, . . . , Ny.
Consider the nth state of the numerical model given by Un = MnU0. Applying
the 2D DFT to Un,
F(Un) = V ∗V ΛnV ∗U0 = ΛnF(U0)
⇒ Fp,q(Un) = λnp,qFp,q(U0) = λnp,qαp,q, (5.18)
for p = 1, . . . , Nx and q = 1, . . . , Ny. This gives that the coefficient for the eigenvector
vp,q in Un is λnp,qαp,q, for p = 1, . . . , Nx and q = 1, . . . , Ny. Just as with the 1D problem,
it is the eigenvalues of the matrix M which propagate the state of the system forward
∆t through time. Then any errors introduced into the numerical solution, are due to
errors in these eigenvalues.
As with the 1D DFT basis, the complex conjugate of each eigenvector vp,q in the
2D DFT basis, is also an vector in the basis,
• F1,1(z) ∈ R,
• F1,q(z) = F1,Ny−q+2(z), for q = 2, . . . , Ny,
• Fp,1(z) = FNx−p+2,1(z), for p = 2, . . . , Nx,
• Fp,q(z) = FNx−p+2,Ny−q+2(z), for p = 2, . . . , Nx and q = 2, . . . , Ny,













(z) is also real for all z ∈ RNxNy .
The complex conjugate nature of the coefficients found through the 2D DFT, means
that by examining (5.18), we find that λp,q has the same complex conjugate pairing.






∈ R. Since the eigenvalues are complex,
we write them in polar co-ordinate form as λp,q = |λp,q|eiθp,q , where θp,q ∈ [−pi, pi), such
that,
• θ1,1 = 0,
• −θ1,q = θ1,Ny−q+2, for q = 2, . . . , Ny,
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• −θp,1 = θNx−p+2,1, for p = 2, . . . , Nx,
• −θp,q = θNx−p+2,Ny−q+2, for p = 2, . . . , Nx and q = 2, . . . , Ny.
Summing the complex conjugate wavenumber components of a discrete Fourier series






+ 1 2D real wavenumber components.
The eigenvector vp,q has been discussed as corresponding to the (p − 1, q − 1)th
2D Fourier basis function, sampled at the grid points of the finite difference scheme.






2, . . . , Nx play the role of the negative wavenumber components of the 2D Fourier






2, . . . , Ny play the role of the negative wavenumber components of the 2D Fourier
series in the y-wavenumber. This is due to the same aliasing effects in each direction





+ 2, . . . , Nx the wavenumber
components corresponds to the (−Nx + p − 1)th wavenumber component in the x-





+2, . . . , Ny, the wavenumber
component corresponds to the (−Ny + q − 1)th wavenumber component in the y-
direction, of a 2D Fourier series.
5.3.2 Aliasing and the Poisson summation in 2D
Aliasing occurs in the 2D problem, just as for the 1D problem. The Fourier basis
functions of a 2D Fourier series are composed of the Fourier basis functions for a 1D
Fourier series,
e2piipx × e2piiqy, (5.19)
for p, q ∈ Z. This means that aliasing of the 2D Fourier basis functions in 2D Fourier





Ny = e2pii[p]Nxxj−1e2pii[q]Nyyk−1 , (5.20)
for p, q ∈ Z, j = 1, . . . , Nx and k = 1, . . . , Ny. Here [·] denotes modulo with respect to
the given subscript. As a result the analysis of Section 3.4 can be used to determine
the Nyquist rate of the x- and y components of the 2D wavenumber components,
independently.
The Poisson summation in 2D is found similarly to the 1D case. Let u0(x, y) be
continuous at each sample point on the grid and possess a convergent 2D Fourier series.
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This shows that the coefficient of the (p−1, q−1)th resolvable wavenumber component
found through the 2D DFT, is made up of the coefficients of the wavenumber compo-
nents from the 2D Fourier series of u0(x, y), which are aliased to the (p − 1, q − 1)th
wavenumber component. When u0(x, y) has a discontinuous sample point, we represent
it using the Fourier series of an alternative function, which is continuous and equal to
the original function at each sample point and has a convergent Fourier series.
Applying a finite difference scheme implemented by the matrix M , to the vector
U0 to progress the numerical solution ∆t in time results in,








So we get a similar result to the 1D Poisson summation. The eigenvalue λp,q of the
scheme, propagates the 2D wavenumber components of the solution with wavenumbers
(p− 1 + jNx, q − 1 + kNy), for p = 1, . . . , Nx, q = 1, . . . , Ny and j, k ∈ Z. This allows
M to propagate all wavenumber components of the numerical solution by only directly
acting on NxNy of them.
Then as before, M applies the same magnitude and phase shifts to an unresolvable
wavenumber component, as it does to the resolvable wavenumber component they
alias to. If the magnitude and phase shift for the resolvable wavenumber component
is correct, this does not necessarily mean that this is the correct magnitude and phase
shift for the unresolvable 2D wavenumber component.
5.4 Numerical dissipation and dispersion in 2D
The similarities between the implementation of the numerical solutions for problems
(5.1) and (3.1), means that the numerical model error introduced into the numerical
solution of the 2D problem, can be examined in the same way as was done for the
1D problem. Hence we can consider the error introduced into the solution in terms of
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numerical dissipation and dispersion, when the considered finite difference schemes are
numerically stable.
Numerical dissipation and dispersion are introduced by the eigenvalues of the scheme
as before. The definitions of numerical dissipation and dispersion in Definitions 3.4 and
3.5 respectively in Section 3.5 hold for the 2D problem, but with the examples modified
to reflect that the eigenvalues for the 2D problem have two indices. Using these defini-
tions requires comparing the coefficients of the Fourier series for the analytical solution
with the coefficients of the 2D Fourier series for the numerical solution. This is done
by investigating how the magnitude and phase of these coefficients change in time ∆t.
To this end we define the Fourier series for the numerical solution using (5.22). Define
the function w : R× R× [0,∞)→ R such that,






where vp,q : [0,∞)→ C such that,




vp,q(0), vp,q(0) = cp,q, ∀p, q ∈ Z. (5.24)
Using this definition, w(x, y, 0) is equal to the Fourier series of u(x, y, 0) for all x, y ∈ R.
Evaluating w(xj , yk, tn) for some j = 0, . . . , Nx − 1, k = 0, . . . , Ny − 1 and n ∈ N0,
produces the state of the numerical solution at these points. At non-integer multiples
of ∆x, ∆y or ∆t, the numerical solution is interpolated in the corresponding variable.
Define the function gschemep,q : C→ C that maps the coefficients of the Fourier series
in (5.23), ∆t through time,
z 7→ gschemep,q (z) = λ[p]Nx+1,[q]Ny+1z. (5.25)
The function that maps the coefficients of the Fourier series in (5.4) ∆t through time,
is defined by gp,q : C → C, such that bp,q(n∆t) 7→ gp,q(bp,q(n∆t)) = bp,q((n + 1)∆t)
for all n ∈ N0. Suppose the functions bp,q(t) are invertible for all (p, q), then gp,q(·) is
defined as,
gp,q(·) := bp,q(b−1p,q(·) + ∆t). (5.26)
As for the 1D scheme, it can be shown that gschemep,q (·) can also be defined in this form,
using vp,q(·) instead of bp,q(·). The definitions of numerical dissipation and dispersion in
Definition 3.4 and 3.5 respectively require that the magnitude and phase of gschemep,q (1) =
λ[p]Nx+1,[q]Ny+1 be compared with the same for gp,q(1), to determine the numerically
dissipative and dispersive properties of the scheme, respectively.
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5.4.1 The Fourier series solution to the 2D linear advection problem
The Fourier series solution to problem (5.1) is found through substituting the solution
e2pii(px+qy−ωt) into the problem. Given the coefficients cp,q for the Fourier series of
u0(x, y) in (5.5), the Fourier series for u(x, y, t) is given by,







Comparing this with the Fourier series for u(x, y, t) in (5.4) finds that,
bp,q(t) = cp,qe−2piipµ1te−2piiqµ2t = bp,q(0)e−2piipµ1te−2piiqµ2t,
and the time dependent portion of this coefficient is e−2piipµ1te−2piiqµ2t. An interesting
property of this coefficient is that it can be decomposed into a function of x multiplied
by a function of y. The function gp,q(·) defined in Section 5.4, is then given by,
gp,q(z) = e−2piipµ1∆te−2piiqµ2∆tz. (5.28)
Applying gp,q(·) to bp,q(t) moves the coefficient ∆t through time to bp,q(t+ ∆t).
Performing a similar analysis to Remark 3.6 in Section 3.5.1,
gp,q(1) = e−2piipµ1∆te−2piiqµ2∆t,
is analysed for problem (5.1) to reveal that a finite difference scheme for solving problem
(5.1) is:
• numerically non-dissipative and non-dispersive with respect to the resolvable
wavenumber components, aliasing will still occur if h1, h2 ∈ R+ \ N, but this
will be a form of numerical dispersion (MNIMC scheme - see Section 5.6.1),
• numerically dissipative and non-dispersive with respect to the resolvable wavenum-
ber components, aliasing will be a form of numerical dissipation, but will also be
a form of numerical dispersion if h ∈ R+ \ N (no scheme is considered with this
property for solving problem (5.1) in this thesis),
• numerically non-dissipative and dispersive with respect to the resolvable wavenum-
ber components, aliasing will be a form of numerical dispersion (Crank-Nicolson
scheme for 0 < h < 1),
• numerically dissipative and dispersive with respect to the resolvable wavenum-
ber components, aliasing will be a form of numerical dissipation and dispersion
(Upwind scheme for 0 < h < 1).
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5.5 Analysis of finite difference schemes for the 2D linear
advection problem
As for the 1D linear advection problem, before using either the Upwind or Crank-
Nicolson schemes to solve the 2D linear advection problem, we need to identify when
the schemes are convergent. This relies on checking the consistency and numerical
stability of each scheme in Section 5.3. These properties are presented in Table 5.1.
The numerically dissipative and dispersive properties also need to be identified and can
be seen in Table 5.2, for when the schemes are numerically stable. These properties
can be identified through the eigenvalues of the schemes.
5.5.1 The 2D Upwind scheme
The Upwind scheme in (5.9) is an explicit finite difference scheme, derived to solve the
2D linear advection problem, by approximating the temporal derivative using a forward
difference in time and the spatial derivatives by backward differences in space. This
scheme is only numerically stable for µ1, µ2 > 0, similarly to the reasons discussed in
Section 3.6.1.
The eigenvalues of the matrix implementing the Upwind scheme are,































for p = 1, . . . , Nx and q = 1, . . . , Ny.
5.5.2 The Crank-Nicolson scheme
The Crank-Nicolson scheme in (5.10) is an implicit scheme derived to solve the 2D linear
advection problem, by using a forward difference in time to approximate the temporal
partial derivative and the average of two central differences in space, to approximate
the partial derivatives in each space dimension. In the case of the partial derivative
with respect to x, a central difference at xj is calculated at times tn+1 and tn. The
partial derivative with respect to x is then calculated from the average of these central
differences. The same method is used to approximate the partial derivative with respect
to y at yk [70, 13].
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for p = 1, . . . , Nx and q = 1, . . . , Ny. We note that |λp,q| = 1 for p = 1, . . . , Nx
and q = 1, . . . , Ny, so the scheme is always numerically stable and numerically non-
dissipative.
5.5.3 Two-dimensional finite difference scheme property summary
Tables 5.1 and 5.2 summarise the properties of the Upwind and Crank-Nicolson schemes
as identified through the eigenvalues of the schemes in Sections 5.5.1 and 5.5.2. The
properties of the NIMC and MNIMC schemes for the 2D linear advection problem
defined in Sections 5.6 and 5.6.1 respectively, are also included in the tables for com-
parison. The numerically dissipative and dispersive properties of the schemes were
determined similarly to that of the schemes for the 1D linear advection problem, by
defining the similar continuous variables in the x- and y-directions, then using differ-
entiation.
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5.5.4 The CFL condition
The CFL condition for problem (5.1) is derived as discussed in Section 3.6.5. However,
it is difficult to extract the form of the CFL for a two-dimensional problem in space,
from the paper by Courant et al. [73]. The CFL number for a two-dimensional problem
is stated for specific problems in literature such as [13], without derivation. In order to
verify our understanding of the CFL number for a two-dimensional problem, we present
a derivation of this quantity for completeness. This is not a new conclusion on the
CFL number. The CFL condition for a two-dimensional problem is derived similarly
to that of the CFL condition in Section 3.6.5, for a one-dimensional problem. We
require that for a explicit finite difference scheme to have the possibility of converging
to the solution of the PDE as ∆t,∆x,∆y → 0, the domain of dependence of the PDE
must lie within the domain of dependence of the numerical scheme [73, 14]. This is
the same requirement as for the 1D case and leads to the CFL condition for two-
dimensional problems also being a necessary condition for the convergence of explicit
finite difference schemes in two-dimensions.
Examining the Upwind and Crank-Nicolson schemes in (5.9) and (5.10) respectively,
we can see that the quantities h1 = µ1∆t∆x and h2 =
µ2∆t
∆y play a role in the schemes
(µ1, µ2 > 0). Comparing them with the CFL number for the 1D linear advection
problem, they appear to be the CFL numbers for this problem in the x- and y-directions
respectively. However, this does not help us identify the CFL condition and hence the
CFL number for a two-dimensional problem, but does tell us that they are likely to
play a role in it.
In order to demonstrate the derivation of the CFL condition for a two-dimensional
problem, consider the Upwind scheme in (5.9), for solving problem (5.1). Consider the
point (xj , yk, tn+1). The Upwind scheme calculates a numerical approximation to the





j,k−1. Following all the data points used to create U
n+1
j,k , backwards in time
to time t = 0, creates the domain of dependence for the Upwind scheme. This is a
pyramidal structure as shown in Figure (5.1). The plane forming the sloping face of












for s1, s2 ∈ R+.
The domain of dependence for the PDE through the point (xj , yk, tn+1), is the
characteristic line for the PDE that passes through this point,
x = µ1(t− tn+1) + xj and y = µ2(t− tn+1) + yk, (5.32)
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Figure 5.1: The prism with a solid boundary forms the domain of dependence for the Upwind
finite difference scheme in (5.9). The red dotted line forms the domain of dependence for the
2D linear advection problem in (5.1), through the point (xj , yk, tn+1). The 2D CFL condition
requires that the domain of dependence of the PDE be contained within the domain of dependence
of the finite difference scheme.
for t ∈ [0,∞). This gives that given any time t, the characteristics in the x- and









for c ∈ [0,∞).
We require that the characteristic line lies within the domain of dependence of
the numerical scheme. This means that for any time t, the x and y points of the
characteristic curve must line within the domain of dependence of the numerical scheme.
Then by (5.31) and (5.33),
xj − s1∆x ≤ xj − cµ1∆t ⇒ s1 ≥ ch1 (5.34)
yk − s2∆y ≤ yk − cµ2∆t ⇒ s2 ≥ ch2 (5.35)
tn+1 − (s1 + s2)∆t = tn+1 − c∆t ⇒ c = s1 + s2 (5.36)
Combining these equations reveals that we require that,
c ≥ ch1 + ch2 ⇒ 1 ≥ h1 + h2 (5.37)
as c ≥ 0. This provides the CFL condition for the Upwind scheme for solving problem
(5.1). The Upwind scheme is only valid when µ1, µ2 > 0.
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5.6 Generating perfect observations for the 2D linear ad-
vection problem
In this Section we wish to investigate the creation of perfect observations for use in
our strong constraint 4D-Var data assimilation problem, where our physical system is
defined as the 2D linear advection problem. This problem is an extension of the 1D
linear advection problem, so we can extend many of the ideas developed in Chapter 3,
to generate perfect observations for the 2D problem.
In the 1D linear advection problem, we were able to make use of MATLABs R©[74]
circshift function to numerically generate observations, due to the form of the analytical
solution. The analytical solution for the 2D problem has similar properties, preserving
the shape of the initial condition over time, as it is propagated with constant wave
speeds in both the x- and y-directions. As a result, we can again make use of the
circshift function to numerically generate perfect observations.
Analytical observations for the 1D linear advection problem were defined in terms of
the MNIMC scheme for the 1D linear advection problem, a numerically non-dissipative
and non-dispersive finite difference scheme with respect to the resolvable wavenumber
components, plus an additive correction term for the aliasing errors introduced by the
MNIMC scheme. We wish to do the same for the 2D linear advection problem. The
MNIMC scheme for the 1D linear advection problem was initially derived from the





and is implemented via the matrixMNIMC ∈ RNxNy×NxNy such that Un+1 = MNIMCUn.
The 2D DFT basis forms the eigenvectors for the matrix MNIMC . This scheme pos-
sesses similar limitations to that of the NIMC scheme for the 1D linear advection
problem, requiring hNIMC = 1 in order to converge to a solution for the 2D linear ad-
vection problem, as can be seen in Table 5.1. Instead of deriving the MNIMC scheme
via the NIMC scheme, we go straight to developing the MNIMC scheme for the 2D
linear advection problem using the Fourier series method developed in Section 3.7.5,
due to the simplicity of this method.
5.6.1 The MNIMC scheme for the 2D linear advection problem
The MNIMC scheme for the 2D linear advection problem is derived using the ideas set
out in Section 3.7.5. Let the vectors of the 2D DFT basis defined in Section 5.3, form





where λ˜p,q ∈ C is the eigenvalues corresponding the eigenvectors vp,q. The eigenvalue
λ˜p,q is defined so that it correctly propagates the resolvable wavenumber component
of the Fourier series for the numerical solution in (5.23), that vp,q corresponds to.
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+ 2, . . . , Ny,
(5.40)
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as h1 =
|µ1|∆t
∆x = |µ1|∆tNx and h2 = |µ2|∆t∆y = |µ2|∆tNy.
As with the MNIMC scheme for the 1D linear advection problem, it is important
to investigate if this choice of eigenvalues, is real for the values of p and q that Fp,q(z)
is real, for some z ∈ RNxNy .





























• When Nx is even and Ny is odd, F1,1(z) and FNx
2
+1,1(z) are real. However using
(5.40), λ˜Nx
2
+1,1 is only real if h1 ∈ N.
• When Nx is odd and Ny is even, F1,1(z) and F1,Ny
2
+1






is only real if h2 ∈ N.
• When Nx and Ny are both odd, F1,1(z) is real. Using (5.40), λ˜1,1 = 1.
In order to investigate this problem for any values of h1, h2 ∈ R+, the problem will be
restricted to Nx and Ny both odd. This ensures that the eigenvalues have the required
conjugate pair properties.
It is interesting to note that these eigenvalues can be separated into two functions
multiplied together, one in the x variable and the other in the y variable. These
functions each take the form of the eigenvalues for the MNIMC scheme for the 1D
linear advection problem. This is due to the independence of the solutions in the x-
and y-directions. If we consider the 2D linear advection problem for a fixed y ∈ [0, 1),
the problem becomes the 1D linear advection problem in the x-direction. Similarly,
if we fix x ∈ [0, 1), the problem becomes the 1D linear advection problem in the y-
direction.
Definition 5.2 (The 2D MNIMC scheme). Let Assumptions 5.1 hold true with Un re-
placed by U˜n to mark the difference in the schemes. Define the matrix M˜ ∈ RNxNy×NxNy
where Nx and Ny are both odd, by M˜ := V Λ˜V ∗, where the matrix V is defined as in
Section 5.3.1 and Λ˜ ∈ CNxNy×NxNyy contains the eigenvalues of the scheme in (5.40)
along its main diagonal such that,
Λ˜(q−1)Nx+p,(r−1)Nx+s = λ˜p,qδp,sδq,r, (5.41)
for p, s = 1, . . . , Nx and q, r = 1, . . . , Ny. The eigenvalues are positioned in the same or-
der as the eigenvectors they correspond to in the matrix V . The scheme is implemented
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by multiplying the vector containing the current state of the system by the matrix M˜ ,
as defined in Section 5.3 ie: U˜n+1 = M˜U˜n for all n ∈ N0.
The eigenvalues of the MNIMC scheme for the 2D linear advection problem, all
have unit magnitude. As a result the scheme is always numerically stable and nu-
merically non-dissipative with respect to all wavenumber components of the numerical
solution. The scheme is always numerically non-dispersive with respect to the resolv-
able wavenumber components of the numerical solution. When h1, h2 ∈ N, the scheme
is numerically non-dispersive with respect to all wavenumber component of the nu-
merical solution by Section 5.4. When h1 and/or h2 is not in N, the MNIMC scheme
introduces aliasing errors into the numerical solution in the form of numerical disper-
sion. Before applying the MNIMC scheme to solve the 2D linear advection problem,
we prove its consistency using similar methods to those employed in Lemma 3.9.
Lemma 5.3. Suppose the initial condition u0(x, y) of problem (5.1) is a multiplicatively
separable function such that u0(x, y) = u1(x)u2(y), where u1, u2 : R → R, x 7→ u1(x)
and y 7→ u2(y) have regularities r1, r2 ∈ N0 over (0, 1) respectively. Also let Assump-
tions 5.1 hold true, allowing the MNIMC scheme to be defined as in Definition 5.2.
Set the CFL number h ∈ R+ to be a fixed constant. Then the truncation error for the
MNIMC scheme is such that,
τn+1j−1 = O(∆xr1∆yr2) +O(∆xr1) +O(∆yr2). (5.42)
Then for sufficiently smooth functions such that r1, r2 ∈ N,
τn+1j−1,k−1 → 0 and ∆t→ 0 as ∆x,∆y → 0,
for all j = 1, . . . , Nx, k = 1, . . . , Ny and n ∈ N0.
Proof. The proof is identical to the proof of Lemma 3.9, but uses the result of Lemma
5.7 instead of Lemma 4.3.
5.6.2 Implementing the MNIMC scheme for the 2D linear advection
problem
In Section 5.6.1, the MNIMC scheme was defined for solving the 2D linear advection
problem. Since the scheme was derived through the eigenvalues and eigenvectors of the
scheme, we use the method of implementation for the scheme to derive its schematic
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ie: U˜n+1 = M˜U˜n for all n ∈ N0. Formulating the schematic for the scheme in this way























2pis(k − q − sgn(µ2)h2)
Ny
] U˜np,q, (5.43)
for j, p = 0, . . . , Nx−1 and k, q = 0, . . . , Ny−1. This schematic shows that the current
state of the system at every grid point in space is utilised to calculate the state of the
system ∆t in time, at each grid point in space. This potentially means that the matrix
M˜ is a full matrix, so the scheme will be computationally expensive to implement.
Figure 5.2 shows the results of applying the MNIMC for the 2D linear advection
problem to the 2D square function initial condition defined in (5.134), using h1 =
h2 = 12 . We can see a shifted periodic nature in the results of the scheme, similar to
that seen in MNIMC scheme for the 1D linear advection problem. At odd multiples
of ∆t, oscillations are present in the numerical solution, whilst at even multiples of
∆t, the 2D square function is recovered. As aliasing is the only error introduced into
the numerical solution by the scheme, it must be aliasing causing these oscillations.
As with the MNIMC scheme for the 1D linear advection problem, the shifted 2∆t-
periodic nature seen here, is likely due to the denominators of h1 and h2 being equal
to two. Aliasing errors in the MNIMC scheme for the 2D linear advection problem are
investigated in Lemma 5.6 of Section 5.8.
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5.7 Dissipative and dispersive metrics
The dissipative and dispersive metrics for the 2D linear advection problem, are defined
by easily extending the definition for the metrics of the 1D problem in Section 3.8.
The numerically dissipative and dispersive properties of the schemes for the 2D linear
advection problem, are determined by h1 and h2, therefore the metrics will be functions
of these variables. By defining these metrics for the 2D linear advection problem, we
are able to verify our analysis of the dissipative and dispersive properties of the Upwind
and Crank-Nicolson schemes in Table 5.1.
5.7.1 The dissipative metric
Definition 5.4 (Dissipative Metric). Define two finite difference schemes for solving
problem (5.1), using the same spatial step size ∆x > 0 and ∆y > 0, and temporal
















. Let the (p, q)th eigenvalue of each scheme correspond
to the (p, q)th eigenvector of the 2D DFT basis, as defined in Section 5.3. Define
the vectors z1(h1, h2), z2(h1, h2) ∈ RNxNy such that [zj(h1, h2)]p,q = |λ(j)p,q(h1, h2)|2 for
p = 1, . . . , Nx, q = 1, . . . , Ny and j = 1, 2. Then the numerically dissipative metric is
defined by ddissipative : RNxNy × RNxNy → R, such that,





















































































In the case of the 2D linear advection problem, the scheme with eigenvalues which
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are numerically non-dissipative with respect to the resolvable wavenumber components,
is the MNIMC scheme in Section 5.6.1. We can then use this scheme as our reference
scheme in the dissipative metric for the Upwind and Crank-Nicolson schemes, for the
2D linear advection problem. Using the fact that Nx and Ny are both required to be

















∣∣|λp,q(h1, h2)|2 − 1∣∣
 (5.45)
Figure 5.3 displays the results of the dissipative metric for the Upwind and Crank-
Nicolson schemes, when the Upwind scheme is numerically stable ie: h1 + h2 = h ≤ 1.
In this region, the dissipative metric in (5.45) is less than or equal to one due to
the stability of the schemes. Figure 5.3(a) shows that the dissipative metric for the
Upwind scheme is never zero, so the scheme is never non-dissipative with respect to
the resolvable wavenumber components of the numerical solution. This agrees with
the analysis of the scheme in Table 5.1. However the metric tends towards zero when
h1, h2 → 0+, or when h1 = 1 and h2 → 0+ and finally as h1 → 0+ when h2 = 1. These
limits correspond to when the Upwind scheme for the 1D linear advection problem is
numerically non-dissipative with respect to the resolvable wavenumber components of
the numerical solution.
The blue line along h1 + h2 = 1, is due to the sharp gradient between the metric
and the zeros plotted for h1 + h2 > 1. It is not an indication that the metric is
zero. In order to prevent this gradient from being mistaken for the metric equalling
zero, it would be best to view the results of the metrics as surface plots rather than
contour plots. Despite this, we present contour plots in Figures 5.3 and 5.4, as they
are easier to present results in this thesis. Another solution is to plot the metric for
(h1, h2) ∈ (0, 1] × (0, 1], with the knowledge that the Upwind scheme will be unstable
for h1 + h2 > 1.
Figure 5.3(b) depicts the dissipative metric for the Crank-Nicolson scheme. The
plot does not appear to show anything as the dissipative metric is zero for any value
of h1 and h2. This agrees with the analysis of the scheme in Table 5.1, which showed
that the scheme is always numerically non-dissipative with respect to all wavenumber
components of the numerical solution.
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(a) The dissipative metric for the 2D Upwind scheme.
(b) The dissipative metric for the 2D Crank-Nicolson scheme.
Figure 5.3: The dissipative metric in Equation (5.45) applied to the Upwind and Crank-
Nicolson schemes using µ1 = µ2 = 1, Nx = 101, Ny = 51 and considering h1 + h2 = h ≤ 1.
5.7.2 The dispersive metric
Definition 5.5 (Dispersive Metric). Define two finite difference schemes for solving
problem (5.1), using the same spatial step size ∆x > 0 and ∆y > 0, and temporal step
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. Let the (p, q)th eigenvalue of each scheme correspond to the
(p, q)th eigenvector of the 2D DFT basis, as defined in Section 5.3. Define the vectors
z1(h1, h2), z2(h1, h2) ∈ RNxNy such that [zj(h1, h2)]p,q = θ(j)p,q(h1, h2) for = 1, . . . , Nx,
q = 1, . . . , Ny and j = 1, 2. Then the numerically dispersive metric is defined by
ddispersive : CNxNy × CNxNy → R, such that,

























































































∣∣∣θ(1)p,q(h1, h2)− θ(2)p,q(h1, h2)∣∣∣
 (5.46)
In the case of the 2D linear advection problem, the scheme with eigenvalues which
are numerically non-dispersive with respect to the resolvable wavenumber components
of the numerical solution, is the MNIMC scheme in Section 5.6.1. We can use this
scheme as our reference scheme in the dispersive metric for the Upwind and Crank-
Nicolson schemes, for the 2D linear advection problem. Using the fact that Nx and Ny




















∣∣∣∣θp,q(h1, h2)− (−2pi(p− 1)h1Nx + 2pi(Ny − q + 1)h2Ny
)∣∣∣∣ (5.47)
As before, we consider the dispersive metric in (5.47) for h1 + h2 = h ≤ 1, where the
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Upwind and Crank-Nicolson schemes are both numerically stable. This results in the
dispersive metric being less than or equal to one.
(a) The dispersive metric for the 2D Upwind scheme.
(b) The dispersive metric for the 2D Crank-Nicolson scheme.
Figure 5.4: The dispersive metric in Equation (5.47), applied to the Upwind and Crank-
Nicolson schemes for the 2D linear advection problem, using µ1 = µ2 = 1, Nx = 101, Ny = 51
and considering h1 + h2 = h ≤ 1.
Figure 5.4(a) shows that the Upwind scheme is always numerically dispersive as the
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metric is never zero. The metric tends to zero when, h1 → 0+ and h2 is equal to 1 or
1
2 or as h2 → 0+. Similarly, as h2 → 0+ when h1 is equal to 1 or 12 or as h1 → 0+.
The metric tends towards zero at these points as letting either h1 or h2 equal zero,
reduces the dimension of the system and we recover the conditions under which the
Upwind scheme for the 1D problem, is numerically non-dispersive. We again obtain a
misleading indication in this Figure that the metric is zero along the line h1 + h2 = 1.
This is due to the sharp gradient in the plot as discussed in the previous Section, for
the dissipative metric for the Upwind scheme.
Figure 5.4(b) shows that the Crank-Nicolson scheme is always numerically disper-
sive. As h1, h2 → 0+, the numerically dispersive properties of the scheme decrease.
5.8 Aliasing error in the MNIMC scheme
Similarly to the 1D linear advection problem, we wish to use the MNIMC scheme for
the 2D linear advection problem, to construct perfect observations of the system. As
for the 1D linear advection problem, we want to construct these perfect observations
using the MNIMC scheme for the 2D linear advection problem, but to do this, we need
to define the global error in the MNIMC scheme for the 2D linear advection problem.
Let x˜0 ∈ RNxNy denote the true initial condition u0(x, y), sampled at the spatial grid
points defined in Assumptions 5.1, such that {x˜0}(k−1)Nx+j := u0(xj−1, yk−1). Now
define x˜l ∈ RNxNy by x˜l := M˜ lx˜0 for all l ∈ N. Then the global error in the MNIMC
scheme rl ∈ RNxNy , is defined by,
rl := y˜ − M˜ lx˜0, (5.48)
where y := y˜l denotes the lth set of perfect observations such that {y˜l}(k−1)Nx+j :=
u(xj−1, yk−1, l∆t) for j = 1, . . . , Nx and k = 1, . . . , Ny. As only aliasing errors are
introduced by the MNIMC scheme, rl can again be viewed as an additive correction
term to correct for aliasing errors in M˜ lx˜0 such that,
y˜l = x˜l + rl = M˜ lx˜0 + rl. (5.49)
Since x˜0 is defined as the discrete sample of u0(x, y), r0 = 0. Choosing h1 = h2 = 1,
results in M˜ = MNIMC , where hNIMC = 1, so rl = 0 for all l ∈ N0. In order to use
(5.49) in our strong constraint 4D-Var problem, we need to analyse the properties of
rl. The following Lemma investigates the shifted periodic nature of the aliasing error
present in the MNIMC scheme for solving the 2D linear advection problem.
Lemma 5.6. Let Assumptions 5.1 hold true, allowing the MNIMC scheme do be defined
as in Definition 5.2. Also, let u0(x, y) possess a convergent Fourier series.
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Additionally, let the CFL numbers in the x- and y-directions be expressed as h1 =
q1
b1
and h2 = q2b2 , such that qj , bj ∈ Z and gcd(qj , bj) = 1 for j = 1, 2. Also, let
c = lcm(b1, b2) (lowest common multiple). Then the aliasing error in x˜l, generated by
M˜ , denoted by rl is such that,
rl =
{
0, for [l]c = 0,
M˜ l−[l]cr[l]c , for [l]c = 1, . . . , c− 1,
(5.50)
for all l, where [·]c denotes modulo c.
Proof. This proof follows the same method as the proof of Lemma 3.12. As we are
considering the MNIMC scheme for solving the 2D linear advection problem, we are
restricted to Nx and Ny both odd. Rearranging (5.49) and applying the 2D DFT results
in,
Fp,q(rl) = Fp,q(y˜l)− λ˜lp,qFp,q(x˜0), (5.51)
for all l ∈ N0. The vector y˜l contains a discrete sample of the true physical system
sampled at each grid point in space, at time l∆t,
[y˜l](k−1)Nx+j = u(xj , yk, l∆t) = u(xj−1 − µ1l∆t, yk−1 − µ2l∆t, 0), (5.52)
for all j = 1, . . . , Nx and k = 1, . . . , Ny. As with Lemma 3.12, we would like to use
the Fourier series of u0(x, y) in (5.5), to represent u(x − µ1l∆t, y − µ2l∆t, 0). The
function u(x, y, 0) is the periodic extension of the function u0(x, y). Under the con-
ditions of the Lemma, this Fourier series is convergent. If u0(x, y) is continuous over
[0, 1)× [0, 1), limx→0+ u0(x, y) = limx→1− u0(x, y) for all y ∈ [0, 1), limy→0+ u0(x, y) =










then the Fourier series is equal to the function u(x, y, 0) for all (x, y) ∈ R× R. In this
instance, we can use the Fourier series of u0(x, y) to represent u(xp−1 − µ1l∆t, yq−1 −
µ2l∆t, 0) for all p = 1, . . . , Nx and q = 1, . . . , Ny.
However, if u0(x, y) is piecewise continuous over [0, 1) × [0, 1), there exists x ∈
[0, 1) such that limy→0+ u0(x, y) 6= limy→1− u0(x, y), there exists y ∈ [0, 1) such that










then the function possesses discontinuities. We assume that these are jump discon-
tinuities by the conditions of the Lemma as discussed in Section 5.2. Then as the
Fourier series is convergent, the Fourier series is equal to u0(x, y) at every continu-
ous point and not equal to u0(x, y) at each point of discontinuity. When the sample
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points of u0(x, y) do not sample a point of discontinuity, the Fourier series of u0(x, y)
can be used to represent u(xp−1 − µ1l∆t, yq−1 − µ2l∆t, 0) for all p = 1, . . . , Nx and
q = 1, . . . , Ny as in the continuous case. When for a given l, the (p, q)th sample point
coincides with a discontinuity in the function, the Fourier series of u0(x, y) is not equal
to u(xp−1 − µ1l∆t, yq−1 − µ2l∆t, 0), so cannot be used to represent this sample point.
As before we take advantage of the non-uniqueness of the 2D DFT [66]. We define a
new function based on u(x, y, 0), that has a convergent Fourier series and is continuous
and equal to u(x, y, 0) at every sample point. The Fourier series of this function will
then be equal to u(x, y, 0) at all of the sample points on the domain. Define,
Xˆ =
(x, y) ∈ [0, 1)× [0, 1)
∣∣∣∣∣∣∣∣∣∣
u(x, y, 0) is a point discontinuity in the domain or
is a point along a line of discontinuity forming




The jump discontinuities in u(x, y, 0) over [0, 1)× [0, 1) are either point discontinuities
or form lines in the (x, y)-domain, along the boundaries of the discontinuous pieces of
u(x, y, 0).
Now define Xˆl ⊆ Xˆ for each l ∈ N0,
Xˆl =
{
(xˆ, yˆ) ∈ Xˆ
∣∣∣∣∣ ∃p ∈ {1, . . . , Nx} and ∃q ∈ {1, . . . , Ny} such thatxˆ = [xp−1 − µ1l∆t]1 and yˆ = [yq−1 − µ2l∆t]1
}
. (5.54)
This set identifies the sample points within [0, 1)× [0, 1) where discontinuities lie within
u(x− µ1l∆t, y − µ2l∆t, 0). If there exists l such that u(xp−1 − µ1l∆t, xq−1 − µ2l∆t, 0)
is a continuous point for all p = 1, . . . , Nx and q = 1, . . . , Ny, then Xˆl = ∅. When
u(x, y, 0) is continuous over R× R× {0}, Xˆ = ∅, hence Xˆl = ∅ for all l ∈ N0.
Consider (xˆ, yˆ) ∈ Xˆl, then there exists p ∈ {1, . . . , Nx} and q ∈ {1, . . . , Ny} such
that, xˆ = [xp−1 − µ1l∆t]1 and yˆ = [yq−1 − µ2l∆t]1. Then by (3.60) in the proof of
Lemma 3.12, there exists p ∈ {1, . . . , Nx} and q ∈ {1, . . . , Ny} such that,








Then as [p − 1 − sgn(µ1)h1(l − 1[l]b1)]Nx ∈ {0, . . . , Nx − 1}, there exists some s1 ∈
{1, . . . , Nx} such that s1 − 1 = [p − 1 − sgn(µ1)h1(l − [l]b1)]Nx , hence xˆ = [xs1−1 −
µ1[l]b1∆t]1. Similarly, there exists s2 ∈ {1, . . . , Ny} such that yˆ = [ys2−1 − µ2[l]b2∆t]1.
This means that (xˆ, yˆ) ∈ Xˆl ⇔ (xˆ, yˆ) ∈ Xˆlcm(b1,b2). Therefore, Xˆl = Xˆ[l]lcm(b1,b2) for all
l ∈ N0. As Xˆl = Xˆ[l]lcm(b1,b2) , we have shown that there are at most lcm(b1, b2) different
subsets of points in u(x, y, 0) over [0, 1)× [0, 1), where a discontinuity is sampled, over
time.
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We will now define our new functions, vl : R× R→ R, such that (x, y) 7→ vl(x, y),
for l = 0, . . . , lcm(b1, b2)− 1 such that Xˆl 6= ∅, using the points Xˆl = {(xˆj , yˆj)}|Xˆl|j=1,
189







































































































































































































































































































































































































































































































































































































Chapter 5. The 2D Linear Advection Problem
and vl(x+1, y+1) = vl(x, y) for all (x, y) ∈ R×R, so is 1-periodic in both the x- and
y-directions. The function vl(x, y) is equal to the function u(x − µ1l∆t, y − µ2l∆t, 0)
except within the rectangle
[
xˆj − ∆x2 , xˆj + ∆x2
) × [yˆj − ∆y2 , yˆj + ∆y2 ) where the point
(xˆj , yˆj) ∈ Xˆl. The function constructs a rectangle based pyramid over each rectangle,
with the apex of the pyramid taking the value of u(xˆj , yˆj , 0) and the sides extending to
the function u(x, y, 0). This makes the function continuous and equal to the function
u(x − µ1l∆t, y − µ2l∆t, 0) at every sample point of the domain. As Xˆl = Xˆ[l]lcm(b1,b2) ,
vl(x, y) = v[l]lcm(b1,b2)(x, y), so there are at most lcm(b1, b2) different functions vl(x, y)
for l = 0, . . . , lcm(b1, b2)− 1.











where d(l)j,k ∈ C for all j, k ∈ Z. This is a convergent Fourier series for vl(x, y) by the
conditions of the Lemma.
Let c := lcm(b1, b2) and apply the 2D DFT to y˜l. As for Lemma 3.12, when Xˆl = ∅,
the Fourier series of u0(x, y) should be considered, as seen in the calculations below.
The same calculations are carried out using the Fourier series for vl(x, y) when Xˆl 6= ∅.






















as b1|(l − [l]c) and b2|(l − [l]c),












5.8. Aliasing error in the MNIMC scheme
















for p = 1, . . . , Nx+12 and q =
Ny+3














for p = Nx+32 , . . . , Nx and q =
Ny+3
2 , . . . , Ny,
= λ˜l−[l]cp,q Fp,q(y˜[l]c), for p = 1, . . . , Nx and q = 1, . . . , Ny.
(5.60)
We also have that,
λ˜lp,qFp,q(x˜0) = λ˜l−[l]cp,q λ˜[l]cp,qFp,q(x˜0), for p = 1, . . . , Nx and q = 1, . . . , Ny. (5.61)
Therefore, substituting (5.60) and (5.61) into (5.51),
Fp,q(rl) = λ˜l−[l]cp,q Fp,q(r[l]c),
⇒ V ∗rl = Λ˜l−[l]cV ∗r[l]c ,
⇒ rl = M˜ l−[l]cr[l]c . (5.62)
As y˜0 = x˜0, r0 = 0. Then by (5.62), when [l]c = 0, rl = 0. Hence the result in
(5.50).
We can see from Lemma 5.6 that the MNIMC scheme for the 2D linear advection
problem in (5.1), has a shifted b1∆t-periodic nature in the x-direction and a shifted
b2∆t-periodic nature in the y-direction. This results in the scheme having a shifted
lcm(b1, b2)∆t-periodic nature. We can see this in Figure 5.2 where h1 = h2 = 12 . This
gives that b1 = b2 = 2, so lcm(2, 2) = 2 and we see that the 2D square function is
recovered when the scheme is applied twice. If we now consider an example where
h1 6= h2 by setting h1 = 19 and h2 = 13 , then we have that lcm(9, 3) = 9. We would
expect to see a shifted 9∆t-periodic nature in the x-direction, a shifted 3∆t-periodic
nature in the y-direction and a shifted 9∆t-periodic nature overall in the numerical
results of the scheme. Examining Figure 5.5 we can see that this is the case.
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5.9. The effect of numerical dissipation and dispersion on the analysis vector
In Section 3.9 we found that the MNIMC scheme for the 1D linear advection equa-
tion, had the property that if the eigenvalues corresponding to a conjugate pair of the
1D DFT eigenvectors are swapped, the shifted periodic nature of the scheme is pre-
served. Suppose we also try this for the MNIMC scheme for the 2D linear advection
problem, so that (λ˜p,q,vp,q) and (λ˜p,q,vp,q) form eigenpairs of the scheme, for some
p = 2, . . . , Nx and q = 2, . . . , Ny. We then find that this scheme is consistent, numeri-
cally stable and convergent and retains the shifted lcm(b1, b2)∆t-periodic nature.
It is possible to construct 2
NxNy−1
2 different schemes in this way for solving the
2D linear advection problem, that maintain the shifted lcm(b1, b2)-periodic property.
These schemes would all be numerically non-dissipative with respect to all wavenum-
ber components of the numerical solution for any values of h1 and h2, but would be
numerically dispersive with respect to the resolvable wavenumber components where
the eigenvalues have been swapped. The only configuration that is numerically non-
dispersive with respect to all the resolvable wavenumber components, is that of the
MNIMC scheme configuration.
Suppose we extend the 2D linear advection problem, to d-dimensions in space and
construct an MNIMC scheme for this problem. Then based on our analysis on the
1D and 2D problems. we would expect the aliasing error in this scheme for the d-
dimensional problem, to have a shifted lcm(b1, . . . , bd)∆t-periodic nature. Here bj is
the denominator of hj ∈ Q+, where hj := |µj |∆t∆zj . The variable µj is the constant wave
speed of the d-dimensional problem in the zj-direction, for j = 1, . . . , d.
Now we have completed our analysis of the aliasing error introduced by the MNIMC
scheme, we can use the scheme to construct perfect observations of the 2D linear
advection problem. Therefore in the next Section, we begin our analysis of the strong
constraint 4D-Var data assimilation problem set out in Section 2.3, where the 2D linear
advection problem is our physical system of interest.
5.9 The effect of numerical dissipation and dispersion on
the analysis vector
Throughout this chapter, we have seen that we can pose the numerical model error
that enters into the solution of finite difference schemes for the 2D linear advection
problem, in the same way as we did for the 1D linear advection problem. As a result,
analysing the effects of numerical dissipation and dispersion on the analysis vector for
the 2D problem is very similar to that of the 1D problem. As before in Section 3.10, we
can construct the cost function for the 2D problem. Under the assumptions of Section













Chapter 5. The 2D Linear Advection Problem
Our aim is to minimise (5.63) with respect to x0 and recover the discrete sample of
u0(x, y), found in the vector x˜0. The formulation of this cost function is identical to
that found in (3.67). As a result, the formulation of the analysis vector which minimises
(5.63) with respect to x0 is identical to (3.68). Let xa ∈ RNxNy , denote the solution to







































Equation (5.65) forms the coefficients for the 2D DFT basis in the construction of the
analysis vector. Initially we wish to investigate the affects of numerical model error
on the analysis vector in the absence of observation errors. Therefore, as discussed in
Section 2.3, σ2o = 1 is chosen in Equation (5.63). However, this does not affect the
formulation of (5.64), using yl = y˜l.
Similarly to Lemma 3.13 for the 1D linear advection problem, the following Lemma
expresses the analysis vector in terms of the sum of a matrix operation on x˜0, ALx˜0 and
an aliasing correction term ρL ∈ RNxNy . The matrix AL ∈ RNxNy×NxNy is constructed
solely from the matrix M implementing the considered finite difference scheme for
the problem and the matrix M˜ implementing the MNIMC scheme for the 2D linear
advection problem. Lemma 5.7 is identical to Lemma 3.13 but with b replaced by
c ∈ N.
Lemma 5.7. Let the assumptions of Lemma 5.6 hold true, allowing xa to be stated
as in (5.64). Consider perfect observations of the physical system ie: yl = y˜l for all
l = 0, . . . , L where L ∈ N0 is finite, in the form of (5.49). Then the analysis vector can
be expressed as,
xa = ALx˜0 + ρL, (5.66)
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where c := lcm(b1, b2). Here we consider
∑0
j=1(Λ







0NxNy ∈ RNxNy×NxNy as we assume r0 = 0.
Proof. The proof is identical to that of Lemma 3.13, but makes use of the shifted
lcm(b1, b2)∆t-periodic nature of the MNIMC scheme for the 2D linear advection prob-
lem, as detailed in Lemma 5.6.
The eigenvalues of AL in (5.67) determine the magnitude and phase change applied
to each wavenumber component of x˜0 in the construction of xa. So as with the 1D
problem, we can refer to them as amplification factors for the wavenumber components
of x˜0. Let νp,q be an eigenvalue of AL, p = 1, . . . , Nx and q = 1, . . . , Ny. Due to the
diagonal structures of Λ and Λ˜, νp,q is constructed solely from λp,q and λ˜p,q, the (p, q)th










Numerical model error enters into νp,q via both λp,q and λ˜p,q. In the case of λ˜p,q
introduces numerical model error through the effects of aliasing. The complex conju-
gate properties of the eigenvalues of M and M˜ , result in the same complex conjugate
structure for the eigenvalues of AL.
The quality of the analysis vector and the ability of the schemes to propagate unre-
solvable wavenumber components, can be explored similarly to Section 3.10. We would
expect to see similar results to those for the 1D linear advection problem, such as
the analysis vector for the numerically non-dissipative and dispersive Crank Nicolson
scheme with respect to the resolvable wavenumber components of the numerical solu-
tion, losing information due to destructive interference between observations. However
since the results of Chapter 5 yielded interesting results regarding a possible optimal
number of discretisation points when considering full sets of observations to perform
strong constraint 4D-Var data assimilation when considering full sets of observations,
we perform a similar analysis in the remainder of this Chapter, to identify if a similar
result extends to the 2D linear advection problem.
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5.10 The spectral approach in the absence of observation
errors
In Chapter 4, we explored the behaviour of the error in the analysis vector for the 1D
linear advection equation, by constructing a bound for the l2-norm of the error in the
analysis vector. The bound was constructed using a spectral approach possibly allowing
the dependence of the error on the smoothness of the true initial condition, the number
of discretisation points when considering full sets of observations, the number of sets of
observations in the assimilation window and the numerically dissipative and dispersive
properties of the considered finite difference scheme, to be examined explicitly. It
was found to be suitable for characterising the l2-norm of the error in the analysis
vector, with respect to the number of discretisation points when considering full sets
of observations, for numerically dissipative and/or dispersive finite difference schemes
with respect to the resolvable wavenumber components of the numerical solution. This
revealed that if the true initial condition contains discontinuities, then the worst case
is that the error does not decay as the number of discretisation points is increased. It
is important to understand how considering a two-dimensional problem affects results
like these and examine the behaviour of the error in the analysis vector for the 2D
linear advection problem behaves. To this end, the same approach as in Chapter 4 will
be taken to see if a similar bound can be constructed to characterise the behaviour of
the l2-norm of the error in the analysis vector, for the 2D linear advection problem.
The spectral method for constructing a bound for the l2-norm of the error in the
analysis vector for the 1D linear advection problem, required the use of a bound on
the 1D Fourier coefficients and a bound on the error between the coefficient identified
through the 1D DFT and the coefficient of the 1D Fourier series, for the same resolv-
able wavenumber component. As we wish to proceed in the same manner for the 2D
problem, we require similar bounds, but in two-dimensions. However to the best of
our knowledge, these bounds have not been extended to the 2D case. Therefore, we
proceed to prove these theorems in the following sections.
5.10.1 A bound on the 2D Fourier coefficients
In the following Lemma, we prove a bound for the 2D Fourier coefficients, following
the steps set out by Carslaw for the 1D case [61].
Lemma 5.8. Let the function f(x, y) be multiplicatively separable such that f(x, y) =
f1(x)f2(y), with f1(x) and f2(y) satisfying the conditions of Lemma 4.2 over (0, T1) with
regularity r1 ∈ N0 and (0, T2) with regularity r2 ∈ N0 respectively. Define Q1, Q2, Q3, Q4 ∈









2 (y) are continuous respectively, when r1 =
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0 and/or r2 = 0. When r1, r2 ∈ N, define Qj = 1 for all j = 1, . . . , 4.
Then the coefficients of the Fourier series for f(x, y), given by fp,q, p, q ∈ Z, can
be bounded such that,
|fp,q| ≤

A1, for p = q = 0,
A2
|q|r2+1 , for p = 0 and q ∈ Z \ {0},
A3
|p|r1+1 , for p ∈ Z \ {0} and q = 0,
A4
|p|r1+1|q|r2+1 for p, q ∈ Z \ {0}.
(5.70)


















The variables v1, v2, v3, v4 ∈ R are the bounds on the functions f1(x), f (r1)1 (x), f2(y)
and f (r2)2 (y) respectively and s1, s2 ∈ R are the number of monotone pieces f (r1)1 (x)
over (0, T1) and f
(r2)
2 (y) over (0, T2), can be broken up into respectively.
Proof. A corollary of Fubini’s theorem for double integrals on rectangular domains is












T2 dy dx, (5.71)





T2 . If r1, r2 ∈ N then both functions are continuous on
















Applying the steps of the proof of Lemma A.4 in Appendix A, to each integral and
bounding the result, we obtain (5.70) for r1, r2 ∈ N with Qj = 1 for all j = 1, . . . , 4.
Now consider the case of r1 = 0 and r2 ∈ N. In this instance, f1(x) is not continuous
on [0, T1], but f2(y) is continuous on [0, T2]. Therefore, the integrand of (5.71) is
not continuous on the rectangular domain [0, T1] × [0, T2] and we cannot apply the
corollary of Fubini’s theorem for double integrals to (5.71). Instead, we begin by





























for p ∈ Z and q ∈ Z \ {0}.
(5.73)
A multiplicatively separable function over a rectangular domain, composed of two
piecewise continuous functions, is a piecewise continuous function whose continuous
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pieces all have a rectangular domain. Therefore, we are able to partition [0, T1] ×
[0, T2] into Q1 rectangular domains where f1(x) and f2(y) are both continuous and Q2
rectangular domains where f1(x) and f
(r2)
2 (y) are both continuous functions.
Define the partitions of [0, T1]×[0, T2] for f1(x)f2(y) by [(aˆ1)z, (bˆ1)z]×[(cˆ1)z, (dˆ1)z] ⊂
[0, T1]× [0, T2] for z = 1, . . . , Q1 and for f1(x)f (r2)2 (y) by [(aˆ2)z, (bˆ2)z]× [(cˆ2)z, (dˆ2)z] ⊂
[0, T1]× [0, T2] for z = 1, . . . , Q2 such that,
Qj⋃
z=1
[(aˆj)z, (bˆj)z]× [(cˆj)z, (dˆj)z] = [0, T1]× [0, T2],
for j = 1, 2. We are now able to apply the same corollary of Fubini’s Theorem [84,











































for p ∈ Z and q ∈ Z \ {0}.
(5.74)
Applying the steps of the proof of Lemma A.4 in Appendix A to each integral and


























z=1(s3)z(s2)z, p, q ∈ Z \ {0}.
(5.75)
As r1 = 0, Q3 = Q1 and Q4 = Q2. Here (s1)z ∈ N is the number of monotone pieces
of f1(x) over [(aˆ1)z, (bˆ1)z]. The variables (s2)z, (s3)z ∈ N are the number of monotone
pieces of f1(x) over [(aˆ2)z, (bˆ2)z] and f
(r2)
2 (y) over [(cˆ2)z, (dˆ2)z], respectively. As,
Q1∑
z=1
|(bˆ1)z − (aˆ1)z||(dˆ1)z − (cˆ1)z| = T1T2,
(s1)z ≤ s1, (s2)z ≤ s2, (s3)z ≤ s1, |(bˆ2)z − (aˆ2)z| ≤ T1 for all z = 1, . . . , Q1 and
|(dˆ1)z − (cˆ1)z| ≤ T2 for all z = 1, . . . , Q2, we obtain (5.70) for r1 = 0 and r2 ∈ N. A
similar approach is taken for the cases r1 = r2 = 0 and r1 ∈ N, r2 = 0.
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The constants A1, A2, A3 and A4 are independent of p and q. However it should be
noted that A2, A3 and A4 are in some way dependent upon the regularity of u0(x, y)
in x and y, ie: r1 and r2 respectively. When r1 = 0, v1 = v2, Q1 = Q3 and Q2 = Q4.
Also, when r2 = 0, v3 = v4, Q1 = Q2 and Q3 = Q4. Consequently, when r1 = r2 = 0,
Qj = Qk for all j, k = 1, . . . , 4. As we are using the proof of Lemma 4.2, it is not
appropriate to consider r1 →∞ or r2 →∞.
We do not consider a non-separable f(x, y) in Lemma 5.8, due to the challenges
associated with it. In order to see some of these challenges, consider a non-separable
f(x, y). Let this function satisfy Definition 3.8, by replacing any references to differ-
entiability with partial differentiability, such that f(x, y) has regularity one in both
the x- and y-directions over (0, T1) and (0, T2) respectively, together with boundary
conditions f(0, y) = f(T1, y) for all y ∈ [0, T2] and f(x, 0) = f(x, T2) for all x ∈ [0, T1].






























T1 dy dx, for p ∈ Z \ {0} and q = 0.
(5.76)
However, when p and q are both non-zero, we obtain an ambiguity in the result. We














T2 dy dx, (5.77)














T2 dy dx, (5.78)
for p, q ∈ Z \ {0}. If we chose to form a bound for fp,q using (5.77), then we will
capture the behaviour of |fp,q| with respect to p. If we instead form a bound using
(5.78), we see that we will capture the behaviour of |fp,q| with respect to q, but not p.
This, together with the result of Lemma 5.8, indicates that both (5.77) and (5.78) are
inadequate for determining the behaviour of |fp,q| with respect to both p and q. This
method of forming a bound is dependent upon the route taken to partially differentiate
the function f(x, y). This is inherently a bad idea, as the order of differentiation affects
the number of times you can partially differentiate the function in each direction.
This in turn leads to the issue of defining the regularity of the function f(x, y). A
natural choice would be to modify Definition 3.8, so that all differentiable properties
are partially differentiable properties, as we did with our example. This would suit a
separable f(x, y). However, the proof for a bound on fp,q for p, q ∈ Z \ {0}, should be
used to determine the definition.
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Suppose we are able to form a bound for a non-separable f(x, y), using the 2D

















T2 dy dx, (5.79)
for p, q ∈ Z \ {0} and some r1, r2 ∈ N0. In the 1D case, once integration by parts had
been applied as many times as possible, the 2nd Mean Value Theorem for integrals
in one-dimension was used. We would like to do the same in this problem. It is not
possible to apply this theorem to each of our integrals individually. To demonstrate
this, suppose we apply the theorem to the inner integral in (5.79). This results in
the limits of the inner integrals over each monotone piece, becoming dependent on the
independent variable of the outer integral, in this case x. The number of monotone
pieces the inner integral is split into, is different for each x and the calculation becomes
very complex as a result. The only piece of literature we were able to find regarding a
possible 2D version of this proof, was that of Young [85]. We hope that this paper will
aid in the proof of a bound on fp,q, for p, q ∈ Z \ {0}. We leave such a proof as future
work.
5.10.2 A bound on the error in the 2D DFT
In this Section, we consider the error in the coefficient found by the 2D DFT, when
compared with the Fourier coefficient of the 2D Fourier series for the same resolvable
wavenumber component. The creation of this bound for the 1D DFT by Henson [66],
required considering continuous and discontinuous functions separately, due to the use
of the Poisson summation in the former. Here we will do similar, following the idea
of Henson’s proofs [66]. In Lemma 5.9 we consider r1, r2 ∈ N and in Lemma 5.10, we
consider r1 = 0 and/or r2 = 0.
Lemma 5.9. Let the assumptions of Lemma 5.8 hold true, replacing the reference to
Lemma 4.2 with one to Lemma 4.3. Also let F ∈ RNxNy be such that {F}(k−1)Nx+j =
f(xj−1, yk−1) where xj−1 = (j − 1)∆x and yk−1 = (k − 1)∆y for j = 1, . . . , Nx and
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k = 1, . . . , Ny such that ∆x = T1Nx and ∆y =
T2
Ny


































for p = 1





























































































































+ 2, . . . , Nx


















+ 2, . . . , Nx








∣∣∣∣∣ ≤ B1N r1+1x N r2+1y + B4N r1+1x |q −Ny − 1|r2+1
+
B5












+ 2, . . . , Ny, where B1 = A4C(r1 + 1)C(r2 + 1),
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B2 = A3C(r1 + 1), B3 = A2C(r2 + 1), B4 = A4C(r1 + 1) and B5 = A4C(r2 + 1) and
C : N→ R such that r 7→ 2r + ζ(r).























T2 dy dx. (5.85)
Under the conditions of the Lemma, the Fourier series for f(x, y) is convergent. As
r1, r2 ∈ N, f(x, y) is continuous at every point in the domain so is equal to its Fourier
series. The 2D Poisson summation in Section 5.3.2 can then be used to express the 2D









We wish to find a bound on the error between (5.86) and the coefficient for the corre-
sponding resolvable wavenumber component of the Fourier series of f(x, y). In order
to achieve this we require the following bounds determined by Henson [66] in his proof





|jNx + p− 1|r1+1 +
1
| − jNx + p− 1|r1+1
)







|kNy + q − 1|r2+1 +
1
| − kNy + q − 1|r2+1
)
≤ C(r2 + 1)
N r2+1y
. (5.88)
• Initially, consider p = 1, . . . , ⌊Nx2 ⌋+1 and q = 1, . . . , ⌊Ny2 ⌋+1. The corresponding










Following the steps of Henson’s proof for the error in the 1D DFT coefficient and
applying the bound developed in Lemma 5.8, together with (5.87) and (5.88), we
obtain (5.80).
• Next consider the case of p = 1, . . . , ⌊Nx2 ⌋ + 1 and q = ⌊Ny2 ⌋ + 2, . . . , Ny. The
corresponding Fourier series coefficient is fp−1,−Ny+q−1. Then applying the same
analysis as for the previous case, we obtain (5.81).
• The next case is to consider p = ⌊Nx2 ⌋ + 2, . . . , Nx and q = 1, . . . , ⌊Ny2 ⌋ + 1.
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The corresponding Fourier coefficient is f−Nx+p−1,q−1. Then applying the same
analysis as for the previous case, we obtain (5.82).
• The final case is to consider p = ⌊Nx2 ⌋+2, . . . , Nx and q = ⌊Ny2 ⌋+2, . . . , Ny. The
corresponding Fourier series coefficient is f−Nx+p−1,−Ny+q−1. Then applying the
same analysis as for the previous case, we obtain (5.83).
The result of Lemma 5.9 can be written more succinctly by using the notation
of Henson [66]. Lemma 5.9 identifies a bound for the error in the 2D DFT for a
multiplicatively separable function f(x, y) = f1(x)f2(y), where the regularities of f1(x)
and f2(y) are such that r1, r2 ∈ N. We require a similar bound for this function when
r1 = 0 and/or r2 = 0. This will be derived in Lemma 5.10.
Lemma 5.10. Let the assumptions of Lemma 5.9 hold true, but let f1(x) over (0, T1)
and f2(y) over (0, T2) have regularities r1 and r2 respectively, with r1, r2 ∈ N0 such that
at least one of them is equal to zero. Then Equations (5.80)-(5.83) of Lemma 5.9 hold
true for r1 = 0 and/or r2 = 0, with,
B1 =
{
A4C(r1 + 1)C(r2 + 1), for r1 = 0 and r2 ∈ N or r1 ∈ N and r2 = 0,




A3C(r1 + 1), for r1 ∈ N and r2 = 0,




A2C(r2 + 1), for r1 = 0 and r2 ∈ N,




A4C(r1 + 1), for r1 ∈ N and r2 = 0,




A4C(r2 + 1), for r1 = 0 and r2 ∈ N,
A4C(r2 + 1) +A8, for r1 ∈ N0 and r2 = 0,
(5.94)














and A9 := 2v1v3w1w2T1T2 .
Proof. In order to bound the error in the 2D DFT of f(x, y) = f1(x)f2(y) when r1 = 0
and/or r2 = 0, we follow the ideas in the proof for the bound on the error in the 1D
DFT when r = 0, as set out by Henson [66] and corrected in Section A.2 of Appendix
A. When r1 = 0 and/or r2 = 0, f(x, y) contains at least one discontinuity, therefore
we cannot use the Poisson summation as in Lemma 5.9, to construct the 2D DFT of
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f(x, y) and hence bound the error in it. Instead we define a new function g : R × R
such that (x, y) 7→ g(x, y), that possesses the same 2D DFT as f(x, y), is continuous,
has a convergent Fourier series and is multiplicatively separable.
Define g(x, y) = g1(x)g2(y) where g1, g2 : R × R → R such that x 7→ g1(x) and
y 7→ g2(y). If r1 = 0, we define g1(x) by interpolating f1(x) and if r2 = 0, we
define g2(y) by interpolating f2(y). The interpolation technique is identical to that
described in Henson [66] and corrected in Section A.2 of Appendix A. If r1 ∈ N, then
g1(x) := f1(x). Similarly, if r2 ∈ N, then g2(y) := f2(y).
Now consider the error in the 2D DFT of the function f(x, y), adding and subtract-
ing the coefficients for the Fourier series of g(x, y), given by gp−1,q−1 ∈ C for p, q ∈ Z.


















∣∣∣∣∣+ |gp−1,q−1 − fp−1,q−1| . (5.95)
The function g(x, y) is multiplicatively separable with r1, r2 ∈ N, has a convergent
Fourier series and the same 2D DFT as f(x, y), so Lemma 5.9 is then satisfied and can
be used to bound, ∣∣∣∣∣ 1√NxNyFp,q(F)− gp−1,q−1
∣∣∣∣∣ . (5.96)
The same method is applied for the remaining values of p and q, using the corresponding
resolvable Fourier coefficient to Fp,q(F).





















, as these are the corresponding resolvable wavenumber coefficients
205
5.10. The spectral approach in the absence of observation errors
of the Fourier series, to the 2D DFT. Consider the case of r1 = 0 and r2 ∈ N. Then,




































∣∣∣∣∑w1z=1 ∫ bˆzaˆz (g1(x)− f1(x)) e−2piipxT1 ∫ T20 f2(y)dy dx
∣∣∣∣ ,





∣∣∣∣∑w1z=1 ∫ bˆzaˆz (g1(x)− f1(x)) e−2piipxT1 ∫ T20 f (r2)2 (y)e−2piiqyT2 dy dx
∣∣∣∣ ,
for p = − ⌊Nx2 ⌋ , . . . , ⌊Nx2 ⌋ and q = − ⌊Ny2 ⌋ , . . . ,−1, 1, . . . , ⌊Ny2 ⌋,
(5.97)
Here w1 ∈ N is the number of sub-domains [xj , xj+1] for j = 0, . . . , Nx−1, where f1(x)
contains a discontinuity and [aˆz, bˆz] denotes each of these subdomains for z = 1, . . . , w1.
As the integrals in (5.97) are defined on a rectangular domain [aˆz, bˆz] × [0, T2]
and the functions f1(x) and f
(r2)
2 (y) are piecewise continuous functions on this do-
main, the rectangular domain can be partitioned into P1, P2 ∈ N rectangular domains
where f1(x)f2(y) and f1(x)f
(r2)
2 (y) are continuous respectively. Define the partition of
[aˆz, bˆz]× [0, T2] for (g1(x)− f1(x))f2(y) by [(αˆ1)j , (βˆ1)j ]× [(γˆ1)j , (δˆ1)j ] for j = 1, . . . , P1




[(αˆk)j , (βˆk)j ]× [(γˆk)j , (δˆk)j ] = [aˆz, bˆz]× [0, T2],
for k = 1, 2. The integrands of the integrals in (5.97) are then continuous and mul-
tiplicatively separable over these rectangular domains, so the Corollary from Fubini’s
Theorem for double integrals over rectangular domains [84, p. 1010] used in Lemma

























for p = − ⌊Nx2 ⌋ , . . . , ⌊Nx2 ⌋ and q = − ⌊Ny2 ⌋ , . . . ,−1, 1, . . . , ⌊Ny2 ⌋,
(5.98)
Applying the 2nd Mean Value Theorem (MVT) for integrals [86] stated in Lemma A.3
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for p = − ⌊Nx2 ⌋ , . . . , ⌊Nx2 ⌋ and q = − ⌊Ny2 ⌋ , . . . ,−1, 1, . . . , ⌊Ny2 ⌋,
(5.99)
by the generalised Fundamental Theorem of Calculus.
As g1(x) is a linear interpolation of f1(x), it is also bounded by v1. A similar analysis





















for p = − ⌊Nx2 ⌋ , . . . ,−1, 1, . . . , ⌊Nx2 ⌋ and q = − ⌊Ny2 ⌋ , . . . , ⌊Ny2 ⌋,
(5.100)
where w2 ∈ N is the number of sub-domains [yk, yk+1] for k = 0, . . . , Ny − 1, where
f2(y) contains a discontinuity. Let the domain [cˆs, dˆs] denote these subdomains for
s = 1, . . . , w2. Then when considering the case of r1 = r2 = 0,
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for p = − ⌊Nx2 ⌋ , . . . ,−1, 1, . . . , ⌊Nx2 ⌋ and q = − ⌊Ny2 ⌋ , . . . ,−1, 1, . . . , ⌊Ny2 ⌋.
(5.104)
The 2nd MVT for integrals was not applied to the integral in (5.103), so the generalised
FTC was applied and the integral bounded directly. Then by combining the result of
Lemma 5.9 with (5.95), (5.99), (5.100) and (5.104), we obtain the result of this Lemma.
Suppose the function f(x, y) is a multiplicatively non-separable function and con-
tains a discontinuity. Constructing a similar proof to Lemma 5.10, we construct a new
function g(x, y) defined using f(x, y) as a starting point, interpolating across the dis-
continuities in f(x, y). The corresponding Fourier coefficient of g(x, y) is then added
and subtracted as in (5.95), allowing the equivalent of Lemma 5.9 for non-separable
functions, to be applied. A simple formulation for g(x, y) is constructed by introducing
square-based pyramids into f(x, y). Given a point of discontinuity, identify the four
grid squares within ∆x2 and
∆y
2 of the discontinuity. Then using the mid-point of each
of these squares evaluated in f(x, y) as the four corners of the base of the pyramid
and f(x, y) at the intersection of these four grid squares as the apex, construct the
square-based pyramid. This creates a continuous g(x, y) which evaluates identically to
f(x, y) at each grid point.
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The problem with this formulation arises when f(x, y) is discontinuous in only one
direction. Suppose a line of discontinuity exists parallel to the y-direction for some
x0 ∈ [0, T1). Then f(x, y) is continuous for each x over R and discontinuous in the y-
direction at x = x0. Given the described properties of f(x, y), even though regularity
has not been defined for a multiplicatively non-separable function, it is imaginable that
the regularity in the x-direction would be r1 ∈ N and in the y-direction would be r2 = 0.
We desire that g(x, y) have non-zero regularities in both directions. Defining g(x, y) by
interpolating f(x, y) over the grid squares containing discontinuities in [0, T1]×[0, T2], as
discussed above, results in g(x, y) being continuous in the x- and y-directions. Therefore
we would expect that r1, r2 ∈ N. However g(x, y) may not have the same regularity in
the x-direction as f(x, y). This is not consistent with the results of Lemma 5.10, so
the choice of g(x, y) may need to be reconsidered for such functions.
The constants B1, B2, B3, B4 and B5 of Lemmas 5.9 and 5.10 are independent of
p, q, Nx and Ny. The coefficient B1 is dependent on r1 and r2, whilst the coefficients
B2 and B4 are dependent on r1 and independent of r2 and the coefficients B3 and B5
are independent of r1, but dependent on r2. The results of these Lemmas cannot be
considered as either r1 → ∞ or r2 → ∞ as they depend on Lemma 5.8 which cannot
be considered under these conditions.
Now we have the bounds on the 2D continuous Fourier coefficients and the error in
the 2D DFT when compared to its corresponding 2D Fourier coefficient, we can follow
the proof of Lemma 4.4 to construct a bound for the error in the analysis vector.
5.10.3 A bound on the error in the analysis vector
Now we have the bounds on the 2D Fourier coefficients and the error in the 2D DFT
for problem (5.1). Using these, we can take the same spectral approach to find a bound
on the error in the analysis vector, as found in Lemma 4.5, for the 1D problem in (3.1).
Lemma 5.11. Let the assumptions of Lemma 5.10 hold for the function u0(x, y) defined
in problem (5.1), over its domain [0, 1) × [0, 1) and those detailed so far allowing xa
to be stated as in (5.66), hold true. Also, let x˜l be defined as in Section 5.6.1 for all
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|1− νp,q| A4|p− 1|r1+1|q − 1|r2+1














where B1, B2, B3, B4 and B5 are defined as in Lemmas 5.9 and 5.10. We also define
ξp,q ∈ R for p = 1, . . . , Nx and q = 1, . . . , Ny by,
ξp,q =
∣∣∣∣∑L−[L]cc −1l=0 [|λp,q|ceicφp,q]l∣∣∣∣ {∑c−1y=1 |λp,q|y}+ |λp,q|L−[L]c∑[L]cy=1 |λp,q|y∑L
k=0 |λp,q|2k
, (5.106)
where c = lcm(b1, b2).
Proof. Following the outline of Lemma 4.4, using Equation (5.66) of Lemma 5.7 results
in,





{|1− νp,q| |Fp,q(x˜0)|+ |Fp,q(ρL)|}2 .
(5.107)
We now require a bound for |Fp,q(x˜0)| and |Fp,q(ρL)| for each (p, q). Using the same
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} for p = 1

















} for p = 2, . . . , Nx+12

















} for p = 2, . . . , Nx+12




















} for p = 1

















} for p = 2, . . . , Nx+12

















} for p = Nx+32 , . . . , Nx

















} for p = Nx+32 , . . . , Nx

















} for p = Nx+32 , . . . , Nx
and q = Ny+32 , . . . , Ny
(5.108)
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Now consider |Fp,q(ρL)| where ρL is defined in (5.68). As in Lemma 4.5, we apply








where c = lcm(b1, b2). Now consider |Fp,q(rj)| for j = 1, . . . , lcm(b1, b2). As in Lemma 4.5, we
use the result of Lemmas 5.9 and 5.10,
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for p = 1


















for p = 2, . . . , Nx+12





















for p = 2, . . . , Nx+12





















for p = 1


















for p = 2, . . . , Nx+12


















for p = Nx+32 , . . . , Nx


















for p = Nx+32 , . . . , Nx

















} for p = Nx+32 , . . . , Nx
and q = Ny+32 , . . . , Ny,
(5.110)
Let ξp,q be defined as (5.106) for p = 1, . . . , Nx and q = 1, . . . , Ny. Then |Fp,q(ρL)| is
bounded by (5.110), multiplied by ξp,q. Due to the complex conjugate pair nature of λp,q
described in Section 5.3.1, ξp,q has the same complex conjugate structure. Substituting the
bound on |Fp,q(ρL)| and (5.108) into (5.107) results in (5.105).
This Lemma provides a bound for the l2-norm of the error in the analysis vector
under the influence of errors introduced by finite difference approximations in the for-
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ward model solving problem (5.1). Comparing the bounds in (5.105) and (4.19) for the
2D and 1D linear advection problems respectively, we can see similarities between their
formulations. The bound is explicitly dependent on the regularity of the initial condi-
tion u0(x, y) in both the x- and y-directions (r1 and r2 respectively), the numerically
dissipative and dispersive properties of the finite different scheme used as the forward
model (νp,q), the number of discretisation points in the x- and y-directions (Nx and
Ny respectively) when considering full sets of observations and the number of sets of
observations in the assimilation window (L). The similarities between the two bounds
is not surprising as their proofs are produced using the same ideas. As a result, it is
likely that the bound in Equation (5.105) can be interpreted as representing the worst
case behaviour of the l2-norm of the error in the analysis vector, similarly to the way
the bound in Equation (4.19) was discussed in Section 4.3.7.
The next step in our analysis is to compare the behaviour of the bound against
the results from strong constraint 4D-Var numerical experiments. This will allow us
to determine if the bound is suitable for characterising the behaviour of the l2-norm of
the error in the analysis vector.
5.11 Analysis of the Bound
In this Section we perform a similar analysis to Section 4.3, to determine if the bound
in Equation (5.105) is suitable for characterising the behaviour of the l2-norm of the
error in the analysis vector for the 2D linear advection problem. The behaviour of
the l2-norm of the error in the analysis vector can be identified through strong con-
straint 4D-Var data assimilation numerical experiments, whilst the behaviour of the
bound can be identified through analysing the behaviour of its constituent summations
both numerically and analytically. The behaviour of these quantities can be described
through analysing their orders of convergence to zero with respect to Nx, Ny and L for
varying regularity initial conditions.
In order to find these orders of convergence, we need to vary the values of these
variables. However, whilst doing this, we need to maintain the numerically dissipative
and dispersive properties of these schemes. As we have seen in the Tables in Section
5.5.3, these properties are determined by the values of h1 and h2. Suppose we fix h1
and h2 such that our numerical scheme is numerically stable, using some ∆x = 1Nx ,
∆y = 1Ny and ∆t. Now suppose we decrease ∆x by increasing Nx, N
(1)
x = 3Nx. Then
in order to keep h1 constant, we must decrease ∆t, ∆t(1) = ∆t3 . This decreases the
length of the assimilation window given by L∆t and also affects h2. The knock on affect
is then that Ny must be increased by the same factor as Nx to ensure that h2 remains
constant. Therefore when investigating the order of convergence of the error in the
analysis vector with respect to Nx, we must also investigate the order of convergence
with respect to Ny to preserve the numerically dissipative and dispersive properties of
the schemes. This means that we are unable to investigate the order of convergence
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with respect to Nx and Ny individually.
Section 5.3 investigated the numerically dissipative and dispersive properties of
the Upwind and Crank-Nicolson schemes for solving problem (5.1). Since the Upwind
scheme is numerically dissipative and dispersive with respect to resolvable wavenumber
components and the Crank-Nicolson scheme is always numerically non-dissipative and
dispersive with respect to resolvable wavenumber components, this does not lead us
to obvious values to choose for h1 and h2, to perform our experiments. We require
that h1 + h2 = h ≤ 1, to maintain numerical stability of the Upwind scheme. The
easiest way to investigate the order of convergence with respect to Nx and Ny is to set
Nx = Ny and to choose Nx to be odd so the MNIMC scheme can be used to define
|1− νp,q| terms for p = 1, . . . , Nx and q = 1, . . . , Ny. The result of this is that h1 = h2.
So we choose h1 = h2 = 12 , which results in h = 1. Then both schemes are numerically
stable when increasing Nx and Ny. We also choose µ1 = µ2 = 1.
The number of observations is given by NxNyL, so increasing any of these factors
increases the number of observations. Increasing Nx and Ny results in ∆t = h1µ1Nx =
h2
µ2Ny
decreasing. As observations are taken at every point in space, every ∆t, this
results in the density of observations being increased in both space and time as Nx and
Ny are increased.
The bound in Equation (5.105) can be re-written in the form of a sum of sum-
mations, similarly to the way the bound in 4.19 was re-written in the form of Equa-
tion (4.41). The Upwind and Crank-Nicolson schemes both have the property that
|1 − ν1,1| = 0. Taking this into account, the bound can be re-written in the form of a
sum comprised of more than 40 summations whose order of convergence to zero needs
to be analysed with respect to Nx and L. In order to minimise the analysis involved, we
use the results from the Section 4.3 to guide our choice in summations to be analysed.







was the dominant summation of the equivalent bound on the l2-norm of the error
in the analysis vector for the 1D linear advection problem. We choose to analyse
summations of a similar form in the construction of Equation 5.105 to see if their order
of convergence both analytically and numerically, represents the numerical orders of
convergence to zero for the l2-norm of the error in the analysis vector, found through
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|q − 1|2(r2+1) . (5.113)
We now investigate the order of convergence of |1− νp,q| with respect to Nx and L.
5.11.1 The order of convergence of |1− νp,q|
The |1− νp,q| terms arise in the bound in Equation (5.105) as a contribution from the
considered finite difference scheme. These coefficients are dependent on Nx, Ny and
L; Nx and Ny determine the number of points, whilst L determines the shape of the
plots in Figure 5.6. For the reasons stated in Section 4.3.1, we consider L to be small
in comparison to Nx and Ny whilst analysing the behaviour of |1 − νp,q| with respect
to Nx and L.
The order of convergence with respect to Nx
Consider the order of convergence of |1 − νp,q| to zero with respect to Nx for fixed L
(Nx = Ny). Using the Upwind and Crank-Nicolson schemes to solve the 2D linear
advection problem, we have that |1 − ν1,1| = 0. Therefore we need only consider
|1 − νp,q| for p = 1, . . . , Nx+12 and q = 1, . . . , Ny+12 , not both one, in the bound in
Equation (5.105).
As we have chosen Nx = Ny, the number of points in the plot of |1−νp,q| increases in
both the x and y-directions by the same factor when Nx is increased. When considering
a fixed (p, q) for p 6= 1 and q 6= 1, the corresponding value of |1 − νp,q| moves along
the x and y-axis when Nx is increased, in the same fashion that |1 − νp| did as Nx
was increased in Section 4.3.1. When considering a fixed (p, 1) for p 6= 1 or fixed (p, 1)
for q 6= 1, the corresponding value of |1 − νp,q| moves along the x-axis or y-axis only
respectively.
The Upwind scheme for solving the 2D linear advection problem is a numerically
dissipative and dispersive scheme with respect to the resolvable wavenumber compo-
nents of the numerical solution when h1 = h2 = 12 and Nx = Ny, as it possesses
eigenvalues with this property. However when p = q the scheme also possesses eigen-
values which are numerically non-dissipative and non-dispersive with respect to the
resolvable wavenumber components of the numerical solution. This does not change
the classification of the scheme due to its numerically dissipative and dispersive prop-
216
Chapter 5. The 2D Linear Advection Problem
(a) A surface plot for |1− νp,q| for the Upwind scheme in (5.29).
(b) A surface plot for |1− νp,q| for the Crank-Nicolson scheme in (5.30).
Figure 5.6: The values of |1− νp,q| plotted against the corresponding normalised wavenumber
in each direction ie: p−1Nx and
q−1
Ny
, for p = 1, . . . , Nx and q = 1, . . . , Ny. The schemes considered
are the 2D Upwind and 2D Crank-Nicolson schemes for solving the 2D linear advection problem





erties, but results in |1− νp,q| = 0 under these conditions. As Nx is increased, |1− νp,p|
remains zero for some fixed p, p = 1, . . . , Nx.
The Crank-Nicolson scheme has a similar property when h1 = h2 = 12 and Nx = Ny.
The scheme is numerically non-dissipative and dispersive with respect to the resolvable
wavenumber components of the numerical solution to the 2D linear advection problem.
However when p + q − 2 = Nx, the eigenvalue λp,q of the scheme is numerically non-
dissipative and non-dispersive resulting in |1− νp,q| = 0 when p+ q− 2 = Nx. Suppose
we consider some fixed (p, q) such that p + q − 2 = Nx, then |1 − νp,q| = 0. However
unlike the Upwind scheme, when Nx is increased, |1− νp,q| does not remain zero.
The order of convergence of |1 − νp,q| to zero for the Upwind and Crank-Nicolson
schemes with respect to Nx (as Nx = Ny), was identified numerically for fixed (p, q)
217
5.11. Analysis of the Bound
using Nx = 3γ and L = 4, for γ = 1, . . . , 7. The orders of convergence were found to
be variable except when p and q, not both one, were both small in comparison to Nx
(p−1Nx  1 and
q−1
Ny
 1) where they remained constant; |1 − νp,q| = O(N−2x ) for the
Upwind scheme (when p 6= q) and |1− νp,q| = O(N−3x ) for the Crank-Nicolson scheme.
These orders of convergence are determined by the gradient of the surfaces in Figure
5.6 for small p and q, which is dictated by L.
The order of convergence with respect to L
The order of convergence of |1−νp,q| to zero with respect to L is investigated numerically
similarly to our investigation with respect to Nx. Here we consider fixed (p, q) for
Nx = Ny = 37 and L = 2β where β = 0, . . . , 7. The orders of convergence were found
to be variable except when p and q not both one, were both small in comparison to
Nx (p−1Nx  1 and
q−1
Ny
 1) where they remained constant; |1 − νp,q| = O(L2) for the
Upwind scheme (p 6= q) and the Crank-Nicolson scheme.
5.11.2 Asymptotic expansions of |1− νp,q|
In this Section, we aim to create asymptotic expansions for |1 − νp,q| so that the
behaviour of the summations R1, R2 and R3 can be described analytically. When
h1 = h2 = 12 , the eigenvalues of the Upwind scheme are numerically dissipative and
dispersive except when p = q when the eigenvalues are numerically non-dissipative and
non-dispersive. Therefore we only require an asymptotic expansion of |1 − νp,q| for
this scheme when p 6= q. When h1 = h2 = 12 , the eigenvalues of the Crank-Nicolson
scheme are numerically non-dissipative and dispersive, except when p = q = 1 when
the eigenvalue is numerically non-dissipative and non-dispersive. Therefore we require
an asymptotic expansion of |1− νp,q| when p and q are not both one.
As discussed in Section 4.3.2, asymptotically expanding the form that |1 − νp,q|
takes when λp,q is a numerically dispersive eigenvalue with respect to its corresponding
resolvable wavenumber component, irrespective of its numerically dissipative properties
with respect to the resolvable wavenumber components, is challenging. Therefore we
are unable to conduct an asymptotic expansion of |1− νp,q| using a Taylor expansion,
as was done in Section 4.3.2, for these types of eigenvalue in both considered schemes.
Instead we use the knowledge gained from the asymptotic expansions of |1 − νp| in
Section 4.3.2 to formulate a possible form for the asymptotic expansion of |1 − νp,q|
with respect to Nx, Ny and L.
Similarly to the asymptotic expansion in Section 4.3.2, we wish to asymptotically




we consider fixed (p, q) for p 6= q as Nx, Ny →∞, then z1, z2 → 0, so we consider z1 and
z2 as continuous variables and consider a possible Taylor expansion for |1 − ν(z1, z2)|
about z1 = z2 = 0 to understand the behaviour of |1 − νp,q| as Nx, Ny → ∞. The
numerical orders of convergence for |1−νp,q| to zero with respect to Nx for the Upwind
218
Chapter 5. The 2D Linear Advection Problem
scheme, when p and q are not equal and are small in comparison to Nx, reveals some
interesting clues for the form of the Taylor expansion of |1 − ν(z1, z2)| when z1 6= z2.
We found that |1 − νp,q| = O(L2N−2x ) numerically for p and q small in comparison to
Nx, p 6= q. This indicates that the Taylor expansion of |1 − ν(z1, z2)| is most likely
second order. Therefore we consider a Taylor expansion about z1 = z2 = 0 of the form,
|1− ν(z1, z2)| = K1aL2z21 +K2aL2z1z2 +K3aL2z22 +O(z31 + z21z2 + z1z22 + z32), (5.114)
where K1a,K2a,K3a ∈ R. This results in,












































for the 2D Upwind scheme. If we consider p = 1 and q 6= 1, Equation (5.115) becomes,











and represents the behaviour of |1 − ν1,q| found numerically when q 6= 1 is small in
comparison to Nx = Ny. Similar is true if we consider Equation (5.115) when p 6= 1
and q = 1. However it does not represent that |1 − νp,q| = 0 when p = q, so when
p = q we will not consider this asymptotic expansion and use |1 − νp,p| = 0. Despite






















, for p 6= q,
0, for p = q,
as Nx, Ny →∞, (5.117)





















, for p 6= q,
0, for p = q,
(5.118)
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for the Upwind scheme. Using similar arguments we trial the use of,


























for the Crank-Nicolson scheme, where K1b,K2b,K3b,K4b ∈ R. In this instance |1 −
νp,q| does not equal zero except when p = q = 1, which this asymptotic expansion
accommodates.
When considering h1 = h2 and Nx = Ny as we are here, the Upwind and Crank-
Nicolson schemes both have the property that λp,q = λq,p for all p, q = 1, . . . , Nx.
Therefore the asymptotic expansion for the Upwind scheme has the property that
K1a = K3a and the asymptotic expansion for the Crank-Nicolson scheme has the
property that K1b = K4b and K2b = K3b.
5.11.3 Analysis of the summations comprising the bound on the error
in the analysis vector
In this Section, the orders of convergence for the summations R1, R2 and R3 are
identified numerically with respect to Nx, under the conditions set out in Section 5.11.1
for identifying the order of convergence for |1 − νp,q| numerically with respect to Nx.
We only investigate the convergence of R1, R2 and R3 to zero with respect to Nx here.
The results of Section 4.3.3 showed that when investigating the order of convergence of
S1 to S6 to zero, their behaviour with respect to Nx was well understood, whilst their
behaviour with respect to L was not. The form of R1, R2 and R3 is similar to that
of S1 to S6, therefore it is reasonable to assume that the behaviour of R1, R2 and R3
might be well understood with respect to Nx but not L. Until the behaviour of S1 to
S6 with respect to L can be understood, we leave the behaviour of R1, R2 and R3 with
respect to L as future work.









|p− 1|2(r1+1)|q − 1|2(r2+1)
This summation is composed from the amplification factors and the bound on the 2D
Fourier coefficients of u0(x, y), giving it an explicit dependence on the regularities of
u0(x, y) in the x-direction (r1) and the y-direction (r2). The orders of convergence for
R1 to zero with respect to Nx (as Nx = Ny) found numerically for the Upwind scheme,
are given in Table 5.3.
The results in Table 5.3 for the Upwind scheme for large r1 (r1  1) and r2 =
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|q − 1|2(r2+1) , (5.120)
as |1 − ν2,2| = 0. Similarly when r1 = 0, . . . , 7 and r2 is large (r2  1), the orders of






|p− 1|2(r1+1) , (5.121)









as |1− ν2,2| = 0.
Examining the numerical orders of convergence for R1 to zero with respect to Nx
in Table 5.3 for the Upwind scheme when h1 = h2 = 12 , we see that it is the minimum
of the regularities in the x- and y-directions that determine the order of convergence.
This property is seen in the analytical orders of convergence in Equation (5.126). This
property would be expected when either r1 or r2 is zero as if r1 = 0 and r2 ∈ N, Gibb’s
phenomenon is present in the x-direction but not in the y-direction so we would not
expect the order of convergence with respect to Nx to be improved when compared to
the same when r1 = r2 = 0. We also see that R1 does not decay to zero when either
r1 or r2 is zero, showing that the error increases. Once the regularities in the x- and
y-directions are such that r1 ≥ 2 and r2 ≥ 2, the order of convergence of R1 to zero
with respect to Nx saturates at O(N−2x ). Similar properties are seen in the numerical
orders of convergence for R1 to zero with respect to Nx for the Crank-Nicolson scheme
when h1 = h2 = 12 , given in Table 5.4.
The results in Table 5.4 for the Crank-Nicolson scheme for large r1 (r1  1) and






|q − 1|2(r2+1) . (5.123)
Similarly, when r1 = 0, . . . , 7 and r2 is large (r2  1), the order of convergence in Table






|p− 1|2(r1+1) . (5.124)
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When r1 and r2 are both large (r1  1 and r2  1) we consider, When r1, r2 →∞,
R1 ∼ NxNy|1− ν2,2|2. (5.125)
The analytical orders of convergence for R1 to zero with respect to Nx for the Crank-
Nicolson scheme when h1 = h2 = 12 , are given in Equation (5.127). These match the
numerical orders of convergence given for varying regularities in Table 5.4. The order of
convergence for the Crank-Nicolson scheme is seen to saturate at O(N−4x ) when r1 ≥ 3
and r2 ≥ 3. Comparing this with the saturation point of the Upwind scheme, we see
that the regularities at the saturation point are larger for the Crank-Nicolson scheme
and the error in R1 decays at a faster rate.
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This summation is also composed from the amplification factors and bound on the 2D
Fourier coefficients of u0(x, y). However as q = 1, it only has an explicit dependence
on the regularity of u0(x, y) in the x-direction (r1). The orders of convergence for R2
to zero with respect to Nx (as Nx = Ny) found numerically for the Upwind scheme,
are given in Table 5.5.
The results in Table 5.5 for the Upwind scheme and in Table 5.6 for the Crank-
Nicolson scheme for large r1 (r1  1) were identified by considering,
R2 ∼ NxNy|1− ν2,1|2. (5.128)
Examining the orders of convergence for R2 to zero with respect to Nx in Table 5.5
for the Upwind scheme when h1 = h2 = 12 , we see that the error in R2 increases as Nx
is increased when r1 = 0. Despite R2 only being dependent on r1 and having a similar
form to S1, R2 increases as Nx is increased when r1 = 0, similarly to R1 when either
r1 = 0 or r2 = 0. When considering higher regularities, R2 decays to zero as Nx is
increased. The order of convergence of R2 to zero saturates at O(N−2x ) when r1 ≥ 2 for
the Upwind scheme. Similar properties are seen in the numerical orders of convergence
for R2 to zero with respect to Nx for the Crank-Nicolson scheme when h1 = h2 = 12 .
These results are given in Table 5.6. The analytical orders of convergence for R2 to zero
with respect to Nx for the Upwind scheme when h1 = h2 = 12 , are given by Equation
(5.129). These match the numerical orders of convergence given for varying regularities
in Table 5.5.
The analytical orders of convergence for R2 to zero with respect to Nx for the
Crank-Nicolson scheme when h1 = h2 = 12 , are given by Equation (5.130). These
match the numerical orders of convergence given for varying regularities in Table 5.6.
The order of convergence of R2 to zero for the Crank-Nicolson scheme saturates at
O(N−4x ) when r1 ≥ 3. If we again compare this to the similar saturation point of R2
for the Upwind scheme, we see that saturation point is achieved at a higher regularity
for the Crank-Nicolson scheme. The rate of decay of R2 to zero at saturation point as
Nx is increased, is much faster for the Crank-Nicolson scheme.
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5.11. Analysis of the Bound







This summation is composed from the amplification factors and bound on the 2D
Fourier coefficients of u0(x, y). However as p = 1, it only has an explicit dependence
on the regularity of u0(x, y) in the y-direction (r2). As Nx = Ny and h1 = h2 when
identifying the numerical orders of convergence of R3 to zero, this results in λp,q = λq,p







|q − 1|2(r2+1) ,
which is almost identical to R2 under the same conditions, but with the dependence on
r1 replaced by a dependence on r2. Consequently, the numerical orders of convergence
for R3 for the Upwind and Crank-Nicolson schemes in Tables 5.7 and 5.8 respectively,
are identical to those for R2 in Tables 5.5 and 5.6 respectively but with the role of r1
swapped for r2. This can be seen by comparing the corresponding Tables. Therefore
the comments on the numerical results for R2 are applicable to R3 but with r2 replacing
r1.
By similar reasoning, when r2 is large (r2  1), the numerical order of convergence
for R3 in Tables 5.7 and 5.8 are identified by,
R3 ∼ NxNy|1− ν1,2|2. (5.131)
We can also see that the analytic orders of convergence for R3 for the Upwind and
Crank-Nicolson schemes in Equations (5.132) and (5.133) respectively, match their
respective numerical orders of convergence for R3 with respect to Nx.
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Chapter 5. The 2D Linear Advection Problem
Remark 5.12. The results displayed in Tables 5.5 and 5.7 are created using Nx = 35
and Nx = 36, unlike those in Tables 5.3, 5.4, 5.6 and 5.8, which are created using the
largest values of Nx considered ie: Nx = 36 and Nx = 37. The results in Tables 5.5
and 5.7 are for R2 and R3 respectively for the Upwind scheme. Considering the orders
of convergence created for these summations for the Upwind scheme using Nx = 36
and Nx = 37, Tables C.19 and C.21 respectively show that the behaviour of these
summations has changed and does not match the analytical results in Equations 5.129
and 5.132. However the equivalent results for the Crank-Nicolson scheme in Tables C.20
and C.22 do match their analytical results. This indicates that it is not the Matlab code
that is a problem. The values of R2 and R3 generated for the Upwind scheme when
Nx = 36 and Nx = 37 are not small enough for numerical errors to be the reason for
the change in behaviour. The change in behaviour is most likely due to some property
specific to the Upwind scheme and is left as future work to understand.
5.11.4 The dominant summation
Now the order of convergence of summations R1, R2 and R3 to zero with respect to
Nx (as Nx = Ny) have been examined for h1 = h2 = 12 , we can determine which of
these summations is dominant. Comparing their orders of convergence for different
regularity initial conditions, we see that the behaviour of R1 to zero with respect to
Nx encompasses the behaviour of R2 and R3 to zero with respect to Nx. Therefore in
order to determine if R1 and consequently the bound in Equation (5.105) can be used to
represent and hence understand the behaviour of the l2-norm of the error in the analysis
vector for the 2D linear advection problem, we compare the order of convergence of
R1 to zero with the numerical order of convergence of the l2-norm of the error in the
analysis vector to zero, found through 4D-Var data assimilation numerical experiments.
The results from numerical strong constraint 4D-Var data assimilation experiments for
comparison are detailed in the following Section.
5.12 Results from strong constraint 4D-Var numerical ex-
periments
In this Section, we perform strong constraint 4D-Var data assimilation numerical ex-
periments to identify the behaviour of the l2-norm of the error in the analysis vector.
We investigate the order of convergence of this quantity to zero with respect to Nx using
the Upwind, Crank-Nicolson and MNIMC finite difference schemes and several differ-
ent multiplicatively separable functions for u0(x, y) = uˆ1(x)uˆ2(y) over [0, 1) × [0, 1).
The initial conditions considered were chosen due to the regularity of their constituent
functions uˆ1(x) and uˆ2(y) over (0, 1) and (0, 1), respectively. These functions are:
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• The square-square function (r1 = 0, r2 = 0),
uˆ1(x) =
{

















and the function uˆ2(y) is defined identically to uˆ1(x), but in terms of y. Here,
v1 = v2 = v3 = v4 = 12 , s1 = s2 = 3, Qj = 9 for all j = 1, . . . , 4 and w1 = w2 = 2
as Nx and Ny are both odd (as discussed in Section 4.3), so A1 = 14 , A2 = A3 =
27
2pi , A4 =
81
pi2
, A5 = A6 = 1, A7 = A8 = 3pi and A9 = 2.




























Here, v1 = v2 = v3 = 12 , v4 = 8, s1 = 3, s2 = 4, Q1 = Q3 = 9, Q2 = Q4 = 12
and w1 = 2 as Nx is odd, so A1 = 14 , A2 =
192
pi2
, A3 = 272pi , A4 =
1152
pi3
, A5 = 1 and
A7 = 32pi2 .
• The triangle-triangle function (r1 = 1, r2 = 1), the functions uˆ1(x) and uˆ2(y) are
defined as in (5.135). Here, v1 = v3 = 12 , v2 = v4 = 8, s1 = 3, s2 = 4 and Qj = 1
for all j = 1, . . . , 4, so A1 = 14 , A2 = A3 =
192
pi2
and A4 = 1536pi4 .









































Here v1 = v3 =
√
50
pi . These Gaussian functions need to be considered for r1
and r2 sufficiently large but not infinite, as discussed for the Gaussian function
in Section 4.3.
It is important to understand the relationship between the regularity of the func-
tions constructing a multiplicatively separable u0(x, y) and the locations of the discon-
tinuities in u0(x, y). Consider the 1D square function uˆ1(x) in (5.134). This function
has regularity r1 = 0 and results in lines of jump discontinuities running parallel to the
y-axis in u0(x, y). This is counter-intuitive as you might think that r1 = 0 is an indica-
tor of the continuity of u0(x, y) in the x-direction, when in fact it indicates that jump
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discontinuities exist in the y-direction. Similarly when r2 = 0, lines of jump disconti-
nuities are present in u0(x, y) parallel to the x-axis, resulting in jump discontinuities in
the x-direction. As a consequence of these properties, only lines of discontinuity can be
present in separable u0(x, y), so there are no lone points of jump discontinuity. When
r1, r2 ∈ N, u0(x, y) is continuous in both the x- and y-directions.
The strong constraint 4D-Var data assimilation numerical experiments to identify
the order of convergence of the l2-norm of the error in the analysis vector to zero with
respect to Nx, were conducted using Nx = Ny and h1 = h2 = 12 , using the same values
for Nx and L as detailed in Section 5.11.1. The challenge associated with investigating
the order of convergence in this way, is that the vectors and matrices associated with
the problem have dimension NxNy and NxNy × NxNy respectively, so increasing Nx
and Ny simultaneously increases the computational cost of the problem rapidly.
The numerical results for the strong constraint 4D-Var data assimilation numerical
experiments, using the multiplicatively separable initial conditions, are plotted for Nx
and Ny as powers of three in Figure 5.7. Examining Figure 5.7, we see that the l2-norm
of the error in the analysis vector increases for each considered scheme, for both the
square-square and square-triangle initial conditions. The order of convergence of the
error to zero with respect to Nx appears from the limited results to be approximately
O(Nx), for each initial condition and scheme. This agrees with the numerical and
analytical analysis of the dominant summation R1 in Section 5.11.3. These initial
conditions both contain discontinuities, so the increase in the l2-norm of the error of
the analysis vector may be due to Gibb’s phenomenon as we are considering finite Nx
and Ny. Gibb’s phenomenon diminishes as Nx and Ny are increased, but the error
between the continuous Fourier series representation of the numerical solution at the
location of discontinuities, is always present. However, the increase in the error is a
surprising result as we might have expected the order of convergence to remain constant
based on the results from the 1D linear advection problem.
The square-square function contains lines of jump discontinuities parallel to both
the x- and y-axis, whilst the square-triangle function contains discontinuities parallel to
the y-axis. Despite this difference, the numerical orders of convergence for the l2-norm
of the error in the analysis vector to zero as Nx and Ny are increased (as Nx = Ny), are
similar. This is surprising as you might expect the lack of discontinuities in one direction
for the square-triangle function, to alter the order of convergence. This behaviour needs
further investigation.
Figure 5.7 shows that the l2-norm of the error in the analysis vector decays rapidly
for each scheme, when considering the Gaussian initial condition. This may indicate
that the results for the 2D linear advection problem are consistent with the results
of the 1D linear advection problem, in that the l2-norm of the error in the analysis
vector for initial conditions containing no discontinuities, decay to zero. The results
for the triangle-triangle initial condition do not provide a clear order of convergence
for the l2-norm of the error in the analysis vector, to confirm this hypothesis. Larger
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values of Nx need to be considered to compare the rate of decay of the error for the
triangle-triangle and Gaussian initial conditions, with the order of convergence of R1 to
zero from Section 5.11.3. However Figure 5.7 does show that the error for the Crank-
Nicolson scheme decays to zero with respect to Nx faster than for the Upwind scheme,
for the Gaussian initial condition. This supports the idea that R1 may be the dominant
summation of the bound on the l2-norm of the error in the analysis vector for the 2D
linear advection problem, as Section 5.11.3 found that when r1 and r2 are both large,
R1 decays to zero faster with respect to Nx for the Crank-Nicolson scheme.
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5.12. Results from strong constraint 4D-Var numerical experiments
Numerical experiments were also performed using functions that were not multi-
plicatively separable, but could possibly hold similar regularities once regularity has
been defined for non-separable functions. For example, the square function initial condi-
tion in (5.139) is discontinuous in the x- and y-directions, so is likely to hold a regularity
equivalent to r1 = 0 and r2 = 0 for a multiplicatively separable initial condition. The
numerical results from these non-separable functions can be compared with those from
the multiplicatively separable functions which possess the regularity that we predict
the non-separable function to possess. The aim is to identify if the numerical results
from the multiplicatively non-separable functions, are consistent with the results from
the separable functions, to help with the development of a definition for the regularity
of multiplicatively non-separable functions. The multiplicatively non-separable initial
conditions considered are as follows;










]× [14 , 12],






]× [14 , 12]. (5.139)
• The tent function (predicted to be equivalent to r1 = 1, r2 = 0),
u0(x, y) =







]× [14 , 12],






]× [14 , 12],






]× [14 , 12].
(5.140)
• The square-based pyramid function (predicted to be equivalent to r1 = 1, r2 = 1),
u0(x, y) =





and y ∈ [14 , 38],







and y ∈ (x,−x+ 34],
−8y + 72 , for x ∈
(−y + 34 , y) and y ∈ (38 , 12],







and y ∈ (−x+ 34 , x],






]× [14 , 12].
(5.141)
The numerical results for the strong constraint 4D-Var data assimilation experiments,
using these multiplicatively non-separable functions, are plotted for Nx and Ny as
powers of three in Figure 5.8.
Examining Figure 5.8, we see that the 2D square and tent initial conditions, which
both contain discontinuities, appear to display an increase in the l2-norm of the error in
the analysis vector as Nx is increased. This is consistent with our results from Figure
5.7 for discontinuous initial conditions and the behaviour of R1 with respect to Nx
when min(r1, r2) = 0. This may be due to these initial conditions both containing lines
of jump discontinuities parallel to the x- and y-axis also. It would be interesting to con-
sider the results from an initial condition containing a lone point of jump discontinuity
or one where the line of discontinuity is not parallel to an axis.
236
Chapter 5. The 2D Linear Advection Problem
The l2-norm of the error in the analysis vector for the square-based pyramid initial
condition, appears to decrease with Nx for the MNIMC scheme, but its behaviour for
the Upwind and Crank-Nicolson schemes is not as clear. More experiments are required
to reveal the behaviour of the results when using these schemes. Therefore the results
in Figure 5.8 are consistent with those of Figure 5.7, for the regularity initial conditions
we predicted the initial conditions in Figure 5.8 might possess.
These are a limited set of results, so cannot be used to determine a definition for
regularity of multiplicatively non-separable u0(x, y). The function u0(x, y) possessing
a jump discontinuity will obviously play a role in the definition for the equivalent of
r1 = 0 and/or r2 = 0. The results for the square-square (r1 = 0 and r2 = 0) and
square-triangle (r1 = 0 and r2 = 1) could be used to imply that perhaps the regularity
is determined by the minimum of r1 and r2, as both exhibit the same behaviour despite
r2 being different. The results for the 2D square and tent initial conditions also help to
reinforce this idea along with the results from the analysis of the order of convergence
of R1 with respect to Nx. However this does not help with the definition of regularity
for continuous functions and we should not let it determine a definition for regularity.
Regularity should be defined through the proof of a bound on the continuous 2D Fourier
coefficients of a multiplicatively non-separable function as was done for the 1D case.
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Chapter 5. The 2D Linear Advection Problem
5.13 Summary
This chapter has focused on extending the results of Chapters 3 and 4 to the 2D
linear advection problem. The chapter began by setting out the 2D linear advection
to be considered and outlining the relevant properties of the 2D Fourier series and 2D
DFT. The definitions for numerical dissipation and dispersion outlined in Chapter 3
are sufficient for defining these terms for the 2D linear advection problem. Using these
definitions, we chose to investigate the effects of numerical model error on the l2-norm
of the error in the analysis vector, through the Upwind and Crank-Nicolson schemes for
the problem. The numerically dissipative and dispersive properties of these schemes is
determined by the values of h1 and h2, the CFL numbers in the x- and y-directions. The
values these variables can take is restricted by the numerical stability of the schemes.
The Fourier series method developed in Chapter 3 was used to construct the MN-
IMC for the 2D linear advection problem, a numerically non-dissipative and non-
dispersive scheme, with respect to all resolvable wavenumber components of the nu-
merical solution. Examining the aliasing error present in this scheme, we find it also
has a shifted periodic nature in the x- and y-directions. The period of this shift is
determined by the denominator of h1 and h2 respectively. Consequently, this scheme
could be used to generate perfect observations of the physical system, both numeri-
cally and algebraically. However, we again make use of MATLABs circshift function
[74] to generate perfect observations numerically. Using the MNIMC to construct per-
fect observations algebraically, we are able to construct the analysis vector similarly
to Chapter 3. Continuing the work of the 1D linear advection problem into the 2D
linear advection problem, has shown how the results can easily be extended to the
d-dimensional linear advection problem, d ∈ N.
In order to develop a bound for the l2-norm of the error in the analysis vector
using the spectral approach of Chapter 4, bounds were derived for the 2D Fourier
coefficients and the error in the coefficients found through the 2D DFT, compared to
the 2D Fourier coefficients for the same resolvable wavenumber component. These were
defined for multiplicatively separable two-dimensional functions due to the problems
associated with non-separable functions. However, the results for both types of function
should be consistent. Deriving the bound for multiplicatively non-separable functions
is a future extension of this work.
The bound on the error in the l2-norm of the error in the analysis vector is im-
portant as it may be possible to use it to characterise the behaviour of the error with
respect to the number of discretisation points when considering full sets of observa-
tions, the number of sets of observations in the assimilation window, the numerically
dissipative and dispersive properties of the schemes and the smoothness of the true
initial condition. This bound has many more summations which need to be analysed
to find the dominant summation that determines the behaviour of the bound. Candi-
date summations for the dominant summation were identified based on the experience
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gained from the 1D linear advection problem. Analysing these summations revealed
that summation R1 was dominant over the other candidate summations. The results
from analysing the order of convergence of R1 to zero with respect to Nx were compared
against the same for the l2-norm of the error in the analysis vector, obtained through
strong constraint 4D-Var data assimilation numerical experiments. Both sets of data
appeared to show that as the number of discretisation points is increased in the x- and
y-directions simultaneously when considering full sets of observations, the error in the
analysis vector increases for initial conditions containing lines of discontinuity. It is im-
portant to understand the reason for this increase as it is an unexpected result. Gibb’s
phenomenon in two-dimensions may be contributing to this error in some way. Larger
values of Nx need to be considered in the strong constraint 4D-Var data assimilation
numerical experiments before any conclusions on the behaviour of the error for other
regularity initial conditions, or the ability of R1 to represent the behaviour of the error,
can be made.
Once this analysis has been completed, it would be interesting to re-introduce ob-
servation errors to the problem, to understand how the considered numerical model
error and observation errors behave in unison for this physical system with respect
to Nx. Finding an optimal number of discretisation points when considering full sets
of observations, to perform strong constraint 4D-Var data assimilation, that minimises
the effects of these errors would be of great use as the computational resources required
to solve the problem could be justified. This analysis is left as future work.
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CHAPTER 6
The 2D Linearised Shallow Water Problem
The linearised shallow water equations together with circulant boundary conditions
and initial conditions, are considered as our physical system of interest for continuing
our investigation into the effects of numerical model error on strong constraint 4D-
Var data assimilation. The linearised shallow water equations are a logical next step
for our investigation and present another meteorologically relevant physical system to
consider. The shallow water equations form a coupled non-linear system which when
linearised, under certain conditions, can decouple to form a system of linear advection
equations. We will consider the 2D linearised shallow water equations so that a linear
system of equations can be investigated, making use of the knowledge we have gained
on 2D problems in Chapter 5. However we will choose assumptions for deriving our
system of equations that ensure the system is linear and the equations do not decouple.
If we do not make the latter assumption, we will not be able to learn much more than
we have already learnt in Chapter 5 about investigating systems of equations.
The Chapter begins by deriving the 2D linearised shallow water equations from the
non-linear shallow water equations. An analytical solution for the physical system is
then derived, following the work of Cullen [87]. Finite difference schemes for solving
the 2D linearised shallow water problem are then defined, highlighting the challenges
that exist in choosing a basis which simultaneously diagonalises all considered finite
difference schemes. We also attempt to define the equivalent of numerical dissipation
and dispersion for a multivariate system of equations. Such a definition would allow
the numerical model error introduced by these schemes to be categorised. The polar
decomposition of matrices appears to be a useful tool towards this end and is discussed.
After having accessed the properties of the considered finite difference schemes, we
turn our attention to the strong constraint 4D-Var data assimilation problem defined
in Section 2.3. We begin our analysis similarly to Chapters 3 and 5, by considering
the problem in the absence of all forms of error, other than those introduced by the
finite difference schemes used as the forward model. This requires perfect observations
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of the system. The MNIMC scheme is defined in the hope that it can be used to create
perfect observations both algebraically and numerically. However, in this instance, we
find we are unable to identify a method for generating perfect observations numerically,
as the MNIMC scheme does not possess a shifted periodic nature for this problem. We
end our analysis by discussing how this problem could be continued in the future.
6.1 The shallow water equations
In order define the shallow water equations (SWEs), we define the functions u, v, h :
R×R× [0,∞)→ R, such that (x, y, t) 7→ u(x, y, t), v(x, y, t), h(x, y, t), and the function
b : R × R → R such that (x, y) 7→ b(x, y). Then the two dimensional shallow water









(uvh)− fvh+ gh ∂
∂x









(v2h) + fuh+ gh
∂
∂y









(hv) = 0. (6.3)
This is a non-linear hyperbolic system in two dimensions [6]. The functions u, v and h
denote the speed of the fluid in the x-direction, speed of the fluid in the y-direction and
the height of the fluid flow above the bed of the fluid channel, respectively. The height
of the channel bed is given by b(x, y), a function constant with respect to time. This
is a simplification as in the real world, silt in the channel will move with the fluid flow.
Modelling b(x, y) accurately in a numerical model can be a challenge [88]. Source term
splitting methods [89] and relaxation schemes [88] are examples of methods that have
been used to attempt to accurately model source terms such as b(x, y). The variable g
denotes the acceleration due to gravity g = 9.81ms−2, whilst f ∈ R denotes the Coriolis
acceleration. Coriolis acceleration demonstrates the effect of the Earth’s rotation on
fluid motion and becomes a dominant variable in waves with large wavelengths [69].
Coriolis acceleration varies with the latitude of the Earth, but here we will assume f
to be a fixed constant. This is known as the “mid-latitude f -plane assumption” [20].
These equations are derived from the Navier Stokes as shown by [9, 69]. Equations (6.1)-
(6.3) are in fact the depth averaged shallow water equations, but are generally known
as the shallow water equations [9]. Considering the depth averaged equations reveals
the large scale behaviour of the considered system, neglecting small scale variations.
In applications such as the modelling of tidal flows, floods and tsunami motion, where
the height of the waves is small in comparison to the wavelength of the waves, it is the
large scale motion of these waves that we are interested in [9].
We choose to examine the system in conservative form, as finite difference schemes
solving non-conservative forms of equations can experience convergence problems when
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considering shock profiles [72]. Shock profiles are of great interest when considering the
shallow water equations. Dam break problems and tsunami waves both consist of waves
with shock profiles [9]. Modelling these processes can be accomplished through solving
the linearised shallow water equations due to their waves possessing a long wavelength
when compared to their depth [9, 69]. Therefore, it is important that we choose our
equations to facilitate such initial conditions. In the next Section we linearise the
equations in (6.1)-(6.3) under the assumption b(x, y) = 0.
6.1.1 Linearising the shallow water equations
When linearising the shallow water equations in (6.1)-(6.3), there are two methods
to choose from; freezing coefficients or perturbing the variables about a known solu-
tion [9]. We choose the latter option and perturb our functions u, v and h about
a known solution, a steady uniform flow [69]. Let (u, v, h) denote the steady uni-
form flow u, v, h ∈ R and the functions u′, v′, h′ : R × R × [0,∞) → R, such that
(x, y, t) 7→ u′(x, y, t), v′(x, y, t), h′(x, y, t) denote the perturbation from the steady state
solution. The variables with · must not be confused with the complex conjugate,
especially since these are real-valued functions. We then substitute,
u = u+ u′, v = v + v′, h = h+ h′, (6.4)
into equations (6.1)-(6.3). By neglecting the 2nd order terms and using the knowledge
that the steady uniform flow satisfies equations (6.1)-(6.3), we achieve the linearised










































(hu′ + h′u) +
∂
∂y
(hv′ + h′v) = 0. (6.7)
Following the steady state solution choice of Cullen [87], we choose (u, v, h) =























These are the linearised shallow water equations in conservative form we will consider
in our strong constraint 4D-Var problem [69].
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Before defining any initial or boundary conditions for the linearised shallow water
equations, we propose a change of variables. This change of variables will enable us
to find an orthonormal basis for our analytical solution, in Section 6.1.2. Define the
constant φ = gH known as the geopotential [39] and the function Φ′ : R×R×[0,∞)→ R
such that (x, y, t) 7→ Φ′(x, y, t) = gh′(x, y, t). Our system of equations then becomes,
∂u′
∂t





















φ is known as the celerity [9]. This change of variables is also used by
Daley [20] and Lawless et al. [39].
We can re-write these equations in matrix-vector form by defining the vector func-
tions w,w′ : R× R× [0,∞)→ R3 such that,
(x, y, t) 7→ w(x, y, t) = [u′(x, y, t), v′(x, y, t), h′(x, y, t)]T ,
(x, y, t) 7→ w′(x, y, t) = [u′(x, y, t), v′(x, y, t),Φ′(x, y, t)]T .










+ Cw′ = 0, x, y ∈ [0, 1)× [0, 1), t > 0, (6.14)
w′(x, y, t) = w′(x+ 1, y, t), x, y ∈ R× R, t ≥ 0,
w′(x, y, t) = w′(x, y + 1, t), x, y ∈ R× R, t ≥ 0,




 0 0 10 0 0
φ 0 0
 B =
 0 0 00 0 1
0 φ 0
 C =
 0 −f 0f 0 0
0 0 0
 . (6.16)
Here 0 ∈ R3 denotes the zero vector. The initial conditions are defined by the functions
u0, v0, h0 : R × R → R such that (x, y) 7→ u0(x, y), v0(x, y), h0(x, y). A consequence
of applying circulant boundary conditions to (6.14)-(6.16) is that the functions u0, v0
and h0 are one-periodic in both the x- and y-directions. The linearised shallow water
equations are also considered in the context of data assimilation by Lawless et al. [39].
Solving (6.14)-(6.16) produces the solution (u′, v′,Φ′). We can transform the solu-
tion back into the variables (u′, v′, h′) by transforming w′(x, y, t) using the invertible
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matrix Gˆ ∈ R3×3 such that w = Gˆ−1w′ where,
Gˆ =
 1 0 00 1 0
0 0 g
 . (6.17)
Now we have a linear system of equations in (6.14)-(6.16), which we can use as our
physical system for our data assimilation problem. There is not a straight forward
analytical solution to this problem, such as there was for the 1D and 2D linear advection
equations in Chapters 3 and 5 respectively. In order to construct an analytical solution
we must consider a Fourier series solution. As we wish to analyse the effects of numerical
model error on strong constraint 4D-Var data assimilation in a similar way to Chapters
3 and 5, this formulation will help us. We derive the analytical solution in the following
Section.
6.1.2 The Fourier series solution to the 2D linearised shallow water
problem
The linearised shallow water equations in (6.14)-(6.16), are a linear system of equations
with periodic boundary conditions, so an analytical solution can be found in the form
of a Fourier series. As the system is in two dimensions in space, we can use the theory
on 2D Fourier series set out in Section 5.2 of Chapter 5. The boundary conditions
make the system one-periodic in both the x- and y-directions, hence the 2D Fourier
series solution requires that T1 = T2 = 1.











where ap,q, bp,q, cp,q : [0,∞) → C, such that t 7→ ap,q(t), bp,q(t), cp,q(t) for all p, q ∈ Z.






where uˆp,q, vˆp,q, Φˆp,q ∈ C and ωp,q ∈ R are constants for all p, q ∈ Z. Equation
(6.19) is a modification of the functional dependence suggested by Daley [20, Equa-
tion (6.4.11), p. 195]. Setting wˆp,q = [uˆp,q, vˆp,q, Φˆp,q]T , the Fourier series for w′(x, y, t)
is,
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where,
Cˆ =





As H is non-zero, Cˆ is invertible. A similar change of variables is suggested by Daley
[20], when solving the linearised shallow water equations in terms of a stream-function,
the velocity potential and the geopotential. We find that this change of variables is
also useful in this problem, to create an orthonormal basis for the solution.
Equation (6.20) is a solution to the linearised shallow water equations in (6.14)-
(6.16), when the Fourier series is convergent. Define, S : R × R × [0,∞) → R3 such
that,






Our aim is to identify the constants ωp,q and wˆp,q, in S(x, y, t), to allow us to complete
the Fourier series solution in (6.20). We use the method described by Cullen [87], to






Dp,qwˆp,qe2pii(px+qy−ωp,qt) = 0, (6.23)
where,
Dp,q := Cˆ−1 {−2piiωp,qI3 + 2piipA+ 2piiqB + C} Cˆ, (6.24)
=








The matrices A, B and C are defined in (6.16). In order to create Dp,q, we have post-
multiplied by I3 = CˆCˆ−1, where I3 ∈ R3×3 is the 3 × 3 identity matrix. By including
Cˆ−1 in the definition of Dp,q, it completes the change of variables implemented by
the matrix Cˆ. By the orthonormality of the Fourier basis functions, Equation (6.23)
implies that,
CˆDp,qwˆp,q = 0, for all p, q ∈ Z. (6.25)
The non-zero solutions for wˆp,q are found when det(CˆDp,q) = 0 [87]. As det(Cˆ) is
non-zero, this is equivalent to det(Dp,q) = 0. Define the matrix Dˆp,q ∈ R3×3, such that
Dp,q = Dˆp,q − 2piiωp,qI3. Therefore,
Dˆp,q =
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Re-writing Dp,q in this way allows us to see that when det(Dˆp,q) = 0, 2piiωp,q is an
eigenvalue of Dˆp,q. Therefore, we can identify each ωp,q through the eigenvalues of
Dˆp,q [87]. By including Cˆ−1 in the definition of Dp,q in (6.24), this ensured that Dˆp,q
was a skew-symmetric matrix. As the eigenvalues of the matrix are also distinct, the
eigenvectors of the matrix will be orthogonal for each p, q ∈ Z [90].
Define, ωˆp,q :=
√





, then the eigenvalues of Dˆp,q are [87],
(ω1)p,q = 0, (ω2)p,q = ωˆp,q and (ω3)p,q = −ωˆp,q, for all p, q ∈ Z. (6.27)
Since Dp,q(wˆm)p,q = 0, we have that Dˆp,q(wˆm)p,q = 2pii(ωm)p,q(wˆm)p,q for all m =
1, 2, 3 and p, q ∈ Z. As a result, given any (ωm)p,q from (6.27), the corresponding
eigenvector of Dˆp,q identifies each (wˆm)p,q of the solution for all m = 1, 2, 3 and p, q ∈ Z











 for all p, q ∈ Z. (6.28)
This eigenvector has the property that −(wˆ1)p,q = (wˆ1)−p,−q and is always a real






























The eigenvectors (wˆ2)p,q and (wˆ3)p,q have the property that (wˆ2)p,q = (wˆ3)p,q as their
associated eigenvalues are complex conjugates.
Fixing m for some m = 1, 2, 3 and substituting the pair {(ωm)p,q, (wˆm)p,q} for each
p, q into (6.22), creates a Fourier series solution Sm(x, y, t) to (6.14)-(6.16). When
m = 1, the solution forms a Rossby wave [87]. In the case of the 2D linearised shallow
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water equations, the Rossby wave remains constant over time, as (ω1)p,q = 0 for all
p, q ∈ Z. The Fourier series solutions S2(x, y, t) and S3(x, y, t) are complex conjugate
solutions, creating inertia-gravity waves [87]. Durran notes that “in many large-scale
atmospheric and oceanic models, the Rossby waves are of greater physical significance
than the faster-moving gravity waves” [91]. Therefore it is important that we model
the Rossby wave solution correctly.
We now have three Fourier series solutions to the linearised shallow water problem
in (6.14)-(6.16), of the form of (6.20). Then by the principle of superposition, the












where αp,q, βp,q, γp,q ∈ C are constants determined by the initial condition of the prob-













where Aˆ := Gˆ−1Cˆ is an invertible matrix.
Now we consider how to identify the coefficients αp,q, βp,q and γp,q. Evaluating
(6.32) at time t = 0, we create,





{αp,q(wˆ1)p,q + βp,q(wˆ2)p,q + γp,q(wˆ3)p,q} e2pii(px+qy). (6.33)
Notice that the eigenvectors of Dˆp,q, given by {(wˆm)p,q}3m=1, form an orthonormal
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for all p, q ∈ Z. Then,
cp,q = Aˆ[αp,q(wˆ1)p,q + βp,q(wˆ2)p,q + γp,q(wˆ3)p,q]. (6.36)
As the eigenvectors of Dˆp,q form an orthonormal eigenbasis for C3, Aˆ−1cp,q can be
constructed completely from this basis. Let Ep,q ∈ C3×3 be such that the mth column
of Ep,q is (wˆm)p,q for all p, q ∈ Z. Then (6.36) can be re-written as [87],
Aˆ−1cp,q = Ep,q[αp,q, βp,q, γp,q]T . (6.37)
The orthonormality of the eigenbasis results in E−1p,q = E∗p,q for all p, q ∈ Z, where we
remind the reader that ·∗ denotes the Hermitian of a matrix. The coefficients αp,q, βp,q
and γp,q can then be found by applying E∗p,q to Aˆ−1cp,q. Consequently,







In order to progress this system forward t in time, αp,q, βp,q and γp,q need to be
multiplied by 1, e−2piiωˆp,q and e2piiωˆp,q respectively. Therefore,













 1 0 00 e−2piiωˆp,q 0
0 0 e2piiωˆp,q
 . (6.40)
It is useful to notice here that Qp,q contains the exponential of the eigenvalues of Dˆp,q
along its main diagonal, ie: Qp,q = eΓp,q where,
Γp,q =










Ep,qΓp,qE∗p,qt = eDˆp,qt, (6.42)
for all p, q ∈ Z and






This is our Fourier series solution to the 2D linearised shallow water problem in (6.14)-
(6.16).
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Examining this solution, we can see that the matrix eDˆp,qt, implements the evolu-
tion of the solution over time. The matrix Dˆp,q contains the elements of the vector
2piωˆp,q(wˆ1)p,q arranged in such a way that for any vector z ∈ C3,
Dˆp,qz = 2piωˆp,q(wˆ1)p,q ∧ z, (6.44)
where ∧ denotes the vector cross-product. Then post-multiplying Aˆ−1cp,q by eDˆp,qt
in (6.43), applies a rotation to the vector Aˆ−1cp,q around an axis in the direction
2piωˆp,q(wˆ1)p,q, an angle t [92]. Due to the form of ωˆp,q, it is not possible to pick a time
t > 0 such that the system can be rotated enough to recover the initial conditions.
In Section 5.2 of Chapter 5, we discussed that the coefficients of the (p, q)th and
(−p,−q)th wavenumber components of a 2D Fourier series are complex conjugates.
Consider the complex conjugate of cp,q in (6.36) and compare it against c−p,−q in
the form of (6.36). Using the knowledge that Aˆ(wˆ1)p,q = Aˆ(wˆ1)−p,−q, Aˆ(wˆ2)p,q =
Aˆ(wˆ2)−p,−q and Aˆ(wˆ3)p,q = Aˆ(wˆ3)−p,−q, we find that,
α−p,−q = αp,q, β−p,−q = βp,q and γ−p,−q = γp,q. (6.45)
When considering the 1D linearised shallow water equations in the absence of Cori-
olis acceleration, ie: f = 0, we find that the system of equations decomposes into a
system of 1D linear advection equations [9]. If we consider the 2D linearised shallow
water problem in (6.14)-(6.16) when f = 0, we have that C = 0 ∈ R3×3, the 3 × 3
matrix of zeros. Therefore we only need to consider the matrices A and B to deter-
mine if the system can be decoupled. As the matrices A and B do not commute, the
matrices are not simultaneously diagonalisable [93], so the system of equations cannot
be decoupled into a system of 2D linear advection equations.
In the next Section, we define two finite difference schemes which can be used to
solve the 2D linearised shallow water problem in (6.14)-(6.16). These finite difference
schemes will form the forward model in our strong constraint 4D-Var data assimilation
problem, defined in Section 2.3, when considering the 2D linearised shallow water
problem as our physical system.
6.2 Finite difference schemes for solving the 2D linearised
shallow water problem
As with the 1D and 2D linear advection problems, we need a way to formulate our finite
difference schemes for solving the 2D linearised shallow water problem in (6.14)-(6.16).
We will use the structure of our schemes to guide their implementation. There are
many finite difference schemes we could choose to solve the 2D linearised shallow water
problem. As with the 2D linear advection problem, we will use the Upwind and Crank-
Nicolson schemes to investigate the effects of numerical model error on the results of
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strong constraint 4D-Var data assimilation. This is due to their different numerically
dissipative and dispersive properties and their easy implementation for the 2D linear
advection problem. Initially we will use this justification as we will see in Section 6.3,
that defining numerical dissipation and dispersion for a multivariate system is not an
easy process.
Define the equally spaced mesh over [0, 1] × [0, 1], with spatial steps ∆x = 1Nx
and ∆y = 1Ny together with the time step ∆t ∈ R+, as in Section 5.3 of Chap-






j,k be the numerical solution at (xj , yk, t
n), ap-
proximating the solutions u′(xj , yk, tn), v′(xj , yk, tn), Φ′(xj , yk, tn) and h′(xj , yk, tn),
respectively for j = 0, . . . , Nx, k = 0, . . . , Ny and n ∈ N0. We also define the vec-
tors Un,Vn,Φn,Hn ∈ RNxNy such that {Un}(k−1)Nx+j = Unj−1,k−1, {Vn}(k−1)Nx+j =
V nj−1,k−1, {Φn}(k−1)Nx+j = Φnj−1,k−1 and {Hn}(k−1)Nx+j = Hnj−1,k−1 for j = 1, . . . , Nx
and k = 1, . . . , Ny. We now have a regularly spaced grid over [0, 1]× [0, 1] to solve the
2D linearised shallow water problem and vectors to store the numerical solution.
Next we will consider our chosen schemes for solving the 2D linearised shallow
water problem. The vector formulation of the problem in (6.14)-(6.16) allows us to
easily construct the scheme so that it numerically solves for the variables (u′, v′,Φ′).







Unj,k, for q = 1,
V nj,k, for q = 2,
Φnj,k, for q = 3,
(6.46)
to store the numerical solution for (u′, v′,Φ′) at (xj , yk, tn). However, our original
problem was posed in the variables (u′, v′, h′), so we need to change the variables of our








Unj,k, for q = 1,
V nj,k, for q = 2,
Hnj,k, for q = 3.
(6.47)
The Upwind and Crank-Nicolson schemes are then defined to solve problem (6.14)-
(6.16) numerically and apply the change of variables as follows:
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We can now implement these schemes in a similar way to their implementation for
the 2D linear advection problem. In the 2D linear advection problem, we stacked the
state of the system in a vector, as in (5.7). As we now solve for a vector describing
the state of the system instead of a single variable, we stack the vectors producing the













T , (Qn1 )








Unj−1,k−1, for s = 1,
V nj−1,k−1, for s = 2,
Hnj−1,k−1, for s = 3,
(6.52)
for j = 1, . . . , Nx and k = 1, . . . , Ny. This allows us to construct a matrix M ∈
R3NxNy×3NxNy , such that Zn+1 = MZn, for all n ∈ N0. This advances the numerical
solution ∆t through time and results in N = 3NxNy, where N was defined in Section
2.3. We will construct M for the Upwind scheme in order to demonstrate its block










k−1, for k = 1, . . . , Ny − 1,
(6.53)
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R1a 0 . . . R1b
R1b R1a 0 . . . 0
...
. . . . . . . . .
...
0 . . . R1b R1a 0




R2a 0 . . . 0
0 R2a 0 . . . 0
...
. . . . . . . . .
...
0 . . . 0 R2a 0












• R1b = −∆t∆xGˆ−1AGˆ,
• R2a = −∆t∆y Gˆ−1BGˆ.
The 0’s within the matrices R1 and R2 are 3 × 3 zero matrices. We see that the
matrices R1 and R2 are block circulant matrices, where the blocks are constructed
from 3× 3 matrices. Using the construction of Zn in (6.51), we see that the matrix M




R1 0 . . . R2
R2 R1 0 . . . 0
...
. . . . . . . . .
...
0 . . . R2 R1 0
0 . . . R2 R1

. (6.55)
Here the 0’s denote 3Nx × 3Nx zero matrices. The block circulant nature of M and
its constituent blocks, is due to the circulant boundary conditions of the problem. The
Crank-Nicolson scheme is constructed in a similar way.
We have seen that for the 1D and 2D linear advection problems, that the matrices
implementing the chosen finite difference schemes, can all be diagonalised using the
relevant DFT. In the following Section, we construct a matrix which when applied to
M , will apply the 2D DFT. Unlike the 1D and 2D linear advection problems, as the 2D
linearised shallow water problem is a system of PDEs, this matrix will not diagonalise
the matrix M . However, it will allow us to examine the amplification matrices which
construct M and propagate the numerical solution forward in time, similarly to the
eigenvalues in the previous chapters.
6.2.1 The 2D discrete Fourier transform
In Section 5.3.1 we defined the matrix V ∈ CNxNy×NxNy in Equation (5.16), such
that by applying V ∗ to any vector z ∈ RNxNy , we apply the 2D DFT to z. This
identifies the coefficients of the 2D discrete Fourier series for z, in vector form. In the
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case of the 2D linearised shallow water problem, we can construct a similar matrix
X ∈ C3NxNy×3NxNy , using the entries of V . The result is that X∗Zn identifies the
coefficients for the 2D discrete Fourier series of each Wnj,k, making up Z
n.
The matrix X is constructed from block diagonal matrices. Denote the (p, q)th
block constructing X by Xp,q ∈ C3×3. Then X is constructed such that,
X =

X1,1 X1,2 . . . X1,NxNy





XNxNy ,1 XNxNy ,2 . . . XNxNy ,NxNy
 ., (6.56)
where the blocks are defined by,
Xp,q = {V }p,q I3, for p, q = 1, . . . , NxNy. (6.57)
This is the (p, q)th element of V , multiplied by the 3 × 3 identity matrix. This leads















for j = 1, . . . , Nx, k = 1, . . . , Ny and r = 1, 2, 3. This is a symmetric matrix by the
symmetry of its structure and the matrix V .
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Ny , for r = 3,
(6.59)
for j = 1, . . . , Nx and k = 1, . . . , Ny. Depending on the value of r, we acquire the
coefficients required to create a 2D discrete Fourier series for Un, Vn and Hn. This
gives X∗Zn the following structure, where Fp,q(·) for p = 1, . . . , Nx and q = 1, . . . , Ny




















As the numerical solution is equal to the initial condition at each grid point when n = 0,
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(6.60) creates the coefficients for the 2D discrete Fourier series of u′(x, y, 0), v′(x, y, 0)
and h′(x, y, 0), when the Fourier series is convergent.
The matrix K = X∗MX, K ∈ C3NxNy×3NxNy , has a block diagonal structure for
the Upwind and Crank-Nicolson schemes. The blocks constructing K are the matrices




K1,1 0 . . . 0 . . . . . . . . . 0

















0 0 . . . . . . . . . 0 . . . KNx,Ny

. (6.61)
In equation form this gives,
{K}(k−1)3Nx+(j−1)3+r,(q−1)3Nx+(p−1)3+s = {Kp,q}r,sδk,qδj,p, (6.62)
for p = 1, . . . , Nx and q = 1, . . . , Ny. We then have that M = XKX∗, so that,
Z1 = MZ0 = XKX∗Z0 ⇒ X∗Z1 = KX∗Z0. (6.63)










So the matrix Kp,q progresses the (p, q)th wavenumber component of the numerical
solution, forward ∆t in time. This leads us to referring to these matrices as amplification
matrices. The amplification matrices for our considered finite difference schemes are as
follows:
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The numerical stability of these schemes is calculated via the eigenvalues of the












det (Kp,q − λI3) = 0, (6.67)
due to the block diagonal structure of K [94]. Hence it is the eigenvalues of the
amplification matrices which determine the numerical stability of the schemes.
Diagonalising the matrices Kp,q results in Kp,q = Vp,qΛp,qV −1p,q , where Vp,q,Λp,q ∈
C3×3 for all p = 1, . . . , Nx and q = 1, . . . , Ny. The matrix Λp,q is a diagonal matrix
with the eigenvalues of Kp,q along its main diagonal. The matrix Vp,q contains the
eigenvectors of Kp,q as its columns, in the same order as the corresponding eigenvalues
appear along the main diagonal of Λp,q.
The matrices Vp,q and Λp,q can then be used to construct the matrices V,Λ ∈
C3NxNy×3NxNy respectively, that allow K to be diagonalised. We construct V and Λ in
the same way as we constructed the matrix K,
{V }(k−1)3Nx+(j−1)3+r,(q−1)3Nx+(p−1)3+s = {Vp,q}r,sδk,qδj,p, (6.68)
{Λ}(k−1)3Nx+(j−1)3+r,(q−1)3Nx+(p−1)3+s = {Λp,q}r,sδk,qδj,p. (6.69)
This gives the matrices a block diagonal structure using 3× 3 blocks. As the matrices
Λp,q are diagonal, Λ is a diagonal matrix. As a result, we diagonalise M such that
M = XV ΛV −1X∗. The matrix XV then contains the eigenvectors corresponding to
the eigenvalues along the main diagonal of Λ, for the matrix M .
Now we have defined the finite difference schemes we will consider for numerically
solving the 2D linearised shallow water problem, we wish to see how aliasing impacts
the propagation of each wavenumber component of the solution. Once this has been
achieved, we can utilise it in attempting to define numerical dissipation and dispersion
for a multivariate system of PDEs.
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6.2.2 Aliasing and the Poisson summation for the 2D linearised shal-
low water problem
The 2D linearised shallow water equations in (6.14) are posed in two dimensions. This
means that the analysis in Section 5.3.1, on the effects of aliasing in two dimensions, is
also relevant to this problem. In Section 6.2.1, we saw that by applying X∗ to Z0, that
we create the vector of coefficients in (6.60). This vector contains the coefficients for the
2D discrete Fourier series of the state vectors U0, V0 and H0. Provided the functions
u0(x, y), v0(x, y) and h0(x, y) have convergent Fourier series and are continuous at every









for p = 1, . . . , Nx and q = 1, . . . , Ny. Here cj,k is the coefficient for the (j, k)th wavenum-
ber component of the Fourier series for w0(x, y), defined in (6.35).
Equation (6.64) has demonstrated that it is the (p, q)th amplification matrix, that
propagates this vector of coefficients, forward ∆t in time. Therefore, if the functions
u0(x, y), v0(x, y) and h0(x, y) have convergent Fourier series and are continuous at









This allows us to see how aliasing results in the (p, q)th amplification matrix propagat-
ing the Fourier coefficients cp−1+jNx,q−1+kNy , for all j, k ∈ Z, for some p = 1, . . . , Nx
and q = 1, . . . , Ny.
In the next Section we make use of the Poisson summation to create a Fourier series
representation for the numerical solution, generated by our considered finite difference
schemes. This will aid us in our attempt to define definitions for numerical dissipation
and dispersion in a multivariate system.
6.3 Numerical dissipation and dispersion for the 2D lin-
earised shallow water problem
In Section 3.5, we defined Definitions 3.4 and 3.5 for numerical dissipation and numeri-
cal dispersion respectively, in problems where we wish to solve for a single variable. We
now require a definition for numerical dissipation and numerical dispersion for a multi-
variate system. Definitions 3.4 and 3.5 were defined based on Fourier series solutions.
We will again take this approach for the linearised shallow water problem.
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In order to develop our definitions for numerical dissipation and dispersion for our
system of equations, we need to pose both the analytical solution and the numerical
solution in Fourier series form. Once we have this, we can compare how the two Fourier
series progress their solution forward ∆t in time. This is same method as we used in
Chapters 3 and 5, to define the functions g(·) and gscheme(·), that we used to define
Definitions 3.4 and 3.5.
In Section 6.1, we developed the analytical solution to the 2D linearised shallow wa-
ter problem, as a Fourier series solution. This is found in Equation (6.43) and provides
a vector solution constructed of the three variables we are interested in. Examining
this solution we see that instead of an eigenvalue determining the magnitude and phase
change to each wavenumber component of the solution, we have a 3 × 3 matrix. The
matrix applying the phase and amplitude changes to the (p, q)th wavenumber compo-
nent in time t, is AˆeDˆp,qtAˆ−1, for p, q ∈ Z. Define the function bp,q : [0,∞) → C3,
such that t 7→ bp,q(t) = AˆeDˆp,qtAˆ−1cp,q, which defines the Fourier coefficient for the
analytical solution at time t. As with the 2D linear advection problem, we can define
the function gp,q : C3 → C3 such that,
z 7→ gp,q(z) = AˆeDˆp,q∆tAˆ−1z. (6.72)
This maps the vector of coefficients of the (p, q)th wavenumber component, ∆t through
time, gp,q(bp,q(t)) = bp,q(t+ ∆t).
We now construct a Fourier series representation for the outcome of our considered
finite difference schemes. Consider the Fourier series for the initial condition in (6.34).
Equation (6.71) shows that the Upwind and Crank-Nicolson finite difference schemes,
create a numerical solution to the linearised shallow water equations every ∆t in time,
by post-multiplying Fourier coefficient cp−1+jNx,q−1+kNy by Kp,q for all p = 1, . . . , Nx,
q = 1, . . . , Ny and j, k ∈ Z. Therefore a Fourier series representation of the numerical
solution is given by the function a : R× R× [0,∞)→ R3 such that,










provided w0(x, y) has a convergent Fourier series. In this instance the (p, q)th wavenum-
ber component is propagated by the amplification matrix K[p]Nx+1,[q]Ny+1 for p, q ∈ Z.
This Fourier series forms an approximation for the analytical solution in equation
(6.43). Evaluating (6.73) at non-integer multiples of ∆x and ∆y, interpolates the nu-
merical solution in space. Similarly, evaluating at times that are non-integer multiples
of ∆t, interpolates the numerical solution in time. Then we can define the function
gschemep,q : C3 → C3 that maps the coefficient for the (p, q) wavenumber component ∆t
through time,
z 7→ gschemep,q (z) = K[p]Nx+1,[q]Ny+1z (6.74)
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Now we have the functions gp,q(z) and gschemep,q (z), we can identify the amplification
matrix for the (p, q)th wavenumber component, in the analytical and numerical solu-
tion respectively. It is these matrices we wish to compare to identify the numerically
dissipative and dispersive properties of the considered finite difference schemes. How-
ever, it is not possible to obtain these matrices by evaluating the functions at a given
value of z. Therefore we take the amplifications matrices directly from the functions.
The amplification matrix for the (p, q)th wavenumber component, obtained from
the function gp,q(z) is,
AˆeDˆp,q∆tAˆ−1 = AˆEp,qeΓp,q∆tE∗p,qAˆ
−1. (6.75)
We see that this matrix has been diagonalised, using the eigenvectors found in the
columns of the matrix AˆEp,q. The eigenvalues of the matrix are found in eΓp,q∆t.
The amplification matrix for the (p, q)th wavenumber component, obtained from
the function gschemep,q (z), is K[p]Nx+1,[q]Ny+1. If we change the amplification matrix
K[p]Nx+1,[q]Ny+1 into the same basis that diagonalises (6.75), we could potentially com-
pare the eigenvalues of the amplification matrices, to determine the numerically dissi-
pative and dispersive properties of the scheme. However, this requires that the basis
that diagonalises AˆeDˆp,q∆tAˆ−1 also diagonalise K[p]Nx+1,[q]Ny+1 for each p, q ∈ Z. When
this occurs, the matrices are termed simultaneously diagonalisable.
Two matrices are simultaneously diagonalisable if and only if the two matrices are
commutable [93]. Therefore, we require that,
AˆeDˆp,q∆tAˆ−1K[p]Nx+1,[q]Ny+1 = K[p]Nx+1,[q]Ny+1Aˆe
Dˆp,q∆tAˆ−1.
If we calculate this for the Upwind and Crank-Nicolson schemes, we find that
K[p]Nx+1,[q]Ny+1 and Aˆe
Dˆp,q∆tAˆ−1 do not commute for either scheme, for all p, q ∈ Z. As
a result, it is not possible to diagonalise the (p, q)th amplification matrix of the Upwind
and Crank-Nicolson schemes, using the eigenbasis of AˆeDˆp,q∆tAˆ−1 for each p, q ∈ Z.
Therefore, we cannot compare the eigenvalues of these two matrices as we had
desired. We are left with requiring a method for comparing the amplification matrix
K[p]Nx+1,[q]Ny+1 for the scheme, with the matrix Aˆe
Dˆp,q∆tAˆ−1, for each p, q ∈ Z. The
question that now arises is, how do you extend the definitions for numerical dissipation
and dispersion to multivariate systems? Examining the literature, we have not been
able to identify a definition for numerical dissipation and dispersion for multivariate
systems, whose amplification matrices are not simultaneously diagonalisable. Our aim
is to answer this question in the following Sections.
6.3.1 A strict interpretation
The amplification matrices of the finite difference schemes directly propagate the re-
solvable wavenumber coefficients of the numerical solution. Therefore we will initially
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try to define numerical dissipation and dispersion for the resolvable wavenumber com-
ponents. Hence we initially consider the amplification matrices AˆeDˆp−1,q−1∆tAˆ−1 and
Kp,q, for p = 1, . . . , Nx+12 and q = 1, . . . ,
Ny+1
2 . In order to compare the effects of these
matrices on the vector of coefficients [Fp,q(Un),Fp,q(Vn),Fp,q(Hn)]T , we will compare
them in the same basis. We will choose the basis which diagonalises AˆeDˆp−1,q−1∆tAˆ−1.
The matrix AˆeDˆp−1,q−1∆tAˆ−1 diagonalises in the basis given by the columns of the
matrix, AˆEp−1,q−1. Therefore making a change to this basis results in AˆeDˆp−1,q−1∆tAˆ−1
becoming a diagonal amplification matrix, eΓp−1,q−1∆t. In this new basis, the amplifi-
cation matrix Kp,q becomes, E∗p−1,q−1Aˆ−1Kp,qAˆEp−1,q−1. This is a full matrix, as it is
not simultaneously diagonalisable with AˆeDˆp−1,q−1∆tAˆ−1.
Consider applying the matrix eΓp−1,q−1∆t, to our vector of coefficients, in our new
basis. Let the vector [αˆp−1,q−1, βˆp−1,q−1, γˆp−1,q−1]T denote the vector of coefficients in
the new basis, αˆp−1,q−1, βˆp−1,q−1, γˆp−1,q−1 ∈ C and (λm)p−1,q−1 ∈ C denote the mth














Suppose we interpret Definitions 3.4 and 3.5 strictly. Then we could term the
scheme with amplification matrix Kp,q, numerically dissipative when (6.77) results in
an entry in the resultant vector, which has an incorrect amplitude. Similarly, we could
term the scheme numerically dispersive when (6.77) results in an entry in the resultant
vector, which has an incorrect phase.
Suppose we trial this interpretation of the definitions for numerical dissipation and









Here ? denotes a potentially non-zero entry in the matrix, which we do not require for
our calculations. Let the matrix on the left-hand side represent the matrix
E∗p−1,q−1Aˆ
−1Kp,qAˆEp−1,q−1.
The vector on the right-hand side, is the result of the matrix-vector multiplication. The
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scheme will be considered numerically non-dissipative if |sm| = |(λm)p−1,q−1||αˆp,q| and
numerically non-dispersive if phase(sm) = phase((λm)p−1,q−1αˆp,q) for all m = 1, 2, 3.
These definitions for numerical dissipation and dispersion, must hold for any choice
of αˆp,q, βˆp,q and γˆp,q. The first line of (6.78) gives that,
a1αˆp,q + b1βˆp,q + c1γˆp,q = (λ1)p−1,q−1αˆp,q,
⇒ [a1 − (λ1)p−1,q−1]αˆp,q + b1βˆp,q + c1γˆp,q = 0.
As this must hold for any αˆp,q, βˆp,q and γˆp,q, we have that a1 = (λ1)p−1,q−1 and
b1 = c1 = 0. Similarly, when considering (6.78) for s2 and s3, we find that for Kp,q to
be either numerically non-dissipative and/or non-dispersive, we require that the matrix
in (6.78) be diagonal.
Therefore the scheme is numerically non-dissipative when Kp,q is a diagonal matrix
with |(a1)p,q| = |(λ1)p−1,q−1|, |(b2)p,q| = |(λ2)p−1,q−1| and |(c3)p,q| = |(λ3)p−1,q−1|. Sim-
ilarly the scheme is non-dispersive when Kp,q is a diagonal matrix with phase((a1)p,q) =
phase((λ1)p,q), phase((b2)p,q) = phase((λ2)p,q) and phase((c3)p,q) = phase((λ3)p,q).
This seems a rather restrictive definition as it requires that the amplification matrix
Kp,q of the considered finite difference scheme, be simultaneously diagonalisable with
AˆeDˆp−1,q−1∆tAˆ−1. As a result, our considered schemes cannot be classed as either nu-
merically non-dissipative or non-dispersive with respect to the resolvable wavenumber
components for p = 1, . . . , Nx+12 and q = 1, . . . ,
Ny+1
2 . A similar outcome will arise
when performing the same analysis for the other resolvable wavenumber components.
Therefore, in the following Section, we trial an alternative definition. We define numer-
ical dissipation and dispersion through the Polar Decomposition of the amplification
matrices, since this extends the polar co-ordinate form from scalars to matrices.
6.3.2 The polar decomposition
The polar decomposition of a matrix, is the matrix form of writing scalars in polar
co-ordinate form. Consider the amplification matrix Kp,q for p = 1, . . . , Nx and q =
1, . . . , Ny. Then the polar decomposition of this matrix is given by, Kp,q = Pp,qUp,q
[95] where,
• Up,q ∈ C3×3 is a rotation matrix [96],
• Pp,q ∈ R3×3 is a Hermitian positive definite matrix [95], applying a stretch [96].
If the matrix Kp,q is invertible, then the polar decomposition is unique. The matrix
Pp,q is calculated by Pp,q =
√
K∗p,qKp,q. Once this has been calculated, we can calculate
Up,q = P−1p,qKp,q [95].
If we take the polar decomposition of AˆeDˆp−1,q−1∆tAˆ−1 for p, q ∈ Z, we find that
the matrix is already in polar decomposition form. This is due to the fact that
AˆeDˆp−1,q−1∆tAˆ−1 is a rotation matrix, as discussed in Section 6.1.2.
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Suppose instead of considering Kp,q directly, we consider the matrix,
Bp,q := K˜−1p.qKp,q = Aˆe
−Dˆp−1,q−1∆tAˆ−1Kp,q, (6.79)
where K˜p,q is the amplification matrix of the analytical solution which propagates the
(p, q)th resolvable wavenumber component for p = 1, . . . , Nx and q = 1, . . . , Ny. These
are the amplification matrices of the MNIMC scheme for the 2D linearised shallow water




The matrix Bp,q is the (p, q)th amplification matrix of the matrix M˜−1M . Here
M˜ and M are the matrices implementing the MNIMC and the considered imperfect
scheme, respectively. The matrix M˜−1M allows the imperfect scheme to move the state
of the system forward ∆t in time and the MNIMC scheme then moves the system ∆t
backwards through time. We choose to invert the matrix implementing the MNIMC
scheme as we know this is always invertible. Through examining M˜−1M , we aim to
examine the ability of the matrix M to correctly propagate the resolvable wavenumber
components of the numerical solution. If M introduces no numerical model error into
the resolvable wavenumber components, then we would expect M˜−1M = I3NxNy , the
3NxNy × 3NxNy identity matrix ie: M = M˜ .




when p = 1, . . . , Nx+12 and q = 1, . . . ,
Ny+1
2 . Performing the polar decomposition of this
matrix may yield a way to define the equivalent of numerical dissipation and dispersion
for multivariate systems of PDEs. Developing a way of testing this is left as future
work.
The idea behind this can be seen by considering the 1D linear advection problem,
where N = Nx. Consider the matrix M˜−1M , where M˜ ∈ RNx×Nx and M ∈ RNx×Nx
are the matrices implementing the MNIMC and the considered imperfect scheme, for
the 1D linear advection problem in (3.1). This uses the same notation and definitions
as defined in Chapter 3. The 1D DFT basis diagonalises both M˜ and M , so we
consider M˜−1M in this basis. This matrix is Λ˜−1Λ, where Λ˜ and Λ are the diagonal
matrices, with the eigenvalues of the MNIMC and the considered imperfect scheme
along their main diagonals respectively. Let the pth eigenvalue of Λ˜ and Λ, be defined
by λ˜p = |λ˜p|eiθ˜p and λp = |λp|eiθp respectively, for θ˜p, θp ∈ [−pi, pi) and p = 1, . . . , Nx.
Then the pth eigenvalue of Λ˜−1Λ is,
λp
λ˜p
= |λp|e−iφp , (6.81)
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where φp = θ˜p − θp for p = 1, . . . , N . Examining the magnitude and phase of (6.81),
reveals the numerically dissipative and numerically dispersive properties of λp. If |λp| =
1, then λp is numerically non-dissipative with respect to the pth resolvable wavenumber
component. If φp = 0, then the scheme is numerically non-dispersive with respect to
the pth resolvable wavenumber component.
We now return our attention to the 2D linearised shallow water problem. The
formulation presented in this Section, for forming an equivalent definition for numer-
ical dissipation and dispersion in systems of PDEs, needs to be tested to check its
suitability. In the next Section, we focus on the problems associated with generating
perfect observations of the 2D linearised shallow water problem, for use in our strong
constraint 4D-Var data assimilation problem. This includes the construction of the
MNIMC scheme for this problem.
6.4 Generating perfect observations
Generating perfect observations is a challenge for the 2D linearised shallow water prob-
lem in (6.14)-(6.16). In the case of the 1D and 2D linear advection problems, we were
able to make use of the circshift function in MATLAB R©[74], to numerically generate
perfect observations. In the case of this problem, there is no easy way to generate
perfect observations numerically or algebraically. Perfect observations cannot be gen-
erated numerically from the Fourier series solution to the problem. The only possible
way is to create the MNIMC scheme for this problem and see if it has a shifted periodic
nature, as demonstrated for the MNIMC schemes for the 1D and 2D linear advection
problems. It can then be used to generate perfect observations as described in Section
3.7.2. However this will be computationally expensive and will limit the dimension of
the problem we can consider.
6.4.1 The MNIMC scheme for the 2D linearised shallow water prob-
lem
The MNIMC scheme for the 2D linearised shallow water problem, can be developed
using the theory developed in Section 5.6.1 for the 2D linear advection problem, as
both systems are defined in 2D, using Fourier series. The difference between the two
systems is that the 2D linear advection problem solves for one variable whilst the 2D
linearised shallow water problem solves for three variables. The result is that for the
2D linear advection problem, eigenvalues for the scheme need to be chosen whilst for
the 2D linearised shallow water problem, amplification matrices need to be chosen.
As for the 1D and 2D linear advection problems, we construct the MNIMC scheme
using the amplification matrices which correspond to the resolvable wavenumber com-
ponents of the analytical solution. As problem (6.14)-(6.16) is defined in 2D, we
can choose the amplification matrix for each resolvable wavenumber component us-
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ing (5.39), but use the amplification matrix from gp,q(z) in equation (6.72).
Denote the (p, q)th amplification matrix for the MNIMC scheme, by K˜p,q ∈ C3×3,
for p = 1, . . . , Nx and q = 1, . . . , Ny. As a finite difference scheme creates a discrete
Fourier series solution, we require that given any amplification matrix of the scheme, its
complex conjugate is an amplification matrix for the complex conjugate wavenumber
component of the scheme. This can only occur when both Nx and Ny are odd, as
demonstrated by Section 5.6.1. Therefore we will only consider the MNIMC scheme




AˆeDˆp−1,q−1∆tAˆ−1, for p = 1, . . . , Nx+12 , q = 1, . . . ,
Ny+1
2 ,
AˆeDˆp−1,−Ny+q−1∆tAˆ−1, for p = 1, . . . , Nx+12 , and q =
Ny+3
2 , . . . , Ny,
AˆeDˆ−Nx+p+1,q−1∆tAˆ−1, for p = Nx+32 , . . . , Nx, q = 1, . . . ,
Ny+1
2 ,
AˆeDˆ−Nx+p−1,−Ny+q+1∆tAˆ−1, for p = Nx+32 , . . . , Nx, and q =
Ny+3
2 , . . . , Ny.
(6.82)
We now define the block diagonal matrix K˜ ∈ C3NxNy×3NxNy , such that the amplifi-
cation matrices K˜p,q, form the blocks along its main diagonal, similarly to K in (6.61)
such that,
{K˜}(k−1)3Nx+(j−1)3+r,(q−1)3Nx+(p−1)3+s = {K˜p,q}r,sδk,qδj,p. (6.83)
Then the matrix M˜ ∈ R3NxNy×3NxNy implementing the MNIMC scheme for the 2D
linearised shallow water problem is defined by M˜ = XK˜X∗. Define the numerical
solution generated by the MNIMC scheme at time n∆t by Z˜n ∈ R3NxNy such that
Z˜n+1 = M˜ Z˜n, for n ∈ N0, where Z˜0 is constructed by sampling the initial conditions
w(x, y, 0). This vector then contains the numerical solutions to the 2D linearised shal-
low water problem, generated by the MNIMC scheme, with the same structure as Zn
for the Upwind and Crank-Nicolson schemes. Denote the numerical solutions stacked








The eigenvalues of M˜ , are given by the eigenvalues of K˜p,q, for p = 1, . . . , Nx and
q = 1, . . . , Ny. Since the eigenvalues of these matrices always have unit magnitude, the
scheme is always numerically stable. The consistency of the scheme is proved in the
following Lemma.
Lemma 6.1. Suppose the initial conditions u0(x, y), v0(x, y) and h0(x, y) for problem
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(6.14)-(6.16) are multiplicatively separable functions such that u0(x, y) = uˆ1(x)uˆ2(y),
v0(x, y) = vˆ1(x)vˆ2(y) and h0(x, y) = hˆ1(x)hˆ2(y), where uˆ1, uˆ2, vˆ1, vˆ2, hˆ1, hˆ2 : R → R
such that x 7→ uˆ1(x), vˆ1(x), hˆ1(x) and y 7→ uˆ2(y), vˆ2(y), hˆ2(y) and all have convergence
Fourier series. Let r1u, r2u, r1v, r2v, r1h, r2h ∈ N0 denote the regularities of uˆ1(x), uˆ2(y),
vˆ1(x), vˆ2(y), hˆ1(x) and hˆ2(y) over (0, 1) respectively and define ra := min {r1u, r1v, r1h}
and rb := min {r2u, r2v, r2h}.
Also let the assumptions of Section 6.2, that allow the MNIMC scheme to be defined
as in Section 6.4.1, hold true. Set the CFL number h ∈ R+ to be a fixed constant. Then
the truncation error for the MNIMC scheme is such that,∥∥∥τn+1j,k ∥∥∥
2
= O (∆xra∆yrb) +O (∆xra) +O (∆yrb) , (6.85)
for all j = 0, . . . , Nx − 1, k = 0, . . . , Ny − 1 and n ∈ N0. Then for sufficiently smooth
functions such that ra, rb ∈ N,
τn+1j,k → 0 and ∆t→ 0 as ∆x,∆y → 0,
for all j = 0, . . . , Nx − 1, k = 0, . . . , Ny − 1 and n ∈ N0.
Proof. The analytical solution to the 2D linearised shallow water problem in (6.14)-
(6.16), is a vector in R3, so the truncation error is a vector in R3. Define τn+1j,k ∈ R3 to
be the error between W˜n+1j,k and the state of the system when M˜ is used to propagate
W˜nj,k forward ∆t in time, for all j = 0, . . . , Nx − 1, k = 0, . . . , Ny − 1 and n ∈ N0.
Section 5.4 defines Fourier series representations for the analytical solution in W˜n+1j,k
and the numerical solution Wnj,k. These expansions are equal to the quantity they
represent as the initial conditions u0(x, y), v0(x, y) and h0(x, y) have convergent Fourier
series and they are multiplicatively separable functions, constructed from continuous
















Taking the l2-norm, applying the triangle inequality and using the fact that ‖z‖2 ≤ ‖z‖1




































Define cp,q = [up,q, vp,q, hp,q]T , where up,q, vp,q, hp,q are the Fourier coefficients for
the Fourier series of u0(x, y), v0(x, y) and h0(x, y) respectively for all p, q ∈ Z. Then
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by Lemma 5.8,
‖cp,q‖1
= |up,q|+ |vp,q|+ |hp,q| ,
≤

U1 + V1 +H1, for p = q = 0,
U2+V2+H2
|q|rb+1 , for p = 0 and q ∈ Z \ {0},
U3+V3+H3
|p|ra+1 , for p ∈ Z \ {0}and q = 0,
U4+V4+H4
|p|ra+1|q|rb+1 , for p, q ∈ Z \ {0},
(6.88)
Here Ud ∈ R is the value of Ad in Lemma 5.8, for the function u0(x, y) for d = 1, . . . , 4.
Similar is true for Vd, Hd ∈ R for the functions v0(x, y) and h0(x, y) respectively, for
d = 1, . . . , 4. Then by following identical steps to Lemma 5.3, we obtain the result in
(6.85).
Now we have investigated the convergence properties of the MNIMC scheme for
the linearised shallow water equations, we can investigate whether the aliasing error
in the scheme has a shifted periodic nature. This property would allow us to generate
perfect observations numerically, as discussed in Section 3.7.2. Figure 6.1 demonstrates
the results of implementing the MNIMC scheme for the shallow water problem. It is
not obvious from this Figure if the aliasing error in the scheme has a shifted periodic
nature.
As the Rossby wave solution of the MNIMC scheme does not change with time,
it solves for the Rossby wave solution exactly, if the initial conditions of the problem
have convergent Fourier series. Therefore the aliasing error introduced by the MNIMC
scheme into the Rossby wave solution of the scheme, is always zero. This effectively
gives the aliasing error introduced into this solution, a shifted one-periodic nature, as
it repeats with each application of the MNIMC scheme.
The next step is to determine if a shifted periodic nature exists in the aliasing error
introduced by the MNIMC scheme into its inertia-gravity wave solutions. Lemmas 3.12
and 5.6 determine the shifted periodic nature of the MNIMC scheme for the 1D and
2D linear advection problems respectively. Whilst conducting this analysis, we found
that the CFL number was of great help. Therefore in the following Section, we define
the CFL number for the 2D linearised shallow water problem, before attempting to
analyse the aliasing errors introduced by the MNIMC scheme for the problem.
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Chapter 6. The 2D Linearised Shallow Water Problem
6.4.2 The CFL number for the 2D linearised shallow water problem
In this Section, we derive the CFL number for the 2D linearised shallow water problem
in (6.14)-(6.16). The following derivation of the CFL number for the considered 2D
linearised shallow water problem is not known to be present in any literature, but the
method used to derive it is not new. It is hoped that this quantity will aid us in
determining if the aliasing errors introduced by the MNIMC scheme for this problem,
have a shifted periodic nature. The form of the CFL number for a finite difference
scheme, used to solve a 2D problem, was derived in Section 5.5.4. In order to define the
CFL number for the 2D linearised shallow water problem, we require the propagation
speed along the characteristic equations of the analytical solution. This will allow
us to define the domain of dependence of the PDE and hence define the domain of
dependence for the scheme, such that the former lies within the latter.
In order to define the propagation speeds along the characteristic equations for the
2D linearised shallow water problem, we need to identify the characteristic equations
for the problem. As we have three solutions; the Rossby wave and the two gravity
waves, there will be a different characteristic equation for each solution. Each solution



















when the initial conditions for the 2D linearised shallow water problem have convergent
Fourier series and are continuous at every sample point. Here s is the distance along
the path of the characteristic equation and 0 ∈ R3 denotes the zero vector.
Initially consider the Rossby wave solution, w1 : R× R× [0,∞)→ R3 such that,






defined as in Equation (6.32) of Section 6.1.2. As the Rossby wave does not change
with respect to time, the characteristic equation for the solution is independent of time,
so the characteristic speed of the solution is zero. As a result there are no restrictions
on the CFL number from this solution.
Next we consider the following inertia-gravity wave, w2 : R×R× [0,∞)→ R3 such
that,






defined as in Equation (6.32) of Section 6.1.2. Substituting (6.91) into (6.89), by the
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= 0, for each p, q ∈ Z. (6.92)
The index ·p,q denotes the relevant variable, for the characteristic equation of the (p, q)th













+ (x0)p,q and (y(t))p,q =
qωˆp,qt
p2+q2
+ (y0)p,q, for p, q ∈ Z, not both zero,
(x(0))p,q = (x0)p,q and (y(0))p,q = (y0)p,q, for p = q = 0,
(6.93)
where (x(0))p,q = (x0)p,q and (y(0))p,q = (y0)p,q. We obtain the (p, q)th characteristic
speeds for the x and y directions, by differentiating the equations for (x(t))p,q and






























, for p, q ∈ Z, not both zero. (6.94)
This effectively gives each wavenumber component its own CFL number, unlike the
linear advection problems we considered previously, where each wavenumber component
had the same CFL number. Define the CFL number for the (p, q)th wavenumber
component by hp,q = (h1)p,q + (h2)p,q such that h0,0 = 0 and
(h1)p,q :=
∣∣∣∣ pωˆp,qp2 + q2
∣∣∣∣ ∆t∆x and (h2)p,q :=
∣∣∣∣ qωˆp,qp2 + q2
∣∣∣∣ ∆t∆y , for p, q ∈ Z, not both zero.
(6.95)




p, q ∈ Z
not both zero





and h2 = max

max
p, q ∈ Z
not both zero






This defines the CFL number using the maximum characteristic speed in each direction
for p, q ∈ Z, ensuring that the domain of dependence of all wavenumber components
270
Chapter 6. The 2D Linearised Shallow Water Problem
of the solution, are contained within the domain of dependence of the finite difference
scheme. As (h1)0,0 = (h2)0,0 = 0, we maximise the magnitude of the propagation
speeds (6.94), over p, q ∈ Z, not both zero. In the x-direction,
max








































The calculations in the y-direction are similar and achieve the same result as in (6.96).

















Performing the same analysis for the remaining gravity wave solution, we obtain the
same CFL number for this solution. Therefore the CFL number for the 2D linearised
shallow water problem is h = h1 + h2, where h1 and h2 are defined by (6.97). If we





gH, agreeing with the analysis of Toro [9] for the decoupled one
dimensional linearised shallow water system. This makes our CFL number consistent
with the 1D decoupled problem.
Now we have determined the CFL number for the 2D linearised shallow water
problem, we can use it to help determine if the aliasing errors introduced by the MNIMC
scheme for the problem, have a shifted periodic nature. Such a property would allow us
to numerically generate perfect observations of the 2D linearised shallow water problem,
for use in our strong constraint 4D-Var problem. We investigate the aliasing errors of
the MNIMC scheme in the next Section.
6.4.3 Looking for a shifted periodic nature in the MNIMC scheme
When considering the MNIMC scheme for the 1D and 2D linear advection problems,
we were able to show that the aliasing errors introduced by the scheme had a shifted
periodic nature. We discussed in Section 6.4 that we desire this property in the MN-
IMC scheme for the 2D linearised shallow water problem, so we can generate perfect
observations when the aliasing error in the scheme is periodically zero.
In order to determine if the MNIMC scheme has a shifted periodic nature, we need
to define the aliasing error in the MNIMC, when compared to perfect observations of
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the system. We define perfect observations similarly to those in Chapters 3 and 5. Let
y˜l ∈ R3NxNy denote a perfect observation of 2D linearised shallow water problem. The
vector is structured in the same way as Zn in Section 6.1.2 such that,
[y˜l](k−1)3Nx+(j−1)3+s =

u′(xj−1, yk−1, tl), for s = 1,
v′(xj−1, yk−1, tl), for s = 2,
h′(xj−1, yk−1, tl), for s = 3,
(6.98)
for j = 1, . . . , Nx and k = 1, . . . , Ny. Define the vectors u˜l, v˜l, h˜l ∈ RNxNy , for l ∈
N0, such that [u˜l](k−1)Ny+j = u′(xj−1, yk−1, tl), [v˜l](k−1)Ny+j = v′(xj−1, yk−1, tl) and
[h˜l](k−1)Ny+j = h
′(xj−1, yk−1, tl) for j = 1, . . . , Nx and k = 1, . . . , Ny. Then,
{X∗y˜l}(q−1)3Nx+(p−1)3+r =

Fp,q(u˜l), for r = 1,
Fp,q(v˜l), for r = 2,
Fp,q(h˜l), for r = 3.
(6.99)
As with the previous problems, we define the global error in the MNIMC scheme
rl ∈ R3NxNy by,
rl := y˜l − M˜ lx˜0, (6.100)
where yl := y˜l denotes the lth set of perfect observations such that {y˜l}(k−1)Nx+j :=
w(xj−1, yk−1, l∆t) for j = 1, . . . , Nx and k = 1, . . . , Ny. As only aliasing errors are
introduced by the MNIMC scheme, rl can be interpreted as an additive correction
term to correct for aliasing errors in M˜ lZ˜0 such that,
y˜l = M˜ lZ˜0 + rl, (6.101)
for l ∈ N0. We will now attempt to use the same method as in Lemmas 3.12 and 5.6,
to determine if the same shifted periodic nature exists in the aliasing error introduced
by the MNIMC scheme.
Initially consider the case where w0(x, y) is continuous and has a convergent Fourier
series. Then applying the 2D DFT implemented by the matrix X∗ to y˜l Fp,q(u˜l)Fp,q(v˜l)
Fp,q(h˜l)






We want to show that rnb+d = M˜nbrd for some b, n, d ∈ N0. This requires that we
identify a value for b where the aliasing error repeats for the first time. In order to
determine b, we aim to split eDˆp−1+jNx,q−1+kNy l∆t into two matrices, one independent
of j and k. The matrix independent of j and k will form the matrix M˜ acting on the
aliasing error introduced by the scheme at a previous point in time. We could consider
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eDˆp−1+jNx,q−1+kNy l∆t in the form,
Ep−1+jNx,q−1+kNye
Γp−1+jNx,q−1+kNy l∆tE∗p−1+jNx,q−1+kNy , (6.103)
as described in (6.42). However, whilst eΓp−1+jNx,q−1+kNy l∆t may be in a convenient
form with exponentials along its main diagonal, Ep−1+jNx,q−1+kNy is not in a useful
form. Therefore, we will consider eDˆp−1+jNx,q−1+kNy l∆t directly. Consider,
eDˆp−1+jNx,q−1+kNy l∆t = eDˆp−1+jNx,q−1+kNy [l]b∆t+Dˆp−1,q−1(l−[l]b)∆t+Bˆj,k(l−[l]b)∆t, (6.104)
the (p, q)th amplification matrix of the MNIMC scheme for p = 1, . . . , Nx+12 and q =
1, . . . , Ny+12 , where b ∈ N0 is yet to be defined and
Bˆj,k =












Here we can see that we have separated Dˆp−1+jNx,q−1+kNy l∆t into three matrices, one
of which is Dˆp−1,q−1(l − [l]b)∆t. The matrix exponential of this matrix is the (p, q)th
matrix of the MNIMC scheme for p = 1, . . . , Nx+12 and q = 1, . . . ,
Ny+1
2 . This matrix
is independent of j and k, so potentially offers us the opportunity to construct the
matrix M˜ l−[l]b , which operates on the aliasing error introduced at a previous point in
time. The matrix exponential of Dˆp−1+jNx,q−1+kNy [l]b∆t, would form a part of the
aliasing error at a previous point in time. The matrix exponential of Bˆj,k would be
a remainder term. Separating (6.104) into the multiplication of these matrices would
help to demonstrate any shifted periodic nature in the aliasing error introduced by
the MNIMC scheme. So what we would like to do is to separate (6.104) into three
exponential matrices; eDˆp−1+jNx,q−1+kNy [l]b∆t, eDˆp−1,q−1(l−[l]b)∆t and eBˆj,k(l−[l]b)∆t.
In order to achieve this, we require that the matrices Dˆp−1+jNx,q−1+kNy , Dˆp−1,q−1
and Bˆj,k be commutative [95]. However, each of these matrices is skew-symmetric re-
sulting in Dˆp−1,q−1Bˆj,k = (Bˆj,kDˆp−1,q−1)T , so we cannot decompose eDˆp−1+jNx,q−1+kNy l∆t
as we require. If we had been able to decompose eDˆp−1+jNx,q−1+kNy l∆t, we would have
required that eBˆj,k(l−[l]b)∆t = I3 for all j, k ∈ Z, so that the aliasing error is able to
become zero periodically. We use this requirement to identify b.
Despite the fact that we are not able to decompose (6.104) into three matrix ex-
ponentials, we will continue with our analysis, to see if we could identify a value for b.
The aim of this is to understand whether it is solely the formulation of the amplifica-
tion matrices for the problem as matrix exponentials, that prevents a shifted periodic
nature in the aliasing error introduced by the MNIMC scheme, from being identified.
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Our aim is to find a value for b that will result in eΓjNx,kNy (l−[l]b)∆t = I3.
Consider the eigenvalue e−2pii
√
φ(j2N2x+k
2N2y )(l−[l]b)∆t. Suppose we re-arrange the








Then substituting this into the exponent of the eigenvalue,
−2pii
√






Unfortunately, it is not possible to choose an integer b such that√






is an integer for all j, k ∈ Z. Therefore, even if we could decompose eDˆp−1+jNx,q−1+kNy l∆t,
we would not be able to find a shifted periodic nature in the aliasing error introduced
by the MNIMC scheme for the 2D linearised shallow water problem. As a result, we
have no way to generate perfect observations numerically for our numerical simulations.
The MNIMC scheme for the 2D linearised shallow water problem does not possess
a shifted periodic nature in its aliasing error, due to the fact that each wavenumber
component of the Fourier series constructing the inertia-gravity wave solutions, have
very different phase speeds. The Fourier series for the linear advection problems, had
all wavenumber components of the Fourier series solution, travelling through time with
the same phase speed. As a result, the wavenumber components all travel together,
arriving at each sample point identically to the way they have previously arrived at
another sample point. The structure preserving property of the linear advection prob-
lem created this property of the solution and hence the shifted periodic nature of the
aliasing error introduced by the MNIMC scheme for the problem. This is not possible
in the 2D linearised shallow water equations.
The MNIMC scheme for the 2D linearised shallow water problem still provides
a theoretical way for defining perfect observations. This can be used to construct a
bound for the error in the analysis vector, in the absence of all forms of error, other than
those introduced by finite difference approximations in the forward model. This bound
would be constructed similarly to those in Lemma 4.4 of Chapter 4 and Lemma 5.11 of
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Chapter 5. The bounds derived in Lemmas 5.8-5.10 are required for constructing such
a bound. However, as the aliasing error rl does not have a shifted periodic nature, this
makes constructing a bound on the l2-norm of the error in the analysis vector slightly
harder. Also, since we cannot construct perfect observations numerically, we have no
way of testing the ability of the bound to characterise the l2-norm of the error in the
analysis vector. Therefore, we leave the construction of the bound as future work, until
a way of constructing perfect observations numerically has been identified. We now
end our consideration of the 2D linearised shallow water problem at this point and
summarise our findings on the challenges involved in considering this problem.
6.5 Summary
In this Chapter, we have considered the 2D linearised shallow water equations, together
with circulant boundary conditions and initial conditions, as our physical system for
our the strong constraint 4D-Var data assimilation problem. Choosing this physical
system allowed us to extend our analysis of a similar system defined by a single PDE
in 2D, to a linear system of PDEs in 2D.
Initially we constructed an analytical solution to the 2D linearised shallow water
problem, using a Fourier series solution. This constructed our solution from a Rossby
wave and two inertia-gravity wave solutions. We then considered the Upwind and
Crank-Nicolson finite difference schemes for solving this problem, constructing a Fourier
series representation of the numerical solution. Comparing the Fourier series for the
analytical and numerical solutions, found that in order to understand the numerical
model error introduced by the considered finite difference schemes, we need to compare
the amplification matrices of the solutions. Amplification matrices arise due to the
2D linearised shallow water problem being formed from a system of PDEs. However,
we found that we could not compare these matrices by comparing their eigenvalues,
as they are not generally simultaneously diagonalisable. Therefore the definitions of
numerical dissipation and dispersion defined in Chapter 3 can not be easily applied to
this problem.
After considering a strict interpretation of numerical dissipation and dispersion,
we settled on the possibility that the polar decomposition of matrices may be a good
method for defining the equivalent of numerical dissipation and dispersion, for systems
of equations. This involved considering the amplification matrices of the matrix M˜−1M ,
where M˜ and M are the matrices implementing the MNIMC scheme and the considered
imperfect scheme, for the 2D linearised shallow water problem. The amplification
matrices are changed into the basis which diagonalises the considered amplification
matrix of M˜ . Then a polar decomposition is applied. This method requires testing
to determine its suitability for determining the equivalent of numerical dissipation and
dispersion introduced by finite difference schemes solving systems of PDEs. However,
this process would determine the numerically dissipative and dispersive properties of
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systems defined by a single PDE, such as the 1D and 2D linear advection problems,
considered in Chapters 3 and 4. This makes the approach using the polar decomposition
appear plausible.
In order to understand the impact of numerical model error on the analysis vector,
as was performed in Chapters 4 and 5, we wanted to consider our strong constraint
4D-Var problem in the absence of all other forms of error. This required the use of
perfect observations of the 2D linearised shallow water problem. In this instance, we
were unable to make use of the circshift function within MATLAB R©[74]. Therefore
our only option was to construct the MNIMC scheme for the 2D linearised shallow
water problem and determine if its aliasing error had a shifted periodic nature. If it
did have this property, then it could be used to create perfect observations numerically.
Using the CFL number for the 2D linearised shallow water problem, we found
that the aliasing errors introduced by the MNIMC scheme for the problem, did not
possess a shifted periodic nature. This is due to the wavenumber components of the
gravity wave solutions, all travelling with different phase speeds. Therefore, despite
the MNIMC scheme allowing perfect observations to be defined algebraically, it was
unable to be used to generate perfect observations numerically.
A bound for the l2-norm of the error in the analysis vector, due to numerical model
error in the considered finite difference schemes, could be constructed using the MNIMC
scheme to define perfect observations algebraically. The lack of a shifted periodic nature
in the aliasing errors introduced by the MNIMC scheme makes this bound challenging
to create. However, without the ability to construct perfect observations numerically,
there is no way to determine if the bound is suitable for characterising the error in the
analysis vector due to finite difference approximations. The problem of numerically
constructing perfect observations of the 2D linearised shallow water problem, needs to




This thesis has focused on analysing the impact of numerical model error introduced
by finite difference schemes, on the accuracy of the analysis vector, formed through
strong constraint 4D-Var data assimilation. The accuracy of the analysis vector is
relevant to applications which make use of the analysis vector directly and those that
make use of it indirectly. Errors enter into the process of strong constraint 4D-Var data
assimilation from many different sources. The formulation of the strong constraint 4D-
Var cost function aims to minimise the effects of many of these errors. However, the
method was developed under the assumption that numerical models for the physical
system of interest were perfect, when in reality we know this assumption to be false.
Therefore our aim was to quantify and analyse the affects of numerical model error
introduced by finite difference schemes on the analysis vector, in order to understand
whether the assumption of a perfect model was reasonable and if not, how the effects
could be minimised.
Performing such an analysis is important due to the use of strong constraint 4D-Var
data assimilation in applications such as numerical weather prediction, where accurate
forecasts can influence decisions, possibly saving lives. The physical systems chosen for
our investigation were the 1D and 2D linear advection equations and the 2D linearised
shallow water equations, each considered together with circulant boundary conditions
and initial conditions. These physical systems are used as representative models for
more complex systems of interest, as they demonstrate “wave-like flow” [6] present in
many meteorologically relevant physical systems. The inclusion of circulant boundary
conditions allowed finite difference schemes to be defined for solving the physical sys-
tems numerically. This meant that numerical model error was introduced into strong
constraint 4D-Var by the use of finite differences to approximate derivatives. Circulant
boundary conditions also allowed a spectral approach to be taken with our analysis. By
choosing these physical systems, the aim is to demonstrate the relevance of performing
such an analysis and present a flavour for the relevant results that can be obtained.
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The error introduced by finite difference schemes, for solving the linear advection
problems, was described in terms of numerical dissipation and numerical dispersion.
Numerical dissipation and dispersion occur when the wavenumber components of the
numerical solution are propagated inaccurately, causing the magnitude to artifically
decay and the phase to be incorrect respectively. Numerically dissipative and dispersive
affects were introduced by the eigenvalues of the matrices implementing the schemes.
By examining these eigenvalues, the numerically dissipative and dispersive properties of
the schemes could be identified. These properties were determined by the CFL number
for the problem. However there was not a method in the literature for measuring the
numerically dissipative and dispersive properties of a scheme, to allow a user to choose
a CFL number that provided the scheme with the required numerically dissipative and
dispersive properties, for a specific task. Therefore dissipative and dispersive metrics
were defined to allow a user to gain some understanding of the scale of numerically
dissipative and dispersive effects that a scheme introduces, for a given CFL number.
Any finite difference scheme for solving the same problem could be used as a reference
scheme for use in the metrics, however we advocate the use of the MNIMC scheme
as it is numerically non-dissipative and non-dispersive with respect to the resolvable
wavenumber components of the numerical solution.
The 2D linearised shallow water problem was formed from a linear system of PDEs.
This resulted in the wavenumber components of the numerical solution being propa-
gated by amplification matrices of the scheme. However, there was no extension of
numerical dissipation and dispersion to amplification matrices in the literature. There-
fore we defined a method for possibly extending the definition through the use of the
matrix polar decomposition. This method is able to identify the numerically dissipative
and dispersive properties of the resolvable wavenumber components of schemes solving
the linear advection problems. It would also classify the MNIMC scheme for the 2D lin-
earised shallow water problem as numerically non-dissipative and non-dispersive with
respect to resolvable wavenumber components of the numerical solution. This method
shows some promise but requires more rigorous testing.
Initially our investigation considered the effects of finite difference approximations
on the analysis vector, in the absence of all other forms of error. This required obser-
vations to be taken at every point in space and time of the considered finite difference
scheme, the background term to be neglected, the model equations be considered as
our physical system and perfect observations be constructed both numerically and al-
gebraically. Constructing perfect observations algebraically was a challenge and would
be for any system of PDEs. A finite difference scheme known as the MNIMC scheme
was developed to help with this. It allowed perfect observations to be constructed from
the state of the system generated by the scheme, together with an additive correction
term.
The MNIMC scheme was derived to be numerically non-dissipative and non-dispersive
with respect to the resolvable wavenumber components of the numerical solution, for
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each physical system. In the case of the linear advection problems, this meant that
only aliasing errors in the form of numerical dispersion, were introduced into the nu-
merical solution produced by the scheme. The additive correction term in the perfect
observations corrected for this aliasing error. This correction term was found to have a
shifted periodic nature for the linear advection problems, due to the shape preserving
properties of their analytical solutions. This shifted periodic nature was not present in
the correction term for the aliasing error introduced by the MNIMC scheme for the 2D
linearised shallow water problem. Despite the MNIMC scheme being computationally
expensive, it offered the opportunity to construct perfect observations for the linear
advection problems, by running the scheme on a higher resolution grid. More work is
required to understand the limitations of this scheme and under what conditions the
aliasing error introduced has a shifted periodic nature. However, its high computational
expense means that it is a theoretical tool rather than a practical tool for analysing
the effects of numerical model error.
Generating perfect observations algebraically using the MNIMC scheme, allowed
the analysis vector to be constructed from an amplification matrix acting on a vector
containing a discrete sample of the true initial condition, plus an additive correction
term. The amplification matrix is solely constructed from the matrices implement-
ing the considered finite difference scheme for the forward model and the MNIMC
scheme. This allowed the impact of numerical dissipation and dispersion on resolvable
wavenumber components of the discrete sample of the true initial conditions, to be
viewed directly. The additive correction term corrected for the aliasing errors intro-
duced by the MNIMC scheme. Analysing the analysis vector in this form revealed,
• increasing the number of sets of observations in the assimilation window does not
affect the contribution from wavenumber components propagated by eigenvalues
with small magnitudes, when considering numerically dissipative schemes with
respect to the resolvable wavenumber components of the numerical solution,
• destructive interference occurs between observations when using numerically non-
dissipative and dispersive schemes with respect to the resolvable wavenumber
components of the numerical solution, resulting in a loss of information in the
analysis vector, which increases as the number of sets of observations in the
assimilation window is increased,
• numerically non-dissipative and non-dispersive schemes with respect to the re-
solvable wavenumber components of the numerical solution, will not necessarily
recover the analysis vector due to the effects of aliasing errors.
These results indicate that increasing the number of sets of observations in the assimila-
tion window may not increase the accuracy of the analysis vector, which is a surprising
result and needs to be investigated further by re-introducing other forms of error which
affect strong constraint 4D-Var data assimilation.
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Constructing the analysis vector in this way allows for a deterministic model error
operator to be determined for use with weak constraint 4D-Var data assimilation, using
the matrices implementing the forward model and MNIMC finite difference schemes.
The aliasing errors introduced by the MNIMC scheme are corrected for by using random
variables. The shifted periodic nature of the aliasing errors for the linear advection
problems means that only a finite number of random variables need be estimated as
a part of the weak constraint 4D-Var cost function. This formulation needs testing to
determine its ability to reduce the effects of numerical model error from finite difference
approximations, on the accuracy of the analysis vector.
Bounds were created in order to understand the effects of finite difference approx-
imations on the l2-norm of the error in the analysis vector, for the linear advection
problems. The bound for each problem depended on the regularity of the initial condi-
tion, the numerically dissipative and dispersive properties of the scheme, the number of
discretisation points when considering full sets of observations in space and the number
of sets of observations in the assimilation window. The use of full sets of observations
in space meant that increasing the number of discretisation points resulted in increas-
ing the density of observations in both space and time. The bound for the 1D linear
advection problem was found to characterise the worst case behaviour of the error with
respect to the number of discretisation points when considering full sets of observations
in space and the number of sets of observations in the assimilation window, for numer-
ically dissipative and/or dispersive schemes with respect to the resolvable wavenumber
components of the numerical solution. This revealed that:
• The error in the analysis vector remains constant for true initial conditions with
resolvable discontinuities, possibly due to Gibb’s phenomenon.
• The error in the analysis vector decays at a constant rate as the density of obser-
vations in space and time is increased, for initial conditions which appear smooth,
with the rate dependent on the regularity of the true initial condition and the
numerically dissipative and dispersive properties of the scheme, until a critical
regularity is reached where the rate no longer increases with regularity.
• The error in the analysis vector increases as the number of sets of observations
in the assimilation window is increased.
These results also indicate that increasing the number of sets of observations in the
assimilation window does not increase the accuracy of the analysis vector. However,
increasing the density of observations in both space and time appears to improve the
accuracy of the analysis vector.
The bound for the l2-norm of the error in the analysis vector, for the 2D linear
advection problem, needs to be developed further to cater for multiplicatively non-
separable initial conditions. The bound created in this thesis is for multiplicatively
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separable initial conditions only and needs to be analysed further to determine its suit-
ability for characterising the error in the analysis vector. This is motivated by the
analysis of the behaviour of some of the summations constructing this bound, which
was conducted both analytically and numerically. This revealed that the error in the
analysis vector may increase as the density of observations is increased in the x- and y-
directions and in time simultaneously, when considering initial conditions containing
jump discontinuities. When higher regularity separable initial conditions were consid-
ered, the summations indicated a decay in the error as the density of observations was
increased in a similar fashion. Results from strong constraint 4D-Var numerical exper-
iments matched the results for initial conditions containing jump discontinuities. The
results for initial conditions not containing jump discontinuities appeared to indicate
a decay in the l2-norm of the error in the analysis vector, however more results are
required for larger values of Nx and Ny to confirm this behaviour.
Observation errors were re-introduced to the 1D linear advection problem, to un-
derstand how finite difference errors and observations errors in the form of white noise,
interact to affect the accuracy of the analysis vector. A bound on the l2-norm of the
error in the analysis vector was constructed and compared against numerical results,
to understand if the bound could be used to characterise the behaviour of the error
in the analysis vector. It was able to characterise the behaviour with respect to the
number of discretisation points and the number of sets of observations in the assim-
ilation window. This revealed that there is a critical number of discretisation points
when considering full sets of observations where strong constraint 4D-Var data assim-
ilation can be performed, that minimises the impact of finite difference errors from
numerically dissipative and/or dispersive finite difference schemes with respect to the
resolvable wavenumber components and observation errors. This point is dependent
on the variance of the observation errors and the number of sets of observations in the
assimilation window.
When considering the numerically non-dissipative and non-dispersive MNIMC scheme,
the aliasing errors introduced by the scheme to the analysis vector, were dominated by
the observation errors. This resulted in the error in the analysis vector being larger
than any other scheme when the number of discretisation points was small and the
error always growing so there is no critical number of discretisation points for per-
forming strong constraint 4D-Var data assimilation. It appears from these results that
numerical dissipation and/or dispersion is important for reducing the effects of obser-
vation errors. Therefore it may be best to perform strong constraint 4D-Var using an
imperfect model, provided you have knowledge on the effects of different forms of error.
The contribution to the analysis vector from white noise observation errors was also
investigated. It was found that schemes that were numerically dissipative with respect
to resolvable wavenumber components, introduced correlations in to the white noise
contribution to the analysis vector. This could possibly lead to artifacts in the analysis
vector and perhaps its forecast. This is an interesting direction for further research,
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and very relevant to the field of inverse problems. Future work is required to analyse
the structure of any artifacts and how other forms of error affect them.
The limitations in the results presented in this thesis lie in particular with the
consideration of full sets of observations. In reality, it is not possible to take observations
of the physical system at every point in space and time of the physical system. By
taking observations at every point in space and time, this has resulted in the number
of sets of observations in the assimilation window of the physical system increasing
as either the number of discretisation points in space (N) and the number of sets of
observations in the assimilation window (L) are increased. This has resulted in this
thesis investigating the impact of changing the density of observations in space and time
by changing N and the number of sets of observations in the assimilation window by
altering L. It is important to investigate how increasing the number of discretisation
points impacts the contribution of model errors to the analysis vector. This result
would be more practically relevant for implementing 4D-Var data assimilation. This
can be achieved by performing a similar analysis to that conducted in this thesis, but
fixing the observation points whilst increasing the number of discretisation points of
the numerical model. This could possibly result in the problem becoming ill-posed,
requiring the background term to be introduced to the analysis, adding background
errors to the problem.
Another limitation associated with the results of this thesis is the assumption that
the cost function is exactly minimised numerically. The problem considered was nu-
merically solved using the pre-conditioned conjugate gradient (PCG) method and was
able to converge to the exact solution obtained theoretically. The bounds derived in
this thesis are able to represent the behaviour of the error in the analysis vector as a
consequence of this. Future work needs to take into account the fact that the numer-
ical method may not be able to achieve the theoretical analysis vector. This could be
achieved by considering the solution path of the numerical method when calculating
the analysis vector.
We end this Chapter with a summary of the key results discussed, that have arisen
from the research conducted in this thesis:
• Increasing the number of sets of observations in the assimilation window does not
necessarily improve the accuracy of the analysis vector.
• There is an optimal number of discretisation points when considering full sets of
observations, where the effects of numerical model error and observation errors
on the analysis vector are minimised for the 1D linear advection problem, for
numerically dissipative and/or dispersive schemes with respect to the resolvable
wavenumber components of the numerical solution.
• White noise observations can become correlated in the analysis vector when nu-




• Numerically non-dissipative and dispersive schemes with respect to the resolvable
wavenumber components, introduce destructive interference between wavenum-
ber components resulting in a loss of information in the analysis vector. However
they do not introduce correlations into the analysis vector from white noise ob-
servations.
• Numerical dissipation and/or dispersion in resolvable wavenumber components
of the numerical solution, helps to counter the effects of observation errors, so
can be an advantage.
• A numerically non-dissipative and non-dispersive finite difference scheme with
respect to the resolvable wavenumber components of the numerical solution, was
developed.
• The creation of numerically dissipative and dispersive metrics for determining the
numerically dissipative and dispersive properties of a scheme for solving the 1D
or 2D linear advection problems, for a range of CFL numbers.
Finally we suggest possible directions for future research:
• Perform a similar analysis to investigate the affects from other sources of error in
strong constraint 4D-Var data assimilation, on the accuracy of the analysis vector,
especially the effects introduced by the sparsity and spread of observations.
• Develop a definition for numerical dissipation and dispersion introduced by am-
plification matrices, using the matrix polar decomposition method.
• Refine the bound for the l2-norm of the error in the analysis vector for the 1D
linear advection problem, so it reflect the behaviour of the error for the MNIMC
scheme.
• Investigate the affect of the proposed deterministic model error operator for use
with weak constraint 4D-Var data assimilation of the 1D linear advection problem.
• Construct a bound for the l2-norm of the error in the analysis vector in terms
of Gibb’s phenomenon, to determine how this affects the analysis vector for true
initial conditions with resolvable discontinuities.
• To understand the conditions under which the aliasing error introduced by the
MNIMC scheme, has a shifted periodic nature.
• Investigate the behaviour of the l2-norm of the error in the analysis vector,for





Corrections to the 1D Bounds
This chapter of the appendix derives corrections to the statements and proofs for the
main bounds utilised in Chapter 4. The considered bounds are the bound on the 1D
Fourier coefficients, explored in Section A.1 and the bound on the error in the 1D DFT,
considered in Section A.2. The Lemmas in this Appendix are taken from their cited
source, with some of the notation adapted to reflect the variables considered in this
thesis in order to avoid confusion.
A.1 The bound on the 1D Fourier coefficients
Initially we consider the bound on the 1D Fourier coefficients. Consider the Fourier




{αk cos (kx) + βk sin (kx)} . (A.1)
Carslaw [61, p. 269] provides a bound for the coefficients αk and βk in (A.1) along with
an outline for the proof of this bound. The statement for this bound is reproduced
from Carslaw [61] in Lemma A.1.
Lemma A.1. If the function f(x) and its differential coefficients, up to the (r− 1)th,
are bounded and continuous and otherwise satisfy Dirichlet’s Conditions in the interval
−pi < x < pi, and
f (s)(−pi + 0) = f (s)(pi − 0),
s = 0, 1, . . . , (r − 1) and if the rth differential coefficient is bounded and otherwise
satisfies Dirichlet’s Conditions in the same interval, the coefficients in the Fourier’s
Series for f(x) will be less in absolute value than γ
kr+1
, where γ is some positive number
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A.1. The bound on the 1D Fourier coefficients
independent of k.
In other words under these conditions,
|αk| < γ
kr+1
, and |βk| < γ
kr+1
. (A.2)
The statement refers to Dirichlet’s conditions which can be found in [61, 62]. These are
the sufficient conditions for the Fourier series of f(x) to be convergent [62]. Consider
the statement for when k = 0. No exception is made for this case in Lemma A.1,
where it appears that the denominator of the bounds in (A.2) are equal to zero. Let
fk ∈ C denote the kth Fourier coefficient for the exponential form of the Fourier series





2 , for k > 0,
α0
2 , for k = 0,
α−k+iβ−k
2 , for k < 0.
(A.3)
A bound on the coefficients of the Fourier series in exponential form is provided by
Henson [66, Theorem 3.5 p. 48] without proof and by Briggs and Henson [60, Theo-
rem 6.2, p. 187] together with an outline of the proof. The statements of Henson [66]
and Briggs and Henson [60] define f(x) to be a 2A-periodic function and consider f(x)
over the domain (−A,A). The coefficients fk, k ∈ Z are the Fourier coefficients for the
exponential form of the Fourier series of f(x) over this domain. The statement for this
bound in Lemma A.2 is taken from Henson [66].
Lemma A.2. Let f(x) be bounded and satisfy Dirichlet’s conditions in (−A,A). Then
the Fourier coefficients for the 2A-periodic extension of f(x) satisfy,
|fk| ≤ M|k| , (A.4)
for some constant M > 0 independent of k.
For any r ≥ 1, assume that f(x) and it’s derivatives, up to the (r−1)st, are bounded,




f (s)(x) = lim
x→A+
f (s)(x).
If the rth derivative is bounded and satisfies Dirichlet’s conditions in the same interval,
then the Fourier coefficients for the 2A-periodic extension of f(x) satisfy,
|fk| ≤ C|k|r+1 (A.5)
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for some constant C > 0 independent of k.
Here f (s)(x) denotes the sth derivative of f(x) with respect to x. The statement in
Lemma A.2 also makes no exception for the case of k = 0. In order to verify the result
of Lemma A.2 for k ∈ Z \ {0}, investigate the case of k = 0 and identify the constants
M and C in (A.4) and (A.5) respectively, we follow the directions of Carslaw [61] and
Briggs and Henson [60] and construct a proof for Lemma A.2. This proof requires a
statement for the 2nd Mean Value Theorem (MVT) for Integrals. This is provided in
Lemma A.3, taken from Courant [86].
Lemma A.3. Let us suppose that the function f(x) is monotonic and continuous in
the interval a ≤ x ≤ b, and that the derivative f ′(x) is continuous; and let us further
suppose that φ(x) is an arbitrary function continuous in the same interval. This requires
the second mean value theorem of the integral of calculus is expressed as follows. There









Now we have a statement for the 2nd MVT for Integrals, we embark upon a proof
for a bound on the coefficients of the 1D Fourier series in exponential form. This
is found in Lemma A.4 where it should be noted that the statement of Lemma A.2
has been modified to use the definition of regularity in Definition 3.8. Dirichlet’s
conditions do not form a part of the requirements of Lemma A.2, as the conditions
satisfy Theorem 3.1, ensuring that the considered function and its derivatives have a
convergent Fourier series. The function f (α)(x) is not required to be bounded over
(0, T ) for α = 0, . . . , r − 1, as f (α)(x) is bounded over (0, T ) as a consequence of its
continuity. The statement of Lemma A.4 is also found in Lemma 4.3 of Chapter 4.
Lemma A.4. Let r ∈ N0 denote the maximum number of times the function f :
(0, T )→ R, x 7→ f(x) can be differentiated such that f (α)(x) is continuous and piecewise
differentiable over (0, T ), for α = 0, . . . , r − 1 and f (r)(x) is piecewise continuous over
(0, T ) ie: f(x) has regularity r over (0, T ). Also let,
lim
x→0+
f (α)(x) = lim
x→T−
f (α)(x), (A.6)
for α = 0, . . . , r−1 and f(x) be piecewise monotone over (0, T ) and f (r)(x) be bounded
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and piecewise monotone over (0, T ). Then the coefficients of the Fourier series for
f(x), given by fk ∈ C, k ∈ Z, can be bounded such that,
|fk| ≤
{
D1, for k = 0,
D2
|k|r+1 , for k ∈ Z \ {0},
(A.7)
where D1 and D2 are constants independent of k.









When r ≥ 1, f (α)(x) is continuous and piecewise differentiable with respect to x, for
α = 0, . . . , r − 1. This allows integration by parts to be applied to fk, r-times, using















T dx, for k ∈ Z \ {0}. (A.9)
Combining (A.9) with the case of r = 0, results in (A.9) holding true for all r.
As f(x) and f (r)(x) are piecewise monotone over (0, T ), their domain can be broken
up into a finite number of open partial intervals where the respective function is con-
tinuous and monotonic. For f(x) define the partial intervals, (aj , aj+1), j = 1, . . . , s1
such that 0 = a1 < a2 < . . . < as1 < as1+1 = T , for some s1 ∈ N. For f (r)(x) define the
partial interval (bj , bj+1), j = 1, . . . , s2 such that 0 = b1 < b2 < . . . < bs2 < bs2+1 = T




















T dx, for k ∈ Z \ {0}. (A.10)
As f(x) is continuous and monotonic over each (aj , aj+1), the 2nd Mean Value Theorem
for integrals can be applied to the case of k = 0 in (A.10). This implies that there



















for j = 1, . . . , s1. Similarly, as f (r)(x) is continuous and monotonic and e
−2piikx
T is
continuous over each (bj , bj+1), applying the 2nd Mean Value Theorem to the case of
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for j = 1, . . . , s2.
When r ∈ N, f(x) is continuous which implies that f(x) is bounded. Let v1, v2 ∈ R
denote the bounds for f(x) and f (r)(x) in the interval (0, T ), respectively. When r = 0,


























∣∣∣∣∣ |ξj − aj |+
∣∣∣∣∣ limx→a−j+1 f(x)






(|aj+1 − ξj |+ |ξj − aj |) , as |f(x)| ≤ v1 over (0, T ),
= v1. (A.14)










































{∣∣∣∣∣ limx→b+j f (r)(x)
∣∣∣∣∣ ∣∣∣e−2piikψj − e−2piikbj ∣∣∣
+
∣∣∣∣∣ limx→b−j+1 f (r)(x)




(2pi|k|)r+1 , as |f
(r)(x)| ≤ v2 over (0, T ). (A.16)
Let D1 = v1 and D2 = 4v2s2T
r
(2pi)r+1
. Therefore, by (A.14) and (A.16),
|fk| ≤
{
D1, for k = 0,
D2
|k|r+1 , for k ∈ Z \ {0}.
(A.17)
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The constants D1 and D2 are independent of k. However it should be noted that they
are dependent upon the regularity of f(x) over (0, T ) ie: r.
A.2 The bound on the error in the 1D DFT
We now consider the bound on the error in the coefficient identified using the 1D DFT,
when compared to the coefficient of the Fourier series for the same function, for the
same resolvable wavenumber component. Briggs and Henson [60, Theorem 6.3 p.188]
provides a statement for this bound, for the 2A-periodic function f(x) considered in
Lemma A.2, along with a sketch proof. The statement of this bound is cited as coming
from Henson [66]. Examining Henson [66], the bound is defined in the form of Theorems
3.6 and 3.7 for the same function with regularities r ∈ N and r = 0, respectively.
However, the proof of Theorem 3.7 contains two small mistakes which need to be
corrected. The statement of Theorem 3.7 in [66] is stated in Lemma A.5
Lemma A.5. Assume f(x) = 0 for |x| ≥ A and that f is bounded in (−A,A) and
continuous except for a finite number, q, of jump discontinuities. Suppose also that
f(x) and its first derivative satisfy Dirichlet’s conditions on every open sub-interval of
(−A,A) that does not contain a jump discontinuity of f . Let the Fourier transform















for k = −Nx2 + 1,−Nx2 + 2, . . . , Nx2 . Then the error in this approximation satisfies∣∣∣fˆ(ωk)− fˆk∣∣∣ ≤ D3
Nx
, (A.19)
where C is a constant that is independent of k or Nx.
The result of this proof can be re-written using the notation of this thesis, to create,∣∣∣ 1√
Nx
Fk(f)− fk−1
∣∣∣ ≤ D3Nx , for k = 1, . . . , ⌊Nx2 ⌋+ 1,∣∣∣ 1√
Nx
Fk(f)− fNx−k−1
∣∣∣ ≤ D3Nx , for k = ⌊Nx2 ⌋+ 2, . . . , Nx. (A.20)
Here fk ∈ C for k ∈ Z, denotes the Fourier coefficient for the kth Fourier basis function
of f(x).
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The proof of Theorem 3.7 in [66] will be corrected in the following. This does not
affect the overall result of the Theorem, but does alter the coefficient in the bound.
The proof of Theorem 3.7 (r = 0) in Henson [66] is different to that of Theorem 3.6
(r ∈ N) in Henson [66]. This is due to the proof for r ∈ N relying upon the Poisson
summation representation of the 1D DFT coefficient as in equation (3.22) of Section
3.4.1. The Poisson summation requires that the Fourier series for the function be equal
to the function at every sample point of the domain. In the instance of r = 0, this may
not be true as the function possesses a finite number of discontinuities.
In order to make use of the Poisson summation, the proof uses the non-uniqueness
of the 1D DFT of a function. A new function g : R→ R such that x 7→ g(x) is defined.
The aim of this function is for it to have the same 1D DFT as f(x) and have regularity
r = 1. Therefore g(x) is defined by linearly interpolating f(x) across its discontinuities.
The Fourier coefficient for g(x), denoted by gk ∈ C for all k ∈ Z, can be used as follows,∣∣∣∣ 1√NxFk(f)− fk−1




∣∣∣∣+ |gk−1 − fk−1| , (A.21)





+ 1 and,∣∣∣∣ 1√NxFk(f)− fNx−k−1
∣∣∣∣ = ∣∣∣∣ 1√NxFk(f)− gNx−k−1 + gNx−k−1 − fNx−k−1
∣∣∣∣ ,






+2, . . . , Nx. We can then bound |Fk(f)−gk−1| and |FNx−k−1(f)−gNx−k−1|
using Theorem 3.6 in Henson [66], stated in Lemma 4.3, for r = 1.
We consider the function f(x) defined in Lemma A.4 with r = 0. The function g(x)
defined by Henson [66], is created from the function f(x) using the following sets [66],
XˆT = {xˆ ∈ [0, T )|f(x) is a jump discontinuity} , (A.23)
Zˆ =
{










∆x, xˆ ∈ XˆT
}
.(A.24)
The set Zˆ is then the ordered pairs (yˆ, zˆ), such that the function f(x) contains a jump
discontinuity over the sub-domain (yˆ, zˆ). Let w = |Zˆ| and give each element of Zˆ an
index j = 1, . . . , w. Also, let zˆ0 = 0 and yˆw+1 = T . Then g(x) is defined such that
g : R→ R,
x 7→ g(x) =
{
f(x), for x ∈ ∪Qj=0[zˆj , yˆj+1],
[f(zˆj)−f(yˆj)]
∆x (x− yˆj) + f(yˆj), for x ∈ [yˆj , zˆj ],
(A.25)
and g(x) = g(x + 1). If the subdomain (xq, xq+1) contains a point of discontinuity
for some q = 0, . . . , Nx, then g(x) possesses a linear interpolation across the domain,
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between points (yˆj , f(yˆj)) and (zˆj+1, f(zˆj+1)), for some j = 1, . . . , w. If (xˆq, xˆq+1) does
not possess a point of discontinuity, then g(x) is equal to f(x) across the sub-domain.
However, suppose that Nx is sufficiently large and that there only exists a discontinuity
at x = ∆x. Then g(∆x) = f(∆x) by (A.25). The result is that g(x) = f(x) so g(x)
is not continuous at x = ∆x, resulting in a regularity of r = 0, preventing the Poisson
summation from being used to represent the coefficient found by the 1D DFT.
In order to tackle this problem and identify the coefficients of the bound, we create
a new function which has the same 1D DFT as that possessed by f(x) and regularity
r = 1. Define the set,
Q =
{
xˆ ∈ XˆT | xˆ = s∆x, s ∈ Z
}
. (A.26)
This is the set of discontinuities in f(x) which coincide with a grid point in space. Now
















| xˆ ∈ Q
}
, (A.27)
where [·]T denotes modulo T . Now we can re-define the sets Yˆ and Zˆ,
Yˆ =
{















∆x, xˆj ∈ Xˆ ∪Q1 ∪Q2
}
. (A.29)
This ensures that given any xˆ ∈ Q a linear interpolation over f(x) is created over
(xˆ − ∆x, xˆ) and (xˆ, xˆ + ∆x). This ensures that there is no longer a discontinuity
present in g(x) at xˆ ∈ Q.
We now continue with the bound on (A.21) and (A.22). Following Henson [66] and
using the amended g(x),
|Fk(x˜0)− fk−1| ≤ |Fk(x˜0)− gk−1|+ |gk−1 − fk−1| ,
≤ D3
N2x
+ |gk−1 − fk−1| ,






|Fk(x˜0)− fNx−k−1| ≤ |Fk(x˜0)− gNx−k−1|+ |gNx−k−1 − fNx−k−1| ,
≤ D3
N2x






+ 2, . . . , Nx, by Lemma 4.3 for r = 1.
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For some k ∈ Z, we have that,



















by the generalised fundamental theorem of calculus (FTC),
≤ 2v1w∆x,
where w = |Yˆ | = |Zˆ| and v1 is the bound on the function f(x), so consequently
bounds g(x). The factor w is missing from the proof by Henson [66], probably due to
a typographical error. As ∆x = 1Nx , we then have that,






≤ D2[4 + 2ζ(2)] + 2v1w
Nx
, (A.30)













≤ D2[4 + 2ζ(2)] + 2v1w
Nx
. (A.31)
Hence when r = 0, D3 =
D2[4+2ζ(2)]+2v1w
Nx
as stated in Lemma 4.3.
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APPENDIX B
Numerical Orders of Convergence for the 1D Linear Advection
Problem
In this chapter of the Appendix, we consider the numerical results for the 1D linear
advection problem. Consider the summations S1 to S6 of Section 4.39. Let Ek denote
the magnitude of the error in Sk when compared to zero, for k = 1, . . . , 6. Assume the
error has the following form,
Ek ≈ CkNαkx Lβk . (B.1)
Given this, the order of convergence with respect to both Nx and L can be calculated.
In order to identify αk, Nx is varied whilst L remains constant. We require Nx to be
odd due to the use of the MNIMC scheme, so Nx is chosen such that Nx = 3γ for
γ = 2, . . . , 7 for the Upwind and Preissman Box schemes and γ = 2, . . . , 12 for the Lax-
Wendroff scheme, whilst L = 4. Let Ek,Nx denote the magnitude of the error between













/ log(3) = αk, (B.2)
calculates αk the order of convergence of Ek with respect to Nx. A similar calculation
can be performed to identify βk. In this instance, L is chosen such that L = 2δ for
δ = 0, . . . , 9, whilst Nx = 37. Let Ek,L denote the magnitude of the error in Sk when
compared to zero as L→∞. The Tables in the following Sections present the numerical
values for αk and βk for k = 1, . . . , 6.
Consider the approximations of |1 − νp| and ξp for the Upwind scheme, in (4.38)
and (4.40) respectively, for p = 2, . . . , Nx+12 . These can be used to try and determine
analytical orders of convergence to zero for each Sk, for the Upwind scheme. As (4.38)
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, let K1 ∈ R denote the constant such that,









Similarly, (4.40) determines that ξp ≈ O(1) for p = 2, . . . , Nx+12 , so let K2 ∈ R be
defined such that,
ξp ≤ K2, for p = 2, . . . , Nx + 12 . (B.4)
Along with the tables of numerical results, the analytical orders of convergence to zero
for Sk, k = 1, . . . , 6 for the Upwind scheme, are calculated using (B.3) and (B.4).
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B.1. The orders of convergence for S1...
B.1.3 analytically for the Upwind scheme
The analytical order of convergence of S1, for the Upwind scheme, is calculated in the
following.






































































x , for r = 1, as Nx − 1 < Nx,
K21L































O(L2N−2rx ), for r = 0, 1,
O(L2N−3x ), for r ≥ 2.
(B.6)
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Appendix B. Numerical Orders of Convergence for the 1D Linear Advection Problem
B.2.3 analytically for the Upwind scheme
The analytical order of convergence of S2, for the Upwind scheme, is calculated in the
following.




















2N0x , for r = 0,
K21
24 L
2N−1x , for r = 1, as Nx − 1 < Nx,
3K21
4 L
2N−2x , for r = 2, as Nx − 1 < Nx,
K21
2 L





Nx−1 + log(Nx − 1)− log(2) + γ
)
, for r = 4,






3−r is calculated using [97] for r ≤ 3. Here we have used the Riemann




3−r for r ≥ 5, as the series is convergent. However,








+ log(n) + γ, (B.8)
where Hn is the nth harmonic number for n ∈ N and γ is the Euler-Mascheroni constant








Nx − 1 + log(Nx − 1)− log(2) + γ,
< (2 + γ) log(Nx). (B.9)
(B.10)
309












2N0x , for r = 0,
D2D3K21
12 L
2N−2x , for r = 1,
3D2D3K21
2 L




2N−6x , for r = 3,
2D2D3K21 (2 + γ)L
2N−8x log(Nx), for r = 4,










O(L2N−2rx ), for r = 0, . . . , 3,
O(L2N−2rx log(Nx)), for r = 4,
O(L2N−4−rx ), for r ≥ 5.
(B.12)
310































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix B. Numerical Orders of Convergence for the 1D Linear Advection Problem
B.3.3 analytically for the Upwind scheme
The analytical order of convergence of S3, for the Upwind scheme, is calculated in the
following.








































































|1− νp|2 = O(L2N−2rx ). (B.15)
317






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































B.4. The orders of convergence for S4...
B.4.3 analytically for the Upwind scheme
The analytical order of convergence of S4, for the Upwind scheme, is calculated in the
following.
E4 = |S4 − 0|






























 = O(N−2rx ) (B.18)
326
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix B. Numerical Orders of Convergence for the 1D Linear Advection Problem
B.5.3 analytically for the Upwind scheme
The analytical order of convergence of S5, for the Upwind scheme, is calculated in the
following.



























































|1− νp|ξp = O(N−2rx ) (B.21)
(B.22)
333






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































B.6. The orders of convergence for S6...
B.6.3 analytically for the Upwind scheme
The analytical order of convergence of S6, for the Upwind scheme, is calculated in the
following.

































Nx−1 + log(Nx − 1)− log(2) + γ
)
, for r = 2,
K1K2LN
−2
x ζ(r − 1), for r ≥ 3.
(B.23)












x , for r = 0,
2D2D3K1K2LN−2x , for r = 1,
4D2D3K1K2(2 + γ)LN−4x log(Nx), for r = 2,
4D2D3K1K2ζ(r − 1)LN−r−2x , for r ≥ 3,
(B.24)









O(LN−2rx ), for r = 0, 1,
O(LN−4x log(Nx)), for r = 2,




Numerical Orders of Convergence for the 2D Linear Advection
Problem
In this chapter of the Appendix, we consider the numerical results for the 2D linear
advection problem. Consider the summations R1 to R3 of Section 5.11. Let Ek denote
the magnitude of the error in Rk when compared to zero, for k = 1, . . . , 3. Assume the
error has the following form when Nx = Ny,
Ek ≈ CkNαkx Lβk . (C.1)
Given this, the order of convergence with respect to both Nx and L can be calculated.
In order to identify αk, Nx is varied by the same factor whilst L remains constant. We
require Nx to be odd due to the use of the MNIMC scheme, so Nx is chosen so that
Nx = 3γ for γ = 1, . . . , 7 for the Upwind and Crank-Nicolson schemes whilst L = 4.













/ log(3) = αk, (C.2)
calculates αk the order of convergence of Ek with respect to Nx. A similar calculation
can be performed to identify βk. In this instance, L is chosen such that L = 2δ for
δ = 0, . . . , 9, whilst Nx = 37. The Tables in the following Sections present the numerical
values for αk for k = 1, . . . , 3.
341



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix C. Numerical Orders of Convergence for the 2D Linear Advection Problem
C.1.2 analytically for the Upwind scheme
The analytical order of convergence of R1 for the Upwind scheme is calculated in the
following.








|p− 1|2(r1+1)|q − 1|2(r2+1) , (C.3)











































































x , for r1 = 0 and r2 ∈ N0,
ζ(2r2+2)
2 Nx, for r1 = 1 and r2 ∈ N0,
ζ(2r1−2)ζ(2r2+2)











4NxNy, for r1 = 0 and r2 = 0,
ζ(2r1)
2 Ny, for r1 ≥ 1 and r2 = 0,
ζ(2r2)
2 Nx, for r1 = 0 and r2 ≥ 1,













y , for r1 ∈ N0 and r2 = 0,
ζ(2r1+2)
2 Ny, for r1 ∈ N0 and r2 = 1,
ζ(2r1+2)ζ(2r2−2)
24 , for r1 ∈ N0 and r2 ≥ 2.
(C.7)
351










2 Nx log(Ny), for r1 = 0 and r2 = 0,
(2 + γ)2 log(Nx) log(Ny), for r1 = 1 and r2 = 0,
ζ(2r1 − 1)(2 + γ) log(Ny), for r1 ≥ 2 and r2 = 0,
ζ(2r2+1)
2 Nx, for r1 = 0 and r2 ≥ 1,
(2 + γ)ζ(2r2 + 1) log(Nx), for r1 = 1 and r2 ≥ 1,











2 log(Nx)Ny, for r1 = 0 and r2 = 0,
ζ(2r1+1)
2 Ny, for r1 ≥ 1 and r2 = 0,
(2 + γ)2 log(Nx) log(Ny), for r1 = 0 and r2 = 1,
ζ(2r1 + 1)(2 + γ) log(Ny), for r1 ≥ 1 and r2 = 1,
(2 + γ)ζ(2r2 − 1) log(Nx), for r1 = 0 and r2 ≥ 2,
ζ(2r1 + 1)ζ(2r2 − 1), for r1 ≥ 1 and r2 ≥ 2.
(C.9)
We calculate an approximation for R1 when Nx = Ny by substituting the approxi-






|p− 1|2(r1+r2+2) , (C.10)








2 , for r1 = 0 and r2 = 0,
ζ(2(r1 + r2)), for r1 and r2 not both zero.
(C.11)









|p− 1|2(r1+1)|q − 1|2(r2+1)
=

O (L2Nx) , for min(r1, r2) = 0,
O (L2N−1x ) , for min(r1, r2) = 1,
O (L2N−2x ) , for min(r1, r2) ≥ 2. (C.12)
352






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































C.1. The orders of convergence for R1...
C.1.4 analytically for the Crank-Nicolson scheme
The analytical order of convergence of R1 for the Crank-Nicolson scheme is calculated
in the following.








|p− 1|2(r1+1)|q − 1|2(r2+1) . (C.13)























































































In order to calculate an approximation to R1 for the Crank-Nicolson scheme, we
















x , for r1 = 1 and r2 ∈ N0,
ζ(2r2+2)
2 Nx, for r1 = 2 and r2 ∈ N0,
ζ(2r1 − 4)ζ(2r2 + 2), for r1 ≥ 3 and r2 ∈ N0.
(C.15)
362
















x log(Ny), for r1 = 1 and r2 = 0,
(2 + γ)2 log(Nx) log(Ny), for r1 = 2 and r2 = 0,








x , for r1 = 1 and r2 ≥ 1,
(2 + γ)ζ(2r2 + 1) log(Nx), for r1 = 2 and r2 ≥ 1,













xNy, for r1 = 0 and r2 = 0,
1
4NxNy, for r1 = 1 and r2 = 0,
ζ(2r1−2)




x , for r1 = 0 and r2 ≥ 1,
ζ(2r2)
2 Nx, for r1 = 1 and r2 ≥ 1,



























x log(Ny), for r1 = 0 and r2 ≥ 1,
(2 + γ)2 log(Nx) log(Ny), for r1 = 1 and r2 ≥ 1,




x , for r1 = 0 and r2 ≥ 2,
(2 + γ)ζ(2r2 − 1) log(Nx), for r1 = 1 and r2 ≥ 2,

















y , for r1 ≥ 1 and r2 = 0,
1
4NxNy, for r1 = 0 and r2 = 1,
ζ(2r1)
2 Ny, for r1 ≥ 1 and r2 = 1,
ζ(2r2−2)
2 Nx, for r1 = 0 and r2 ≥ 2,
ζ(2r1)ζ(2r2 − 2), for r1 ≥ 1 and r2 ≥ 2.
(C.19)
363
























y , for r1 ≥ 1 and r2 = 1,
(2 + γ)2 log(Nx) log(Ny), for r1 = 0 and r2 = 2,
(2 + γ)ζ(2r1 + 1) log(Ny), for r1 ≥ 1 and r2 = 2,
(2 + γ)ζ(2r2 − 3) log(Nx), for r1 = 0 and r2 ≥ 3,

















y , for r1 ∈ N0 and r2 = 1,
ζ(2r1+2)
2 Ny, for r1 ∈ N0 and r2 = 2,
ζ(2r1 + 2)ζ(2r2 + 4), for r1 ∈ N0 and r2 ≥ 3.
(C.21)
We calculate an approximation forR1 whenNx = Ny by substituting the approximation









|p− 1|2(r1+1)|q − 1|2(r2+1) =

O(L2Nx), for min(r1, r2) = 0,
O(L2N−1x ), for min(r1, r2) = 1,
O(L2N−3x ), for min(r1, r2) = 2,
O(L2N−4x ), for min(r1, r2) ≥ 3.
(C.22)
364






























































































































































































































































































































































































































































































































































































































































































































































C.2. The orders of convergence for R2...
C.2.2 analytically for the Upwind scheme



















2N−1x , for r1 = 0,
K21a
2 L
2N−3x , for r1 = 1,
K21aζ(2r1 − 2)L2N−4x , for r1 ≥ 2,









2Ny, for r1 = 0,
K21a
2 L
2N−2x Ny, for r1 = 1,
K21aζ(2r1−2)
4 L









O(L2Ny), for r1 = 0,
O(L2N−2x Ny), for r1 = 1,
O(L2N−3x Ny), for r1 ≥ 2.
(C.24)








O(L2Nx), for r1 = 0,
O(L2N−1x ), for r1 = 1,
O(L2N−2x ), for r1 ≥ 2.
(C.25)
366








































































































































































































































































































































































































































































































































































































































































































C.2. The orders of convergence for R2...
C.2.4 analytically for the Crank-Nicolson scheme



















2N−1x , for r1 = 0,
K21b
6 L
2N−3x , for r1 = 1,
K21b
2 L
2N−5x , for r1 = 2,
K21bζ(2r1 − 4)L2N−6x , for r1 ≥ 3,









2Ny, for r1 = 0,
K21b
6 L
2N−2x Ny, for r1 = 1,
K21b
2 L
2N−4x Ny, for r1 = 2,









O(L2Ny), for r1 = 0,
O(L2N−2x Ny), for r1 = 1,
O(L2N−4x Ny), for r1 = 2,
O(L2N−5x Ny), for r1 ≥ 3.
(C.27)








O(L2Nx), for r1 = 0,
O(L2N−1x ), for r1 = 1,
O(L2N−3x ), for r1 = 2,
O(L2N−4x ), for r1 ≥ 3.
(C.28)
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C.3. The orders of convergence for R3...
C.3.2 analytically for the Upwind scheme



















2N−1y , for r2 = 0,
K23a
2 L
2N−3y , for r2 = 1,
K23aζ(2r2 − 2)L2N−4y , for r2 ≥ 2,














y , for r2 = 1,







|q − 1|2(r2+1) =

O(L2Nx), for r2 = 0,
O(L2NxN−2y ), for r2 = 1,
O(L2NxN−3y ), for r2 ≥ 2.
(C.30)






|q − 1|2(r2+1) =

O(L2Nx), for r2 = 0,
O(L2N−1x ), for r2 = 1,
O(L2N−2x ), for r2 ≥ 2.
(C.31)
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C.3. The orders of convergence for R3...
C.3.4 analytically for the Crank-Nicolson scheme



















2N−1y , for r2 = 0,
K24b
6 L
2N−3y , for r2 = 1,
K24b
2 L
2N−5y , for r2 = 2,
K24bζ(2r2 − 4)L2N−6y , for r2 ≥ 3,



















y , for r2 = 2,







|q − 1|2(r2+1) =

O(L2Nx), for r2 = 0,
O(L2NxN−2y ), for r2 = 1,
O(L2NxN−4y ), for r2 = 2,
O(L2NxN−5y ), for r2 ≥ 3.
(C.33)






|q − 1|2(r2+1) =

O(L2Nx), for r2 = 0,
O(L2N−1x ), for r2 = 1,
O(L2N−3x ), for r2 = 2,
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