In this paper we examine the edge searching problem on pseudo 3-sided solid orthoconvex grids. We de ne a similar problem which we call modi ed edge searching, and we derive a relation among the original edge searching problem and the modi ed one. Then, for the modi ed edge searching problem, we show that there are searching strategies that possess several properties regarding the way the grid is searched. These strategies allow us to obtain a closed formula that expresses the minimum number of searchers required to search a pseudo 3-sided solid orthoconvex grid. From that formula and a rather straight forward algorithm we can show that the problem is in P. We obtain a parallel version of that algorithm that places the problem in NC. For the case of sequential algorithms, we derive an optimal algorithm that solves the problem in O(m) time where m is the number of points necessary to describe the orthoconvex grid. Another important feature of our method is that it also suggests an optimal searching strategy that consists of O(n) steps, where n is the number of nodes of the grid.
Introduction
The edge-searching problem was introduced by Parson. 1 An undirected graph was given and the objective was to clean its contaminated edges (or, in a di erent statement of the problem, to capture a fugitive hidden in them). Three kinds of actions were allowed in this cleaning operation:
1. place(node): This action places a searcher at the node speci ed as parameter of the action.
Email:symvonis@cs.su.oz.au y Email:spyros@buto.c-cs.siu.edu 2. pick(node): This action picks up a searcher from the node speci ed as parameter of the action.
3. move(origin; destination): This action moves a searcher along the edge that connects the origin and the destination nodes. For the action to be legal, the two nodes must be connected by an edge and a searcher must be initially located at the origin node.
The search number of graph G, denoted by es(G), was de ned by Meggido et.
al. 2 as the minimum number of searchers that are required in order to clean the graph (or capture the fugitive that is hidden in its edges). In their paper it was proven that the decision problem \ Given a graph G and an integer k, can G be cleared with k searchers?" is NP-Hard. They also pointed out that the problem would belong in the class NP if it was true that recontamination cannot help in searching a graph. We say that a clean edge is recontaminated if it becomes adjacent with a contaminated edge and no searcher is placed at their common node. Recontamination can start when a searcher that is positioned at a node adjacent to a clean edge and at least one contaminated edge, leaves the node (either by a pick or move action) and allows the clean edge to be contaminated again. We assume that recontamination propagates at an in nite speed, i.e., if recontamination occurs as a result of an action t of the searching, then, before action t + 1, all edges that can become contaminated again will do so. LaPaugh 3 proved that recontamination does not help to search a graph and thus the edge searching problem was included in the class NP. (Later on, Bienstock and Seymour 4 gave a simpler proof.) Besides its theoretical importance, this result is useful in the sense that allows us to assume that there exists a strategy that searches the graph using the minimum number of searchers and never allows recontamination. A consequence is that the graph can be searched in a nite number of actions. After LePaugh's work a great deal of e ort was devoted to the searching problem. Most of the results related the searching problem with other combinatorial optimization problems such as pebbling 5 , cutwidth 6 , graph separators 7 , interval thickness 8 and path-width 8;9;10 . In this paper, we concentrate on the searching problem on a special kind of graphs, namely, the pseudo 3-sided solid orthoconvex grids. We show how to determine the search number of such graphs in optimal time. We do that by de ning a modi ed version of the edge searching problem which we call modi ed edge searching. Then, for the modi ed edge searching problem, by proving that there are searching strategies that possess several properties regarding the way the grid is searched, we are able to obtain a closed formula that expresses the minimum number of searchers required to search a pseudo 3-sided solid orthoconvex grid. From that formula we derive an algorithm that computes es() in polynomial time.
We also obtain a parallel version of that algorithm that places the problem in NC. For the case of sequential algorithms, we derive an optimal algorithm that solves the problem in O(m) time where m is the number of points necessary to describe the orthoconvex grid. Another important feature of our method is that it also suggests an optimal searching strategy that consists of O(n) steps, where n is the number of nodes of the grid.
Previously, we were able to determine the searching number in optimal time only for the class of trees 2 . We were also able to solve the decision problem \Given a graph G of n nodes can we search G by using a constant number of k searchers ? " in O(n 2 ) 11 . We improve this result for the case of pseudo 3-sided solid orthoconvex grids. Some work has already been done for search problem in rectangular grids 12 . However, in that work the searchers are more powerful than the ones we use (i.e., di erent actions are assumed) and contamination does not propagate in an in nite speed. Furthermore, the rectangular grid that was assumed as the underlying graph structure belongs in the class of the pseudo 3-sided solid orthoconvex grids.
The rest of the paper is organized as follows: In Section 2, we de ne the modi ed edge searching problem and prove that there are searching strategies that posses several properties regarding the way the searchers move on the graph they search. In Section 3, we de ne the class of the pseudo 3-side solid orthoconvex grids. We prove our main theorem that states that there exists a searching strategy for searching pseudo 3-sided solid orthoconvex grids such that during the search there exists only one contaminated area. This theorem enables us to obtain a closed formula for the minimum number of guards that are required to solve the modi ed edge searching problem. We also show how, from that result, to obtain es(). Section 4 , is devoted to algorithms (sequential and parallel) that compute es(). We show that es() can be computed in optimal time sequentially and that there exists a parallel algorithm that computes es() in polylog time using a polynomial number of processors. We conclude in Section 5.
A New Version of the Searching Problem
In this section, we de ne a new version of the searching problem which we call modi ed edge searching. The di erence between the two searching problems are in the possible actions that can take place during the search.
De nition 1 We say that we have a modi ed edge searching problem on a graph G if we are allowed to search the graph using all 3 actions of the original edge searching problem as well as the additional 4 th one:
4. clean(node1; node2): It cleans edge (node1; node2) or the path (node 1 ; node i ), (node i ; node 2 ) where node i is of degree 2. For the action to be legal, searchers must be placed on both node1 and node2.
To understand the di erencies between the two problems, we analyze the ways in which an edge can be cleaned in each of them. In the edge searching problem an edge can be cleaned only by a move action. In that case, either one guard is positioned at a node that has all but one of its incident edges clean and then moves towards the node at the other side of the edge, or, two guards are positioned at a node and one of them moves towards the node at the other side of the contaminated edge. So, there are two di erent situations in which an edge can be cleaned.
In the modi ed edge searching problem an edge can be cleared by both of the two previously mentioned ways as well as with an additional third way that is described by action clean(node1; node2). The same holds for a path of length 2 provided that the internal node of the path is of degree 2. In the following we will denote by mes(G) the minimum number of searchers that are required in order to solve the modi ed edge searching problem on graph G. Bienstock and Seymour 4 and Takahashi, Ueno and Kajitani 13 independently de ned the mixed searching problem which is quite similar to the modi ed edge seraching problem we de ne in this paper. The di erence between the two problems is that in mixed searching the clean action can clean only one edge while in the modi ed edge searching it can clean a chain of two edges. Takahashi, Ueno and Kajitani 13 also de ned the proper path-width of a graph (similar to path-width dened by Robertson and Seymour 14 ) and established that the proper path-width of a graph is equal to its mixed search number. Kirousis and Papadimitriou 5 de ned a similar searching problem which they called node searching. In their version of the game only place, pick and clean actions were allowed and the clean action could clean only one edge.
De nition 2 A searching strategy S(G) is a sequence < a 1 ; a 2 ; : : : ; a i ; : : : ; a m > of actions such that when applied on a graph G which has all of its edges contaminated has the e ect to clean the edges of G. Action a i is any action allowed in the searching problem. A searching strategy is said to be optimum when there is no other strategy that uses a smaller number of searchers and also searches the graph.
Two searching strategies are equivalent if they both search the same graph with the same number of searchers.
Given a searching strategy S(G) =< We say that a node is clean if all of its adjacent edges are clean. A node is dirty if all of its adjacent edges are contaminated. If it is neither clean nor dirty we say that it is partially clean. A move(origin; destination) action is useless if it neither cleans an edge nor results into contamination. A useless move action occurs when the searcher moves from a clean node, or, from a partially clean node to a clean one and is not causing recontamination, or, from a dirty node that has no other searcher.
An action a i cannot be postponed if no action a j ; j > i, can be executed on the partially cleared graph that results from the execution of < a 1 ; : : : ; a i?1 > on graph G.
De nition 3 A searching strategy S 1 (G) is (t 1 ; t 0 )?superior of searching strategy S 0 (G) if after t 1 actions of S 1 (G) and t 0 actions of S 0 (G):
1. The set of edges that S 1 (G) leaves contaminated is a subset of the set of edges that S 0 (G) leaves contaminated, and 2. The set of nodes of G that contain searchers placed by S 1 (G) is a subset of the set of nodes containing searchers placed by S 0 (G).
De nition 4 We say that a searcher is useful for action a t (or simply that it is useful at time t) if its removal will cause recontamination, or it will prevent action a t of happening. Otherwise, we say that the searcher is useless.
Lemma 1 There is an optimum searching strategy for the (modi ed) edge searching problem on graph G that contains only useful move actions.
Proof. Assume an optimal searching strategy S(G) that searches graph G and has k useless moves. We will show how to eliminate them, one after the other. Start with the rst such action in S(G). Say that it is action a i1 . So, a i1 = move(n 1 ; n 2 ). Replace a i1 by the following two actions: < pick(n 1 ); place(n 2 ) >. Now the new schedule S 1 (G) is (i 1 + 1; i 1 )-superior of S(G) and also equivalent with it. By induction, after m; m < k; replacements we will have that S m (G) is (i m + 1; i m )-superior of S m?1 (G) and also equivalent with it. It follows that after k replacements we will get the searching schedule S k (G) that contains only useful move actions and is equivalent with S(G). Note that the lemma is true for both the original and the modi ed edge problems. 2 Lemma 2 There is an optimum searching strategy for the modi ed edge searching problem on graph G that has the property that no useless searcher is on G immediately before any place, move, or clean action.
Proof. By Lemma 1 we can assume that we have an optimum searching strategy S M (G) that contains no useless moves. Working in the same lines with the proof of Lemma 1 we will construct an equivalent searching strategy S 1 M (G) that possesses the stated property.
A useless guard can be created by a place, move, or clean action. A place action can create exactly 1 useless searcher, a clean action can create at most 2 useless searchers ( the ones that are positioned at the nodes that de ne the edge it cleans), while a move action can make useless any number of searchers (this happens when the move action causes recontamination).
Consider the rst action that creates a useless guard. Say that it is action a i .
We have the following 3 cases:
Case 1 a i is a place action. We follow the guard in the searching strategy and we locate the next action that needs it (if any). If there is such an action then we postpone the place action to be executed just before the action that needs the guard. If there in no action that needs the searcher in the future, we simply cancel the place action as well as the pick action that removes it from the graph.
Case 2 a i is a clean action. A clean action action can create up to 2 useless guards. Again we can follow them to locate the actions (if any) that need them in the future. We then immediately pick them, one after the other, and (if needed) place them just before the actions that need them in the future.
Case 3 a i is a move action. We treat this case similarly to cases 1 and 2.
Obviously, we will get an equivalent strategy that has the property that the rst action that creates useless searchers is immediately followed by actions that pick them from the graph. Also observe that in the new searching strategy no useless move actions were introduced. Now, the rest of such actions that create useless searchers can be removed by induction. 2 Lemma 3 If there is a searching strategy that solves the modi ed edge searching problem on graph G using k searchers then there is a searching strategy that solves the edge searching problem on graph G using either k or k + 1 searchers.
Proof. Let S M (G) be a searching strategy that solves the modi ed edge searching problem on graph G using k searchers. In the case that S M (G) contains no clean actions, it is also a valid strategy for the edge searching problem that uses k searchers.
Consider the case where S M (G) contains clean actions and let a i1 = clean(n 1 ; n 2 ) be the rst clean action in S M (G). If the edge (n 1 ; n 2 ) exists we can replace the clean action by the sequence of actions < place(n 1 ); move(n 1 ; n 2 ); pick(n 2 ) >.
Since 3 actions were used to replace the one clean action, then the new strategy S 1 M (G) is (i 1 + 2; i 1 )-superior of S M (G), equivalent with it and no action a j ; j i 1 + 2 is a clean action. If (n 1 ; n 2 ) does not exist, for the clean action to be legal, there must exist a node n i such that degree(n i ) = 2 and (n 1 ; n i ), (n i ; n 2 ) exist. In this case we can replace the clean action by the sequence of actions < place(n 1 ); move(n 1 ; n i ); move(n i ; n 2 ); pick(n 2 ) >. The new strategy S 1 M (G) will be (i 1 + 3; i 1 )-superior of S M (G), equivalent with it and no action a j ; j i 1 + 3 is a clean action. By induction, we can eliminate all clean actions by using only 1 extra searcher. Now the new searching strategy, say S(G), is a valid strategy for the edge searching problem on graph G that uses k + 1 searchers.
Note that, in the case that S M (G) is an optimum searching strategy that uses k searchers, any searching strategy for the original problem will need at least k searchers. This is because the set of actions allowed in the modi ed problem is a superset of the set of actions allowed in the original searching problem. 2 
Searching strategies for Pseudo 3-Sided Solid Orthoconvex Grids
In this section we de ne the family of pseudo 3-sided solid orthoconvex grids. We also de ne the notions of clean and dirty (or contaminated) areas during the search process. Then, we prove that there exist an optimum searching strategy for the modi ed edge searching problem on any pseudo 3-sided solid orthoconvex grid D in which during the search there is only one dirty area. We express mes(D) by a closed formula and we show how to determine es(D) from mes(D).
De nitions
Let G 1 (V 1 ; E 1 ) be the in nite undirected graph whose node set V 1 consists of all points of the plane with integer coordinates and in which two vertices are connected by an edge in E 1 if and only if the Euclidean distance between them is equal to one. Let G i (V i ; E i ) be a nite node-induced subgraph of G.
A grid graph D(V; E) is a subgraph of G i where, V = V i and E E i . In the following discussion we will consider only graphs that are connected and all of their nodes have degree greater than 1. We say that a grid graph D(V; E) is solid if it has no holes.
If we color black all unit squares in G 1 that are surrounded by the edges of a solid grid graph D, we will divide the plane into two regions, one black and one white. A node v that belongs into a solid grid graph and is adjacent to both the black and the white region is said to be a boundary node. A node v at the boundary of a solid grid graph is said to be a convex boundary node if it is of degree 2 and a concave boundary node if it is of degree 4. A node v at the boundary of a solid grid graph is said to be a turning boundary node if it is either a convex or a concave boundary node. Otherwise, it is called a simple boundary node. From the above de nitions it is obvious that a solid grid graph can be completely de ned by its turning boundary nodes given in the order that we meet them when we traverse the boundary in the clockwise or counter clockwise direction. In the rest of the paper, we assume that the grid under consideration is represented by its turning boundary nodes given in the order they appear if we traverse its boundary in the clockwise direction. An arbitrary node is selected to be the start of the traversal.
During our traverse of the boundary of a solid grid graph and assuming that we always look towards the next boundary node, we have to make several turns. So, the traversal of a solid grid can be represented by a word which has length equal to the number of turning boundary nodes over an alphabet of two letters namely, L for left and R for right. We call that word the coding of the solid orthoconvex grid. Since we can start our traversal of the boundary of the grid from any turning point, it is useful to think of the coding as a circular word where the rst and the last characters wrap around.
Since we can return to the point from which we started, it is obvious that we have 4 more R's than L's. Also observe that in an orthoconvex grid we never have two consecutive L's in its coding. By canceling each L and the R that follows it in the coding of a solid orthoconvex grid, we are left with 4 R's. These correspond to 4 convex boundary nodes. These points de ne the sides of the grid. In that sense, all orthoconvex grids are 4-sided. Figure 1 shows a solid orthoconvex grid, its coding, and its sides.
However, we can relax that de nition for the special case of the solid orthoconvex grids that contain the patterns RRRR or RRRRR. In these two cases, we can combine 2 sides together and thus, consider the orthoconvex to be composed by a base, a rising region that is immediately after the base in the clockwise direction, and a falling region that follows the rising region in the clockwise direction. For this reason, we call all the solid orthoconvex grids that fall into that category pseudo 3-sided. In the following we will refer to the boundary nodes that lay between any two sides (or pseudo sides) as corners. Figure 2 shows the two types of pseudo 3-sided solid orthoconvex grids and their sides.
A cord is any path (possibly a closed one) internal to the grid that consists of grid edges as well as line segments that connect nodes that are of distance 2 and diagonally opposite of each other. If it is not a closed one it must have its endpoints on the boundary. A diagonal is a cord that has its end-nodes on two di erent sides. We make the convention that a convex boundary node that separates two sides belongs in both of them and, in that sense, it is considered to be a diagonal as well. It is obvious that the nodes that belong into a nontrivial diagonal that touches each of its adjacent sides at most once form a cut-set for the solid grid.
During the course of the searching there are regions of the grid that are clean and others that are considered to be contaminated (or dirty).
De nition 5 Assume a searching strategy S(G) on a graph G. Let 
Searching Strategies for Pseudo 3-Sided Solid Orthoconvex Grids
In this section we show that there exists an optimum searching strategy for the modi ed edge searching problem on a pseudo 3-sided solid orthoconvex grid D in which during the course of the searching there exists only one contaminated region.
Based on that, we compute mes(D) and we show how from it to derive es(D).
Lemma 4 Assume a solid orthoconvex grid and a cord that has its end-nodes on the same side of the grid. We can search the region that is bounded from that side and the cord using the modi ed edge searching with a number of searchers equal to the cord points and in such a way that one searcher ends up at every cord node.
Proof. Without loss of generality assume that the base is parallel to the X-axis.
Let P 1 = (x 1 ; y 1 ) and P 2 = (x 2 ; y 2 ) be the two points of the cord with the smallest and the largest x-coordinate, respectively. We can project all points of the cord on a line segment that is parallel to the X-axis, lies outside the grid(above it if we are considering the falling or the rising side and bellow if we are considering the base) and extends from x = x 1 to x = x 2 . Then, we can search the area of the grid by moving searchers from that line segment, parallel to the Y-axis and towards the cord. During the search, when we reach a cord point, we leave a searcher there.
We have enough searchers to do so, since, all cord points were projected on the line segment and thus, for every cord point there is a corresponding searcher that is moving on the line parallel to the Y-axis and passes through it. 2
Corollary 1 Assume a solid orthoconvex grid and a cord that has its end-nodes on the same side of the grid. We can search the region that is bounded from that side and the cord using the modi ed edge searching with a number of searchers equal to the cord points and in such a way that one searcher starts from each cord node.
Proof. By Lemma 4 and by observing that if a searching strategy S searches graph G so does S ?1 . 2
Lemma 5 Assume a pseudo 3-sided solid orthoconvex grid D and a diagonal. We can search the region of D that is bounded from the diagonal and the part of the boundary that contains exactly 1 corner using the modi ed edge searching with a number of searchers equal to the diagonal points and in such a way that one searcher ends up at every diagonal node.
Proof. For simplicity, assume that the diagonal touches the same side just once.
Then, the nodes that lay on it form a cutset and they divide the grid in exactly two regions. Since there are only 3 corners in a pseudo 3-sided solid orthoconvex grid, one of these two regions contain exactly 1 corner. Without loss of generality, assume that the base of the grid is parallel to the X axis. We will only consider the case where the diagonal is between the rising and the falling sides. The other cases can be handled in a similar way. Let the two end points of the diagonal, say P 1 and P 2 have coordinates (x 1 ; y 1 ) and (x 2 ; y 2 ) correspondingly. Then, x 1 6 = x 2 and assume that x 1 > x 2 . Observe now that any boundary node that is in the region under consideration has X coordinate x that satis es the relation x 1 x x 2 .
The rest of the proof is then similar to that of Lemma 4. Cases where the diagonal touches the same side more than once are easy to be handled since that diagonal can be decomposed to one that touches each of the two sides exactly once and in several cords that touch the same side. 2
Corollary 2 Assume a pseudo 3-sided solid orthoconvex grid D and a diagonal.
We can search the region of D that is bounded from the diagonal and the part of the boundary that contains exactly 1 corner using the modi ed edge searching with a number of searchers equal to the points of the diagonal and in such a way that one searcher starts from each point of the diagonal.
Proof. By Lemma 5 and by observing that if a searching strategy S searches graph G so does S ?1 . 2
In a way similar to that of Lemmata 4 and 5 we can prove the following Lemma:
Lemma 6 Any solid grid D that has b boundary nodes can be searched with b searchers in such a way that one searcher starts at every boundary node, or, one searcher ends at every boundary node.
Theorem 1 There is an optimal searching strategy for the modi ed edge searching problem on a pseudo 3-sided solid orthoconvex grid which has the property that during the search there is only one contaminated area.
Proof. Assume any pseudo 3-sided solid orthoconvex grid D and an optimum strategy S(D) that solves the modi ed edge searching problem on it. Furthermore, assume that during the course of the searching there are more than one contaminated areas. Obviously, at the beginning of the search there is only one contaminated area. By examining the searching strategy we can locate the action that, for the rst time, makes D t c to consist of two connected components, for some t. This action has to be a move or a clean action. We make the following observations:
If D t?1 c contains connected components and at step t of the searching strategy a move or a clean action is taking place, then D t c + 1:
The rst time we have two contaminated areas we can identify two disjoint cords that form the boundaries between the two contaminated areas and the clean area that separates them.
The edge that was last cleaned has searchers at its end-nodes. Furthermore, that edge connects the two cords identi ed in the previous observation.
In the rest of the proof we assume that we have identi ed the action that created for the rst time two contaminated areas as well as the two cords that bound them. Then we show how to use that information as well as the initial optimal searching strategy to obtain a new strategy that eliminates that action. Inductively, we can eliminate all such actions, and thus, derive an optimum searching strategy that during the search maintains only one contaminated region.
Let the cords that were identi ed in the previous observations be denoted by C 1 and C 2 and e be the edge which's searching created the two contaminated areas.
We consider three cases:
1. C 1 and C 2 do not have a common edge with the boundary.
The two contaminated areas will look like Figure 3 . We can derive a new strategy that searches the clean region together with region Dirty 2 as Lemma 6 indicates, and, at the end, it places guards at every point of C 1 . Then, the searching continues as in the original schedule and by ignoring all actions that searched region Dirty 2. 2. Only one of the two identi ed cords has its end-nodes adjacent to a clean boundary edge.
Assume that C 1 is the cord that touches the boundary in the described way.
There are three subcases to consider:
(a) Both of the end-nodes of C 1 belong to the same side.
The two contaminated areas will look like Figure 4 .
By Lemma 4, we can search regions Clean and Dirty 2 together, and, at the end, have searchers placed at every point of C 1 . Then, the searching continues as in the original schedule and by ignoring all actions that searched region Dirty 2. (c) The two end-nodes belong to di erent sides and the contaminated area adjacent to the boundary contains two corners. The two contaminated areas will look like Figure 6 . A new searching strategy is the following: By Lemma 5, we can search regions Clean and Dirty 2 together, and, at the end, have searchers placed at every point of C 1 . Then, the searching continues as in the original schedule and by ignoring all actions that searched region Dirty 2. 3. Both of the two identi ed cords have their end-nodes adjacent to a clean boundary edge.
There are seven subcases to consider:
(a) There exist one side that contains all the end-nodes of the cords.
The two contaminated areas will look like Figure 7 . We can create a schedule that cleans regions Dirty 1 as well as the already cleaned region by sweeping them, as Lemma 4 suggests, and then continues with the original schedule.
(b) There is one side that contains three end-nodes and the clean area contains one corner.
The two contaminated areas will look like Figure 8 . We can treat this case in a way similar to case 3a.
(c) There is one side that contains three end-nodes and the clean area contains two corners. The two contaminated areas will look like Figure 9 . Since the clean area contains two corners, the contaminated area has to contain the third one. Observe that there is another cord de ned that consists of part of (d) There are two sides that each contains two end-nodes of the same cord.
The two contaminated areas will look like Figure 10 . We can treat this case in a way similar to case 3c. (e) There are two sides that each contains one end-node from each cord.
The two contaminated areas will look like Figure 11 . The new schedule consists by sweeping the cleaned region as well as region Dirty 1. At the end of the sweeping, searchers are placed at every node of C 2 . Then, we continue with the initial searching strategy and by ignoring moves that clean already cleaned area. (f) Every side contains at least one end-node and there is not a side that contains both endpoints of the same cord.
The two contaminated areas will look like Figure 12a . This is the most interesting case. Let e be the last cleared edge and L 1 be the the number of guards that belong to cord C 1 between the intersection with e (not including e's end-nodes) and the side that both cords touch. Figure 12b . In the arrangement to the left we can save the searcher on node B, by removing edges AB and BC from the cord and by introducing edge AC. In the arrangement to the right again we can spare the searcher on B by removing edges AB and BD from the cord and by introducing edge AD.
The case where (g) Every side contains at least an end-node and there is a side that contains both endpoints of the same cord.
The two contaminated areas will look like Figure 13 . We can treat this case in a way similar to case 3f.
By identifying the situation that occurs when, for the rst time, two contaminated areas are created, we can always eliminate the action which created these two areas and, thus, derive an equivalent searching strategy. By applying this argument inductively, we can get a searching strategy that searches any pseudo 3-sided solid orthoconvex grids by maintaining only one dirty area during the search. 2 Let d(n 1 ; s) be the length of a shortest diagonal from the boundary node n 1 to side s. If n 1 is on side s then d(n 1 ; s) = 0. If node n 1 is a corner then let s(n 1 ) denote the side which is opposite of it. Let e denote a boundary edge (n 1 ; n 2 ) or a path (n 1 ; n i ); (n i ; n 2 ) where n i is of degree 2. Let S a (e) to denote the side that is following the one that e lies on if we move from n 1 to n 2 , and S b (e) to denote the side that is following that e lies on if we move from n 2 to n 1 . In order for S a () and S b () to be well de ned, e must not be a path of length 2 that contains a corner. In that case (e lies on two sides) we de ne S a (e) (= S b (e)) to be the third side of the pseudo 3-sided solid orthoconvex grid.
Based on Theorem 1 we prove:
Theorem 2 The minimum number of searchers required to solve a modi ed edge searching problem on a pseudo 3-sided solid orthoconvex grid D is given by:
mes(D) = min(corner distance; diagonal pair distance)
where, corner distance = minfd(c; s(c))g over any corner c (out of 3 possible), and diagonal pair distance = minfd(n 1 ; S b (e)) + d(n 2 ; S a (e))g over any boundary edge e = (n 1 ; n 2 ) or any path e =< (n 1 ; n i ); (n i ; n 2 ) > where n i is of degree 2.
Proof. The rst thing that we have to prove is that the number of searchers stated in the theorem is su cient to search the grid. Observe that if a diagonal that connects any corner of the grid with its opposite side contains k points, then k searchers can search the grid. The searchers will sweep the part of the grid that contains one of the other corners and will be placed on the points of the diagonal as Lemma 5 suggests. Then, these searchers can search the rest of the grid as Corollary 2 indicates. A similar observation can be made when the available searchers are enough to ll all the points of two diagonals that touch all sides of the grid and also have two of their endpoints connected by an edge or by a path of the form < (n 1 ; n i ); (n i ; n 2 ) > where n i is of degree 2. As Lemma 5 indicates, searchers can end up at the points of the diagonals after searching the area that contains one corner and is bounded between each of them and the boundary. Then, by using Corollary 2 the guards on each diagonal can clean the contaminated area that is adjacent to both of them. Now that we have established that the number of searchers stated in the theorem is su cient to search the grid, we have to show that the grid cannot be searched by less guards. To prove that, we will show that there is an optimal schedule in which, during the search, guards are either forming a pair of adjacent diagonals that touch all sides or, they form a diagonal between a corner and its opposite side.
Assume an optimal schedule that has the property that during the search only one dirty area is maintained. In Theorem 1 we proved that such a searching strategy exists. Consider the last time in the searching strategy that the dirty area contains boundary edges from all sides and the action that cleans the last edge on some side. This action can be either a move or a clean action.
In the case where the action that cleaned the last edge of that side was a move action we can denote that edge by e and assume that a searcher is at only one endpoint of e. If this were not the case, we can substitute the move action by a clean. So, the searcher that cleans e moves to a boundary node that has no guard on it and thus, has all of its incident edges contaminated. This implies that the searcher reaches a corner. If not, edge e wouldn't be the last one on it's side to be cleaned. So, a diagonal is formed that connects a corner with the side opposite of it. The existence of such diagonal is guaranteed by the fact that only one dirty area is maintained during the searching.
In the case where a clean action happened, then, either one or two edges were cleaned. Denote that edge or pair of edges by e and assume that if e is a path of length 2 it does not contain a corner. Then, we can identify two diagonals that have two of their endpoints connected by e and bound the dirty area. Since the other two sides still have contaminated edges these diagonals must exist. In the case where e contains a corner we can identify a diagonal from one of the endpoints of e to side S a (e). e can be considered as a second diagonal but the sum of their lengths will be at least as large as the length of the diagonal from the corner to the opposite side. 2 Up to now, we have determined mes(D), the minimum number of searchers that are required in order to solve the modi ed edge searching problem on a pseudo 3-sided solid orthoconvex grid. By Lemma 3 we know that at most mes(D) + 1 searchers can solve the original edge searching problem. So, we have a way to approximate es(D) within 1 from the optimum. Unfortunately, as Figure 14 demonstrates, there are grids that can be searched optimally with the same number of searchers on both problems. So, in order to get an algorithm that computes es(D) we have to identify these grids. De nition 6 We say that at a given time t a searcher is of type R i if it is at a node that, at time t, it has exactly i contaminated incident edges. Clearly, i is less than the maximum degree of the searched graph (4 for grids). Lemma 7 If there is a searching strategy that solves the edge searching problem on grid D that contains no path of the form (n 1 ; n i ); (n i ; n j ); (n j ; n 2 ) where degree(n i ) = degree(n j ) = 2 using k searchers, k > 2; then there is a searching strategy that solves the modi ed edge searching problem on grid D using at most k ? 1 searchers.
Clean Dirty
Proof. Let S(D) be a searching strategy that solves the edge searching problem on grid D using k > 2 searchers and in which no recontamination ever takes place.
Such a strategy exists 3 . This searching strategy is also a valid searching strategy for the modi ed edge searching problem that uses k searchers. We can derive from S(D) another searching strategy for the modi ed edge searching problem by inserting after each place and move action all the clean actions that are possible to occur. In other words, in the new strategy we clean every edge immediately, when it is possible. We can also re ne this schedule such that it contains no useless move actions and no useless guards before any place, move or clean actions (as indicated by Lemmata We claim that S M (D) uses at most k ? 1 searchers (the searchers that we can save were picked up as useless). To prove it, assume to the contrary that there are times that S M (G) uses k searchers. Consider the process that creates S M (D) and the rst time that k searchers are used. Obviously, if we continue from that point the search using S(D), we have a valid strategy for the modi ed edge searching problem.
The action that causes k searchers to be on D for the rst time is a place action.
Furthermore, we can assume that a place action cannot be postponed (otherwise we can get an equivalent strategy that \pushes" the place action as close as possible to the end).
The place action that put the k th guard on the grid was followed in the initial schedule by a move action. So, it is placed on a node that already has a searcher (since we assume no useless searchers) and at the next step the new searcher will clean an edge. We make the following observations:
1. The new searcher is not picked up immediately after the move action. If this were the case, either the cleaned edge had searchers in both of its endpoints and thus was already cleaned, or one of its endpoints was a node of degree 1 (such nodes do not exist on the grid).
2. The new searcher was not placed on a node containing a searcher of type R 1 . If this were the case, we can get an equivalent strategy that moves the R 1 guard along its adjacent contaminated edge and thus, save one searcher. 3. The new searcher was placed on a node that is connected by a contaminated edge with a node of degree 2.
To see that, let a be the node that the new searcher was placed on and assume that all the nodes that are connected with a through a contaminated edge are of degree greater than 2. Observe that all incident edges of these nodes are contaminated. In this case the new searcher will move to such a node and from there it will not be able to continue its movement since, if it does, it will cause recontamination. The same holds for the searcher that was originally in a. So, S M (D) cannot search the whole grid. But this is a contradiction since we assumed that S M (D)can search it.
4. All the cycles on a grid are of size at least 4. So, we can safely assume that the new searcher was placed on a node that has a contaminated incident edge that leads to a path containing exactly one node of degree 2 and moves toward this path. Since the node of degree two does not contain a searcher the new searcher has to clean its other edge too. The node that the searcher currently is, does not contain a second searcher. If this were the case, the path would be clean. Moreover, that node is of degree greater than 2, and thus, the searcher cannot proceed. Since each cycle on a grid is of length at least 4, the node that the new searcher is located is not connected by an edge with the node it was originally placed. Therefore, the searcher that was in that node at the beginning cannot move to join it and trigger a pick action. Thus, the searchers that are on the grid cannot proceed to search the grid. This is a contradiction since we assumed that they can. 2 Lemma 8 Assume a pseudo 3-sided solid orthoconvex grid D that contains a path of the form (n 1 ; n i ); (n i ; n j ); (n j ; n 2 ) where degree(n i ) = degree(n j ) = 2 and n j is a corner, and the diagonal from n j to the opposite side has mes(D) points. 2. Place the mes(D) th searcher on node n 2 and then move it along the path (n 2 ; n j )(n j ; n i )(n i ; n 1 ) to clean it. Now, this searcher is placed in node n 1 that is opposite of node n 2 . Node n 2 is of type R 1 while node n 1 is of type R 2 or R 3 . 3. Clean edge (n 2 ; n 1 ) by moving the searcher that is in n 2 towards n 1 . Now node n 1 contains 2 searchers and we can pick one of them. 4. Finally, clean the region above the diagonal d 00 from n 1 to a using mes (D) searchers. This can be done because d 00 contains mes(D) ? 1points. \=)" Recall the proof of Lemma 7. The last searcher that was placed on the grid was placed in a node n 1 that already had a searcher. n 1 had an adjacent node n i of degree 2 and the searcher moved to it along edge (n 1 ; n i ). Then the searcher left n i along the other edge and arrived at node n j while cleaning edge (n i ; n j ). Since the degree of n j couldn't be 2, the searcher couldn't move and the searching couldn't procced. Now, it is possible that degree(n j ) = 2. In this case n j is a corner and the searcher proceeds to clean edge (n j ; n 2 ) and arrives at node n 2 . It becomes a searcher of type R 2 or R 3 and thus it cannot move. Edge (n 1 ; n 2 ) is contaminated but the search can proceed since we have that mes(D) = es(D). The only way to do so is by moving the searcher that initially was at node n 1 along edge (n 1 ; n 2 ). This action will clean the edge and will trigger a pick action. But, in order to be able to move the searcher in n 1 we must have that it is of type R 1 . This implies that at least the neighbor b of n 1 that is symmetrically opposite of n i contains a searcher. So, b and n 1 belong to the diagonal and have either their X or Y coordinates equal. 2 Theorem 3 
Algorithms for determining es(D)
In this section we present algorithms to determine es(D). The algorithms are based on Theorems 2 and 3. Observe that these theorems suggest also an optimum searching strategy that consists of O(n) actions where n is the number of nodes of the grid D.
It is customary to express the complexity of an algorithm that determines the minimum number of searchers that are required to search a graph as a function of n, the number of nodes of the graph. However, for a grid we can de ne two new quantities: the number of boundary nodes b and the number of turning points m. Obviously m turning nodes (given in clockwise or counter clockwise order) can completely de ne the grid and thus it is desired to express the time complexity of the algorithm that determines es(D) as a function of m. Observe that there are grids with m = o(b) and b = o(n).
A quantity that we have to compute is the distance from a boundary node v to some side of the grid. In the rest of the paper we assume that the base of the grid is parallel to the X axis. Informally, we describe how this can be done when the boundary node is on the rising side and we want to compute its distance to the falling side. All other cases are handled in a similar way. We move from node v diagonally up (on a line parallel with l : x = y) until we hit the boundary. If we hit the wanted side we are done. If not, we move to the right at the next concave turning point. We then move diagonally up, and so on. From the above discussion, it becomes obvious that we need to compute the distance from any concave turning point to any side. The following lemma is important for deriving e cient algorithms:
Lemma 9 Assume a pseudo 3-sided solid grid D that has its base parallel to the X axis. In order to determine mes(D) as Theorem 2 indicates, it is su cient to examine diagonals that start from i) turning nodes, ii) boundary nodes that are adjacent to turning nodes, and iii) the nodes that are at the intersection of the base and all lines that pass from concave turning nodes on the rising side and are parallel with l : y = ?x. Proof. If in equation mes(D) = min(corner distance; diagonal pair distance) the term corner distance is the minimum, then the lemma trivially holds. The diagonal that contains the minimum number of searchers su cient to search the grid starts from a turning node (the corner). So, we will prove the lemma for the case that mes(D) is obtained by the diagonal pair distance term. In this case two things may happen. An edge e lies on some side of the grid and two diagonals are formed that each starts from one end-node of edge e , or, a path e of two edges that contains one convex turning node lies on some side of the grid and two diagonals are formed that each starts from one end-node of path e. We have to consider only the rst case because in the second case the diagonals start from nodes that are adjacent to turning boundary nodes.
We consider three cases depending on the side that edge e lies on.
1. e lies on the rising side.
Let e = (n 1 ; n 2 ): There are two cases to consider:
(a) e lies on a horizontal segment of the rising side.
In this case e is adjacent to a concave turning node. If this was not the case, then, for the edge e 0 = (n 0 1 ; n 0 2 ) that belongs to the same horizontal segment and is adjacent to the right end-node of that segment, we should have: (b) e lies on a vertical segment of the rising side.
We will show that edge e 0 = (n 0 1 ; n 0 2 ) which belongs to the same vertical segment and is adjacent to the lower end-node of that segment, satis es the following: d(n 1 ; S b (e)) + d(n 2 ; S a (e)) d(n 0 1 ; S b (e 0 )) + d(n 0 2 ; S a (e 0 )) The above relation trivially holds for e = e 0 . So, we can assume that e 6 = e 0 . Consider the edge e 00 = (n 3 ; n 1 ) that is adjacent with e and bellow it. In the case that the diagonal from n 2 hits rst the rising side at a node that is not a concave turning node, and then the falling one, we observe that if we consider e 00 instead of e we have that: d(n 1 ; S b (e)) = d(n 3 ; S b (e)) + 1 and d(n 2 ; S a (e)) = d(n 1 ; S a (e)) ? 1 (Figure 16b ). This implies that edge e 00 can be considered instead e. Applying this argument inductively, we will reach the lower node of the vertical segment e lies on, or a new edge, say e 1 = (a 1 ; a 2 ) that has the property that the diagonal from the node with the largest Y-coordinate hits the falling side.
If by applying the above argument we reach the lower end-node, we are done. Otherwise, we can assume that the diagonal from a 2 to the falling side does not hit the rising side. Observe that it cannot hit a non-concave node of a vertical segment of the falling side. If this was the case, for the edge e 0 1 = (a 3 ; a 1 ) we would have that d(a 1 ; S b (e 1 )) = d(a 3 ; S b (e 0 1 )) + 1 and d(a 2 ; S a (e 1 )) = d(a 1 ; S a (e 0 1 )) and thus e 0 1 would be used to computes mes(D) instead of e 1 . So we can safely assume that e 1 hits a horizontal segment of the falling side. Now observe that if we consider e 0 1 instead of e 1 we will get the same results for mes(D) since the summation of the lengths of the two diagonals that start from the two edges is equal. (Figure 16c) . The proof is similar to the case where the diagonal hits the rising side rst. By applying the above arguments inductively, we get that it is enough to consider, out of all edges of the rising side, only those that are adjacent to turning nodes.
2. e lies on the falling side.
This case is treated in a symmetric way with the previous one.
3. e lies on the base.
Let e = (n 1 ; n 2 ): Consider the diagonal from n 2 to the rising side (Figure 16d ).
First we consider the case where it hits a vertical segment of the rising side. We can consider in the computation of mes(D) the edge immediately to the left of e and have the same results. This is because the distance to the rising side is decreased by one while the distance to the falling side may be increased by one. In the case where the diagonal from n 2 to the rising side hits a horizontal segment of the rising side we can consider in the computation of mes(D) the edge immediately to the right of e and have the same results. This is because the distance to the rising side remains the same while the distance to the falling side may be decreased by one.
The above arguments prove that in the computation of mes(D) we have to consider only the nodes that are at the intersection of the base and all lines that pass from concave turning nodes on the rising side and are parallel with l : y = ?x. 2
It is trivial to compute the minimum diagonal between any boundary node and the base of the grid since one minimum diagonal will be parallel to the Y axis. The nontrivial part is to compute the the minimum diagonal from a concave turning node that lies on the the rising (falling) side to the falling (rising) side. In the following high level description we assume that the concave turning node is on the rising side. In a similar way we treat the case where that node lies on the falling section.
Algorithm 1 /* It computes the length of the minimum diagonal from all turning nodes v on the rising side, to the falling side. */ 1. Let RSH denote the set of all horizontal boundary segments that belong to the rising side. If segment a belongs in RSH then right(a) denotes the concave turning node located at the right end-node of a. Let FS denote the set of all boundary segments that belong to the falling side. 3. diagonal pair distance = minfd(n 1 ; S a (e))+d(n 2 ; S b (e))g over any boundary edge e = (n 1 ; n 2 ) adjacent to a node speci ed in Lemma 9, or any path e =< (n 1 ; n i ); (n i ; n 2 ) > where n i is of degree 2 and thus, a convex turning node).
4. mes(D) = min(corner distance; diagonal pair distance). 5 . Determine es(D) from mes(D) based on Theorem 3.
Step 1 is computed by Algorithm 1 in O(m 2 ) time. Steps 2 and 3 use the results from Step 1.
Step 2 takes constant time since we have only 3 corners to consider.
Step Proof. We show how, by parallelizing Algorithm 2, we can obtain a CRCW-PRAM algorithm that runs in polylog time and uses polynomial to the input size number of processors.
Step 1 of Algorithm 2 executes Algorithm 1. So, we start by examining individual steps of Algorithm 1.
Step 1 of Algorithm 1 requires that we can distinguish for each node the side it belongs. We assume that the nodes that describe the grid are given in the order we meet them when we traverse the grid in the clockwise direction, and that they form a circular linked list. Obviously, in constant time, each turning node can determine in parallel if it is a corner and between which sides. It does that by examining the coordinates of the 3 nodes immediately before it and the node that follows it in the linked list. This operation needs m processors. Now that we have established the corners, we break the circular linked list into 3 lists by removing the links that come out of the corners. The nodes in each list belong to the same side. The only thing that we have to do is to notify them about the side the belong. This can be easily done by using a pre x sum algorithm on that linked list where the value that the corners hold at the beginning represents the side immediately before them in the clockwise direction and all other nodes hold the value 0. This will take O(log m) time using m processors. After that, it is easy to create the set of edges RSH and FS in constant time by using m processors. Thus, in this step, we spend O(log m) time using m processors.
Step 2 of Algorithm 1 can be executed in constant time by using m 2 processors. We simply nd for all pairs of (node; line segment) if the line that is parallel to l : x = y and passes through node intersects the line segment. After doing that, we nd for each node the segment that is intersected rst (Step 3 of Algorithm 1) by performing a minimum operation. We do them in parallel and we will need m 2 processors. A minimum operation takes O(log m) time.
When the execution of Step 4 of Algorithm 1 starts, we can assume the following:
Each node knows whether the line parallel to l : x = y that passes through it hits the following side in the clockwise direction or not. If it does, it also knows the distance (in terms of number of grid nodes) to that side. If it hits the side in which it belongs, it knows the distance to the tuning point that follows the point of intersection in the clockwise direction. We assume that it also points to that turning node. An immediate consequence of the above discussion is that the nodes of the same side form a forest of, directed towards the root, trees. The roots of these trees are nodes from which we can hit the next side or the segment that has as its left end-node the corner (in the case of the rising side). Again,by using a pre x sum algorithm on these trees, we can compute the distance from every turning node to the next side in O(log m) time using m processors. In total, Step 1 of Algorithm 2 will take O(log m) time using m 2 processors.
Steps 2, 4, and 5 of Algorithm 2 can be executed in constant time using one processor.
Step 3 computes the minimum of O(m) values. This can be done in O(log m) time using m processors.
From the above discussion we conclude that there is a CRCW-PRAM algorithm that determines the searching number of a pseudo 3-sided solid orthoconvex grid in O(log m) time using m 2 processors.
Note: In the above discussion at Step 1 of Algorithm 2 we showed how to compute the distance from turning points on the rising side, to the falling side. Easily, we can modify the algorithm to compute the distance from any turning node to any side. However, for clarity, we choose not to present this modi cation. For the same reason, we omit to describe how to compute the distance from any boundary node that is adjacent to a turning node, to any side. This quantity is needed in Step 3 of Algorithm 2. It is trivial how to modify Step 1 of the same algorithm such that it computes it as well.
Each step of Algorithm 2 was parallelized in a simple way. The only step that requires m 2 processors is the second step of Algorithm 1. It is an easy task to redesign this step so it needs only m 2 = log m processors. As it is evident, in our e ort to reduce the time needed by the algorithm to O(m) we will have to modify steps 2 and 3 so that they take O(m) time.
We will modify Algorithm 1 to compute the length of the minimum diagonals between all turning points v and any side s in O(m) time by a more complicated method that is not easy (if possible) to be parallelized. This improvement leads to an optimum algorithm.
Again, without any loss of generality, we will only describe how to compute either LENGTH(v) or LENGTH TO NEXT(v) for all turning nodes v on the rising side. Before we proceed with the description, we need to explain the notation we use.
Let the corner between the base and the rising side be denoted by n 0 . Then, by n i we denote the node that is the i th turning boundary node we will reach if we start from n 0 and move towards the clockwise direction. Using this notation, the corner between the falling side and the base will be denoted as n m?1 . By ls i ; i < m; we denote the line segment of the boundary that is de ned by the turning boundary nodes n i and n i+1modm . Let the corner between the rising and the falling sides be n k (i.e., there are k + 1 nodes on the rising side).
LENGTH(v) or LENGTH TO NEXT(v) can be computed for all turning nodes v on the rising side in O(m) time by using the following lemma. Similar lemmata can be stated for any side.
Lemma 12 Consider two concave turning nodes n i and n j ; i < j; on the rising side. Let ls a be the boundary line segment that the line that is parallel to l : x = y and passes from n j intersects rst. Similarly, let ls b be the boundary line segment that the line that is parallel to l : x = y and passes from n i intersects rst. Then, it must hold that b a or b j ? 1. Proof. The line parallel to l : x = y that passes through n j divides the plane into two half-planes. If n i lies on the left half-plane then we will have that b j ? 1 while, if n i lies on the right half-plane then we will have that b a. In the case that n i lies on the line that separates the two half-planes we have that a = b. 
Conclusion
We have shown how to compute the searching number for the class of the pseudo 3-sided solid orthoconvex grids. Our algorithms also suggest an optimal searching strategy. It is not clear how to search any orthoconvex grid. Especially, the property that allowed us to design our algorithms does not hold for every orthoconvex grid. We are able to create orthoconvex grids that cannot be searched by maintaining only one clean area during the searching. However, our conjecture is that there are optimum searching strategies that create at most two dirty areas. This can lead to algorithms for computing the searching number of any solid orthoconvex grid. Other interesting problems are i) how to search general solid grids(non orthoconvexes), and ii) how the existence of holes in the grid can a ect the complexity of the problem.
