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1. Introduction and preliminaries
In [18], Pimsner constructed a class of C∗-algebras (known as Cuntz–Pimsner algebras) from a C∗-correspondence
(X, A, φ) (when φ is injective). He also deﬁned the augmented Cuntz–Pimsner algebras. When X is full, the Cuntz–Pimsner
algebra of X coincides with the augmented one. As noted in [18], the notion of Cuntz–Pimsner algebras is a generalization
of both the Cuntz–Krieger algebras and C∗-crossed products by Z. Since then, other important classes of C∗-algebras have
been shown to ﬁt Pimsner’s model (see e.g. [6,8] and [19]). Consequently, Cuntz–Pimsner algebras have recently attracted a
great deal of attention. In [10], Katsura generalized the Cuntz–Pimsner algebras by associating with every C∗-correspondence
(X, A, φ) another C∗-algebra OX . The constructions of Pimsner and Katsura coincide when the left action φ is injective.
Given a C∗-correspondence (X, A, φ) with a continuous action (γ ,α) by an amenable group G , one can deﬁne a ∗-ho-
momorphism ψ : Aα G →L(X γ G) such that (X γ G, Aα G,ψ) is a C∗-correspondence. Our aim is to show that there
exists a canonical action β of G on OX and that OX β G ∼= OXγ G (as C∗-algebras). As applications, we obtain easily [1,
Proposition 4.5] and [13, Corollary 2.5] (note that one good point of our proof is that we do not need to consider groupoid
C∗-algebras).
One diﬃculty of our main result is to identify the ideal J Xγ G with J X α G (see (2)). To do this, we need to employ the
duality theory of invariant ideals in [7, §3] (which requires G to be amenable) and establish that (kerφ)⊥ G = (kerφG)⊥ .
Let us ﬁrst recall from [15,16] and [17], some basic materials on group actions on C∗-algebras as well as their crossed
products and dual coactions.
Let G be an amenable locally compact group and (A,G,α) be a C∗-dynamical system (see e.g. [17, 7.4.1]). Then Cc(G; A)
is a ∗-algebra in the usual way (see [17]). Suppose that B is a C∗-algebra and U (B) is the unitary group of M(B). If π : A →
M(B) is a non-degenerate ∗-homomorphism and u : G → U (B) is a strictly continuous group homomorphism, then (π,u, B)
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G. Hao, C.-K. Ng / J. Math. Anal. Appl. 345 (2008) 702–707 703is called a covariant pair if π(αs(a)) = usπ(a)u∗s (a ∈ A, s ∈ G) and it induces a ∗-homomorphism π × u : Cc(G; A) → M(B).
A covariant pair ( j A, jG , A α G) is said to be universal if A α G = j A × jG(Cc(G; A)) and for any covariant pair (π,u, B),
there exists a unique non-degenerate ∗-homomorphism Ψ : A α G → M(B) such that π = Ψ ◦ j A and u = Ψ ◦ jG (see [16]).
In this case, A α G is called the full crossed product of (A,G,α).
Let λ : G → L(L2(G)) be the left regular representation and regard α : A → Cb(G; A) ⊆ M(A ⊗ K(L2(G))). Then α ×
(1⊗ λ) : A α G → M(A ⊗K(L2(G))) is called the regular representation. Note that(
α × (1⊗ λ))(( j A × jG)(a ⊗ f )) = α(a)(1⊗ λ( f )) (a ∈ A, f ∈ Cc(G)).
Since G is amenable, α × (1⊗ λ) is injective (we avoid using the notion of “reduced crossed product” because we consider
amenable group throughout the article).
If (1, iG ,C∗(G)) is the universal covariant pair for (C,G,1), then ( j A ⊗ 1, jG ⊗ iG , (A α G) ⊗ C∗(G)) induces a
∗-homomorphism
αˆ : A α G → M˜
(
(A α G) ⊗ C∗(G)
)
(see [15]) and is called the dual coaction of α. As G is amenable, αˆ is nondegenerate in the sense that the linear span of
αˆ(b)(1⊗ f ) (where b ∈ A α G, f ∈ L1(G)) is dense in (A α G) ⊗ C∗(G). The norm closure of
span
{((
α × (1⊗ λ))⊗ λ)(αˆ( f ⊗ a))(1⊗ 1⊗ M(h)): a ∈ A, f ∈ Cc(G), h ∈ C0(G)}
is called the (reduced) crossed product of (A α G,G, αˆ) and is denote by (A α G) αˆ Gˆ .
Remark 1.1. Let (A,G,α) and (D,G, τ ) be C∗-dynamical systems, and let φ : A → M(D) be a ∗-homomorphism which is
equivariant in the sense that τs(φ(a)) = φ(αs(a)) (a ∈ A, s ∈ G).
(a) (Takesaki–Takai duality) As in the argument of [4, Théorème 7.5], there exists a ∗-isomorphism Ω : (A α G) αˆ Gˆ →
A ⊗K(L2(G)) such that for any a ∈ A, f ∈ Cc(G) and h ∈ C0(G),
Ω
[((
α × (1⊗ λ))⊗ λ)(αˆ( f ⊗ a))(1⊗ 1⊗ M(h))] = a ⊗ λ( f )M(h).
(b) φ induces a ∗-homomorphism ψ : A α G → M(D τ G) such that ψ( f ⊗a) = f ⊗φ(a) ( f ∈ Cc(G),a ∈ A). Moreover, ψ
is quasi-equivariant in the sense that
(id⊗ F )τˆ (ψ(u)) = ψ(id⊗ F )αˆ(u) (u ∈ A α G; F ∈ C∗(G)∗).
Note that we do not assume φ to be non-degenerate and thus the formula above makes sense as (id⊗ F )αˆ(u) ∈ Aα G .
(c) If I is an α-invariant ideal of A with φ|I being injective, then ψ |IαG is injective.
Now, we recall the notion of C∗-correspondence. Suppose that X is a Hilbert A-module (see e.g. [14]). As usual, L(X)
is the C∗-algebra of all adjointable operators on X and K(X) is the closed subspace generated by {θx,y: x, y ∈ X} (where
θx,y(z) = x〈y, z〉). The triple (X, A, φ) is called a C∗-correspondence over A if φ : A →L(X) is a ∗-homomorphism.
Notation 1.2. Throughout this paper, unless speciﬁed, we assume that G is an amenable locally compact group, and (X, A, φ)
is a C∗-correspondence. Moreover, all the tensor products are the spatial ones.
2. C∗-algebras of crossed products of C∗-correspondences
Deﬁnition 2.1. A continuous action of a locally group G on a C∗-correspondence (X, A, φ) is a pair (α,γ ) where (A,G,α) is
a C∗-dynamical system and γ : G → Aut(X) is a group homomorphism such that for any s ∈ G , x, y ∈ X and a ∈ A, the map
r → γr(x) is a continuous map from G to X and
(i) αs(〈x, y〉) = 〈γs(x), γs(y)〉;
(ii) γs(x · a) = γs(x)αs(a);
(iii) γs(φ(a)x) = φ(αs(a))(γs(x)).
For each s ∈ G , one can deﬁne a ∗-isomorphism τs : L(X) → L(X) by τs(T )(x) := γs(T (γs−1 (x))) (T ∈ L(X), x ∈ X ). Note
that τs(θx,y) = θγs(x),γs(y) , and (K(X),G, τ ) is a C∗-dynamical system (see e.g. [3, 2.8(a)]). The following fact concerning τ
is easy to check and will be left to the reader as an exercise.
Lemma 2.2. φ(αs(a)) = τs(φ(a)) (s ∈ G, a ∈ A).
As in [9], for any ξ,η ∈ Cc(G; X) and u ∈ Cc(G; A), we set (ξ · u)(r) :=
∫
G ξ(s)αs(u(s
−1t))ds and 〈ξ,η〉(r) :=∫
G αs−1 (〈ξ(s), η(sr)〉)ds. These induce a Cc(G; A)-module structure with a compatible Cc(G; A)-valued inner product and
its completion, X γ G , becomes a Hilbert A α G-module.
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Λ(θξ,η)(s) :=
∫
G
θξ(r),γs(η(s−1r))Δ
(
s−1r
)
dr
(
ξ,η ∈ Cc(G; X); s ∈ G
)
, (1)
where Δ is the modular function of G . Note that although G is assumed to be second countable in [9], this assumption is
not necessary for the above isomorphism. By Deﬁnition 2.1(iii), φ : A → M(K(X)) is equivariant and hence by Remark 1.1(b),
deﬁnes an equivariant ∗-homomorphism ψ : A α G → M(K(X) τ G) such that ψ( f ⊗ a) = f ⊗ φ(a) ( f ∈ Cc(G),a ∈ A).
Sometimes, we will regard K(X γ G) =K(X) τ G and will not distinguish ψ and Λ−1 ◦ ψ .
Lemma 2.3. (See [10, Lemma 2.2].) For an ideal I of a C∗-algebra A, the set I⊥ := {a ∈ A: ab = 0, b ∈ I} is an ideal of A. If J is an
ideal of A, then J ⊂ I⊥ if and only if J ∩ I = {0}.
Deﬁnition 2.4. (See [10, Section 2].)
(a) A covariant representation of (X, A, φ) on a C∗-algebra B is a pair (μ,ν), where μ : A → B is a ∗-homomorphism and
ν : X → B is a bounded linear map such that
(R1) ν(x)∗ν(y) = μ(〈x, y〉) (x, y ∈ X );
(R2) μ(a)ν(x) = ν(φ(a)x) (a ∈ A, x ∈ X );
(R3) μ(b) = Γν(φ(b)) (b ∈ J X );
where
J X := φ−1
(
K(X)
)∩ (kerφ)⊥, (2)
and Γν :K(X) → B is a ∗-homomorphism given by:
Γν(θx,y) = ν(x)ν(y)∗ (x, y ∈ X).
In this case, we denote by C∗(μ,ν) the C∗-algebra generated by the images of μ and ν in B .
(b) A covariant representation (πA,πX ) of (X, A, φ) on OX is said to be universal if OX = C∗(πA,πX ) and for any covariant
representation (π,ν) of (X, A, φ) on B , there exists a unique ∗-homomorphism Φ :OX → B such that π(a) = Φ ◦πA(a)
and ν(x) = Φ ◦ πX (x) (a ∈ A, x ∈ X ).
Note that universal covariant representation of (X, A, φ) is unique up to ∗-homomorphism.
Notation 2.5. From now on, (πA,πX ) and (πAG ,πXG) are the universal covariant representations of (X, A, φ) and (X G,
A  G,ψ) while OX and OXG are the C∗-algebras generated by (πA,πX ) and (πAG ,πXG), respectively.
2.1. The main result
Lemma 2.6. Let (γ ,α) be a continuous action of G on (X, A, φ).
(a) kerφ , (kerφ)⊥ and J X (as deﬁned in (2)) are α-invariant.
(b) For s ∈ G, one has a covariant representation (σs,ωs) of (X, A, φ) on OX given by:
σs(a) = πA
(
αs(a)
)
and ωs(x) = πX
(
γs(x)
)
(a ∈ A, x ∈ X).
Moreover, this induces a C∗-dynamical system (OX ,G, β) such that βs(πA(a)) = πA(αs(a)) and βs(πX (x)) = πX (γs(x)) (a ∈ A,
x ∈ X ).
Proof. (a) By Deﬁnition 2.1(iii), it is easy to see that kerφ is α-invariant. If b ∈ (kerφ)⊥ , a ∈ kerφ and s ∈ G , we have
αs(b) · a = αs(b · αs−1 (a)) = 0. Hence (kerφ)⊥ is α-invariant and so is J X (as φ−1(K(X)) is α-invariant by Lemma 2.2).
(b) It is easy to check that (σs,ωs) satisﬁes (R1) and (R2). Note that
Γωs (θx,y) = πX
(
γs(x)
)
πX
(
γs(y)
)∗ = ΓπX (τs(θx,y)) (x, y ∈ X).
For any a ∈ J X , we have αs(a) ∈ J X (by part (a)). Lemma 2.2 implies that Γωs (φ(a)) = ΓπX (φ(αs(a))) = πA(αs(a)) = σs(a) as
required. The existence of β is given by the universal property and β clearly satisﬁes Deﬁnition 2.1(i)–(iii). As s → βs(u) is
continuous for any u in the ∗-subalgebra generated by πX (X) and πA(A) and βs is norm preserving, we see that s → βs(v)
is continuous for every v ∈OX . 
Proposition 2.7. J X α G = J Xγ G .
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is injective (by Remark 1.1(c)). Therefore, by Lemma 2.3 and the fact that ψ( f ⊗ a) = f ⊗ φ(a) ∈K(X) τ G =K(X γ G)
(a ∈ J X , f ∈ Cc(G)), we have J X α G ⊆ J Xγ G . To show the opposite inclusion, we need to show that J Xγ G is αˆ-invariant.
Indeed, by Remark 1.1(b), for any v ∈ ψ−1(K(X γ G)) and F ∈ C∗(G)∗ ,
ψ
(
(id⊗ F )αˆ(v)) = (id⊗ F )τˆ (ψ(v)) ∈K(X γ G).
Thus, ψ−1(K(X γ G)) is αˆ-invariant (by [15, Remarks 4.2(3)] and the amenability of G). Similarly, kerψ are αˆ-invariant.
By the non-degeneracy of αˆ|kerψ (see [15, Remarks 4.2(1)]), for any u ∈ kerψ , v ∈ A  G and c ∈ C∗(G), the element uv ⊗ c
can be approximated by sums of elements of the form αˆ(w)(1⊗ f ) (w ∈ kerψ, f ∈ Cc(G)). Thus,
αˆ(b)(u ⊗ 1) = 0 (b ∈ (kerψ)⊥; u ∈ kerψ)
(because αˆ(b · w) = 0 for any w ∈ kerψ ), and J Xγ G is αˆ-invariant (by [15, Remarks 4.2(3)] and the amenability of G).
Now, by [7, Theorem 3.4], J Xγ G = J α G for some α-invariant ideal J of A. Suppose that a ∈ J and f ∈ Cc(G). We have
f ⊗ φ(a) = ψ( f ⊗ a) ∈K(X γ G) =K(X) τ G . If Ω : (K(X) τ G) τˆ Gˆ →K(X) ⊗K(L2(G)) is as in Remark 1.1(a), then
Ω
(((
α × (1⊗ λ))⊗ λ)(τˆ ( f ⊗ φ(a)))(1⊗ 1⊗ M(h))) = φ(a) ⊗ λ( f )M(h).
This shows that φ(a) ∈ K(X). On the other hand, for any b ∈ kerφ and f , g ∈ Cc(G), we have ( f ⊗ a) ∗ (g ⊗ b) = 0 (as
g ⊗ b ∈ kerψ ) which means that∫
G
aαs(b) f (s)g
(
s−1r
)
ds = 0 (r ∈ G).
By replacing g with gi ∈ Cc(G)+ that satisfy supp(gi) ↓ {e} and
∫
G gi(s)ds = 1, we see that∥∥abf (e)∥∥ = ∥∥∥∥
∫
G
(
abf (e) − aαs(b) f (s)
)
gi
(
s−1
)
ds
∥∥∥∥ sup
s−1∈supp(gi)
∥∥abf (e) − aαs(b) f (s)∥∥
which tends to zero. Consequently, a ∈ (kerφ)⊥ and we have J = J X as required. 
Remark 2.8. Suppose that A, D , φ and ψ are the same as in Remark 1.1. The argument of Proposition 2.7 actually shows
the follow two facts:
(1) φ−1(D)  G = ψ−1(D  G).
(2) If I is an α-invariant ideal of A, then I⊥  G = (I  G)⊥ .
By the covariances of πA and πX , there exists μ : A α G → OX β G (see Remark 1.1(b)) and T : Cc(G; X) → OX β G
such that
μ(b)(s) = πA
(
b(s)
)
and T ( f )(s) = πX
(
f (s)
) (
b ∈ Cc(G; A); f ∈ Cc(G; X)
)
. (3)
It is not hard to check that T ( f )∗T (g) = μ(〈 f , g〉) ( f , g ∈ Cc(G; X)) and T extends to X γ G . Moreover, it is easily seen
that (μ, T ) satisﬁes (R1) and (R2) for the C∗-correspondence (X γ G, A α G,ψ).
Corollary 2.9. (μ, T ) is a covariant representation for (X γ G, A α G,ψ).
Proof. Let Λ : K(X γ G) → K(X) τ G be the isomorphism as in (1). It remains to show that ΓT (Λ−1(ψ(b))) = μ(b)
(b ∈ J Xγ G ⊆ A α G). For any ξ,η ∈ Cc(G; X),
ΓT (θξ,η)(s) =
∫
G
T (ξ)(r)βr
(
Δ
(
s−1r
)
βr−1s
(
T (η)
(
s−1r
))∗)
dr
=
∫
G
πX
(
ξ(r)
)
πX
(
γs
(
η
(
s−1r
)))∗
Δ
(
s−1r
)
dr = ΓπX
(
Λ(θξ,η)(s)
)
.
This means that ΓT (Λ−1(l))(s) = ΓπX (l(s)) (l ∈K(X) τ G). Now, for any b ∈ Cc(G; J X ),
ΓT
(
Λ−1
(
ψ(b)
))
(s) = ΓπX
(
ψ(b)(s)
) = ΓπX (φ(b(s))) = πA(b(s)) = μ(b)(s)
because (πA,πX ) is a covariant representation for (X, A, φ). Now, the result follows from Proposition 2.7. 
Therefore, (μ, T ) induces a ∗-homomorphism ι from OXγ G to OX β G .
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OX β G as deﬁned above is a ∗-isomorphism.
Proof. Suppose that μ and T are as deﬁned in (3). It is obvious that C∗(μ, T ) = OX β G . Let t ∈ T. We shall show that
there exists t ∈ Aut(OX β G) such that
t
(
μ(b)
) = μ(b) and t(T (ξ)) = t(T (ξ)) (b ∈ A  G, ξ ∈ X  G). (4)
By [11, Theorem 6.4], there exists a ∗-homomorphism λt :OX →OX such that λt(πA(a)) = πA(a) and λt(πX (x)) = t(πX (x)).
It is easy to check that for every u ∈ OX and r ∈ G , λt(βr(u)) = βr(λt(u)). Let ( jOX , jG) be the universal covariant pair
for (OX ,G, β). Deﬁne πt : OX → M(OX β G) and ut : G → M(OX β G) by πt(u) = jOX (λt(u)) and ut(r) = jG(r) (u ∈ OX ,
r ∈ G). It is not hard to verify that (πt ,ut) is a covariant pair for (OX ,G, β) and we have a ∗-homomorphism t :OX β G →
OX β G such that
t
(
jOX (u)
) = jOX (λt(u)) and t( jG( f )) = jG( f ) (u ∈OX , f ∈ Cc(G)). (5)
Since ts = ts (t, s ∈ T) and e = id, we see that t is also a ∗-isomorphism and  : T → Aut(OX β G) is a group
homomorphism. From equalities (5) and the continuity of t ,μ and T , the two equations in (4) hold. Since μ is injective
(since G is amenable), [11, Theorem 6.4] tells us that ι is a ∗-isomorphism. 
2.2. Two applications
Our ﬁrst application is that one can use Theorem 2.10 to give another proof of [13, Corollary 2.5] that does not involve
groupoid C∗-algebras. Let E = (E0, E1, s, r) be a (discrete) directed graph and A = C0(E0). There exists a C∗-correspondence
(X(E), A, φE) such that the graph C∗-algebra C∗(E) of E is ∗-isomorphic to OX(E) (see [10, Proposition 3.10]). For any
discrete countable abelian group G and any function c : E1 → G , let βc be the action of Ĝ on C∗(E) and let E(c) be the
skew product as in [13].
Corollary 2.11. (See [13, Corollary 2.5].) Let G be a discrete countable abelian group and c : E1 → G be a function. If E(c) and βc are
as deﬁned above, then C∗(E(c)) ∼= C∗(E) βc Gˆ .
Proof. Let α be the trivial action of Ĝ on A and γ : X(E) × Ĝ → X(E) be deﬁned by
γχ ( f )(e) =
〈
χ, c(e)
〉
f (e)
(
f ∈ Cc
(
E1
)
, e ∈ E1, χ ∈ Ĝ).
It is easy to check that (γ ,α) is a continuous action of Ĝ on (X(E), A). Note that A α Ĝ ∼= A ⊗ C0(G) = C0(E0 × G) =
C0(E(c)0), X(E) γ Ĝ ∼= X(E) ⊗ C0(G) = X(E(c)) and the map ψ given by Remark 1.1(b) for φ = φE coincides with φE(c)
under the above identiﬁcation. Finally, since
βcg
(
πA(δv)
) = πA(αg(δv )) and βcg(πX (δe)) = 〈g, c(e)〉(πX (δe)) = πX (γg(δe))
(v ∈ E0, e ∈ E1, g ∈ G), we see that βc coincides with the action on OX(E) induced by α through Lemma 2.6(b). Now, the
result follows from Theorem 2.10. 
Our second application is that one can use our main theorem to obtain directly [1, Proposition 4.5]. More precisely, if X
is a Hilbert C∗-bimodule over A (see e.g. [5]), then it is automatically a C∗-correspondence. By [10, Lemma 2.4], we know
that J X = 〈X, X〉L (hence, Proposition 2.7 is almost trivial in this case). Moreover, φ induces an isomorphism from 〈X, X〉L
to K(X) and we have A  X = OX (where A  X is as deﬁned in [2]). Note also that in this case, a “covariant action” in
the sense of [1] is a continuous action on (X, A, φ) and the resulting strongly continuous action on A  X coincides with
the action as deﬁned in Lemma 2.6(b). Therefore, the following is a direct application of Theorem 2.10 (and our argument
is completely different from that in [1]).
Corollary 2.12. (See [1, Proposition 4.5].) Let (α,γ ) be a covariant action of an amenable locally compact group G on a Hilbert
A-bimodule X. If β is the strongly continuous action of G on A  X induced by (α,γ ), then (A  X) β G ∼= (A α G)  (X γ G).
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