An algorithm for solving 2-stage linear programs. especially useful for 11 program arising from a nested multi·level approach to multi-period planning [3] is presented. The proposed algorithm is of a two·level scheme and similar to Beale's method [4], but the procedure is more systematic and simpler. Computational experience is reported for a series of small test problems. The results show that our algorithm is more efficient than a Beale-Iike method. and moreover that the number of times for adjusting given initial values of linking variables is unexpectedly small for the test problems, which may also imply an aspect of usefulness of the algorithm for large real problems, especially when a good initial value can be obtained for the linking variable. The algorithm can be also extended to a weakly coupled three or more-stage case.
We present a two-level algorithm useful for solving a 2-stage linear program, especially in the nested multi-level approach. In the nested multi-level approach, we need to deal with two qualitatively distinct submodels, which are connected to each other by linking variables. For that purpose, our algorithm is designed so as to have the following functions:
(1) Two submodels can be separately optimized in a sense of two-level planning [10] [13] . This implies that each submodel can be respectively dealt with at its pertinent organizational unit through a so-called in-house computer network, and, computationally, within a high-speed memory of given size, it can solve larger problems using auxiliary memory than can conventional methods.
(2) The interactive method [7] can be easily dealt with in the algorithm to structure the preference attitude of a decision-maker for each pair of subobjective values of two submodels in the optimizing process.
It is not our real intention that, only from an aspect of computational efficiency, we compare our algorithm with a direct simplex approach in which an expensive computer with large core memory is needed. We would like to consider both the aspect of physical limitations in our own computing system and that of organizational and procedural convenience for using the approach concerned. Algorithms for solving linear programs with the staircase structure have been developed by several authors, for example, [4], [8] , [11] and so on. show that our algorithm mostly works better than his method. Concerning a comparison with a direct simplex method, a remarkable result from our computational experience was that the number of times of solving the coupling problem, which is required to adjust a given initial value of the linking variable toward the optimum, was considerably less than our estimation for our small test problems.
A Two-Level Algorithm for Two-Stage LP
This fact implies an aspect of usefulness (If our two-level approach, because, in real problems, mostly we can understand the problem itself well enough to estimate the tendency of the value of the linking variable to attain the optimum and , therefore, may choose a good initial value for the variable,
The algorithm is of a feasible method for a given initial feasible solution and terminates in a finite number of steps. In terms of coordination it involves two aspects of the resource-adjusting and price-adjusting coordinations [6},[10} 1) In Beale's algorithm, after one basic variable in the submodel is exchanged, a series of steps follows it, defining one new parameter at an individual step, and that, at some steps among them an additional constraint needs to be added to m constraints for the definitions of the linking variables, ieeo, the number of constraints becomes fluctuant 0 Computational experience for his method has not been seen as yet.
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T. Aonuma in a two-level system. By making slight modifications, the algorithm also can be effectively applied to weakly coupled three or more-stage cases such that the total number of linking variables is, roughly speaking, less than or equal to the maximum number of constraints among the submodels.
The two-level algorithm will be presented in Section 2 and also the finiteness of the algorithm will be proved with several theorems. In Section 3 computational experience will be reported for a series of small test problems. In the final section an interactive approach to a preference optimization will be described briefly.
A Two-level Algorithm.
We attempt to solve the following two-stage problem [p] by a two-level approach 2 ) . Matrix (PTM hereafter) to be defined later" and TO = I (identity). We assume that P A is bounded and that two subproblems generated by A = 0 are also bounded for any feasible y(k)
After solving two subproblems Pl(y(k», Zl(y(k» max clxl s. Primal Coupling Problem.
The dual coupling problem to P (A) can be handled more easily since the variac bles jJ. Si(y*) corresponds to the simplex criterion of jJi in D (A*) and y* that of jJO. Z(y*) is an optimal solution to Pl(y*). The second -1 1 1 1 term also becomes zero because all components of Bl A x * S (y*) corresponding to pl belong to r l and should be zero from (3) in Lemma 2. This shows that
(ii) holds for al. Similarly, we can prove it for il 2
In order to improve a feasible solution in the canonical form (2.3) a direction-finding problem should be considered. The direction-finding problem in the primal-dual method is described in a dual form as follows [14) :
where K is any positive number. Let an optimal solution to (2.6) be (x~,A*). Proof: Because both simplex calculations are related only to the variables in r ..
~
The proposed algorithm is summarized as follows:
Algorithm.
Step O. Choose y(O) which makes Pi(y(O» feasible. Put TO
Step 1. Solve Pi(y(k» (i=1,2).
Step 2. Construct Dc A and solve it. We have A*, x , y* = T (D-l ) , 1. y(k) + Dk . Let a new PTM be T~
Step 3. If pi = _(e i + i kA . k
o for i=1,2, then the triplet (x *,x *,y*)
is an optimal solution to [Plo Stop.
Step 4. Sol·ve Step 5. Solve DC(A), Tk by (2.8) and let a new parameter A be y = y* + TkA.
according to (2.10). ence that the amount of computation for this procedure with some additional routines is much less than that for the algorithm above, although the procedure becomes more complex.
3) A multi-stage case can be dealt with likewise, if the total number of linking variables is within the limitation on the number of rows of the LP subroutine built in the system for solving the coupling problems.
Theorem 7. The proposed algorithm terminates in a finite number of steps under the non-degeneracy assumption.
Proof: It has been proved in Theorems 5 and 6 that the objective value of P A is always increased by the change of y(k). Moreover, the new basis matrix of P A for y(k+1) which is represented as a pair of the optimal basis matirces for (k+1) ( k + 1 ) . . , (k) P 1 (y ) and P 2 (y ) must be dl.fferent from the basl.s matrl.X chosen for y in the previous cycle because of Lemma 3. This implies a finite termination of the algorithm, because there are only a finite number of pairs of possible basis matrix for P A in a course of selecting y(k) in the algorithm.
Computational Experience. S )
Four types of models were used for our test problems, in which Models I and 11 were for simple refinery production planning and Models III and IV were A test version of the algorithm, named PAIROP, was written in FORTRAN using SEXOP (Subroutines for Experiemnta1 Optimization [12] ) for HITAC 8250
Computer with 64K core storage and slow-speed auxiliary storage. Since the original SEXOP, which was released by Professor R.E. Marsten for us, was too large for our computer above and could not be maintained in core, it was operated by overlay between core storage and auxi1i.ary memory, and the dimensions for the working data area were considerably reduc:ed. Table 2 . For the sake of simplicity, in all cases for Models III and IV the initial values of linking vari.ab1es were given as zero. The optimal solution and the corresponding basis varied much in every case. However, it should be noticed in Table 2 that the number of cycles is mostly one or two, which is unexpectedly small because, roughly speaking, it may be considered that solving the coupling problem once corresponds to the generation of each column for the subprob1ems in a column-generation mE!thod. This may show that the algorithm would work very efficiently even for larger real problems if a good initial value for the linking variable could be chosen. Though it was supposed that solving the second coupling problem would require more time because of thE! extra operations concerning B-transformation" the results in Table 2 show that Table 3 , in which our method is found to be 19% to 28% faster than the Beale-like method.
It was observed that in those cases the plural number of variables with a positive p. entered into the basis in the direction-finding problem, and, in other J cases, only one variable with a positive P. entered into the basis even though J several variables were exchanged in the direction-finding problem. This result seems to endorse the note (1) mentioned below the description of our algorithm in Section 2. Tables 4 and 5 show the estimated core storage requirements for the conventional simplex method and our algorithm respectively. It can be seen that our algorithm requires considerably less core storage than the conventional simplex method.
6) See the description concerning the Beale-like method mentioned in Section 1. Table 5 Core 4. An Interactive Approach to a Preference Optimization.
A Two-Level Algorithm [or Two-Stage LP
We shall consider a case in which a decision-maker wishes to optimize his own implicit preference funciton U(zl,z2), structuring his preference attitude for each pair (zl,z2). It is supposed that the preference function depends mainly on the decision-maker's feeling for L.ncertainty in the future. It is Geoffrion, Dyer and Feinberg [7] presented an interactive method to find a decision-maker's implicit utility function defined on multi-criteria. The method is equivalent to determining a weight a at each observed point (zl,z2) 1 2 such that z = z + az , where a may be the ideal marginal proportion of change for two subobjectives in this case. Our proposed algorithm has such a feature that we can adopt the interactive procedure easily. 1 2 We can separate the total objective Z into two subobjectives z and z in in the interactive method, and the process is repeated. It is known that the process converges to the optimum under some condition [7] , but we think that this approach is more siginificant in a case such that the optimization process must be stopped without attaining to an optimum. Especially, such cases may commonly arise in the actual planning in a large system. Unless such a case, it will be more practical to solve firstly an optimum for a predetermined value of a and then carry out a parametric analysis on a for the optimal solution. This solution-method corresponds to an extension of our algorithm to the case of the non-linear concave objective function U(zl,z2) which is increasing in each zi.
