Abstract. In this paper, two framelet based deconvolution algorithms are proposed. The basic idea of framelet based approach is to convert the deconvolution problem to the problem of inpainting in a frame domain by constructing a framelet system with one of the masks being the given (discrete) convolution kernel via the unitary extension principle of [26] , as introduced in [6, 7, 8, 9] . The first algorithm unifies our previous works in high resolution image reconstruction and infra-red chopped and nodded image restoration, and the second one is a combination of our previous frame-based deconvolution algorithm and the iterative thresholding algorithm given by [14, 16] . The strong convergence of the algorithms in infinite dimensional settings is given by employing proximal forward-backward splitting (PFBS) method. Consequently, it unifies iterative algorithms of infinite and finite dimensional setting and simplifies the proof of the convergence of the algorithms of [6] .
1. Introduction. The deconvolution is to solve v given by the following convolution equation:
where h, c and are all in 2 (Z), and * is the convolution operator. The sequence h is the blurring kernel, and c is the observed signal. The sequence is the error term satisfying
2(Z)
≤ ε. The basic idea of our framelet based approach is to convert the deconvolution problem to the problem of inpainting in a frame domain by constructing a framelet system with one of the masks being the given (discrete) convolution kernel h via the unitary extension principle of [26] .
This framelet based approach for deconvolution was originally proposed in [7, 8, 9] for highresolution image reconstruction, by using frames derived from bi-orthogonal wavelets or the unitary extension principle of [26] . It was then extended to video still enhancement [11] and to infrared image restoration [3] . Recently, this framelet based approach is further generalized to inpainting in the image domain by [4, 10] . The numerical simulation results in those papers show clearly that this framelet based approach is numerically efficient and easy to implement. The framelet deconvolution algorithm was first analyzed in [6] . This paper is to unify the framelet based approaches in the literature and to give a complete analysis of the unified approach.
There are several papers on solving inverse problems, in particular deconvolution problems, by using wavelet methods. The wavelet-vaguelette decomposition methods by [18, 21] , the deconvolution in mirror wavelet bases by [24, 25] , Galerkin-type methods to inverse problems using an appropriate basis by [1, 12] , and the orthonormal wavelet method by [14, 18] are examples of wavelet approaches. The connections and differences of the above approaches and the framelet approaches of [3, 7, 8, 9, 11] are detailed in [6] , and interested readers should consult [6] for the details. Finally, we also refer the reader to the recent work of [5] that gives a different approach on framelet based deconvolution by using linearized Bregman iteration.
In this paper, we propose and analyze two algorithms. The first one unifies the previous works in high resolution image reconstruction [7, 8, 9] and infra-red chopped and nodded image restoration [3] , and the second one is a combination of the frame-based deconvolution algorithm [6] and the iterative thresholding algorithm of [14, 16] . The strong convergence of the algorithms is given in infinite dimensional setting by employing proximal forward-backward splitting (PFBS) method [13] . Consequently, it unifies iterative algorithms of infinite and finite dimensional setting, simplifies the proof of the convergence of the algorithms, and improves the minimization results that the limits are satisfied, of [6] .
Since the focus of this paper is to give a theoretic analysis of algorithms, the numerical simulation is not the focus of this paper. The interested readers should refer to [3, 7, 8, 9, 11] for the numerical simulations for various applications.
The paper is organized as follows. In Section 2, we give a review of framelets. In Section 3, we give algorithms for the framelet deconvolution approach. In Sections 4.1 and 4.2, we analyze the strong convergence of the algorithms by the theory of proximal forward-backward splitting. The corresponding results in finite dimensional setting are illustrated in Section 5.
Framelets.
In this section, we review some of basics of framelet that are needed for the current paper. For those who are familiar with the notion of framelet may skip this section.
A
or equivalently
, where ·, · and · L2(R) are the inner product and the norm in L 2 (R) respectively. For given Ψ := {ψ 1 , . . . , ψ r } ⊂ L 2 (R), the affine system is defined by
When X(Ψ) forms a tight frame of L 2 (R), it is called a tight wavelet frame, and ψ , = 1, . . . , r, are called the tight framelets.
The quasi-affine system from level J is defined as
It is clear that X q J (Ψ) is a 2 −J -shift invariant system, and it is obtained by over sampling the affine system starting from level J − 1 and downward to a 2 −J -shift invariant system. It was shown in [26, Theorem 5.5] 
To construct a set of tight framelets, one can start from a refinable function φ ∈ L 2 (R) satisfying a refinement equation
where h 0 ∈ 2 (Z) is called the refinement mask. Under mild assumptions on h 0 , hence on φ, a multiresolution analysis (MRA) {V j } j∈Z can be formed (see [17, 23] for details). Let h 1 , . . . , h r be framelet masks that are in 2 (Z), and define
The unitary extension principle (UEP) in [26] says that X(Ψ) generated by Ψ :
where δ 0,p is 1 when p = 0, and 0 otherwise. Define the infinite dimensional Toeplitz matrix
then the first condition in UEP (2.3) in this matrix form is equivalent to
The UEP condition (2.3) can be written in the Fourier domain as 5) where
It is well known that the refinement mask always satisfies h 0 (0) = 1, i.e., h 0 is a low pass filter. The first condition of (2.5) says that all the framelet masks satisfy h (0) = 0, = 1, . . . , r. In other words, for the tight framelet system, the framelet masks are high pass filters.
In the following, we introduce the framelet decomposition in the quasi-affine system X q 0 (Ψ), i.e., the normal framelet decomposition introduced in [15] without down sampling step. For simplicity, we define ψ 0 := φ. For a given function f ∈ L 2 (R), we start from { f, ψ q 0,0,k }, the coefficient of f with respect to φ at level 0. Then, it was shown in [6] by applying (2.2), one has the decomposition algorithm (without downsampling)
Therefore,
is a framelet decomposition operator from level 0 to level −1. Let A * 0→−1 be the adjoint of A 0→−1 . It is the framelet reconstruction operator from level −1 to level 0. By the UEP (2.4), we have A * 0→−1 A 0→−1 = I . It implies that the decomposition and reconstruction is perfect, see [6] for details.
For the multilevel framelet decomposition in the quasi-affine system X q 0 (Ψ), we define the filter h ,j for the filter h in level j < 0 by 
Then A is a linear operator from 2 (Z) to H , where
It was proven in [6] that A * A = I , i.e., the decomposition and reconstruction is perfect. For an arbitrary given sequence v, there are infinitely manyṽ such that v = A * ṽ , since the tight frame system is a redundant system. The sequence Av is one of them that has the minimal 2 norm among all frame coefficient sequenceṽ satisfying v = A * ṽ . The sequence Av is called the canonical frame coefficients of v.
Now we can define the thresholding operator T p from H to H , which has been extensively used for denoising in the wavelet literature. For any given real numbers λ and p, 1 ≤ p < 2, let the thresholding operator be
is the soft-thresholding function [20] ; when 1 < p < 2, the thresholding function is defined by the inverse of the function F to w ,j,k with the thresholding parameters λ ,j,k is defined as:
From the definitions (2.10) and (2.11), it can be easily proved that
To transfer the deconvolution problem into an inpainting problem in the framelet domain H , the basic idea is to construct a set of framelets such that one of the masks (or filters) is the convolution kernel h. For a given filter (high pass or low pass) there are many ways to construct a system of tight framelets, so that one of the masks is the given convolution kernel by applying the unitary extension principle of [26] . Here we provide one of them derived from the corresponding construction of [19] .
Assume that h is finitely supported, and satisfies
When h is a low pass filter, i.e., h(0) = 1, we set h 0 = h. Then, it is well known that the associated refinement function φ exists in the sense of distribution, and the Fourier transform of φ is given
where √ ξ is obtained via the Fejér-Riesz lemma. Define
It was proven in [19] that h for = 0, 1, 2, 3 satisfies the UEP condition (2.3). Therefore, we have constructed a set of tight framelets by h , with h = h 0 , and φ via (2.2). Furthermore, if h 0 is symmetric, the filters h , = 1, 2, 3, are either symmetric or anti-symmetric; see [19, Construction 4.4] . For the case that h is a high pass filter, i.e., h(0) = 0, we assume that h(π) = 1. Then, define
, and define h , = 1, 2, 3, by (2.12). Hence, this set of filters satisfies UEP. By direct calculation, we see that h 1 = − h. Therefore, we have constructed a set of framelets such that one of the filters is h. Again, if h 0 is symmetric, the filters h , = 1, 2, 3, are either symmetric or anti-symmetric.
Problem Formulation and Algorithms.
The framelet deconvolution approach works in the quasi-affine tight frame system X q J (Ψ). As we mentioned in [6] , without loss of generality, we may assume that the data set is given on Z (i.e., J = 0). In fact, when the data set is given on 2 −J Z, we consider the function f (2 −J ·) instead of f . The approximation power of a function f in the space V J is the same as that of the function f (2 −J ·) in space V 0 . Therefore, we only consider the framelet deconvolution approach in the quasi-affine tight frame system X q 0 (Ψ). Suppose that for the given convolution kernel h, we have constructed via UEP a set of tight framelets Ψ = {ψ 1 , . . . , ψ r } with refinement function φ such that h ∈ {h 0 , h 1 , . . . , h r }. Then the model (1.1) can be rewritten as
where s is the index such that h s = h. Here we have generalized the convolution model in [6] , where the convolution kernel is assumed to be a low pass filter, i.e., s = 0. Our generalization is motivated by the recent work of [3] , where a tight framelet approach for deconvolution with convolution kernel being a high pass filter was proposed for applications arising from infrared imaging in astronomy. To simplify our notations, we use · := · 2(Z) or · := · H .
Modeling and Algorithms.
As it was done in [6] , we start with the simplest case that the data set contains no error, i.e., c = h s * v, and
Indeed, by the decomposition algorithm (2.6), we have
In this case, the deconvolution problem h s * v = c becomes exactly the inpainting problem in the framelet domain. Let Θ := {( , j, k) = 1, . . . , r; j ∈ Z, j < 0; k ∈ Z} be the set of indices of H . To mark the given data part in the framelet domain, we consider the cases s = 0 and s = 0 respectively.
• Let s = 0, i.e., h s is a high pass filter. By (3.2), c is just the tight framelet coefficients Av on the set of indices
• For the case that h s is a low pass filter, i.e., s = 0, c is the coarse level coefficients on level −1. If one further decomposes it from level −1 to get the framelet coefficients A −1→−∞ c, by applying the definition of A, we have that A −1→−∞ c is the coefficients Av on the set of indices
Let P Γs be the projection operator from H to H defined as
Then from (3.1) and the definition of k s , we obtain
We solve (3.1) in the framelet domain, i.e., in the space H . Note that for this special case k s is the known part of the coefficient Av on Γ s . We recover v from c by approximating the missing part of the framelet coefficients. This formulation transfers deconvolution to inpainting in the framelet domain. The iteration is motivated by the identity
The key of the algorithm is approximating the missing framlet coefficients by those of previous iteration, which leads to the following algorithm
This is essentially a Landweber iteration for (3.1)
which is equivalent to
The iteration (3.8) is Algorithm 2.1 in [6] . When s = 0, it was proven in [6] that {v n } converges to v that satisfies h 0 * v = c. The proof can be straightforwardly extended to the case when s = 0, so we will omit the details here.
However, the observed data c = h * v (i.e., we still assume there is no noise in the data) may not be in the form of { f, ψ q s,−1,k }. To solve the deconvolution problem in the framelet domain H , we should find a sequenceṽ ∈ H such that it coincides with the known data c, i.e., k s on Γ s . Then, let the solution be v := A * ṽ . To make v a meaningful approximation solution of the deconvolution equation (3.1), we need h s * v−c 2 = P Γs Av−k s 2 to be small. Since P Γsṽ = k s , this implies that P Γs (Av −ṽ) 2 should be small. This leads to that (I − AA * )ṽ 2 should be small. Furthermore, we needṽ to be sparse to keep the edge of v sharp. Altogether, we needṽ to minimize the functional
with the constraint P Γsṽ = k s . The term (I − AA * )ṽ 2 also penalizes the distance betweenṽ and the range of A, i.e., the distance to the canonical frame coefficients of v. Since the canonical coefficients of a framelet system links to the regularity of the underlying function (see, e.g., [2, 22] ), and since some weighted norm of canonical framelet coefficients can be equivalent to some norm of underlying function, the cost functional of (3.9) penalizes the regularity of the underlying function. Altogether, the cost functional of (3.9) balances the fidelity, regularity and sparsity of the solution which are desired.
Finally, we consider the case that the given data set is bounded to have errors, i.e., = 0 in (1.1). For this case, we clean the data first by using the same framelet system, i.e., we apply a noise removing scheme to k s . Then we solve the same minimization problem with the constraint on the clean data set. That is to findṽ that satisfies
10)
Here the thresholding parameters λ ,j,k for ( , j, k) ∈ Γ s are set according to the noise level of given data. In particular, λ ,j,k = 0 for ( , j, k) ∈ Γ s , when there is no noise which coincides with the discussions of the case c = h * v. Hence, the minimization problem of (3.10) unifies the all cases discussed above and the key is to find the minimizer of (3.10) .
As we will show in this paper, the minimizer of (3.10) can be obtained by the following simple algorithm Algorithm 1.
Choose an initial approximation
It is noted that this algorithm is obtained by modifying (3.7) via applying the thresholding operator T p to (3.7) before it is synthesized.
3.2. Algorithms in [6] and [16] . The idea of [6] for deconvolution is to apply the thresholding operator T p to each iteration of (3.8). There are several different schemes suggested, the main one is essentially
This can be written as
Then, iterations (3.12) and (3.13) can be rewritten intõ
Furthermore, the pair of limit (v,ṽ) satisfies v = A * ṽ . The convergence of this algorithm for the finite dimensional case (see Section 5 for the detailed description of the finite dimensional case) was proven by [6] .
The convergence of the general case was proven in [6] by introducing an accelerate factor β that modifies the iteration (3.12) to 15) and the final solution is s β = v β /β with v β = lim n→∞ v n . The convergence of (3.15) was established for 0 < β < 1 by [6] . Furthermore, it was proven in [6] that the limit satisfies some minimization properties in the following sense. Let (v,ṽ) satisfies v = A * ṽ , and v be the limit of (3.15). Define
Then, for an arbitrary pair (η,η) satisfyingη = Aη ∈ p , the following inequality holds:
where δ can be arbitrary close to 0 when β is arbitrary close to 1. Furthermore, it was shown in [6] that the above minimization property holds with β = 1 and δ = 0 for the limit of (3.12) in the finite dimensional case. Next, we make a short review of the approach in [16] , which discusses a more general inverse problem. When it is restricted to the deconvolution problem, the corresponding iterative algorithm is to improve the framelet coefficientsṽ bỹ
The iteration is performed entirely in the frame domain. At each step, it correctsṽ n by AH *
On the other hand, the iteration (3.12) is performed in the image domain and it corrects v n by H * s (c − H s v n ) at each step. These two algorithms are "mirror symmetric" performed in the two different domains.
The frame system A in (3.17) can be chosen to be independent of the convolution kernel H s . Hence, this approach does not model the deconvolution by an inpainting problem in a transform domain. As it is proven in [16] , the sequenceṽ n converges. Letṽ be its limit, then the solution v is defined to be A * ṽ . The limit is a minimizer of the following cost functional
The framelet deconvolution algorithm given below, in some sense, is a combination and unification of the above two mentioned algorithms of (3.14) and (3.17).
Algorithm 2.
When µ = 0 and δ = 1, it is (3.17), and when µ = 1 and δ = 1, it is identical to (3.14). We will show the convergence of Algorithm 2 in infinite dimensional setting, and the limit is a solution of
Here the first term penalizes the fidelity, and the last term penalizes the sparsity ofṽ, especially, when p is close to 1. The second term µ (I − AA * )ṽ 2 penalizes the distance betweenṽ and the range of A, i.e., the distance to the canonical frame coefficients of v. The larger µ makes the frame coefficients of v closer to the range of A, i.e. the frame coefficients of v is closer to the canonical frame coefficients. Since the canonical coefficients of a framelet system link to the regularity of the underlying function (see, e.g., [2, 22] ), and since some weighted norm of the canonical framelet coefficients can be equivalent to some norm of the underlying function, the second term together with the third term penalize the regularity of the underlying function. Here, we also notice that, sincẽ v does not interpolate the data, unlike the same term in (3.10), the term (I − AA * )ṽ 2 does not penalize the fidelity. However, the first term does. Altogether, we conclude that the cost functional of (3.20) balances the fidelity, regularity and sparsity of the solution which is exactly what we want.
In infinite dimensional setting, we are able to prove the convergence of (3.15) with β = 1 as a special case. This improves the results in [6] . Moreover, since, for an arbitrary pair (η,η) satisfying η = Aη ∈ p , (I − AA * )η 2 = 0, it is clear that (3.20) implies (3.16). Hence, we give here a more compact minimization form than those in [6] even for the finite dimensional case.
Comparing ( to balance the distance ofṽ to the range of A. Hence, Algorithm 2 balances the regularity and sparsity requirements of the solution, while iteration (3.17), which can be viewed as a special case of Algorithm 2, pursues the full sparsity of the redundance. Finally, we point out that our analysis can be extended to the other algorithm given in [6] . For example, Algorithm 2.3 in [6] can be written as 21) and the final solution is s β = v β /β with v β = lim n→∞ v n . This algorithm applies a different denoising scheme from that of (3.15) . The convergence of this iteration is proven for 0 < β < 1 and the corresponding minimization property is discussed in [6] . The analysis here can be extended to prove the convergence of (3.21) with β = 1, and the minimization property can also be discussed similarly. In particular, when β = 1, the sequencẽ
in the r + 1-tuple converges to a minimizer of the following cost functional miñ We omit the detailed discussion here, since the extension is routine.
Analysis of Algorithms.
In this section, we give a convergence analysis of Algorithms 1 and 2. In particular, we prove that Algorithm 1 converges to a minimizer of (3.10), and Algorithm 2 converges to a minimizer of (3.20) . The main tool used in our analysis is the convergence theory for the proximal forward-backward splitting (PFBS) iteration proposed in [13] . The aim of the proximal forward-backward splitting is to solve the minimization problem
where X is a Hilbert space, and F 1 : X → (−∞, ∞] and F 2 : X → (−∞, ∞) are two proper lower semi-continuous convex functionals such that F 2 is differentiable on X . Moreover, the gradient of
The proposed (simplified) iteration is
where prox γF1 is the proximity operator defined by
The following convergence theorem is a special case of Theorem 3.4 of [13] for the sequence generated by (4.3). 
4.1. Convergence Analysis for Algorithm 1. In this subsection, we study the convergence of Algorithm 1. Let C := {ṽ|ṽ ∈ H ; P Γsṽ = T p k s } be a subset in H . It is obviously a closed nonempty convex set. The indicator function of C is defined by
We will prove that Algorithm 1 converges to a minimizer of
by splitting the cost functional as
Define a new sequence in the space H as
Then we have
and the iteration (3.11) can be rewritten as converges, which will be done in the following. We first transform the iteration (3.11) into a proximal forward-backward splitting iteration for (4.5) by the splitting (4.6). Then, by applying Theorem 4.1, we obtain the weak convergence for the sequence {ṽ n } ∞ n=1 . Finally, we prove the strong convergence by a lemma in [14] . , we see that if we can prove that
then we have done. We verify (4.10) by considering the definition of the proximity operator in the following
Note that
where
being defined in (2.10). By the definition (2.10), we have
Note that k s ∈ H and u ∈ H imply x ∈ H . This, together with (4.12) and (4.13), leads to x = prox 1 2 F1 (u). On the other hand, by the definition of T p in (2.11), we have
Therefore, we have proved (4.10). By applying Theorem 4.1, we conclude that the sequence {ṽ n } ∞ n=1 weakly converges to a minimizer of (4.5) if it not empty. Next lemma says that the minimizer of (4.5) 
It is obvious that both functionals F 1 and F 2 are proper, semi-continuous and convex functionals, and F 2 is differentiable. By (4.9), for any vectors f , g ∈ H , we have
Since I − AA * = 1, ∇F 2 is Lipschitz continuous with Lipshitz constant 1/α = 2. Therefore, α = 1 2 . We conclude from Theorem 4.1 that the lemma follows if there exists a minimizer for (4.5) .
The existence of the minimizers for (4.5) follows from the coercivity of F 1 hence F 1 + F 2 . Since p norm is always greater than 2 norm for p ∈ [1, 2) and λ = inf ( ,j,k) λ ,j,k > 0, we have
Therefore, as ṽ → ∞, F 1 (ṽ) → ∞. It means that F 1 is coercive. Next, we show that the convergence is in the strong topology, i.e., in the norm. For this, we need the following lemma, which follows immediately from Lemma 3.18 in [14] .
Lemma 4.5. Let a ∈ H be a given vector and {u n } ∞ n=1 be a sequence in H . Assume that u n 0 ( denoted for the weak convergence), and 
Sinceṽ is a minimizer of (3.10),
Note that by Proposition 3.2 in [6] T p is non-expansive. We get 
Convergence Analysis for the Algorithm 2.
In this subsection, we prove that the iteration (3.19) in Algorithm 2 converges to a minimizer of
Again, we first transform the iteration (3.12) into a proximal forward-backward splitting iteration for the cost functional (4.16). Then by applying Theorem 4.1, we obtain the weak convergence for the sequence {ṽ n } ∞ n=1 . Finally, we prove the strong convergence by applying Lemma 4.5. For this, we split the cost functional of (4.16) into 
This follows directly by a straightforward computation. With this, we conclude that the sequence {ṽ n } ∞ n=1 weakly converges to a minimizer of (4.16) by applying Theorem 4.1 as stated in the next lemma:
Lemma 4.8. Letṽ n be a sequence defined by (3.19) . Assume that 0 < δ < 2 max{1,µ} . Then, there exists a pointṽ which is a minimizer of (4.16) such that
Finally, by a similar proof of Theorem 4.6, which we omit, we get the strong convergence of the sequence {ṽ n } ∞ n=1 . Theorem 4.9. Assume that 0 < δ < 2 max{1,µ} . Then iteration (3.19) in Algorithm 2 converges in norm. Further, the limitṽ is a minimizer of (4.16).
5. Algorithms for Finite Dimensional Data. In applications, data sets are always given as finite dimensional vectors. In this section, we modify Algorithms 1 and 2 to suit this need. The key issue is to impose a proper boundary condition to convert the finite dimensional convolution h f with kernel h to a matrix-vector multiplication Hf . There are several ways to generate convolution matrices from given convolution kernels. For example, when periodic boundary conditions are used as discussed in [6] , the matrix H becomes a circulant matrix
Another example of boundary condition is the half-point symmetric extension condition. In this case, the matrix H is a Toeplitz-plus-Hankel matrix, and is given by
provided that the length of h is smaller than 2N 0 . Other possible boundary extensions include, for example, the whole-point symmetric extension discussed in [8] .
Let the matrix H be the finite convolution matrix with kernel h , and H ,j be the finite convolution matrix with kernel h ,j defined in (2.7). We do not specify any boundary condition here. We only assume that proper boundary conditions are incorporated such that the convolution matrices satisfy
One can easily verify (5.2) for given boundary conditions with proper filter conditions, e.g., filters should be either symmetric or anti-symmetric for symmetric boundary conditions (see, e.g., [8] ).
With the convolution matrices, we can define the tight framelet decomposition operator in R N0 . The decomposition operator (without down sampling) from level j + 1 to level j is defined by • For the case that h s is a low pass filter, i.e., s = 0, the set of indices of known coefficients A J v is 
Let the matrix P Γs be the diagonal matrix with diagonal entries 1 if the indices belong to Γ s , and 0 otherwise. Then (3.11) in Algorithm 1 becomes where C = {ṽ|ṽ ∈ R (1+r|J|)N0 ; P Γsṽ = T p k s }. Analogously, (3.19) We remark that when s = 0, i.e the convolution kernel is a low pass filter, the convergence of iterations (5.12) with µ = 1 and δ = 1 for periodic boundary condition was proved in [6] with a rate. Moreover, the limit pair (v,ṽ) satisfies a minimization condition in the following sense: for any pair (η,η) withη = A J η, The convergence rate depends on the smallest eigenvalue of the matrix H 0 . It is clear that the solution of the minimization problem (5.13) implies (5.14), since (I − A J A * J )η = 0. Hence, our approach here not only generalize the results in [6] to more general setting (e.g., deconvolution with high pass filter kernel), and unifies the analysis of finite dimensional case and more general case discussed in Section 3, but also improves the results of this special case, which is the case of deconvolution with low pass filter kernel in [6] .
