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PROBLEMES MIXTES PAS NECESSAIREMENT 1ΛBIEN
POSES POUR LES EQUATIONS STRICTEMENT
HYPERBOLIQUES
MITSURU IKAWA
(Reςu le 24 avril, 1974)
1. Introduction. Soit Ω un domaine de Rn dont la frontiere S est
compacte et C°°. Etant donnόs A(x, t: D
x
, Dt) un opέrateur strictement hyper-
bolique d'ordre m et Bj(x, t: D
x
, Dt),j=l, 2, •••, μ9 des opόrateurs au bord
d'ordre m5 <w— 1 & coefficients appartenant & .S(Ω X (0, oo)) et & ${S X (0, oo))1)
respectivement, oύ on dέsigne et — par D
x
 et Dt.
i dx i dt
Considόrons le problέme mixte
/ A(x, t: D
x9 Dt)u(x, t) = /(*, t) dans ΩX (0, T)
I Bj(x, t: D
χy Dt)u{x, t) = gj(x, t) sur SX (0, T)
(Diu)(x, 0) = hj{x) j = 0,1, 2, , « - 1 .
On suppose que S n'est pas caractέristique de A et des Bj, c'est-a-dire,
f A0(x, t:n{x), 0)Φ0 sur Sx[0, oo)
( l t 2 ) ί ^ ( x , «:«(*), O)ΦO sur Sx[0, oo)
oύ w(#) dόsigne la normale extόrieure unitaire de S έ x^S et A
o
 et 5 y o signiίient
les parties principales de 4^ et de JSy. Et plus on pose la condition
(1.3) iff; Φ my si
Dans cet article nous allons considόrer une classe des {A, B
s
} vόrifiant
(1.2) et (1.3), pour lesquels le probldme mixte (1.1) est bien posό au sens de <?,
qui a les propriέtόs suivantes:
(i) C'est des conditions sur les parties principales de {A, Bj} qui deter-
mίnent si {A, Bj} apparttent a la classe. A savoir, la classe est stable pour la
1) IB est Γensemble des functions indefiniment diffέrentiables dont toutes les derivees sont
bornees.
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perturbation des termes d'ordre inferίeur.
(ii) Les proprietes gέomέtήques de Ω ne prennent pas part ά la classe.
D'abord nous donnons la dόfinition des problemes bien posέs au sens de £.
DEFINITION. On dit que le problέme (1.1) est bien posό au sens de 6
lorsque pour toutes les donnόes (hjy gJ} f) telles que hj e 6(Ώ)y j — 0,1,2, , m — 1,
gj&6(Sx[0, oo)),y=l, 2, ---, /A, e t / e £ ( Π x [ 0 , oo)), qui vόrifient la condition
de compatibilitό d'ordre infini, il existe une et une seule solution u(xy t)^£
(Ω X [0, oo)) satisfaisant & (1.1), oύ 8{E) dόsigne Γespace de Frέchet des functions
indέfiniment diίFόrentiables dόfinies dans un domaine E> dont la topologie est
donnέe par les semi-normes
ou / est un entier positif et K un sousensemble compact de E.
Nous expliquons la condition de compatibility. Etant donnό A sous la
forme
A(x, t: D
χy Dt) = DT+ f*Pj(x, t:
oύ pj(x,t:D
x
) est un opόrateur difFόrentiel en x d 'ordre/. Pour {
dέfinissons par recurrence h
m+ι(x), / = 0 , 1, ••• par la forme
h
m+ι(x) = - Σ Σ ( I )(D!PJ){X9 0: Dx)hm+ι_j_k(x)+(DιJ)(x9 0).
Posons
On dit que des donnόes {hjy gjy /} satisfont a la condition de compati-
bility d'ordre k lorsque
DlBjufa t) 11=0 = (Dιtgj)(x, 0) sur S,
j= 1,2, •••, μ
pour /=0, 1,2, ••.,*.
Considέrons Γόquation algάbrique par rapport & K
(1.4) A0(x,t:n(x)K+ω,τ) = 0
oύ x<=S, ω(ΞT*={ω;ω<=Rny Σln^ω—O} et τ=ζ—iηf η>0. D'apres
ί = l
Γhyperbolicite stricte de A on voit que A0(xy t: n{x)κ-\-ωy τ)Φθ pour tout κ^Ry
Γ* et Im τ < 0 . Done le nombre des racines & partie imaginaire positive de
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(1.4) est indέpendant de (x> t: ω, T). Dέsignons ce nombre par μ.2)
Soient κf(x, t: ω, τ ) ,y=l , 2, •••, μ, des racines a partie imaginaire positive
de (1.4). Posons
(1.5) A+(x, ΐ: K, ω, T) = Π (*—**(*, *: ω, T))
et
(1.6) *(*, t: », T) = [ i -
v y v }
 L2πi2πiJc A+(x,t:κ,ω9τ)
oύ C est un contour dans le plan complexe qui entoure toutes les #/. La
matrice ci-dessus s'appelle la matrice de Lopatinski, et on appelle
(1.7) R(x, t: ω, T) = det &(x, t: ω, T)
le determinant de Lopatίnskί. Notons que R(x, t: ω, r) est homogέne d'ordre
^o = Σ
 mj—^^— e n (ω> τ)> c > e s t ^-dire,
R(x, t: λω, λr) = XmoR(χ, t: ω, r) F λ > 0 .
Supposons que, au point (x0, t0: ω0, f0—/0), ^(Λ:, t0: ω0, f0), _p=l, 2, •••, P\
sont des racines simples de (1.4). Posons
oύ la constante δ > 0 est choisie de telle faςon que {κ; \κ—KjΊ <δ} ne contienne
pas d'autres racines de (1.4). Remarquons que <Rj est bien dάfinie dans un
voisinage de (x
oy tQ: ω0, ^0). Posons
(1.9) 3i//(*, t: ω, T) = &(χ, t: ω, T ) - ^ 7 ( Λ I , t: ω, T) .
Nous allons traiter la classe des {A> Bj} dont la matrice de Lopatinski
satisfait aux conditions suivantes:
CONDITION I.
R(x, t: ω, τ ) φ θ pour tout (x9 O ) ) G T * ( S ) *e[0, oo), I m τ < 0 .
R(x, t: 0, l )Φ0 pour tout (x, ί ) G 5 x [ 0 , oo).
CONDITION II. Pour tout (#0, t0: ω0, ξ0) fixό, on a dans un voisinage de
(Λ?0, ί0: ω0, f0)
2) Ce nombre μ est egal a celui des opέrateurs au bord que Γon doit poser.
3) Naturellement / depend de (x0) to: ω0, ζo).
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rank 5l//(tf, t: ω, r) = μ—/
rank Sί(xy t: ω, ζ) = rank iR/(#, *: ω, f )+rank Slπ{xy t:ω> ξ).
CONDITION I I I . Soit R(xQy t0: ω0, ξQ)=0. Alors on trouve des voisinages
ΊJ de (x0, *0: ω0) et Ί7 0 de f0 tels que pour tout (xy t: ω)^^] il existe une et une
seule racine τ=ξ(χy t: ω) de R(x, ΐ: ω, τ)=0 dans HJQ et sa multiplicity reste
constante dans ΊJ.
Th6or£me. Sous les conditions I, II et III, le probleme mixte (1.1) est
bien pose au sens de 6.
Nous voulons souligner ici que la classe des {A> Bj} introduite tout a Γheure
contient des problemes qui ne sont pas nόcessairement bien posάs au sens de
L2. L'un des exemples plus typiques L2-mal posόs vάrifiant les conditions ci-
dessus est le probleme mixte pour Γόquation des ondes avec la condition au
limit donnόe par une dόrivee oblique ([3] et [4]).
II faut considέrer a quel point les conditions sont nάcessaires pour que (1.1)
soit bien posό au sens de 6. A propos de cette question nous allons donner
les considerations dόtaillόes dans Γarticle ultόrieur, mais nous notons ici quelques
remarques:
(a) Sur la CONDITION III. Le cas des coefficients constants et du demi-
espace. S'il existe (ω0, ξ0) tel que
μ—rank iR(ω0, ^0)<Γordre du zόro de i?(ω0, T) a τ=ξ0,
{Ay Bj) ne reste plus 8 bien posό par les perturbations des termes d'ordre
infέrieur.
(b) Sur la CONDITION II. L'exemple 2 de [5], qui n'est pas bien posό au
sens de <?, est un des problemes vέrifiant la condition I mais pas la condition
II. D'autre part, le probleme mixte pour Γόquation des ondes avec la con-
dition de dόrivάe oblique dans le demi-espace est toujours bien posό au sens de
8 (voir Tsuji [9]).
II s'agit que, lorsque la condition II n'a pas lieu, les propriόtόs gέomέtriques
interviennent dans la determination des problemes mixtes bien posέs au sens de
8.
L'auteur dόsire exprimer les remerciements cordiaux a M. le Professeur H.
Kumano-go pour les conseils.
2. Reduction aux problemes dans le demi-espace
Soit a(x, t) une fonction dέfinie dans un voisinage de Γorigine. On dόfinit
une fonction ay(x, t) pour γ > 0 par
a\xy t) = a(Xy(xy ή)
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oύ Xy(x, t)=(x, t) %(I (x, t) I /γ) et %(/) est une fonction i valeurs rέelles telle que
) / > 2 .
Lorsque γ est assez petit, ay(xy t) est dόfinie pour tout (xy t)^Rn+1 et on a
(2.1) a\xy t) = a(xy t) si | (*, t)| < γ
(2.2) sup
Λ+i |αγ(#, 01 < / α P \a(χ> 01
(2.3) ^ s u p ^ J D J . , ^ , O K C j 1 " 1 * 1
 (sup |Z)gfία(Λ?, ί)l
Soit A=Σ a
aj(x, t)D%D5t un opάrateur strictement hyperbolique dont les
coefficients sont dόfinis dans un voisinage de Γorigine. Dέfinissons un opέrateur




) = Σ a^x, ί)Ώ«
x
Ώ[,
alors il est un opόrateur diffάrentiel strictement hyperbolique dόfini dans Rn+1.
Pour les opόrateurs au bord Bj(x, t: D
χy Dt) avec les coefficients donnέs dans
un voisinage de Γorigine dόfinissons B]{xy t: Dχy Dt) par la meme maniere.
Dάsignons des maintenant (hj} ^ . , / ) G 2 {k\ A, Bjy E, t0) lorsque
() ( ( t
o y oo))χHk(Ex(tQy oo))
satisfont & la condition de compatibility d'ordre k pour le domaine E k t=t0.
Supposons que le thόoreme suivant soit dόmontrέ.
Thάorέme 2.1. Etant donnes des operateurs A et Bj dont les coefficients
sont deftnis dans un voisinage de Γorigine. Supposons que AetB satisfassent, dans
un voisinage de Γorigine, aux conditions I, II et III donnees dans le paragraphe 1
enprenant Ω=Rn+= {(xly x'); ^ > 0 , xfeR"-1}.
Alors il existe γ > 0 tel que le probleme mixte dans le demi-espace
(2.5)
AXx, t) = fix, t) dans Rl X (0, T)
B)(x, t) I
 Xl=0 = gj(x',t) j=l,2,-,μ
(D{u)(x,0) = hj(x) y=0,l, .,«-l
admet une et une seule solution u(x, t)^Hm+p~\RX X (0, T)) pour toutes les donnees
(hj> ί / « / ) e Σ ( / ; Ar, Br}, ϋ t , 0). Encore plus le problέme (2.5) a une vitesse
finie propagatrice.
Alors du thέorέme ci-dessus on dέduit le thέorέme de Γexistence des solu-
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tions dans des espaces de Sobolev, pour domaine gέnόral, sous Γhypothese que
la vitesse propagatrice reste bornόe lorsque les coefficients de {A, Bj} par-
courent dans un ensemble bornέ en vέrifϊant les conditions I, II et III.
Thέorέme 2.2. Pour T>0 fixe, il exίste un entier N(T)^ tel quHl existe
une solution u(xy t)^Htn+p~2(βX(0y T)) du probleme (1.1) pour les donnέes
(hj>gj> f)^Ίl(P+N(T); AyBjy Ω, 0) et (1.1) represente un phέnomene pro-
pagateur avec la vitesse finie.
Etant donnό x
o
^S. Supposons que la normale extέrieure unitaire de S
a x0 soit (—1, 0) et que S s'exprime dans un voisinage de x0 par une equation
x
x
 = <p(x29 ...9χn)






χy Dt)y Bj(xy t: Dxy Dt)} se transforme en {Ά(%, t: D%y Dt),
Bj(x, t: D%, Dt)}, qui vάrifie les conditions I, II et III dans un voisinage ^V de
Γorigine. Si les donnέes {hjy gjy f) satisfont a la condition de compatibilitό,
(hj, gJy f) les images de (hJy gj,f) par Φ la vόrifient aussi dans ^ Π {t—Q}.
Grace au thόoreme 2.1 on trouve γ > 0 et un voisinage de Γorigine ^ ^
tels qu'il existe une solution ύ(xy t) du probleme
Aru = f dans Φ'ΠRlX (0, <χ>)
βμ = g
s
 dans Φ Π Rn-γ X (0, oo)
(Dίa)(X, 0) = hj dans Φ Π R\ X {*=0} .
Alors u(x> t) Γimage de u(xy t) par Φ~\ qui est dόfinie dans un voisinage
<V de (x0) 0), satisfait a
Au=f dans Φίl(ΩX(0, oo))
• Bju = gj dans ty Π (S X (0, oo))
, D{u\t=Q = hj dans Φ ί Ί ( Ω x { / = 0 ) ,
oύ CV dόpend de φ et de 7.
Done on a
Proposition 2.3. Pour tout (x0, to)^Sx [0, T] on trouve un voisinage ^ c ^ , ί(p
4) L'exemple 1 de [5] nous montre que, en general, Γentier N(T) dέpend vraiment de A
de B, de Ω et de T.
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de (x
oy t0) dans Rn+1 tel que pour toutes les donnees (hJ} £y,/)
il existe une fonctίon uiXQtt^{x, ί)ef l '*( c l^ ( j C θ t ί o ) ΠΩX(t 0 , oo)) vέrifiant
(2.6)
AuiXQt toix, t) = f(x9 t) dans q ^ o #<p n ( Ω x (*0, oo))
fiyttccOi,0,(*, t) = £y(*> ί) ώ»u c ^ o # o ) n(Sx(ί 0 , oo))
DχX0ttoixy t0) = hj{x) dans OJ^^ f)(Ωx {t = Q).
D'autre part, le fait que la vitesse propagatrice du probleme pour {Άr> B1}}
reste bornόe lorsque (x0) t0) parcourt dans 5x[0, T] se ramene d la vitesse
finie du probleme (1.1). Cela signiίie qu'il sufrlt de construire locallement des
solutions du probleme (1.1), c'est-a-dire,
Proposition 2.4. Supposons que pour tout (x0, to)^Sx[0, T] on trouve un
voίsinage ^c*,,./0> de (x0, t0) dans Rn+1 tel que pour (hJ} ; ; . , / ) G Σ (k: A, Bjy ίl, t0)
il existe une fonction uCxo>t^(x, t)^Hm+k-2(cViXθtto)Γ\ (Ωχ(ί0, T))) satisfaisant
(2.6). Alors il existe δ
o
>O tel que Γ on trouve une fonction u(x, t)^Hm+k~2{Ωx
(t0ytQ+80)) verifiant (1.1) pour t&(t0, to+δo). Et plus δ0 ne depend pas de
*o€Ξ[O, T].
Dόmonstration. Dόsignons par v
max
 la vitesse propagatrice du probleme
pour {Ay Bj} dans Ω X (0, T) et par A(xoy t0) un cone defini par
Λ(Λ?0, t0) = {(x, t); \xo—x\ <vmax(t0—t)} .
On peut trouver δ
o













) ) c Φ ( % f f l )
pour certain x
o
Definissons u(x, t) dans Ωx(/0, £0+δ0) par
(2.8) u(xy t) = uCXQtt0,(xy t) dans A(xoy /0+δ0)Π(Ωx(ί0, ίo+δo))
et dans Ωχ(ί 0, to+8o)- U A(x, to+So) par
(2.9) u(xy t) = la solution du probleme de Cauchy pour Ay dont les donnees
initiales sont hJyj=Oy 1, 2, •••, m— 1.
En tenant compte de la definition de la vitesse propagatrice on voit facile-
ment que u(xy t) tst bien definie, qu'elle verifie (1.1) dans Ωx(ί0, tQ+80) et
appartient A Hm+k-2(Ω, X (t
oy to+SQ)). c.q.f.d.
En combinant les propositions 2.3 et 2.4 on montre le thάoreme 2.2. Etant
donne {hj, gjyf)^.^(k'y Ay Bjy Cίyϋ). L'existence locale de la solution est
assuree par la proposition 2.3, done la proposition 2.4 nous montre qu'il existe
une solution φ , ί)Gffm +*~2(Ωχ(0, S
o
)). Alors d'apres (D{u)(xy δo)<EΞ
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e t (φJUiχX9 δ0), gj,/)GΣ (k-2; A, BJ9 Ω, δ0). ^application
les propositions en prenant Ωx {ί=δ0} comme le plan initial donne Γexistence
d'une fonction u2(x, ί)E//m +*- 4(Ωx(δ 0, 2δ0)) vόrifiant (1.1) dans Ωx(δ 0, 2δ0).
On continue cette procedure successivement et on a
uj(x, t)ςΞHm+"-V(Ω.x(0-1)δ0, jS0)).
Dόfinissons u(x, t) par
u(x, t) = Ufa f) pour *€=((/-1) So, jS0)
et on a u(x, t)eHm+k-2(LT/W(nx(0, T)). II est evident qu'elle est la solution
dέsirέe de (1.1). Done le theoreme 2.2 est dόmontrέ.
Problemes dans le demi-espace (la demonstration du theorέme 2.1)
Nous allons dόmontrer le thόorέme 2.1 dans les paragraphes suivants. A
propos de Γuniformitό de la vitesse propagatrice nous ne ferons pas de con-
sidόration ou de dόscription spάciale, mais on la voit aisement d'aprέs la pro-
cάdure de la demonstration du thόorέme 2.1.
Dans la suite, on dόsigne le demi-espace par
3. Notations et des operateurs pseudo-diffέrentiels avec un para-
mέtre
Pour k une constante rόelle posons
(3.1) Hk = {u(y, t) u^S\Rny-1 XRt) telle que
\\u\\k^ ([[(l+\ω\2+ζ2)k\ύ(ω, ξ)\2dωdξγ'2< + oo}v
oύ ύ(ω. ξ) est la transformάe de Fourier de u(y, t). Pour / un entier non nόgatif
et k un nombre rάel posons
(3.2) H' "={u{x,y,t);\\\u{x,y,t)\\\hk
= ( Σ [~\\Dίu(x, y, ί)ll!+*-^Λ;)1/2< + 00}
y=o Jo
Etant donnό η un nombre rόel. Dέfinissons les espaces iJ* et Ή\Λ par
5) S est l'ensemble de toutes les functions dέfinies dans R" 1XRt a dέcroissance rapide a
Γinfini. S' dέsigne le dual de S.
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HI'* = {u(x, y, t); e~* u{y, x, ί)εfl"*} .
Soit 3?(y, t:ω,τ) une fonction de CO0(Ri'1xRtxR^'1xCJ) & valeurs kxk
matrices, oύ
C_= {ξ-iη;v>0} .
On dit que ${y, t:ω,τ) appartient & Sm lorsqu'il a lieu
(3.3) \Q*,,M,&(y> t: ω,
pour tout (y, t: ω,
Pour ί P e S " 1 on dέfinit un opόrateur pseudo-diffέrentiel ${yy t: Dy, Dt—iv)
par
fffof, t: Dy, Dt-iv)u(y, t) = JJe'c^+T»ff(y, ί: ω, f-^)w(ω,
pour (
Nous notons quelques propriάtέs fondamentaux des opόrateurs pseudo-
diffόrentiels sans donner des demonstrations.
Lemme 3.1. (i) Soient ί ? G S w et Q<ΞSm\ Alors
, t: Όy> Dt-iv)Q(y, t: Ώy} Dt-iv)
= Σ \{K,r®){D*y,tQ){y, t: Dy> Dt-iv)+&N(yf t: Dy, Dt~iη)
(ii) Pour ^ e S m , il existe &*^Sm tel qu'il a lieu
{&{y, t: Dyy Dt-ίη)u{y, *), v{y, t))
= (u(y, t), S£\y, t: Dyi Dt-iv)v(y, t)) V
Et plus on a Vexpansion suivante:
>, t: ω, T) = Σ -\d*y.tD«ωt*&{y> t: ω, τ)+3ίN(y9 t: ω, T)
ί: ω, T) rfm^ /α matrice adjointe de $(y, t: ω, T)
(iii) £/ ^ G i S 0 , i/ Λ^ W ^ MW^  constante Ck>0 telle que
(iv) Si ^ G 5 " 1 , i/ existe une constante Ck>0 telle que
\\S>(y
s
 t: Dyy Dt-iv)u(y, O H ^ C ^ I M L
(v) Soit 9>{y, t: ω, T) e S1. Supposons que
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Alors il existe une const ante C > 0 telle que
Re ($>(yy t: Dyy Dt-iη)u, u)>c(v)\\u\\2-C\\u\\2.
Disons que un ensemble Γ de IζJ.ί est conique lorsque (ω, f)GΓ entraine
(λω, λ f ) e Γ pour tout λ > l . Pour deux ensembles coniques Γ, , i = l , 2,







Lemme 3.2. Soient Γ\ ^ί Γ2 ώ ί ensembles coniques tels que Γj
Supposons que 3?(y, t: ω, r) ^ί β t (y, ί: ω, r), / = 1 , 2, appartiennent a S°° et que
Qi(y, t: ω, T) = β,(y, ί: ω, r) F(ω, τ)eΓ2-ι(0, oo) .
Alors pour t, s^R quelconques il existe Cts tel que
pour toute u(y, t) satisfaisant a
suppώ(ω,
Quant au calcul des opέrateurs pseudo-diίfόrentiels, lorsque Γon considέre des
functions ayant le support de la transformόe de Fourier contenu dans un en-
semble conique Tly si seulement les symboles des opόrateurs sont dόfinis dans
un voisinage conique Γ2 de ΓΊ nous allons traiter les opόrateurs comme ils ont
des symbole dόfinis dans tout espace sans dόcrire des prolongations des symoles.
En effet, grace au lemme au-dessus la difference des prolongations des symboles
au dehors de Γ2 peut etre considόrόe comme un opέrateur appartenant a S~°°.
4. Propri6t6s fondamentaux de 31 (d'aprέs Kreiss [6])
Nous allons traiter le probleme
ί Au{xy yy t) = f(x, y> t) dans R\ X R+
(4.1) BjU{xy yy t) I x=0 = gj{y} t) j = 1, 2, -., /*
( {Dlu){x, y, 0) = hj(x, y) j = 0, 1, 2, •-., m-\
par des systemes equivaux.
Soit
A = αlx, yy t)D™+αi(x, yy t: Dyy Dt)D™~1+ -+αm(xy yy t: Dyy Dt).
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Alors {a£x,y, t: ω, T)}XSR+ est un ensemble bornέ de £'".
Denotons (1 + | ω 12+ | T | J'2 par λ et λφ.,,, Z>,—ί^ ) par Λ.
Posons
«,(*, J, 0 =
et
V.-^y.t), ί=l,2,
i φ , y, t)
/«,
U(x,y,t) = u2{x, y, t)
, ujx, y, t),
Alors si Γon prend










A{x, y, t: D
x
, Dy, Dt—vη)u(x, y, t)—f(x, y, t) se reduit £t Γequation
(4.3) d
x





Supposons que B s'ecrive
m^ + l
Bj{y, t: K, ω, T) = 2 M ^ / : ω> τ ) / c *~ 1
Si Γon dέfinit une μXm matrice
Ά{y, t: ω, T) = [bjk{y, t: ω, τ)λ—i + *- 1 ] y ^ f 2 f . . . p μ
en posant bJk=0 pour Λ>m y+2, alors J G I S 0 et
By(y, ί: Zλ,, Z)^ Dt-iη)u(x, yy t) \Λ=o = ί y ( y , ί) j = 1, 2, .-, μ
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sont άquivaux k
(4.4) {<3(y, t: D,, Dt-iv)+<BLJ U(0, y, t) = G(y, t)
oύ ^ _
ι






Dέsignons par JttQ la partie principale de <_5K, c'est-^-dire,
imx, y,t:ω,τ) = l --e5K(^ y, t: hω, hr) ,
et posons
(Λ?, y, ί: ω, T) = ^ ( Λ ; , y, ty ω, r )—JK 0 (^ ^ ί :
On rέsume quelques rέsultats qui sont entrainέs immediatement des con-
siderations de Kreiss [6].
En posant ζ=(ω> ξ)&Rn nous dάsignons souvent
<3Ho(%> y , t : ω , ξ—iv) c o m m e 3ί
o
{x, y , t : ζ 9 v ) ,
et des maintenant on dόsigne -=— et -^- par ζ' et. η'.
Lemme 4.1. Pour tout ζ
o
+Ofixέ, il existe une matrice 30 non singuliere
telle que
',0,0:?., 0)3,- =(4.5)








 i 0 0 0
0
 Kj ί. 0.. I
o o ...''"••.',>•..'•'•• ό
. . . " . ! . . ' ' • . * • • . *
0 0 '•''Q''κj
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(ii)
Designons Γordre de la matrice M} par s(j).
Lemme 4.2. // existe une matrice 30(x, y,t:ζ, y) dέfinie dans un voisinage
de (0, 0, 0, ζ0, 0) qui est indέfiniment diffέrentiable en (x, y, t) et analytique en
(ζ, V), telle que
(4.6) x, y,t:ζ, v)3l
o
{x, y,t:ζ, v)2;\x, y,t:ζ, v)






et au point (0, 0, 0: ζ0, 0) M} sont indentiques a celles du lemme prέcedent.
Supposons que
pour .7=1, 2, - , I, s(j)=l, Re ^ (0, 0, 0: ζ0, 0)=0
et Re
 Kj(0, 0, 0: ζm v)<0 si v>0,
pour W . + l , k+2, »., l2 </)=l, Re«y(0, 0, 0: ξ0, 0)<0
pourj=/2+l, /2+2, .... /, s(j)=h Re «,.((), 0, 0: ζ0, 0)=0,
etReκy(0(0>0:ξΌ)7?)>0 si η>0,
poury=/,+ l, 4+2, .... h ί(;)=l, Re ^ (0, 0, 0: ζ0, 0)>0,
poury=/4+l, lt+2, .... /, ί(;)>2, Re *,((), 0, 0: ?β, 0)=0,
poury=/,+ l, h+2, .... /, *(/)>2, Re*y(0, 0, 0: ?0, 0)<0,
poury=/,+ l, l
β
+2, .... /7 </)>2, Re «/0, 0, 0: ?„ 0)>0.
Soit Pj{x,y, t:ξ,η) la projection sur Γespace propre de Mp c'est-a-dire,
P(xyt:ξv)
En considέrant M^O, 0, 0: \ζ\ζB, \ζ\v') comme unefonction de |ζ\ et de
η', on peut la develloper comme suit:
β
, \ζW)
= I ζ\ (Λfy(0, 0, 0: fβ,
oύ





> * = SU) i
et on a
L e m m e 4.3. Pour j=\y 2, •••, /„ / 2 + l , •••, /3, /4 + l , •••, /5, tows fes elements
de Nj(ζ0) sont reels et il existe une constante c > 0 telle que
\n
sl\>c
Et plus les valeurs propres * y v (0, 0, 0: \ξ\ζo,η), v=l,2,—, s(j), de M y (0, 0, 0:
I £Ί ?o> v) sont ά la forme suivante
= I ζI «/0, 0, 0: r0, 0)+1 ? I c s-1 ) / s(m
done pour η>0 Mj a
ί sβ 5=0(2)
(4-7) p{j) = (*-l)/2 si *=1(2) et «
s l>0
( (*+l)/2 *=1(2) et «
s l<0
valeurs propres K ά partίe reέlle negative.
Proposition 4.4. Pour j=lt+l, lt+2, •• ,/5, on peut trouver une matrice
symetrique Rj(x, y,t:ζ, v)^S" de la forme
(4.8) RJx, y, t: ζ',
 V') = {Dj+Ej)-iη'Fj ,
f 0 0 0 - 0 d
u










 dis d3s — ds.ls dss .
0 -U 0
/» o -/23... o
o / 2 3 . o •-.'.•;••••....
o "•••••...."••••••'.'••; -f-»
'"•fs-U "'• 0
oώ les έlέment de Dj et de Fj sont des constantes rέelles et tous les elements de
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de E=[e
ιk]ιk=02t...tSCp sont C°° et Us ont Vestimation
(4.11) \etllx,y9Uζ',iί)\<C\ζ'-ζA ,
et Rj vέriβe
(4.12) Re Rj(x, yy t: ζ, v)Mj(x, y, t:, ζ, v)>vl
pour (?, η) tel queθ<ηl\ζ\<η
o
.
REMARQUE. II est tres profitable de decrire brievement la procedure de
la construction de Rj. Pourvu que n
sldls^2 on peut choisir Dj arbtrairement
sous la forme (4.9). Et puis on n'a qu'a choi s i r/ y y + 1 =έί y 2 , J=l> 2, •••, s— 1,
pour uneconstanterf>Osuffisamment large. Ej est dάterminάe, de telle faςon
que (4.11) ait lieu, par Mj et Dj en rόsolvant une equation linάaire.
5. Estimations au bord des solutions
L e m m e 5.1. Soient /8 y (τ),y=l, 2, •-, A, des colonne vecteurs de longueur
h. Pour y = l , 2, •••,/, βj(τ) sont analytiques en τ et pour j=l-\-\y / + 2 , •••, h,
βj{T) ont Vexpansion de Puiseux.
Si rank [ySy(τ0)]y==12 ..., , = / - 0 , Γordre du zero de g{r)=άtt ([βj(π)]J=1>2t ...,Λ)
au point τ 0 est au moins θ et lorsqu'il a lieu
(5.1) /9y(τβ) = t Σ ι α , Λ W J = 1, 2, - , 5 ,
on a une expansion
(5-2)
 g(r) = (τ-r,
oΰ q est une constante positive.
Dέmonstration. Sans gέner la gέnέralitέ il suffit de montrer (5.2) sous
















Nous introduisons des notation pour dόsigner des matrices. Supposons
que pour chaque (/, j)y h^ soit un colonne vecteur de longueur k. On dέsigne
par
P
une kx Σ / ( ^ ) matrice dόfinie par
Soit Aj un colonne vecteur de longueur k avec un indice /. On denote pour
un sousensemble des indices I={ily •••, ip) par i7=[A, ] ί e / une matrice
Nous allons maintenant considόrer la matrice et le dόterminant de
Lopatinski. Dέsignons par Bjk{y, t: ω, τ) un colonne vecteur de longueur μ
dάfini par
Vi-^iy, t:κj, ω, T)
, t: Kj ω, T)
ou t:κ,ω, T).
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Alors par la definition de la matrice de Lopatinski on a
(5.3) <R(0, 0: ξ
ΰ
, 0) = [By4(0, 0: ξ0, 0)] y_ i f..... , f.,4 + 1,....,,
* - 1 . 2 , —.PC/)




(0, 0: £„, 0) - [0, 0-0, By4(0, 0: £„, 0)]y_/t+1.....,,.
i f e i 2 pcy)
D'apres la condition II, si Λ(jy, £: ζ, 0)=0, on a nέcessairement
rank <Rj(y, t: ζ> 0)< l2— 1. Cela signifie que les points 0>, ί, ?) tels que
R(yy t: ζ", 0)=0 coincident avec ceux oύ le determinant de Gramme des vecteurs
B
n
, •-•, Bl21 devient null. Grace £ la condition III on a une et une seule racine
ζ{y> t: ω) de R{y, t: ζ, 0)=0 dans un voisinage de f0, qui est aussi le zόro du
dόterminant de Gramme de {B
n
, •••, Bl2l}. D'autre part, le zάro du deter-
minant de Gramme est C°° en (y, t) et analytique en ζ. Done on a vu que
ξ{y, t: ω) est C°° en (y, t) et analytique en ω. Et plus Γordre du zόro de
R(y, t:ω,τ) & τ=ζ (y, t: ω) est θ pour tout (y} t, ω ) ^ ^ un voisinage de
(0, 0, ω0). Done on en dόduit en tenant compte de la condition II
(5.6) rank &j(y, t: ω, ξ(y, t: ω)) = 12-Θ V(y, t, » ) £ Ϊ .
Supposons que B
θ+n(0, 0: ω0, ^0), •••, B/2l(0, 0: ω0, ^0) soient linάairement
indόpendants. Alors nous pouvons supposer que
(5.7) BB+n(y, t: ω, ζ(y, t: ω)), —, Bί2l(y, t: ω, ξ(y, t, ω)) sont aussi linόaire-
ment indόpendants pour tout (y, t, ω) e HJ
En combinant (5.6) et (5.7) on a
(5.8) Bjx{y} t: ω, ξ(yy t: ω)) =jtajk(y> t: ω)Bkl{y, t: ω, ξ(y, t: ω))
II est immέdiat de voir
dBkl
... _y
par Γapplication du lemme 5.1 en tenant compte de (5.8) et du fait que Γordre
du zέro de R(y} t: ω, T) est θ.
Posons
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(5.10) 20(x, y, t: ω, r)- 1 = [T,Jx, y, t: ζ, v)]i=u2,...,,,
1=1,2,'", SCO
alors TiJy qui est un colonne vecteur de longueur m, est indάfiniment diffόren-





{ κ,{x, y, t: ω, Ty*-1
(5.12) T,J0, 0, 0: ζ
m
 0) = θ.^1
1
K
K""1 )K=KΛP, o, o: r,,





i+= {fcΛ;*"e{i,2,-.,/f}, y= 1,2, -..,s(i)}-r.
Dόfinissons
(5 ^1>\ (tf (X V t' t v}'1)' — \T- (X V ΐ' t ttYL •
et
(30(x, yy t: ζy η)-γ = [Th (x, y,t\ζ} v)htj
Notons que (So"1)" estmXμ matrice, parce que Σ P(0~A^ On dάfinit une
/iX/i matrice ^ ( j , t: ω, T) par
(5.14) ^ ( y , ί: ω, T) = ^(y, ί: ω, τ)(30(0, y, ί: ω, T ) " 1 ) " .
Si Γon pose SL=[Rj]j=lt2t ...tμ, grace a (5.11) on a
(5.15) J?y(y, ί: ω, T) = J3yi(0, jy, *: ω, T) y = 1, 2, •••, /2
et d'apres (5.5), (5.11) et (5.12)
La relation (5.8) nous donne
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R{y, f.ω, T) = det m.(y, t: ω, T)
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qui est different du zέro. Done on a
Lemme 5.2. Pour (y, t} ω ) ^ ^ R(y, t:, ω, r) a un seul zero τ=ξ(yy t: ω)
dans ΊJ^y qui est d'order θ, et plus on a
(5.17) rank <k(y, t: ω, ξ{y, t: ώ)) = μ-θ
(5.18) rank (^—5i 7) = μ—l2.
Dόsignons par Rij(y, t: ω, T) le (i,j) cofacteur de la matrice SL(y, t: ω, T).
Lemme 5.3. Si j^l2, pour tout i
(5.19) R iy, t: ω, T) = (τ-f(y, ί: ω)γ'1QiJ{yy t: ω, T)







II est Evident que pour (i,j) quelconque
done Γapplication du lemme 5.1 montre que (5.19) a lieu pour n'en port quel
(5.21) rank 3l,7<μ—0—1 = (μ-ί)-θ
parce que Ton a rank 5l,7<rank 5fc/ίy+rank (51—5l7)ίy, d'apres (5.17) et (5.18)
rank(iR—iR7),7=μ—12— 1, et que cela nous donne (5.21). On en dέduit im-
mediat (5.20) en appliquant le lemme 5.1. c.q.f.d.
Dάfinissons une μXμ matrice Q0=[qij]^S° par




L e m m e 5.4. Dans un voίsίnage de (0, 0: ω0, ξQ) on a
(5.22) Σjϊί/y* = δik(τ-ζ(y, t: ω))\'ιr(y, t: ω, T) />owr ί</2
(5.23) Σ ί ί / i * = δ
ί A K : M
 ω > τ ) ίow^ ί
oύ Ά=[rtJ],j^,...,μ, Sik= JJ «{*** et r^S° vέrifiant \r(y, t: ω. τ)|
Dέmonstration. GrSce & la definition de i?,y on a
M : ω , τ )
= δf Λ(τ—f(y, ί: ω))βr/(^ ί: ω, T) ,
et par Γhypothese il a lieu r\y3 t: ω, τ)φθ dans ΊJXHJQ. La substitution de
(5.19) donne ρoury</2
y = i
cela implique (5.22) par la muliplication par X0'1 en prenant r=λVG*Sf°.
(5.23) est aussi montrέ par le meme raisonnement. c.q.f.d.
Supposns que
suppϊ?(0, ω, f)Cj(ω, ξ);
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et que le lemme 5.4 a lieu pour un voisinage conique Γ2 de IV
On va dέduire des estimations & priori de £7(0, y, i) de Γaquation
{£{y, t: Dy> Dt-iv)+£Lά t/(0, y, t) = G(yf ΐ).
Comme nous avons prόvenu dans le paragraphe 3 on peut achever le calcul
des opόrateurs pseudo-diffέrentiels sans prendre des valeurs des symboles &
Γextόrieur de Γ2 en consideration.
Soit W=(wiJ)i=lt...tl un colonne vecteur le longueur m. On dέsigne
par W~ un colonne vecteur de longueur μ deίini par




W(y, t) = 30(y, t: Dy, Dt-ni)U(0, y, t) ,
alors on a
oύ ^ e S " 1 . Par les definitions de (3όT et de W±
Rappelons que
£o(3?)-(0, y, t: ω, T) = Sl{y> t: ω, r ) .
Nous avons
(5.24) <k(y, t: Dy> Dt-iη)W = G-{£o(3?
En appliquant AQ(y, t: Dy, Dt—iη) & (5.24) et utilisant le rέsultat du
lemme 5.4 on a
7) Soient £B(yi t: ω, τ ) ε S m et Q(y, t: ω, ή e ^ ' , (5^»β)(y, t: Όy, Dt-iη) signifie Vopera-
teur pseudo-differentiel dέfini par le symbole ^{y, t: ω, τ) = 2>(yf t:ω. τ)Q(y, t:ωy r)G
Sm+m\
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Par (v) du lemme 3.1,
\\{Dt-iη-ξ{y,t:Dy))rwn\\k
>φroJ1\\u-C\\najl\\lt
D'autre part il est όvident
Done on a
<C{\\W-\\k+\\G\\lt+1+\\W+\\l!+1+\\U\\fl}.




| |*+ Σ Σ
l = / + l 1
Soient ψj(y, t: ω, τ ) , y = l , 2, •••, /2, des fonctions de 5° telles que
(5.26) λ Σ k o O * t : ω> τ)l <^l τ —6(y* t : ω)\ s u r SUPP ^ ( ^ t : ω> τ )
y = i
Lemme 5.6. // existe une constante Ck>0 telle que
Σ || , ί: Z?,, A -
Σ+i Σ l(5.27)
Dόmonstration. Grace a (5.26) on a
I Σ WjqjjTik\<c\ τ-ζ(y, t: ω)\ \ ψ y | ,
alors q'ijiy, t: ω, τ)=X(τ—ξ(y, t: ωJJ^ftyψiGS0. Done par (5.22) on a
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Cela nous donne
HΨ1, w i . 1 | | Λ + 1 < Σ \WiAy> t : Dy> Dt-iΎί)rjiwil\\k+1
On en deduit (5.27). c.q.f.d.
En combinant les lemmes 5.5 et 5.6 on a
Proposition 5.7. Supposons que supp £7(0, ω, ξ)a {(ω, ξ); \ζ'—ζ
o
\ <£ 0}.
Soient ψj{y, t: ω, T), j= 1, 2, •••, /2, desfonctions de S° vέrifiant (5.26). Ow deduit
de Γaquation (4.4)
(5.28) Σ II(Λ^,(^ ί: Z),, Dt-iv)+v)wJ1\\k-1+Έ+i Σ IKII*
6. Estimations a priori des solutions de (2.5)
Supposons que
supp U(x, ω, fJcΓ, = {(ω, f);










qui appartient ^ 5°, et l . l t e 5 " ' parce que
£Z0 Jίίo-Jf0 2 0 e 5
0
 et [A*,




L e m m e 6.1. Pour une matrice arbitraire 6(x, y, t: ω, τ ) e S 0 , on pent
trouver des matrices 3.
λ
{x, y, t: ω, T) dans S'1 et ύi
x
(x, y, t: ω, T) dans S° telles que




0 ( * , y y t: ωy T ) ι = [ί ί y(Λ?, ^ *: ω , r ) ] . y = 1 2 _
.
x
{x3 y , t: ω} T ) = ^ y ( Λ ? , y , ί : ω
y = 1 >
Si Γon pose i(k)= 2 s(j) il est facile de voir que Γapplication lineaire de Cn
dans Cm2 definie par
(6.3) 3 , = ^ ] — > ( ^ J H o -
a la propriete suivante:
σ — 0 si




Dόsignons p a r ^ un colonne vecteur fef y]f e[ίc*),ίc*+i)[ ^e longueur /
Alors Γapplication (6.4) s'exprime comme suit:
t21-tnMk, t31-t21Mk,
t22—t12Mk) tz2—t22Mk)(6.5)
II suffit de montrer que (6.5) est surjective de Cm#sc/ί) dans
ιL/yJy=/2, •••,!(*)-i,ίc*)+i, ,mj — °
Considόrons le dόterminant de la matrice
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t21—ΐnMk, tzl-t21Mkί
t22-t12Mky h2-t -> tι+12-tί2Mk
t2P-tlPMk, tzP-t2PMk> , tι+lP-tιpMk
tzq—tiqMk, tzq—tq2Mk> ,tι+iq—tιqMk
{t2m-tlmMk, tzm-t2mMki - , tι+lm-tlmMk
oύ l=m-s(h), p=i(k)-ί et q=i(k+l). Comme au point (0, 0, 0: £0, 0) 3ό*
s'ecrit a la forme (5.10) avec les propriete de (5.11) et de (5.12), tenant compte
que les Kj dόfinissant ti5 de (6.7) ne sont pas des valeurs propres de Mk on peut
montrer que le determinant de (6.7) est different du zero. Done Γapplication
(6.4) est surjective de Cm*κh) dans Γespace (6.6). Cela montre que le lemme
est dόmontre. c.q.f.d.
Soit 31{xyy, t:ω,τ) une solution de (6.2) en posant G^=—3iltk{x,y, t: ω, T).










Done (6.8) est montre.
Puisque JC0 et Jίx ont la forme de (4.6) on considere (6.8) en decomposant
a chaque MJy a savoir,
(6.9) j = (Mj(x, y, t: Dyy Dt-iV)+MJ0(x, ys t: Dy> Dt-iy))W',+FJy
oύ Wj(x,y, t) est un colonne vecteur de longueur s(j)y est celle du
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Iemme4.2, Λf
Designons ( ( U(y,t)V(y, ήdydt par <JJ, Vs)
et
U(x, y, t)V(x, y, ήdxdydt par ( ί / J ) .
Supposons que
(6.6) LJ supp W(x, ω,ξ)<z{ζ;\ζ'-ζ
β
\<8}.
Pourj= l4 -\-1, / 4+2, , /5, grSce & la proposition 4.4 il existe Rj(x,y, t:ω,τ)t
S° dέfinie dans {ζ: \ζ'-ζ
o
\ <δ} telle que
Re i?y(x, y, t: ω, τ)Mj(x, y, t: ω,
2Re (Rj(x, y, t: Dy, Dt-iη) W,, d,Wj)














(6.11) 2Re (R}(X, y, t: Dy, Dt-iV)W}, dxWs)
< - R e <Rj(0, y, t: Dy, Dt-iv)Wj(0, y, t), Wj(0, y, ί)>
D'autre part
(6.12) 2Re (Λ,(*, y, t: Dy, Dt-vi)WJt
(^ ,
+2Re
PROBLEMES MIXTES POUR LES 6QUATIONS HYPERBOLIQUES 95
en utilisant 2Re (Wj} Rjl i|2y l l l o . o y
On dέduit de (6.11) et de (6.12)
-Re<.RJf),y, ί:Z)
v
, Dt-iη)Wj(0, y, t), Wj(0,y, φ
done pour η suffissament large il a lieu
(6.13)
Notons que Γon peut trouver une matrice Dj de la forme (4.9) vόrifiant
dlsnsl^2y pour une constante quelconque d>0, telle qu'il a lieu
(6.14) tVDj
pour tout V={xu v2, ,
ou c est une constante independante de d.
Compte tenu que tous les έlements de E}-(x y, t:ω,τ) et de iη'Fj sont
tres petits on a
Re <i?y(0, y, t: Dy, Dt-iv)Wj(0, y, t), W/Q, y, ί)>
\\*>dθ,y,t)\\l
= -c)\wj\\ι+d\\wj\\i.
La substitution de cette estimation dans (6.13) nous donne
(6.15) vWlWjWllj-cWWjiO, y, f)||M-ίί||W7(0, y, t)\\l
Puis on considere (6.9) pour j=\, 2, •••, /j. Supposons Γexistence d'une
fonction ψj(x, y, t: ω, T) a valeurs non negatives telle que {ψj(x,y, t: ω, τ)}
x>0
est bornee dans S" et qu'elle satisfait a
d Im KJ dX ψ j 3 Im κ
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Rappelons que d'apres la dέfinition de l
x
 et le lemme 4.2 Kj s'exprime
comme suit:
(6.17) Kj(x, y, t: ω, T) = ηκjx(x, y, t: ω, r)+iκj2(x, y, t: ω, T)
oύ KμG.S''1 i= 1,2 et —κ} ,{x,y, t: ω, τ)>co>O dans un voisinage de
(0, 0, 0: ω0, ξ0).




y ( 0 , ^ ί)llϊ+2Re((Λψy+i7)wy, A(9,
D'autre part
(6.19) -2Re((>ίr*Λ+i7)(A ψ.y+7)«;y, (« y +» y )w y +Λ)
y, - [Aψ y , « y+β y]w y)
GrSce a (6.17)
((Λ ψ





En effet v[κJU Aψj]^ηS" et [«y, Λψ y ]eιS β et Γhypothese (6.16) nous donne
Done il a lieu Γestimation
(6.20) 2Re [(Aψj+V)wj, ( [« y +β y , Λψy
<Ci7|||(Aψy+i7)wy|||β>o|||wy|||β>β.
En tenant compte de (6.9), les estimations (6.18), (6.19) et (6.20) nous
donnent
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Done on a pour η suffisamment large, enutilisant |||(Λ^y+?7)wy]||Ofo>P7|||tt>ylllo,o»
(6.12) H
Pour 7 = 4 + 1 , •••, /2, en raison de — Re/Cj(x, y, t: ω, τ)>£oλ, on montre
sans difficultό pour toute fonction ψj^S0 & valeurs non negatives
(6.22) H
II est aussi facile de montrer que pour j= 4 + 1 , •••, 4
(6.23) | |» y | i ;+7| | |« y | | | ; . ,<C-i- | | |/ > | | | . .
Poury=4+1> ••'» 4> o n P e u t verifier sans peine qu'il a lieu
— Re RjMj(x, yyt:ωy
pour
pourvu que di9 i—1, 2, •••, s(j) soient des constantes & croissance vite. Done
on a immediat
Vjφ>y> 0, Wj(0,y, φ^c\\Wj\
et puis
(6.24) —^11^(0,^ Ollί+^lll^/lllίo^—HlA lllSo.
V
Par le meme raisonnement on verifie que ρ o u r y = 4 + l > 4 + 2 , •••, 4
(6.25) d\\Wj(0,y,
En combinant les estimations de (6.15), de (6.22), de (6.23), de (6.24) et de
(6.25) on a
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( ψ y ) y | | i ; . β + Σ ^
y=i y ' y=/ 2
+ 1
<-{ί:ιιi(Aψ.y+i7)/yιιι;.1+ 3 HύMiQ
Rappelons Γestimation (5.28) et nous avons
(6.27) - Σ WiAψj+^WjWl- έ
Σ IMIΪ+ ί] II^ΊID






si la constante d>0 est choisie suffisamment large. Done on a
Proposition 6.2. Pour ζ
o
unpoint quelconquede {ζ; ζ=(ω, ξ)^Rny I £1=1}
il existe un voisίnage Γ ( Q = {?'; £'<Ξ#*, \ζ'\=\, | Γ - ?
o
l < δ ^
o
} avec les pro-
priέtέs suivantes:
Soient ψj(x, y, t: ω, τ ) , y = l , 2, •••, /2, des fonctίons vέrifiant (5.26) et (6.16).
Pour toute fonction U(x, yy t) satίsfaisant a (4.3) et a (4.4) telle que
U supp U(x, ω, ξ)ci {ζ ζ' = ζ/1£|«
// a lieu Γestimation pour η suffisamment large
(6.28) Σ IKΛ^.+^P.C/II^+IK/- Σ Py)^ll»+1
{ ^ \ \ \ ( ^ , ) j \ \ \ l k \ ( ^77 y=i y=i
Demonstration. Parce que W=(30-\-31)AkU on a
W y = Λ^Pyϋy+ίordre k-ί)U pour j = 1, 2, —, /2
en consόquence
et
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Σ \\*>A>\\{i-hPj)u\\k+-c\\u\\k.





Done on dέduit (6.28) de (6.26) et de (6.27). c.q.f.d.
7. Estimations a priori des solutions de (2.5) (bis)
Dans ce paragraphe nous deduisons de la proposition 6.2 les estimations
priori des solutions de (2.5) pour 7 petit.
Posons
Σ { r £ i ? " et |f 1 =1}
et on dέcrit £'=(ω1, •••, ωΛ+1, ξ) de 2 par les coordonnάes polaires comme suit:
ξ = COS θ
x





 = sin θ
x
 sin ^ 2 sin 0M_2 sin ^ rt_!,
^TΓ, 0<^ t <27Γ, z'=2, 3, •• ,n—1. Dόsignons par J un multi-indice
UiJto-Jn-i) t e l q u e ^ e ί l , ^ - , ^ et^e{l,2,...,2iV} ft=2, 3, - , n-l.
Posons
B = (l,0,. ,0)U(iV,0,. ,0)
U({2,3,...,ΛΓ-l}x{l,2,. ,2iV-l}-2)
oύ N est un nombre pair, et dέfinissons Λ/ pour/eΞ un sousensemble de 2 par




si/i et// sont diffέrents de 1 et de N, et
Introduisons une partition de Γunitέ sur 2 . Posons
B1 = (l,0,0, ,0)U(ΛΓ,0, ,0)
U({2,4, »., 7V-2} x {2,4, - , ZiV-Z}""1).
j sont des fonctions indefiniment diffέrentiables avec les propriέtes
suivantes:
supp
 σ/(0C {^); β*e[^(i.-|), f (irf}
σ7(f) = 1 sur {?(*) ^ ^^ j , - ! ) , f (j»+j)]} "ΛΦl, N,
= 1 sur
supp σW A......β )(e)
σ W A . . ,o)(O = 1 sur
et
(7.1) ,§*/(£)'=! s u r Σ
On peut supposer que pour chaque/eHj il existe ?
o
e 2 tel que
si Γon prend Λ^  suffisamment large, oύ T(ζ) est celui de la proposition 6.2.
Soit / O E U ! ίixά. Pour / G H tel que \J—J
o
\ < 4 on definit Xj(J),j
1, 2, •••, /2
8)
, comme suit:
8) h dέpend de
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si Σl\qij(y,t:ω,τ)\^c\τ-ξφ,y,t:ω)\ V(y, t: ω, ξ)<ΞRnX U Δy
i=Ί U'-JΊ<2
%y(/) = 0 au cas d'ailleurs.
Et puis on dάfinit ψj0(ζ) pour ξ"e U Ay comme suit:
IJ'-JΌK4
(7.3) . ψvoGO = 0 sur {ζ; dis (?, {f, f ' e
χ
 ^ A
yfrjoiζ) = 1 cas d'ailleurs.
Posons
oύ p(?) est une function de C"(Rn) telle que
et que
et
Alors si Γon prend £0 assez petit, on a
(7.4) ψy i(?) = 0 sur U_ Λ7
(7.5) Ψjiiζ) = 1 si dis (£> U
Prenons comme ψj{x, y, t: ζ) la solution de Γόquation
qui vάrifie
(7.7) tyj(%, y> t: ζ) = Ψji(ζ) pour # ^ γ ,
oύ /Cy(^ y, t: ω, T) dόnote la racine simple & partie nόgative de
II est έvident d'exister une seule solution parce que
civ(7.8) ^ L 2 =
dy,
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Done il ne nous reste qu'& montrer que ψj(0,y, t: ω, T) verifie (5.26) si y est
petit. Considerons la courbe bicaracteristique de (7.6) (x, y(x), t(x), ζ(x))
x>0,







Alors on a \(ζ(x))ψj(x, y(x), t(x);
que yjrj est non-nέgative lorsque ψj
=constante pour Λ;>0. Cela signifie
O D'autre part,
dx
oύ la constante c ne depend pas de γ. Cela signifie que ^y(0, y, t: ζ)=0 si
ψ y i (f ' )=0 sur {£'; I ζ'—ζ\ tζcy}. En tenant compte de (7.3) et de la definition
de %y(7), ψj verifie (5.26) pourvu que γ soit petit.
II est evident que {ylrj(x, yyt:ω, τ)}x>0 est un ensemble borne de S° parce
que yJTj ne depend de x seulement pour 0 < ^ < 7 .
Alors pour chaque J0^E, Λ]rJJo(ζ), j=l>2, •--, l2y sont definies dans
U Δ 7, qui verifient (5.26) et (6.16).
Soit σ j
o
(ζ) une fonction de S° telle que
sur U
dans U Δ 7 .
IJ-JΌK3
Lemme 7.1. Pour toute U(y, t)^Hk on a




 y/β+7)Py/0^lli-1+ll*/β(/- Σ Λ /0)^ll*
/2CJ) /2CJ")
{ Σ I K J P t / l l i I K / Σ
2 y i
Demonstration. Si PJJo(x,y} t:ω,τ) est un des P A / , A = l , 2, •••, I2(j)y
pour tout \J—Jo\ < 2 , Γestimation
(7.10) Ik/oίAψ^
/2CJ)
a lieu parce que
Pour PJJQ tel qu'il n'appartient pas a PkJy k=k, 2, •••, /2(/) pour certain /,
ψjj
o
(x, y, t: ω, τ ) = l sur U Δ 7 par la dάfinition. Done Jtel que P y / appar-| J ' ~ J ' Q ! ^ 4
tient auxP^, ft=l, 2, —, /2(/), si Γon suppose PkJ=PkJy ψkJ=\ sur supp &Jo,
et pour / tel que P y / o n'appartient pas aux Pjj,j=l,"',h(J)>
/2GΌ
I k ^ ^ Λ ψ ^ / ^ E / I U - ^ 11^(7-ΣPy /)t7|U. En consequence ||*/t fPy/otf|L
est majorό par le second membre de (7.10). On voit facilement que les autres
termes du premier membre sont aussi majorόes par le second membre par le
meme raisonnement c q f d. c.q.f. .
Puisque
il a lieu pour une constante C>0
(7.12) IIKAψy^^Pyytcr/, 3QU\11,,»
< C {|I\^/(AψJ.J+v)Pj/U\I |βi»+ C|I\*
Prenons 7 petit de faςon que Γon puisse trouver ψjjix, y, t: ω, T) verifiant




 1 J&r/Z^tfU σ(Z))G+[^
 σ
]C7(0, y, t),






en tenant compte de la dόfintion de <τj(ζ)> la proposition 6.2 est applicable
(7.13) et on a pour tout/
/ 2 C ) 2
(7.14) Σ WiWjj+viPkjσjUWl-i+UV- Σ ί*y>/^l
= 1 i = 1
/2CJ)
< C\- {'I? 11 \(AψJJ+v)PJjσjF\ 11;^+111(/- 1JlPjj)σjF\ \ \ltk
2
Σ
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< C le premier membre de (7.16).
Cela rόsulte
Theoreme 7.2. Pour u(x, y, t) une solution quelconque du probleme (2.5),
si 7 est assez petit, il a lieu Γestimation
pour η suffisamment large.
8. L'existence et la regularity des solution de (2.5)
Pour un opέrateur differentiel Q(x, y, t: D
x
, Dy> Dt) on dέsigne par
Qz{x, y, t: Dx, Dy, Dt) un opέrateur pseudo-differentiel dέfini par le symbole
Qz(x, y, t: κ} ω, T) = Q(x, y, t: κy ω, τ-iSX(ω, T)) .
Considέrons le probleme suivant:





 y> t: Dx> Dy> Dt-iv)u(x, y>
j = 1,2, •••, μ.
Lemme 8.1. On pent trouυer £ 0>0 et ηQ>0 tels que, si 0 < £ < £ 0




oύ Ck est indέpendant de S.
Demonstration. Supposons que U(x, yy t) satisfait ^ Γhypothese de la pro-
position 6.2. On obtient Γestimation
(8.3) Σ \\\(v+SA)(AψJ+v+SA)PjU\\\lk_1
+ Σ UiAΫj+v+εAPjUWi-t+Uii- Σ P,)U\\l
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oύ Ck est indέpendant de £, parce que Ton peut effectuer le raisonnement de la
proposition 6.2 en remplacant η par η-\-SX(ω> T) sans aucune modification. Et
la consideration du paragraphe 7 est aussi applicable pour le probleme (8.1).
Done on voit que (8.1) a lieu. c.q.d.f.
Lemme 8.2. On trouve Sj>0 et V > 0 tels que, pour {f, g3)
Π Hm-mi+k-\ il exίste une et une seule solution u(x,yy t) de (8.1) dans Hm~uk si
£0'>8>0etv>y0'.
Demonstration. D'apres la definition de A1 et Γhyperbolicite stricte de
Ay on voit immediat
(8.4) \A\{x>y> t:κ,ω, ξ-iV
pour (κy ω, ξ)<=Rn+1 .
Et plus le dόterminant de Lopatinski Ry(y, t: ω, τ;£) de (8.1), e'est-a-dire,
9 t: ω} T: 6) = d6t ί ^ l ^ ' ^ - ^ 1}
 L2πiJ Aΐ+(0, y,t:κ, ω, T)
oύ Ry est le determinant de Lopatinski de {Ay, B)}.
La condition III nous assure que
(8.5) \K*(y,t:ω,τ:6)\>c>0
pour tout (y, t)^Rn et
(ω, τ ) e {(ω, r) α>2+ I T 12 = 1, Im τ < 0 } .
4^^  et β][
ε
 ne sont plus des operateurs difϊerentiels, mais par rapport & x ils
sont encore des opέrateurs diίfέrentiels. Done on peut dire que le probleme au
limit (8.1) est elliptique et appliquer la mόthode bien connue de Γexistence des
solutions des problemes au limit du type elliptique. En eίfet, si Γon construit
des systemes adjoints de {A> Bj} et de {A], By.
ξ
} en suivant la mέthode de
Sakamoto [7], on a {A\\ B}[2} = {(Ao% (B'j0)Ί} oύ {A\[, B%) et {A\ B'}
dέnotent des systemes adjoints de {Ay, By2} et de {A, Bj} respectivement. En
utilisant lemme 5.2 de [8]
I le determinant de Lopatinski de {A\\ B)'z} | > ^ > 0
pour tout (y, t) et
( ω , τ ) G { (
ω
, τ ) ; | ω | 2 + | τ | 2 = l , I m τ < 0 } .
Done on voit que la mέthode pour les problemes du type elliptique est ap-
plicable, en consequence notre lemme est demontre. c.q.f.d.
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L e m m e 8.3. Supposons que y est petit et ζ suffisamment large. Pour






/o AΛ ί A^x' y t : D*> °y> Dt-iv)u(x, y, t) =f{x, y, t)
I B)(yy t: Dχy Dyy Dt-iy)u(xyyy t)\x=0=gj(yy t) j= 1, 2, ..-, μ .
Dόmonstration. Grace au lemme 8.2 il existe une solution u(xyyy t: £)
de (8.1) pour tout 0<£<£ 0 . D'autre part, d'apres Γestimation (8.2) on voit que
est un ensemble borne de nm-^k-\ Done il est faiblement compact dans
Hm~lk~\ en consequence on peut trouver £j9j=l,2, ••• tels que £ y ->+0 et
u(x, yy t: £j) converge faiblement dans Hm~ι'k~λ lorsque/->oo. Designons par
u(x, y, t) le limit de u(x, yy t: £j). On voit immediat que u{x,yy t) est la solution






= e«A(x, yy t: Dχy Dyy Ώt~iv){e^u{xy yy ή)
et
Bj{yyt:DχyDyyDt)u(xyy)t)\x=0
= e*B(yy t: Dχy Dyy Dt-iv){e~*u{xy yy ή) \ x=0,
on dόduit du thόoreme 7.2 et du lemme 8.3
Lemme 8.4. Pour {fy g^H^^X J\H^-m^k-1 quelconque il existe une









,Dy,Dt)u\x=0 = g j j=l,2,-,μ,








II rάsulte de (8.8) le fait suivant: si suρp/ y et supply sont contenus dans
{t;t^t0} supp u est aussi contenu dans {t;t^t0}. En effet, notons que
pour h(xy y, t)^HltkfΊ, supp hd{t;t^t0} est equivalent &
Supposons que supp/ et supp g sont contenus dans {t; t^t0} on voit par
la remarque au-dessus que le second membre de (8.8) est majore par Ce~vto
pour tout v^η0. Done on a
\\\έ«*υ(x,y, OIIL-
cela nous montre que
supp
Soit {hJy gj>/}GΣ(^: Ay, B)> R%, 0). Les donnόes hj et / peuvent se




Soit v(x, y, t) une solution du probleme de Cauchy
Γ Arv=f dansi?Λx(0, oo)
I Dίv\t=0 = hj j = 0, 1, 2, " . , iff-1 .





et la condition de compatibilite assure que
(8.10) gj(y, t)<=Hm-mi+k-λ.
En effet, puisque^—B jv\ x = 0(ΞHm-mj+ k-1(Rn-1χR+) il suffit de verifier
lim dl(gj-BjΌ\
χm0) = 0 1=0, 1,-, m—iffy+Λ—2 ,
mais ce n'est rein d'autre que la condition de compatibility d'ordre k.
Grέce au lemme 8.4 Γexistence d'une fonction w(x, y, t) dans H
avec le support contenu dans {t; t^O} vέrifiant




est υne solution dέsirέe.
L'unicite des solutions deduit du theoreme 7.2.
Nous abordons Γέtude de la regularite des solutions. Supposons que
hJ(x,y) = 0 y=0,l,.",m-l
/ le lemme 8.4 nous montre
(8.12) u{xyyίt)ςΞH'?-1>P+k-λ.
D'aprέs Ayu=f
(8.13) D?u = - Σ ^ -DT'u+Λx, y, t).
Alors (8.12) montre que le second membre de (8.13) appartient & H°'p+k~2. Done
on a
(8.14) u(x, y,
Si/>—1>1, (8.13) et (8.14) nous donne
On fait progressivement ce raisonnement et on obtient finallement
Pour des donnέes initiales non zέros il se ramέne au cas des donnόes
initiates zeros avec Γaide de la solution du probleme de Cauchy pour les donnέes
hj(x, t) qui sont des prolongements de hj(x, y) pour #<0, comme on Γa
utilisά pour montrer Γexistence des solutions.
De cette faςon nous avons
Theoreme 8.1. Soit j assezpetit. Pour {hJygj9f} e Σ ( ί ^γ> B)> ^+> 0)
quelconque, il existe une et une seule solution u{x, y, t) de (2.5) dans H™+p~2t0.
110 M. IKAWA
9. La vitesse finie propagatrice
Puisque R(y, ί : ω , τ ) φ θ pour ω^Rn'\ Im τ < 0 et R(yy t: 0, l )Φθ on
voit que pour chaque (y} t) fixέ R{y, t: ω,τ) est une fonction hyperbolique par




(y} t: ω) est une fonction continue a valeurs reelles telle que
σ
o
(y, t: Xω) = Xσ
o
(y, t: ω) V\>0 .1 0 )
D'apres la definition des fonctions hyperboliques on a
R( y, t: ω, T) φ 0 pour (ω, τ)<=Rn- iC(y, t),
en tenant compte de Γhomogeneite de R. Cela signifie
(9.1) R(y, t: ω+μτ, vτ)φθ , si (μ, v)^C(yy t) ,
pour tout ωGfi""1, Im τ<0 .
Lemme 9.1. // existe un cone C'(y, t) contenant (0.1) tel que pour φ(yy t)
vέrifiant
(<Py(y,t),φt(y,t))ςΞC'(y,t)
Si{y, ΐ: ω, T) la matrice de Lopatinski de
Ά(x, yyt\κ, ω, T) = A(x, y,t:κ, ω+φyτ, φtτ)
Bj{y, t: κ3 ω, T) = Bj(y} t: κ9 ω+φyτy φtτ)
satisfait anx conditions I, II et III donnees dans le paragraphe 1.
Demonstration. D'abord notons que
(9.2) &(y, t: ω, r) = Sl{y} t: ω+φy(y, ί)τ, φt{yy t)τ)
oύ Si est la matrice de Lopatinski de {A, Bj}. Posons
R(y, t: ω, τ) = det £(y, t: ω, τ) .
R(0, 0: ω0, ξo)=O est equivalent a R(0, 0: ωo+φyξo, 9>ίfo)=O. Done par la con-
dition III on a
10) La definition des fonctions hyperboliques et leurs proprίέtέs fondamentaux sont donnees
dans le paragraphe 2 de Sakamoto [8]. Les faits que nous avons dέcrits se dέduisent du
lemme 4.1 de [8].
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Sous la condition de
(9.3) Λ - l
ί = l
\ψy
il existe une fonction ξ(y, t: ω) dέfinie dans un voisinage de (0, 0, ω0) telle que
ξ = ξ(y,t:ω)
est Equivalent &
On voit que Γordre du zero de φt
τ
—ξ(y, t: ω-\-φyτ) au point τ=ξ(y, t: ω) est
1. En consequence dans un voisinage de (0, 0: ω0, ξ0)
R{y, t: ω, T) = (φtτ—ξ(y, t: ω+φyτ))»R(yy t: ω, T)
= (τ-ξ(y,t:ω))θR/(y,t:ω)τ)
et lί'ΦO. Done R verifie ii) de la condition III.
Considέrons les racines par rapport & K de
Ά0(0, y, t: /c, ω, ξ) = A0(09 y, t: K, ω+φyξy φtξ) = 0
pour {y, t, ω, ξ) dans un voisinage de (0, 0, ω0, ξ0). Soit /c(y, t: ω, f) une
racine simple de ^40(0, J, ί: *, ω, f )=0 pour ( j , t> ω, ^) dans un voisinage de
(0, 0, ω
o
+^(O, 0)£0, φt(0, 0)ξ0). Alors κ(y, t: ω+φyξ, φtξ) est une racine
simple de A0(0, y, t: κy ω, ξ)=0. Rάciproquement, lorsque ίc(y, t: ω, ξ) est une
racine simple de Ά0(0, y,t\κ, ω, ξ)=0, κ{y3 t: ω\ ξ')=ίc(y, t: ω' + φyξ', φtξ')
est aussi une racine simple de A0(0, y,t: κy ω', ξ')=0. En consέquence
&i(y, tl ω, T) = 3Lj(y, t: ω + φyτ, φtτ) ,
done
&u(y> t:ω,τ) = 3i
n
{y, t: ω + φyτ, φtτ) .
On voit immediat
(9.4) rank Άj = 1%-Θ
(9.5) r a n k ^ = rank 5i 7+rank Άn .
D'autre part, par (9.1) il a lieu




Done le lemme est demontrό pourvu que Γon prende C"(y, t) de faςon que
(φy, φt)^C\y) t) entraine (9.3) et (9.6). c.q.f.d.
Nous allons montrer que le problέme mixte reprάsente un phάnomene
propagateur avec une vitesse finie.
Lemme 9.2. (L'unicitό localle des solutions) Supposons que {A, Bj}
satίsfait aux conditions I, II et III dans un voisinage HJ de (0, 0, 0)ei?w + 1. Etant
donnee u^Cm(^]) satisfaisant a
(9.7) Au = 0 dans
(9.8) Bju = 0 A»u HJ Π (Λ*-1 X i?+) = 1, 2, - , μ
(9.9) (£>/M)(X, y, 0) = 0 dans HJn(RlX {t=0}).
Alors il existe un voisinage HJ' de (0, 0, 0) de Rn+1 tel que u(x, y, t)=0 dans
cWn(RlxR+).
Dέmonstration. Considέrons la transformation de Folmgren
y'=y
II existe £0>0 tel que
(9.10) Z>80= {(x,y9t);t+*+\y\*<εmt>O}<z<υ .
Dέfinissons u(x', y', tf) par
u{x',y, t') = u{x}y, t+x2+ \y\2) = u{xyy, t)
dans{(*',/, O; e*>t>*+\y\\
et
u(x'y y, t') = 0 dans {(*', y, t'); t'<S0,
Notons que
d?u(x, y, 0) = 0 dans {(*, y); x2+ \y\2<S» x>0}
d'apres (9.7) et (9.9). Done on a
(9.11) u{x\ y'y O e C m { R l X(-oo, β0))
et
(9.12) supp ua {(x', / , f); t'>x/2+ | /|2} .
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D'autre part, si Γon pose
A(x',y'>f:Dx',D/,Dt>)
= A(xy yy t: Dx'+2xDt>, Dy'+2yDt<, D/)
Btf,tιDj,D*D/)
= Bj{yy t: D/+2xDt>, Dy> + 2yDt>, Dt>),
> y'> O satisfait &
Au = 0 dans Rl X ( - oo, ε0)
BjU = 0 dans R"-1 X ( - oo, ε0).
Remarquons que, grSce au lemme 9.1, {^ 4, Bj} satisfait aux conditions I, II et
III dans {(y,.t); \(y, t)\ <£0} si So est petit. Fixons γ > 0 de telle faςon qu'il
ait lieu Γestimation & priori du theoreme 7.2 pour {Ay, B)}. Si Γon prend
£ 0 >0 petit par rapport & γ, en tenant compte de (9.12), on a
Ayu = 0 dans Rn+ X ( - oo, s0)
B)u = 0 dans K*-1 X (-<χ>, £0).
Alors le theoreme 7.2 nous montre
(9.13) % ' , / , ί7) = 0 pour ^ < β 0 .
Cela signifie que w(Λr, y, t)=0 dans D
ε o
 Π (Rl X Λ+). c.q.f.d.
L'unicitά localle des solutions dans un voisinage de (x, y, t) tel que Λ:>0 se
dάduit de celle du probleme de Cauchy pour A.
Dάnotons par v
c






Vd = {^  ί(ω, f); ξ>v\ω\}aC'(yy t), V(y, t)} .
Dόfinissons
Λ(Λ0, y0, ί0) = {( ,^ J , 0; \χ~xo\ <vc(t0—t),
Theoreme 9.3. Soίί y>0 fixe. Supposons que une fonctίon u(x,y,
Cm(A(x0, y0, t0) Π (Rn+ X R+)) vέrifie
(9.15) ylγw = 0 dans A(x0, y0, tQ) Π (Rn+ X i? + )
(9.16) B}u = 0 dans A(x
o> yQy t0) Γ\ (R9"1 X R+)
(9.17) D/ιι|
 # ^ = 0 ώ w ί Λ(Λα, jo, *O)Π (ΛΛ + X { ί = 0 } ) .
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On a
u(x, y,t) = O dans A(x0> y0, t0) Π (Rn+ X R+).
Demonstration. On peut supposer que u(x, y, t) est une fonction de
Cm(RH+xR+). Posons
Ufa y) = Ώ[u{x3 y> 0), j = 0,1, 2, - , m-ί ,
et d'apres (9.15) et (9.17) nouspouvonsprolonger Uj et/en uJ^Cm'J\Rn) et en
/<= C\Rn X i?+) de telle faςon que




tOί \ yo—y\ >v*Q










Prenons une fonction w(x, y, i)dCm(RnxR+) telle que
A*to(x,y,t)=f(x,y,t) pour *>0
D{w(x, y} 0) = Uj(x, y).
Par la definition de la vitesse propagatrice et la situation des supports de Uj
et de/, si v
o
^vCy




(ΐ0-t), |y-y o \ >vo(to-t)} .
Posons
v(x} y} t) = u(x, y, t)-w(x, y} t)
et on a
AΊv = 0 dans 22+ X R+
B)v \
x=0 = 0 dans Λ(*o, y0, t0) Π (R^1 X R+)(9.19)
k {Dstv){x, y, 0) = 0 dans Rl .
L'unicite localle est deja demontree. D'autre part les conditions I, II et
III sont stables sous la transformation
f = φ{y, t)
pourvu que (<py, φt)^C'{y, t). Done on peut profiter la mέthode "sweeping
out" de F. John en prenant
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Alors (9.18) et (9.20) nous donnent
u{x, y,t) = O dans A(x0) y0, t0) Π (Rn+ X R+).
c.q.f.d.
UNiVERSiTέ D Ό S A K A
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