The exact relation between a Cooper-like reducibility concept and the reducibilities introduced by Hundsdorfer, Spijker and by Dahlquist and Jeltsch is given. A shifted Runge-Kutta scheme and a transplanted differential equation is introduced in such a fashion that the input/output relation remains unchanged under these transformations. This gives a technique to prove stability and contractivity results. This is demonstrated on the example of contractivity disks.
1 Introduction.
In [6] we have studied contractivity of explicit Runge-Kutta methods. A close look at the proofs shows that these are similar to the ones in [1] , [5] concerning BN-stability. A similar relation between proofs in [2] and [3] can be observed. Here we shall link some of these results by introducing shifted Runge-Kutta schemes and the corresponding transplanted differential equation. These transformations are done in such a fashion that the input/output relation in the transformed situation is the same one as in the original scheme. This gives us a tool to prove new results by transforming these back to known theorems. We shall present this proving technique in Section 3. To show how it works we apply it to prove r-circle contractivity in Section 4. To present these results in their sharpest version we need the concept of irreducibility. We shall introduce in Section 2 a reducibility concept which has been implicitly suggested by G. J. Cooper [4] and then give the exact relation to the reducibility concepts of Hundsdorfer and Spijker [11] and of Dahlquist and Jeltsch [6] . The results in this report have been announced in [7] .
Irreducible methods.
To solve the initial value problem
we consider m-stage Runge-Kutta methods. Let y n and y n+1 be the numerical approximations to the exact solution at t n and t n+1 = t n +h, respectively, where the stepsize h is always assumed to be positive. Then y n+1 is computed by
where
We shall always request the consistency condition
While (2.4a) is a necessary condition for convergence, (2.4b) is not [13] . However (2.4b) ensures that the Runge-Kutta scheme gives the same result, whether it is applied to a nonautonomous problem or the corresponding autonomous problem obtained by augmenting the system of equations by the equation dt/dt = 1. Even so (2.4b) is not necessary for the results presented here it is convenient to assume it and practically all known methods satisfy it. The scheme is called explicit if
is a strictly lower triangular matrix. A Runge-Kutta method is called confluent if c i = c j for some i = j and nonconfluent otherwise. For compactness of notations we introduce the vectors Y, F (t n e m + ch, Y ) ∈ R ms or C ms , and c, e m ∈ R
