We find the polynomials of the best one-sided approximation to the Heaviside and sign functions. The polynomials are obtained by Hermite interpolation at the zeros of some Jacobi polynomials. Also we give an estimate of the error of approximation and characterize the extremal points of the convex set of the best approximants.
Introduction
Let P n denote the family of all algebraic polynomials of degree not greater than n. For f ∈ L 1 [−1, 1] bounded from below (above) the error of the best one-sided approximation to f from below (above) of degree n is defined by E − n ( f ) 1 = inf {∥ f − P∥ 1 : P ∈ P n , P ≤ f }  E + n ( f ) 1 = inf {∥ f − P∥ 1 : P ∈ P n , f ≤ P }  .
We will denote by P − n ( f ) (P + n ( f )) the set of all polynomials in P n such that the above infimum is attained. It is known that these sets are not empty. Note that P ∈ P − n ( f ) if and only if P ≤ f on [−1, 1] and
for all Q ∈ P n satisfying Q ≤ f on [−1, 1].
In this paper we obtain explicit expression for polynomials of best one-sided approximation to the Heaviside function
The polynomials of best one-sided approximation to the function G and to the sign function
are closely related. In fact, since S(x) = 2G(x) − 1, almost everywhere, it is easy to show that P ∈ P − n (G) if and only if 2P − 1 ∈ P − n (S). On the other hand, it is known that, if f ∈ L 1 [−1, 1] is a bounded odd function, then P(x) ∈ P + n ( f ) if and only if −P(−x) ∈ P − n ( f ). Therefore, in what follows we only consider best one-sided approximation from below.
In Section 3 (see Theorem 1) we characterize the polynomials in P − n (G). We show that these polynomials interpolate G at some points y n,i . Thus, in order to obtain a complete description of the polynomials P we should identify the points y n,i . In Theorem 2 we prove that these points are just the zeros of some Jacobi polynomials. Finally, in Section 4 we give explicit expressions for the polynomials in P − n (G). Several problems concerning best one-sided approximation have been studied before. In particular, the asymptotic properties of E − n (G) were considered in [3] and methods for obtaining best one-sided approximants were developed in [1, 2] . Here we follow ideas similar to the ones used in the two last papers. We refer the reader to the classical monograph of Pinkus [4] for a detailed description of some results related to the existence, characterization and uniqueness of the best one-sided approximation.
Application of the results presented here to the construction of operators for one-sided approximation will appear in a forthcoming paper.
Some facts related to Jacobi polynomials
For α > −1, β > −1 and r ∈ N, the Jacobi polynomial P (α,β) r is the unique polynomial of degree r which satisfies
and
The polynomials P (α,β) r satisfy the three terms recurrence relation
where P (α,β) 0 (x) = 1 and A r , B r and C r are constants depending on r, α and β (see [5, p. 71] ). It is known that the zeros of the Jacobi polynomials are real, distinct and are located in the interior of the interval [−1, 1] (see [5, p. 43] ). Moreover (see [5, p. 58 and p. 71])
(−z) = 0 and, if r is even, then P (α,α) r (0) ̸ = 0. For r ∈ N, let −1 < x r,1 < · · · < x r,r < 1 be the zeros of the Jacobi polynomial P (α,β) r . It is known (see [5, p. 47-48] ) that there exist positive numbers γ r,i , 1 ≤ i ≤ r , such that, for every polynomial Q ∈ P 2r −1 ,
For each r ∈ N, the family {P
is a basis for P r . Taking into account (2) we have immediately the following result: Proposition 1. Let n, r ∈ N, r ≤ n < 2r and w r (x) ∈ P r . Suppose that
Then there exist real numbers c j , n − r + 1 ≤ j ≤ r , such that
Note that, in the particular case n = 2r − 1, we have w r (x) = c r P (α,β) r (x).
A characterization theorem
From the triangle inequality, we have
It can be proved (by the equivalence of norms on P n ) that there exists a constant M n := M n (G) > 0 such that
Therefore, using Markov-Bernstein inequality, we obtain
For h ∈ (0, 1), let us consider the auxiliary function
If we set h 0 = 1/(1 + λ), then, for h ∈ (0, h 0 ] and x ∈ (0, h] we obtain
On the other hand, for
Theorem 1. P n ∈ P − n (G) if and only if P n ≤ G and there exist a positive integer q n , points −1 ≤ y n,1 < · · · < y n,q n ≤ 1 and positive numbers {λ n,i } q n i=1 , such that:
Moreover, Q ∈ P n is another polynomial in P − n (G), if and only if, Q ≤ G and Q(y n,i ) = P n (y n,i ),
Proof. Assume that P n ∈ P − n (G). It is clear that P n ≤ G. Fix h 0 ∈ (0, 1) as in Proposition 2 and
103-104] we know that there exist an integer q n (1 ≤ q n ≤ n + 1), points −1 ≤ y n,1 < · · · < y n,q n ≤ 1 and positive numbers {λ n,i }
and (8) holds. From (6) we obtain that y n,i ̸ ∈ (0,
On the other hand, assume that P n ≤ G and there exist q n , {y n,i } and λ n,i , 1 ≤ i ≤ q n , satisfying the conditions (7) and (8). If Q ∈ P n and Q ≤ G, then
Therefore, P n ∈ P − n (G).
Finally, if Q ∈ P − n (G), then (9) follows immediately from (10) and (11). As usual, we denote Z ( f ) = {x ∈ [−1, 1] : f (x) = 0}. Fix n ∈ N and P n ∈ P − n (G) (in the case n = 1 we will assume P n ̸ ≡ 0). Notice that Z (P n − G) is a non-empty finite set. Let −1 ≤ z n,1 < · · · < z n,r n ≤ 1 be all the distinct zeros of the function P n − G on [−1, 1]. We define
Put a = 1, if w r n (1) = 0; else put a = 0. Analogously, put b = 1, if w r n (−1) = 0; else put b = 0. We define
(13) Corollary 1. Fix n > 2 and P n ∈ P − n (G). Let a, b, w r n and w (a,b)
r n −a−b be defined as above. Then we have:
and, in particular, r n ≤ n.
(iii) w r n (0) = 0.
Proof. Note that if z n,i ∈ (−1, 1), z n,i ̸ = 0, then P ′ n (z n,i ) = 0. In fact, the function P n − G has a maximum at each one of these points. This gives at least r n − a − b − 1 zeros of P ′ n on
On the other hand, if z n,i+1 ≤ 0 or 0 < z n,i < z n,r n , then P n (z n,i ) = P n (z n+1,i ). By the Mean Value Theorem, there exists z * n,i ∈ (z n,i , z n+1,i ) such that P ′ n (z * n,i ) = 0. This gives at least another r n − 2 distinct zeros of P ′ n in (−1, 1). So, we conclude that P ′ n has at least 2r n − a − b − 3 zeros on (−1, 1) and then 2r n − a − b − 2 ≤ deg(P n ) ≤ n. In particular, we have 2r n ≤ n + 4 and then, r n ≤ n for n > 2.
(i) Let q n , A n := {y n,i : 1 ≤ i ≤ q n } and {λ n,i } q n i=1 be given as in Theorem 1. From (7) we have A n ⊆ Z (P n − G). Then the orthogonal relation (15) follows from (8) because Q n−r n w r n ∈ P n and w r n (y n,i ) = 0, 1 ≤ i ≤ q n .
Note that (15) can be written as
Since deg
we conclude that w (a,b) r n −a−b ̸ ∈ P n−r n and then n − r n < r n − a − b. This gives the last inequality in (14).
(ii) Assume Z (P n − G) ∩ (−1, 0) ̸ = ∅ and Z (P n − G) ∩ (0, 1) ̸ = ∅ and consider z n, j = max{z n,i : z n,i ≤ 0}. If z n, j ̸ = 0, then P ′ n must have at least 2 j − 1 + b zeros in (−1, 0), 2(r n − a − j − b) − 1 + a zeros in (0, 1) and an additional zero in (z n, j , z n, j+1 ). This gives 2r n − 1 − a − b distinct zeros in (−1, 1). Then deg(P n ) ≥ 2r n − a − b. This contradicts (14). A similar argument is valid in the cases when
Theorem 2. Fix n ∈ N, n > 2, P n ∈ P − n (G) and let w r n (x) be given by (12). Then, there exists a constant C n ̸ = 0 such that:
(ii) If n = 4k + 1 (k ≥ 1), then
Proof. Let a, b and w (a,b) r n −a−b be defined as in Corollary 1. In the next we will use repeatedly the inequality (14).
(i) Assume n = 4k, k ≥ 1.
(a) If a + b = 0, then, from (14), 2r n − 2 = 4k. Hence r n = 2k + 1 and n − r n = 2k − 1. Applying (15) and Proposition 1 (α = β = 0, r = 2k + 1), we have
Since w 2k+1 (0) = 0, we obtain C 2k = 0. This gives (17).
(b) If a + b = 1, then we have again 4k = 2r n − 2 and we can repeat the same argument as in case (a) to obtain w 2k+1 (x) = C 2k+1 P (0,0) 2k+1 (x), for some constant C 2k+1 . But in this case we obtain a contradiction, because P 
Since w (1, 1) 2k (0) = 0, we obtain C 2k = 0. A contradiction.
(ii) Now, suppose n = 4k + 1. Again, we consider three cases: (a) If a + b = 0, then 4k + 1 = 2r n − 1. Thus, r n = 2k + 1 and n − r n = 2k. Applying (15) and Proposition 1 (α = β = 0, r = 2k + 1), we get
So, (18) holds with a = b = 0.
(b) If a + b = 1, then 2r n − 3 = 4k + 1. Thus, r n = 2k + 2 and n − r n = 2k − 1. From (15) and Proposition 1 (α = β = 0, r = 2k + 2), we have
By the three term recurrence relation, we can write
To simplify, suppose a = 1 and b = 0. The case a = 0 and b = 1 is similar. The conditions w 2k+2 (0) = 0 and w 2k+2 (1) = 0 give d 2k = 0 and a 2k+1 = −b 2k+1 . So, we have
2k+1 (x), ant this gives (18) with a = 1 and b = 0.
(c) If a + b = 2, then 4k + 1 = 2r n − 3. Thus, r n = 2k + 2 and n − r m = 2k − 1. From (16) and Proposition 1 (α = β = 1, r = 2k), we have
This is a contradiction, because w (1,1)
(iii) The cases n = 4k − 1 and n = 4k − 2 can be analyzed using similar arguments to the one given above. We only explain the more difficult case: n = 4k − 1 and a + b = 1. In this case, 2r n − 3 = 4k − 1. So, r n = 2k + 1 and n − r n = 2k − 2. From (16) and Proposition 1 (α = β = 0, r = 2k + 1), we have
To simplify, suppose a = 1 and b = 0. Then the conditions w 2k+1 (0) = 0 and w 2k+1 (1) = 0 imply C 2k = 0 and C 2k−1 = −C 2k+1 . Hence,
and we obtain a contradiction because, in such a case, w 2k+1 (−1) = 0 while b = 0.
Remark 1.
It is easy to prove that P − 1 (G) = {λx : λ ∈ [0, 1]}. Thus (18) also holds for n = 1, whenever P 1 (x) = λx (with λ ∈ (0, 1]).
On the other hand, P − 2 (G) is a singleton. The only best one-sided approximation from below to G is the polynomial that interpolates G at the points (−1, 0), (0, 0) and (1, 1). Then, w r 2 (x) = x(1 − x)(1 + x). Hence, (19) also holds for n = 2.
The main results
Fix k ∈ N and let {x i } k i=−k be the zeros of the Jacobi polynomial P (0,0) 2k+1 . Let M 0 be the only polynomial in P 4k satisfying the interpolating conditions
For ρ ∈ R, define
where
Note that M ρ ∈ P 4k+1 and satisfy the interpolating conditions (21)-(23). Moreover, every polynomial in P 4k+1 satisfying these interpolating conditions can be writing in the form given in (24) for some ρ ∈ R. For every ρ ∈ R and x ∈ R, we have
Indeed, it is sufficient to note that
is the Hermite polynomial of the function f (x) = 1 at the nodes {x i } k i=−k .
Proposition 3. For each ρ ∈ R, let M ρ be defined as above. Then we have
if, and only if,
Proof. (i) From the interpolating conditions (21)-(23), we know that M ′ ρ has zeros at x i and −x i , 1 ≤ i ≤ k, and also at least one zero at some t i ∈ (x i , x i+1 ), 1 ≤ i ≤ k − 1, and another one at some t * i ∈ (−x i+1 , −x i ), k − 1 ≤ i ≤ 0. That is, M ′ ρ has at least 4k − 1 distinct zeros on (−1, 1). In particular, for ρ = 0, M ′ 0 has exactly 4k − 1 distinct zeros on (−1, 1). Thus these zeros are simple and M ′ 0 has not additional zeros. Therefore, the interpolating conditions (21)- (23) 
.
On the other hand, assume that (26) holds and put
has an additional zero in (−1, −x k ). Using (i) we deduce that M ′ ρ m has exactly 4k distinct zeros on (−1, 1) and we can proceed as above to conclude that
Finally, for every ρ satisfying (26), we can write ρ = λ ρ m + (1 − λ)ρ M , for some λ ∈ [0, 1]. Moreover, from (24), we have
Theorem 3. Fix k ∈ N and let {x i } k i=−k be the zeros of the Jacobi Polynomial P (0,0)
2k+1 . Let M ρ be the polynomial defined in (24). Then we have:
n (G) if, and only if, P n = M ρ for some ρ satisfying (26). (iii) In both cases, we have
Proof. Assume n = 4k or n = 4k + 1 and fix P n ∈ P − n (G). From (17) and (18) in Theorem 2, we have
, then P n must satisfy the interpolating conditions (21)-(23). So, if n = 4k, then P n = M 0 and if n = 4k + 1, then P n = M ρ for some ρ satisfying (26).
On the other hand, assume that M ρ is given by (24) and ρ satisfies (26). It follows from (iii) in Proposition 3 that (21)- (23) we know that (7) holds, if we take y n,i = x −k+i−1 , 1 ≤ i ≤ 2k + 1. Finally, taking into account (3), with α = β = 0, we have that (8) also holds. Then, from Theorem 1, we conclude that M ρ ∈ P − n (G). From (25) we obtain
Therefore,
Remark 2. For n = 4k + 1, P − n (G) is not a singleton. Moreover, it is known that P − n (G) is a convex set. From (27) we conclude that M ρ m and M ρ M are precisely the extremal points of P − n (G).
Remark 3. The value γ 0 given in (28) is just the coefficient of the root 0 in the quadrature formula (3) for α = β = 0 and r = 2k + 1. In [5, page 353] it is shown that
In a similar way, according to (19), let {x i } k−1 i=−k+1 be the zeros of the Jacobi polynomial P
(1,1) 2k−1 . Let N 0 be the unique polynomial in P 4k−2 satisfying the interpolating conditions
For ρ > 0 define,
Note that N ρ ∈ P 4k−1 and N ρ satisfy the interpolating conditions (29)-(31). Moreover, every polynomial in P 4k−1 satisfying these interpolating conditions can be written in the form given in (32) for some ρ ∈ R.
In this case, we have
Proposition 4. Let N ρ be defined as above. Then we have
Proof. (
would have an additional zero at x = 1, a contradiction. A similar argument can be used to prove that
. This gives (34). On the other hand, assume that (34) holds and put
Note that N ′ Finally, for every ρ satisfying (34), we can write ρ = λ ρ m + (1 − λ)ρ M , for some λ ∈ [0, 1]. Moreover, from (32), we have
Theorem 4. Fix k ∈ N and let {x i } k−1 i=−k+1 be the zeros of the Jacobi Polynomial P (1,1) 2k−1 . For each ρ ∈ R, let N ρ be the polynomial defined in (32). Then we have:
n (G) if, and only if, P n = N ρ for some ρ satisfying (34). (iii) In both cases, we have
Proof. Assume n = 4k − 2 or n = 4k − 1. Let P n ∈ P − n (G). From (19) in Theorem 2, we have
, then P n must satisfy the interpolating conditions (29)-(31). So, if n = 4k − 2, then P n = N 0 and if n = 4k − 1, then P n = N ρ for some ρ satisfying (34).
On the other hand, assume that N ρ is given by (32) and ρ satisfies (34). It follows from (iii) in Proposition 4 that N ρ ≤ G on [−1, 1]. Moreover, from (29)-(31) we know that (7) holds, if we take q n = 2k + 1, y n,1 = −1, y n,i = x −k+i−1 , 2 ≤ i ≤ 2k, and y n,2k+1 = 1. Therefore, from Theorem 1 it is sufficient to prove that there exist λ n,i , 1 ≤ i ≤ 2k + 1, such that (8) holds. Indeed, for all Q ∈ P 4k−1 we can write
where C(x) ∈ P 2k−2 , Ω (x) =  k−1 i=−k+1 (x −x i ) and R ∈ P 2k is the Lagrange interpolating polynomial of Q(x) at the nodes {x i } k i=−k withx −k = −1 andx k = 1. Using Lagrange formula for R(x) and applying (3) with α = β = 1 and r = 2k − 1, it is easy to show that
for someλ i > 0.
(iii) Let N ρ ∈ P − 4k−1 (G). From (33), we obtain
Remark 4. For n = 4k − 1, P − n (G) is not a singleton. In this case, from (35) we conclude that N ρ m and N ρ M are precisely the extremal points of the convex set P − n (G). Taking into account the Remark 2, we conclude that E − n (G) ≍ π n .
Remark 6. It is easy to show that P n ∈ P − n (G) if and only if Q n (x) = 1 − P n (−x) ∈ P + n (G). Moreover, from (25) and (33), we obtain
Taking into account Remarks 2 and 4, we conclude that ∥Q n − P n ∥ ≍ 2π/n as n → ∞.
