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Particle‐in‐cell simulation of incoherent scatter radar spectral
distortions related to beam‐plasma interactions
in the auroral ionosphere
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[1] An electrostatic parallel particle‐in‐cell (EPPIC) code that allows for particle beam
injections and multiple boundary conditions is used to investigate the beam‐plasma
interaction and its manifestations in the incoherent scatter (IS) spectrum. Specifically, the
code is used to investigate anomalous enhancements in the ion acoustic line through the
destabilization of the plasma by injection (or precipitation) of low‐energy electron beams.
This enhancement of the ion acoustic line is a form of IS distortion commonly observed in
the vicinity of auroral arcs called the naturally enhanced ion‐acoustic line (NEIAL).
Simulations confirm the parametric decay of Langmuir waves as a plausible mechanism,
assuming a mechanism for the formation of dense low‐energy (<10 eV) electron
beams in the ionosphere. The spectral distortions are similar at aspect angles as large
as ±15° from the beam direction. Simulations also show that the first Langmuir
harmonic can have a power intensity higher than that of the ion acoustic line of a
thermal plasma. Conditions which would allow the detection of Langmuir harmonics
with existing incoherent scatter radars are discussed.
Citation: Diaz, M. A., M. Oppenheim, J. L. Semeter, and M. Zettergren (2011), Particle‐in‐cell simulation of incoherent scatter
radar spectral distortions related to beam‐plasma interactions in the auroral ionosphere, J. Geophys. Res., 116, A00K10,
doi:10.1029/2010JA016096.
1. Introduction
[2] Incoherent scatter radars (ISRs) measure the power
spectrum of Landau‐damped ion‐acoustic waves matching
the Bragg scatter condition defined by the radar frequency
[Evans, 1969]. The baseband signal is fit to a model power
spectrum to determine ionospheric plasma density, electron
temperature, ion temperature, and bulk flow. The standard
ISR analysis procedure rests on the assumption that the
received signal corresponds to scatter from a uniform
plasma in thermal equilibrium. This assumption is fre-
quently violated at high latitudes, where electron and ion
beams, magnetic field–aligned currents, and convection
electric fields drive the plasma out of thermal equilibrium
structuring the ionosphere on small scales. In such regions,
distortions from the classic “double‐humped” ion‐acoustic
line are often observed [St.‐Maurice et al., 1996]. The
naturally enhanced ion‐acoustic line (NEIAL) is an example
of the spectral deviation from the theoretical model that an
excited plasma could exhibit. The NEIAL is an enhance-
ment of the spectral power of either one or both shoulders of
the ion acoustic line of the IS spectrum. Four models have
arisen to explain the NEIALs, two of them based on the two
stream instability [e.g., Foster et al., 1988; Rietveld et al.,
1991; Wahlund et al., 1992] and a two models based on
the wave‐wave interaction [Forme, 1993; Bahcivan and
Cosgrove, 2008]. The wave‐wave interaction models are
the only explanations that can account for the simultaneous
enhancement of both ion acoustic shoulders, as observed by
Grydeland et al. [2003] and Michell et al. [2009]. Bahcivan
and Cosgrove [2008] propose an ion cyclotron wave‐driven
ion acoustic instability, where large amplitude electrostatic
ion cyclotron wave fields can lead to non‐Maxwellian
electron distributions with slopes in the distribution function
that are unstable to IA waves. On the other hand, Forme
[1993] postulates that the enhancement of the ion acoustic
line might be due to a flux of particles that destabilizes the
Langmuir wave through the beam‐plasma instability. If the
excited Langmuir wave is strong enough, it will decay into
another Langmuir wave of opposite wave number and an
ion acoustic wave which, in turn, distorts the power spec-
trum measured by ISR. While the Bahcivan and Cosgrove’s
model is supported by satellite measurements of electric
field structures which might be evidence of electrostatic ion
cyclotron waves, Forme’s model is supported by simulta-
neous detection on ISR of enhancement of the plasma
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(Langmuir waves) and ion acoustic lines [Strømme et al.,
2005]. However, none of these measurements is conclu-
sive in supporting the corresponding NEIAL explanation,
still having an open debate.
[3] If the Langmuir decay [Forme, 1993] process is
responsible for NEIALs, the driving beam‐plasma insta-
bility could produce other effects observable by ISR that
have not yet been considered. Diaz et al. [2010] proposed
that Langmuir harmonics (nwpe con n = 2, 3 …), a classic
mode of the plasma‐beam instability, should appear in the
IS spectrum. Specifically, they argued that it should be
possible to detect the first Langmuir harmonic (2wpe)
simultaneously with the ion acoustic enhancement at the
same wave number (or within the baseband signal of a
single ISR).
[4] The complexity of the process behind the NEIAL
formation makes plasma simulation an option to study this
phenomenon. The Langmuir decay process has been simu-
lated with the Zakarov equations [e.g., Guio and Forme,
2006], Vlasov simulations [e.g., Umeda et al., 2003; Silin
et al., 2007] and particle‐in‐cell (PIC) simulations [e.g.,
Kasaba et al., 2001; Yoon, 2009]. In this work a PIC code
is used to simulate the injection of a weak‐warm beam
through a much denser background plasma in order to
verify the appearance of Langmuir harmonics together
with the ion acoustic line enhancement via the Langmuir
decay mechanism as proposed by Diaz et al. [2010]. The
main advantages of the simulations performed in this
work are: (1) PIC simulations do not need any special
initial condition to develop the Langmuir harmonics, as
required in previous works [e.g., Gaelzer et al., 2003];
and (2) modern computational resources make it possible
to visualize simultaneously all of the modes present in the
IS power spectrum.
2. Summary of the Model
[5] An electron beam interacts with a background plasma,
exciting: the ion acoustic, plasma, beam and Langmuir
harmonic modes [Diaz et al., 2010]. For a weak‐warm
beam, the ion acoustic mode follows the dispersion relation
for a Maxwellian plasma, w = Csk, where Cs is the ion
acoustic speed; the beam mode w = vbk, where vb is the bulk
velocity of the beam; and the Langmuir wave and its har-
monics follow the dispersion relation,
!Ln ¼ n!pe þ 32 k
22De!pe 
3 n 1½ k2L0v2the
2!pe
k
kL0
 n
2
 
for
n ¼ 1; 2; 3 . . . ; ð1Þ
which was calculated using a weak‐turbulent approach by
Yoon et al. [2003], where kL0 = wpe/vb, wpe is the electron
plasma frequency, lDe is the electron Debye length and vthe
is the electron thermal speed.
[6] The beam‐plasma instability can favor, depending
upon the parameters of the beam and the plasma, either the
Langmuir Beam Instability (LBI), where the Langmuir
waves are enhanced, or the Beam Mode Instability (BMI),
where the beam mode is enhanced. Gary [1985] showed that
the condition to differentiate the two possible instabilities is
Gb < 1 for the LBI and Gb > 1 for the BMI, where Gb is
defined as
Gb  vbDvb
 3 nb
ne
 
; ð2Þ
where Dvb is the electron beam thermal speed, nb the
electron beam density and ne is the electron background
density.
[7] If the beam/plasma parameters produce the LBI, the
enhanced Langmuir wave can potentially decay into back-
scattered Langmuir waves and ion‐acoustic waves. To
produce the decay, the electric field amplitude of the excited
Langmuir wave, given by equation (4), has to overcome the
threshold
E2L > E
2
thr; ð3Þ
where
E2L 
2menb
0 vb Dvbð Þ
1
3
v3b Dv3b
 Dvb
2
v2b Dv2b
  
; ð4Þ
and the threshold [Fejer, 1979]
E2thr ¼
2nikBTiCthr
0
; ð5Þ
where Cthr is a constant value that accounts for effects that
can prevent the cascading, such as Landau damping. The
value Cthr is approximately 0.05 for the beam/plasma
parameters of the simulations presented in this work. If
Dvb > 0.3vb, it should be possible to observe the three
lines (ion acoustic, plasma, and first harmonic) simulta-
neously with a single ISR [Diaz et al., 2010].
3. Description of the Simulator
[8] This research applied the Electrostatic Parallel Particle
In Cell (EPPIC) code [Birdsall and Langdon, 1985;
Hockney and Eastwood, 1988; Tajima, 1988; Oppenheim
and Dimant, 2004; Verboncoeur,2005] for both the ions
and electrons. This accurately models all dynamics,
including thermal effects, at the cost of substantial computer
time. This code was used by Diaz et al. [2008] to produce
2D simulations of IS spectra for a thermal plasma, which
were compared with theoretical predictions and is described
in more detail there and by Oppenheim and Dimant [2004].
To study the decay process and the possible relevance of the
Langmuir harmonics, an injection capability was added to
the code.
[9] The simulator can apply either periodic or open simu-
lations. Poisson’s equation is used to calculate the internal
electric field. This process of solving the Poisson equation
depends on the type of simulation pursued. If all the species in
the plasma are loaded initially and allowed to evolve, the
simulation can be performed assuming a periodic boundary
condition. In this mode any particle hitting any limit of the
volume reenters from the other side. A beam‐plasma inter-
action can only be studied for a short time because it cannot be
sustained in this initial condition system. If an injection is to
be sustained, particles leaving the volume must be discarded,
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while new particles with the original statistical character-
istics must be continuously injected. For this case, an open
boundary condition is needed, and an open solver for
Poisson’s equation. Because the injection is in the x^
direction, modifications to the code were performed for
this direction only, with the periodic boundary condition
retained for the y^ direction. Every time particle positions
change, the electric fields are updated to reflect the new
charge densities, and the simulation continues until a stop
condition is reached.
4. Maxwellian Case Including the Langmuir
Mode
[10] Before proceeding with the analysis of a turbulent
plasma, it is necessary to perform a simulation of a Max-
wellian plasma, the main difference with Diaz et al. [2008]
is that now the sampling rate is large enough to resolve the
Langmuir mode. This simulation will provide a baseline for
comparison with nonequilibrium results. The simulation
includes two species in thermal equilibrium: hydrogen ions
and electrons. The physical parameters as well as the vol-
ume size will be the same as those used in subsequent si-
mulations when a weak beam of electrons is injected into the
background plasma.
[11] The Langmuir mode for the equilibrium plasma could
be studied using the simulation parameters applied by Diaz
et al. [2008], except for the requirement of a higher sam-
pling rate. However, some more restrictive conditions are
needed in order to simulate a beam injection, which is the
ultimate goal. For instance, the presence of the beam will
further decrease the time step needed in the simulation. The
complete set of physical and simulation parameters used
here are presented in Tables 1 and 4, respectively.
[12] The main outputs of the simulation used in this work
are the relative density variation and the electric field both
as functions of space. The relative density variation is
defined as
Dnj x; tð Þ ¼ nj x; tð Þ  n0jn0j ;
where nj(x, t) is the density at every point of the mesh at
each sample time of species j, and n0j the average density of
species j. As expected there is no perceptible structure in the
relative density for a simulation of a thermal equilibrium
plasma [Diaz et al., 2008]. The densities have a noise‐like
appearance along the whole simulation similar to the t = 0
snapshots presented in Figure 7.
[13] Similarly to the relative density the electric field also
shows no structure. Figure 1 shows the magnitude squared
electric field as a function of time, which is calculated
E2t ¼
XNx
l
XNy
m
jEl;m;tj2DxDy; ð6Þ
where l and m are indexes for points in the x and y direc-
tions, respectively, and t is the time index.
[14] Figure 1 shows a noise‐like event, where the electric
field oscillates around a constant value. Figure 2a shows the
simulated incoherent scatter spectrum, obtained by using the
relative density variation and integrating 120 angular inde-
pendent spectra as described by Diaz et al. [2008]:
Sj k; !ð Þ /
*
jDNj k; !ð Þj2
n0j
+
; ð7Þ
where DNj(k, w) is the relative density variation of the
species j, in k and w space, and the angle brackets rep-
resent an average over multiple independent samples of the
spectrum.
[15] In this simulations the plasma lines were included.
Figure 2a shows that those lines are in the right place over the
spectrum (±wpe/2p ∼ ±2.35 MHz). The ion acoustic mode is
also presented (around 0 frequency), although its shape
cannot be resolved with the applied simulation length which
limits the spectral resolution. Figures 2b–2d show the simu-
lated IS for just one wave number k ∼ 54 m−1 (f ∼ 1300 MHz)
and the theoretical IS spectrum [Sheffield, 1975]. There is
rough agreement between both curves.
5. Beam‐Plasma Instability Simulation
[16] Here the simulation tool is used to study the accuracy
of the relations presented by Diaz et al. [2010] where the
decay model, presented by Forme [1993] to explain NEIAL
Table 1. Summary of Physical Parameters Used to Simulate the
IS Spectrum Effects
Physical Parameter Symbol Value
Ion mass mi 1.6726 × 10
−27 kg
e− mass me 3.3452 × 10
−30 kg
Ion temperature Ti 1000 K
e− temperature Te 2000 K
Ion density ni 2.5 × 10
11 m−3
e− density ne ∼2.5 × 1011 m−3
Uniform magnetic field along x Bx 50,000 nT
Figure 1. Magnitude squared of the electric field as a func-
tion of time for the simulation associated with the para-
meters presented in section 4 (Maxwellian case). The
electric field is needed to verify if the Langmuir decay
should be triggered. In the thermal case the magnitude
squared of the electric field oscillates around a constant
value since no free energy is injected to the plasma.
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formation, and the Langmuir harmonic model, presented by
Yoon et al. [2003] are unified to visualize the whole sig-
natures in the IS spectrum.
[17] Simulations are formed by three species: background
electron, background protons (H+), and an injected weak
electron beam. Although, most of the simulation parameters
remain constant throughout this work, some simulation
parameters, such as the sampling rate, are modified between
simulations to take computational advantage offered by the
particular physical parameters under investigation. Tables
1–4 summarize most of the parameters that are used.
Changes from these values will be highlighted where they
occur.
[18] The main physical parameters were selected based on
averaged measurements observed at high latitudes. The
beam parameters were in general selected to have the
magnitude of current density (∣J∣) between values 100 to
300 mA/m2, which are consistent with observed current
densities over the discrete aurora [Stasiewicz et al., 1997].
The distribution function of the electron beam was selected
just to meet the radar wave number desired with certain
Figure 2. Simulated incoherent scatter spectrum for the simulation associated with the parameters pre-
sented in section 4 (Maxwellian case). The spectrum is obtained integrating 120 angular independent
spectra. (a) The spectrum as a function of frequency and wave number. (b) The spectrum as a function of
frequency for the wave number k ∼ 54 m−1 (or radar frequency of ∼1300 MHz), which is similar to the
wave number of Sondrestrom. (c and d) Close‐ups of the negative and positive Langmuir modes,
respectively.
Table 2. Summary of Plasma Parameters Obtained From the
Physical Parameters Presented in Table 1
Plasma Parameter Symbol Value
Ion gyrofrequency Wi 4.8 × 10
3 rad/s
Electron gyrofrequency We 2.4 × 10
6 rad/s
Plasma frequency wpe 1.48 × 10
7 rad/s
Debye length (electrons) lDe 0.0062 m
−1
Debye length (ions) lDi 0.0044 m−1
Table 3. Summary of Spectral Specifications
Physical Parameter Symbol Value
Maximum backscatter wave number kmax 60 m
−1
Minimum backscatter wave number kmin 20 m
−1
Wave number resolution Dk 1.5 m−1
Number of lags Nlags 24
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beam density to satisfy the current density range. The lack
of measurement in the thermal region of the distribution
function justifies the freedom in the selection. The thermal
electron distribution, going from ∼0.08 to ∼6 eV has never
been measured effectively in the night time midaltitude
auroral zone, where spacecraft potentials are usually a few
volts negative therefore repelling those electrons. Although,
recent attempts of improving the measurement of the ther-
mal electron distribution have been made in satellites/
rockets [MacDonald et al., 2006] as well as laboratory/
simulation experiments [Frederick‐Frost and Lynch, 2007],
leading to a better understanding of the issues involved in
this measurement process, no direct measurement of iono-
spheric electron distribution function has been obtained so
far. Thus, it is desired to explore what would be the possible
signatures on the IS spectrum if the electron beam distribu-
tion causing the NEIAL is really within this undermeasured
thermal distribution range. Even though the geomagnetic
field has no effect on the longitudinal unstable waves caused
by the electron beam, a constant value of 50,000 nT for the
geophysical magnetic field is assumed to mimic the real
scenario. The maximum beam velocity that will place the
instability at a specific radar (or wave number k) is reached
for the background electron density peak, which gives the
maximum plasma frequency (vbmax ∼ wpemax/k). If the
maximum beam velocity cannot trigger the Langmuir decay,
it is unlikely that lower beam velocities interacting with
plasmas at higher altitudes (or lower densities) can trigger
the decay. Therefore, the density of the background plasma
is selected to be close to the peak of the F region with a
value of 2.5 × 1011 m−3 (at ∼300 km) to study the feasibility
of detecting NEIALs with IS radars. The selection of this
large ne imposes an increment in the distance between the
ion acoustic and plasma lines, due to the increment of wpe,
requiring a restrictively short sampling rate to visualize all
modes present (including the Langmuir harmonics) in the IS
spectrum. In order to bring closer the ion acoustic and
plasma lines (smaller wpe), a smaller ion to electron mass
ratio (actually mi/me ∼ 2000) is used. Although, it is possible
to use ratios as small as 100 without affecting the physical
behavior of the plasma, the spectral accuracy of the ion
acoustic line, which is the line where those distortions are
mainly observed, is diminished with a ratio that small (see
Figure 3). Therefore the mass ratio was selected to mi/me =
500. Usually, the theory uses two limits for the temperature
ratio, Te/Ti = 1 and Te/Ti  1. However, with simulation is
possible to use more realistic ratios. For the present work the
ratio Te/Ti = 2 is chosen. The main plasma parameters ob-
tained from the selected physical parameters are presented in
Table 2. Combining the physical parameters with the desired
spectral specifications (Table 3), the simulation parameters
(Table 4) are obtained through the process described in
Appendix A.
5.1. Angular Dependency of the Echo and the Angular
Integration
[19] Diaz et al. [2008] facilitated the spectral convergence
to the mean value of the spectrum by taking advantage of
the angular independence of the spectrum over a two
dimensional plane (kx, ky). While it is not difficult to
support the angular independence of the spectra for an
unmagnetized plasma in thermal equilibrium, the angular
independence is lost when a beam of electron is injected
along the x direction, together with a uniform magnetic
field also along x. However, the asymmetries due to the
beam and the magnetic field have been found to be small
for angles close to 0° (or along x). In addition to the ad-
vantages offered to the spectral resolution, quantification
of the angular characteristic of enhanced echoes is impor-
tant from an observational perspective because it can be
compared with the actual measured angular characteristics
of NEIALs [Foster et al., 1988; Rietveld et al., 1991].
Because the enhancement of Langmuir waves is a neces-
sary condition for enhanced ion acoustic power in the IS
spectrum, the angular analysis focuses on the angular
sensitivity of the Langmuir wave. Less computational time
is needed to study the angular dependency if the focus is
on the Langmuir waves. The beam parameters used in the
angular study are: vb = 3.9 × 10
5 m/s, Dvb = 7.8 × 10
4 m/s
and nb = 1 × 10
9 m−3. The only parameters changed from
the Maxwellian simulation (Tables 1 and 4) are the back-
ground ion density, ni, increased to 2.51 × 10
11 m−3 to keep
charge neutrality; and the total number of samples, Nt, which
is reduced to 64,000. Filtering is applied to ∣w∣ > wpe in order
to avoid possible aliasing with Langmuir harmonics.
[20] Figure 4 shows the incoherent scatter spectrum
obtained at five angles (or directions) over the (kx, ky) plane.
Table 4. Summary of Simulation Parameters Defined in Table A1
Symbol Value
Dx 0.004 m
Dy 0.004 m
Nx 1024
Ny 128
Dt 4.5 × 10−9 s
Ns 32
Nt 96,000
Np 500,000
Nproc 64
Figure 3. Simulated, theoretical with actual ion to electron
mass ratio (mi/me), and theoretical with reduced mi/me ISR
spectra at a scatter wave number (ks) of 53.9 m
−1 (or a radar
frequency of 1289 MHz, close to Sondrestrom frequency).
Spectra for (top) mi/me = 200, (middle) mi/me = 400, and
(bottom) mi/me = 600.
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Figure 4a shows the w − ∣k∣ plane, where the three longi-
tudinal modes are present: the ion acoustic mode (central
line around zero frequency), the Langmuir mode (two par-
abolic‐like curves close to wpe = 2.35 MHz) and the beam
mode (w = vb k), which is the broad line that follows w =
vb∣k∣. The spreading of the beam mode is due to the thermal
velocity given to the beam. The electron beam has enhanced
just the positive plasma line, as expected, and the enhanced
Langmuir waves have similar characteristics for angles
smaller than 15° as expected [Foster et al., 1988; Rietveld et
al., 1991]. Figure 4e shows the spectrum obtained perpen-
dicular to the magnetic field (B). Here we see the transverse
electrostatic Bernstein mode [Krall and Trivelpiece, 1986].
Hereafter, all spectra obtained throughout this work use 22
angular integrated spectra obtained assuming a 3° angular
resolution between angles 15° to −15° and 165° to 195°
over the (kx, ky) plane [see Diaz et al., 2008].
Figure 4. Incoherent scatter spectrum for (a) 0°, (b) 15°, (c) 30°, (d) 45°, and (e) 90° over the plane
(kx, ky) for the simulation associated with section 5.1 (angular dependency). The angle equal to 0° is
coincident with the x direction and is therefore parallel to the electron beam and magnetic field. The
angle equal to 90° coincides with the y direction and is therefore perpendicular to the electron beam
and the magnetic field.
Figure 5. Incoherent scatter spectrum of the simulation per-
formed in section 5.1, where the beam mode is enhanced
because of a large beam density (nb = 5 × 10
9 m−3).
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[21] Even though, the beam and physical parameters used
in the previous simulation satisfy the condition Gb = 0.5 < 1,
they are unable to trigger the Langmuir decay producing
no structure in the ion density therefore no enhancement in
the ion acoustic line. Although the model predicts that the
Langmuir beam mode will be excited, the increment of the
amplitude of the Langmuir wave (EL
2 ∼ 34 V2/m2) does not
overcome the threshold (Ethr
2 ∼ 39 V2/m2), inhibiting the
decay.
[22] In order to test the model and allow comparison
with previous spectral results [e.g., Gary, 1985] the beam
mode is enhanced by increasing the electron beam density
to nb = 5 × 10
9 m−3. It was also necessary to change ni to
2.55 × 1011 m−3 to ensure that ni ≈ nb + ne and maintain
charge neutrality. These parameters will also not trigger the
decay, this time due to the fact that the beam mode is the
one being excited since Gb = 2.5 > 1. The incoherent
scatter spectrum is shown in Figure 5. It is obtained
without filtering the first Langmuir harmonic, therefore, Ns
is changed to 16 from the value presented in Table 4.
Figure 5 is shown in same scale as that used for the
Maxwellian simulation. The first Langmuir harmonic
shows similar spectral power as the ion acoustic line in the
Maxwellian spectrum. The ion acoustic line of the IS
spectrum presented in Figure 5 shows no enhancement
Figure 6. Incoherent scatter spectrum obtained for the sim-
ulation performed in section 5.2, where Langmuir harmo-
nics and the decay of Langmuir waves are produced.
Figure 7. Snapshots of density variation for (a) electrons
and (b) ions, using the parameters presented in section 5.2,
where Langmuir harmonics and the decay of Langmuir
waves are produced.
Figure 8. Integration of the incoherent scatter spectrum of
the simulation performed in section 5.2 for (a) all the wave
numbers (equation (8)) and (b) all the frequencies ∣w∣ >
200 kHz (equations (9) and (10)). The negative values of k
actually represent the values of the negative frequencies;
for this reason no harmonics are seen for negative wave
numbers.
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implying no decay, which is confirmed with no structure
on the ion density.
5.2. Langmuir Harmonics Simulation
[23] Here the Langmuir harmonics will be analyzed in
more detail by using the beam with parameters: vb = 7.8 ×
105 m/s, Dvb = 1.56 × 10
5 m/s and nb = 1 × 10
9 m−3. The
rest of the parameters changed from those presented in
Tables 1 and 4 are the ion density (ni), sampling rate (Ns),
and total time of the simulation (Nt), whose values are
changed to 2.51 × 1011 m−3, 8 and 16,000, respectively. The
reduction of Ns will allow the visualization of the IS spec-
trum up to w ∼ 4wpe. However, it implies more frequent
outputing slowing the simulations. The reduction in the
simulation speed and increment of output files limited Nt to
16,000 with the computational resources used. With these
parameters the model predicts that the Langmuir beam mode
will be excited (G = 0.5 < 1), and that EL
2 ∼ 135 V2/m2 will
overcome the threshold (39 V2/m2). Figure 6 shows the
incoherent scatter spectrum obtained with the simulation,
where is possible to see the enhancement of the ion acoustic
line. The Langmuir decay process is also visualized in the
structure developed on the electron density variation pre-
sented in Figure 7a, which is followed by the ion density
variation as shown in Figure 7b. Figure 6 also shows that the
Langmuir harmonics and decay can coexist in the IS spec-
trum for nominal ionospheric parameters.
[24] Also clearly evident in Figure 6 are harmonics of
the Langmuir wave up to third harmonic, or 4wpe. The
generation of the harmonics is not a consequence of any
special assumption. All of the modes in Figure 6 evolve
spontaneously given only the initial random selection of
particle positions and velocities. The characteristics of the
simulated spectrum are in good agreement with the model
presented in section 2. As expected, the Langmuir harmonics
appear at w ∼ nwpe and at wave numbers k ∼ nwpe /vb,
where n = 2, 3, 4  . By integrating the incoherent scatter
spectrum, S(w, k), over k and w, it is possible to verify the
power law proposed by Gaelzer et al. [2003], however,
this time without any kind of assumption about the initial
conditions. Figure 8a compares the spectrum (equation (8))
for the beam case simulated here with the Maxwellian case
Figure 9. Incoherent scatter spectrum for different times for the simulation performed in section 5.2:
(a) 0–3.6 ms, (b) 3.6–9 ms, (c) 9–14.4 ms, (d) 14.4–21.6 ms, (e) 21.6–30.6 ms, and (f) 30.6–41.4 ms.
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run in section 4. Figure 8b shows the spectrum as a function
of wave number (equations (9) and (10)), again for the beam
and Maxwellian cases. The equations that describe those
integrations are
S !ð Þ ¼
Z ∞
0
S !; jkjð Þ djkj ¼
XNx=21
n¼0
Sm;nDk; ð8Þ
where m and n are indexes that account for the frequencies
and wave number, respectively, and
S þjkjð Þ ¼
Z ∞
200 kHz
S !; jkjð Þ d! ¼
XNt=Ns1
m¼mþ200 kHz
Sm;nD! ð9Þ
S jkjð Þ ¼
Z 200 kHz
∞
S !; jkjð Þ d! ¼
X0
m¼m200 kHz
Sm;nD!; ð10Þ
where m±200kHz is an index representation of the fre-
quency ±200 kHz. The negative frequencies are represented
by m indexes going from 0 to Nt/2Ns, and the positive fre-
quencies are represented by m indexes going from Nt/2Ns + 1
to Nt /Ns − 1.
[25] Figure 8b, however, needs some clarification to avoid
confusion. Given the angular integration performed, the
wave number obtained for the spectrum S(w, k) is actually
the wave number magnitude (k) therefore it is not possible to
get negative values for the wave number; however, a wave
of positive frequency traveling in the opposite wave number
direction can be represented by a negative frequency w, but
this time traveling in positive wave number direction. This
reasoning also works in the opposite direction where a
wave with a negative frequency traveling in the positive
direction of k can also be represented as a wave of positive
frequency traveling along −k. Thus, the negatives values of
k in Figure 8b actually represent the negative frequencies
of the spectrum, where no harmonics are visualized. Both
plots of Figure 8 show that the decrement in power of the
harmonics is almost linear on these log‐scale figures,
which implies a power law (/ k−n) for the power intensity
Figure 10. Integrated incoherent scatter spectrum for all the frequencies in the range ∣w∣ > 200 kHz
for different times for the simulation performed in section 5.2: (a) 0–3.6 ms, (b) 3.6–9 ms, (c) 9–14.4 ms,
(d) 14.4–21.6 ms, (e)21.6–30.6 ms, and (f) 30.6–41.4 ms.
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of the harmonics. Both plots also show that the power
intensity of the first harmonic (w ∼ 2wpe), at least in the
absence of system noise, is larger than the value of the
thermal level; this harmonic even shows a power level
larger than the level of the ion acoustic line (Figure 8a),
which would make this harmonic detectable by incoherent
scatter radars.
[26] The time evolution of the incoherent scatter spectrum
and the power spectrum versus the wave number can be
seen in Figures 9 and 10, respectively. It is clear that the
harmonics appear in chronological order. After the
enhancement of the natural positive Langmuir wave, the first
harmonic (w ∼ 2wpe) starts to be noticeable, without in-
hibiting in any way the enhancement of the natural Langmuir
wave. A similar behavior is seen for the appearance of the
second harmonic (w ∼ 3wpe), where it is possible to see that
the natural Langmuir wave and the first harmonic are still
present and still gaining power.
5.3. Langmuir Decay Simulation
[27] Resolving up to the third harmonic (4wpe) in the IS
spectrum reduces the possible total simulation time, because
of the small time step required. The short time of simulation
presented in section 5.2 prevents the whole development of
the Langmuir decay, leaving only a weak signature in the IS
spectrum. By focusing on the first Langmuir harmonic
(2wpe) in the IS spectrum and filtering the other harmonics,
the length of the simulation can be increased. In section 5.3,
the bulk velocity and thermal speed of the beam are kept the
same as those used in section 5.2 (vb = 7.8 × 10
5 m/s, Dvb =
1.56 × 105 m/s), while the density of the beam is decreased
Figure 11. Snapshots of density variation of (a) electrons
and (b) ions for the simulation associated with the param-
eters presented in section 5.3.
Figure 13. (a) Snapshots of the electric field at eight differ-
ent times and (b) magnitude squared electric field (Et
2) ver-
sus time for the simulation associated with the parameters
presented in section 5.3.
Figure 12. Density variation along the line y = 0 of the
simulated surface versus time for (a) electrons and (b) ions
for the simulation associated with the parameters presented
in section 5.3.
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to nb = 7.5 × 10
8 m−3. With these parameters, the condition
Gb = 0.375 < 1 is satisfied and the condition of the decay
given by equation (3) (∼101 V2/m2 > ∼39 V2/m2) should
ensure the decay of the Langmuir waves. The rest of the
parameters changed from those presented in Tables 1 and 4
are the ion density (ni), sampling rate (Ns), and total time of
the simulation (Nt), whose values were changed to 2.51 ×
1011 m−3, 16 and 32,000, respectively.
[28] Figure 11a shows eight snapshots at eight different
times of the electron density variation. It is clear that for
t ∼ 29 ms an obvious coherent structure is produced along x.
These Langmuir waves can be seen traveling in the positive x^
direction. Figure 12a shows the time evolution of a sample
cut (at y = 0) of the electron density variation along x.
After t ∼ 20 ms some high‐frequency wiggles appear and
persist in the electrons. Since those perturbations are
absent in the ion density variation, they are associated with
excited Langmuir waves.
[29] Figures 11b and 12b show the same plots described
previously, but for ion density variation. In Figure 11b at
time equal to ∼43 ms some weak depletions in the ion
density become noticeable. These become quite perceptible
by t ∼ 86 ms. Also at that time the correlation between the
electron and the ion density variations becomes evident. The
coherent ion structure result from ion acoustic waves which
travel at the slow ion acoustic velocity.
[30] The correlation between electrons and ions show that
the electrons contain information about the coherent
behavior of the ions, producing an enhancement in the ion
acoustic mode of the IS spectrum. Therefore, it can be
concluded that a moderate magnitude current density ∣J∣ =
q nb∣vb∣ ∼ 125 mA/m2 can produce a decay of Langmuir
waves, exciting the ion acoustic mode.
[31] Figure 13a shows snapshots of the electric field for
eight different times. It is clear that, as linear theory pos-
tulates, the electric field follows the dynamics of the elec-
tron density variation.
[32] Figure 13 shows that EL
2(t) overcomes the threshold
given by the background parameters (Ethr
2 ) triggering the
decay. The curve Et
2 crosses Ethr
2 (∼39 V2/m2) at a time close
to 40 ms. This time is in rough agreement with the time
when the snapshots of the ion density, shown in Figure 11b,
start to exhibit structured features. Therefore, the decay
starts when the electric energy of the Langmuir waves
overcomes the threshold, as theory predicts.
[33] Figure 13b shows that after equilibrium is reached,
the averaged squared electric field (EL
2(t)) converge to a
value EL
2(t → ∞) ∼ 100 V2/m2, which is close to the theo-
retical value (EL
2 ∼ 101 V2/m2).
[34] Figure 14 shows the incoherent scatter spectrum and
the four main modes expected. The positive Langmuir
mode (around wpe) is enhanced about 40 dB over the
Maxwellian case (Figure 2) owing to the bump‐on‐tail
instability. The ion acoustic mode can be seen centered
around 0 as expected. The third mode is the beam mode
where w = vbk. The fourth mode is the first Langmuir
harmonic at ±2wpe.
[35] The perturbations of the ion density (Figure 11b)
are reflected in the ion acoustic line of the spectrum
shown in Figure 14, which is enhanced by over 30 dB
with respect to its thermal level (Figure 2) between wave
numbers ∼20 m−1 and ∼55 m−1. Figure 14 implies that the
three lines can be detected simultaneously by a radar of
k ∼ 40 m−1 or k ∼ 50 m−1. Therefore, this simulation
shows that a beam with a thermal speed Dvb = 0.2vb,
which is narrower than that obtained theoretically by
Diaz et al. [2010] (Dvb = 0.3vb), may produce multiple
detectable lines within the same radar. Even though the
resolution, or length of the simulation, is insufficient to
determine whether one or both shoulders of the ion acoustic
line are enhanced, it is possible to argue that both shoulders
may be enhanced, since Figure 14 shows enhancement of
negative‐frequency Langmuir waves, associated with the
secondary decay. Since the negative‐frequency Langmuir
wave is excited, its respective negative‐frequency first har-
monic is also enhanced.
6. Conclusions
[36] A particle‐in‐cell (PIC) code was used to simulate an
injection of electrons through a 2D background plasma.
Previous simulations, due to computational limitations,
focused on just one particular mode of the IS spectrum. The
simulations described in section 5.2 involved the IS spectrum
as a “whole” without any major assumptions. Section 5.2
showed that the enhancement of the Langmuir mode pre-
cedes the appearance of the harmonics and that the harmo-
nics appear in ascendant order, staying permanently present
in the plasma after they appear. The simulations also showed
that the spectral distortions are similar at aspect angles as
large as ±15° of the beam direction. Simulations exhibited
the expected power law behavior of the spectral power in the
Langmuir harmonics. It was also shown in this work that the
power density level of the first Langmuir harmonic is com-
parable to the power density level of the ion acoustic mode
for a thermal plasma, suggesting that the first harmonic could
be detected by radars. The main model predictions [Diaz
et al., 2010] are confirmed by the simulations showing
that simultaneous detection, with the same IS radar, of the
enhanced ion acoustic line and the first Langmuir har-
monic is possible for beams with Dvb ∼ 0.2vb and current
densities as low as ∼94 A/m2.
[37] Even though the values of electron and ion masses
used in this work are not the actual values, the qualitative
conclusions can remain. The decrement of electron mass and
Figure 14. Incoherent scatter spectrum of the simulation
associated with the parameters presented in section 5.3.
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the increment of the ion mass will decrease the energy
passed from the beam to the plasma (equation (4)) and
increase the energy threshold necessary to trigger the
decay, giving the impression that the velocity (or/and den-
sity) of the beam should be increased to produce the
decay of Langmuir waves, and placing the ion acoustic
enhancement at lower wave numbers where no ISR cur-
rently operates. Fortunately, the use of the actual electron
mass will also increase the plasma frequency, partially
compensating for this effect in k ∼ wpe/vb that a possible
increment of the velocity of the beam necessary to trigger
the decay could have.
[38] The parametric decay mechanism is predicated on the
existence of dense low‐energy electron beams (<10 eV) in
the ionosphere. As discussed in section 5, distribution
functions in this energy range are not resolved by current
particle detectors, so the validity of the parametric decay
mechanism remains speculative. Other mechanisms for
producing such ISR spectral distortions cannot be ruled out.
[39] In summary, the detection of the first Langmuir
harmonic with an ISR might be useful in at least three
manners. First, this harmonic could be used to confirm the
precipitation of electrons as the driver of NEIALs (if both
effects are detected simultaneously). Second, it could help
in understanding the ionospheric response to electron beam
precipitation (i.e., the aurora). And third, the harmonic
might be useful in constraining estimates of beam and
plasma parameters if the ion acoustic enhancement and
the harmonic are simultaneously detected within the same
ISR.
[40] Future work will be conducted to explore more
diverse cases for the beam in order to put under test the
model summarized by Diaz et al. [2010] and to study their
effects on the IS spectrum. In that direction a pair of
counterstreaming beams will be tested, as suggested by
Pavan et al. [2010], since this configuration might produce
a stronger enhancement of the ion acoustic waves than that
produced with a single beam.
Appendix A: Determination of the Simulation
Parameters
[41] The simulation parameters (see Table A1) have to be
carefully selected to simulate the physics of the plasma under
study and to generate appropriate spectral information.
[42] The simulation parameters must satisfy the con-
straints given by equations (A1)–(A4) in order to adequately
represent the plasma waves without producing spurious
modes [Hockney and Eastwood, 1988]: i.e.,
Dx; Dy ] De; ðA1Þ
n!peDt  2; n ¼ 1; 2; 3 . . . ; ðA2Þ
Lx; Ly  De; ðA3Þ
Np De  Lx; Ly; ðA4Þ
where n accounts for some possible harmonics of wpe, lDe is
the Debye length, and wpe is the plasma frequency.
[43] In addition to the above constraints the space and
time steps must be properly selected to see the desired range
of IS spectra. If the spectrum is to be visualized between
kmin and kmax with a resolution of Dk (where k is the
backscatter wave number) and with a resolution in w of Dw,
the simulation parameters have to be selected accordingly.
The range of w need not be specified because w depends
on the physical parameters and k through the dispersion
relation which imposes the range.
[44] Including the requirements to properly visualize the
IS spectrum, the spatial step must also satisfy
Dx; Dy  
kmax
; ðA5Þ
which requires that simulation resolves the smallest
wavelength.
[45] Hence, equations (A1) and (A5) must be put together
to find the proper Dx and Dy that satisfy both conditions.
Thus,
Dx; Dy ] min

kmax
; De
 
: ðA6Þ
[46] The spatial steps depend on either the maximum
radar frequency to be considered (/ kmax) or the Debye
length. Unless kmax is extremely large lDe dictates the size
of the spacial steps.
[47] In addition to equation (A2), the time step must also
take in account the high speed of the injected particles
[Hockney and Eastwood, 1988]
Dt ¼ Dx
max 3 vthe; vb þ 3Dvbð Þ ;
where vb and Dvb are the bulk velocity and the thermal
speed of the beam along x^, respectively. The total constraint
on Dt can be stated as
Dt 	 min Dx
max 3 vthe; vb þ 3Dvbð Þ ;
2
n!pe
 
: ðA7Þ
[48] Note that only Dx is considered in constraining Dt.
This is due to the fact that the injection only occurs along x
in this simulator.
[49] The size of the volume has to allow at least three oscil-
lations for waves with the longest wavelength of importance:
Lx > 3max: ðA8Þ
Replacing lmax equation (A8) can be written as
Nx >
6
kminDx
: ðA9Þ
Table A1. Definition of the Simulation Parameters
Simulation Parameter Symbol
Length of the cell in x Dx
Length of the cell in y Dy
Number of cells in x Nx
Number of cells in y Ny
Total length in x Lx
Total length in y Ly
Time step Dt
Number of time steps to get the
sampling period
Ns
Total number of time steps Nt
Number of macroparticles Np
Number of processors Nproc
DIAZ ET AL.: PIC SIMULATION OF ISR DISTORTIONS A00K10A00K10
12 of 14
[50] Putting the previous equation together with the non-
aliasing condition (for a square window), the size of the
volume can be obtained by
Nx  max 4DxDk ;
6
kminDx
 
: ðA10Þ
[51] Even though the simulator can output data every
time step, doing so is computationally expensive. The fre-
quency at which data must be saved is dictated by the highest
expected frequencies in the plasma, which are the Langmuir
waves or some harmonic of it, equation (1). Using the
aliasing restriction, the number of time steps needed between
output writes can be calculated by
Ns  
!Lnjkmax Dt
: ðA11Þ
[52] The final simulation parameter is the total number of
time steps, which is related to the frequency resolution Dw.
High‐frequency resolution is needed in order to adequately
represent the ion acoustic line of the plasma. Lower k means
higher resolution, since the shoulders of the ISR spectrum
(ws = ±Csk) become closer together. Therefore, the fre-
quency resolution is dictated by the lowest k to be visualized
with the simulation:
Df ¼ Dw
2
¼ 2wsjkmin
2 Nlags
¼ Cskmin
 Nlags
;
where Nlags is the desired number of points between the
shoulders of the Ion acoustic line. Combining the previous
equation with the nonaliasing condition, the total number of
steps needed for the simulation can be obtained:
NT 
 2 NlagsDt Cs kmin : ðA12Þ
[53] In summary, after choosing the physical parameters
of the plasma to be simulated (such as temperatures, masses
and densities), the plasma parameters (frequencies and
Debye length) can be calculated. Including the spectral
specifications have to be added (range and resolution of the
wave number and the number of points between the ion
acoustic lines) to obtain the simulation parameters by using
equations (A6), (A7), (A10), (A11), and (A12), in that order.
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