A simple, highly sensitive technique for measuring absorbed power in thin film dielectrics based on thermal lensing is demonstrated. Absorption of an amplitude modulated or pulsed incident pump beam by a thin film acts as a heat source that induces thermal lensing in the substrate. A second continuous wave collimated probe beam defocuses after passing through the sample. Determination of absorption is achieved by quantifying the change of the probe beam profile at the focal plane using a four-quadrant detector and cylindrical lenses to generate a focus error signal. This signal is inherently insensitive to deflection, which removes noise contribution from point beam stability. A linear dependence of the focus error signal on the absorbed power is shown for a dynamic range of over 10 5 . This technique was used to measure absorption loss in dielectric thin films deposited on fused silica substrates. In pulsed configuration, a single shot sensitivity of about 20 ppm is demonstrated, providing a unique technique for the characterization of moving targets as found in thin film growth instrumentation. Published by AIP Publishing. https://doi
I. INTRODUCTION
Absorption measurements in transparent bulk and thin film solids are instrumental in the characterization of optical materials. In particular, in thin films employed in interference coatings, sensitive absorption measurements are critical to optimize performance at specific wavelengths. 1, 2 There are several different techniques used to measure absorption such as spectrophotometric methods, 3 calorimetric methods, 4 and laser photothermal spectroscopy. 5 The main advantages of the latter are its high sensitivity and nondestructive and noncontact nature. Laser photothermal spectroscopy allows for the study of thermal properties of materials. 5 Laser-based photothermal techniques use either a modulated or a pulsed pump beam to generate thermal waves in the material, which causes a modulated or pulsed temperature change. Material properties can be obtained by studying both the amplitude and phase of the thermal signal. Photothermal techniques can be categorized by how the temperature change is measured: photo-acoustic, photo-thermal deflection, 6 photo-thermal radiometry, photothermal interferometry, [7] [8] [9] and thermo-reflectance and thermal lens. 5, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] Many of these techniques have been used to characterize solid surfaces and thin films 20 achieving sensitivities measured in absorptance units in the range of 140 ppm, 21 30 ppm, 22 10 ppm, 23 and as low as 0.25 ppm. 16, 24, 25 Herein, we demonstrate a new simple photo-thermal method capable of measuring thin film absorption from a few ppm to over 80% (a dynamic range of over 10 5 ) using continuous wave (CW) or pulsed pump lasers. Results from samples with an absorption as low as 5.6 ppm are presented. This value a) edomene@gmail.com and carmen.menoni@colostate.edu is not a fundamental limit of this technique. Ultimately this technique is limited by the volumetric absorption of the substrate due to the pump beam and the probe beam overlap, which can be characterized and subtracted from the measurement, as is done with other photo-thermal methods. The measurements are in good agreement with those obtained using Photothermal Common-path Interferometry (PCI), which is one of the most widely used methods to measure parts per million (ppm) absorption in thin films. 7, 26, 27 The photo-thermal method we demonstrate here uses a pump beam to create the thermal lens and a probe beam. Neither of these beams needs to be tightly focused, which simplifies alignment. A focus error (FE) signal 28 quantifies the change in the probe beam profile due to the presence of an induced thermal lens. In thermal lens systems, pointing stability between pump and probe beams gives rise to unwanted contributions from deflection. The FE signal is, on first-order, insensitive to deflection by design.
A pulsed version of the method is also demonstrated showing an acceptable single shot sensitivity. Due to its simplicity, the method can be incorporated into a deposition chamber and used to measure losses in situ as thin film multilayers are being grown even with the substrate in movement. Sections I A-I C describe an analysis of thermal lensing and how the FE signal is obtained and related to the absorption loss. These are followed by a description of the experimental setup and the results obtained in thin film dielectrics.
A. Thermal lensing: Graded index versus thermal expansion
Let us consider a sample consisting of a thin film stack deposited onto a substrate that is illuminated by a laser beam. Absorption of this pump laser beam induces heating on the sample and more specifically of the substrate due to the difference in their thickness. The thin film absorption acts as a local heat source that diffuses radially into the substrate. Volumetric absorption in the substrate diffuses laterally from the center of the pump beam. Due to the heating of the substrate, several different thermal phenomena occur: thermal expansion, change in reflectivity, and change in the refractive index (thermal lensing effect). 29 The temperature increase of the substrate is modulated due to the amplitude modulation of the pump beam. If a second weaker probe beam of wavelength different from the pump passes through the sample, it will focus due to two effects: the curvature of the sample's surface (thermal expansion caused by the Gaussian pump beam profile) and the change of the refractive index with temperature (graded index lens). Since both the thermal expansion and the graded index effects are small, i.e., the induced radius of curvature is much larger than the thickness of the substrate and the confocal parameter of the collimated probe beam is much greater than the thickness of the substrate (e.g., 6 mm), the thin lens approximation is valid. For the case of the thermal lens, under these approximations, the change in the phase front of the probe beam passing through the sample (thin film stack and substrate) due to the temperature change can be estimated by calculating the optical path difference in a straight line through the sample at constant time t (under the assumption that the transit time is much smaller than the time scale in which the pump pulse varies, pulse width, or modulation period). Multiplying the result by the wavenumber, the phase change is calculated as shown in the following equation:
where T is the temperature rise due to the pump beam, ρ is the radius in cylindrical coordinates, z is the propagation direction, dn/dT is the temperature coefficient of the refractive index of the substrate, and k 0 is the probe beam wavenumber. The second-order derivative of the phase of a converging Gaussian wave with respect to the radius ρ allows one to calculate the focal length of the graded index lens ( f GI ) as shown in Eq. (2).
Here we have neglected higher-order terms of the phase φ; the smaller the probe beam is with respect to the pump beam, the more accurate this approximation will be,
Considering the same approximations, the thermal expansion δ z is obtained by integrating the temperature profile and multiplying by the linear expansion coefficient λ z . The focal length due to thermal expansion ( f TE ) can be calculated as
where R is the radius of curvature.
We will work on the usual approximation 29, 30 that the film is thin enough to consider that heat absorbed in the film is a surface injected heat and appears at the boundary conditions for the heat equation of the substrate. The other approximation is that the pump beam attenuation can be neglected (low absorption regime) when computing the volumetric heat source. The heat equation results in
with a boundary condition
In Eqs. (4) and (5), D is the substrate thermal diffusivity, I is the injected pump beam intensity (incident minus reflected intensities), κ is the substrate thermal conductivity, α S is the substrate absorption coefficient, and η F is the film absorptance (the parameter we wish to determine in the experiment). The term (1 η F ) accounts for the loss due to film absorption. As absorption is neglected in the beam propagation direction, the z dependence is only due to diffraction.
The temperature can be separated into two components,
where T 0 is the solution for Eqs. (4) and (5) for η F = 0 and T 1 is the solution for η F = 1. It is easily verified that T from Eq. (6) is an exact solution for Eqs. (4) and (5). T 0 is the temperature profile in the absence of the absorbing film, and T 1 is the temperature profile for a fully opaque film. Neither T 0 nor T 1 depend on η F . Inserting Eq. (6) into Eq. (3), two contributions appear,
with
and
. (9) Both f 0 and f 1 depend on the pump laser properties and the substrate optical and thermal properties but do not depend on the film properties. For fused silica, dn/dT = 1.28 × 10 5 1/K and λ z = 5.5 × 10 7 1/K. 31 This means that the focusing effect due to thermal expansion is 23 times weaker than that of the thermal lens and can be neglected. In practice, it is combined into an effective dn/dT absorbed in the calibration of the method,
Hence for a pulsed pump scheme, the resulting thermal focal lens will depend on time and pump pulse characteristics so that the slope and intercept of the 1/f versus η F in Eq. (7) are determined in the calibration procedure.
For a periodically modulated pump beam, lock-in detection may be used. The laser induced temperature profile can be separated into a zero frequency and a modulated term at the frequency of the pump beam modulation, T = T ω =0 + T ω . By solving Eq. (2), we can obtain an expression for the thermal lens focal length as a function of the thermal parameters of the substrate, 15,29,30,32
where P w is the modulated pump laser power, κ is the substrate thermal conductivity, and w 0 = 8D/ω 2 PUMP is a cutoff frequency that corresponds to the time at which the heat diffuses a distance on the order of the pump beam size, D is the thermal diffusivity, and ω PUMP is the pump beam waist. The frequency dependence of the thermal lens is described in Refs. 28, 30, and 33 .
From the analysis, we see that heating of the sample due to absorption induces a thermal lensing effect in the substrate. The incident probe beam thus suffers a focusing or defocusing effect, depending on the sign of dn/dT | eff . In order to quantify this absorption, we need to be able to measure the focusing of the probe beam. In Secs. I B and I C, we will show how a FE signal is generated by using two cylindrical lenses and a 4-quadrant detector and how this signal is used to characterize thin film absorption.
B. Focus error signal
The FE signal is obtained by measuring the unbalance in light between both diagonals of a 4-quadrant detector. 28, 29 Figure 1 shows the axes of the incident probe beam (x and y) and the axes of the 4-quadrant detector (x' and y'). There is a 45 • angle between both sets of axes. To calculate the unbalance of the diagonals, we must first integrate the probe beam intensity in each quadrant, C, and then calculate (C1 + C3) (C2 + C4). It is easy to see that the unbalance of the diagonals is, at first-order, insensitive to deflection of the beam. The SUM signal is the sum of the signal from all 4 quadrants.
The FE signal is obtained by integrating a 2-dimensional Gaussian beam profile in cylindrical coordinates and solving the integral in each quadrant. From this, we obtain an analytical expression for the FE signal which depends on the probe beam's waist size in x and y directions,
The expression A 2 ω x (z)ω y (z)/2 is a constant and corresponds to the incident probe beam power (P PROBE ). π/2 is introduced in order to assure that the sum of the integrals in all the quadrants equals πω x ω y .
C. Thermal lensing analysis
We define the parameter Q = 1/f GI which is the inverse of the focal length of the graded index lens. To study the effect of the thermal lensing on the FE signal, we use a first-order Taylor expansion in Q,
In order to calculate Eq. (13) analytically, we must first solve the proposed optical scheme (see Fig. 2 ) using ray transfer matrix analysis with a Gaussian complex beam parameter q. 34 We consider a collimated probe beam overlapped with a pump beam that impinges on the sample at an angle and generates the thermal lens f GI . Two identical cylindrical lenses of focal length f, whose axes are perpendicular to each other (one on the x axis and the other on the y axis), are placed on the optical axis separated by a distance D z . The position z = 0 is set at the midpoint between both lenses. The position of the focal plane in the absence of a thermal lens is represented by z x and z y ; the probe beam waists in these planes are ω 0x and ω 0y respectively. The detector is placed at z = f, the plane where the beam has a circular profile in the absence of an induced thermal effect, resulting in a zero FE signal. This is a crucial design consideration as in this way, the FE signal has an inflection point as a function of the thermal lens, in contrast with standard thermal lens techniques that use an obstruction, a method that introduces significant deviations from linearity and hence reduces the dynamic range of the measurement.
The derivatives in Eq. (13) should be evaluated at z = f and Q = 0 in order to calculate the first-order effect of the graded index thermal lensing. The analysis is performed on each axis separately. In both axes, the incident probe beam is first defocused by the graded index lens, propagates a distance f D z /2 in the x axis and a distance f + D z /2 in the y axis, is focused by a cylindrical lens of focal length f, and then propagates a distance z x and z y respectively. This optical scheme can be written by using the well-known ABCD matrices for Gaussian beams 34 
Since we are interested in evaluating how the focal plane changes due to the presence of the thermal lens, we perform a Taylor expansion of the position where we want to calculate the beam waist, z x ,y , around Q = 0. By applying the paraxial limit (z 0 f 1), Eq. (14) can be simplified, and thus the first-order derivative with respect to Q can be calculated as
The imaginary part of the inverse of the output complex beam parameter q gives us information about the beam size after the optical system. Performing a Taylor expansion of first order around Q = 0 and using the paraxial limit show that there is no first-order effect of the graded index lens to the beam waist. Propagation of the beam waist after the optical system, as a function of z, can be done using Gaussian beam optics. 34, 35 Thus we can calculate the change in the beam waist with z as
where we used the fact that the waists of the probe beam after the optical system without a graded index lens contribution are the same, ω 0x | Q=0 = ω 0y Q=0 . Finally using Eqs. (15) and (16) in Eq. (13), we obtain
In order to maximize the sensitivity of the signal, we need to find the optimal distance D z . This is done by calculating the derivative of Eq. (17) with respect to D z and equating to zero. The signal is maximum for D z = 2z 0 OUT = 2f 2 /z 0 IN . Replacing this value in Eq. (17) and using Eq. (13), we arrive at the following expression for the FE signal:
From Eq. (18), we can see that the FE signal is linear with η F which corresponds to the surface layer absorptance coefficient. Since both the film and the substrate will absorb part of the pump power, the method's lowest measurable absorption is that due to substrate absorption. This value depends on the pump-probe overlap inside the substrate and can be characterized and subtracted to determine the absorption of the thin film, as similarly done in PCI. It is important to point out that absorption in the substrate is volumetric, and there is lateral diffusion from the center of the cylindrical pump beam, while heat diffusion from the film into the substrate is spherical. In order to obtain an absolute value, the FE signal must be calibrated using a sample of known absorption.
II. EXPERIMENT
The FE signal technique was implemented using two configurations: (i) a modulated pump beam and lock-in detection and (ii) a pulsed pump beam and a digital oscilloscope.
For the modulated pump scheme, the FE thermal lensing technique is implemented as schematically shown in Fig. 2 . A long converging lens focuses the pump laser before the sample so as to illuminate the sample's surface with a diverging beam with a waist of 1.1 mm. This care was taken to avoid focusing inside the substrate and to reduce the thermal lensing from the bulk. The probe beam is collimated with a beam waist of 0.4 mm. The probe-pump beam waist ratio is 0.36 which from Eq. (18) results in an attenuation of the FE signal by a factor of ∼8. This ratio guarantees that the approximations used in Eq. (2) are valid. Nonetheless, the use of a larger probe beam would only introduce spherical aberrations due to the pump beam profile which can be absorbed in the calibration of the system using a known absorption sample. Clearly there is a compromise between the probe-pump ratio which attenuates the measured FE signal and the point beam stability of the pump and probe beams. By choosing a larger pump beam size at the cost of the signal amplitude, we were still able to measure an absorption loss as low as 5.6 ppm with an uncertainty of 0.8 ppm.
A 20 W fiber coupled IPG Photonics laser model YLR-20-1064-LP with transistor-transistor logic (TTL) current modulation was used as the pump laser. A 10 mW collimated He:Ne laser was used as the probe beam. Neutral density (ND) filters were used to attenuate the power of the probe beam depending on the sample transmission to avoid saturating the quadrant detector.
The sample was mounted on a manual translation stage to position it where the pump and probe beams overlapped. This position was set by maximizing the measured FE signal. Two cylindrical lenses, of the same focal length, were placed after the sample in the optical axis. The lenses are rotated 90 • between each other: one focuses on the vertical axis while the other focuses on the horizontal axis. A short pass filter was located before the detector in order to prevent unwanted contributions from the pump beam. The 4-quadrant detector was mounted on the axis with a mount with x, y positioning capabilities at a distance approximately f from the z = 0 plane, with the diagonals aligned with the x and y axes. The detector can be placed at any point on the z axis, that is, within the FE linear range. 28, 30 The probe beam was first aligned with the optical axis of the setup using two mirrors with angular mounts and two pinholes. Another pair of mirrors was used to overlap the pump beam at an angle. Finally the detector was aligned using the xy mount. Moving the detector along each axis allowed balancing of the light that reached each diagonal. All four detectors generate the same voltage when the probe beam profile is circular as the same amount of light reaches each detector. The alignment protocol requires balancing of the diagonals for different z planes until all four signals are the same. At first order, a decentered probe beam does not modify the FE signal linear response to absorbed power shown in Eq. (18) . There are several pump-probe configurations possible: both beams can be collinear or not. The results shown here are measured using a non-collinear setup that simplifies the filtering of the high power pump beam from the 4-quadrant detector.
The thermal lens generated in the substrate follows the modulation frequency of the pump beam. We use a lock-in amplifier to detect the component of the FE signal at the modulation frequency of the pump laser. First a z-scan of the FE signal was performed to locate the plane at which the signal had a maximum. This corresponds to the plane in which the absorption is highest. When the absorption of the thin film on the surface is higher than the volumetric absorption of the substrate, this maximum corresponds to the beams overlapping at the sample surface. To decrease contributions from the substrate volumetric absorption, the pump and the probe beams are aligned to cross each other at a high angle. Once at the maximum, consecutive measurements were taken from which a mean and a standard deviation were obtained. To compensate for the change in probe power, we normalize the measured FE signal with the SUM signal.
The linear range is obtained from scanning the detector along the propagation axis in order to induce a focus error equivalent to that introduced by the thermal lens. This resulted in an 18 V range (from 4.5 V to 13.5 V) when the biasing voltage was 14 V and the noise level for a 1 s integration time is 150 µV; hence, the dynamic range is more than 10 5 (range of the detector, provided the damage threshold of the particular sample is not exceeded). The dynamic range can be improved even further by lowering the noise (increasing the integration time or reducing the noise from the amplifiers to an achievable value of 10 µV).
In order to quantify absorption, 4 different high absorbing semi-transparent metallic thin films, ∼50 nm thick, deposited on fused silica substrates were used: Al single layer, Hf single layer, Sc single layer, and HfO 2 /SiO 2 semi-metallic multilayer (6 bilayers). The films were deposited using a Veeco's Spector ion beam sputtering system. The absorbed power of the calibration samples was independently obtained using 100 mW of CW pump power and measuring the incident, reflected, and transmitted powers (assuming negligible scattering from the sample surface) at the same angle as in the setup of Fig. 2 . These measurements allow a calibration of the FE signal in terms of absorption to be performed. To measure absorption with the focus error thermal lensing technique, the pump power was set at 100 mW and modulated at 4.77 Hz.
The lower range of sensitivity of the technique was assessed using two different low absorption samples. These consisted of a 130-nm-thick single layer of Ta 2 O 5 and a 130 nm SiO 2 layer covered with 10 nm Sc 2 O 3 . We also measured a 322 nm Y 2 O 3 thin film that has a higher absorption level. All samples were used to calibrate the FE signal against values independently obtained with PCI. For these samples, the pump power was increased to 7 W and the modulation frequency was set at 4.77 Hz. The change in pump power between low and high absorption samples is necessary to avoid damaging the thin films. Also, as similarly done with other techniques such as PCI, whenever the alignment of the system is altered, a known sample must be used to recalibrate the signal.
For the pulsed pump implementation, the CW laser was replaced with a Spectra Physics Quanta Ray GCR190 pulsed FIG. 3 . Substrate contribution to the signal FE 0 (blue) and surface contribution FE 1 (green). In both cases, an average of 512 pulses was taken. The surface contribution was obtained by measuring a sample with an absorption of 18% such that the substrate absorption can be neglected. It is plotted divided by 30 000 to fit both graphs in the same scale. Notice the difference in the temporal behavior of the two signals.
Nd:YAG laser (590 mJ, λ = 1064 nm, 120 µs pulses at 10 Hz repetition), and the signal was digitized and averaged with a digital oscilloscope. From Eq. (18) , two terms are expected that depend on time as
where FE 0 is the contribution from the substrate and FE 1 provides the temporal shape for a perfectly opaque film. The two functions have different temporal profiles because the power deposition has a different geometry. The function FE 1 can be precisely determined using a highly absorbing film that yields a negligible contribution from the substrate. In Fig. 3 , the two measured functions are plotted. Notice the different temporal profile, showing a faster decay for the substrate contribution due to the radial dissipation from the pump beam outward, while the surface contribution diffuses first towards the substrate, not moving the heat out of the probe beam path until the heat penetration is enough to generate radial diffusion. Figure 4 plots the normalized FE signal versus absorbed power expressed as a percentage of incident pump power for the set of four high absorbing samples. The linear fit shows a very good linear correlation in a wide range of absorption. This result demonstrates that the signal is indeed proportional to absorption (the linear fit serves as a calibration of the FE signal) and that the normalization with the SUM signal compensates changes in probe power reaching the 4-quadrant detector from sample to sample.
III. RESULTS
Results of measurements on three low absorption samples are plotted in Fig. 5 , where the normalized FE signal is plotted against PCI measurements. For a pump power of 7 W and a modulation frequency of 4.77 Hz, the sensitivity of the FE signal is 315 µV/ppm, which is a good signal level to measure with a lock-in amplifier. This can be further improved increasing the pump power and the probe-pump beam waist ratio. The lowest absorption loss measured is 5.6 ppm with a signal-tonoise ratio (SNR) of 10. This sets a lower limit of 0.5 ppm with a linear range of the detector up to 5% in absorptance. The electronics used for the FE signal are made in-house and can be improved to increase the SNR. A noise of a few µV can be obtained by increasing the integration time of the lock-in amplifier. With the stated FE signal sensitivity, this noise level would result in an absorption sensitivity as low as 0.01 ppm. The lowest absorption value measured is not an intrinsic limit of the method as stated previously and can be lowered by subtracting the contributions from the substrate loss.
The change in slopes between the linear fits of Figs. 4 and 5 is due to changes in the incident pump power and realignment of the optical system. The use of a known absorption sample allows one to rapidly recalibrate the system after a realignment is performed.
Using the Spectra Physics Quanta Ray GCR190 pulsed Nd:YAG laser as the pump laser, a time-dependent thermal lens was generated. The AC FE signal is now monitored on a digital oscilloscope triggered with the trigger pulse of the pump laser. Arrival of the pulse at the sample surface generates a thermal lens, and thus the FE signal suffers a fast rise (the shorter the pulse duration, the steeper the rise). Then the thermal signal decays at a slower rate inside the material. In To determine the absorption from a single shot measurement, the substrate contribution was subtracted from the signal and then a linear fit described in Eq. (19) was performed. In Fig. 7 , one of such fits is shown. By repeating the measurement for each sample several times, the mean absorption was determined together with the standard deviation, obtaining in such a way the uncertainty of the determination in a single shot experiment. This analysis yielded (619 ± 37) ppm for the nominal 640 ppm sample and (105 ± 21) ppm for the 113 ppm sample.
IV. CONCLUSIONS
We have demonstrated a photo-thermal method that allows characterization of absorption losses in thin film dielectrics. The method is described theoretically by analytically calculating the FE signal generated using a 4-quadrant detector and two cylindrical lenses. Analysis of the effect the graded index thermal lens has on the FE signal allowed us to show that the FE signal is directly proportional to the power absorbed by the sample.
We demonstrated experimentally that the FE signal is linear with absorbed power from 5.6 ppm to 80% absorbed power, resulting in a dynamic range of over 10 5 . This large dynamic range is a consequence of the design achieved with the 4-quadrant detector scheme when placed at an inflection point of the FE signal with thermal lens power. This cannot be performed with other thermal lens techniques. The FE method is highly sensitive, as demonstrated by the measurement of an absorption loss of 5.6 ppm with a SNR of 10, resulting in a sensitivity of around 0.5 ppm. This value is not a fundamental limit of the technique. Ultimately, the technique is limited by the uncertainty in the volumetric substrate absorption due to the pump beam and probe beam overlap that can be measured and subtracted. One of the main advantages of this technique is that it does not require tightly focused beams. Alignment of the system is simple, and the use of a larger pump to probe beam diameter helps avoid problems from the laser pointing instability. Furthermore, the FE signal is inherently insensitive to deflection. This is because the method provides itself a positioning calibration of the detector and the SUM signal provides a normalizing signal to compensate for the probe power variations. A pulsed scheme was also demonstrated showing the capability of the measuring in a single shot with 20 ppm sensitivity. This single shot capability would allow the measurement on moving samples as encountered in deposition chambers. If a pulsed laser is used as a pump, this could allow single shot absorption measurements that would enable in situ measurements in films as they are being deposited.
