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During the recent decades, reasoning about probabilities has started to play an impor-
tant role in artiﬁcial intelligence. In particular, reasoning about interval restrictions for
conditional probabilities, also called conditional constraints [38], has been a subject of
extensive research eﬀorts. Roughly, a conditional constraint is of the form (wj/)[l,u],
where w and / are events, and [l,u] is a subinterval of the unit interval [0, 1]. It encodes
that the conditional probability of w given / lies in [l,u].
An important approach for handling conditional constraints is model–theoretic prob-
abilistic logic, which has its origin in philosophy and logic, and whose roots can be traced
back to already Boole in 1854 [13]. There is a wide spectrum of formal languages that have
been explored in model–theoretic probabilistic logic, ranging from constraints for uncon-
ditional and conditional events to rich languages that specify linear inequalities over events
(see especially the work by Nilsson [44], Fagin et al. [17], Dubois [14] and Dubois et al.
[15], Frisch and Haddawy [19], and the authors [37,38]). The main decision and optimiza-
tion problems in model–theoretic probabilistic logic are deciding satisﬁability, deciding
logical consequence, and computing tight logically entailed intervals.
For example, a simple collection of conditional constraints KB may encode the strict
logical knowledge ‘‘all eagles are birds’’ and ‘‘all birds have feathers’’ as well as the purely
probabilistic knowledge ‘‘birds ﬂy with a probability of at least 0.95’’. This KB is satisﬁable,
and some logical consequences in model–theoretic probabilistic logic from KB are ‘‘all
birds have feathers’’, ‘‘birds ﬂy with a probability of at least 0.95’’, ‘‘all eagles have feath-
ers’’, and ‘‘eagles ﬂy with a probability between 0 and 1’’; in fact, these are the tightest
intervals that follow from KB. That is, we especially cannot conclude anything from KB
about the ability to ﬂy of eagles.
A closely related research area is default reasoning from conditional knowledge bases,
which consist of a collection of strict statements in classical logic and a collection of defea-
sible rules, also called defaults. The former must always hold, while the latter are rules of
the kind w /, which read as ‘‘generally, if / then w’’. Such rules may have exceptions,
which can be handled in diﬀerent ways.
The literature contains several diﬀerent proposals for default reasoning from condi-
tional knowledge bases and extensive work on its desired properties. The core of these
properties are the rationality postulates of System P by Kraus et al. [32], which constitute
a sound and complete axiom system for several model–theoretic entailment relations
under uncertainty measures on worlds. They characterize model–theoretic entailment
under preferential structures, inﬁnitesimal probabilities, possibility measures, and world
rankings. As shown by Friedman and Halpern [18], many of these uncertainty measures
on worlds are expressible as plausibility measures. See [7,21] for a survey of the above
relationships.
Mainly to solve problems with irrelevant information, the notion of rational closure as a
more adventurous notion of entailment was introduced by Lehmann [35]. It is equivalent to
entailment in System Z by Pearl [47] and to the least speciﬁc possibility entailment by Ben-
ferhat et al. [5]. Finally, mainly to solve problems with property inheritance from classes to
exceptional subclasses, some more sophisticated notions of entailment were proposed,
including the notion of lexicographic entailment by Lehmann [36] and Benferhat et al. [4].
For example, a conditional knowledge base KB may encode the strict logical knowl-
edge ‘‘all ostriches are birds’’ and the default logical knowledge ‘‘generally, birds ﬂy’’,
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clusions from KB [26] are ‘‘generally, birds ﬂy’’ and ‘‘generally, birds have wings’’ (which
both belong to KB), ‘‘generally, ostriches have wings’’ (since the set of all ostriches is a
subclass of the set of all birds, and thus ostriches should inherit all properties of birds),
‘‘generally, ostriches do not ﬂy’’ (since properties of more speciﬁc classes should override
inherited properties of less speciﬁc classes), and ‘‘generally, red birds ﬂy’’ (since ‘‘red’’ is
not mentioned at all in KB and thus should be irrelevant to the ability to ﬂy of birds).
There are several works in the literature on probabilistic foundations for default rea-
soning from conditional knowledge bases [1,46,12], on combinations of Reiter’s default
logic with statistical inference [34,49], and on a rich ﬁrst-order formalism for deriving
degrees of belief from statistical knowledge including default statements [3]. A series of
recent papers has proposed combinations of model–theoretic probabilistic reasoning from
conditional constraints with default reasoning from conditional knowledge bases, which
are summarized as follows:
• The paper [43] presents weak nonmonotonic probabilistic logics, which are extensions of
probabilistic logic by defaults as in conditional knowledge bases under Kraus et al.’s
System P [32], Pearl’s System Z [47], and Lehmann’s lexicographic entailment [36].
The new formalisms allow for expressing in a uniform framework strict logical knowl-
edge and purely probabilistic knowledge from probabilistic logic, as well as default log-
ical knowledge from default reasoning from conditional knowledge bases. For example,
consider the strict logical knowledge ‘‘all penguins are birds’’, the default logical knowl-
edge ‘‘generally, birds have legs’’ and ‘‘generally, birds ﬂy’’, and the purely probabilistic
knowledge ‘‘penguins ﬂy with a probability of at most 0.05’’. Clearly, some desired con-
clusions are ‘‘generally, birds have legs’’, ‘‘generally, birds ﬂy’’, and ‘‘penguins ﬂy with a
probability of at most 0.05’’, since these sentences are explicitly stated above. Two other
desired conclusions are ‘‘generally, penguins have legs’’ (since the property of having
legs of birds should be inherited to the subclass of all penguins) and ‘‘generally, red
birds ﬂy’’ (since being red is not mentioned at all and so should be irrelevant to the abil-
ity to ﬂy). In weak nonmonotonic probabilistic logics, we can deal with all the above
sentences. In particular, probabilistic lexicographic entailment [43] also produces all
the above desired conclusions.
• A companion paper [41] (see also [24,39]) introduces strong nonmonotonic probabilistic
logics, which are similar probabilistic generalizations of default reasoning from con-
ditional knowledge bases. They are, however, quite diﬀerent from the ones in [43]
in that they allow for handling default purely probabilistic knowledge, rather than
(strict) purely probabilistic knowledge, in addition to strict logical knowledge and
default logical knowledge. For example, they allow for expressing sentences ‘‘gener-
ally, birds ﬂy with a probability of at least 0.95’’ rather than ‘‘birds ﬂy with a prob-
ability of at least 0.95’’. Intuitively, the former means that being able to ﬂy with a
probability of at least 0.95 should apply to all birds and all subclasses of birds, as
long as this is consistent, while the latter says that being able to ﬂy with a probability
of at least 0.95 should only apply to all birds. This is why the formalisms in [41] are
generally much stronger than the ones in [43].
• Finally, [42] deﬁnes nonmonotonic probabilistic logics under variable-strength inheri-
tance with overriding, which are a general approach to nonmonotonic probabilistic
reasoning, which subsumes the approaches in [43,41] as special cases. Roughly, these
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and default purely probabilistic knowledge, but the inheritance of purely probabilistic
knowledge is controlled by a strength k 2 [0, 1]. For k = 0 (resp., k = 1), these formal-
isms coincide with the weak (resp., strong) nonmonotonic ones in [43] (resp., [41]).
For example, suppose that we have the default probabilistic knowledge ‘‘generally,
yellow objects are easy to see with a probability between 0.8 and 0.9’’. In nonmono-
tonic probabilistic reasoning of strength 0 (resp., 0.5 and 1), we then conclude ‘‘gen-
erally, yellow birds are easy to see with a probability in [0,1] (resp., [0.6,1] and
[0.8,0.9])’’.
To date, however, there have been no works on the computational aspects of nonmon-
otonic probabilistic logics under variable-strength inheritance with overriding. In particu-
lar, there have been no implementations, neither of these unifying formalisms, nor of the
special cases of weak and strong nonmonotonic probabilistic logics. In this paper, I try to
ﬁll this gap. The main contributions are as follows:
• I recall the nonmonotonic probabilistic logics under variable-strength inheritance with
overriding presented in [42], namely, probabilistic entailment in System Z of strength k
(or zk-entailment) and probabilistic lexicographic entailment of strength k (or lexk-entail-
ment). I also provide several new examples.
• I give a precise picture of the complexity of deciding consistency of strength k and of
computing tight entailed intervals under zk- and lexk-entailment. Furthermore, I present
an algorithm for deciding consistency of strength k, which is based on a reduction to
deciding satisﬁability in model–theoretic probabilistic logic. I also present algorithms
for computing tight entailed intervals under zk- and lexk-entailment, based on reduc-
tions to deciding satisﬁability and computing tight logically entailed intervals in
model–theoretic probabilistic logic.
• I describe the system NMPROBLOG, which includes a prototype implementation of the
above algorithms. Deciding satisﬁability (resp., computing tight logically entailed inter-
vals) in model–theoretic probabilistic logic are reduced to deciding the solvability of a
system of linear constraints (resp., solving linear programs), which is done by the linear
programming solver ‘‘lp_solve 5.1’’ [9].
The rest of this paper is organized as follows. Section 2 gives some technical preliminar-
ies. In Section 3, we recall the notions of zk- and lexk-entailment, and their semantic
properties. Section 4 provides further examples to illustrate the notions of zk- and lexk-
entailment. Section 5 describes the complexity results and the algorithms for deciding con-
sistency of strength k and computing tight entailed intervals under zk- and lexk-entailment.
In Section 6, we present the system NMPROBLOG. Section 7 summarizes the main results and
gives an outlook on future research.2. Preliminaries
In this section, we recall probabilistic knowledge bases and the main concepts from
model–theoretic probabilistic logic. Furthermore, we deﬁne the monotonic notion of log-
ical entailment of strength k 2 [0, 1].
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We now recall probabilistic knowledge bases. We start by deﬁning logical constraints
and probabilistic formulas, which are interpreted by probability distributions over a set
of possible worlds.
We assume a set of basic events U = {p1, . . .,pn} with nP 1. We use ? and > to denote
false and true, respectively. We deﬁne events by induction as follows. Every element of
U [ {?,>} is an event. If / and w are events, then also :/ and (/ ^ w). A conditional event
is an expression of the form wj/, where w and / are events. A conditional constraint has the
form (wj/)[l,u], where w and / are events, and l, u 2 [0, 1] are reals. We deﬁne probabilistic
formulas by induction as follows. Every conditional constraint is a probabilistic formula.
If F and G are probabilistic formulas, then also :F and (F ^ G). We use (F _ G) and
(F( G) to abbreviate :ð:F ^ :GÞ and :ð:F ^ GÞ, respectively, where F and G are either
two events or two probabilistic formulas, and adopt the usual conventions to eliminate
parentheses. A logical constraint is an event of the form w( /.
A world I is a truth assignment to the basic events in U (i.e., a mapping
I : U! {true, false}), which is inductively extended to all events as usual (i.e., I(?) = false,
I(>) = true, Ið:/Þ ¼ true iﬀ I(/) = false, and I(/ ^ w) = true iﬀ I(/) = I(w) = true). We
denote by IU the set of all worlds for U. A world I satisﬁes an event /, or I is a model
of /, denoted I  /, iﬀ I(/) = true. A probabilistic interpretation Pr is a probability func-
tion on IU (that is, a mapping Pr : IU ! ½0; 1 such that all Pr(I) with I 2 IU sum up to
1). The probability of an event / in Pr, denoted Pr(/), is the sum of all Pr(I) such that
I 2 IU and I  /. For events / and w with Pr(/) > 0, we write Pr(wj/) to abbreviate
Pr(w ^ /) / Pr(/). The truth of logical constraints and probabilistic formulas F in Pr,
denoted Pr  F, is inductively deﬁned by: (i) Pr  w( / iﬀ Pr(w ^ /) = Pr(/), (ii)
Pr  (wj/)[l,u] iﬀ Pr(/) = 0 or Pr(wj/) 2 [l,u], (iii) Pr  :F iﬀ not Pr  F, and (iv)
Pr  (F ^ G) iﬀ Pr  F and Pr  G. We say Pr satisﬁes F, or Pr is a model of F, iﬀ Pr  F.
It satisﬁes a set of logical constraints and probabilistic formulasF, or Pr is a model ofF,
denoted Pr  F, iﬀ Pr is a model of all F 2F. We say F is satisﬁable iﬀ a model of F
exists. A conditional constraint C = (wj/)[l,u] is a logical consequence of F, denoted
F C, iﬀ each model of F is also a model of C. It is a tight logical consequence of F,
denoted F tight C, iﬀ l = inf Pr(wj/) (resp., u = sup Pr(wj/)) subject to all models Pr
of F with Pr(/) > 0. Here, we deﬁne l = 1 and u = 0, when no such model Pr exists.
A probabilistic knowledge base KB = (L,P) consists of a ﬁnite set of logical constraints
L and a ﬁnite set of conditional constraints P. We say KB is satisﬁable iﬀ L [ P is satisﬁ-
able. A conditional constraint C is a logical consequence of KB, denoted KB C, iﬀ
L [ P C. It is a tight logical consequence of KB, denoted KB tight C, iﬀ L [ P tight C.
The following example illustrates the syntactic notion of a probabilistic knowledge
base.
Example 2.1. The strict logical knowledge ‘‘all penguins are birds’’, the default logical
knowledge ‘‘generally, birds have legs’’, and the default purely probabilistic knowledge
‘‘generally, yellow objects are easy to see with a probability between 0.8 and 0.9’’,
‘‘generally, birds ﬂy with a probability of at least 0.9’’, and ‘‘generally, penguins ﬂy with a
probability of at most 0.1’’ can be expressed by the probabilistic knowledge base
KB = (L,P), where L = {bird( penguin} and P = {(legsjbird)[1,1], (seejyellow)[0.8, 0.9],
(flyjbird)[0.9, 1], (flyjpenguin)[0,0.1]}.
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As a ﬁrst step towards zk- and lexk-entailment in Section 3, we now deﬁne the mono-
tonic notion of logical entailment of strength k 2 [0,1]. It already realizes an inheritance
of default purely probabilistic knowledge controlled by k. Intuitively, the larger the
strength k, the stronger is the inheritance of default purely probabilistic knowledge, and
thus the stronger is the notion of logical entailment of strength k (see Example 2.2). In
the extreme case k = 0 (resp., k = 1), default purely probabilistic knowledge is not inher-
ited at all (resp., fully inherited). But, in contrast to zk- and lexk-entailment, logical entail-
ment of strength k has no overriding mechanism, and this often produces local
inconsistencies (see Example 2.2).
In the sequel, we use /<k to abbreviate the probabilistic formula :ð/j>Þ½0; 0^
ð/j>Þ½k; 1. Informally, for any probabilistic interpretation Pr that satisﬁes /<k, it holds
that Pr(/) > 0, if k = 0, and Pr(/)P k, otherwise. We deﬁne the notion of logical entail-
ment of strength k 2 [0,1] (or simply k-logical entailment) as follows. A conditional con-
straint C = (wj/)[l,u] is a k-logical consequence of KB = (L,P), denoted KB k C, iﬀ
L [ P [ f/<kg C. It is a tight k-logical consequence of KB, denoted KB ktight C, iﬀ
L [ P [ f/<kg tight C.
As shown by the following example, the notion of k-logical entailment already realizes
an inheritance of default purely probabilistic knowledge controlled by k. Intuitively, the
larger the strength k, the stronger are the tight k-logical consequences (wj/)[l,u] of KB
inﬂuenced by (w 0j/ 0)[l 0,u 0] 2 P with L  / 0 ( /.
Example 2.2. Let KB be as in Example 2.1. Some tight logical consequences of strength k
among 0, 0.2, 0.4, 0.6, 0.8, and 1 are shown in Table 1 (less desired intervals are bold). We
observe an inheritance of default logical knowledge along subclass relationships, which is
independent from k. For example, the default logical property of having legs is inherited
from birds down to yellow birds. Furthermore, we observe an inheritance of default purely
probabilistic knowledge along subclass relationships, which depends on the strength k. For
example, being easy to see with a probability in [0.8,0.9] is inherited from yellow objects
down to yellow birds, but the new intervals are [0,1], [0,1], [0.5,1], [0.67,1], [0.75,1], andTable 1
Some tight k-logical consequences
k = 0 k = 0.2 k = 0.4 k = 0.6 k = 0.8 k = 1
legsjbird [1,1] [1,1] [1,1] [1,1] [1,1] [1,1]
legsjyellow ^ bird [1,1] [1,1] [1,1] [1,1] [1,1] [1,1]
legsjpenguin [1,1] [1,0] [1,0] [1,0] [1,0] [1,0]
legsjyellow ^ penguin [1,1] [1,0] [1,0] [1,0] [1,0] [1,0]
ﬂyjbird [0.9,1] [0.9,1] [0.9,1] [0.9,1] [0.9,1] [0.9,1]
ﬂyjyellow ^ bird [0,1] [0.5,1] [0.75,1] [0.83,1] [0.88,1] [0.9,1]
ﬂyjpenguin [0,0.1] [1,0] [1,0] [1,0] [1,0] [1,0]
ﬂyjyellow ^ penguin [0,1] [1,0] [1,0] [1,0] [1,0] [1,0]
seejyellow [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9]
seejyellow ^ bird [0,1] [0,1] [0.5,1] [0.67,1] [0.75,1] [0.8,0.9]
seejyellow ^ penguin [0,1] [1,0] [1,0] [1,0] [1,0] [1,0]
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(as being able to ﬂy with a probability of at least 0.9 is inherited from birds down to
penguins, and there it is inconsistent with being able to ﬂy with a probability of at most 0.1).3. Nonmonotonic probabilistic logics
In this section, we recall the notions of zk- and lexk-entailment from [42]. They are
parameterized through a value k 2 [0,1] that describes the strength of the inheritance of
default purely probabilistic knowledge.
3.1. Consistency of strength k
We ﬁrst describe the notion of consistency of strength k (or simply k-consistency),
where k 2 [0,1], for probabilistic knowledge bases KB = (L,P).
A probabilistic interpretation Pr k-veriﬁes (resp., k-falsiﬁes) a conditional constraint
(wj/)[l,u] iﬀ Pr satisﬁes (wj/)[l,u] (resp., :ðwj/Þ½l; uÞ and /<k. Recall that Pr satisﬁes
(wj/)[l,u] iﬀ Pr(/) = 0 or Pr(wj/) 2 [l,u], and thus Pr k-veriﬁes (resp., k-falsiﬁes) (wj/)
[l,u] iﬀ Pr  /<k and Pr(wj/) 2 [l,u] (resp., Pr(wj/) 62 [l,u]). A set of conditional con-
straints P k-tolerates a conditional constraint C under a set of logical constraints L iﬀ
L [ P has a model that k-veriﬁes C. We say P is under L in k-conﬂict with C iﬀ no model
of L [ P k-veriﬁes C. A conditional constraint ranking r on KB = (L,P) maps each element
of P to a nonnegative integer. If P5 ;, then we say that r is k-admissible with KB iﬀ every
P 0  P that is under L in k-conﬂict with some C 2 P contains some C 0 such that r(C 0) <
r(C); if P = ;, then r is k-admissible with KB iﬀ L is satisﬁable.
We deﬁne the notion of k-consistency as follows. We say that KB is k-consistent iﬀ there
exists a conditional constraint ranking r on KB that is k-admissible with KB. Otherwise,
KB is k-inconsistent. The following theorem characterizes the k-consistency of KB through
the existence of an ordered partition of P.
Theorem 3.1. A probabilistic knowledge base KB = (L,P) is k-consistent iff (i) L is
satisfiable and (ii) an ordered partition (P0, . . .,Pk) of P exists such that each Pi, 0 6 i 6 k, is
the set of all C 2 Skj¼iP j that are k-tolerated under L by Skj¼iP j.
The unique ordered partition (P0, . . .,Pk) of P in Theorem 3.1 is called the zk-partition
of KB = (L,P). Hence, KB is k-consistent iﬀ (i) L is satisﬁable and (ii) the zk-partition of
KB exists. The following example shows some zk-partitions and a case of a k-inconsistent
probabilistic knowledge base.
Example 3.2. Let KB = (L,P) be as in Example 2.1. For every k 2 [0,1/9], the zk-partition
of KB is given by (P0) = (P). For every k 2 (1/9,1], the zk-partition of KB is given by
(P0,P1) = (P n {(flyjpenguin)[0,0.1]}, {(flyjpenguin)[0,0.1]}). Thus, KB is k-consistent, for
all k 2 [0, 1], while the probabilistic knowledge base KB = (L,P) = (;, {(ajb)[0,0.3],
(ajb)[0.6,1]}) is k-inconsistent, for all k 2 [0,1].
Note that the existence of a conditional constraint ranking r on a probabilistic
knowledge base KB that is k-admissible with KB is also equivalent to the existence of a
probability ranking that is k-admissible with KB. Here, probability rankings and the
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follows. A probability ranking jmaps each probabilistic interpretation on IU to a member
of {0,1, . . .} [ {1} such that j(Pr) = 0 for at least one interpretation Pr. It is extended to
all logical constraints and probabilistic formulas F as follows. If F is satisﬁable, then
j(F) = min{j(Pr) j Pr  F}; otherwise, j(F) =1. A probability ranking j is k-admissible
with a probabilistic knowledge base KB = (L,P) iﬀ jð:F Þ ¼ 1 for all F 2 L and
jð/<kÞ <1 and jð/<k ^ ðwj/Þ½l; uÞ < jð/<k ^ :ðwj/Þ½l; uÞ for all (wj/)[l,u] 2 P.
3.2. System Z of strength k
We next deﬁne the notion of zk-entailment, where k 2 [0, 1], for k-consistent probabilis-
tic knowledge bases KB = (L,P). It is linked to a conditional constraint ranking zk on KB
and a probability ranking jzk . Let (P0, . . .,Pk) be the zk-partition of KB. For every
j 2 {0, . . .,k}, each C 2 Pj is assigned the value j under zk. Then, jzk on all probabilistic
interpretations Pr is deﬁned as follows:
jzkðPrÞ ¼
1 if Pr2L
0 if Pr  L [ P
1þ max
C2P : Pr 2C
zkðCÞ otherwise:
8>>><
>>:
Note that the rankings zk and jzk are both k-admissible with KB. The ranking jzk deﬁnes a
preference relation on probabilistic interpretations: For probabilistic interpretations Pr
and Pr 0, we say Pr is zk-preferable to Pr 0 iﬀ jzkðPrÞ < jzkðPr0Þ. A model Pr of a set of logical
constraints and probabilistic formulas F is a zk-minimal model ofF iﬀ no model ofF is
zk-preferable to Pr.
We are now ready to deﬁne the notion of zk-entailment as follows. A conditional con-
straint C = (wj/)[l,u] is a zk-consequence of KB, denoted KB zk C, iﬀ every zk-minimal
model of L [ f/<kg satisﬁes C. It is a tight zk-consequence of KB, denoted KB zktight C,
iﬀ l = inf Pr(wj/) (resp., u = sup Pr(wj/)) subject to all zk-minimal models Pr of
L [ f/<kg.
The following example shows that the notion of zk-entailment realizes an inheritance of
default logical and default purely probabilistic properties from classes to non-exceptional
subclasses, where the inheritance of default purely probabilistic properties depends on the
strength k. But zk-entailment does not inherit properties from classes to subclasses that are
exceptional relative to some other property (and thus, like its classical counterpart, shows
the problem of inheritance blocking).
Example 3.3. Consider again the probabilistic knowledge base KB = (L,P) given in
Example 2.1. Some tight zk-consequences, where k 2 {0,0.2,0.4, 0.6,0.8, 1}, are shown in
Table 2. Observe that, in contrast to Table 1, there are no empty intervals ‘‘[1, 0]’’, that is,
no local inconsistencies. Then, observe that the default logical property of having legs is
inherited from the class of birds down to yellow birds, independently from k, while the
default purely probabilistic property of being easy to see with a probability between 0.8
and 0.9 is also inherited from the class of yellow objects to yellow birds, but this is
controlled by k. Furthermore, for every strength k > 1/9, these properties are not inherited
down to the exceptional classes of penguins and yellow penguins, respectively. Note that
Table 2
Some tight zk-consequences
k = 0 k = 0.2 k = 0.4 k = 0.6 k = 0.8 k = 1
legsjbird [1,1] [1,1] [1,1] [1,1] [1,1] [1,1]
legsjyellow ^ bird [1,1] [1,1] [1,1] [1,1] [1,1] [1,1]
legsjpenguin [1,1] [0,1] [0,1] [0,1] [0,1] [0,1]
legsjyellow ^ penguin [1,1] [0,1] [0,1] [0,1] [0,1] [0,1]
ﬂyjbird [0.9,1] [0.9,1] [0.9,1] [0.9,1] [0.9,1] [0.9,1]
ﬂyjyellow ^ bird [0,1] [0.5,1] [0.75,1] [0.83,1] [0.88,1] [0.9,1]
ﬂyjpenguin [0,0.1] [0,0.1] [0,0.1] [0,0.1] [0,0.1] [0,0.1]
ﬂyjyellow ^ penguin [0,1] [0,0.5] [0,0.25] [0,0.17] [0,0.13] [0,0.1]
seejyellow [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9]
seejyellow ^ bird [0,1] [0,1] [0.5,1] [0.67,1] [0.75,1] [0.8,0.9]
seejyellow ^ penguin [0,1] [0,1] [0,1] [0,1] [0,1] [0,1]
T. Lukasiewicz / Internat. J. Approx. Reason. 44 (2007) 301–321 309for every strength k 6 1/9, the default logical property of having legs is inherited down to
penguins, since there is only some weak inheritance of default purely probabilistic
knowledge, and thus no conﬂict between the abilities to ﬂy of birds and penguins.3.3. Lexicographic entailment of strength k
We now describe the notion of lexk-entailment, where k 2 [0, 1], for k-consistent prob-
abilistic knowledge bases KB = (L,P).
We use the zk-partition (P0, . . .,Pk) of KB to deﬁne a lexicographic preference relation
on probabilistic interpretations: For probabilistic interpretations Pr and Pr 0, we say Pr is
lexk-preferable to Pr
0 iﬀ some i 2 {0, . . .,k} exists such that j{C 2 Pi j Pr  C}j >
j{C 2 Pi j Pr 0  C}j and j{C 2 Pj j Pr  C}j = j{C 2 Pj j Pr 0  C}j for all i < j 6 k. A
model Pr of a set of logical constraints and probabilistic formulas F is a lexk-minimal
model of F iﬀ no model of F is lexk-preferable to Pr.
We deﬁne the notion of lexk-entailment as follows. A conditional constraint C = (wj/)
[l,u] is a lexk-consequence of KB, denoted KB lexk C, iﬀ every lexk-minimal model of
L [ f/<kg satisﬁes C. It is a tight lexk-consequence of KB, denoted KB lexktight C, iﬀ
l = inf Pr(wj/) (resp., u = sup Pr(wj/)) subject to all lexk-minimal models Pr of
L [ f/<kg. Note that the notion of lexk-entailment can also be deﬁned in terms of a
unique probability ranking for KB.
The following example shows that the notion of lexk-entailment realizes an inheritance
of default properties, without showing the problem of inheritance blocking.
Example 3.4. Consider again the probabilistic knowledge base KB = (L,P) given in
Example 2.1. Some tight lexk-consequences, where k 2 {0,0.2,0.4,0.6, 0.8,1}, are shown in
Table 3. In particular, for every strength k 2 [0,1], the default logical property of having
legs is inherited from the class of birds to the exceptional subclass of penguins, while the
default purely probabilistic property of being easy to see with a probability between 0.8
and 0.9 is also inherited from the class of yellow objects to the exceptional subclass of
yellow penguins.
Table 3
Some tight lexk-consequences
k = 0 k = 0.2 k = 0.4 k = 0.6 k = 0.8 k = 1
legsjbird [1,1] [1,1] [1,1] [1,1] [1,1] [1,1]
legsjyellow ^ bird [1,1] [1,1] [1,1] [1,1] [1,1] [1,1]
legsjpenguin [1,1] [1,1] [1,1] [1,1] [1,1] [1,1]
legsjyellow ^ penguin [1,1] [1,1] [1,1] [1,1] [1,1] [1,1]
ﬂyjbird [0.9,1] [0.9,1] [0.9,1] [0.9,1] [0.9,1] [0.9,1]
ﬂyjyellow ^ bird [0,1] [0.5,1] [0.75,1] [0.83,1] [0.88,1] [0.9,1]
ﬂyjpenguin [0,0.1] [0,0.1] [0,0.1] [0,0.1] [0,0.1] [0,0.1]
ﬂyjyellow ^ penguin [0,1] [0,0.5] [0,0.25] [0,0.17] [0,0.13] [0,0.1]
seejyellow [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9] [0.8,0.9]
seejyellow ^ bird [0,1] [0,1] [0.5,1] [0.67,1] [0.75,1] [0.8,0.9]
seejyellow ^ penguin [0,1] [0,1] [0.5,1] [0.67,1] [0.75,1] [0.8,0.9]
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We ﬁnally brieﬂy summarize some semantic properties of k-logical, zk-, and lexk-entail-
ment. More precisely, we describe the general nonmonotonic properties of the formalisms,
the relationships between the formalisms, and their probabilistic and classical special
cases.
As for general nonmonotonic properties, k-logical, zk-, and lexk-entailment all satisfy
probabilistic versions of the postulates Right Weakening, Reﬂexivity, Left Logical
Equivalence, Cut, Cautious Monotonicity, and Or proposed by Kraus et al. [32], which
are commonly regarded as being particularly desirable for any reasonable notion of
nonmonotonic entailment [42]. All three notions also satisfy the property of Rational
Monotonicity [32], which describes a restricted form of monotony and allows to ignore
certain kinds of irrelevant knowledge.
Concerning the relationships between the three formalisms, k-logical entailment is
stronger than both lexk- and zk-entailment. Moreover, lexk-entailment is stronger than
zk-entailment. These relationships between k-logical, zk-, and lexk-entailment are illus-
trated in Fig. 1, upper part. In general, k-logical entailment is strictly stronger than
lexk-entailment, which in turn is strictly stronger than zk-entailment. However, in the spe-
cial case when / = >, the three notions of k-logical, zk-, and lexk-entailment of (wj/)[l,u]
from k-consistent KB = (L,P) all coincide. Furthermore, also when L [ P [ f/<kg is sat-
isﬁable, the three notions of k-logical, zk-, and lexk-entailment of (wj/)[l,u] from k-consis-
tent KB = (L,P) all coincide.Fig. 1. Relationships between probabilistic and ordinary formalisms.
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k-logical entailment from KB coincides with standard logical entailment from KB. For
k = 0 (resp., k = 1), the notions of zk- and lexk-entailment coincide with weak (resp.,
strong) probabilistic z- and lex-entailment introduced in [43] (resp., [41]). Furthermore,
for k = 0, the notion of k-consistency coincides with the notion of g-coherence (see, e.g.,
[12]). As for classical special cases, zk- and lexk-entailment of (bja)[1,1] from k-consistent
probabilistic knowledge bases of the form KB = (L,P), where P = {(wij/i)[1,1] j
i 2 {1, . . .,n}}, coincide with the classical notions of Pearl’s entailment in System Z and
Lehmann’s lexicographic entailment of the default b a from the default counterpart
of KB. Moreover, k-logical entailment of (bja)[1,1] from such KB coincides with proposi-
tional logical entailment of b( a from the propositional counterpart of KB (see Fig. 1).
Furthermore, the notion of k-consistency for such KB coincides with the notion of e- (or
also p-) consistency for the default counterpart of KB. Finally, notice also that for such
KB, the notion of zk-partition of KB does not depend on k.4. Further examples
In this section, we provide some other examples. The ﬁrst one deals with reasoning from
statistical knowledge and degrees of belief, where z1- and lex1-entailment show a similar
behavior as reference-class reasoning [33,48] in a number of uncontroversial examples,
but also avoid many drawbacks of reference-class reasoning. More precisely, they can han-
dle complex scenarios and even purely probabilistic subjective knowledge as input. Fur-
thermore, conclusions are drawn in a global way from all the available knowledge as a
whole. See [41] for further details.
Example 4.1. Suppose the statistical knowledge ‘‘all penguins are birds’’, ‘‘between 90%
and 95% of all birds ﬂy’’, ‘‘at most 5% of all penguins ﬂy’’, and ‘‘at least 95% of all yellow
objects are easy to see’’. Moreover, assume we believe ‘‘Sam is a yellow penguin’’. What do
we then conclude about Sam’s property of being easy to see? Under reference-class
reasoning, which is a machinery for dealing with statistical knowledge and degrees of
belief, we conclude ‘‘Sam is easy to see with a probability of at least 0.95’’. This is exactly
what we obtain using lex1-entailment. The above statistical knowledge can be represented
by the probabilistic knowledge base KB = (L,P), where L = {bird( penguin} and
P = {(flyjbird)[0.9,0.95], (flyjpenguin)[0,0.05], (seejyellow)[0.95,1]}. It is then not difﬁcult
to verify that KB is 1-consistent, and that (seejyellow ^ penguin)[0.95,1] is a tight
conclusion from KB under lex1-entailment. Some other tight intervals for seejyellow ^
penguin from KB under k-logical, zk-, and lexk-entailment are shown in Table 4.
The next example is from the area of medical diagnosis [31].Table 4
Tight intervals for seejyellow ^ penguin
k = 0 k = 0.2 k = 0.4 k = 0.6 k = 0.8 k = 1
tight k-logical entailment [0,1] [1,0] [1,0] [1,0] [1,0] [1,0]
tight lexk-entailment [0,1] [0.75,1] [0.88,1] [0.92,1] [0.94,1] [0.95,1]
tight zk-entailment [0,1] [0,1] [0,1] [0,1] [0,1] [0,1]
Table 5
Tight intervals for appjleuco_high ^ pain_rel
k = 0 k = 0.2 k = 0.4 k = 0.6 k = 0.8 k = 1
tight k-logical entailment [0,1] [0.08,0.99] [0.38,0.93] [0.48,0.91] [0.53,0.9] [0.56,0.9]
tight lexk-entailment [0,1] [0.08,0.99] [0.38,0.93] [0.48,0.91] [0.53,0.9] [0.56,0.9]
tight zk-entailment [0,1] [0.08,0.99] [0.38,0.93] [0.48,0.91] [0.53,0.9] [0.56,0.9]
Table 6
Tight intervals for appjleuco_high ^ pain_rel ^ rec_pain
k = 0 k = 0.2 k = 0.4 k = 0.6 k = 0.8 k = 1
tight k-logical entailment [0,1] [0,1] [0.41,1] [0.57,1] [0.66,0.92] [1,0]
tight lexk-entailment [0,1] [0,1] [0.41,1] [0.57,1] [0.66,0.92] [0.7,0.75]
tight zk-entailment [0,1] [0,1] [0.41,1] [0.57,1] [0.66,0.92] [0,1]
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abdominal pain are suﬀering from appendicitis or not. Diagnosing appendicitis is a
diﬃcult task, since a lot of diﬀerent symptoms (such as, for example, high temperature, a
high rate of leucocytes, vomiting, and various types of pains) can indicate appendicitis, but
often only the joint occurrence of several of these symptoms reliably supports the
diagnosis. Here, we only consider four possible symptoms of appendicitis (app), namely a
high rate of leucocytes (leuco_high) and the following three different types of pain: rectal
pain (rec_pain), pain when released (pain_rel), and rebound tenderness (reb_tender). Thus,
our view on this area is a very simpliﬁed one. Let our knowledge about the relationships
between app, leuco_high, and the three types of pain be expressed by the following
probabilistic knowledge base KB = (L,P), where L = ; and P is given as follows:
P ¼ fðreb tenderjpain relÞ½0:70; 0:75; ðreb tenderjleuco highÞ½0:70; 0:75;
ðappjrec pain ^ pain relÞ½0:70; 0:75; ðappjrec pain ^ reb tenderÞ½0:65; 0:70;
ðappjpain rel ^ reb tender ^ leuco highÞ½0:80; 0:85g:
Suppose Judy is a patient showing the symptoms leuco_high and pain_rel. Which is the
probability that Judy has appendicitis? Which is the probability that she has appendicitis
given that she also feels rectal pain? Some tight intervals for appjleuco_high ^ pain_rel and
appjleuco_high ^ pain_rel ^ rec_pain from KB under k-logical, zk-, and lexk-entailment are
shown in Tables 5 and 6, respectively.5. Algorithms and complexity
In this section, we provide algorithms for solving the main computational problems in
nonmonotonic probabilistic logics under variable-strength inheritance with overriding,
and we give a precise picture of the complexity of these problems.
5.1. Problem statements
The main decision and optimization problems of nonmonotonic probabilistic logics
under variable-strength inheritance with overriding are summarized as follows:
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k 2 [0, 1], decide whether KB is k-consistent.
TIGHT s-CONSEQUENCE: Given a k-consistent probabilistic knowledge base KB = (L,P), a
conditional event bja, and a strength k 2 [0,1], compute l,u 2 [0,1] such that
KB sktightðbjaÞ½l; u, for some ﬁxed semantics s 2 {z, lex}.
For the complexity results below, we assume that the strength k 2 [0,1] and all numbers
in probabilistic knowledge bases KB = (L,P) are rational.
5.2. Algorithms
Algorithm consistency in Fig. 2 decides whether a given probabilistic knowledge base
KB = (L,P) is k-consistent for a given strength k 2 [0, 1]. If KB is k-consistent, then the
algorithm also returns the zk-partition of KB. It is a variable-strength generalization of
an algorithm for deciding g-coherence by Biazzo et al. [11] (see also [10,23]) which in turn
is a probabilistic generalization of an algorithm for deciding e-consistency in default rea-
soning by Goldszmidt and Pearl [25]. The algorithm consistency works as follows. If
P = ;, then Step 1 returns the empty partition ( ), if L is satisﬁable; and nil, otherwise.
If P5 ;, then Steps 2–7 try to compute the zk-partition (P0, . . .,Pk) of KB, and Step 8
returns (P0, . . .,Pk), if this succeeds; and nil, otherwise.
Algorithms tight-s-consequence, where s = z and s = lex, in Figs. 3 and 4 compute tight
intervals for a given conditional event bja under zk- and lexk-entailment, respectively, and
a given strength k 2 [0,1] from a given k-consistent probabilistic knowledge base
KB = (L,P). They are variable-strength generalizations and improvements of algorithms
in [43] for computing tight entailed intervals under weak probabilistic z- and lex-entail-
ment, and are also related to algorithms for inference in System Z [47] and lexicographic
inference [8], respectively. Algorithm tight-s-consequence, where s = z (resp., s = lex),
works as follows. If L [ fa<kg is unsatisﬁable, then [1,0] is returned in Step 1. Otherwise,
we use Theorem 5.1 below saying that then a set DsaðKBÞ  2P , s 2 {zk, lexk}, exists such
that KB s (bja)[l,u] iﬀ L [ H [ fa<kg ðbjaÞ½l; u for all H 2 DsaðKBÞ. In this case, we
compute DsaðKBÞ along the zk-partition of KB by binary search in Steps 2–6 (resp.,
2–14), and the requested tight interval in Step 7 (resp., Steps 15–19). In particular,Fig. 2. Algorithm consistency.
Fig. 3. Algorithm tight-z-consequence.
Fig. 4. Algorithm tight-lex-consequence.
314 T. Lukasiewicz / Internat. J. Approx. Reason. 44 (2007) 301–321tight-lex-consequence computes DsaðKBÞ stepwise along the components Pk, . . .,P0 of the
zk-partition (P0, . . .,Pk) of KB: Keeping track of the already computed parts of the mem-
bers of DsaðKBÞ, a binary search is done for every Pi.
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Pi  G, Pi 6 H, and Pj  G and Pj  H for all i < j 6 k. We say G is lexk-preferable to
H iﬀ some i 2 {0, . . .,k} exists such that jG \ Pij > jH \ Pij and jG \ Pjj = jH \ Pjj for
all i < j 6 k. For D  2P and s 2 {zk, lexk}, we say G is s-minimal in D iﬀ G 2 D and no
H 2 D is s-preferable to G.
Theorem 5.1. Let KB = (L,P) be k-consistent, and let bja be a conditional event such that
L [ fa<kg is satisfiable. Let s 2 {zk, lexk}, and let DsaðKBÞ be the set of all s-minimal
elements in fH  P j L [ H [ fa<kg is satisfiable}. Then, l (resp., u) such that
KB stightðbjaÞ½l; u is given by l = min c (resp., u = max d) subject to L [ H [ fa<kg tight
ðbjaÞ½c; d and H 2 DsaðKBÞ.Proof (Sketch). The statement of the theorem follows from the observation that a prob-
abilistic interpretation Pr is an s-minimal model of L [ fa<kg iff (i) Pr is a model of
L [ fa<kg and (ii) {F 2 P j Pr  F} is an s-minimal element in the set of all H  P such
that L [ H [ fa<kg is satisﬁable. The latter is in turn equivalent to Pr being a model of
L [ H [ fa<kg for some H 2 DsaðKBÞ. h
Algorithms consistency, tight-z-consequence, and tight-lex-consequence are based on
reductions to the following decision and optimization problems: (i) given a probabilistic
knowledge base KB = (L,P) and an event a, decide whether KB has a model Pr such that
Pr(a) > 0; and (ii) given KB = (L,P) and a conditional event bja, compute the tight inter-
val for bja under logical entailment from KB. Some upper bounds for the number of tasks
(i) and (ii) to be solved in Algorithms consistency, tight-z-consequence, and tight-lex-con-
sequence are given by O(jPj2), O(ln(jPj)), and O(2jPj), respectively. The task (i) can be
reduced to deciding whether a system of linear constraints is solvable, while (ii) can be
reduced to computing the optimal values of two linear programs. These two well-known
results (see especially [27,20,2]) are summarized in the following theorem.
Theorem 5.2. Let KB = (L,P) be a probabilistic knowledge base, and let a, b be events. Let
R ¼ fI 2 IU j I  Lg. Let LC denote the system of linear constraints in Fig. 5 over the
variables yr (r 2 R). Then, (a) L [ P has a model Pr such that Pr(a) > 0 iff LC is solvable. (b)
If L [ P has a model Pr such that Pr(a) > 0, then l (resp., u) such that L [ P tight (bja)[l, u]
is given by the optimal value of the following linear program over the variables yr (r 2 R):
minimize ðresp:; maximizeÞ
X
r2R; r b^a
yr subject to LC:Fig. 5. System of linear constraints LC.
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We now analyze the complexity of the above decision and optimization problems. We
ﬁrst brieﬂy recall the complexity classes that occur in our results. We assume some basic
knowledge about the complexity classes P and NP; see especially [22,30,45] for further
background. The class PNP contains all decision problems that can be solved in determin-
istic polynomial time with an oracle for NP. The relationship between these complexity
classes is described by the following inclusion hierarchy (note that all inclusions are cur-
rently believed to be strict):
P  NP  PNP:
In order to classify problems that compute an output value, rather than a Yes/No-answer,
function classes have been introduced. In particular, FP and FPNP are the functional ana-
logs of P and PNP, respectively.
The following result shows that CONSISTENCY is NP-complete.
Theorem 5.3. CONSISTENCY is NP-complete.Proof (Sketch). Hardness for NP follows from the fact that the special case of deciding
whether KB is 0-consistent is NP-complete [43]. Membership in NP can be proved by
showing that guessing and verifying a conditional constraint ranking r on KB that is
k-admissible with KB can be done in nondeterministic polynomial time. The line of argu-
mentation for this is similar to the proof of NP-membership of deciding whether KB is 0-
consistent [43]. h
The next result shows that TIGHT z- and lex-CONSEQUENCE are FPNP-complete.
Theorem 5.4. TIGHT s-CONSEQUENCE, s 2 {z, lex}, is FPNP-complete.Proof (Sketch). Hardness for FPNP follows from the fact that the special case of comput-
ing the tight interval for a given bja under z0- and lex0-entailment from a given KB is
FPNP-complete [43]. As for membership in FPNP, computing the tight interval for bja
under zk- and lexk-entailment from KB = (L,P) can be done in FP
NP by a variant of Algo-
rithm tigh-entailment-opt in [40]. Rather than checking the existence of some model Pr of
L [ P with Pr(a) > 0, we check the existence of some P 0 2 DsaðKBÞ (see Section 5.2) and
some model Pr of L [ P 0 with Pr  a<k. The proof of this is similar to the proof of
FPNP-membership of computing the tight interval for bja under z0- and lex0-entailment
from KB [43]. h6. The system NMPROBLOG
The main components of the system NMPROBLOG are the main window, as well as one
window each for (i) checking satisﬁability, (ii) checking k-consistency, (iii) computing
the zk-partition (see Fig. 6), and (iv) computing tight entailed intervals for any conditional
event under k-logical, zk-, lexk-, and pk-entailment (see Fig. 7), for any probabilistic knowl-
edge base KB = (L,P) and any strength k 2 {i/100 j i 2 {0, . . ., 100}}. Here, pk-entailment is
Fig. 6. Window for computing the zk-partition.
Fig. 7. Window for computing tight entailed intervals.
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cides with g-coherent entailment (see, e.g., [12]) for k = 0. The above restriction of the
available strengths k allows for a more comfortable use of NMPROBLOG via its graphical
user interface (GUI). Note that the entailment relation and the strength k that are actually
used in a concrete application naturally depend on the desired entailment behavior. They
may be chosen after some testing with NMPROBLOG. The system NMPROBLOG is written in C,
and uses the linear programming solver ‘‘lp_solve 5.1’’ [9] for deciding the solvability of
systems of linear constraints and for computing the optimal values of linear programs.
Its GUI has been built using ‘‘glade 2.6’’.
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ing forms: (i) p = 1, where p is a nonempty string, which declares p as >, (ii) p = 0, where p
is a nonempty string, which declares p as ?, (iii) p < 1, where p is a nonempty string, which
declares p as a basic event, and (iv) w > /, where w and / are events (in which ‘‘b ’’, ‘‘&’’,
and ‘‘#’’ encode :, ^, and _, respectively), which encodes that / implies w. Furthermore,
it then loads from a ﬁle with suﬃx ‘‘.prb’’ a set of statements of the form ‘‘w / l u’’, where
w and / are events as above, and l and u are real numbers. Such a statement encodes the
conditional constraint (wj/)[l,u]. Note that every basic event in the ‘‘.prb’’-ﬁle and in que-
ries (window for computing tight entailed intervals, see Fig. 7) must be declared in the
‘‘.tax’’-ﬁle.
Example 6.1. Consider again the probabilistic knowledge base KB = (L,P) of Example
2.1. The ‘‘.tax’’-ﬁle contains the statements 1 > bird, 1 > penguin, 1 > fly, 1 > legs, 1 > see,
1 > yellow, and bird > penguin, which declare the basic events in KB and encode the logical
constraints in L. The ‘‘.prb’’-ﬁle contains the statements legs bird 1.0 1.0, see yellow 0.8 0.9,
fly bird 0.9 1.0, and fly penguin 0.0 0.1, which encode the conditional constraints in P. After
reading the ‘‘.tax’’- and the ‘‘.prb’’-ﬁle, NMPROBLOG allows the user to open the window for
computing tight consequences in Fig. 7 and to compute [l,u] such that, e.g.,
KB lexktightðseejyellow ^ birdÞ½l; u, where k = 0.5, which is given by [l,u] = [0.6,1] (see Fig. 7).Example 6.2. Fig. 8 shows the time used by NMPROBLOG on a chain of n correlated basic
events (which produces linear optimization problems that consist of 2n variables and
4n  3 constraints) for checking satisﬁability and k-consistency, as well as computing
the zk-partition and tight entailed intervals under k-logical, zk-, lexk-, and pk-entailment.
Note especially that all the above reasoning tasks can be solved in few minutes, even when
large linear optimization problems are generated (up to 16384 variables and 53 linear con-
straints). Note also that computing tight intervals under k-logical, zk-, lexk-, and pk-entail-
ment from KB always includes computing the zk-partition of KB as a ﬁrst computation
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Fig. 8. Time used by NMPROBLOG on a chain of n basic events (2n variables).
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I have recalled nonmonotonic probabilistic logics under variable-strength inheritance
with overriding, namely, the notions of zk- and lexk-entailment, along with their semantic
properties and some new examples. I have given a precise picture of the complexity of
deciding k-consistency and of computing tight entailed intervals under zk- and lexk-entail-
ment. I have also provided algorithms for these tasks, which are based on reductions to the
problems of deciding satisﬁability and of computing tight logically entailed intervals in
model–theoretic probabilistic logic. Hence, eﬃcient linear optimization techniques for rea-
soning in model–theoretic probabilistic logic (such as, e.g., the very powerful column gen-
eration techniques [29,28]) can immediately be applied for reasoning in the presented
nonmonotonic probabilistic logics under variable-strength inheritance with overriding.
I have then presented the system NMPROBLOG (available at <http://www.kr.tuwien.ac.at/
staﬀ/lukasiew/nmproblog.tar.gz>), which comprises a prototype implementation of the
above algorithms. The system allows for (i) checking the satisﬁability of probabilistic
knowledge bases KB, (ii) checking the k-consistency of KB, (iii) computing the zk-partition
of KB, and (iv) computing tight entailed intervals from KB under any among k-logical,
lexk-, zk-, and pk-entailment, for any strength k 2 {i/100 j i 2 {0, . . ., 100}}. In particular,
it thus also allows for probabilistic and default reasoning in all the special cases of k-log-
ical, lexk-, zk-, and pk-entailment (summarized in Sections 3.4 and 6).
An interesting topic of future work is to include an implementation of more eﬃcient
linear optimization techniques (such as, e.g., the very powerful column generation tech-
niques [29,28]) into NMPROBLOG, and to explore whether there are other techniques for
more eﬃcient or even tractable inference in nonmonotonic probabilistic logics under var-
iable-strength inheritance with overriding (e.g., using preprocessing steps along the lines of
[11,16]) and to include them into NMPROBLOG. Another topic of future research is to explore
whether similar forms of nonmonotonic probabilistic logics under variable-strength inher-
itance with overriding can be deﬁned for other default reasoning formalisms (such as, e.g.
the approach in [6], which allows for dealing with explicit independence assumptions).Acknowledgements
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