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RESUMO
Nesta dissertac¸a˜o fizemos um estudo da teoria de difusa˜o em variedades Finsler, onde abor-
damos o transporte paralelo estoca´stico, desenvolvimento estoca´stico de Cartan e Movimento
Browniano. O objetivo principal e´ obter uma descric¸a˜o mais geome´trica dos objetos citados
acima ainda que por enquanto em coordenadas locais e assim termos um paralelo entre o
ca´lculo estoca´stico em variedades Riemannianas e variedades Finsler.
vii
ABSTRACT
In this work we study diffusion theory in Finsler manifolds. It includes the stochastic par-
allel transport, stochastic Cartan development and Brownian motion. The main objective
is to provide a geometric description of the objects mentioned and so to draw a compari-
son between stochastic calculus in Riemannian manifolds and stochastic calculus in Finsler
manifolds.
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Introduc¸a˜o
A teoria de ca´lculo estoca´stico foi consolidada ao longo dos anos em decorreˆncia dos trabal-
hos de Itoˆ, Kunita, Watanabe, Mallivan da escola francesa de Meyer e muitos outros. Hoje
e´ um dos ramos de pesquisa com caracter´ısticas pro´prias. Geometria diferencial estoca´stica
e´ um ramo que surgiu unindo os objetos do ca´lculo estoca´stico com a geometria diferencial
cla´ssica. Durante este trabalho, abordamos um tipo de geometria que generaliza a geome-
tria Riemanniana, a qual e´ chamada geometria Finsler, nome que surge devido a tese de
doutorado de Paul Finsler em 1918. Esse tipo de geometria tambe´m e´ motivada pelo ca´lculo
das variac¸o˜es.
Esta dissertac¸a˜o esta´ dividida em treˆs cap´ıtulos e esta´ organizada da seguinte forma:
O Cap´ıtulo 1 e´ dedicado aos conceitos do ca´lculo estoca´stico, onde apresentamos alguns
resultados cla´ssicos desta teoria. A u´ltima sec¸a˜o deste cap´ıtulo trata de equac¸o˜es diferen-
ciais estoca´sticas, as quais aparecera˜o novamente no cap´ıtulo 3. Muitos resultados na˜o sa˜o
demonstrados pois nosso interesse e´ fazer com que o texto na˜o fique muito prolixo.
No Cap´ıtulo 2 estudamos como construir o Movimento Browniano numa variedade
Riemanniana M, onde a primeira construc¸a˜o e´ intr´ınseca enquanto que a segunda depende
do mergulho que fazemos na variedade no espac¸o euclidiano Rn. Trazemos alguns conceitos
da geometria Riemanniana, como conexa˜o, transporte paralelo e derivada covariante sem se
preocupar com as demonstrac¸o˜es. Fazemos tambe´m uma abordagem de conexa˜o utilizando
fibrados principais. O principal interesse e´ o Movimento Browniano, o qual surge como um
ix
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processo estoca´stico com gerador infinitesimal 1
2
∆, onde ∆ e´ o operador de Laplace-Beltrami
de M.
No Cap´ıtulo 3 trataremos da geometria Finsler que surge como generalizac¸a˜o da ge-
ometria Riemanniana. Trazemos alguns exemplos de variedades Finsler e temos algumas
noc¸o˜es de conexo˜es para este tipo de variedade. O nosso principal interesse e´ o Movimento
Browniano Finsleriano. Tambe´m trabalhamos com o transporte paralelo finsleriano e desen-
volvimento estoca´stico finsleriano.
CAPI´TULO 1
CA´LCULO ESTOCA´STICO
No decorrer deste cap´ıtulo abordaremos algumas ferramentas do ca´lculo estoca´stico em Rn.
Apresentamos os resultados, muitos sem demonstrar, pois na˜o e´ nosso objetivo neste tra-
balho. Destacamos a fo´rmula de Itoˆ, a fo´rmula de Itoˆ para integral de Stratonovich e as
equac¸o˜es diferenciais estoca´sticas. Boas refereˆncias para este cap´ıtulo, principalmente para
as demonstrac¸o˜es que omitimos, sa˜o Hsu [14], Ikeda [15], Revuz [19], San Martin [21].
1.1 Definic¸o˜es Ba´sicas
Escolhemos alguns to´picos sobre ca´lculo estoca´stico para compor este cap´ıtulo. Lembramos
ao leitor que omitimos muitos resultados e algumas demonstrac¸o˜es para que o texto fique
com a leitura agrada´vel.
Definic¸a˜o 1.1.1. Seja (Ω,F) um espac¸o mensura´vel. Uma medida de probabilidade em
(Ω,F) e´ uma aplicac¸a˜o P : F −→ [0, 1] tal que:
(i) P(∅) = 0;
(ii) P(Ω) = 1;
(iii) Se (An)n≥1 e´ uma sequ¨eˆncia disjunta em F enta˜o P(
∞⋃
n=1
An) =
∞∑
n=1
P(An).
1
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Chamamos a tripla (Ω,F ,P) de espac¸o de probabilidade. Os conjuntos F ∈ F sa˜o chama-
dos eventos. Dizemos que P(F ) e´ a probabilidade do evento F acontecer. Em particular,
quando P(F ) = 1, dizemos que F ocorre com probabilidade 1 ou quase certamente.
Definic¸a˜o 1.1.2. Seja E um espac¸o me´trico completo munido com a σ−a´lgebra de Borel B
e seja (Ω,F ,P) um espac¸o de probabilidade. Uma varia´vel aleatoria no espac¸o (E,B) e´ uma
func¸a˜o mensura´vel X : Ω → E.
Dada uma varia´vel aleato´ria X, denotamos por σX a sub-σa´lgebra gerada por X, isto e´,
σX = {X−1(B);B ∈ B}.
Definic¸a˜o 1.1.3. Seja X : Ω → E uma varia´vel aleato´ria. X induz uma medida
X∗P(B) = P(X−1(B)), para todo B ∈ B. Dizemos que X∗P e´ a distribuic¸a˜o de X, ou
lei de X.
Definic¸a˜o 1.1.4. Definimos a esperanc¸a(ou me´dia) de X pela integral
E[X] =
∫
Ω
X(w)dP(w).
Definic¸a˜o 1.1.5. Dizemos que uma sequ¨eˆncia (Xn)n≥1 de varia´veis aleato´rias converge quase
certamente se
lim sup
n
Xn = lim inf
n
Xn P− q.c.
Definic¸a˜o 1.1.6. Uma sequ¨eˆncia de varia´veis aleato´rias (Xn)n≥1 converge em probabilidade
para uma varia´vel aleatoria X se, dado  > 0,
P(|Xn −X| > ) → 0 quando n →∞.
Definic¸a˜o 1.1.7. Dizemos que uma sequ¨eˆncia de varia´veis aleato´rias (Xn)n≥1 converge em
Lp para X se
limn→∞E[|Xn −X|p] = 0.
Definic¸a˜o 1.1.8. Uma sequ¨eˆncia (fn) de func¸o˜es mensura´veis e´ dita convergente quase
uniformemente a uma func¸a˜o f se para cada δ > 0 existir um conjunto Eδ em X com
P(Eδ) < δ tal que (fn) converge uniformemente a f em X\Eδ.
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1.2 Esperanc¸a Condicional
Definic¸a˜o 1.2.1. Sejam (Ω,F ,P) espac¸o de probabilidade, X varia´vel aleato´ria integra´vel
e A ∈ F sub-σ-a´lgebra. Definimos a esperanc¸a condicional E[X|A] de X em relac¸a˜o a A
como a varia´vel aleato´ria (u´nica P|A-quase certamente) que satisfaz:
(i) E[X|A] e´ A-mensura´vel;
(ii)
∫
A
E[X|A]dP|A =
∫
A
XdP, para todo A ∈ A.
Proposic¸a˜o 1.2.2. A esperanc¸a condicional satisfaz as seguintes propriedades:
1. E[aX + bY |A] = aE[X|A] + bE[Y |A];
2. E[E[X|A]] = E[X];
3. E[X|A] = X se X for A-mensura´vel;
4. E[X|A] = E[X] se X e´ independente de A;
5. E[Y X|A] = Y · E[X|A] se Y for A-mensura´vel, onde · denota o produto interno usual
em Rn.
Definic¸a˜o 1.2.3. Uma func¸a˜o cont´ınua f : R → R e´ dita convexa se, para todo x ∈ R,
existe α tal que f(y) ≥ f(x) + α(y − x).
Proposic¸a˜o 1.2.4 (Desigualdade de Jensen). Seja X uma varia´vel aleato´ria real, in-
tegra´vel e seja f : R → R uma func¸a˜o convexa. Enta˜o
1. E[f(X)] ≥ f(E[X]);
2. E[f(X)|A] ≥ f(E[X|A).
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1.3 Processos Estoca´sticos
Definic¸a˜o 1.3.1. Seja T um conjunto qualquer (em geral, R≥0,N, um espac¸o de Hilbert)
e seja (Ω,F ,P) um espac¸o de probabilidade. Um processo estoca´stico indexado em T com
valores no espac¸o de estados (E, E) e´ uma aplicac¸a˜o
X : T × Ω −→ E
(t, w) −→ Xt(w)
tal que Xt : Ω −→ E e´ varia´vel aleato´ria mensura´vel para todo t ∈ T, e X·(w) : T −→ E e´
chamada de trajeto´ria de w ∈ Ω.
Definic¸a˜o 1.3.2. Sejam (Ω,F ,P) e (Ω′ ,F ′ ,P′) dois espac¸os de probabilidade. Enta˜o, os
processos estoca´sticos X : T × Ω → E e X ′ : T × Ω′ → E sa˜o equivalentes (ou versa˜o um
do outro) se para todo t1, ..., tn ∈ T e para todo A1, ..., An ∈ E, tem-se
P({Xti ∈ Ai, i = 1, ..., n}) = P
′
({X ′ti ∈ Ai, i = 1, ..., n}).
Definic¸a˜o 1.3.3. Seja (Ω,F ,P) um espac¸o de probabilidade. Dizemos que os processos
estoca´sticos X,X
′
: T × Ω → E sa˜o modificac¸o˜es um do outro se P({Xt = X ′t}) = 1 para
cada t ∈ T. Dizemos que X e X ′ sa˜o indistingu´ıveis se P({Xt = X ′t , para todot ∈ T}) = 1.
Definic¸a˜o 1.3.4. Sejam T e E espac¸os topolo´gicos. Dizemos que X : T × Ω → E e´ cont´ınua
P-quase certamente se P({w : t → Xt(w) e´ cont´ınua }) = 1.
Proposic¸a˜o 1.3.5 (Desigualdade de Chebichev). Seja X : Ω −→ Rn uma varia´vel
aleato´ria tal que E[|X|p] < ∞ para algum p, 0 < p < ∞. Enta˜o P{|X| > a} ≤ a−pE[|X|p],
para todo a > 0 e para todo p > 0.
1.3.1 Movimento Browniano em Rn
O movimento browniano e´ o processo estoca´stico que mais nos interessa neste trabalho.
Aqui, estamos apresentando-o como um processo cont´ınuo P−q.c. em Rn, e no cap´ıtulo
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seguinte trabalharemos em variedades Riemannianas, e no u´ltimo cap´ıtulo apresentamos
o movimento browniano Finsleriano. O movimento browniano tambe´m e´ conhecido como
Processo de Wiener.
Teorema 1.3.6. Existe um processo estoca´stico cont´ınuo P-q.c. com incrementos indepen-
dentes tal que, para cada t, a varia´vel aleato´ria Bt e´ centrada, gaussiana e tem variaˆncia
t.
O leitor interessado na demonstrac¸a˜o e em mais detalhes desta sec¸a˜o pode consultar
Revuz em [19].
Definic¸a˜o 1.3.7. O processo estoca´stico cuja existeˆncia e´ garantida pelo teorema acima e´
chamado de Movimento Browniano.
Para qualquer x ∈ R, o processo estoca´stico Bxt = x+Bt a´ chamado de movimento brow-
niano inicializado em x. E´ claro que P[Bxt ∈ A] =
∫
A
gt(y − x)dy, onde A e´ um subconjunto
de Borel da reta real e gt(x) = (2πt)
− 1
2 exp(−x2
2t
).
Se B1t , B
2
t , ..., B
d
t sa˜o d co´pias independentes de Bt, definimos um processo estoca´stico X
no espac¸o de estados Rd, estipulando que a i-e´sima componente de Xt e´ B
i
t. Este processo
estoca´stico e´ chamado de movimento browniano d-dimensional., ele e´ um processo estoca´stico
gaussiano cont´ınuo P-q.c. tal que P[X0 = 0] = 1.
1.4 Filtrac¸o˜es e Martingales
Definic¸a˜o 1.4.1. Uma filtrac¸a˜o no espac¸o mensura´vel (Ω,F) e´ uma famı´lia crescente (Ft)t≥0,
de sub-σ-a´lgebras Ft de F . Um espac¸o mensura´vel (Ω,F) munido de uma filtrac¸a˜o (Ft)t≥0
e´ chamado de espac¸o filtrado.
Definic¸a˜o 1.4.2. Dizemos que um processo estoca´stico X em (Ω,F) e´ adaptado a` filtrac¸a˜o
(Ft)t≥0 se Xt e´ Ft-mensura´vel para cada t.
Qualquer processo X e´ adaptado a` sua filtrac¸a˜o natural F0t = σ(Xs, s ≤ t). A fil-
trac¸a˜o (F0t ) e´ a filtrac¸a˜o mı´nima para a qual X e´ adaptado. Dizer que X e´ adaptado
a (F0t ) significa que (F0t ) ⊂ (Ft) para cada t.
SEC¸A˜O 1.4 FILTRAC¸O˜ES E MARTINGALES 6
Definic¸a˜o 1.4.3. Um espac¸o filtrado sobre (Ω,F ,P) e´ dito satisfazer as condic¸o˜es usuais se
(i) F0 conte´m os conjuntos P-nulos;
(ii) Ft =
⋂
s>t
Fs, para todo t, 0 ≤ t ≤ ∞ e´ cont´ınua a´ direita.
Definic¸a˜o 1.4.4. Um tempo de parada relativo a` filtrac¸a˜o (Ft)t≥0 e´ uma varia´vel aleato´ria
T : Ω −→ [0,∞]
tal que, para todo t, o conjunto {w : T (w) ≤ t} ∈ Ft.
Definic¸a˜o 1.4.5. Seja τ um conjunto qualquer (em geral R+,N, espac¸o de Hilbert). Um
processo (Xt)t∈τ , (Ft)-adaptado e´ chamado de martingale com respeito a (Ft) se
1. E[X+t ] = E[X
+
t ] <∞ para todo t ∈ τ ;
2. E[Xt|Fs] = Xs quase sempre, para todo s, t tais que s ≤ t.
Um processo (Xt) e´ um submartingale se E[Xt|Fs] ≥ Xs, para todo s < t, e (Xt) e´ um
supermartingale se E[Xt|Fs] ≤ Xs, para todo s < t.
Em outras palavras, um martingale e´ uma famı´lia adaptada de varia´veis aleato´rias in-
tegra´veis tal que
∫
A
XsdP =
∫
A
XtdP, para todo s < t e A ∈ Fs.
Observac¸a˜o 1.4.1. Se Xt e´ martingale e E[|Xt|p] <∞ com p ≥ 1, enta˜o |Xt|p e´ submartin-
gale, pela desigualdade de Jensen.
Proposic¸a˜o 1.4.6. Seja B o movimento browniano canoˆnico linear BM ; enta˜o os seguintes
processos estoca´sticos sa˜o F0t −martingales: Bt; B2t − t; eαBt−
α2t
2 , α ∈ R.
Proposic¸a˜o 1.4.7. Seja (Xn)
∞
n um submartingale com respeito a filtrac¸a˜o discreta (Fn) e
(Hn)
∞
n=1, n = 1, 2, ..., um processo limitado positivo tal que Hn ∈ Fn−1 para n > 1. Enta˜o
Y0 = X0, Yn = Yn−1 + Hn(Xn −Xn−1)
e´ um submartingale. Em particular, se T e´ um tempo de parada(discreto), enta˜o o processo
estoca´stico XT = Xn∧T e´ um submartingale.
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Observac¸a˜o 1.4.2. (Yn)
∞
n=0 e´ submartingale se (Xn)
∞
n=0 e´ submartingale.
Proposic¸a˜o 1.4.8 (1a versa˜o do Teorema do tempo de parada opcional).
1. Sejam S, T tempos de parada discretos, S ≤ T e limitados (isto e´, existe M tal que
S(w) ≤ T (w) ≤ M < ∞) e X um martingale integra´vel. Enta˜o,
XS = E[XT | FS]
quase sempre.
2. Um processo estoca´stico (Xn) adaptado e integra´vel e´ martingale se e somente se E[XT )] =
E[Xs)] para todo par de tempos de parada S, T limitados, S ≤ T.
Teorema 1.4.9 (Desigualdade Lp de Doob). Se X e´ um martingale cont´ınuo a` direita
ou um submartingale positivo indexado pelo intervalo T de R, enta˜o se X∗ = supt |Xt|, para
p ≥ 1,
λp P[X∗ ≥ λ] ≤ sup
t
E[|Xt|p]
e para p > 1,
‖ X∗ ‖p≤ p
p− 1 supt ‖ Xt ‖p .
1.5 Integrac¸a˜o Estoca´stica
Nesta sec¸a˜o abordaremos alguns to´picos sobre integrac¸a˜o estoca´stica. Nosso objetivo prin-
cipal e´ a fo´rmula de Itoˆ e a fo´rmula de Itoˆ para integral de Stratonovich.
1.5.1 Variac¸a˜o Finita e Variac¸a˜o Quadra´tica
Seja (At)t≥0 : t −→ R uma func¸a˜o cont´ınua a` direita, e ∆ = {0 = t0 < t1 < ... < tn = t}
uma subdivisa˜o de R+ com mo´dulo |∆| = supi |ti+1 − ti|. Dizemos que (At)t≥0 tem variac¸a˜o
finita se para todo t,
St = sup
∆
∑
i
|Ati+1 − Ati| = lim|∆|→0
∑
i
|Ati+1 − Ati| <∞.
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e t −→ St(crescente) e´ a variac¸a˜o total de A. Se limt→∞ St < ∞ enta˜o A tem variac¸a˜o
limitada.
Exemplo 1.5.1. Se At for deriva´vel, St =
∫ t
0
|A′s|ds
Proposic¸a˜o 1.5.1. Se A tem variac¸a˜o limitada, enta˜o At = A
+
t −A−t com A+t e A−t func¸o˜es
crescentes.
Teorema 1.5.2. Existe bijec¸a˜o entre medidas com sinal de Radon em [0,∞) (boreliano,
localmente limitado e regular interior) e func¸o˜es de variac¸a˜o finita At cont´ınuas a` direita:
At = µ([0, t]), isto e´, µ([a, b]) = Ab − Aa.
Definic¸a˜o 1.5.3 (Integral de Stieltjes). Seja f uma func¸a˜o mensura´vel e localmente
limitada, enta˜o ∫ t
0
f(s)dA(s) =
∫
(0,t]
f(s)dµ(s) = lim
|∆|→0
n∑
i=1
fti(Ati − Ati−1).
Note que t −→
∫ t
0
fdA tambe´m tem variac¸a˜o finita.
Definic¸a˜o 1.5.4. Um processo A e´ crescente se este e´ adaptado e suas trajeto´rias t → At(w)
sa˜o finitas, cont´ınuas a` direita e na˜o-decrescentes. Tambe´m denominamos o processo A como
de variac¸a˜o finita se suas trajeto´rias t → At(w) sa˜o finitas, cont´ınuas a` direita e de variac¸a˜o
finita. Ambas as definic¸o˜es sa˜o para quase todo w.
Denotaremos por A+ o espac¸o dos processos crescentes e A os processos de variac¸a˜o
finita. Claramente, A+ ⊂ A, onde At ∈ A+ enta˜o At e´ crescente e limitado implicando
em At e´ de variac¸a˜o finita. Por outro lado, dado A ∈ A, enta˜o para todo t > 0, podemos
escrever At = A
+
t − A−t com A+t , A−t ∈ A+. Ale´m disso, podemos escolher A+ e A− tal que
para quase todo w, A+(w)− A−(w) e´ a decomposic¸a˜o minimal de At(w).
O processo
∫ t
0
|dA|s = A+t − A−t esta´ em A+ e para quase todo w a medida associada
com tal processo e´ a variac¸a˜o total da medida associada com A(w), tal processo e´ chamado
variac¸a˜o de A. Agora vamos definir a “integral estoca´stica”. Seja X um processo progressi-
vamente mensura´vel, por exemplo, limitado em todo intervalo [0, t] para quase todo w, assim
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para quase todo w, podemos definir a integral de Stieltjes
(X · A)t(w) =
∫ t
0
Xs(w)dAs(w).
Caso w esteja no conjunto onde A·(w) na˜o tem variac¸a˜o finita ou X·(w) na˜o e´ localmente
integra´vel com respeito a dA·(w), tomamos (X · A) = 0. Tal definic¸a˜o e´ poss´ıvel pois para
cada w, temos definida uma medida, a qual esta´ associada a A·(w).
Teorema 1.5.5. Um martingale cont´ınuo X na˜o pode estar em A a menos que ele seja
constante.
O leitor interessado na demonstrac¸a˜o pode consultar Revuz em [19].
Deste teorema vemos a impossibilidade de definir uma integral estoca´stica para martin-
gale via caminhos ou caminhos por partes. Por isso, faremos tal construc¸a˜o globalmente.
Para tal, fac¸amos as seguintes definic¸o˜es:
Definic¸a˜o 1.5.6. Se ∆ = {t0 = 0 < ti < ...} e´ uma partic¸a˜o de R+ com somente um nu´mero
finito de pontos em cada intervalo [0, t], no´s definimos para um processo X,
T∆t =
k−1∑
i=0
(Xti+1 −Xti)2 + (Xt −Xtk)2
com k tal que tk ≤ t ≤ tk+1.
Definic¸a˜o 1.5.7. Um processo estoca´stico X de valores reais e´ de variac¸a˜o quadra´tica finita
se existe um processo finito 〈X,X〉 tal que para todo t e toda sequ¨eˆncia {∆n} de partic¸o˜es
de [0, t] tal que |∆n| → 0,
limT∆nt = 〈X,X〉t
em probabilidade. O processo 〈X,X〉 e´ chamado variac¸a˜o quadra´tica de X.
Proposic¸a˜o 1.5.8. Se (Bt)t≥0 e´ o movimento browniano, enta˜o 〈B,B〉t = t.
Teorema 1.5.9 (Decomposic¸a˜o de Doob). Se (Xt)t≥0 e´ um submartingale, enta˜o X =
M + A onde M e´ martingale e A e´ um processo adaptado crescente.
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Definic¸a˜o 1.5.10. Um processo adaptado cont´ınuo a` direita (Xt)t≥0 e´ um martingale local
se existe uma sequ¨eˆncia de tempos de parada (Tn)n≥1 tal que
(i) Tn e´ crescente e limn→∞ Tn = ∞ quase sempre;
(ii) Para todo n, XTn e´ martingale uniformemente integra´vel.
Observac¸a˜o 1.5.1. Martingale uniformemente integra´vel implica em martingale local, e
(Xt)t≥0 uniformemente integra´vel e martingale local implica em martingale.
Teorema 1.5.11. Se M e´ um martingale local cont´ınuo, existe um u´nico 〈M,M〉 processo
adaptado crescente, 〈M,M〉t=0 = 0 tal que M2 − 〈M,M〉 e´ martingale local cont´ınuo.
Teorema 1.5.12. Sejam M,N martingales local cont´ınuos, existe um u´nico processo
〈M,N〉 ∈ A, 〈M,N〉t=0 = 0 tal que MN − 〈M,N〉 e´ martingale local.
Definic¸a˜o 1.5.13. Um processo X : R+ × Ω −→ R e´ um processo mensura´vel se X e´
B(R+)⊗F∞− mensura´vel.
Definic¸a˜o 1.5.14. Um processo (Xt)t≥0 e´ Ft−semimartingale se X = M + A, onde M e´
um Ft−martingale local e A ∈ A adaptado.
Proposic¸a˜o 1.5.15. Se X = M + A e´ um semi-martingale cont´ınuo, enta˜o
〈X,X〉 = 〈M,M〉.
Definic¸a˜o 1.5.16. Se X = M + A e Y = N + B sa˜o dois semi-martingales cont´ınuos,
definimos o colchete de X e Y por
〈X, Y 〉 = 〈X, Y 〉 = 1
4
[〈X + Y,X + Y 〉 − 〈X − Y,X − Y 〉].
Estamos interessados nas classes de martingales limitados, e daremos destaque na con-
fusa˜o usual entre processos e classes de processos indisting´ıveis para obter normas e na˜o
apenas semi-normas na discussa˜o abaixo.
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Definic¸a˜o 1.5.17. Denotamos por H2 o espac¸o dos L2 martingales limitados, isto e´, o espac¸o
dos (Ft,P)-martingales M tais que
sup
t
E[M2t ] < +∞.
Denotaremos por H2 o subconjunto de L2-martingales cont´ınuos limitados, e H20 o subcon-
junto de elementos de H2 que desaparecem no zero.
Proposic¸a˜o 1.5.18. O espac¸o H2 e´ um espac¸o de Hilbert com a norma
‖M‖H2 = E[M2∞]
1
2 = lim
t→∞
E[M2t ],
e o conjunto H2 e´ fechado em H2.
Demonstrac¸a˜o: Temos que H2 e´ um espac¸o vetorial e com o produto interno 〈M,N〉H2 =
E[M∞N∞]
1
2 conclu´ımos que H2 e´ um espac¸o de Hilbert e a primeira parte da proposic¸a˜o fica
demonstrada. Agora, seja {Mn} uma sequ¨eˆncia em H2 convergindo para M em H2. Pela
desigualdade de Doob,
E[(sup
t
|Mnt −Mt|)2] ≤ 4 sup
t
E[(Mnt −Mt)2] = 4‖Mn −M‖H2 −→ 0
quando n ↑ 0, e portanto Mn −→ M uniformemente em t. Logo, M e´ cont´ınuo e da´i
conclu´ımos que M ∈ H2.
Proposic¸a˜o 1.5.19. Se M ∈ H2 enta˜o 〈M,M〉t e´ integra´vel, isto e´, E[〈M,M〉∞] <∞. Em
particular, se M ∈ H20 enta˜o ‖M∞‖2H2 = E[〈M,M〉∞].
Definic¸a˜o 1.5.20 (Classe de Integrandos). Dado M ∈ H2, seja L2(M) o espac¸o dos
processos progressivamente mensura´veis tais que ‖ K ‖2M= E
[∫ ∞
0
K2sd〈M,M〉s
]
<∞.
Observac¸a˜o 1.5.2. Se (Ks)s≥0 e´ cont´ınua (a` direita) e limitado =⇒ K ∈ L2(M).
Teorema 1.5.21 (Integrac¸a˜o Estoca´stica). Seja M ∈ H2. Se K ∈ L2(M), existe um
u´nico elemento K ·M em H20 tal que
〈K ·M,N〉 = K · 〈M,N〉,∀N ∈ H2.
Ale´m disso, a aplicac¸a˜o K −→ K ·M e´ isometria de L2(M) em H20 .
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A pro´xima proposic¸a˜o sera´ u´til para demonstrarmos a fo´rmula de Itoˆ na sec¸a˜o seguinte.
Proposic¸a˜o 1.5.22. Se K e´ um processo cont´ınuo a` esquerda e (∆n) e´ uma sequ¨eˆncia de
subdiviso˜es de [0, t] tal que |∆n| → 0, enta˜o∫ t
0
KsdXs = P− lim
n→∞
∑
ti∈∆n
Kti(Xti+1 −Xti).
1.5.2 Fo´rmula de Itoˆ
Iniciamos agora um dos to´picos mais importantes do nosso trabalho. No Cap´ıtulo 2 rela-
cionaremos a fo´rmula de Itoˆ com o nosso principal objeto da ana´lise estoca´stica: o movimento
browniano. A fo´rmula de Itoˆ tem revolucionado o estudo do movimento browniano e outras
classes importantes de processos podem ser pensadas como a regra da cadeia para o ca´lculo
estoca´stico. Apresentaremos as fo´rmulas de Itoˆ e de Stratonovich, pois a geometria so´ pre-
cisa dos termos de segunda ordem e neste sentido usaremos a fo´rmula de Itoˆ para integral
de Stratonovich.
Definic¸a˜o 1.5.23. Um martingale vetorial local d dimensional (respectivamente: semi-
martingale vetorial local) e´ um processo com valores em Rd X = (X1, ..., Xd) tal que cada
Xj, j = 1, ..., d e´ um martingale local (respectivamente: semimartingale cont´ınuo). Um mar-
tingale local (respectivamente: semimartingale cont´ınuo complexo) e´ um processo com valores
em C cujas partes real e imagina´ria sa˜o martingales local (respectivamente: semimartingales
cont´ınuos).
Agora apresentaremos a fo´rmula de Itoˆ, seguindo Revuz em [19].
Teorema 1.5.24 (Fo´rmula de Itoˆ). Seja F ∈ C2(Rd,R) e X = (X1, ..., Xd) um semi-
martingale vetorial cont´ınuo; enta˜o F (X) e´ um semimartingale cont´ınuo e
F (Xt) = F (X0) +
d∑
i=1
∫ t
0
∂F
∂xi
(Xs)dX
i
s +
1
2
d∑
i=1
d∑
j=1
∫ t
0
∂2F
∂xi∂xj
(Xs)d〈X i, Xj〉s. (1.1)
CAPI´TULO 1 CA´LCULO ESTOCA´STICO 13
Demonstrac¸a˜o: Seja ∆ = {0 = t0 < t1 < ... < tn = t} uma partic¸a˜o do intervalo [0, t].
Assim, como F ∈ C2(Rd,R), pela fo´rmula de Taylor
n−1∑
k=0
F (Xtk+1) =
n−1∑
k=0
F (Xtk) +
d∑
i=1
∂F
∂xi
(Xtk)(X
i
tk+1
−X itk)
+
1
2
d∑
i,j=1
∂2F
∂xi∂xj
(ξk)(X
i
tk+1
−X itk)(Xjtk+1 −Xjtk)
onde ξk = Xtk + θ(Xtk+1 −Xtk), com θ ∈ [0, 1]. Enta˜o, por cancelamento telesco´pico,
F (Xtk) = F (X0) +
d∑
i=1
I
(n)
1︷ ︸︸ ︷
n−1∑
k=0
∂F
∂xi
(Xtk)(X
i
tk+1
−X itk)+
+
1
2
d∑
i,j=1
n−1∑
k=0
∂2F
∂xi∂xj
(ξk)(X
i
tk+1
−X itk)(Xjtk+1 −Xjtk)︸ ︷︷ ︸
I
(n)
2
Pela proposic¸a˜o anterior, P − limn→∞ I(n)1 =
∫ t
0
∂F
∂xi
(Xs)dX
i
s. Para garantir a convergeˆncia
de I
(n)
2 , considere a func¸a˜o h(x) =
∂2F
∂xi∂xj
(x) e kt =
∫ t
0
h(Xs)dX
i
s. Seja h(X
∆n
s ) = h(Xtk) se
tk ≤ s < tk+1 e defina Knt =
∫ t
0
h(X∆ns )dX
i
s =
n−1∑
k=0
h(Xtk)(X
i
tk+1
−X itk). Observe que Knt con-
verge em probabilidade para Kt. Assim, fazendo n → ∞, temos que
〈Kn, Xj〉t =
∫ t
0
h(X∆ns )d〈X i, Xj〉ds converge para
∫ t
0
h(Xs)d〈X i, Xj〉s.
Por outro lado, ∣∣∣〈Kn, Xj〉t − n−1∑
k=0
h(ξk)(X
i
tk+1
−X itk)(Xjtk+1 −Xjtk)
∣∣∣=
=
∣∣∣∣∣
n−1∑
k=0
h(Xtk)(〈X i, Xj〉tk+1 − 〈X i, Xj〉tk)− h(ξk)(〈X i, Xj〉tk+1 − 〈X i, Xj〉tk)
+h(ξk)(〈X i, Xj〉tk+1 − 〈X i, Xj〉tk)− h(ξk)(X itk+1 −X itk)(Xjtk+1 −Xjtk)
∣∣∣∣∣
≤ sup
k
∣∣∣h(Xtk)− h(ξk)∣∣∣〈X i, Xj〉t + M
(
〈X i, Xj〉 −
n−1∑
k=0
(X itk+1 −X itk)(Xjtk+1 −Xjtk)
)
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onde os dois u´ltimos termos va˜o para zero quando quando n tende ao infinito, sendo que o
u´ltimo termo vai a zero em probabilidade. Logo, I
(n)
2 converge para
∫ t
0
∂2F
∂xixj
(Xs)d〈X i, Xj〉
e o teorema fica demonstrado.
Como caso particular deste teorema, temos a seguinte proposic¸a˜o:
Proposic¸a˜o 1.5.25 (Fo´rmula de Integrac¸a˜o por partes). Se X e Y sa˜o dois semi-
martingales cont´ınuos, enta˜o
XtYt = X0Y0 +
∫ t
0
XsdYs +
∫ t
0
YsdXs + 〈X, Y 〉t.
Em particular,
X2t = X
2
0 + 2
∫ t
0
XsdXs + 〈X, Y 〉t.
Se X e Y sa˜o de variac¸a˜o finita, esta fo´rmula encurta a integrac¸a˜o pela fo´rmula por partes
para integrais de Stieltjes. Se M e´ um martingale local, pela proposic¸a˜o anterior, temos que
M2t − 〈M,M〉t = M20 + 2
∫ t
0
MsdMs;
ja´ conhecemos que M2−〈M,M〉 e´ um martingale local mas a fo´rmula acima da´ uma expressa˜o
expl´ıcita deste martingale local.
Exemplo 1.5.2. Calcular
∫ t
0
BsdBs, onde Bs e´ o Movimento Browniano. Pela fo´rmula da
proposic¸a˜o anterior temos que B2t = B
2
0+2
∫ t
0
BsdBs+〈B,B〉t, mas como B0 = 0 conclu´ımos
que
∫ t
0
BsdBs =
1
2
(B2t − t).
Se X i tem variac¸a˜o finita, isto e´, 〈X i, Xj〉 = 0, para todo j, podemos enfraquecer a
hipo´tese da diferenciabilidade de f.
Exemplo 1.5.3. Seja F : R2 −→ R, com ∂
2F
∂x2
e
∂F
∂y
cont´ınuas, enta˜o
F (X,A) = F (X0, A0) +
∫ t
0
∂F
∂x
dX +
∫ t
0
∂F
∂y
dA +
1
2
∫ t
0
∂2F
∂x2
d〈X,X〉,
onde X e´ um semimartingale e A e´ um processo de variac¸a˜o finita.
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Podemos escrever a fo´rmula de Itoˆ na forma diferencial, a saber
dF (Xt) =
d∑
i=1
∂F
∂xi
dX it +
1
2
d∑
i,j=1
∂2F
∂xi∂xj
d〈X i, Xj〉t.
Mais geralmente, se X e´ um semimartingale vetorial, dYt =
d∑
i=1
H itdX
i
t teremos
Yt = Y0 +
d∑
i=1
∫ t
0
H isdX
i
s.
A fo´rmula de Itoˆ mostra que a classe dos semimartingales e´ invariante por composic¸a˜o com
func¸o˜es C2, a qual da´ outra raza˜o a` introduc¸a˜o de semimartingales.
Proposic¸a˜o 1.5.26. Se f e´ uma func¸a˜o com valores em C, definida em R×R+, e tal que ∂
2f
dx2
e
∂f
dy
existem, sa˜o cont´ınuas e satisfazem
∂f
∂y
+
1
2
∂2f
∂x2
= 0, enta˜o para qualquer martingale
local cont´ınuo M, o processo f(Mt, 〈M,M〉t) e´ um martingale local. Em particular para
qualquer λ ∈ C, o processo
Eλ(M)t = exp{λMt − λ
2
2
〈M,M〉t}
e´ um martingale local. Para λ = 1, escrevemos simplesmente E(M) e chamamos de a
exponencial de M.
Proposic¸a˜o 1.5.27. Se B e´ um movimento browniano d dimensional e f ∈ C2(R+ × Rd),
enta˜o
M ft = f(t, Bt)−
∫ t
0
(
1
2
∆f +
∂f
∂t
)
(s, Bs)ds
e´ um martingale local. Em particular, se f e´ harmoˆnica em Rd enta˜o f(B) e´ um martingale
local.
Teorema 1.5.28 (Caracterizac¸a˜o de Levy). Para um processo X, cont´ınuo, de dimensa˜o
d, (Ft)− adaptado e desaparecendo no zero, as treˆs seguintes condic¸o˜es sa˜o equivalentes:
(i) X e´ um Ft−movimento browniano;
(ii) X e´ um martingale local cont´ınuo e 〈X i, Xj〉t = δijt para todo 1 ≤ i, j ≤ d;
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(iii) X e´ um martingale cont´ınuo local e para toda d−upla f = (f1, ..., fd) de func¸o˜es em
L2(R+), o processo
E ift = exp
{
i
d∑
k=1
∫ t
0
fk(s)dX
k
s +
1
2
d∑
k=1
∫ t
0
f 2k (s)ds
}
e´ um martingale complexo.
Corola´rio 1.5.29. O movimento browniano e´ o u´nico martingale local cont´ınuo (a menos
de verso˜es desse processo) com variac¸a˜o quadra´tica t.
1.6 Integral de Stratonovich
Esta sec¸a˜o foi colocada para destacar a fo´rmula de Itoˆ para integral de Stratonovich, a qual
sera´ definida a seguir. Lembramos ao leitor que no restante do texto, o s´ımbolo “◦”sempre
representara´ a integral estoca´stica no sentido de Stratonovich.
Definic¸a˜o 1.6.1 (Integral de Stratonovich). Seja Xt um semimartingale cont´ınuo, e ft
um processo σ(Xt)−adaptado. Seja ∆ = {0 = t0 < t1 < ... < tn = t} uma partic¸a˜o de [0, t].
Definimos ∫ t
0
fs ◦ dXs = P− lim|∆|→0
n−1∑
k=0
(
ftk+1 + ftk
2
)
(Xtk+1 −Xtk),
quando existe.
Teorema 1.6.2. Se (ft)t≥0 e´ um semimartingale, enta˜o a integral acima existe e temos∫ t
0
fs ◦ dXs =
∫ t
0
fsdXs +
1
2
〈f,X〉t.
1.6.1 Fo´rmula de Itoˆ para Integral de Stratonovich
Esta fo´rmula sera´ u´til na pro´xima sec¸a˜o quando trataremos de equac¸o˜es diferenciais es-
toca´sticas, mais precisamente equac¸o˜es diferenciais estoca´sticas em variedades.
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Teorema 1.6.3. Seja F : Rd −→ R uma func¸a˜o de classe C3 e X = (X1, ..., Xd) um
semimartingale de dimensa˜o d. Enta˜o,
F (X) = F (X0) +
d∑
i=1
∫ t
0
∂F
∂xi
(Xs) ◦ dX is.
Demonstrac¸a˜o: Usando a definic¸a˜o de Integral de Stratonovich, temos
d∑
i=1
∫ t
0
∂F
∂xi
(Xs) ◦ dX is =
d∑
i=1
∫ t
0
∂F
∂xi
(Xs)dX
i
s +
1
2
d∑
i=1
〈
∂F
∂xi
(Xt), X
i
t
〉
t︸ ︷︷ ︸
(∗)
.
Mas pela fo´rmula de Itoˆ,
∂F
∂xi
(Xt) =
∂F
∂xi
(X0) +
d∑
j=1
∫ t
0
∂2F
∂xi∂xj
(Xs)dX
j
s +
1
2
d∑
j,l=1
∫ t
0
∂3F
∂xj∂xl∂xi
(Xs)d〈X l, Xj〉s.
Agora, 〈
∂F
∂xi
(Xt), X
i
t
〉
t
=
d∑
j=1
∫ t
0
∂2F
∂xi∂xj
(Xs)dX
j
sd〈X i, Xj〉s. (∗∗)
O resultado segue substituindo (∗∗) em (∗) e aplicando a fo´rmula de Itoˆ. Da´ı, obtemos
d∑
i=1
∫ t
0
∂F
∂xi
(Xs) ◦ dX is = F (X)− F (X0) o que conclui a demonstrac¸a˜o.
1.7 Equac¸o˜es Diferenciais Estoca´sticas
Nesta sec¸a˜o trabalharemos com equac¸o˜es diferenciais estoca´sticas onde estaremos interessa-
dos nestas equac¸o˜es em variedades. Trazemos alguns resultados, muitos sem demonstrar. No
restante do nosso trabalho sempre nos referirmos a uma EDE sendo uma equac¸a˜o diferencial
estoca´stica. Seguimos bem de perto a boa refereˆncia de Hsu em [14].
1.7.1 EDE em Rn
Aqui trabalharemos EDE do tipo Itoˆ no espac¸o euclidiano com coeficientes localmente Lips-
chitz dirigido por semimartingales cont´ınuos. O principal resultado desta sec¸a˜o e´ a existeˆncia
e unicidade da soluc¸a˜o de tal equac¸a˜o ate´ seu tempo de explosa˜o. Primeiro, formularemos
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o tipo das equac¸o˜es que queremos resolver em Rn, o espac¸o euclidiano de dimensa˜o n. Tal
equac¸a˜o e´ dada pela matriz dos coeficientes da difusa˜o e dirigida pelo semimartingale Z.
Assumimos que a matriz dos coeficientes da difusa˜o σ = {σiα} : Rn −→ M(N, l) (o espac¸o
das matrizes N × l) e´ localmente Lipschitz, isto e´, para todo z ∈ Rn, existem constantes
R > 0 e C(R), onde C(R) depende de R, tal que
|σ(x)− σ(y)| ≤ C(R)|x− y|,
para todo x, y ∈ BR(z), onde BR(z) = {w ∈ Rn : |w − z| ≤ R}. Dizemos que σ e´ global-
mente Lipschitz se C(R) pode ser escolhido independente de R. Assumimos que o processo
Z = {Zt, t ≥ 0} e´ um F∗−semimartingale com valores em Rl (adaptado pela filtrac¸a˜o
F∗) definido num espac¸o de probabilidade filtrado (Ω,F∗,P). Ele e´ visto como uma coluna
dos l−semimartingales reais Zt = (Z1t , ..., Z lt). Por definic¸a˜o, Z = M + A, aqui M e´ um
F∗−martingale e A um F∗processo adaptado de variac¸a˜o finita tal que A0 = 0.
Seja X0 ∈ F0 uma varia´vel aleato´ria mensura´vel em Rn com respeito a F0. Seja τ um
F∗−tempo de parada e considere a seguinte equac¸a˜o diferencial estoca´stica para um semi-
martingale X = {Xt; 0 ≤ t < τ} em Rn definido ate´ τ :
Xt = X0 +
∫ t
0
σ(Xs)dZt, 0 ≤ t < τ. (1.2)
Aqui a integral estoca´stica e´ no sentido de Itoˆ. Numa situac¸a˜o t´ıpica onde Zt = (Wt, t) com
W um Movimento Browniano euclidiano de dimensa˜o l − 1 e σ = (σ1, b) com
σ1 : R
n −→M(N, l − 1) e b : Rn −→ Rn, a equac¸a˜o toma uma forma mais familiar:
dXt = σ1(Xt)dWt + b(Xt)dt.
Note que permitindo que uma soluc¸a˜o exista somente ate´ um tempo de parada, estamos
incorporando a possibilidade que uma soluc¸a˜o pode explodir num tempo finito. Nosso obje-
tivo nesta sec¸a˜o e´ provar a existeˆncia e unicidade de uma soluc¸a˜o ate´ seu tempo de explosa˜o
para o tipo de equac¸o˜es diferenciais estoca´sticas devidamente formuladas. Para esta finali-
dade precisamos estimar no que se refere a integrais de Itoˆ com respeito a semimartingales.
Seja Z = M +A a decomposic¸a˜o canoˆnica do semimartingale Z num martingale local e um
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processo de variac¸a˜o localmente limitada. Defina
Qt =
l∑
i=1
〈M i,M i〉t +
l∑
i=1
(|Ai|3t + |Ai|t) + t, (1.3)
onde |Ai|t representa a variac¸a˜o total de Ai em [0, t]. Adicionando t na definic¸a˜o deixa Q
estritamente crescente, assim que ele possui uma inversa estritamente crescente, cont´ınua
η = {ηs, t ≥ 0}. Portanto {ηs ≤ t} = {s ≤ Qt}, cada ηs e´ um F∗−tempo de parada.
Lema 1.7.1. Existe uma constante C dependendo somente de m e l tal que para qualquer
M(m, l)−processo cont´ınuo F∗−adaptado F e um F∗−tempo de parada τ,
E
[
max
0≤t≤τ
∣∣∣∣∫ t
0
FsdZs
∣∣∣∣2
]
≤ CE
[∫ τ
0
|Fs|2dQs.
]
. (1.4)
Agora retornando a equac¸a˜o diferencial estoca´stica (1.2), vamos considerar primeiramente
um caso sem explosa˜o.
Teorema 1.7.2. Suponha que σ e´ globalmente Lipschitz e X0 quadrado integra´vel. Enta˜o a
equac¸a˜o diferencial estoca´stica (1.2) possui uma u´nica soluc¸a˜o X = {Xt, t ≥ 0}.
No teorema acima, a soluc¸a˜o X ocorre para todo tempo porque assumimos que a matriz
dos coeficientes σ e´ globalmente Lipschitz, o qual implica que ela pode crescer no ma´ximo
linearmente. Quando a matriz σ e´ somente localmente Lipschitz, admitimos a possibilidade
de explosa˜o. Para aplicac¸o˜es futuras, tomaremos um ponto de vista mais geral e definimos o
tempo de explosa˜o de uma trajeto´ria num espac¸o me´trico localmente compacto M. Usamos
Mˆ = M
⋃{∂M} para denotar a compactificac¸a˜o de um ponto de M.
Definic¸a˜o 1.7.3. Uma trajeto´ria x com valores em M com tempo de explosa˜o e = e(x) > 0
e´ uma aplicac¸a˜o cont´ınua x : [0,∞) → Mˆ tal que xt ∈ M para 0 ≤ t ≤ e e xt = ∂M para
todo t ≥ e se e < ∞. O espac¸o das trajeto´rias com valores em M com tempo de explosa˜o e´
chamado o espac¸o trajeto´rias de M e e´ denotado por W (M).
Estabelecemos alguns fatos ba´sicos sobre tempos de explosa˜o. Lembrando que uma
exausta˜o de um espac¸o me´trico localmente compacto e´ uma sequ¨eˆncia de conjuntos abertos
relativamente compactos {ON} tais que O¯N ⊆ ON+1 e M =
⋃∞
N=1 ON .
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Proposic¸a˜o 1.7.4. (1) Se {ON} e´ uma exausta˜o e τON o primeiro tempo de sa´ida de ON .
Enta˜o τON ↑ e quando N ↑ ∞;
(2) Suponha que d : M × M −→ R+e´ uma me´trica em M com a propriedade que todo
conjunto fechado e limitado e´ compacto. Fixe um ponto o ∈ M. Seja τR o primeiro
tempo de sa´ıda da bola B(R) = {x ∈M : d(x, o) ≤ R}. Enta˜o τR ↑ e quando R ↑ ∞.
Usaremos a parte (2) da proposic¸a˜o acima em duas situac¸o˜es t´ıpicas:(i) M e´ uma var-
iedade Riemanniana completa e d e´ a func¸a˜o distaˆncia Riemanniana; (ii) M e´ mergulhada
como uma subvariedade fechada em outra variedade Riemanniana e d e´ a me´trica Rie-
manniana do espac¸o ambiente. Seja Bt = Bt(W (M)) a σ−a´lgebra gerada pelas aplicac¸o˜es
coordenadas ate´ o tempo t. Enta˜o temos um espac¸o mensura´vel filtrado (W (M),B∗), e o
tempo de vida e : W (M) −→ (0,∞] e´ um B∗−tempo de parada. Para uma matriz dos
coeficientes localmente Lipschitz σ, uma soluc¸a˜o de (1.2) e´ naturalmente um semimartingale
definido ate´ um tempo de parada.
Definic¸a˜o 1.7.5. Seja (Ω,F∗,P) um espac¸o de probabilidade filtrado e τ um F∗−tempo
de parada. Um processo cont´ınuo X definido num intervalo de tempo estoca´stico [0, τ) e´
chamado um F∗−semimartingale ate´ τ se existe uma sequ¨eˆncia de F∗−tempos de parada
τn ↑ τ tal que para cada n os processos parados Xτn = {Xt∧τn , t ≥ 0} e´ um semimartingale
no sentido usual.
Definic¸a˜o 1.7.6. Um semimartingale X ate´ um tempo de parada τ e´ uma soluc¸a˜o da EDE
(1.2) se existe uma sequ¨eˆncia de tempos de parada τn ↑ τ tal que para cada n o processo
parado Xτn e´ um semimartingale e
Xt∧τn = X0 +
∫ t∧τn
0
σ(Xs)dZs, t ≥ 0.
O teorema abaixo mostra que existe uma u´nica soluc¸a˜o X para a EDE (1.2) ate´ seu
tempo de explosa˜o e(X).
Teorema 1.7.7. Suponha que sa˜o dados (i) uma matriz de coeficientes localmente Lipschitz
σ : Rn −→ M(n, l); (ii) um F∗−semimartingale Z = {Zt, t ≥ 0} com valores em Rl num
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espac¸o de probabilidade filtrado (Ω,F∗,P); (iii) uma varia´vel aleato´ria X0 F0−mensura´vel
com valores em Rn. Enta˜o existe uma u´nica varia´vel aleto´ria X com valores em W (Rn) a
qual e´ uma soluc¸a˜o da EDE (1.2) ate´ o seu tempo de explosa˜o e(X).
A demonstrac¸a˜o deste teorema sera´ omitida, o leitor interessado pode veˆ-la em Hsu [14].
Para futuras refereˆncias precisamos da seguinte forma de unicidade um pouco mais geral. A
unicidade ocorre a menos de indistinguibilidade.
Proposic¸a˜o 1.7.8. Suponha que σ e´ localmente Lipschitz. Seja X e Y duas soluc¸o˜es da EDE
(1.2) ate´ seus tempos de paradas τ e η respectivamente. Enta˜o Xt = Yt para 0 ≤ t < τ ∧ η.
Em particular, se X e´ uma soluc¸a˜o ate´ seu tempo de explosa˜o e(X), enta˜o η ≤ e(X) e
Xt = Yt para 0 ≤ t < η.
Diferentemente da unicidade trajeto´ria a trajeto´ria P−q.c. mostrada nos resultados an-
teriores, a unicidade fraca (tambe´m chamada unicidade em lei) afirma que se (Z,X0) e
(Zˆ, Xˆ0)(possivelmente em espac¸os de probabilidade filtrados diferentes) tem a mesma lei,
enta˜o as soluc¸o˜es X e Xˆ da EDE (1.2) e da sua correspondente tambe´m tem a mesma lei.
Para simplificar, nos restringimos a nossa situac¸a˜o t´ıpica onde o semimartingale dirig´ıvel
possui a forma especial Zt = (Wt, t) com um F∗−movimento browniano euclidiano W de
dimensa˜o l, e correspondentemente a matriz dos coeficientes possui a forma (σ, b). Neste caso
a equac¸a˜o transforma-se em
Xt = X0 +
∫ t
0
σ(Xs)dWs +
∫ t
0
b(Xs)ds. (1.5)
A unicidade fraca para este tipo de equac¸o˜es e´ usada quando discutimos a unicidade de
medidas de difusa˜o geradas por um operador el´ıptico de segunda ordem. Note que W e´
um F∗−movimento browniano se ele e´ um movimento browniano adaptado a F∗ tal que Ft
e´ independente de {Ws+t − Wt, t ≥ 0}; ou equivalentemente, W possui a propriedade de
Markov com respeito a filtrac¸a˜o F∗.
Teorema 1.7.9. Suponha que σ e b sa˜o localmente Lipschitz. Enta˜o a unicidade fraca e´
verificada pela equac¸a˜o(1.5). Mais precisamente, suponha que Xˆ e´ a soluc¸a˜o de
Xˆt = Xˆ0 +
∫ t
0
σ(Xˆs)dWˆs +
∫ t
0
b(Xˆs)ds, (1.6)
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onde Wˆ e´ um movimento browniano definido em outro espac¸o de probabilidade filtrado
(Ωˆ, Fˆ∗, Pˆ) e Xˆ0 ∈ Fˆ0 possui a mesma lei que X0. Enta˜o Xˆ e X tem a mesma lei.
O seguinte crite´rio da na˜o-explosa˜o e´ bastante conhecido.
Proposic¸a˜o 1.7.10. Suponha que Z e´ definido em [0,∞). Se σ e´ localmente Lipschitz e
existe uma constante C tal que |σ(x)| ≤ C(1 + |x|), enta˜o a soluc¸a˜o da EDE (1.2) na˜o
explode.
Se o semimartingale dirig´ıvel Z e´ definido somente ate´ um tempo de parada τ, pode-
mos considerar a equac¸a˜o diferencial estoca´stica (1.2) com o semimartingale Zτn para uma
sequ¨eˆncia de tempos de parada τn  τ. Enta˜o temos o seguinte teorema:
Teorema 1.7.11. Seja Z um semimartingale definido ate´ um tempo de parada τ. Enta˜o
existe uma u´nica soluc¸a˜o X para a equac¸a˜o diferencial estoca´stica (1.2) ate´ o tempo de
parada e(X)∧ τ. Se Y e´ outra soluc¸a˜o ate´ um tempo de parada η ≤ τ, enta˜o η ≤ e(X)∧ τ e
Xt = Yt para 0 ≤ t < e(X) ∧ η.
Retomando a formulac¸a˜o da integral de Stratonovich das equac¸o˜es diferenciais estoca´sticas.
A vantagem desta formulac¸a˜o e´ que a fo´rmula de Itoˆ aparece na mesma forma como o teo-
rema fundamental do ca´lculo; portanto ca´lculo estoca´stico nesta formulac¸a˜o toma uma forma
muito familiar, basta comparar (1.1) com (1.8) abaixo. Isto e´ uma caracter´ıstica muito con-
veniente quando estudamos equac¸o˜es diferenciais estoca´sticas em variedades, a qual sera´
abordada na pro´xima sec¸a˜o. Entretanto, acontece frequentemente que as informac¸o˜es prob-
abil´ısticas e geome´tricas se mostram u´teis apo´s a separac¸a˜o em martingale e componentes de
variac¸a˜o limitada. Suponha que Vα, α = 1, ..., l, sa˜o campos vetoriais diferencia´veis em R
n.
Cada Vα pode ser considerado como uma func¸a˜o Vα : R
n −→ Rn assim que V = (V1, ..., Vl) e´
um func¸a˜o com valores em M(n, l) em Rd. Sejam Z e X0 como antes e considere a equac¸a˜o
diferencial estoca´stica de Stratonovich
Xt = X0 +
∫ t
0
V (Xs) ◦ dZs,
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onde a integral estoca´stica e´ no sentido de Stratonovich. Para enfatizar o fato que V e´ um
conjunto de l campos vetoriais, reescrevemos as equac¸o˜es como
Xt = X0 +
∫ t
0
Vα(Xs) ◦ dZαs . (1.7)
Convertendo a integral de Stratonovich para a integral de Itoˆ equivalente, obtemos a for-
mulac¸a˜o de Itoˆ equivalente da equac¸a˜o:
Xt = X0 +
∫ t
0
Vα(Xs)dZ
α
s +
1
2
∫ t
0
∇VβVα(Xs)d〈Zα, Zβ〉s.
Aqui ∇VβVα e´ a derivada de Vα sobre Vβ. Para refereˆncias futuras recordamos aqui a fo´rmula
de Itoˆ neste ambiente na seguinte proposic¸a˜o.
Proposic¸a˜o 1.7.12. Seja X uma soluc¸a˜o da equac¸a˜o (1.7) e f ∈ C2(Rd). Enta˜o
f(Xt) = f(X0) +
∫ t
0
Vαf(Xs) ◦ dZs, 0 ≤ s < e(X). (1.8)
1.7.2 EDE em Variedades
A discussa˜o na seca˜o anterior deixa claro que soluc¸o˜es de equac¸o˜es diferenciais estoca´sticas
em variedades devem estar no espac¸o dos semimartingales com valores na variedade.
Definic¸a˜o 1.7.13. Seja M uma variedade diferencia´vel e (Ω,F∗,P) um espac¸o de probabil-
idade filtrado. Seja τ um F∗−tempo de parada. Um processo X cont´ınuo, com valores em
M definido em [0, τ) e´ chamado um M−semimartingale se f(X) e´ um semimartingale em
[0, τ) para toda f ∈ C∞(M).
Pela fo´rmula de Itoˆ e´ facil ver que quando M = Rn da´ o semimartingale usual em Rn.
Pode-se mostrar que se f(X) e´ um martingale real para toda f ∈ C∞K (M), isto e´, func¸o˜es
diferencia´veis em M com suporte compacto, enta˜o X e´ um M−semimartingale; ou seja,
o conjunto das func¸o˜es teste pode ser reduzido para C∞K (M). Por outro lado, se X e´ um
M−semimartingale, enta˜o pela fo´rmula de Itoˆ, f(X) e´ um semimartingale real para toda
f ∈ C2(M), veremos isto na proposic¸a˜o 1.7.18 a seguir.
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Uma equac¸a˜o diferencial estoca´stica numa variedade M e´ definida pelos l campos vetoriais
V1, ..., Vl em M, e um semimartingale Z em R
l, e uma M−varia´vel aleato´ria X0 ∈ F0,
funcionando como o valor inicial da soluc¸a˜o. Escrevemos a equac¸a˜o como
dXt = Vα(Xt) ◦ dZαs
e nos referirmos a ela como EDE(V1, ..., Vl;Z,X0). Temos a seguinte definic¸a˜o, em vista da
proposic¸a˜o 1.7.12.
Definic¸a˜o 1.7.14. Um M−semimartingale X definido ate´ um tempo de parada τ e´ uma
soluc¸a˜o da EDE(V1, ..., Vl;Z,X0) ate´ τ se para toda f ∈ C∞(M),
f(Xt) = f(X0) +
∫ t
0
Vαf(Xs) ◦ dZαs , 0 ≤ t < τ. (1.9)
Ela e´ uma consequ¨eˆncia da fo´rmula de Itoˆ (1.8) que se (1.9) e´ verificada para f1, ..., fk,
enta˜o ela automaticamente e´ verificada para qualquer func¸a˜o diferencia´vel delas. Vemos de-
pois que se M e´ mergulhada num espac¸o euclidiano Rn, enta˜o e´ necessa´rio verificar (1.9) pelas
func¸o˜es coordenadas. A vantagem da formulac¸a˜o via Stratonovich e´ que equac¸o˜es diferenciais
estoca´sticas em variedades nesta formulac¸a˜o transforma consistentemente sobre difeomorfis-
mos entre variedades. Se Γ(TM) denota o espac¸o dos campos vetoriais diferencia´veis numa
variedade M (o espac¸o das sec¸o˜es do fibrado tangente TM). Um difeomorfismo φ : M −→ N
entre duas variedades induz uma aplicac¸a˜o φ∗ : Γ(TM) −→ Γ(TN) entre campos vetoriais
nas variedades respectivas pela prescric¸a˜o
(φ∗V )f(y) = V (f ◦ φ)(x), y = φ(x) , f ∈ C∞(N).
Equivalentemente, se V e´ o vetor tangente da curva C em M, enta˜o φ∗V e´ o vetor tangente
da curva φ ◦ C em N.
Proposic¸a˜o 1.7.15. Suponha que φ : M −→ N e´ um difeomorfismo e X uma soluc¸a˜o da
EDE (V1, ..., Vl;Z,X0). Enta˜o φ(X) e´ uma soluc¸a˜o da EDE(φ∗V1, ..., φ∗Vl;Z, φ(X0)) em N.
Demonstrac¸a˜o: Seja Y = φ(X) e f ∈ C∞(N). Aplicando (1.9) para f ◦ φ ∈ C∞(M) e
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usando Vα(f ◦ φ)(Xs) = (φ∗Vα)f(Ys), obtemos
f(Yt) = f(Y0) +
∫ t
0
Vα(f ◦ φ)(Xs) ◦ dZαs
= f(Y0) +
∫ t
0
(φ∗Vα)f(Ys) ◦ dZαs .
Portanto Y = φ(X) e´ uma soluc¸a˜o da EDE (φ∗V1, ..., φ∗Vl;Z, φ(X0)).
Mostraremos que a EDE (V1, ..., Vl;Z,X0) possui uma u´nica soluc¸a˜o ate´ seu tempo de
explosa˜o. Usando o teorema do mergulho de Whitney, reduziremos a nossa equac¸a˜o para o
espac¸o euclidiano.
Teorema 1.7.16 (Teorema do mergulho de Whitney). Suponha que M e´ uma variedade
diferencia´vel. Enta˜o existe um mergulho i : M −→ Rn para algum n tal que a imagem i(M)
e´ um subconjunto fechado de Rn.
E´ bastante conhecido da topologia diferencial que n ≥ 2(dimM)+1. Geralmente identifi-
camos M com a imagem i(M) e assumimos que M e´ uma subvariedade fechada de Rn. Note
que assumimos que M na˜o tem bordo. O fato que M e´ uma subvariedade fechada de Rn,
isto e´, M e´ um subconjunto fechado de Rn e´ muito importante, para isto vamos identificar
o ponto no infinito de M como que de Rn.
Proposic¸a˜o 1.7.17. Seja M uma subvariedade fechada (na˜o-compacta) de Rn e
Mˆ = M ∪ {∂M} sua compactificac¸a˜o de um ponto. Uma sequ¨eˆncia de pontos {xn} em
M converge para ∂M em Mˆ se e somente se |xn| → ∞ em Rn.
Suponha que M e´ uma subvariedade fechada de Rn. Um ponto x ∈ M possui n coor-
denadas {x1, ..., xn} como um ponto de Rn. A proposic¸a˜o seguinte mostra que as n func¸o˜es
coordenadas f i(x) = xi podem servir como um conjunto natural de func¸o˜es teste para a
fo´rmula de Itoˆ em M.
Proposic¸a˜o 1.7.18. Suponha que M e´ uma subvariedade fechada de Rn. Sejam f 1, ..., fn
func¸o˜es coordenadas. Seja X um processo cont´ınuo tomando valores em M.
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(i) X e´ um semimartingale em M se e somente se ele e´ um semimartingale em Rn, ou
equivalentemente, se e somente se f i(X) e´ um semimartingale real para cada i =
1, ..., n.
(ii) X e´ uma soluc¸a˜o da EDE(V1, ..., Vl;Z,X0) ate´ um tempo de parada σ se e somente se
para cada i = 1, ..., n,
f i(Xt) = f
i(X0) +
∫ t
0
Vαf
i(Xs) ◦ dZαs , 0 ≤ t < σ. (1.10)
Demonstrac¸a˜o:
(i) Suponha que X e´ um semimartingale em M. Cada f i e´ uma func¸a˜o diferencia´vel em
M, assim por definic¸a˜o f i(X) = X i e´ um semimartingale real. Isto significa que X
e´ um semimartingale em Rn. Reciprocamente, suponha que X esta´ em M e e´ um
semimartingale em Rn. Como M e´ fechada em Rn, uma func¸a˜o f ∈ C∞(M) pode ser
estendida para uma func¸a˜o f˜ ∈ C∞(Rn). Portanto f(X) = f˜(X) e´ um semimartingale
real, e por definic¸a˜o X e´ um semimartingale em M.
(ii) Se X e´ uma soluc¸a˜o, enta˜o (1.10) e´ verificada porque cada f i ∈ C∞(M). Agora suponha
que (1.10) e´ verificada e f ∈ C∞(M). Tome uma extensa˜o f˜ ∈ C∞(Rn) de f. Enta˜o
f(Xt) = f˜(f
1(Xt), ..., f
n(Xt)). Pela fo´rmula de Itoˆ,
d{f(Xt)} = fxi(f 1(Xt), ..., fn(Xt)) ◦ d{f i(Xt)}
= fxi(f
1(Xt), ..., f
n(Xt)) ◦ Vαf i(Xt) ◦ dZαt
= {fxi(X1t , ..., Xnt )Vαf i(Xt)} ◦ dZαt
= Vαf(Xt) ◦ dZα.
Na u´ltima passagem acima usamos a regra da cadeia para diferenciac¸a˜o de func¸o˜es
compostas.
Retornando a EDE (V1, ..., Vl;Z,X0), fixamos um mergulho de M em R
n e consideramos
M como uma subvariedade fechada de Rn. Cada campo vetorial Vα e´ ao mesmo tempo, uma
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func¸a˜o diferencia´vel em M com valores em Rn e pode ser estendida para um campo vetorial
V˜α em R
n. Da discussa˜o na u´ltima sec¸a˜o a equac¸a˜o
Xt = X0 +
∫ t
0
V˜α(Xs) ◦ dZαs (1.11)
em Rn possui uma u´nica soluc¸a˜o X ate´ seu tempo de explosa˜o e(X). Como X comec¸a de
M a os campos vetoriais V˜α sa˜o tangentes de M em M, ele e´ esperado, como em equac¸o˜es
diferenciais ordina´rias, que X nunca esta´ M. Uma vez que este fato e´ estabelecido, e(X) e´
tambe´m o tempo de explosa˜o de X como um semimartingale em M pela proposic¸a˜o 1.7.17.
Proposic¸a˜o 1.7.19. Seja X a soluc¸a˜o da equac¸a˜o estendida (1.11) ate´ seu tempo de explosa˜o
e(X) e X0 ∈M. Enta˜o Xt ∈M para 0 ≤ t < e(X).
A prova deste teorema sera´ omitida, o leitor podera´ consultar Hsu em [14] para maiores
detalhes. Desta forma enunciamos o resultado principal desta sec¸a˜o.
Teorema 1.7.20. Existe uma u´nica soluc¸a˜o da EDE (V1, ..., Vl;Z,X0) ate´ seu tempo de
explosa˜o.
Demonstrac¸a˜o: Pela proposic¸a˜o 1.7.19 a soluc¸a˜o X da EDE (V˜1, ..., V˜l;Z,X0) fica em M
ate´ seu tempo de explosa˜o e satisfaz (1.11). Mas (1.11) e´ nada mais que uma versa˜o de
(1.10); portanto X e´ uma soluc¸a˜o da EDE (V1, ..., Vl;Z,X0) pela proposic¸a˜o 1.7.18(ii). Se Y
e´ outra soluc¸a˜o ate´ um tempo de parada τ, enta˜o, considerada como um semimartingale em
Rn, ela e´ tambe´m uma soluc¸a˜o da EDE (V˜1, ..., V˜l;Z,X0) ate´ τ. Pela unicidade estabelecida
na proposic¸a˜o 1.7.8, Y deve coincidir com X em [0, τ).
Finalmente, no caso em que o semimartingale que dirige a equac¸a˜o percorre ate´ um tempo
de parada pode ser discutido como no caso euclidiano, como no teorema 1.7.11.
1.8 O gerador de uma difusa˜o de Itoˆ
Apresentamos nesta sec¸a˜o o gerador infinitesimal de uma difusa˜o o qual e´ fundamental para
muitas aplicac¸o˜es. Primeiro definimos o que se entende por uma difusa˜o de Itoˆ. Trazemos
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algumas definic¸o˜es e na˜o demonstraremos os resultados aqui. O leitor interessado podera´
consultar a boa refereˆncia Øksendal em [18].
Definic¸a˜o 1.8.1. Um processo estoca´stico {Xt}t≥0 em Rn e´ uma difusa˜o de Itoˆ se satisfaz
uma equac¸a˜o diferencial estoca´stica homogeˆnea no tempo
dXt = b(Xt)dt + σ(Xt)dBt, t ≥ s; Xs = x (1.12)
onde Bt e´ o movimento browniano de dimensa˜o m e b : R
n −→ Rn, σ : Rn −→ Rn×m
satisfazem as condic¸o˜es do teorema 1.7.7 da sec¸a˜o anterior, o qual neste caso simplifica por:
|b(x)− b(y)|+ |σ(x)− σ(y)| ≤ D | x− y |; x, y ∈ Rn, onde | σ |2=∑ | σij |2
Podemos associar um operador diferencial parcial de segunda ordem A a uma difusa˜o de
Itoˆ Xt. A conexa˜o entre A e Xt e´ que A e´ o gerador do processo Xt.
Definic¸a˜o 1.8.2. Seja {Xt} uma difusa˜o de Itoˆ em Rn. O gerador (infinitesimal) A de Xt
e´ definido por
Af(x) = lim
t↓0
Ex[f(Xt)]− f(x)
t
;
x ∈ Rn. O conjunto das func¸o˜es f : Rn −→ R tal que o limite existe em x e´ denotado por
DA(x), enquanto DA denota o conjunto das func¸o˜es para as quais o limite existe para todo
x ∈ Rn.
Para encontrar a relac¸a˜o entre A e os coeficientes b, σ na EDE definindo Xt precisamos
do seguinte resultado, o qual e´ u´til em muitas conexo˜es:
Lema 1.8.3. Seja Yt um processo de Itoˆ em R
n da forma
Yt(w) = x +
∫ t
0
u(s, w)ds +
∫ t
0
v(s, w)dBs
onde B e´ m−dimensional. Seja f ∈ C20(Rn), isto e´ f ∈ C2(Rn) e f possui suporte compacto,
e seja τ um tempo de parada com respeito a {F (m)t }, e assumimos que Ex[τ ] <∞. Assumimos
que u(t, w) e v(t, w) sa˜o limitados no conjunto dos (t, w) tais que Y (t, w) pertence ao suporte
de f. Enta˜o
E
x[f(Yτ )] = f(x) + E
x
[∫ τ
0
(
n∑
i=1
ui(s, w)
∂f
∂xi
(Ys) +
1
2
n∑
i,j=1
(vvT )i,j
∂2f
∂xi∂xj
(Ys)
)
ds
]
,
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onde Ex e´ a esperanc¸a com respeito a lei de probabilidade natural Rx para Yt comec¸ando em
x, Rx[Yt1 ∈ F1, ..., Ytk ∈ Fk] = P0[Y xt1 ∈ F1, ..., Y xtk ∈ Fk], onde Fi sa˜o os conjuntos borelianos.
A demonstrac¸a˜o deste lema sera´ omitida. O leitor pode consultar Øksendal em [18].
Agora temos condic¸o˜es de expressar o gerador infinitesimal A de uma difusa˜o de Itoˆ.
Teorema 1.8.4. Seja Xt a difusa˜o de Itoˆ
dXt = b(Xt)dt + σ(Xt)dBt.
Se f ∈ C20(Rn) enta˜o f ∈ DA e
Af(x) =
∑
i
bi(x)
∂f
∂xi
+
1
2
∑
i,j
(σσT )i,j(x)
∂2f
∂xi∂xj
. (1.13)
Demonstrac¸a˜o: A demonstrac¸a˜o deste teorema segue do lema anterior com t = τ e a
definic¸a˜o de A.
Como exemplo importante, mostraremos o gerador infinitesimal do movimento browniano
n−dimensional.
Exemplo 1.8.1 (Movimento Browniano). O movimento browniano n−dimensional pode
ser considerado como a soluc¸a˜o da equac¸a˜o diferencial estoca´stica
dXt = dBt,
ou seja, comparando com a difusa˜o de Itoˆ do teorema anterior temos que b = 0 e σ = In, a
matriz identidade n−dimensional. Assim o gerador de Bt e´
Af = 1
2
n∑
i=1
∂2f
∂x2i
(1.14)
onde f = f(x1, ..., xn) ∈ C20 , isto e´, A =
1
2
∆, onde ∆ e´ o operador de Laplace.
Finalizamos este cap´ıtulo lembrando que a equac¸a˜o (1.14) sera´ usada no cap´ıtulo 2 quando
estivermos tratando de conexa˜o afim. Nosso objetivo sera´ escrever uma nova forma para
fo´rmula de Itoˆ e assim escrever uma equac¸a˜o ana´loga a (1.14) para o gerador infinitesimal
A.
Agora daremos um exemplo de um processo de difusa˜o que vamos precisar no cap´ıtulo 3
quando estivermos tratando de geometria estoca´stica Finsler.
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Exemplo 1.8.2 (Difuso˜es de Bessel). Seja B = (B1, ..., Bn) o movimento browniano em
Rn, n ≥ 2, e considere
R(t, w) = |B(t, w)| = (B21(t, w) + ... + B2n(t, w))
1
2 ,
ou seja, a distaˆncia da origem a B(t, w). Pela fo´rmula de Itoˆ, obtemos
dR =
n∑
i=1
BidBi
R
+
n− 1
2R
dt.
O processo R e´ chamado o processo de Bessel n−dimensional pois seu gerador e´ o operador
diferencial de Bessel
Af(x) = 1
2
f ′′(x) +
n− 1
2x
f ′(x).
Para mais detalhes sobre processos de Bessel o leitor pode consultar Ikeda em [15] e
Oksendal em [18].
CAPI´TULO 2
GEOMETRIA ESTOCA´STICA
RIEMANNIANA
Neste cap´ıtulo trataremos de ca´lculo estoca´stico em variedades Riemannianas, trazendo al-
guns resultados de geometria Riemanniana cla´ssica. Lembramos ao leitor que muitos resulta-
dos na˜o esta˜o demonstrados. Nas primeiras sec¸o˜es fazemos os preliminares geome´tricos onde
trazemos duas abordagens sobre conexo˜es. No final do cap´ıtulo trazemos duas construc¸o˜es do
movimento browniano, onde somente a primeira e´ intr´ınseca. Ao leitor interessado em mais
detalhes e nas demonstrac¸o˜es omitidas indicamos as refereˆncias do Carmo [8], Kobayashi &
Nomizu [16] e Elworthy [11].
2.1 Preliminares Geome´tricos
Nesta sec¸a˜o apresentamos alguns conceitos ba´sicos sobre variedades, os quais sera˜o utilizados
no decorrer deste cap´ıtulo. A estrutura diferencia´vel da variedade e´ determinada por algum
atlas {(Uα;ϕα) : α ∈ A}, onde A e´ algum conjunto de ı´ndices, {Uα : α ∈ A} e´ uma cobertura
aberta, e cada ϕα e´ um homeomorfismo de Uα sobre algum subconjunto aberto de R
n, tal
que no domı´nio de definic¸a˜o em Rn cada mudanc¸a de coordenada ϕα◦ϕ−1β e´ de classe C∞. Os
pares {Uα, ϕα} sa˜o cartas de classe C∞, como sa˜o qualquer outra tal que quando adicionada
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pelo atlas original ela sera´ uma atlas de classe C∞. Um vetor tangente em x ∈ M pode
ser considerado com uma classe de equivaleˆncia de curvas diferencia´veis σ : (−, ) −→ M
para algum  > 0 com σ(0) = x onde σ1  σ2 se
d
dt
ϕα(σ1(t)) e
d
dt
ϕα(σ2(t)) coincidem em
t = 0 para algum (e portanto todas) cartas (Uα, ϕα) com x ∈ Uα. O conjunto de tais vetores
formam o espac¸o tangente TxM a M em x. Qualquer carta sobre x da´ uma bijec¸a˜o a qual e´
usada para dar a TxM uma estrutura de espac¸o vetorial, independente da escolha da carta.
Definic¸a˜o 2.1.1. Um grupo de Lie G e´ uma variedade diferencia´vel com uma estrutura de
grupo tal que as aplicac¸o˜es
G×G −→ G
(g1, g2) −→ g1g2.
e
G −→ G
g −→ g−1.
sa˜o de classe C∞.
Exemplos canoˆnicos incluem o c´ırculo S1, a esfera tridimensional S3 (o grupo multi-
plicativo dos quate´rnios com norma 1), o grupo ortogonal O(n) o qual tem SO(n) como
componente conexa da identidade, e os grupos na˜o compactos (Rn,+) e GL(n).
Uma ac¸a˜o a` direita de G numa variedade M e´ uma aplicac¸a˜o diferencia´vel M×G −→ M
usualmente escrita (x, g) −→ xg tal que x · 1 = x (para 1 o elemento identidade), e
(x · g1) · g2 = x · (g1 · g2).
Exemplos sa˜o a ac¸a˜o de G em si mesmo pela multiplicac¸a˜o a` direita. A ac¸a˜o natural
de GL(n) em Rn e´ a ac¸a˜o a` esquerda, definida similarmente. Note que x −→ x · g e´ um
difeomorfismo de M, o qual escrevemos como Rg : M −→ M, com Lg : M −→ M para uma
ac¸a˜o a` esquerda.
Seja g a a´lgebra de Lie, isto e´, o espac¸o tangente de G em 1. Enta˜o a ac¸a˜o a` esquerda
da´ um difeomorfismo (trivializac¸a˜o de TG)
Y : G× g −→ G
Y (g)(v) −→ T1Lg(v).
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Assim um semimartingale z em g da´ uma EDE em G.
A aplicac¸a˜o v −→ Yv := Y (·)v da´ uma bijec¸a˜o entre g e o espac¸o dos campos vetoriais
invariantes a` esquerda em G. Para qualquer dois campos vetoriais X
1
, X2 numa variedade
M existe outro campo vetorial [X1, X2], o colchete de Lie, determinado por
[X
1
, X2]f = X1X2f −X2X1f
para f : M −→ R uma func¸a˜o de classe C2. Isto da´ uma estrutura de a´lgebra de Lie.
Para um grupo de Lie o colchete de dois vetores invariantes a` esquerda ainda e´ invariante a`
esquerda, assim existe um colchete de Lie induzido em g tal que
Y[v1,v2] = [Yv1 , Yv2 ].
Seja {σ(t) : t ∈ R} uma curva em G com σ(0) = 1 e dσ
dt
= Yv(σt). Isto e´ um subgrupo a
um paraˆmetro e usualmente escrevemos σt = exp(tv). Isto determina
exp : g −→ G
v −→ exp(v),
na˜o fazer confusa˜o com outra aplicac¸a˜o exponencial dada por geode´sicas, a qual veremos a
seguir.
2.2 Conexo˜es no fibrado principal
Um G-fibrado principal sobre M e´ uma aplicac¸a˜o π : B −→ M entre variedades diferencia´veis
a qual e´ sobrejetiva, onde B possui uma G-ac¸a˜o tal que π(b · g) = π(b), para todo b ∈ B,
g ∈ G, e tal que existe difeomorfismos de classe C∞ (trivializac¸o˜es locais)
θα : π
−1(Uα) −→ Uα ×G
b −→ θα(b) = (π(b), θα,x(b)),
x = π(b) com θα,x(b · g) = θα,x(b) · g.
Exemplo 2.2.1. Um exemplo importante e´ o fibrado linear das bases de M, π : GLM −→ M,
onde GLM consiste de todos isomorfismos lineares u : Rn −→ TxM para algum x ∈M, com
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π aplicando u sobre x. A ac¸a˜o a` direita e´ a composic¸a˜o u · g(e) = u(ge) para e ∈ Rn. Cada
elemento u e´ chamado uma base desde que possa ser identificada com a base {u1, ..., un} de
TxM onde up = u(ep) para {e1, ..., en} a base canoˆnica de Rn.
Para um G-fibrado principal π : B −→ M o espac¸o tangente TB possui um subconjunto
definido naturalmente: o fibrado tangente vertical, ou fibrado sobre as fibras,
TB ⊃ V TB = {v ∈ TB : dπ(v) = 0}.
Uma conexa˜o em B e´ uma escolha de um fibrado tangente “horizontal”complementar,
HTB, invariante sobre a ac¸a˜o de G. Uma maneira para fazer isto e´ tomar uma 1-forma w˜
com valores em g, isto e´, w˜ : TB −→ g e´ diferencia´vel, e cada restric¸a˜o w˜b : TbB −→ g, b ∈ B
e´ linear, com
(i) w˜ ◦ dRg = ad(g−1) ◦ w˜, g ∈ G onde ad(g−1) : g −→ g e´ a ac¸a˜o adjunta, a saber a
derivada em 1 da aplicac¸a˜o
G −→ G
a −→ g−1 · a · g;
(ii) w˜(A∗(b)) = A, b ∈ B, A ∈ g onde A∗ e´ o campo vetorial (vertical) em B definido por
A∗(b) =
d
dt
(b · exp tA)
∣∣∣
t=0
.
Tal w˜ e´ chamada uma forma conexa˜o. Dada tal forma, pode-se definir um fibrado tan-
gente horizontal por
HTB = {v ∈ TB : w˜(v) = 0}.
Enta˜o,
(a) TbB = HTbB ⊕ V TbB para cada b ∈ B e
(b) dRg(HTbB) = HTb·gB, b ∈ B, g ∈ G.
Reciprocamente dado HTB satisfazendo (a) e (b) existe uma forma conexa˜o diferencia´vel
induzida. Deve-se construir conexo˜es por partic¸o˜es da unidade, mas sem estrutura adicional
na˜o existe escolha canoˆnica.
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Para cada trivializac¸a˜o (Uα, θα) existe uma sec¸a˜o local
sα : Uα −→ π−1(Uα) ⊂ B
x −→ sα(x) = θ−1α,x(1)
Isto pode ser usado para puxar de volta uma forma conexa˜o w˜ para uma 1-forma w˜α = s
∗
α(w˜)
com valores em g dada pela composic¸a˜o
w˜α = w˜ ◦ dsα : TUα −→ g.
Para uma conexa˜o em GL(M) as componentes desta da˜o os s´ımbolos de Christoffel. De
fato, uma carta (Uα, ϕα) para M determina uma trivializac¸a˜o a qual aplicam u a
(Txϕα) ◦ u : Rn −→ Rn de uma base u em x. Enta˜o sα(x) = (dxϕα)−1 : Rn −→ TxM.
Defina
Γ : ϕα(Uα) −→ L(Rn, g) = L(Rn;L(Rn;Rn))
por
Γ(ϕα(x))v = s
∗
α(w˜)(dxϕ
−1
α (v)),
v ∈ Rn obtendo os s´ımbolos de Christoffel Γijk,
Γijk(y) = 〈Γ(y)(ej)(ek), ei〉
onde {e1, ..., en} e´ a base canoˆnica de Rn. A conexa˜o e´ sem torsa˜o se
Γ(y)(v1)(v2) = Γ(y)(v2)(v1)
ou equivalentemente se Γijk = Γ
i
kj.
2.3 Levantamento Horizontal
Uma conexa˜o para π : B −→ M determina uma aplicac¸a˜o levantamento horizontal
Hb : Tπ(b)M −→ TbB
a qual e´ a inversa da restric¸a˜o de dbπ a HTbB, e´ um isomorfismo linear.
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Tambe´m temos uma maneira de levantar horizontalmente curvas diferencia´veis em M
para curvas em B.
Definic¸a˜o 2.3.1. Uma curva diferencia´vel σ em B e´ horizontal se σ˙(t) ∈ HTB, para todo
t ou equivalentemente se w˜(σ˙(t)) = 0, para todo t.
Para uma curva C1 por partes σ : [0, T ) −→ M e b0 ∈ π−1(σ(0)) existe uma u´nica curva
horizontal σ˜ em B com σ˜(0) = b0 e π(σ˜(t)) = σ(t), para todo t (isto e´ σ˜ e´ o levantamento
de σ.)
De fato dada uma trivializac¸a˜o (Uα, θα), cuja σ(t) esta´ em Uα, para σ˜ ser um levantamento
θα(σ˜(t)) = (σ(t), g(t)) ∈ Uα ×G e enta˜o sera´ horizontal se e somente se
d
dt
g(t) = −dRg(t)(w˜α(σ(t))(σ˙(t))) (2.1)
assim que a existeˆncia e unicidade local seguem imediatamente da teoria cla´ssica de EDO em
G. Para mostrar (2.1) note que os axiomas para w˜ implicam que para (v, A) em T(x,a)(Uα×G)
w˜ ◦ (Tθα)−1(v, A) = ad(a−1)w˜α(x)v + dLa−1A (2.2)
Note que pela unicidade e invariaˆncia, se g ∈ G o levantamento horizontal de σ comec¸ando
em b0g e´ justamente t −→ σ˜(t)g.
A u´nica dificuldade real e´ estender esta construc¸a˜o para levantamentos de semimartin-
gales yt (tratando (2.1) como uma EDE de Stratonovich quando σ(t) e´ trocado por yt) e´
para assegurar que o processo levantado na˜o explode. Por simplicidade restringimos atenc¸a˜o
agora para uma conexa˜o afim em M, isto e´ uma conexa˜o em GLM.
Definic¸a˜o 2.3.2. Dada uma curva C1 por partes σ : [0, T ) −→ M e um vetor v0 ∈ Tσ(0)M
definimos o transporte paralelo
//
t
(v0) ∈ Tσ(t)M, 0 ≤ t ≤ T
de v0 sobre σ por
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//
t
v0 = σ˜(t)b
−1
0 (v0) (2.3)
onde σ˜(t) e´ o levantamento horizontal de σ por b0 ∈ π−1(σ(0)), o resultado sendo indepen-
dente da escolha de b0.
Temos agora um campo vetorial W sobre σ, isto e´ W : [0, T ] −→ TM com W (t) ∈ Tσ(t)M
para cada t, e assim definimos:
Definic¸a˜o 2.3.3. A derivada covariante de W sobre σ e´ definida por
∇W (X) = DW
∂t
=
//
t
d
dt
(//−1
t
W (t)
)
(2.4)
Assim W e´ paralelo sobre σ, isto e´ W (t) =
//
t
W (0) se e somente se
DW
∂t
≡ 0. Sobre uma
carta (Uα, ϕα) para M, com trivializac¸a˜o induzida de π
−1(Uα), usando a mesma notac¸a˜o de
(2.1)
dσ(t)ϕα
(
DW
∂t
)
= g(t)
d
dt
(g(t)−1v(t))
onde v(t) = Tσ(t)ϕα(W (t)), e assim por (2.1) a representac¸a˜o local Tσ(t)ϕα
(
DW
∂t
)
e´ dada
por
dv
dt
+ Γ(σα(t))(σ˙α(t))(v(t)) (2.5)
para σα(t) = φα(σ(t)) ou, se
∂
∂x1
, ...,
∂
∂xn
denota o campo vetorial sobre Uα dado por
Txϕα
(
∂
∂xi
)
= ei,
o i-e´simo elemento da base canoˆnica de Rn e se W (x) =
n∑
i=1
W i(x)
∂
∂xi
, e
(
DW
∂t
)i
=
dW i
dt
+ Γijk(σα(t))(σ˙(t)
j)(W k(t)) (2.6)
onde temos somato´rio nos ı´ndices repetidos.
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Definic¸a˜o 2.3.4. Por definic¸a˜o uma curva σ em M e´ uma geode´sica se seu campo velocidade
σ˙ e´ paralelo sobre σ, isto e´,
Dσ˙
∂t
≡ 0.
A substituic¸a˜o disto em (2.3) da´ a equac¸a˜o cla´ssica local.
Exemplo 2.3.1. Seja L(TM ;TM) =
⋃
x∈M L(TxM ;TxM), um fibrado que chamaremos
de fibrado das transformac¸o˜es lineares. Esse fibrado tem naturalmente uma estrutura de
variedade diferencia´vel com cartas induzidas pelas cartas de M, e uma projec¸a˜o diferencia´vel
sobre M, como outros fibrados tensoriais e.g. o fibrado cotangente
T ∗M =
⋃
{L(TxM ;R)},
os fibrados exteriores
∧p TM, e os fibrados das aplicac¸o˜es p−lineares
L(TM, ..., TM ;R) 
p⊗
T ∗M.
Note que uma base u em x determina um isomorfismo
ρL(u) : L(R
n;Rn) −→ L(TxM ;TxM)
T −→ ρL(u)(T ) = uTu−1
e similarmente para os outros fibrados mencionados:
ρ∗(u) : Rn
∗ −→ T ∗xM
l −→ ρ∗(u)(l) = l ◦ u−1,
e tambe´m
ρ∧(u)(v1 ∧ ... ∧ vp) = (uv1) ∧ ... ∧ (uvp)
e
ρ⊗(u)T = T (u−1(−), ..., u−1(−)).
Estas equac¸o˜es tambe´m determinam representac¸o˜es de GL(n) em L(Rn;Rn),
∧
TM, etc.
os quais tambe´m sa˜o denotadas por ρL, ρ∧, etc.
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Um campo vetorial A em M determina uma aplicac¸a˜o
A∼ : GLM −→ Rn
u −→ A∼(u) = u−1A(π(u)).
Similarmente uma sec¸a˜o B de L(TM ;TM), isto e´ uma aplicac¸a˜o B : M −→ L(TM ;TM)
tal que B(x) ∈ L(TxM ;TxM) para cada x da´
B∼ : GLM −→ L(Rn,Rn)
u −→ B∼(u) = ρLu−1B.
A derivada covariante ∇A de A e´ a sec¸a˜o de L(TM ;TM) definida por
∇A(x)(v) = udA∼(v∼) (2.7)
onde v∼ e´ o levantamento horizontal Huv de v para HTuGLM, para v ∈ TxM. Isto e´
frequentemente escrito ∇A(v) ou ∇vA.
Derivadas covariantes de outros campos tensoriais e.g. sec¸o˜es B de L(TM ;TM) sa˜o
definidas similarmente: ∇B e´ a sec¸a˜o de L(TM ;L(TM ;TM)) dada por
∇B(x)(v) = ρL(u)dB∼(v∼) ∈ L(TxM ;TxM) (2.8)
para v∼ como acima. Em particular as derivadas covariantes de ordem maior sa˜o definidas
desta maneira, e.g.
∇2A = ∇(∇A)
e´ a sec¸a˜o de
L(TM ;L(TM ;TM)) ∼= L(TM, TM ;TM).
Para uma carta (Uα, ϕα) para M perto de x, usando a trivializac¸a˜o induzida de π
−1(Uα)
nosso campo tensorial C, dizemos, quando levantado da´ uma aplicac¸a˜o C˜
′
em Uα × GL(n)
dado por C˜
′
(x, g) = ρ(g)−1C
′
(x) onde C
′
e´ C no nosso sistema de coordenadas, e ρ e´ a rep-
resentac¸a˜o relevante, e.g. ρ(g) = g para campos vetoriais, ρ = ρL, etc. Nestas coordenadas
v∼ = (v,−Γ(x)(v)) assim ∇C(x)(v) e´ dado por
dC
′
(v) + dIρ(Γ(x)(v))C
′
(x) (2.9)
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onde dIρ significa a diferencial de ρ na identidade e.g.
dIρ
∗(Γ(x)(v)) = −(Γ(x)v)∗.
Em particular se o nosso campo vetorial A e´ dado sobre Uα por
A =
n∑
i=1
Ai
∂
∂xi
,
etc. enta˜o somando repetidamente, se xα = ϕα(x)
[∇A(v)]i = dAi(v) + Γijk(xα)(vj)(Ak(x)) =
(
∂Ai
∂Xj
)
vj + Γijk(xα)(v
j)(Ak(x)), (2.10)
onde formalmente
∂Ai
∂Xj
: Uα −→ R significa o resultado da ac¸a˜o em Ai pelo campo vetorial
∂
∂xj
. Na pra´tica tudo e´ transportado para o conjunto aberto ϕα(Uα) de R
n para os ca´lculos
assim que
∂Ai
∂Xj
e´ calculado como
∂
∂xj
Ai(ϕα(x
1, ..., xn)) no sentido do ca´lculo elementar.
Comparando (2.6) com (2.10) vemos que se V e´ um campo vetorial tomando valores v
no ponto x, e se σ e´ uma curva integral de V, assim σ˙(t) = V (σ(t)), com σ(0) = x enta˜o
DA
∂t
∣∣
t=0
= ∇A(v) = ∇vA. (2.11)
Note que se V e´ um campo vetorial podemos formar um novo campo vetorial∇V A ou∇A(V )
por
∇V A(X) := ∇A(V (X))
vimos de (2.8), ou trabalhando no centro das coordenadas normais que para uma conexa˜o
sem torsa˜o
∇V A−∇AV = [V,A]. (2.12)
Como u´ltimo comenta´rio, a diferenciaca˜o covariante comporta-se similarmente a diferen-
ciaca˜o ordina´ria. Por exemplo se α e´ uma 1-forma (i.e. uma sec¸a˜o de T ∗M) e A e´ um campo
vetorial enta˜o para v ∈ TxM
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d(α(A(·)))(v) = ∇V α(A(x)) + α(∇V A(x)) (2.13)
Uma maneira para ver isto e´ escrever α(A(π(u))) = (αX ◦u)◦u−1A(π(u)) para u ∈ GLM,
x = π(u), e assim derivamos ambos os lados na direca˜o Hu(v).
2.4 Geometria Riemanniana
Apresentamos nesta sec¸a˜o alguns conceitos de Geometria Riemanniana, dos quais alguns
sera˜o utilizados no decorrer do texto e quando estivermos definindo os conceitos de geometria
estoca´stica. Aqui, trazemos outra abordagem sobre conexo˜es como na sec¸a˜o 2.2, onde uma
conexa˜o no fibrado OM a´ chamada uma conexa˜o Riemanniana no sentido que foi visto na
sec¸a˜o 2.2 deste cap´ıtulo. Seguimos de perto a boa refereˆncia de Carmo [8].
2.4.1 Me´trica Riemanniana
Definic¸a˜o 2.4.1. Uma me´trica Riemanniana em uma variedade diferencia´vel M de di-
mensa˜o n e´ uma correspondeˆncia diferencia´vel g que associa a cada ponto p ∈M um produto
interno 〈., .〉 (isto e´, uma forma bilinear sime´trica, positiva definida) no espac¸o tangente de
M em p, TpM. Ou seja,
g : M −→ (〈·, ·〉p : TpM × TpM −→ R)
p −→ g(p)(u, v) = 〈u, v〉p
onde u, v ∈ TpM.
A propriedade positiva definida garante que g e´ na˜o degenerada. Uma me´trica que
seja sime´trica e na˜o degenerada (na˜o necessariamente positiva definida) e´ dita uma me´trica
pseudo-Riemanniana.
Uma variedade munida de uma me´trica Riemanniana e´ dita uma variedade Riemanniana.
Seja uma carta (U,ϕ) em M, U ⊆ M, com func¸o˜es coordenadas ϕ(u) = (x1, ..., xn), u ∈ U.
Se {Xi = ∂∂xi} e´ a base natural de TU enta˜o as componentes da me´trica Riemanniana g sa˜o
as func¸o˜es gij = g(Xi, Xj). Denotamos os elementos da matriz inversa de [gij] por g
ij.
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Podemos induzir uma me´trica Riemanniana em uma subvariedade M de Rk restringindo
o produto interno de Rk ao espac¸o tangente TM. O famoso teorema de J. Nash afirma que
toda variedade Riemanniana pode ser obtida dessa forma.
Com uma me´trica Riemanniana podemos calcular comprimentos de curvas. Seja M
uma variedade Riemanniana com me´trica 〈·, ·〉 e c : I −→ M, com I = [0, 1], uma curva
diferencia´vel, enta˜o definimos o comprimento dessa curva por
l(c) =
∫ 1
0
〈
dc
dt
,
dc
dt
〉 1
2
dt.
Uma me´trica Riemanniana determina uma medida em M, que denotaremos por µ, tal
que se (U,ϕ) e´ uma carta para M enta˜o o pull-back µ de µ
∣∣∣
U
por ϕ e´ equivalente a` medida
de Lebesgue no conjunto aberto ϕ(U) de Rn com
µ(dx) =
√
detG(ϕ−1(x))λ(dx)
onde λ e´ a medida de Lebesgue e G e´ a representac¸a˜o local da me´trica. Usualmente escreve-
mos dx por µ(dx) ou λ(dx) e escrevemos g(x) para detG(x). Note que
√
g(x) = | det dyϕ−1|
para y = ϕ(x), onde det refere-se ao determinante obtido usando 〈·, ·〉x e 〈·, ·〉Rn .
Proposic¸a˜o 2.4.2. Toda variedade diferencia´vel M (de Hausdorff e com base enumera´vel)
possui uma me´trica Riemanniana.
2.4.2 Conexa˜o Afim e Derivada Covariante
Seja c : I −→ M uma curva diferencia´vel, com I = [0, 1] em uma variedade M mergulhada
em Rk. Seja tambe´m V (t) ∈ Tc(t)M um campo de vetores ao longo da curva c(t). A derivada
dV
dt
(t) e´ um vetor que em geral na˜o pertence ao espac¸o tangente Tc(t)M. Portanto a derivada
dV
dt
(t) na˜o e´ uma noc¸a˜o da geometria intr´ınseca da variedade. Com a estrutura de uma
conexa˜o afim e´ poss´ıvel definir a derivada covariante DV
dt
que pertence ao espac¸o tangente TM
e portanto e´ consistente. Com a derivada covariante poderemos definir campos de vetores
paralelos ao longo de uma curva c : I −→ M, a acelerac¸a˜o de uma curva e geode´sicas.
Lembramos que X(M) denota o espac¸o vetorial dos campos de vetores de classe C∞ em
M, e F (M) denota o anel das func¸o˜es de classe C∞ em M.
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Definic¸a˜o 2.4.3. Uma conexa˜o afim ∇ em uma variedade diferencia´vel M e´ uma aplicac¸a˜o
∇ : X(M)×X(M) −→ X(M)
(X, Y ) −→ ∇XY
satisfazendo as seguintes propriedades:
(i) ∇fX+gY Z = f∇XZ + g∇Y Z;
(ii) ∇X(Y + Z) = ∇XY +∇XZ;
(iii) ∇X(fY ) = f∇XY + X(f)Y onde X, Y, Z ∈ X(M)e f, g ∈ F (M).
Isto e´ equivalente a definir TOM = HTOM ⊕ V TOM, no sentido que fizemos para
conexo˜es no fibrado principal na sec¸a˜o 2.2. Lembrando que se X ∈ X(M), f ∈ F (M) e
p ∈M enta˜o X(f) e´ definido da seguinte forma
X(f)(p) = dfp(X(p)).
Seja uma carta (U,ϕ) em M, U ⊆ M, com func¸o˜es coordenadas ϕ(u) = (x1, ..., xn), u ∈ U.
Se {Xi = ∂∂xi} e´ a base natural de TU enta˜o podemos escrever dois campos de vetores X, Y
como combinac¸a˜o linear dos elementos da base natural, ou seja,
X = viXi, Y = w
iXi
assim obtemos
∇XY = ∇viXiwiXi = vi∇XiwjXj = viwj∇XiXj + viXi(wj)Xj.
Definimos as func¸o˜es diferencia´veis Γkij, associados a carta (U,ϕ), da seguinte forma
∇XiXj = ΓkijXk.
As func¸o˜es acima definidas sa˜o chamadas de s´ımbolos de Christoffel de uma conexa˜o associ-
ados a uma carta. Com os s´ımbolos de Christoffel podemos escrever
∇XY = viwjΓkijXk + viXi(wj)Xj = (viwjΓkij + X(wk))Xk.
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Proposic¸a˜o 2.4.4. Seja M uma variedade diferencia´vel com uma conexa˜o afim ∇ e uma
curva diferencia´vel c : I −→ M. Enta˜o existe uma u´nica correspondeˆncia D
dt
que associa a
uma campo vetorial diferencia´vel V (t) ∈ Tc(t)M ao longo da curva diferencia´vel c(t) outro
campo vetorial diferencia´vel DV
dt
(t) ∈ Tc(t)M ao longo de c(t), denominada derivada covari-
ante de V ao longo de c, tal que
(i) D
dt
(V + W ) = DV
dt
+ DW
dt
;
(ii) D
dt
(fV ) = df
dt
V + f DV
dt
;
(iii) Se V e´ induzido por um campo de vetores Y ∈ X(M),isto e´, V (t) = Y (c(t)), enta˜o
DV
dt
= ∇ dc
dt
Y, onde V,W sa˜o campos de vetores ao longo de c, e f e´ uma func¸a˜o
diferencia´vel ao longo de c.
Seja novamente uma carta (U,ϕ) em M, U ⊆ M, com func¸o˜es coordendas (x1, ..., xn) =
ϕ(u), u ∈ U. Seja tambe´m {Xi = ∂∂xi} a base natural de TU. Seja c : I −→ M uma curva
diferencia´vel e V (t) ∈ Tc(t)M um campo vetorial diferencia´vel ao longo da curva diferencia´vel
c(t). Podemos escrever
V (t) = viXi(c(t)) e
dc(t)
dt
= x˙j(t)Xj(c(t))
e portanto DV
dt
(t) ∈ Tc(t)M pode ser escrito dessa forma
DV
dt
(t) =
D
dt
(vi(t)Xi(c(t))) =
dvi(t)
dt
Xi(c(t)) + v
i(t)
D
dt
(Xi(c(t)))
=
dvi(t)
dt
Xi(c(t)) + v
i(t)∇ dc(t)
dt
Xi(c(t))
=
dvi(t)
dt
Xi(c(t)) + v
i(t)∇x˙j(t)Xj(c(t))Xi(c(t))
=
dvi(t)
dt
Xi(c(t)) + v
i(t)x˙j(t)(∇XjXi)(c(t))
=
dvi(t)
dt
Xi(c(t)) + v
i(t)x˙j(t)Γkij(c(t))Xk(c(t))
que numa notac¸a˜o mais enxuta fica
DV
dt
=
(
dvk
dt
+ Γkijv
idx
j
dt
)
Xk.
CAPI´TULO 2 GEOMETRIA ESTOCA´STICA RIEMANNIANA 45
Definic¸a˜o 2.4.5. Seja M uma variedade Riemanniana com uma conexa˜o afim ∇. Um campo
vetorial V (t) ao longo de uma curva diferencia´vel c : I −→ M e´ dito paralelo se DV
dt
= 0
para todo t ∈ I.
A definic¸a˜o de campo paralelo e´ equivalente a um sistema de n equac¸o˜es diferenciais de
primeira ordem em vk(t),
dvk
dt
+ Γkjiv
idx
j
dt
= 0, k = 1, ..., n.
Como o sistema de equac¸o˜es e´ linear em vk(t) enta˜o existe uma u´nica soluc¸a˜o satisfazendo
a condic¸a˜o inicial vk(0) = vk0 definida em todo t ∈ I. Portanto dado um vetor V0 ∈ Tc(0)M
existe um u´nico vetor paralelo V (t) ao longo de c : I −→ M.
Definic¸a˜o 2.4.6. Seja M uma variedade diferencia´vel com uma conexa˜o afim ∇ e uma
me´trica Riemanniana 〈·, ·〉. A conexa˜o e´ dita compat´ıvel com a me´trica 〈·, ·〉, quando para
toda curva diferencia´vel c : I −→ M e quaisquer pares de campos paralelos P e Q ao longo
de c, tivermos 〈P,Q〉 constante, ou seja,
d
dt
〈P (t), Q(t)〉c(t) = 0.
Proposic¸a˜o 2.4.7. Seja M uma variedade Riemanniana. Uma conexa˜o ∇ em M e com-
pat´ıvel com a me´trica se, e somente se, para todo par de campos de vetores P e Q ao longo
de uma curva diferencia´vel c : I −→ M temos
d
dt
〈P,Q〉 = 〈DP
dt
,Q〉+ 〈P, DQ
dt
〉,∀t ∈ I.
Corola´rio 2.4.8. Uma conexa˜o ∇ em uma variedade Riemanniana M e´ compat´ıvel com a
me´trica se, e somente se X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉, para todo X, Y, Z ∈ X(M).
Definic¸a˜o 2.4.9. Seja uma conexa˜o afim ∇ em uma variedade Riemanniana M. Definamos
a aplicac¸a˜o torsa˜o
Tor : X(M)×X(M) −→ X(M)
(X, Y ) −→ ∇XY −∇Y X − [X, Y ]
A conexa˜o afim ∇ e´ dita sime´trica se Tor ≡ 0, ou seja, Tor(X, Y ) = 0, para todo X, Y ∈
X(M).
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Teorema 2.4.10. Dada uma variedade Riemanniana M, existe uma u´nica conexa˜o afim ∇
em M satisfazendo as condic¸o˜es
(i) ∇ e´ sime´trica;
(ii) ∇ e´ compat´ıvel com a me´trica Riemanniana.
Esta conexa˜o e´ chamada de conexa˜o Riemanniana, ou conexa˜o de Levi-Civita de M.
Na conexa˜o Riemanniana, os s´ımbolos de Christoffel sa˜o dados em func¸a˜o da me´trica gij,
Γmij =
1
2
gkm
{
∂gjk
∂xi
+
∂gki
∂xj
+
∂gij
∂xk
}
.
2.4.3 Geode´sicas
Em Rn, dados dois pontos p e q, existe uma u´nica curva c : I −→ Rn que minimiza a
distaˆncia entre os eles. Essa curva e´ uma reta a qual tem a seguinte propriedade
d
dt
(
dc
dt
)
= 0.
Uma abordagem natural seria definir as geode´sicas como as curvas que minimizam o
comprimento entre dois pontos. Pore´m, ao trabalhar em variedades diferentes de Rn, a
nossa abordagem para geode´sicas e´ de defin´ı-las atrave´s de uma generalizac¸a˜o da equac¸a˜o
acima
D
dt
(
dc
dt
)
= 0
onde
D
dt
e´ a derivada covariante. E´ poss´ıvel enta˜o mostrar que as geode´sicas definidas dessa
forma minimizam, localmente, o comprimento entre dois pontos da variedade.
E´ evidente que as duas equac¸o˜es anteriores sa˜o equivalentes em Rn.
Definic¸a˜o 2.4.11. Uma curva parametrizada γ : I −→ M em uma variedade diferencia´vel
com uma conexa˜o afim ∇ e´ uma geode´sica em t0 ∈ I se
D
dt
(
dγ
dt
)
= 0
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no ponto t0. Se γ e´ geode´sica em t, para todo t ∈ I dizemos que γ e´ uma geode´sica. Se
[a, b] ⊂ I e γ : I −→ M, a restric¸a˜o de γ a [a, b] e´ chamada (segmento de) geode´sica ligando
γ(a) e γ(b).
Portanto o campo de vetores tangentes
dγ
dt
a` geode´sica γ e´ um campo de vetores paralelos
ao longo de γ.
Se γ : I −→ M e´ uma geode´sica e 〈·, ·〉 uma me´trica Riemanniana enta˜o
d
dt
〈
dγ
dt
,
dγ
dt
〉
= 2
〈
D
dt
dγ
dt
,
dγ
dt
〉
= 0.
Logo
|dγ
dt
| 12 =
〈
dγ
dt
,
dγ
dt
〉 1
2
= c
e´ constante ao longo de γ. Portanto o comprimento de arco s da curva γ e´ dado por
s(t) = s(t0) +
∫ t
t0
〈
dγ
dt
,
dγ
dt
〉 1
2
dt = c(t− t0)
e portanto o paraˆmetro de uma geode´sica γ e´ proporcional ao comprimento de arco. Quando
o paraˆmetro e´ o pro´prio comprimento de arco, ou seja, c = 1, dizemos que a geode´sica esta´
normalizada.
Seja uma carta (U,ϕ) na variedade M, dando origem a um sistema de coordenadas
(x1, ..., xn) = ϕ(u). Suponha que γ(t0) ∈ U ⊆ M e portanto nesta carta temos a repre-
sentac¸a˜o local de γ
γ¯(t) = ϕ ◦ γ(t) = x(t) = (x1, ..., xn)
e portanto
γ(t) = ϕ−1 ◦ γ¯(t) = ϕ−1(x1(t), ..., xn(t))
dγ
dt
(t) = dϕ−1
∣∣∣
x(t)
(
dx
dt
(t)
)
= dϕ−1|x(t)(x˙i(t)ei)
= x˙i(t)dϕ−1
∣∣∣
x(t)
(ei) = x˙
i(t)Xi(γ(t)).
Nesta carta podemos enta˜o escrever a geode´sica como
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0 =
D
dt
(
dγ
dt
)
=
D
dt
(x˙i(t)Xi) = x¨
iXi + x˙
i∇ dγ
dt
Xi
= x¨iXi + x˙
i∇x˙jXjXi
= x¨iXi + x˙
ix˙j∇XjXi
= x¨iXi + x˙
ix˙jΓkjiXk
= (x¨k + x˙ix˙jΓkji)Xk.
e portanto a condic¸a˜o geode´sica, em coordenadas locais, e´ equivalente ao sistema de n
equac¸o˜es diferenciais
x¨k + Γkijx˙
ix˙j = 0, k = 1, ..., n
chamadas de equac¸o˜es geode´sicas.
Considere o espac¸o tangente TM da variedade M em questa˜o. Enta˜o dada uma carta
(U,ϕ) na variedade M com func¸o˜es coordenadas (x1, ..., xn) induzimos de forma natural
uma carta (TU, Tϕ) em TM com func¸o˜es coordenadas (x1, ..., xn, y1, ..., yn). Nesse sistema
de coordenadas locais de TM definimos o sistema dinaˆmico
dxk
dt
= yk
dyk
dt
= −Γkijyiyj, k = 1, ..., n
que e´ equivalente a`s equac¸o˜es geode´sicas. O sistema dinaˆmico acima nos define um campo
de vetores X em T (TM) que e´ uma equac¸a˜o de segunda ordem no sentido definido anteri-
ormente, isto e´, em coordenadas locais
X¯(x, y) = (x, y, X¯1(x, y), X¯2(x, y))
com
X¯1(x, y) = y e X¯2
k
(x, y) = −Γkijyiyj.
E´ poss´ıvel mostrar que o campo vetorial G em TM definido acima e´ o u´nico cujas
trajeto´rias (soluc¸o˜es c(t) = (x(t), y(t))) do sistema dinaˆmico
dc
dt
= X¯(c)
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sa˜o da forma t −→ (γ(t), γ′(t)), ou seja, o campo e´ uma equac¸a˜o de segunda ordem e γ(t) e´
uma geode´sica em M.
Definic¸a˜o 2.4.12. O campo vetorial G definido a partir das equac¸o˜es geode´sicas e´ chamado
de campo geode´sico em TM e seu fluxo e´ o fluxo geode´sico em TM.
Estamos indo em direc¸a˜o para definir a aplicac¸a˜o exponencial, exp : TM −→ M a qual
tem relac¸a˜o direta com geode´sica da variedade M.
O campo vetorial G e´ de classe C∞ e portanto existem soluc¸o˜es locais u´nicas garantidas
pelo teorema acima. De fato, dado o sistema dinaˆmico
c(t)
dt
= G(c(t)), enta˜o para cada
p ∈ M, e dado um aberto B ⊆ TM, existe um aberto A, com 0p ∈ A ⊆ B ⊆ TM (onde
0p ∈ TpM e´ o vetor nulo do espac¸o tangente TpM), um nu´mero δ > 0, e uma aplicac¸a˜o C∞,
ϕ : (−δ, δ)×A −→ B tal que a curva t −→ ϕ(t, vp), t ∈ (−δ, δ), vp ∈ A, e´ a u´nica trajeto´ria
de G que satisfaz a condic¸a˜o inicial ϕ(0, vp) = vp.
E´ poss´ıvel escolher A da forma
A = {vp ∈ TU ; p ∈ U e |vp| < ε }
onde p ∈ U ⊆ V ⊆M, com V = π(B), onde π : TM −→ M e´ a projec¸a˜o canoˆnica. Podemos
enta˜o reescrever esse resultado da seguinte forma:
Proposic¸a˜o 2.4.13. Dado p ∈ M, existem um aberto U ⊆ M, p ∈ U, nu´meros δ > 0 e
ε > 0 e uma aplicac¸a˜o C∞
γ : (−δ, δ)× A −→ M onde A = {vp ∈ TM ; p ∈ U e |vp| < ε
tal que a curva t −→ γ(t, vp), t ∈ (−δ, δ), e´ a u´nica geode´sica de M que no instante t = 0
passa por p com velocidade vp, para cada p ∈ U e cada vp ∈ TpM com |vp| < ε.
Proposic¸a˜o 2.4.14. Se a geode´sica γ(t, vp) esta´ definida no intervalo (−δ, δ), enta˜o a
geode´sica γ(t, avp), a ∈ R, a > 0, esta´ definida no intervalo (− δa , δa) e
γ(at, vp) = γ(t, avp).
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A igualdade apresentada na u´ltima proposic¸a˜o e´ chamada de propriedade de homogenei-
dade das geode´sicas. Com essa propriedade e o teorema de existeˆncia e unicidade das
geode´sicas temos a seguinte proposic¸a˜o.
Proposic¸a˜o 2.4.15. Dado p ∈M, existem uma vizinhanc¸a V de p em M, um nu´mero ε > 0
e uma aplicac¸a˜o C∞, γ : (−2, 2)× U −→ M,
U = {wq ∈ TM ; q ∈ V,wq ∈ TqM, |wq| < ε}
tal que t −→ γ(t, wq), t ∈ (−2, 2), e´ a u´nica geode´sica de M que no instante t = 0 passa por
q com velocidade wq, para cada q ∈ V e cada wq ∈ TqM, com |wq| < ε.
Com essa proposic¸a˜o podemos definir a aplicac¸a˜o exponencial.
Definic¸a˜o 2.4.16. Seja p ∈ M e U ⊆ TM um aberto garantido pela proposic¸a˜o anterior.
Enta˜o definimos a aplicac¸a˜o
exp : U −→ M
exp(vq) = γ(1, vq) = γ(|vq|, vq|vq|),
onde vq ∈ U que e´ chamada de aplicac¸a˜o exponencial em U.
A aplicac¸a˜o exponencial e´ claramente diferencia´vel. Definimos a restric¸a˜o da aplicac¸a˜o
exponencial a um aberto do espac¸o tangente TqM da seguinte forma
expq : U ⊆ TqM −→ M
vq −→ expq(vq) = exp(vq)
Definida a restric¸a˜o da aplicac¸a˜o exponencial ao espac¸o tangente, temos os seguintes
resultados.
Lema 2.4.17. d(expq)0 = Identidade.
Proposic¸a˜o 2.4.18. Dado q ∈ M, existem um ε > 0 e um aberto V ⊆ TqM tal que a
aplicac¸a˜o expq : V ⊆ TqM −→ M e´ um difeomorfismo entre V e o aberto U = expq(V ).
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O aberto U = expq(V ) e´ chamado de vizinhanc¸a normal de q. Se
¯Bε(0) ⊆ V, enta˜o
Bε(q) = expq(Bε(0)) e´ chamada de bola normal, ou bola geode´sica.
Definic¸a˜o 2.4.19. Uma curva diferencia´vel por partes e´ uma aplicac¸a˜o cont´ınua
c : [a, b] −→ M de um intervalo fechado [a, b] ⊂ R em M satisfazendo a seguinte condic¸a˜o:
existe uma partic¸a˜o a = t0 < t1 < ... < tk−1 < tk = b de [a, b] tal que as restric¸o˜es c
∣∣
[ti,ti+1]
,
i = 0, ..., k − 1 sa˜o diferencia´veis.
Definic¸a˜o 2.4.20. Um segmento de geode´sica γ : [a, b] −→ M e´ chamado minimizante se
l(γ) ≤ l(c), onde l(·) indica o comprimento de uma curva e c e´ qualquer curva diferencia´vel
por partes ligando γ(a) e γ(b).
Lema 2.4.21. Seja p ∈ M e seja v ∈ TpM tal que expp v esteja definida.
Seja w ∈ TpM ≈ Tv(TpM). Enta˜o
〈(d expp)v(v), (d expp)v(w)〉 = 〈v, w〉
Tendo em ma˜os estas definic¸o˜es, obtemos a seguinte propriedade minimizante das geode´sicas.
Proposic¸a˜o 2.4.22. Sejam p ∈M,U uma vizinhanc¸a normal de p,e B ⊆ U uma bola normal
de centro p. Seja γ : [0, 1] −→ B um segmento de geode´sica com γ(0) = p. Se c : [0, 1] −→ M
e´ qualquer outra curva diferencia´vel por partes ligando γ(0) a γ(1) enta˜o temos a seguinte
relac¸a˜o entre os comprimentos das curvas γ e c: l(γ) ≤ l(c) e se a igualdade vale, enta˜o
γ([0, 1]) = c([0, 1]).
Teorema 2.4.23. Para cada p ∈M existe uma vizinhanc¸a W de p e um nu´mero δ > 0, tal
que, para cada q ∈ W, expq e´ um difeomorfismo entre Bδ(0) ⊆ TqM e expq(Bδ(0)) ⊇ W, isto
e´, W e´ vizinhanc¸a normal de cada um de seus pontos.
Chamamos W de vizinhanc¸a totalmente normal de p ∈M.
Corola´rio 2.4.24. Se uma curva diferencia´vel por partes γ : [a, b] −→ M, com paraˆmetro
proporcional ao comprimento de arco, tem comprimento menor ou igual ao comprimento de
qualquer outra curva diferencia´vel por partes ligando γ(a) a γ(b) enta˜o γ e´ uma geode´sica.
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2.5 Movimento Browniano
Agora vamos em direc¸a˜o ao principal objetivo deste ca´p´ıtulo: apresentar as duas construc¸o˜es
do movimento browniano numa variedade Riemanninana. Mostraremos dois teoremas, onde
o primeiro teorema devido a Eells-Elworthy-Malliavin, e´ uma construc¸a˜o intr´ınseca. A se-
gunda construc¸a˜o na˜o e´ intr´ınseca pois depende do mergulho da variedade. Colocamos
apenas a demonstrac¸a˜o da segunda construc¸a˜o usando o chamado sistema browniano gradi-
ente.
2.5.1 Preliminares
Dada uma me´trica numa variedade M podemos considerar bases ortonormais, onde
u : Rn −→ TxM sa˜o isomorfismos e preservam produtos internos, isto e´,
〈u(e), u(e′)〉x = 〈e, e′〉Rn .
O espac¸o OM de tais bases e´ um subconjunto de GLM, e conservando π : OM −→ M para
denotar a projec¸a˜o ela forma um fibrado principal com grupo O(n).
Uma conexa˜o em OM a´ chamada uma conexa˜o Riemanniana no sentido que foi visto na
sec¸a˜o anterior. A 1-forma w˜ toma valores na a´lgebra de Lie o(n) de O(n) a qual pode ser
identificada com o espac¸o das matrizes anti-sime´tricas n× n, pode ser estendida sobre todo
GLM pela ac¸a˜o de GL(n) em GLM, insistindo na condic¸a˜o: (i) para uma forma conexa˜o
(ou (b) para os subespac¸os horizontais correspondentes). Assim se determina uma conexa˜o
em GLM e assim esta˜o associadas coordenadas locais aos s´ımbolos de Christoffel, os quais
podem ser usados para calcular derivadas covariantes como vimos anteriormente.
Um ponto importante e´ que para esta conexa˜o induzida em GLM, dada uma curva σ
em M, o levantamento horizontal σ∼ de σ para GLM iniciando da base ortonormal que esta´
em OM e e´ o mesmo que o levantamento horizontal para a conexa˜o original em OM. Uma
consequeˆncia imediata das definic¸o˜es, e das equac¸o˜es (2.3) e (2.4) e´ que o transporte paralelo
preserva produto interno,
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〈//
t
v,
//
t
v
′
〉
σ(t)
=
〈
v, v
′
〉
σ(0)
(2.14)
para v, v
′ ∈ Tσ(0)M, e para campos vetoriais W,W ′ sobre σ
d
dt
〈
W (t),W
′
(t)
〉
σ(t)
=
〈
DW
∂t
,W
′
(t)
〉
σ(t)
+
〈
W (t),
W
′
∂t
〉
σ(t)
(2.15)
Consequentemente, por (2.11), se W1,W2 sa˜o campos vetoriais e v ∈ TxM enta˜o
d 〈W1(−),W2(−)〉(−) (v) = 〈∇W1(v),W2(x)〉x + 〈W1(x),∇W2(v)〉x (2.16)
Agora fac¸amos os u´ltimos detalhes antes de iniciarmos com a parte estoca´stica deste
cap´ıtulo. Uma me´trica em M da´ uma identificac¸a˜o de TxM com o seu dual T
∗
xM por

 : TxM −→ T ∗xM
v −→ v
 : TxM −→ R
w −→ v
(w) = 〈v, w〉x.
Em coordenadas locais (Uα, ϕα), seja ϕα(y) = (x
1(y), ..., xn(y)) para y ∈ Uα enta˜o
{d1y, ..., dny} forma uma base dual para { ∂∂x1 , ..., ∂∂xn}, calculado em y. Se v = vi ∂∂xi em y
enta˜o v
 = vidyx
i onde vi = gij(y)v
j.
Escrevemos l −→ l
 para a inversa deste isomorfismo tambe´m. Escolhendo o campo
vetorial A tal que para x ∈ M e v ∈ TxM, A(x) = v e ∇A(x) = 0, a equac¸a˜o (2.11) mostra
que para uma 1-forma α
(∇vα)
 = ∇vα

Similarmente ∇v comuta com o “sobe”e “desce”dos ı´ndices em outros campos tensoriais.
O gradiente, gradf, ou ∇f, de uma func¸a˜o f : M −→ R de classe C1, e´ o campo vetorial
(df)
 que
〈∇f(x), v〉x = df(v), para todox ∈ TxM.
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Em coordenadas locais
∇f(x) = ∇f(x)i ∂
∂xi
(2.17)
onde
∇gij(x) ∂
∂xj
(2.18)
com [gij(x)]i,j e´ a matriz inversa G(x)
−1 de [gij(x)].
Para um campo vetorial A de classe C1, em M, o divergente, divA : M −→ R, e´ dado
por
divA(x) =
d
dt
det dxFt
∣∣∣
t=0
(2.19)
onde (t, x) −→ Ft(x) ∈ M e´ o fluxo soluc¸a˜o de A, no domı´nio da definic¸a˜o em R ×M. Ele
representa a taxa de mudanc¸a de volume pelo fluxo. Ele e´ dado por
divA(x) = trac¸o∇A(x). (2.20)
De (2.22), usando a fo´rmula de mudanc¸a de varia´veis para medida de Lebesgue obteˆm-se o
teorema da divergeˆncia ∫
M
divA(x)dx = 0
para M compacta e sem bordo. Portanto, por (2.8), se f : M −→ R,
divfA(x) = 〈∇f(x), A(x)〉x + f(x)divA(x)
vimos disto que div e −∇ sa˜o adjuntas.
O operador de Laplace-Beltrami ∆ em func¸o˜es de classe C2, f : M −→ R e´ definido por
∆f = div∇f,
ou equivalentemente,
∆f = trac¸o∇df =
n∑
i=1
∇(df)(ei)(ei)
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onde e1, ..., en sa˜o ortonormais. Ele determina um operador auto-adjunto ∆ em L
2(M ;R).
Em coordendas locais possui a fo´rmula
∆f(x) = gij(x)
∂2f
∂xi∂xj
− gij(x)Γkij(x)
∂f
∂xk
(2.21)
e
∆f(x) = g(x)−
1
2
∂
∂xi
{
g(x)
1
2 gij(x)
∂f
∂xj
}
(2.22)
as quais sa˜o vistas usando (2.7) e (2.18) para (2.19), e (2.21) e (2.17) para (2.20).
2.5.2 Primeira construc¸a˜o do Movimento Browniano
Fazemos aqui a construc¸a˜o intr´ınseca do movimento browniano numa variedade Rieman-
niana. Trazemos algumas definic¸o˜es e o teorema principal, o qual omitimos a demon-
strac¸a˜o. Esta construc¸a˜o corresponde ao que se conhece por “desenvolvimento de Cartan”ou
“rolling”estoca´tico em variedades Riemannianas. O leitor interessado em mais detalhes pode
consultar a refereˆncia Elworthy [11].
Definic¸a˜o 2.5.1. Seja M uma variedade Riemanniana com sua conexa˜o de Levi-Civita. Por
um movimento browniano em M entendemos um processo estoca´stico cont´ınuo {xt : 0 ≤ t ≤
ξ}, definido ate´ um tempo de parada, o qual e´ Markov com gerador infinitesinal A = 1
2
∆,
no sentido da equac¸a˜o (1.14) do cap´ıtulo 1.
Agora passemos a lembrar da fo´rmula de Itoˆ e da equac¸a˜o do gerador infinitesimal vistas
no cap´ıtulo anterior. Aqui, apresentamos outra versa˜o para as duas, preparando o leitor para
os pro´ximos resultados. Tendo em ma˜os uma conexa˜o afim qualquer, via definic¸a˜o 2.4.3,
podemos escrever uma segunda versa˜o para fo´rmula de Itoˆ (1.1). Assim temos
f(xt) = f(xs) +
∫ t
s
df(X(xr)dzr) +
1
2
∫ t
s
{∇(df)(Y (xr)dzr)(Y (xr)dzr) +
+df(∇Y (Y (x)dzr)dzr)} (2.23)
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a qual da´ outra forma para o gerador infinitesimal A,
A = 1
2
m∑
p=1
{∇(df)(Xp(x))(Xp(x)) + df(∇Xp(Xp(x)))}+ df(A(x)). (2.24)
Portanto, da fo´rmula (2.24) temos a seguinte proposic¸a˜o:
Proposic¸a˜o 2.5.2. Uma soluc¸a˜o de
dxt = X(xt) ◦ dBt + A(xt)dt
e´ um Movimento Browniano se, e somente se,
(i) X(x) : Rn −→ TxM e´ a projec¸a˜o sobre TxM para cada x em M, isto e´, X(x) ◦X(x)∗ =
Id;
(ii) A(x) = −1
2
m∑
p=1
∇Xp(Xp(x)).
Definic¸a˜o 2.5.3. Seja dxt = X(xt) ◦ dBt + A(xt)dt uma EDE no sentido de Stratonovich.
O drift (ou coeficiente drift) e´ o campo vetorial
x −→ A(x) + 1
2
m∑
p=1
∇Xp(Xp(x)).
Na proposic¸a˜o acima quando (i) e´ verificada mas (ii) na˜o, dizemos que {xt : 0 ≤ t ≤ ξ}
e´ um movimento browniano com drift.
Tambe´m de (2.24), para uma conexa˜o afim arbitra´ria, que em geral o gerador A para
nossa soluc¸a˜o e´ el´ıptico se, e somente se, X(x) e´ sobrejetivo (neste caso a EDE e´ dita ser
na˜o-degenerada). Neste caso cada X(x) induz um produto interno em TxM, o produto
interno quociente, e assim determina uma me´trica Riemanniana em M. Assim as soluc¸o˜es
para uma EDE na˜o-degenerada sa˜o movimentos brownianos com drift para alguma me´trica
(unicamente definida) em M, e equivalentemente qualquer operador el´ıptico A pode ser
escrito como
1
2
∆+B para algum operador de primeira ordem, isto e´, um campo vetorial B.
Ainda trabalhando em Rn, deseja-se tratar com geradores el´ıpticos A, a geometria diferencial
da me´trica associada na˜o sera´ em geral trivial e pode iniciar uma regra importante.
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Embora sempre existem coeficientes X e A satisfazendo (i) e (ii) na˜o existe escolha
natural a qual pode ser aplicada para variedades Riemannianas gerais. Ale´m disso existe
uma EDE canoˆnica no fibrado das bases ortonormais OM de M, e resulta que as soluc¸o˜es
desta construc¸a˜o projetadas em M sa˜o movimentos brownianos. A construc¸a˜o devido a Eells-
Elworthy-Malliavin corresponde ao “desenvolvimento”ou “rolling”estoca´stico em variedades
Riemannianas e e´ encontrada nas refereˆncias Hsu [14] e Elworthy [11]. Utilizando os campos
standard Hu, definimos
X : OM × Rn −→ TOM
(u, e) −→ X(u)e = Hu(u(e))
Para u0 ∈ OM seja {ut : 0 ≤ t < ξ} a soluc¸a˜o ma´xima para
dut = X(ut) ◦ dBt (2.25)
onde {Bt : 0 ≤ t < ξ} e´ movimento browniano em Rn (m = n).
Teorema 2.5.4. Seja xt = π(ut), temos que {xt : 0 ≤ t < ξ} e´ um movimento browniano
em M definido ate´ o seu tempo de explosa˜o.
A demonstrac¸a˜o deste teorema sera´ omitida, o leitor pode consultar as refereˆncias Hsu
[14] ou Elworthy [11].
O cla´ssico desenvolvimento de Cartan aplica uma curva diferencia´vel
{σt : 0 ≤ t <∞} em Rn (ou Tx0M), comec¸ando na origem, para uma curva em M comec¸ando
em x0. Matematicamente ele e´ justamente como descrito acima com Bt trocado por σ(t) em
(2.25) para produzir a equac¸a˜o determin´ıstica
du
dt
= X(u(t))
(
dσ
dt
)
(2.26)
com u(0) = 0 uma base dada em x0. A curva resultante x(t) em M, e´ definida para todo
tempo se M e´ completa, e´ que a qual e´ obtida pelo procedimento mecaˆnico cla´ssico de
“colocando M numa co´pia de Rn (por u0), enta˜o rolando M ao longo de {σt : 0 ≤ t < ∞}
sem deslizar e tomando x(t) sendo o ponto de contato de M com Rn no tempo t ”. A base
u(t) : Rn −→ Tx(t)M representa a maneira que M e´ tocada em Rn no tempo t. Quando
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tentamos visualizar, ou esboc¸ar, a situac¸a˜o torna-se claro que os objetos naturais usados sa˜o
bases afim, como faz Kobayashi & Nomizu em [16], antes mesmo que as bases lineraes as
quais temos usado.
Destacamos que a construc¸a˜o dada no teorema acima e´ intr´ınseca, na˜o depende do mer-
gulho.
Como cada X(u)e ∈ TuOM, as considerac¸o˜es feitas na sec¸a˜o 2.3 sugerem chamar a soluc¸a˜o
{ut : 0 ≤ t < ξ} o levantamento horizontal do movimento browniano {xt : 0 ≤ t < ξ} de u0.
De fato, e´ fa´cil ver que ele satisfaz localmente a equac¸a˜o local (2.1) considerada como uma
equac¸a˜o de Stratonovich com xt trocada por σt.
Podemos enta˜o definir o transporte paralelo ao longo das trajeto´rias do nosso movimento
browniano:
Definic¸a˜o 2.5.5. O transporte paralelo sobre as trajeto´rias do movimento browniano e´ dado
por //
t
: Tx0M −→ Txt(w)M
v0 −→
//
t
(w)v0 = ut(w)u
−1
0 (v0), w ∈ Ω.
Tambe´m se {Wt : 0 ≤ t < ξ} e´ um campo vetorial sobre {xt : 0 ≤ t < ξ}, isto e´,
Wt(w) ∈ Txt(w)M, w ∈ Ω.
Definic¸a˜o 2.5.6. A derivada covariante de W ao longo das trajeto´rias brownianas e´ o campo
vetorial sobre {xt : 0 ≤ t < ξ} dado por
DWt
∂t
=
//
t
d
dt
(//−1
t
Wt
)
(2.27)
Podemos pensar que qualquer movimento browniano em M num ponto x0 pode ser consider-
ado como obtido do desenvolvimento estoca´stico de um movimento browniano em Rn. Para
fazer isto temos o anti-desenvolvimento o nosso Movimento Browniano dado em M, o leitor
interessado em ver mais detalhes sobre o anti-desenvolvimento pode consultar a refereˆncia
Elworthy em [11].
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2.5.3 Segunda Construc¸a˜o do Movimento Browniano
Suponhamos agora que M possa ser mergulhada em Rn+p, onde M tera´ a me´trica Rieman-
niana induzida. Enta˜o existe um Sistema Dinaˆmico Estoca´stico natural (X,B) em M onde
{Bt : t ≥ 0} e´ um movimento browniano em Rn+p e X e´ justamente a aplicac¸a˜o projec¸a˜o
ortogonal
X : M × Rn+p −→ TxM
(x, v) −→ Xx(v) ∈ TxM.
Assim P (x) : Rn −→ TxM e´ a projec¸a˜o ortogonal, pois tendo um processo estoca´stico
{yt : 0 ≤ t < s} em M e tomando algum mergulho ϕ : M −→ Rn+p, para algum p e fazendo
zt = ϕ(yt) teremos que z e´ semimartingale, e se X : M × Rn+p −→ TM e´ a aplicac¸a˜o
projec¸a˜o ortogonal, como acima, enta˜o y e´ uma soluc¸a˜o para
dxt = X(xt) ◦ dzt (2.28)
Suponha que f : M −→ R e´ de classe C1. Seja f0 : Rn −→ R alguma extensa˜o diferencia´vel
de f. Usando ∇ para o operador gradiente de func¸o˜es em Rn temos
df(v) = df0(v)
para v ∈ TxM e assim
∇f(x) = X(x)∇f0(x),
para x ∈M. Assim se ϕ : M −→ Rn e´ o mergulho de M em Rn, escrevemos
ϕ(x) = (ϕ1(x), ..., ϕm(x))
vemos que
Xp(x) = ∇ϕp(x), x ∈M, p = 1, ...,m. (2.29)
Esse sistema dinaˆmico estoca´stico sera´ chamado Sistema Browniano Gradiente pelo mer-
gulho ϕ. Nosso objetivo e´ mostrar que as suas soluc¸o˜es sa˜o movimentos brownianos em M.
Para isto pela proposic¸a˜o 2.5.2 temos que verificar que:
m∑
p=1
∇Xp(Xp(x)) = 0, para todo x ∈M.
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Antes de provar o teorema que queremos, passamos por algumas considerac¸o˜es da ge-
ometria diferencial. Suponha que Z e´ um campo vetorial em M. Tome alguma extensa˜o
diferencia´vel a qual escrevemos Z0 : R
m −→ Rm. Para νxM = (TxM)⊥ em Rn, como esta´
em [11], existe uma aplicac¸a˜o bilinear sime´trica
αx : TxM × TxM −→ νxM
chamada segunda forma fundamental de M em x, tal que a fo´rmula de Gauss e´ verificada:
DZ0(x)(v) = ∇Z(v) + αx(Z(x), v). (2.30)
Uma maneira para provar isto e´ definir∇Z(v) sendo a componente tangencial de DZ0(x)(v) e
escrevemos νx(Z0, v) para a sua componente normal. Enta˜o pode-se verificar que
(Z, v) −→ ∇Z(v) satisfaz as condic¸o˜es que asseguram que ela e´ o operador derivada co-
variante para a conexa˜o de Levi-Civita em M e ale´m disso mostrar que νx(Z0, v) possui
a forma dada para αx sime´trica. Assim existe a aplicac¸a˜o bilinear para cada x ∈ M,
Ax : TxM × νxM −→ TxM definida por
〈Ax(u, ξ), v〉 = 〈αx(u, v), ξ〉. (2.31)
Se ξ : M −→ Rm e´ de classe C1 com ξ(x) ∈ νxM para todo x ∈ M e ξ0 e´ uma extensa˜o de
classe C1 enta˜o a fo´rmula de Weingarten da´
Dξ0(x)(v) = −Ax(v, ξ(x)) + componente normal. (2.32)
De fato, para x ∈M,
〈Z0(x), ξ0(x)〉 = 0
para Z e Z0 acima. Portanto se v ∈ TxM
〈DZ0(x)v, ξ0(x)〉+ 〈Z0(x), Dξ0(x)v〉 = 0,
isto e´,
〈αx(Z0(x), v), ξ0(x)〉+ 〈Z0(x), componente tangente de Dξ0(x)v〉 = 0
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provando (2.30).
Agora enunciaremos o teorema que caracteriza o movimento browniano em M. Esse
resultado e´ devido a K. Itoˆ em 1950.
Teorema 2.5.7. As soluc¸o˜es do sistema browniano gradiente para uma subvariedade M de
Rm sa˜o movimentos brownianos em M.
Demonstrac¸a˜o: Pela proposic¸a˜o 2.5.2 a condic¸a˜o (i) do movimento browniano ja´ esta´
verificada. Estamos interessados em mostrar que
m∑
p=1
∇Xp(Xp(x)) = 0.
Devemos recordar a fo´rmula do gerador infinitesimal (2.24) e concluir a igualdade vista na
definic¸a˜o 2.5.1 de movimento browniano.
Sejam E1 = (1, 0, ..., 0), E2 = (0, 1, 0, ..., 0), ..., Em = (0, 0, ..., 0, 1) campos vetoriais con-
stantes em Rm. Enta˜o
Ej(x) = X(x)Ej + Q(x)Ej
para Q(x) = Id−X(x), onde Q(x) e´ a projec¸a˜o em νxM = (TxM)⊥. Da´ı, diferenciando esta
igualdade e tomando a componente tangencial, para v ∈ TxM, temos
0 = dEj(x)(v) = −Ax(v,Q(x)Ej) +∇Xj(v).
Agora escolhemos uma base ortonormal {e1, ..., em} de Rm tal que {e1, ..., en} e´ tangente a
M em x. Enta˜o, Q(x)ej = 0 para j = 1, ..., n o que implica em
0 = −Ax(v, 0) +∇Xj(v) = ∇Xj(Xj)
e pela definic¸a˜o da aplicac¸a˜o bilinear Ax conclu´ımos que ∇Xj(Xj) = 0, para j = 1, ..., n.
Por outro lado, ∇Xj(Xj) = 0, para j = n + 1, ...,m porque Xj = 0, para j = n + 1, ...,m e
assim obtemos
m∑
j=n+1
∇Xj(Xj) =
m∑
j=n+1
∇Xj(0) = 0. Logo,
m∑
j=1
∇Xj(Xj(x)) = 0.
Portanto, o gerador infinitesimal definido por (2.24) A = 1
2
∆, o que mostra que as soluc¸o˜es
do nosso sistema browniano gradiente sa˜o movimentos brownianos em M.
CAPI´TULO 3
GEOMETRIA ESTOCA´STICA FINSLER
Chegamos no u´ltimo cap´ıtulo deste trabalho. Como citamos anteriormente, o nome “geome-
tria Finsler”surgiu da tese de doutorado de Paul Finsler em 1918. Segundo Chern em [9],
geometria Riemanniana sem a restric¸a˜o quadra´tica L2 = gijdx
idxj tem sido conhecida como
geometria Finsler, isto e´, geometria Finsler seria a generalizac¸a˜o da geometria Riemanniana.
Geometria Finsler tambe´m pode ser considerada como a geometria da simples integral
S =
∫ b
a
L(xi,
dxi
dt
), (3.1)
com 1 ≤ i ≤ n e os xi sa˜o as coordenadas do espac¸o. Considerando Ω ⊆ Rn um con-
junto aberto e L : Ω × Rn −→ Rn uma func¸a˜o cont´ınua. O problema ba´sico do ca´lculo das
variac¸o˜es e´ estudar as curvas γ : [a, b] ⊂ R −→ Ω, ligando dois pontos fixados, tal que a
integral acima e´ mı´nima. Curvas que minimizam esta integral, para pontos pro´ximos, sa˜o
chamadas geode´sicas no sentido do que foi exposto no cap´ıtulo anterior. Historicamente, a
integral (3.1) e´ o objeto prima´rio do ca´lculo das variac¸o˜es, cujo estudo comec¸ou no se´culo
XVII com grandes nomes tais como Newton, Leibniz, os irma˜os Bernoulli, Euler, Lagrange.
O principal problema e´ a geometria da integral (3.1) e o problema fundamental e´ o problema
da equivaleˆncia: decidir quando duas integrais diferem por uma mudanc¸a de coordenadas.
Isto e´ uma generalizac¸a˜o do problema forma em geometria Riemanniana, a qual foi resolvida
por Christoffel e Lipschitz em 1870 e conduziu Christoffel para os seus s´ımbolos e a derivac¸a˜o
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covariante. Nosso principal objetivo neste cap´ıtulo e´ obter o movimento browniano finsler,
mas antes passamos por algumas definic¸o˜es importantes na apresentac¸a˜o deste tipo de ge-
ometria que colocamos no trabalho. Destacamos o transporte paralelo e “rolling”os quais
fizemos no cap´ıtulo anterior em variedades Riemannianas. E´ importante ressaltar que os ar-
tigos encontrados em Antonelli [2] trazem expresso˜es em coordenadas locais, mas com uma
notac¸a˜o muito carregada e de dif´ıcil compreensa˜o. Falta na literatura noc¸o˜es intr´ınsecas
adaptadas ao ca´lculo estoca´stico. Esperamos ter editado um texto que ajude em trabalhos
futuros na tentativa de obter expresso˜es intr´ınsecas, o que tornaria o trabalho mais agrada´vel.
Temos tambe´m algumas noc¸o˜es sobre o laplaciano Finsler as quais sa˜o feitas por Antonelli
em [2]. Como textos introduto´rios para geometria Finsler, indicamos Alvarez em [1] e Rund
em [20].
3.1 Variedades Finsler
Seja M uma variedade diferencia´vel de dimensa˜o n. Denotamos por TxM o espac¸o tangente e
x ∈M, e por TM := ⋃x∈M TxM o fibrado tangente de M. Cada elemento de TM e´ da forma
(x, y), onde x ∈M e y ∈ TxM. A projec¸a˜o natural π : TM −→ M e´ dada por π(x, y) := x. O
espac¸o dual de TxM e´ T
∗
xM, chamado o espac¸o cotangente em x. A unia˜o T
∗ :=
⋃
x∈M T
∗
xM
e´ o fibrado cotangente de M.
Definic¸a˜o 3.1.1. Uma estrutura Finsler de M, globalmente definida, estrutura Finsler
e´ uma func¸a˜o
L : TM −→ [0,∞)
com as seguintes propriedades:
(i) Regularidade: L e´ de classe C∞ no fibrado tangente furado TM \ 0;
(ii) Positivamente Homogeˆnea: L(x, λy) = λL(x, y) para todo λ > 0;
(iii) Convexidade Forte: A matriz Hessiana n× n
(gij) :=
([1
2
L2
]
yiyj
)
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e´ positiva definida em todo ponto de TM \ 0.
Em algumas situac¸o˜es, a estrutura Finsler L satisfaz o crite´rio L(x,−y) = L(x, y). Neste
caso temos homogenidade absoluta: L(x, λy) = |λ|L(x, y) para todo λ ∈ R. Em geral,
descobriremos que esta propriedade tambe´m e´ restritiva, porque exclu´ıria imediatamente
alguns exemplos interessantes tais como Espac¸os de Randers.
Definic¸a˜o 3.1.2. Dada uma variedade diferencia´vel M e uma estrutura Finsler L em TM,
o par (M,L) e´ conhecido como uma variedade Finsler.
A restric¸a˜o da estrutura Finsler L a qualquer espac¸o tangente espec´ıfico TxM da´ o que
e´ conhecido como uma norma de Minkowski em TxM. Assim uma estrutura Finsler de
M pode ser vista como uma famı´lia de va´rias normas de Minkowski, onde esta famı´lia e´
bastante limitada, na˜o mais que de classe C1. Na˜o existe perda de generalidade em limitar
nossa discussa˜o para normas de Minkowski em Rn, pois todo espac¸o vetorial n−dimensional
e´ linearmente isomorfo a Rn. O pro´ximo teorema nos diz que a positividade e a desigualdade
triangular sa˜o de fato consequeˆncias da definic¸a˜o das propriedades das normas de Minkowski.
Teorema 3.1.3. Seja L uma func¸a˜o real na˜o-negativa em Rn com as propriedades:
(1) L e´ de classe C∞ no espac¸o furado Rn\0;
(2) L(λy) = λL(y) para todo λ > 0;
(3) A matriz n× n (gij), onde gij(y) :=
[
1
2
L2
]
yiyj
(y), e´ positiva definida em todo y = 0.
Enta˜o temos as seguintes concluso˜es:
(i) (Positividade) L(y) > 0 quando y = 0;
(ii) (Desigualdade Triangular) L(y1 + y2) ≤ L(y1) + L(y2), onde a igualdade ocorre se e
somente se y2 = αy1 ou y1 = αy2 para algum α ≥ 0;
(iii) (Desigualdade Fundamental) wiLyi(y) ≤ L(w) para todo y = 0, e a igualdade ocorre se
e somente se w = αy para algum α ≥ 0.
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Demonstrac¸a˜o: Omitimos a demonstrac¸a˜o, o leitor pode consultar em Bao-Chern-Shen
em [6].
As hipo´teses do teorema acima definem o que significa por uma norma de Minkowski
em Rn. Como consequeˆncia deste teorema temos o seguinte exemplo:
Exemplo 3.1.1 (Norma Euclidiana). Com a homogenidade absoluta em ma˜os, temos um
exemplo de uma norma de Minkowski absolutamente homogeˆnea em Rn,
L(y) :=
√
〈y, y〉,
onde 〈·, ·〉 e´ o produto interno canoˆnico. Esta L e´ chamada a norma Euclidiana de Rn.
Lembramos que toda norma de Minkowski absolutamente homogeˆnea e´ uma norma no
sentido da ana´lise funcional.
Antes de iniciarmos com os exemplos, passemos a uma importante definic¸a˜o em geometria
Finsler.
Definic¸a˜o 3.1.4 (Indicatriz). Seja M uma variedade e x ∈M um ponto fixado. Considere
a superf´ıcie L(x, y) = 1 em TxM e denotamos por γ(x). Enta˜o γ(x) e´ uma subvariedade
diferencia´vel de codimensa˜o 1 de TxM difeomorfa a S
n−1, chamada a indicatriz de L em
x.
Vejamos agora alguns exemplos de variedades Finsler:
Exemplo 3.1.2 (Espac¸os localmente de Minkowski). Uma variedade Finsler (M,L) e´
dita ser localmente Minkowski se, em todo ponto x ∈ M, existe um sistema de coordenadas
locais (xi), com coordenadas do espac¸o tangente induzidas yi, tal que L na˜o depende de xi.
Em termos da fo´rmula, temos
L(y, v) = L
(
y, vi
∂
∂yi|y
)
:= L
(
vi
∂
∂yi|0
)
.
Na˜o daremos mais detalhes, mas exemplos de espac¸os localmente de Minkowski sa˜o, de
fato, normas de Minkowski disfarc¸adas. Na pra´tica, isto na˜o diminui o fato que tais exemplos
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esta˜o entre os mais importantes. Para efeito de ca´lculo, apresentamos uma famı´lia de normas
de Minkowski particularmente instrutiva, onde λ pode ser qualquer constante na˜o negativa
L(x, y) :=
√√
(x)4 + (y)4 + λ[(x)2 + (y)2].
Isto pode ser visto como uma pertubac¸a˜o de me´trica quarta. Sem aprofundar muito, a
pertubac¸a˜o serve para regularizar a singularidade na me´trica quarta.
Exemplo 3.1.3 (Variedades Riemannianas). Seja M uma variedade diferencia´vel de
dimensa˜o n. Uma me´trica Riemanniana diferencia´vel g em M e´ uma famı´lia {gx}x∈M de
produtos internos, um para cada espac¸o tangente TxM, tal que as func¸o˜es gij(x) := gx(
∂
∂xi
, ∂
∂xj
)
sa˜o de classe C∞. Como cada gx e´ um produto interno, a matriz (gij) e´ positiva definida em
todo x ∈M. Podemos escrever
g = gij(x)dx
i ⊗ dxj.
Este g define uma estrutura Finsler sime´trica L em TM pelo mecanismo
L(x, y) :=
√
gx(y, y).
Toda variedade Riemanniana (M, g) e´ portanto uma variedade Finsler. Uma estrutura
Finsler L e´ dita ser Riemanniana se ela prove´m de uma me´trica Riemanniana g justamente
da maneira que descrevemos. Na pra´tica verifica-se isto mostrando que o tensor fundamental
calculado de L na˜o depende de y. Na verdade,
gij :=
(
1
2
L2
)
yiyj
= gij(x).
Isto apenas reforc¸a o que encontramos no artigo de Chern em [10]. Como consequeˆncia
do teorema de Kakutani, uma me´trica Finsler regular e´ Riemanniana se, e somente se, as
indicatrizes sa˜o todas elipso´ides.
Exemplo 3.1.4 (Espac¸o de Randers). Seja M uma variedade n−dimensional. Uma
me´trica Randers e´ uma estrutura Finsler L em TM que possui a forma
L(x, y) := α(x, y) + β(x, y),
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onde α(x, y) :=
√
a˜ij(x)yiyj, e β(x, y) := b˜i(x)y
i. Os a˜ij sa˜o as componentes da me´trica
Riemanniana e os b˜i sa˜o aqueles da 1-forma. Ambos objetos esta˜o em M, e esta˜o fixados.
Observamos tambe´m que devido a presenc¸a do termo β, me´tricas de Randers na˜o satisfazem
L(x,−y) = L(x, y) quando b˜ = 0. De fato, a func¸a˜o Finsler de um espac¸o de Randers e´
absolutamente homogeˆnea se e somente se ela e´ Riemanniana.
Como um exemplo expl´ıcito, sem entrar em detalhes, temos:
Exemplo 3.1.5. Seja M := R2  0. Em cada ponto x ∈ M, a indicatriz tem as seguintes
propriedades:
(1) Ela e´ uma elipse com excentricidade e, possivelmente dependendo de x, no plano tangente
TxM ;
(ii) Um de seus focos esta´ localizado na origem y = 0 de TxM ;
(iii) A diretriz, correspondente ao foco acima, passa sobre o ponto retirado 0 de M, e e´
perpendicular ao segmento de reta de 0 a x.
Usando a te´cnica de Okubo, como esta´ em [6], pode-se mostrar que a fo´rmula para L e´
L(x1, x2, y1, y2) :=
1
e
√
|y|2
|x|2 −
x • y
|x|2 ,
onde |y| :=√(y1)2 + (y2)2 e x • y := x1y1 + x2y2.
Para finalizar esta sec¸a˜o, destacamos um resultado interessante sobre espac¸os normados.
Se um espac¸o normado E e´ estritamente convexo temos que a geode´sica e´ u´nica. Podemos
assim tomar como um exemplo uma variedade Finsler sendo E = Rn e tomando como norma,
a norma do espac¸o l1. Neste caso tomando duas esferas tangentes, vemos que a geode´sica
na˜o e´ u´nica. O leitor interessado em mais detalhes pode consultar Mercuri em [3]. Como
u´ltimo comenta´rio, destacamos que essa norma faz com que a variedade citada acima na˜o
seja Riemanniana, pois essa norma na˜o satisfaz a lei do paralelogramo.
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3.2 Conexo˜es Finsler
Nesta sec¸a˜o apresentamos algumas noc¸o˜es sobre conexo˜es em variedades Finsler, utilizando os
fibrados Finsler. No cap´ıtulo anterior fizemos duas abordagens sobre conexo˜es em variedades
Riemannianas, e aqui pretendemos apresentar de uma maneira clara as noc¸o˜es sobre conexo˜es
Finsler. Conexo˜es em geometria Finsler foram introduzidas por J.L. Synge, J.H. Taylor, L.
Berwald e, o mais importante, Elie Cartan. Ele deu interpretac¸o˜es geome´tricas para os
desenvolvimentos anal´ıticos. A conexa˜o que estamos interessados e´ a conexa˜o de Chern, a
qual daremos a definic¸a˜o e mais alguns exemplos de conexo˜es Finsler. Essa conexa˜o prove´m
da derivada exterior da forma conexa˜o, a forma de Hilbert. Sua diferenciac¸a˜o exterior da´
imediatamente uma conexa˜o, que se reduz a conexa˜o de Levi-Civita no caso Riemanniano.
A conexa˜o de Chern que apresentamos aqui e´ uma conexa˜o linear que age no fibrado
vetorial distinguido π∗TM, situado sobre a variedade TM0 ou no fibrado esfe´rico projetivo
SM. Ela na˜o e´ uma conexa˜o no fibrado TM sobre M. No entanto, ela tem utilidade de uma
maneira equivalente que a conexa˜o de Levi-Civita em geometria Riemanniana. A conexa˜o
de Chern serve para induzir derivadas covariantes na˜o-lineares em M. Nossas derivac¸o˜es
covariantes sa˜o na˜o-lineares no ambiente Finsler geral porque os ditos coeficientes da conexa˜o
tem uma dependeˆncia ou do sentido da derivac¸a˜o ou no vetor que esta´ sendo diferenciado.
Tais coeficientes reduzem-se aos s´ımbolos de Christoffel usuais quando a estrutura Finsler
e´ Riemanniana. Neste caso, a derivada covariante correspondente em M torna-se familiar
devido a Levi-Civita.
3.2.1 O fibrado vetorial π∗TM e os objetos relacionados
Lembrando que o tensor me´trico gij como esta´ na definic¸a˜o 3.1.1 esta´ definido para todo
(x, y) ∈ TM  0 e e´ invariante sobre mu´ltiplo positivo em y. Isso comporta-se como um
produto interno no espac¸o tangente TxM, se na˜o fosse pela dependeˆncia em y = 0. Vamos
considerar o fibrado tangente furado TM  0 como um espac¸o de paraˆmetros, e sobre cada
ponto (x, y) neste espac¸o de paraˆmetros erguemos uma co´pia de TxM. Enta˜o formamos
gij(x,y)dx
i ⊗ dxj
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e o declaramos o seu produto interno em TxM. Destacamos que o espac¸o vetorial TxM e´
determinado unicamente pelos paraˆmetros da posic¸a˜o x em (x, y), enquanto os paraˆmetros
direcionais y na˜o dizem nada sobre isto. E e´ assim que trabalha a geometria Finsler, sempre
tendo em ma˜os a posic¸a˜o e a velocidade. Alertamos o leitor sobre alguma redudaˆncia que
possa existir no esquema acima. Considerando todos os pontos em TM 0 da forma (x, λy),
com x, e y fixados e λ um nu´mero positivo arbitra´rio. Sobre cada ponto, erguemos o mesmo
espac¸o vetorial TxM. Como gij(x,y) e´ invariante sobre a homotetia y → λy, os produtos
internos indicados para estas co´pias de TxM sa˜o tambe´m ideˆnticos.
O fibrado tangente pull-back π∗TM e´ um fibrado vetorial sobre o fibrado tangente
TM  0. A fibra sobre um ponto t´ıpico (x, y) e´ uma co´pia de TxM. A parte pontilhada
representa a retirada da sec¸a˜o nula. Existe uma maneira simples tratar com isso. Podemos,
primeiro, tratar o raio {(x, λy) : λ > 0} como um u´nico ponto no fibrado esfe´rico projetivo
SM. Enta˜o, sobre tal ponto, erguemos uma u´nica co´pia de TxM e dotamos ele com o produto
interno gij(x,y)dx
i⊗dxj. O fibrado vetorial resultante possui fibra de dimensa˜o n como antes,
mas agora ele esta´ sobre o fibrado esfe´rico SM de dimensa˜o 2n − 1. No caso a estrutura
Finsler e´ absolutamente homogeˆnea mais que positivamente homogeˆnea, podemos econo-
mizar mais trocando SM pelo fibrado tangente projetivo PTM. O u´ltimo trata cada reta
{(x, λy) : λ ∈ R} como um u´nico ponto. Agora apresentamos uma te´cnica equivalente de que
destacamos. Seguimos de perto Chern em [6]. Sobre M, temos o fibrado tangente TM e o fi-
brado cotangente T ∗M. Muitos ca´lculos de tensores em geometria Finsler podem ser tratados
em qualquer um dos dois seguintes ambientes: Por motivos anal´ıticos e globais, e´ vanta-
josa para trabalhar com um espac¸o dos paraˆmetros compacto. Neste caso, a variedade base da
escolha e´ o fibrado esfe´rico SM, ou PTM quando L e´ absolutamente homogeˆnea (de grau 1).
Seja p : SM −→ M a aplicac¸a˜o projec¸a˜o canoˆnica. Um bom nu´mero dos nossos objetos
geome´tricos sa˜o sec¸o˜es do fibrado pull-back p∗TM ou seu dual p∗T ∗M, ou os produtos deles.
Estes fibrados esta˜o sobre SM e na˜o sobre M.
Pela facilidade dos ca´lculos locais, tem a vantagem para trabalhar num espac¸o dos
paraˆmetros afim, onde as coordenadas naturais sa˜o facilmente calculadas. Neste caso, a
variedade base preferida e´ o fibrado tangente furado TM  0. Um bom nu´mero dos nossos
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objetos geome´tricos sa˜o sec¸o˜es do fibrado tangente pull-back π∗TM ou do seu dual π∗T ∗M,
ou dos produtos deles. Estes esta˜o sobre TM  0 e na˜o sobre M. Concentramos o trabalho
em TM  0, sempre interessados nos objetos que sa˜o invariantes sob mu´ltiplos positivos. A
abordagem feita por Antonelli em [2], onde os coeficientes da conexa˜o esta˜o expressos em
coordenadas locais. Coordenadas locais (xi) em M produzem as sec¸o˜es bases { ∂
∂xi
} e {dxi},
respectivamente, para TM e TM∗. Assim, sobre cada ponto (x, y) na variedade TM  0, a
fibra de π∗TM e´ o espac¸o vetorial TxM enquanto que de π∗T ∗M e´ o espac¸o vetorial T ∗xM.
Assim, os ∂
∂xi
e os dxi da˜o ascensa˜o para as sec¸o˜es dos fibrados pull-back, de uma maneira
bastante simples. Estas sec¸o˜es transplantadas sa˜o definidas localmente em x e global-
mente em y. Esta natureza global em y a´ automa´tica porque uma vez que x e´ fixado, as
sec¸o˜es transplantadas na˜o mudam quando variamos y. Alertamos o leitor que no sentido de
fixar uma notac¸a˜o, tambe´m usamos os s´ımbolos ∂
∂xi
e dxi para denotar as sec¸o˜es transplan-
tadas. Estamos indo em direc¸a˜o a definir a forma de Hilbert como citamos no in´ıcio desta
sec¸a˜o. Existe uma sec¸a˜o distinguida l de π∗TM. Ela e´ definida por
Definic¸a˜o 3.2.1. A sec¸a˜o distinguida l de π∗TM e´ a sec¸a˜o
l = l(x,y) :=
yi
L(y)
∂
∂xi
=
yi
L
∂
∂xi
=: li
∂
∂xi
. (3.2)
onde L e´ a estrutura Finsler.
Sua sec¸a˜o dual natural e´ a forma de Hilbert w, a qual e´ uma sec¸a˜o de π∗T ∗M. Assim
definimos,
Definic¸a˜o 3.2.2 (forma de Hilbert). A forma de Hilbert e´ a 1-forma
w = w(x,y) := Lyi(x, y)dx
i = Lyidx
i. (3.3)
Ambas sec¸o˜es l e w sa˜o globalmente definidas na variedade TM0. A dualidade afirmada
acima significa que
w(l) =
yi
L
Lyi = 1,
a qual e´ uma consequeˆncia do teorema de Euler. Para mais detalhes o leitor pode consultar
[6]. Antes de definirmos o tensor fundamental e o tensor de Cartan, colocamos duas definic¸o˜es
sobre suas componentes. Desta forma, temos a seguinte definic¸a˜o:
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Definic¸a˜o 3.2.3.
gij :=
(
1
2
L2
)
yiyj
= LLyiyj + LyiLyj . (3.4)
Esta func¸a˜o e´ uma componente do tensor fundamental que definiremos em breve. E da
mesma forma temos a seguinte definic¸a˜o:
Definic¸a˜o 3.2.4.
Aijk :=
L
2
∂gij
∂yk
=
L
4
(L2)yiyjyk . (3.5)
Esta func¸a˜o e´ uma componente do tensor de Cartan que definiremos a seguir. Ambas
sa˜o sime´tricas nos treˆs ı´ndices i, j, k. Todas essas func¸o˜es sa˜o homogeˆneas de grau zero, ou
seja, elas sa˜o invariantes sob mu´ltiplo escalar y → λy.
Definic¸a˜o 3.2.5. O fibrado pull-back π∗TM admite uma me´trica Riemanniana natural
g = gij dx
i ⊗ dxj,
este e´ o que denominamos o tensor fundamental que temos citado acima.
Ele e´ uma sec¸a˜o sime´trica de π∗TM ⊗ π∗T ∗M. Da mesma forma, definimos:
Definic¸a˜o 3.2.6. O tensor de Cartan e´ definido como
A = Aijkdx
i ⊗ dxj ⊗ dxk,
o qual e´ uma sec¸a˜o sime´trica de π∗T ∗M ⊗ π∗T ∗M ⊗ π∗T ∗M.
Lembramos que temos suprimido o ponto (x, y) dos ca´lculos para evitar confusa˜o. Como
mencionamos antes, o objeto
Cijk :=
1
L
Aijk
e´ chamado o tensor de Cartan na literatura em geral. Trabalhamos com quantidades que
sa˜o homogeˆneas de grau 0 porque elas fazem sentido no fibrado esfe´rico (projetivo) SM. Um
outra consequeˆncia do teorema de Euler, encontrada em Chern [6] e´ que a sec¸a˜o distinta l
possui norma 1 com respeito a me´trica Riemanniana, ou seja,
g(l, l) = gij
yi
L
yj
L
= 1.
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3.2.2 A conexa˜o na˜o-linear em TM  0
Aqui apresentamos, brevemente, algumas equac¸o˜es que aparecem em conexo˜es Finsler. Es-
tamos interessados em descrever a conexa˜o na˜o-linear em TM  0. As componentes gij do
tensor fundamental sa˜o func¸o˜es em TM  0 e sa˜o invariantes sob mu´ltiplo escalar em y.
Usamos elas para definir:
Definic¸a˜o 3.2.7. Os s´ımbolos de Christoffel formais do segundo tipo sa˜o definidos por
γijk := g
is1
2
(
∂gsj
∂xk
− ∂gjk
∂xs
+
∂gks
∂xj
)
. (3.6)
Definimos tambe´m as quantidades:
Definic¸a˜o 3.2.8. A conexa˜o na˜o-linear N ij em TM  0 e´ definida por
N ij := γ
i
jky
k − Cijkγkrsyrys. (3.7)
A prefereˆncia pelos objetos invariantes sobre y → λy direciona que trabalhemos com
N ij
L
:= γijkl
k − Aijkγkrslrls
em vez do outro. Aqui enfatizamos que em Antonelli [2] a conexa˜o Finsler e´ tratada como
uma tripla de coeficientes (N ij , F
i
jk, C
i
jk), onde N
i
j e´ o coeficiente na˜o-linear, F
i
jk e´ o coefi-
ciente horizontal e Cijk e´ o coeficiente vertical da conexa˜o. Mais adiante mostraremos suas
expresso˜es em coordenadas no caso da conexa˜o de Cartan. O fibrado tangente da variedade
TM possui uma base de coordenadas locais que consiste dos ∂
∂xi
e ∂
∂yj
. Destacamos que
na transformac¸a˜o em TM induzida pela mudanc¸a de coordenadas em M, os vetores ∂
∂xi
transformam-se de uma maneira um tanto complicada, como esta´ em [6]. Por outro lado os
∂
∂yj
na˜o tem este problema. O fibrado cotangente de TM possui uma base coordenada local
{dxi, dyi}. Novamente, os dxi comportam-se simplesmente, enquanto dyi na˜o. A soluc¸a˜o esta´
trocando ∂
∂xi
por
δ
δxj
:=
∂
∂xj
−N ij
∂
∂yi
,
e dyi por
δyi := dyi + N ijdx
j.
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Como antes, prefere-se trabalhar com
δyi
L
=
1
L
(dyi + N ijdx
j),
o qual e´ invariante sob mu´ltiplo em y. Notemos que
δ
δxj
tem seu dual dxj e L ∂
∂yi
tem seu dual
δyi
L
. Estes objetos somente teˆm sentido em TM  0. Apresenta-se que a variedade TM  0
possui uma me´trica Riemanniana natural
gij dx
i ⊗ dxj + gij δy
i
L
⊗ δy
j
L
,
conhecida como uma me´trica (tipo) Sasaki. Com respeito a esta me´trica, o subespac¸o
horizontal gerado por δ
δxj
e´ ortogonal ao subespac¸o vertical gerado por L δ
δyi
. A variedade
TM  0 admite portanto uma conexa˜o de Ehresmann sobre TM  0, e esta´ u´ltima
deve sua existeˆncia diretamente as quantidades N ji . Isto e´ porque os N
j
i sa˜o coletivamente
conhecidos como a conexa˜o na˜o-linear. Agora, introduzimos duas novas bases (locais) que
sa˜o duais uma da outra: { δ
δxj
, L ∂
∂yi
} para o fibrado tangente de TM  0 e {dxi, δyi
L
} para o
fibrado cotangente de TM  0. Como TM  0 e´ uma variedade Riemanniana com a me´trica
(tipo) Sasaki, as bases acima possuem ortonormalidade ana´loga. O leitor interessado em
mais detalhes pode consultar a refereˆncia [6].
3.2.3 A conexa˜o de Chern em π∗TM
Trazemos aqui uma abordagem sobre a conexa˜o de Chern onde pretendemos esclarecer alguns
resultados. Lembramos que a sec¸a˜o distinta
l :=
yi
L(y)
∂
∂xi
= li
∂
∂xi
e o tensor fundamental
g := (LLyiyj + LyiLyj) dx
i ⊗ dxj = gij dxi ⊗ dxj
sa˜o ambos sec¸o˜es dos fibrados tensoriais que esta˜o sobre a variedade TM  0. Como um
move-se em TM, fazem com que na˜o somente os componentes li e gij variar, mas sec¸o˜es base
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∂
∂xi
e dxi tambe´m. Assim, quando calculamos a taxa de variac¸a˜o ∇vE de qualquer campo
tensorial E sobre uma direc¸a˜o dada v no ponto p, devemos invocar a regra do produto. Como
por exemplo,
∇lv = (dlj)(v)
∂
∂xj
+ lj∇v ∂
∂xj
e
∇v g = (dgij)(v)dxi ⊗ dxj + gij(∇v dxi)⊗ dxj + gijdxi ⊗ (∇v dxj).
Os termos do lado direito destas fo´rmulas dividem-se em dois grupos: o primeiro, consiste
dos (dlj)(v)
∂
∂xj
e (dgij)(v)dx
i ⊗ dxj. Eles veˆm da derivada direcional ordina´ria das compo-
nentes, as quais sa˜o escalares, mas deixando as sec¸o˜es bases sozinhas. No segundo grupo,
as componentes da esquerda sa˜o invariantes, mas temos que fazer sentido das quantidades
∇v ∂
∂xj
e ∇vdxi. Intuitivamente, isto e´ feito calculando os valores das sec¸o˜es bases ∂
∂xj
ou
dxi como movemos sempre de p na direc¸a˜o de v. Estes sa˜o enta˜o comparados pelo seu valor
em p no sentido de produzir a taxa de variac¸a˜o requisitada. Entretanto, antes que uma com-
parac¸a˜o possa ser realizada, os valores calculados devem primeiramente ser transportados
de volta a p. Em geral, numa variedade na˜o existe uma maneira canoˆnica para cumprir o
nosso transporte. O melhor que podemos fazer e´ especificar um que na˜o age sem estrago de
qualquer restric¸a˜o geome´trica ou topolo´gica. Estas especificac¸o˜es sa˜o usualmente explicadas
na forma das assim chamadas equac¸o˜es estruturais. Enta˜o resolve-se estas equac¸o˜es para
obter as 1-formas conexa˜o wij, usando as derivadas covariantes ∇v
∂
∂xj
e ∇vdxi podem ser
explicitamente escritas como:
∇v ∂
∂xj
:= wij(v)
∂
∂xi
, (3.8)
∇v dxi := −wij(v)dxj (3.9)
Para detalhes sobre o aparecimento do sinal negativo na equac¸a˜o (3.9) ver Chern em
[6]. Finalmente, vamos supor que as equac¸o˜es estruturais esta˜o bem propostas, e as formas
conexa˜o esta˜o bem resolvidas. Vamos substituir (3.8) e (3.9) nas nossas fo´rmulas para ∇vl
e ∇vg, remarcando alguns ı´ndices somato´rios, e suprimindo v. O resultado e´:
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∇l = (dli + ljwij)⊗
∂
∂xi
, (3.10)
∇g = (dgij − gkjwki − gikwkj )⊗ dxi ⊗ dxj. (3.11)
O operador ∇, ou o wij coletivamente, define o que e´ chamada uma conexa˜o linear em
π∗TM e seus produtos tensoriais associados. Cada conexa˜o linear, por exemplo, a conexa˜o
de Chern que introduzimos, e´ completamente caracterizada pelas suas equac¸o˜es estruturais.
No entanto, existe um conjunto geral de axiomas que todas conexo˜es linear devem satisfazer.
Elas sa˜o:
(i) ∇v(fE) = (df)(v)E + f∇vE;
(ii) ∇v(E1 + E2) = ∇vE1 +∇vE2;
(iii) ∇λvE = λ∇vE para todas constantes λ;
(iv) ∇v1+v2E = ∇v1E +∇v2E.
Agora enunciamos o teorema sobre a conexa˜o de Chern:
Teorema 3.2.9 (Chern). Seja (M,L) uma variedade Finsler. O fibrado pull-back π∗TM
admite uma u´nica conexa˜o linear, chamada conexa˜o de Chern. Suas formas conexa˜o sa˜o
caracterizadas pelas equac¸o˜es estruturais:
∗ Sem torsa˜o: d(dxi)− dxj ∧ wij = −dxj ∧ wij = 0;
∗ Quase g−compat´ıvel: dgij − gkjwki − gikwkj = 2Aijs
δys
L
.
De fato, sem torsa˜o e´ equivalente a auseˆncia dos termos dyk em wij; a saber,
wij = Γ
i
jk dx
k, (3.12)
junto com a simetria
Γikj = Γ
i
jk. (3.13)
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Quase compat´ıvel com a me´trica enta˜o implica que
Γljk = γ
l
jk − gli
(
Aijs
N sk
L
− AjksN
s
i
L
+ Akis
N sj
L
)
(3.14)
Equivalentemente,
Γljk =
gis
2
(
δgsj
δxk
− δgjk
δxs
+
δgks
δxj
)
. (3.15)
Observamos que g e´ a fibra me´trica Riemanniana de π∗TM. Ela na˜o e´ para ser confudida com
a me´trica (tipo) Sasaki. Os s´ımbolos γljk, definidos em (3.6), sa˜o os s´ımbolos de Christoffel
do segundo tipo, associados com o tensor fundamental. Os N ij esta˜o definidos em (3.7).
Eles representam a conexa˜o na˜o-linear de Ehresmann no fibrado tangente de TM  0. A
fo´rmula (3.15) e´ a raza˜o de ser da conexa˜o de Chern. Note sua similaridade estrutural com
os s´ımbolos de Christoffel em (3.6). Entretanto, existem treˆs conexo˜es famosas na literatura,
cada qual com seu me´rito. Expressamos-as em termos da conexa˜o de Chern.
Exemplo 3.2.1 (Conexa˜o de Cartan). A conexa˜o de Cartan e´ dada por
wij + A
i
jk
δyk
L
.
Ela e´ compat´ıvel com a me´trica mas possui torsa˜o.
Agora trazemos uma abordagem feita por Antonelli em [2]. A conexa˜o de Cartan acima
sem deflexa˜o, h−me´trica e v− me´trica e´ dada pelos coeficientes definidos por
N ij = ∂(j)(γ
i
kly
kyl),
F ijk =
1
2
gil(δjglk + δkgjl − δlgjk),
Cijk =
1
2
gil(∂(j)glk + ∂(k)gjl − ∂(l)gjk) = 1
2
gil∂(j)glk,
onde gij e´ a matriz inversa de gij, e
γikl =
1
2
gil(∂jglk + ∂kgjl − ∂lglk).
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Lembramos que na notac¸a˜o acima temos que ∂(i) =
∂
∂yi
e ∂i =
∂
∂xi
. Note que a fo´rmula
acima para F ijk e C
i
jk parece com a expressa˜o conhecida para os coeficientes da conexa˜o de
Levi-Civita em geometria Riemanniana. Ale´m disso, os coeficientes da conexa˜o horizontal
F ijk sa˜o sime´tricos em j, k. A conexa˜o de Cartan pode, de fato, ser considerada como uma
generalizac¸a˜o da conexa˜o de Levi-Civita.
Exemplo 3.2.2 (Conexa˜o de Hashiguchi). A conexa˜o de Hashiguchi e´ dada por
wij + A
i
jk
δyk
L
+ A˙ijkdx
k.
Aqui, A˙ = ∇lˆA e´ a derivada covariante horizontal do tensor de Cartan sobre a direc¸a˜o
(horizontal) distinta lˆ := li
δ
δxi
.
Exemplo 3.2.3 (Conexa˜o de Berwald). A conexa˜o de Berwald e´ dada por
wij + A˙
i
jkdx
k.
Como a conexa˜o de Chern, ela na˜o possui torsa˜o. Ela relaciona-se mais diretamente com a
conexa˜o na˜o-linear N ij , e mais adequada com o estudo da geometria das curvas.
O leitor interessado em ver um tratamento mais sistema´tico destas conexo˜es pode con-
sultar a refereˆncia [6]. Especialistas em geometria Finsler podem se questionar porque a
conexa˜o de Rund e´ visivelmente ausente no que foi visto antes. A raza˜o e´ que ela coincide
com a conexa˜o de Chern, como apontado por Anastasiei.
Vamos descrever a conexa˜o de Chern para duas importantes famı´lias de espac¸os Finsler:
as variedades Riemannianas sa˜o caracterizadas pelo L2 tendo somente uma dependeˆncia
quadra´tica expl´ıcita em y. Como um resultado, dependeˆncia y sera´ ausente do tensor fun-
damental, o qual enta˜o coincide com a me´trica Riemanniana sobre a variedade M. Como
o tensor de Cartan A se anula neste caso, a fo´rmula (3.14) reduz-se a Γijk = γ
i
jk. Assim,
em variedades Riemannianas, os coeficientes da conexa˜o de Chern Γijk sa˜o simplesmente os
s´ımbolos de Christoffel da me´trica Riemanniana do segundo tipo. Os espac¸os localmente
de Minkowski sa˜o caracterizados pelo L na˜o tendo dependeˆncia em x em algumas cartas
coordenadas privilegiadas. Consequentemente o tensor fundamental se anula e assim seus
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s´ımbolos de Christoffel formais. Olhando para (3.7) vemos que a conexa˜o na˜o-linear N ij
tambe´m e´ zero. Isto reduz a fo´rmula (3.14) para Γijk = 0. Assim, para espac¸os localmente de
Minkowski, os coeficientes da conexa˜o de Chern completamente se anulam em certas coor-
denadas naturais. Em coordenadas naturais arbitra´rias, asseguramos que estes coeficientes
da conexa˜o podem na˜o ter em sua maioria dependeˆncia em x (mas nenhuma em y).
Depois dessas considerac¸o˜es sobre conexo˜es Finsler, direcionamos o trabalho para o que
Antonelli faz em [2]. Seja M equipada com uma conexa˜o Finsler (N ij , F
i
jk, C
i
jk), N
i
j sendo
na˜o-linear, F ijk o horizontal, e C
i
jk o vertical coeficientes da conexa˜o. Estabelecemos
∂i =
∂
∂xi
e
δi = ∂i −N ji ∂(j).
Assumimos que a conexa˜o Finsler e´ h−me´trico e v−me´trico, isto e´,
δigjk = F
l
ijglk + F
l
ikgjl,
∂(i)gjk = C
l
ijglk + C
l
ikgjl,
sem deflexa˜o, isto e´,
N ij = F
i
jky
k
e v−sime´trica, isto e´,
Cijk = C
i
kj.
Segue, em particular, que Cijk =
1
2
gil∂(j)glk sa˜o os coeficientes da conexa˜o vertical canoˆnicos.
Neste trabalho descrevemos nossa generalizac¸a˜o da teoria de difuso˜es em variedades Rie-
mannianas para o caso de variedades Finsler segundo Antonelli em [2]. A teoria de processos
de difusa˜o em variedades Riemannianas esta´ nos artigos pioneiros de Elworthy em [11],
Emery em [12] por Itoˆ e possui agora uma expansa˜o cla´ssica de ca´lculo estoca´stico com
va´rias aplicac¸o˜es na matema´tica e f´ısica (veja, por exemplo, Emery em [12]). Encerramos
esta sec¸a˜o destacando que nos textos de Chern em [6] entre outros autores, a estrutura Finsler
e´ denotada por F em vez de L. Nossa preocupac¸a˜o e´ de evitar confusa˜o com os coeficientes
da conexa˜o Finsler.
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3.3 Transporte Paralelo Estoca´stico
Numa variedade Finsler a noc¸a˜o de paralelismo ao longo de uma curva dada dividi-se em
dois conceitos alternativos, os quais sera˜o referidos como h−paralelismo e hv−paralelismo.
Comec¸amos introduzindo estas duas noc¸o˜es de paralelismo sobre uma curva diferencia´vel no
caso determin´ıstico. O caso determin´ıstico enta˜o usara´ um processo de aproximac¸a˜o indo
para a definic¸a˜o de h e hv−paralelismo sobre um semimartingale.
Nesta sec¸a˜o, M denotara´ uma variedade Finsler de dimensa˜o n com func¸a˜o me´trica
fundamental L, tensor me´trico gij, e a conexa˜o de Cartan (N
i
j , F
i
jk, C
i
jk). Qualquer conexa˜o
Finsler sem deflexa˜o h e v−me´trico pode ser usada em vez da conexa˜o de Cartan.
3.3.1 h-transporte paralelo determin´ıstico
Seja x(t) ∈M, onde t ∈ [0, T ], uma curva diferencia´vel em M.
Definic¸a˜o 3.3.1. Dizemos que um campo vetorial y(t) ∈ TMx(t) e´ h−paralelo sobre x(t) se
dyi
dt
= −N ij(x, y)
dxj
dt
, (3.16)
N ij(x, y) sendo os coeficientes da conexa˜o na˜o-linear em M.
Em particular, se M e´ uma variedade Riemanniana com a conexa˜o de Levi-Civita` γijk,
enta˜o N ij(x, y) = γ
i
jk(x)y
k e´ func¸a˜o linear de y e (3.16) e´ justamente a equac¸a˜o diferencial
linear padra˜o para um campo vetorial sobre x(t). Mas no caso geral (3.16) e´ uma equac¸a˜o
diferencial na˜o-linear em y. Por isto, o h−transporte paralelo regido por (3.16) tambe´m sera´
referido como o transporte paralelo na˜o-linear.
E´ fa´cil verificar que se (3.16) e´ satisfeita, enta˜o L(x(t), y(t)) = k, onde k e´ uma constante.
Segue-se que se y(0) = 0, enta˜o y(t) = 0 para todo t. Esta simples propriedade e´ essencial,
porque a maioria dos objetos em geometria Finsler na˜o sa˜o definidos (ou pelo menos na˜o
sa˜o diferencia´veis) em y = 0 devido a homogeinidade em y. Como L(x(t), y(t)) = k, segue-se
tambe´m que a soluc¸a˜o y(t) para (3.16) com condic¸a˜o inicial arbitra´ria y(0) = y0 = 0 na˜o
pode explodir no tempo finito (i.e. para todo intervalo de tempo finito, a trajeto´ria da
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soluc¸a˜o esta´ contida num subconjunto compacto de
◦
TM), o qual significa que isto pode ser
estendido para todo t ∈ [0, T ].
No caso 0 = y(t) ∈ TMx(t) e´ h−paralelo sobre x(t) dizemos tambe´m que a curva
(x(t), y(t)) e´ um h−levantamento da curva x(t) de M para o fibrado tangente furado
◦
TM . O
h−levantamento e´ definido unicamente, se a condic¸a˜o inicial 0 = y0 ∈ TMx(0) e´ especificada.
3.3.2 hv-transporte paralelo determin´ıstico
Ao contra´rio do caso anterior, consideremos uma curva diferencia´vel arbitra´ria (x(t), y(t))
no fibrado tangente furado
◦
TM ao inve´s de em M. Aqui x(t) ∈ M e 0 = y ∈ TMx(t) para
todo t ∈ [0, T ].
Definic¸a˜o 3.3.2. Um campo vetorial u(t) ∈ TMx(t) e´ dito ser hv−paralelo ao longo de
(x(t), y(t)) se
dui
dt
= −F ijk(x, y)uk
dxj
dt
− Cijk(x, y)uk
δyj
dt
, (3.17)
onde
δyj
dt
=
dyj
dt
+ N ij(x, y)
dxj
dt
.
Uma consequeˆncia simples do fato que a conexa˜o e´ h e v−me´trica e sem deflexa˜o e´ que
se u(t) e v(t) sa˜o duas soluc¸o˜es para (3.17), enta˜o
gij(x(t), y(t))u
i(t)vj(t) = k, (3.18)
onde k e´ constante. Segue-se que uma soluc¸a˜o u(t) para (3.17) na˜o pode explodir num tempo
finito, i.e., pode ser estendida para todo t ∈ [0, T ], e se u(0) = 0, enta˜o u(t) = 0 para todo
t ∈ [0, T ].
Comparando (3.16) com (3.17) e considerando que F ijk(x, y)y
k = N ij(x, y) e C
i
jk(x, y)y
k =
0, pode-se facilmente ver uma relac¸a˜o entre os dois tipos de paralelismo: numa variedade
Finsler M um campo vetorial 0 = y(t) ∈ TMx(t) e´ h−paralelo sobre x(t) ∈ M se e somente
se y(t) e´ hv−paralelo sobre (x(t), y(t)).
Suponha que para todo t ∈ [0, T ], z(t) = (z1(t), ..., zn(t)) e´ uma base linear em TMx(t)
tal que cada elemento das bases vetoriais zj(t) ∈ TMx(t) e´ hv−paralelo sobre (x(t), y(t)),
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i.e., satisfaz (3.17). Por (3.18), se a base z(t) e´ ortonormal relativa a forma quadra´tica
g(x(t), y(t)) ∈ T 02 Mx(t) para qualquer t ∈ [0, T ] fixado, enta˜o isto e´ assim para todo t ∈
[0, T ]. Dizemos que a curva (x(t), y(t), z(t)) e´ um hv−levantamento de (x(t), y(t)) de
◦
TM
para o assim chamado fibrado Finsler ortonormal OTM. Este u´ltimo e´ definido como um
fibrado principal sobre
◦
TM cujo espac¸o total consiste dos elementos (x, y, z), onde x ∈ M,
0 = y ∈ TMx, e z = (z1, ..., zn) e´ uma base ortonormal em TMx relativa a forma quadra´tica
g(x, y) ∈ T 02 Mx, i.e.,
gij(x, y)z
i
kz
j
l = δkl,
com projec¸a˜o π : OTM  (x, y, z) −→ (x, y) ∈
◦
TM . A estrutura diferencia´vel de OTM pode
ser obtida de M. A saber, se (xi) sa˜o coordenadas locais num conjunto aberto U ⊂M, enta˜o
podemos escrever y = yi∂i para qualquer y ∈ TMx e zj = zij∂i para cada vetor zj de qualquer
base linear z = (z1, ..., zn) em TMx, onde x ∈ U, e usando (xi, yi, zij) como coordenadas
locais em π−1(U) ⊂ OTM. O grupo estrutural de OTM e´ o grupo O(n) das transformac¸o˜es
ortogonais de Rn com a ac¸a˜o a` esquerda Rh(x, y, z) = (x, y, zh), onde (zh)i = h
j
izj, para
qualquer h ∈ O(n) e (x, y, z) ∈ OTM.
3.3.3 h-transporte paralelo estoca´stico
Seja x(t) um semimartingale em M definido para todo t ∈ [0, T ] , onde T > 0 e´ um tempo
de parada. Aproximaremos x(t) por processos com trajeto´rias aleato´rias diferencia´veis por
partes, para as quais o h−transporte paralelo e´ definido pela equac¸a˜o diferencial ordina´ria
(3.16). Tomando o limite quando a aproximac¸a˜o tende a x(t) no sentido descrito acima
obteremos uma EDE estendendo (3.16) para o caso dos semimartingales. Fazendo assim
devemos contar com os resultados bem conhecidos de aproximac¸o˜es de EDE’s em variedades
pelas equac¸o˜es diferenciais ordina´rias (ver, por exemplo, Emery em [12]).
Definic¸a˜o 3.3.3. Uma regra de interpolac¸a˜o em M e´ uma aplicac¸a˜o mensura´vel I de
M ×M × [0, 1] em M tal que I(x, x, t) = x, que t −→ I(x, y, t) e´ uma curva diferencia´vel
ligando x (para t = 0) a y (para t = 1) e que, uniformemente em cada compacto de M,
∂m
∂tm
I(x, y, t) ∈ O(‖x− y‖m) para m = 1, 2 e 3.
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A u´ltima condic¸a˜o acima significa que se d e´ uma distaˆncia Riemanniana em M, ou a
distaˆncia induzida por qualquer mergulho pro´prio em Rn(em conjuntos compactos, todas
estas distaˆncias sa˜o equivalentes, no sentido que raios sa˜o limitados por cima e por baixo),
e se ‖ · ‖ e´ qualquer norma no espac¸o vetorial TxM (ou τxM, ou o espac¸o dos operadores
diferenciais de terceira ordem em x) que dependem diferencia´velmente sobre x (se x varia num
compacto, elas sa˜o equivalentes tambe´m), quando
‖I(m)(x, y, t)‖
dm(x, y)
continua limitado quando
(x, y) varia sobre uma vizinhanc¸a de um subconjunto compacto da diagonal em M × M
e t em [0, 1]. Claramente, as equivaleˆncias acima mencionadas implicam que esta definic¸a˜o
e´ intr´ınseca: regras de interpolac¸a˜o continuam sendo tais quando transferidas atrave´s de
difeomorfismos.
Integrais de Stratonovich e integrais determin´ısticas tem um comportamento muito sim-
ilar; isto explica o fato que Malliavin chama princ´ıpio de transfereˆncia. Muitas construc¸o˜es
geome´tricas cla´ssicas envolvendo curvas diferencia´veis estendem para semimartingales via
integrais de Stratonovich. Mais detalhes sa˜o esta˜o feitos por Emery em [13].
O que vamos descrever agora e´ um exemplo do princ´ıpio de transfereˆncia (usado em
va´rias outras situac¸o˜es). Uma aproximac¸a˜o diferencia´vel por partes de um semimartigale
x(t) em M pode ser obtida tomando uma divisa˜o π : 0 = t0 < t1 < ... < tn = T do
intervalo de tempo e juntando os pontos x(t0), x(t1), ..., x(tn) por curvas diferencia´veis por
partes convenientes. Isto pode ser realizado por meio de uma regra de interpolac¸a˜o segundo
a definic¸a˜o 3.3.3 acima.
Dada uma regra de interpolac¸a˜o I e uma divisa˜o π do intervalo de tempo, definimos a
aproximac¸a˜o xπ(t) do processo x(t) por
xπ(t) = I
(
x(ti − 1), x(ti), t− ti−1
ti − ti−1
)
para t ∈ [ti−1, ti] , i = 1, 2, ..., n. (3.19)
Se x(ti − 1) e x(ti) tambe´m sa˜o distantes um do outro, assim que (x(ti − 1), x(ti)) /∈ V,
enta˜o podemos, por exemplo, estender I para uma func¸a˜o mensura´vel em M ×M × [0, 1], ou
deixando xπ(t) indefinida para t ≥ ti−1. Isto e´, de qualquer maneira, apenas o comportamento
de I nas proximidades da diagonal que interessa no limite quando
|π| = max
i
|ti − ti−1|
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tende a zero.
Cada trajeto´ria aleato´ria da aproximac¸a˜o xπ(t) e´ uma curva diferencia´vel por partes em
M e pode ser h−levantada para
◦
TM assim produzindo um processo yπ(t) ∈ TMxπ(t), do qual
as trajeto´rias aleato´rias satisfazem a equac¸a˜o diferencial ordina´ria (3.16) para o h−transporte
paralelo, o qual agora tem a forma
dyiπ
dt
= −N ij(xπ, yπ)
dxjπ
dt
.
Fazemos x(0) = x0 e fixando a mesma condic¸a˜o inicial yπ(0) = y0 para toda partic¸a˜o π,
onde 0 = y0 ∈ TMx0 e´ um F0−vetor aleato´rio mensura´vel (note que xπ(0) = x0 para toda
partic¸a˜o π). Anuciamos agora dois teoremas retirados de Emery em [12].
Teorema 3.3.4. Em M, seja I uma regra de interpolac¸a˜o e X um semimartingale. Se
σ = (0 = T0 ≤ T1... ≤ Tl ≤ ...) e´ uma subdivisa˜o do tempo [0,∞), defina o processo
interpolado Xσ por
Xσt = I
(
XTl , XTl+1 ,
t− Tl
Tl+1 − Tl
)
para Tl ≤ t ≤ Tl+1 (ele na˜o e´ adaptado, mas cont´ınuo e diferencia´vel por partes). Para toda
forma (primeira ordem) α em M, quando |σ| = sup(Tl+1−Tl) vai a zero, a integral calculada
caminho a caminho ∫
〈α, dXσ〉 =
∫
〈α, X˙σ〉dt
converge em probabilidade para a integral de Stratonovich
∫
〈α, δX〉 uniformemente em con-
juntos compactos em probabilidade.
Este teorema pode ser considerado como um caso particular de soluc¸o˜es aproximadas
para EDE de Stratonovich como esta´ em Emery [12].
Teorema 3.3.5. Seja X um M−semimartingale, Y0 uma N−varia´vel aleato´ria F0 men-
sura´vel e uma EDE de Stratonovich como em (1.7); seja ale´m disso I uma regra de inter-
polac¸a˜o em M, e para toda subdivisa˜o σ = (0 = T0 ≤ ... ≤ Tl ≤ ...) de [0,∞), defina o
processo interpolado Xσ como esta´ no teorema acima. Denote por Y (respectivamente Y σ)
a soluc¸a˜o de (1.7) (respectivamente δY σ = e(Xσ, Y σ)δσ) com valor inicial Y 0, definida no
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intervalo maximal [0, ζ) (respectivamente [0, ζσ). Quando |σ| = supl |Tl+1 − Tl| vai a zero,
ζσ∧ζ converge em probabilidade a ζ e, em [0, ζ), Y σ tende a Y uniformemente em conjuntos
compactos em probabilidade.
Estamos agora em condic¸o˜es de aplicar o Teorema 3.3.5 acima como esta´ em Emery
[12]. Segue-se que yπ(t) converge em uniformemente em probabilidade com respeito a t em
qualquer conjunto compacto quando |π| converge para 0 para a soluc¸a˜o y(t) ∈ TMx(t) para
a EDE de Stratonovich
dyi = −N ij(x, y) ◦ dxj (3.20)
com condic¸a˜o inicial y(0) = y0.
Definic¸a˜o 3.3.6. O processo limitante y(t) sera´ chamado o h−transporte paralelo estoca´stico
de y0 sobre x(t) e o semimartingale (x(t), y(t)) em TM sera´ chamado o h−levantamento do
semimartingale x(t) ∈M.
3.3.4 hv-transporte paralelo estoca´stico
A construc¸a˜o e´ similar ao caso do h−transporte paralelo, exceto que agora comec¸amos com
um semimartingale arbitra´rio (x(t), y(t)) em
◦
TM e usamos a regra de interpolac¸a˜o I em
◦
TM, antes que em M. Uma interpolac¸a˜o natural pode ser escolhida usando o levantamento
diagonal G do tensor me´trica Finsler g para o fibrado cortado
◦
TM definido por
G(x, y) = gij(x, y)dx
i ⊗ dxj + gij(x, y)δyi ⊗ δyj (3.21)
para qualquer x ∈M e 0 = y ∈ TMx, onde δyi = dyi+N ij(x, y)dxj. O levantamento diagonal
G e´ uma me´trica Riemanniana em
◦
TM e podemos tomar a regra de interpolac¸a˜o geode´sica
correspondente I. Enta˜o, para qualquer partic¸a˜o π, tomamos a aproximac¸a˜o diferencia´vel
por partes (xπ(t), yπ(t)) de (x(t), y(t)) definida pela fo´rmula ana´loga a (3.19). Seja uπ(t) ∈
TMxπ(t) um processo cujas trajeto´rias aleato´rias satisfazem a equac¸a˜o diferencial (3.17) para
o hv−transporte paralelo, i.e.,
duiπ
dt
= −F ijk(xπ, yπ)ukπ
dxjπ
dt
− Cijk(xπ, yπ)ukπ
δyjπ
dt
,
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onde
δyjπ
dt
=
dyiπ
dt
+ N ij(xπ, yπ)
dxjπ
dt
.
Tambe´m assumimos que uπ(t) satisfaz a condic¸a˜o inicial uπ(0) = u0 ∈ TMx0 para toda
partic¸a˜o π, onde u0 e´ um F0−vetor aleato´rio mensura´vel. Enta˜o, pelo Teorema 3.3.5 acima,
uπ(t) converge uniformemente em probabilidade com respeito a t em qualquer conjunto
compacto quando |π| → 0 para a soluc¸a˜o u(t) ∈ TMx(t) da EDE de Stratonovich
dui = −F ijk(x, y)uk ◦ dxj − Cijk(x, y)uk ◦ δyj, (3.22)
onde
δyi = dyi + N ij(x, y) ◦ dxj,
com condic¸a˜o inicial u(0) = u0.
Definic¸a˜o 3.3.7. Dizemos enta˜o que u(t) e´ o hv−transporte paralelo estoca´stico de u0 sobre
o semimartingale (x(t), y(t)).
3.4 Rolling Finsler sobre curvas diferencia´veis
Consideremos duas variedades de Finsler M e M˜ com tensores me´tricos gij e g˜ij e coeficientes
da conexa˜o de Cartan (N ij , F
i
jk, C
i
jk) e (N˜
i
j , F˜
i
jk, C˜
i
jk), respectivamente. Vamos imaginar que
as variedades rolam, sem deslizar, ao longo de uma curva diferencia´vel trac¸ada em cada
um delas. Para construir este conceito precisamos especificar um sistema de equac¸o˜es difer-
enciais apropriado. Estas equac¸o˜es diferenciais sera˜o estendidas para equac¸o˜es diferenciais
estoca´sticas para cobrir o caso do “rolling”sobre um semimartingale. O fato que o tensor
me´trico e os coeficientes da conexa˜o na˜o dependem somente de um ponto na variedade, mas
tambe´m de um vetor tangente num ponto que sugere que o processo de “rolling”e´ determi-
nado na˜o somente pela curva de contato x(t) em M (ou x˜(t) em M˜), mas tambe´m por um
campo tangente y(t) ∈ (ou y˜(t) ∈ TM˜x˜(t)) sobre a curva. Os vetores y(t) podem ser obtidos
levantando a curva x(t) de M para
◦
TM, ou definidos arbitrariamente, os quais conduzem a
dois conceitos de rolling, o h e o hv−rolling. Para este momento do trabalho, seguimos de
perto Antonelli em [2].
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3.4.1 h−Rolando sobre uma curva diferencia´vel em M
Assumimos que x(t), onde t ∈ [0, T ] , e´ uma curva diferencia´vel em M. Similarmente, x˜(t)
sera´ uma curva diferencia´vel em M˜. Usando as conexo˜es na˜o-lineares N ij e N˜
i
j , podemos
levantar as curvas de M e M˜ para
◦
TM e
◦
TM˜, respectivamente. Como um resultado, obtemos
campos vetoriais 0 = y(t) ∈ TMx(t) e 0 = y˜(t) ∈ TM˜x˜(t) satisfazendo as equac¸o˜es diferenciais
na˜o-lineares
dyi
dt
= −N ij(x, y)
dxj
dt
e
dy˜i
dt
= −N˜ ij(x˜, y˜)
dx˜j
dt
. (3.23)
Depois, levantamos as curvas (x(t), y(t)) ∈
◦
TM e (x˜(t), y˜(t)) ∈
◦
TM˜ para OTM e OTM˜ ,
respectivamente. Assim obtemos bases ortonormais z(t) = (z1(t), ..., zn(t)) em TMx(t) e
z˜(t) = (z˜1(t), ..., z˜n(t)) em TM˜x˜(t) satisfazendo (3.17), i.e.,
dzij
dt
= −F ikl(x, y)zlj
dxk
dt
e
dz˜ij
dt
= −F˜ ikl(x˜, y˜)z˜lj
dx˜k
dt
. (3.24)
Os termos envolvendo Cikl e C˜
i
kl(cf. (3.17)) desaparecem, pois
δyk
dt
= 0 e δy˜
k
dt
= 0 por (3.23).
Seja ζ(t) = (ζ1(t), ..., ζn(t)) e ζ˜(t) = (ζ˜1(t), ..., ζ˜n(t)) as bases duais de z(t) = (z1(t), ..., zn(t))
e z˜(t) = (z˜1(t), ..., z˜n(t)), respectivamente.
Definic¸a˜o 3.4.1. Enta˜o dizemos que as variedades M e M˜ h−rolam sobre a curva x(t) em
M (ou, equivalentemente, x˜(t) em M˜) se
ζ ij
dxj
dt
= ζ˜ ij
dx˜j
dt
. (3.25)
As equac¸o˜es diferenciais (3.24) e (3.25) estendem o conceito de “rolling”do caso de var-
iedades Riemannianas como descrito por Ikeda em [15] para variedades Finsler.
3.4.2 hv−Rolando sobre uma curva diferencia´vel em
◦
TM
Assumimos agora que x(t), onde t ∈ [0, T ] , e´ uma curva diferencia´vel em M e 0 = y(t) ∈
TMx(t) e´ um campo vetorial diferencia´vel arbitra´rio sobre x(t). Similarmente, x˜(t) denotara´
uma curva diferencia´vel em M˜ e 0 = y˜(t) ∈ TM˜x˜(t) denotara´ um campo vetorial diferencia´vel
arbitra´rio sobre x˜(t). Levantando as curvas (x(t), y(t)) e (x˜(t), y˜(t)) de
◦
TM e
◦
TM˜ para OTM
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e OTM˜, respectivamente. Como um resultado, obtemos bases z(t) = (z1(t), ..., zn(t)) em
TMx(t) e z˜(t) = (z˜1(t), ..., z˜n(t)) em TM˜x˜(t) tais que
dzij
dt
= −F ikl(x, y)zlj
dxk
dt
− Cikl(x, y)zlj
δyk
dt
, (3.26)
dz˜ij
dt
= −F˜ ikl(x˜, y˜)z˜lj
dx˜k
dt
− C˜ikl(x˜, y˜)z˜lj
δy˜k
dt
, (3.27)
onde
δyk
dt
=
dyk
dt
+ Nkm(x, y)
dxm
dt
e
δy˜k
dt
=
dy˜k
dt
+ N˜km(x˜, y˜)
dx˜m
dt
.
Definic¸a˜o 3.4.2. Dizemos que as variedades M e M˜ hv−rolam sobre a curva (x(t), y(t))(ou
equivalentemente, sobre (x˜(t), y˜(t)) ) se
ζ ij
dxj
dt
= ζ˜ ij
dx˜j
dt
e ζ ij
δyj
dt
= ζ˜ ij
δy˜j
dt
, (3.28)
onde ζ(t) = (ζ1(t), ..., ζn(t)) e ζ˜(t) = (ζ˜1(t), ..., ζ˜n(t)) sa˜o as bases duais de z(t) = (z1(t), ..., zn(t))
e z˜(t) = (z˜1(t), ..., z˜n(t)), respectivamente.
3.5 Rolling Finsler sobre semimartingales
Nesta sec¸a˜o trazemos duas definic¸o˜es de “rolling”Finsler sobre semimartingales. O h−rolling
sera´ realizado por um semimartingale que esta´ em M, enquanto o hv−rolling por um semi-
martingale no fibrado tangente furado TM  0. Novamente seguimos de perto Antonelli em
[2].
3.5.1 h-Rolando sobre um semimartingale em M
Suponha que x(t) e´ um semimartingale em M e x˜(t) e´ um semimartingale em M˜ para
t ∈ [0, T ] , onde T > 0 e´ um tempo de parada. Podemos usar a EDE (3.20) para levantar
x(t) de M para
◦
TM e x˜(t) de M˜ para
◦
TM˜ . As EDEs resultantes, as quais generalizam
(3.23) , escrevem-se
dyi = −N ij(x, y) ◦ dxj e dy˜i = −N˜ ij(x˜, y˜) ◦ dx˜j. (3.29)
SEC¸A˜O 3.5 ROLLING FINSLER SOBRE SEMIMARTINGALES 88
Os semimartingales (x(t), y(t)) e (x˜(t), y˜(t)) podem, por sua vez, ser levantados de
◦
TM e
◦
TM˜ para OTM e OTM˜, respectivamente, os semimartingales levantados (x(t), y(t), z(t)) e
(x˜(t), y˜(t), z˜(t)) sendo definidos pelas EDEs
dzij = −F ikl(x, y)zlj ◦ dxk e dz˜ij = −F˜ ikl(x˜, y˜)z˜lj ◦ dx˜k, (3.30)
as quais generalizam (3.24).
Definic¸a˜o 3.5.1. Enta˜o, em analogia com (3.25) dizemos que as variedades M e M˜ h−rolam
sobre o semimartingale x(t) em M (ou, equivalentemente, sobre x˜(t) em M˜) se
ζ ij ◦ dxj = ζ˜ ij ◦ dx˜j, (3.31)
ζ(t) = (ζ1(t), ..., ζn(t)) e ζ˜(t) = (ζ˜1(t), ..., ζ˜n(t)) sendo as bases duais de z(t) = (z1(t), ..., zn(t))
e z˜(t) = (z˜1(t), ..., z˜n(t)), respectivamente.
3.5.2 hv−Rolando sobre um semimartingale em
◦
TM
Tomamos um semimartingale arbitra´rio (x(t), y(t)) em
◦
TM, onde x(t) ∈ M e
0 = y(t) ∈ TMx(t) para t ∈ [0, T ] , T > 0 sendo um tempo de parada. Similarmente,
(x˜(t), y˜(t)) sera´ um semimartingale em
◦
TM˜ . Levantamos os semimartingales de
◦
TM e
◦
TM˜ para OTM e OTM˜, respectivamente. Os semimartingales levantados (x(t), y(t), z(t)) e
(x˜(t), y˜(t), z˜(t)) sa˜o definidos pelas EDEs
dzij = −F ikl(x, y)zlj ◦ dxk − Cikl(x, y)zlj ◦ δyk, (3.32)
dz˜ij = −F˜ ikl(x˜, y˜)z˜lj ◦ dx˜k − C˜ikl(x˜, y˜)z˜lj ◦ δy˜k, (3.33)
obtido de (3.22), o qual generaliza (3.26) e (3.27). Aqui
δyk = dyk + Nkm(x, y) ◦ dxm e δy˜k = dy˜k + N˜km(x˜, y˜) ◦ dx˜m.
Seja ζ(t) = (ζ1(t), ..., ζn(t)) e ζ˜(t) = (ζ˜1(t), ..., ζ˜n(t)) as bases duais de z(t) = (z1(t), ..., zn(t))
e z˜(t) = (z˜1(t), ..., z˜n(t)), respectivamente.
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Definic¸a˜o 3.5.2. Este sendo o caso, dizemos que as variedades hv−rolam sobre o semi-
martingale (x(t), y(t)) em
◦
TM (ou, equivalentemente, (x˜(t), y˜(t)) em
◦
TM˜) se
ζ ij ◦ dxj = ζ˜ ij ◦ dx˜j e ζ ij ◦ δyj = ζ˜ ij ◦ δy˜j, (3.34)
as duas u´ltimas EDEs sendo generalizac¸o˜es de (3.28).
3.6 Desenvolvimento Estoca´stico Finsleriano
Devemos aplicar os conceitos introduzidos na sec¸a˜o anterior para o caso de “rolling”de uma
variedade Finsler ao longo de um movimento browniano canoˆnico no espac¸o euclidiano Rn.
Seja M uma variedade Finsler de dimensa˜o n. Enta˜o Rn com a me´trica euclidiana usual pode
desempenhar o papel de outra variedade Finsler. Denotamos por v(t) e w(t) dois movimentos
brownianos canoˆnicos independentes em Rn. De acordo com a discussa˜o na sec¸a˜o anterior,
M pode ou ser h−rolada sobre w(t), o qual e´ um semimartingale em Rn, ou hv−rolada
sobre (w(t), v(t)), o u´ltimo sendo um semimartingale em Rn×Rn. Isto conduz para as duas
seguintes aproximac¸o˜es alternativas para o desenvolvimento estoca´stico Finsleriano.
3.6.1 h-desenvolvimento estoca´stico Finsleriano
Adaptamos as equac¸o˜es (3.29), (3.30), e (3.31) para o caso do h−rolling M sobre o semi-
martingale w(t) em Rn.
Definic¸a˜o 3.6.1. O semimartingale resultante (x(t), y(t), z(t)) em OTM definido pelo sis-
tema de EDEs ⎧⎪⎪⎪⎨⎪⎪⎪⎩
dxi = zij ◦ dwj,
dyi = −N ij(x, y) ◦ dxj
dzij = −F ikl(x, y)zlj ◦ dxk
(3.35)
e´ chamado um h−desenvolvimento estoca´stico Finsleriano sobre M.
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3.6.2 hv−desenvolvimento estoca´stico Finsleriano
No caso quando a variedade M hv−rola sobre o semimartingale (w(t), v(t)) em Rn × Rn as
EDEs correspondentes (3.32)-(3.34) reduzem-se ao sistema⎧⎪⎪⎪⎨⎪⎪⎪⎩
dxi = zij ◦ dwj,
δyi = zij ◦ dvj,
dzij = −F ikl(x, y)zlj ◦ dxk − Cikl(x, y)zlj ◦ δyk.
(3.36)
Assim temos a seguinte definic¸a˜o:
Definic¸a˜o 3.6.2. Um semimartingale (x(t), y(t), z(t)) em OTM definido pelo sistema acima
e´ chamado um hv−desenvolvimento estoca´stico Finsleriano.
Teorema 3.6.3. Se (x(t), y(t), z(t)) e´ uma soluc¸a˜o de (3.35) ou (3.36) comec¸ando em
(x0, y0, z0) ∈ OTM, enta˜o a lei de probabilidade de (x(t), y(t)) e´ independente da escolha
da base ortonormal inicial z0. Ale´m disso, se (x(t), y(t), z(t)) e´ uma soluc¸a˜o de (3.35), enta˜o
(x(t), y(t)) e´ uma difusa˜o de Markov em
◦
TM com gerador
2−1gij∇hi∇hj = 2−1gij(δiδj − F kijδk), (3.37)
e se (x(t), y(t), z(t)) e´ uma soluc¸a˜o de (3.36), enta˜o (x(t), y(t)) e´ uma difusa˜o de Markov em
◦
TM com gerador
2−1gij∇hi∇hj + 2−1gij∇vi∇vj = 2−1gij(δiδj − F kijδk) + 2−1gij(
·
∂
·
i∂j −Ckij
·
∂k). (3.38)
Demonstrac¸a˜o: Trataremos com o caso quando (x(t), y(t), z(t)) e´ uma soluc¸a˜o de (3.35).
No caso de uma soluc¸a˜o de (3.36) a prova e´ similar. Seja z˜0 uma outra base ortonormal
qualquer em TMx0 . E´ fa´cil ver que (x(t), y(t), z˜(t)) e´ uma soluc¸a˜o de (3.35) com w
i trocado
por w˜i tal que wj = hji w˜
i e com condic¸o˜es iniciais (x0, y0, z˜0). Mas w˜ e´ tambe´m um movimento
browniano em Rn, assim ele tem a mesma lei de probabilidade como w. Segue-se que a lei de
probabilidade de (x(t), y(t)) e´ independente de z0. Por isto, segue-se que (x(t), y(t)) possui
a propriedade de Markov, desde que (x(t), y(t), z(t)) possui a propriedade de Markov como
uma soluc¸a˜o para (3.35).
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Para calcular o gerador de (x(t), y(t)) expressamos a diferencial estoca´stica dxi de (3.16)
e o produto dxidxj como
dxi = zijdw
j − 2−1gjk(x, y)F ijk(x, y)dt,
dxidxj = gij(x, y)dt.
Em seguida, calculamos a diferencial estoca´stica df(x, y) de qualquer func¸a˜o diferencia´vel f
em TM com a ajuda da fo´rmula de Itoˆ:
df(x, y) = (δif)dx
i + 2−1(δiδjf)dxidxj = (δif)zijdw
j + 2−1gij[δiδjf − F kijδkf ]dt.
O gerador e´ dado pela expressa˜o que multiplica dt acima.
As expresso˜es (3.37) e (3.38) podem ser consideradas como generalizac¸o˜es do operador
de Laplace-Beltrami para o caso Finsler. Assim, em vista do Teorema 3.6.3, a projec¸a˜o
(x(t), y(t)) de um h ou hv−desenvolvimento estoca´stico Finsleriano (x(t), y(t), z(t)) de OTM
para
◦
TM sera´ chamado um h ou hv−movimento browniano, respectivamente.
3.7 Movimento Browniano Finsleriano
Antes de apresentarmos dois teoremas sobre o movimento browniano Finsler, mostramos as
duas definic¸o˜es de movimento browniano, o h e hv−movimento browniano Finsler. Assim,
em vista do Teorema 3.6.3, para o h−rolling M sobre o movimento browniano w(t) em Rn,
temos:
Definic¸a˜o 3.7.1 (h−Movimento Browniano). A projec¸a˜o (x(t), y(t)) de um
h−desenvolvimento estoca´stico Finsler (x(t), y(t), z(t)) de OTM para
◦
TM e´ chamado um
h−movimento browniano Finsler.
E para o hv−rolling M sobre o movimento browniano (w(t), v(t)) em Rn × Rn temos:
Definic¸a˜o 3.7.2 (hv−Movimento Browniano). A projec¸a˜o (x(t), y(t)) de um
hv−desenvolvimento estoca´stico Finsler (x(t), y(t), z(t)) de OTM para
◦
TM e´ chamado um
hv−movimento browniano Finsler.
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O hv−movimento browniano definido por (3.36) pode tambe´m ser descrito como um
movimento browniano com drift no fibrado tangente furado
◦
TM com o tensor me´trica Rie-
manniana levantado diagonalmente G definido por (3.21), e o drift sendo expressado em
termos dos tensores torsa˜o da conexa˜o Finsler (N ij , F
i
jk, C
i
jk).
Os Teoremas abaixo esta˜o relacionados com o comportamento da func¸a˜o me´trica fun-
damental L de uma variedade Finsler M sobre um h ou hv−movimento browniano sobre
M.
Teorema 3.7.3. Se (x(t), y(t)) e´ um h−movimento browniano sobre M, enta˜o
L(x(t), y(t)) = k quase certamente, onde k e´ uma constante.
Demonstrac¸a˜o: Seja (x(t), y(t), z(t)) um processo em OTM que satisfaz o sistema (3.35)
de EDEs para o h−desenvolvimento estoca´stico Finsleriano. Da fo´rmula de Itoˆ encontramos
que
dL2(x, y) = δiL
2(x, y) ◦ dxi+ ·∂i L2(x, y) ◦ δyi. (3.39)
Mas δyi = 0 pela segunda equac¸a˜o em (3.35). Calculamos δiL
2 usando o fato que a conexa˜o
e´ sem deflexa˜o e h−me´trica, i.e., N ij(x, y) = F ijk(x, y)yk e δigjk = F lijgik + F likgjl :
δiL
2 = δi[y
jykgjk] = y
jykδigjk −N ji ykgjk − yjNki gjk
= yjyk(δigjk − F lijglk − F likgjl) = 0.
Segue-se que dL2(x, y) = 0, e assim tambe´m L2(x, y) = k, quase certamente o que prova o
teorema.
Observac¸a˜o 3.7.1. Uma consequeˆncia interessante do Teorema 3.7.3 e´ que um h−movimento
browniano Finsleriano que comec¸a no fibrado indicatriz IM = {(x, y) ∈ TM : F (x, y) = 1}
estara´ em IM para todo t ∈ [0, T ] quase certamente.
Teorema 3.7.4. Se (x(t), y(t)) e´ um hv−movimento browniano Finsleriano sobre M, enta˜o
L(x(t), y(t)) e´ um processo de Bessel, exemplo 1.8.2 com ı´ndice n = dimM.
Demonstrac¸a˜o: Agora assumimos que (x(t), y(t), z(t)) ∈ OTM satisfaz o sistema
(3.36) de EDEs para o hv−desenvolvimento estoca´stico. Expressamos a derivada estoca´stica
dL2(x, y) usando (3.39) e aplicamos a identidade δiL
2 ≡ 0 provado acima. Portanto
dL2 =
·
∂i F
2 ◦ δyi = ·∂i F 2δyi + 2−1
·
∂i
·
∂j F
2δyiδyj = 2yiδy
i + gijδy
iδyj. (3.40)
Segue-se de (3.36) que
δyi = zij ◦ dvj = zijdvj − 2−1gjkCijkdt,
δyiδyj = gijdt.
Como yiCijk(x, y) = 0 e gijg
ij = n = dimM, encontramos de (3.40) que
dL2 = 2yiz
i
jdv
j + ndt.
Fazendo nj =
·
∂i Lz
i
j e du = nj = dv
j. Desde que Lnj = L
·
∂i Lz
i
j = yiz
i
j, podemos escrever
dL2 = 2Ldu + ndt. (3.41)
Exigimos que u(t) seja um movimento browniano canoˆnico em R. Se isto e´ assim, enta˜o a
prova esta´ completa, porque L(x, y) e´ um processo de Bessel com ı´ndice n como uma soluc¸a˜o
da EDE (3.41).
Podemos usar o Teorema de Le´vy 1.5.28 para provar que u(t) e´ um movimento browniano.
Assim e´ suficiente verificar que u(t) e u2(t) − t sa˜o martingales. Primeiro notemos que
L2ninjδ
ij = ykylz
k
i z
l
jδ
ij = ykylg
kl = L2, o qual implica que ninjδ
ij = 1. Segue-se que
u =
∫
nidv
i e´ um martingale quadrado integra´vel. Pela fo´rmula de Itoˆ, encontramos que
du2 = 2unidv
i + ninjδ
ijdt = 2unidv
i + dt. Assim u2(t)− t e´ um martingale, o que prova que
u(t) e´ um movimento browniano canoˆnico em R.
Observac¸a˜o 3.7.2. O Teorema 3.7.4 quer dizer que o comportamento da func¸a˜o fundamen-
tal L sobre um hv−movimento browniano Finsler e´ o mesmo que o comportamento radial
do movimento browniano canoˆnico em Rn.
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