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Given k finite sets S, ,..., S,, to what extent is it possible to partition their 
union into two parts A and B in such a way that, for each j, Sj n A and Sj n B 
contain approximately the same number of elements? Bounds are found for this 
and similar questions. 
1. INTRODUCTION 
In this paper we are concerned with the following question. Given k finite 
sets S, ,..., S, , to what extent is it possible to partition their union into two 
parts A and B in such a way that, for each j, Sj n A and Sj n B contain 
approximately the same number of elements? . 
We may formulate this question precisely by asking for the smallest value 
f(k) such that, given any kJinite sets S, ,..., S,, , one canjind two sets A and B 
so that AnB= D, AuB=S,U*..US,, andilSjnA/ - jS,nBil < 
f(k),for alEj = l,..., k. It is easy to see that there is such a bound depending 
only on k: If we regard two points of S1 u ... u SI, as belonging to the same 
class when they belong to exactly the same sets Sj, and if we partition 
s, v ... u SI, into two sets A and B in such a way that 1 C n A / - 
1 C n B / = 0 or 1 for each class C, then 0 < i Sj n A / - 1 Sj n B / < 
2k - 1, since there are at most 2k - 1 classes. 
We shall find it useful to consider also a second function g(k) that arises 
when we modify our original question in the following way. Suppose we now 
partition the largest possible subset of S, u ... u S, into two parts A and B 
in such a way that ) S, n A 1 = / S, n B I , for each j, and then ask for the 
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number of remaining elements. Accordingly, we shall call a pair of sets A, B 
a splitting of S, ,..., S,ifAnB= ~,AUB~S,U...uS,,and/SjnA/ 
= / Sj A B / , for j = l,..., k. We define g(k) to be the smallest value such 
that, given any k$nite sets S, ,..., S, , one can find three disjoint sets A, B, and 
R, so that A u B u R = S, v ... v S, , A, B is a splitting of S, ,..., S, , and 
I R I G g(k). 
We conjecture, but cannot prove, that f(k) < ck112. We shall prove, 
however, that c,ki’2 <f(k) < c2k1j2 log k and c,k log k < g(k) < c,k log k. 
More explicitly, we shall prove: 
.THEOREM 1. If k > 1, then 
(4 (3 - o( 1)) k1j2 <f(k) < (2k)‘i2 log 2k, 
(b) ;t-(k + 1)1/2 <f(k) if a Hadamard matrix of order k + 1 exists, 
(4 k log 3k 3 log 3 < g(k) < s (1 + o(1)) < 2k log 2k - I. 
2. UPPER BOUND FOR g(k) 
We shall first give a more convenient description of g(k). Suppose, for the 
given sets S; ,..., S’k, A, B is a splitting for which the set R = Sll U ... U 
S’k\A U B of remaining elements has minimal size. If we form the reduced 
sets Sj = Sli n R, then clearly there is no splitting A’, B’ of S, ,..., SI, except 
the trivial one A’=B’= o, and also IS,u...uS,j=IRI~g(k). 
Conversely, if S, ,..., S, are sets having only the trivial splitting, then / S, U 
... u SI, / < g(k). Hence an equivalent definition of g(k) is that g(k) is the 
largest value such that there exist kJinite sets S, ,..., S, satisfying the conditions 
and 
I Sl u .-*uS, / =g(k), (1) 
there is no splitting A, B of S1 ,..., S,, except A = B = .@ _ (3 
We shall next express g(k) in terms of the incidence matrix of the sets. If 
j S1 u *ew u S, / = n, and the elements of S, u .*. u SI, are X, ,..., x, , we 
construct the n by k incidence matrix E = [eij] by setting e, = 1 if xi E Sj , 
eii = 0 else. We denote the row vectors of E by r1 ,..., r, . Now condition (2) 
is equivalent to the statement that the 2” - 1 sums ri, + .s. + r’$ (I < i, < 
+.. < it < n, t > 1) are distinct. To see this, we suppose first that 
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where Z and .Z are two different subsets of {I,..., n}. By canceling any common 
terms on both sides of this equation, we obtain an equation of the same form 
in which Z n J = o ; hence we may assume that Z n J = ,a. If we let 
A = {xi 1 i E Z} and B = {xi j i E J}, we have 1 Sj n A 1 = 1 Sj n B 1 , since 
/ Sj n A / and j Si n B 1 are the jth components of the vectors Ciel ri and 
IL ri . Hence A, B is a nontrivial splitting of S, ,..., SI, . Conversely, if we 
start with a splitting A, B of S, ,..., Sk , and let Z = {i j xi E A} and J = 
{i / Xi E B}, then Ciel ri = CieJ ri . 
Thus g(k) is the maximal value n such that there exists an n by k O,l- 
matrix E satisfying 
2 ri f g ri ’ for all Z, J C { l,..., n}, Z # J, 
where rl ,..., r, are the row vectors of E. (Here we interpret the empty sum as 
the zero vector.) 
Now suppose E is an n by k 0, l-matrix that satisfies condition (3). We 
consider all sums of the form Cie, ri , where Z is a subset of {I ,..., n} of size 
j Z 1 < n/2. There are 2”-l such sums. Each sum is a vector of the form 
01 ,***, tk), where 0 < tj < [n/2]. Since there are ([n/2] + 1)” such vectors, we 
must have 
2-l < ; + 1 i 1 k, 
Our upper bound for g(k) follows from (4). If, for each k, we let y = y(k) be 
the largest real number such that 2U-l = ((y/2) + l)k, we have g(k) < y, and 
y - (k log k)/log 2 as k ---f co. Hence 
g(k) < for k>l. 
It is easy to check (using the matrices) that g( 1) = 1, g(2) = 2, and g(3) = 
4. For k > 4 the inequality (4) implies n < 2k log 2k - 1. Hence 
g(k) <2klog2k- 1, for k > 1. (5) 
3. LOWER BOUND FOR g(k) 
We shall prove 
k log 3k 
g(k) > 3 log 3 . (6) 
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This inequality will follow from 
and 
g(k) 2 g(k - 1) + 1 (7) 
c&k) 3 %(k) + k. (8) 
Suppose E is a 0, l-matrix of size n - 1 by k - 1 that satisfies condition 
(3). If we add on an nth row and a kth column, placing 1 in position n, k and 
0 elsewhere, the resulting n by k matrix obviously satisfies (3). This proves (7) 
since we may take n - 1 = g(k - 1). 
Suppose E = [Q] is an n by k 0, l-matrix and c, ,..., ck are its column 
vectors. For a vector Q = (Ed ,..., E,), we shall let E . cj denote the inner 
product QQ + ... + E,e,i . Condition (3) on the row vectors of E is equi- 
valent to the statement that the simultaneous equations E . Cj = 0 (j = l,..., k) 
have no solution E = (Ed ,..., E,), with E$ E (0, 1, - l}, except the trivial solution 
$5 = 0. 
Assume now that n = g(k) and that E is an n by k 0, l-matrix that satisfies 
condition (3). We construct the 3n + k by 3k matrix E* by 
where I is the k by k identity matrix and 0 is the zero matrix of appropriate 
size. We shall prove that E* satisfies condition (3), and thereby prove (8). 
Suppose E * c = 0 for all columns c of E*, where E = (el ,..., egn+J and each 
ci has value 0, 1, or - 1. We break E into the four vectors e1 = (Q ,..., E,), 
62 = (%a+1 ,-*‘, E2n), E3 = (E2n+l ,***, E3A and Ed = (e3n+l ,..., E~,+~). For 
1 < j < k we let cj denote thejth column of E, and 6, the jth column of I. By 
forming the inner product of E with columns j, k + j, and 2k + j of E*, we 
obtain the three equations 
El * cj + c2 . cj = 0, 
E2 * cj + E3 . cj = 0, 
El . cj + E3 * cj + E4 . sj = 0. 
By the first two equations Ed * ci = e3 * ci . Hence, by the third, 2~~ . ci = 
2E3 . cj = --Ed * Sj . But ~4 ~Sjhasvalue0,1,0r-lande1*~j=~3~~jisan 
integer. It follows that e4 . aj = or f ci = Ed . ci = e3 . cj = 0 for all j = 
1 ,..., k. Thus E* = 0 and, since E satisfies (3), e1 = c2 = e3 = 0. Thus 
E = 0, and E* satisfies (3). 
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We shall show next that (6) follows from (7), (8), and the initial value 
g(1) = I. If 3t < k < 3Q1, where t is an integer, we may write k in the form 
k = a, -t a,3 + ... + a,3t, (9) 
where each aj has value 0, 1, or 2, and a, # 0. By (7) and (8) 
g(k) 3 a,, + g(a,3l + ... + at3? 
> a0 + %(a1 + ... + aJtL1) + (a, + ... + aJ-l). 
By continuing in this way we get 
g(k) 3 i (3’ + j3’-‘) aj . 
j=o 
We show next that 
By (9) and (10) 
3g(k) - (t + 2) k 3 2 (1 + j - t) 3jaj . 
j=o 
(10) 
(12) 
In the right side of (12), the only positive term in the sum is thej = tth term 
3tat . Thus the minimal value of this sum occurs when a, = 1, and aj = 2 for 
j < t. Therefore 
t-1 
3g(k) - (t + 2) k 3 3t + C 211 + j - t) 3’ 
j=O 
= *(3t + 2t + 1). 
Hence 3g(k) - (t + 2) k > 0, which proves (11). Our lower bound (6) 
follows from (11) since t + 1 > log k/log 3. 
4. UPPER BOUND FOR f(k) 
First we consider a refinement of the function f(k). For n 3 1, k > 1, we 
define f (n, k) to be the smallest value such that, for any k sets S, ,..., SI, 
havingjS,u ..* V S, I = n, one canfind two sets A and B so that A n B = o, 
AvB=S,u...uS,, and !I Sj n A I - 1 Sj n B/I < f(n, k), for a21 .j = 
1 k. ‘)..-, 
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Clearlyf(k) = max(f(n, k)l n = 1, 2,...}. This maximal value off@, k) is 
attained, however, in the interval 1 < n < g(k). To prove this statement, we 
suppose / S, u ... u Sk [ = n. By the definition of g(k), there are three 
disjoint sets A’, B’, and R such that A’ u B’ LJ R = S, u ... u S, , A’, B’ is a 
splitting of S, ,..., Sk , and 1 R / = n, < g(k). If n, > 0 we may apply the 
definition of f(n, , k) to the sets S1 n R,..., Sk n R. Hence there are two 
disjoint sets A” and B” such that A” u B” = R and Ij Sj n A” j - 1 S, IT B” 1; 
< f(n, , k). Thus if we let A = A’ u A” and B = B’ U B”, we have 
AnB= @,AuB=S,u . ..uSk.andliSjnA/ - ISjnBll <f(n,,k). 
This proves 
f(k) = max{f(n, k)l 1 < n < g(k)). (13) 
We shall prove 
THEOREM 2. f(n, k) < ((n + 1) log 2k)“2. 
We note first that the upper bound on f(k) given in Theorem 1 follows 
from Theorem 2 and our previous results: By (13) and Theorem 2, f(k) < 
((g(k) + 1) log 2k)lj2. By (5), g(k) + 1 < 2k log 2k, for k > 1. Hence 
f(k) < (2k)lj2 log 2k, fork > 1. 
Now f (n, k) is the minimal value such that, given any n by k 0, l-matrix 
E = [eij] having at least one 1 in each row, there exists a vector (q ,..., E,) 
with each E, = &l, so that j Cy=, Eieii 1 <f (n, k), for all j = l,..., k. For if 
we interpret E as the incidence matrix of n points x1 ,..., x, and k sets S1 ,..., Sk 
(xi E Sj if and only if eij = l), and if, for a given vector (Ed ,..., r,) having 
components Ei = *l, we set A = (xi I Ei = 11 and B = {xi / pi = -l}, 
then / Sj n A / - 1 Sj n B I = CysI Eieij . 
To prove Theorem 2, suppose E = [eij] is an n by k 0, l-matrix. We let 
m = [+(n + l)]. We shall show that there is a vector (E’~ ,..., E’,) = (eZ, 
-El > 62 2 -E2 ,..., (-1>n+1 E,), where ei = *I, such that 
i g Eireii / < (2m log 2k)l12, for all j = l,..., k. 
Theorem 2 follows from this result. If we set aij = e2i--l,j - e2i.j (for 1 < 
i < m), and an&j = eni or e,-I,j - enj according as n is odd or even, then we 
have 
Hence it suffices to prove 
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LEMMA. If A = [ai.] is an m by k matrix udth all aii E (0, 1, - 1 j-, then 
there is a uector (Q ,..., E,), ci = +I, such that 
/ gl Eiaii ( < (2m log 2k)l’“, for all j = l,..., k. 
We shall give two proofs of the lemma. The first uses the “probabilistic 
method,” and the second gives an algorithm for constructing (or ,..., E,,,). 
Proof I. We let 5 = (cl ,..., E,) be a “random” vector where Prob[s, = 
+ 1] = Prob[ri = -I] = 4, and these probabilities are mutually indepen- 
dent. We let ej denote the jth column vector of A, and t = t(j) denote the 
number of nonzero terms in the jth column. The inner product 5 . cj has 
distribution 8, , where _S, = zI + .I. + & , Prob[X, = + 1] = Prob[& = 
- 1] = $, and the Xi are independent. We use the inequality (valid for all t, 
and 01 : 0) 
Prob[j _S, / 3 a] < 2e-N2/St. 
Thus 
Prob[l 4 . cj 1 > a] < 2e-b2/2t < 2e-n2/2rn, 
since t < m. By selecting cy = (2m log 2k)‘i2, we get 
Hence 
Prob[I E ’ ej / > CL] < k-t, 1 <j<k. 
Prob[/ 5 . cj 1 3 01 for some j, 1 S,j < k] < kk-l = 1. 
Therefore there exists a vector E = (Q ,..., E,), ei = Cl, such that 1 E . cj 1 < 
OL, for all j = l,..., k. 
Proof 2. We shall use the “weight function” cash ,8x = f(eB2 + e-fiZ), 
where /? = (2 log 2k/m)‘i2. We construct a vector (Ed ,..., E,) as follows. We 
choose e1 = &l arbitrarily. Having assigned values to <I ,..., E~-~, we 
assign to Q that value fl which minimizes the quantity 
Or = 1 cash p(E1a,j + ... + ciaij). 
j=l 
For notational convenience we let sii = Elalj + ... + Eiaij. By our con- 
struction we have, for 1 < i < m, 
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Hence, by the identity cosh(a + b) + cosh(a - b) = 2 cash a cash b, 
< i cosh@.s-,,,) cash /3 
j=l 
= Qi-l cash /3. 
Since Q, = Cj”=, cosh(&J < k cash 16, it follows that 
Qi < k(cosh /3)i, for i = l,..., m. (14) 
By taking i = m in (14), and using the inequality cash x < c+/~)~‘, we get 
2 cosh@smj) < ke(1/2)4enl. 
j=l 
Thus, for each j, &e@lsmjl < ke(1/2)427n, and so 
I s,i I < (l/P) log 2k + @m. (15) 
The right side of (15) is minimized by our value /3 = (2 log 2k/m)1/2, and we 
get 1 s,~ / < (2m log 2k)1/2. This proves the lemma. 
It is interesting to note that our procedure for constructing c1 ,..., E, in 
Proof 2 is nonanticipative in that we determine ei knowing only the first i 
rows of A (and the total number of rows m). 
5. LOWER BOUND FOR f(k) 
Let E be the incidence matrix of a (0, k, X)-configuration. Thus E is a Y by 
v 0, l-matrix, each row (and each column) contains exactly k l’s, and the 
inner product of any two distinct rows (or columns) is A. Therefore E satisfies 
the matrix equation 
EE= = nI + hJ, (16) 
where n = k - A, I is the identity matrix, and J = [I]. Now suppose E = 
(9 ,**., E,), where l i = f 1. If we set uj = E * cj , where cj is the jth column 
ofE, we have(a, ,..., a,) = EE, u12 + ..* + cU2 = eEETcT, and hence, by(16), 
u12 + ..* + a,2 = nu + A($ + ... + eJ2. (17) 
The existence of a (~1, k, A)-configuration with A = n, k = 2n, and o = 4n - 1 
is equivalent to the existence of a Hadamard matrix of order ZI + 1 = 4~2. 
BALANCING FAMILIES OF SETS 37 
For such v we have, by (17), that u12 + ... + oV2 > nv, since u is odd. 
Hence j uj j > n1j2 = &(v + l)li2, for at least one index j. This proves 
f(v) >,f(v, v) > j(v + l)liz, ifa Hudumardmatrix of order v + 1 exists. (18) 
The orders of Hadamard matrices are “dense” in the weak sense that, for 
all E > 0 and sufficiently large u (depending on E), there exists z+, u 3 ZI,, > 
~(1 - E), such that a Hadamard matrix of order u,, + 1 exists. (This follows 
from the existence of Hadamard matrices of order 2a12b.) For general ZI the 
bound f(z)) > (Q - o(1)) zW, stated in Theorem 1, follows easily from (18) 
since, clearly, f(v) is a nondecreasing function. 
