[1] Hydrologic implications of global climate change are usually assessed by downscaling appropriate predictors simulated by general circulation models (GCMs). Results from GCM simulations are subjected to a number of uncertainties due to incomplete knowledge about the underlying geophysical processes of global change (GCM uncertainties) and due to uncertain future scenarios (scenario uncertainties). With a relatively small number of GCMs available and a finite number of scenarios simulated by them, uncertainties in the hydrologic impacts at a smaller spatial scale become particularly pronounced. In this paper, a methodology is developed to address such uncertainties for a specific problem of drought impact assessment with results from GCM simulations. Samples of a drought indicator are generated with downscaled precipitation from available GCMs and scenarios. Since it is very unlikely that such small samples resulting from GCM scenarios fit a known parametric distribution, nonparametric methods such as kernel density estimation and orthonormal series methods are used to determine the probability distribution function (PDF) of the drought indicator. Principal component analysis, fuzzy clustering, and statistical regression are used for downscaling the mean sea level pressure (MSLP) output from the GCMs to precipitation at a smaller spatial scale. Reanalysis data from the National Center for Environmental Prediction (NCEP) are used in relating precipitation with MSLP. The information generated through the PDF of the drought indicator in a future year may be used in long-term planning decisions. The methodology is demonstrated with a case study of the drought-prone Orissa meteorological subdivision in India.
Introduction
[2] General circulation models (GCMs) are tools designed to simulate time series of climate variables for the world, accounting for the effects of the concentration of greenhouse gases in the atmosphere [Prudhomme et al., 2003] . Coupled with projections of CO 2 emission rates, they produce climate scenarios that can be described as ''pertinent, plausible representations of the future emissions of greenhouse gases and with the understanding of the effect of increased atmospheric concentration of the gases on global climate'' [IPCC-TGCIA, 1999] . They are currently the most credible tools available for simulating the response of the global climate system to increasing greenhouse gas concentrations, and they provide estimates of climate variables (for example, air temperature, precipitation, wind speed, pressure, etc.) on a global scale. GCMs might capture large-scale circulation patterns and correctly model smoothly varying fields such as surface pressure, but it is extremely unlikely that these models properly reproduce nonsmooth fields such as precipitation [Hughes and Guttorp, 1994] . Additionally, the spatial scale on which a GCM can operate [for example, 3.75°longitude Â 3.75°latitude for coupled global climate model (CGCM2)] is very coarse for hydrologic applications [Prudhomme et al., 2003] . Downscaling is therefore necessary to model the hydrologic variables (for example, precipitation) at a smaller scale based on larger-scale GCM outputs. Dynamic downscaling uses complex algorithms at a fine-grid scale (typically of the order of 50 Â 50 km) describing atmospheric processes nested within the GCM outputs [Jones et al., 1995] to result typically in limited-area models or regional climate models (RCM), whereas statistical downscaling produces future scenarios based on statistical relationships between large-scale climate features (for example, circulation pattern) and hydrologic variables [Wilby et al., 1998] . A major assumption in the statistical downscaling is that there are certain physical relationships underlying the statistical relationships developed, and these physical relationships hold regardless of whether the model simulation is a control (stationary) experiment or an experiment incorporating changed climate [Easterling, 1999] . Compared with dynamic downscaling, statistical downscaling has the advantage of being computationally simple and easily adjustable to new areas. The method generally requires very few parameters, and this makes it attractive for many hydrologic applications [Wilby et al., 2000] .
A comparison of statistical and dynamic downscaling in climate change impact assessment on precipitation may be found in the work of Haylock et al. [2006] .
[3] Statistical downscaling methodologies can be broadly classified into three categories: weather generators, weather typing, and transfer function. Weather generators are statistical models of observed sequences of weather variables. They can also be regarded as complex random number generators, the output of which resembles daily weather data at a particular location. There are two fundamental types of daily weather generators based on the approach to model daily precipitation occurrence: the Markov chain approach [Hughes et al., 1993; Hughes and Guttorp, 1994] and the spell-length approach [Wilks, 1999] . Weather-typing approaches involve grouping of local, meteorological variables in relation to different classes of atmospheric circulation. Future regional climate scenarios are constructed either by resampling from the observed variable distribution (conditional on the circulation pattern produced by a GCM) or by first generating synthetic sequences of weather pattern using Monte Carlo techniques and resampling from the generated data. The mean, or frequency distribution of the local climate, is then derived by weighting the local climate states with the relative frequencies of the weather classes. Bardossy et al. [1995] used a fuzzy rule-based technique for the classification of circulation patterns into different states. Stochastic models such as Markov chains may be used to predict precipitation from different states of classified circulation patterns [Bardossy and Plate, 1991; Bardossy and Plate, 1992; Stehlik and Bardossy, 2002] . The most popular approach of downscaling is the use of transfer function which is a regression-based downscaling method that relies on direct quantitative relationship between the local-scale climate variable (predictand) and the variables containing the large-scale climate information (predictors) through some form of regression. Individual downscaling schemes differ according to the choice of mathematical transfer function, predictor variables, or statistical fitting procedure. To date, linear and nonlinear regressions [Wilby et al., 1998 ], artificial neural network [Wilby et al., 1998; Tripathi and Srinivas, 2005] , fuzzy rule-based system [Bardossy et al., 2005] , support vector machine [Tripathi et al., 2006] , analogue method [Wetterhall et al., 2005 , Gutierrez et al., 2004 , etc. have been used to derive predictor-preditand relationship. A combination of classification-based weather typing and transfer function method for downscaling may be found in the work of Ghosh and Mujumdar [2006] , where principal component analysis (PCA), fuzzy clustering, and linear regression with seasonality term have been used for downscaling mean sea level pressure (MSLP) to precipitation. A completely different and unique approach of inverse modeling may be found in the papers of Cunderlik and Simonovic [2004] and Prodanovic et al. [2005] , where critical meteorological situations are found from critical hydrologic events. In the final stage, the frequency of critical weather situations is investigated under future climatic conditions obtained from GCM. Since the analysis of GCM outputs is one of the last steps in this methodology, the approach allows easy updating when new and improved GCM outputs become available. Detailed discussions on different models used for downscaling may be found in the studies of Leavesley [1994] and Prudhomme et al. [2002] .
[4] Climate change impact assessment models developed based on GCM output are subjected to a range of uncertainties due to both ''incomplete knowledge'' and ''unknowable future scenario'' [Hulme and Carter, 1999; New and Hulme, 2000] . ''Incomplete knowledge'' mainly arises from inadequate information and understanding about the underlying geophysical process of global change, leading to limitations in the accuracy of GCMs. This can also be termed as GCM uncertainty. Uncertainty due to ''unknowable future scenario'' is associated with the unpredictability in the forecast of future socioeconomic and human behavior resulting in future greenhouse gas (GHG) emission scenarios and can also be termed as scenario uncertainty. Scenarios are alternative images of how the future might unfold and are an appropriate tool with which to analyze how driving forces may influence future emission outcomes and to assess the associated uncertainties. A basic assumption in the development of a scenario is that all such scenarios are equally possible in the future. The choice of impact model (structure and parameterization) is also an another important source of uncertainty that is increasingly recognized. Downscaled outputs of a single GCM with a single climate change scenario represents a single trajectory among a number of realizations derived using various scenarios with GCMs. Such a single trajectory alone, therefore, cannot represent a future hydrologic scenario and will not be useful in assessing hydrologic impacts due to climate change. No quantified probability is attached to the simulated outcome of a single GCM for a single scenario, and thus the approach of downscaling a single GCM output is not particularly useful for risk adaptation studies [New and Hulme, 2000] . In the study of Benestad [2004] , regional temperature scenarios were presented for northern Europe in the form of probability distributions, based on spatially interpolated empirically downscaled trends, derived using a multimodel ensemble as well as various downscaling options, and it was found that spatial warming rate patterns, derived from the individual models, exhibit large differences. Li [2003, 2004] have shown the uncertainty lying in climate change impact studies on flood protection resulting from selection of GCMs and scenarios. Available GCM outputs have been used by them for assessing effectiveness of flood protection system, and it has been concluded that different GCMs provide different estimates of the hydrologic parameters. Using several climate change scenarios with several GCMs provides the user of the impact study with a range of possible outcomes but, again, with no attached probabilities [New and Hulme, 2000] .
[5] New and Hulme [2000] developed a model for scenario uncertainty using Bayesian Monte Carlo approach assuming a prior distribution of the uncertain parameters of the climate models. GCM and scenario uncertainty is presented in terms of sensitivity of climate change model outputs to streamflow. Similar methodology for sensitivity analysis and risk assessment of irrigation demand may be found in the work of Jones [2000] . A simple probabilistic energy balance model, which samples the uncertainty in greenhouse gas emissions, the climate sensitivity, the carbon cycle, the ocean mixing, and the aerosol forcing, has been used by Dessai et al. [2005] to quantify uncertainty in regional climate change projections. Assignment of global mean temperature probabilities in GCMs through patternscaling technique has been suggested in that study. In order to combine resulting probabilities, the regional skill scores for each GCM, season, and climate variable (surface temperature and precipitation) are devised in 23 world regions based on model performance and model convergence. A range of sensitivity experiments are carried out with different skill score schemes, climate sensitivities, and emission scenarios for performing sensitivity analysis of regional climate change probabilities.
[6] The above mentioned literature on modeling GCM and scenario uncertainty limit themselves in representing uncertainty by performing sensitivity analysis of hydrologic events to climatic parameters. However, implications of such uncertainty in estimating the severity of future extreme events, such as floods and droughts, with a probabilistic approach have not been addressed there. Research into probabilistic forecasts of climate change has been advancing rapidly on several fronts. For example, there have been systematic evaluations of uncertainties due to climate model projections using multimodel ensembles [Raisanen and Palmer, 2001; Giorgi and Mearns, 2003] ; multiensemble experiments with one GCM [Murphy et al., 2004] . Bayesian methods have been applied to multimodel ensembles to characterize uncertainty and probability distribution functions (PDFs) for future climate changes at regional scales [Tebaldi et al., 2004 [Tebaldi et al., , 2005 . In a more recent study, Wilby and Harris [2006] developed a probabilistic framework for modeling GCM and scenario uncertainty, where GCMs were weighted according to an index of reliability for downscaled effective rainfall. A Monte Carlo approach was then used to explore components of uncertainty affecting projections for the River Thames by the 2080s. It was found that the resulting cumulative distribution functions (CDFs) of low flows were most sensitive to uncertainty in the climate change scenarios and downscaling of different GCMs.
[7] The present study attempts to answer the specific question of interpreting the available outputs from GCMs with different scenarios in assessing the severity of future drought, addressing both GCM and scenario uncertainty. Uncertainty due to structure and parameterization is not considered in this work to keep the focus of the work on modeling GCM and scenario uncertainty. An overview of the methodology proposed in this work is presented in Figure 1 . Fuzzy clustering-based downscaling [Ghosh and Mujumdar, 2006] is used for modeling future precipitation using circulation pattern, projected with the available GCM outputs. Standardized precipitation index (SPI) developed by McKee et al. [1993] is used as a drought index which requires precipitation as an input variable. Assuming future SPI to be a random variable at every time step, methodologies based on kernel density and orthonormal systems are used to determine the nonparametric PDF of SPI, as it is very unlikely that the small sample of available GCM outputs will follow a particular parametric distribution. Probabilities for different categories of future drought are computed from the estimated PDF. The methodology is applied to the case study of Orissa meteorological subdivision in India to analyze the severity of different degrees of drought in the future. [8] The following section presents details of the case study area, data extraction, and downscaling technique used for the analysis.
Data Extraction and Statistical Downscaling
[9] The Orissa meteorological subdivision located on the eastern coast of India, extends from 17°to 22°N in latitude and from 82°to 87°E in longitude. The monthly area-weighted precipitation data of Orissa meteorological subdivision in India, from January 1950 to December 2002, is obtained from Indian Institute of Tropical Meteorology, Pune (http://www.tropmet.res.in). This data set is used in the downscaling as predictand. The primary source of this data is the India Meteorological Department. Selection of predictor is an important step in statistical downscaling. The predictors used for downscaling [Wilby et al., 1999; Wetterhall et al., 2005; Tripathi et al., 2006] should be: (1) reliably simulated by GCMs, (2) readily available from archives of GCM outputs, and (3) strongly correlated with the surface variables of interest. Precipitation can be related to air mass transport and thus can be related to atmospheric circulation, which is a consequence of pressure differences and anomalies [Bardossy, 1997] , and thus circulation pattern is used as the predictor for downscaling in most of the earlier models [e.g., Bardossy and Plate, 1991; Hughes and Guttorp, 1994; Bardossy et al., 1995; Wetterhall et al., 2005] . On the basis of these studies, the present methodology uses MSLP as predictor for downscaling. Gridded MSLP data used in the downscaling are obtained from the National Center for Environmental Prediction/ National Center for Atmospheric Research (NCEP/NCAR) reanalysis project [Kalnay et al., 1996 ; http://www.cdc. noaa.gov/cdc/reanalysis/reanalysis.shtml]. Reanalysis data are outputs from a high-resolution atmospheric model that has been run using data assimilated from surface observation stations, upper-air stations, and satellite-observing platforms. Results obtained using these fields therefore represent those that could be expected from an ideal GCM [Cannon and Whitfield, 2002] . Monthly average MSLP outputs from 1948 to 2002 were obtained for a region spanning 15°-25°N in latitude and 80°-90°E in longitude that encapsulates the study region. Figure 2 shows the NCEP grid points superposed on the map of Orissa meteorological subdivision. A statistical relationship based on fuzzy clustering and linear regression is developed between MSLP and precipitation, with reanalysis data of MSLP as predictor and observed precipitation as predictand. This relationship is used to model the future precipitation using available GCM projections of MSLP. Table 1 gives a list of GCMs with available scenarios. The outputs of MSLP of GCMs with scenarios, as given in Table 1 , are extracted from the IPCC data distribution center (http://www.mad.zmaw.de/IPCC_DDC/html/ ddc_gcmdata.html) for the region covering all the NCEP grid points.
[10] An overview of the statistical downscaling technique used here to model future precipitation from GCM-projected circulation pattern is presented in Figure 3 . The method involves training NCEP data of circulation pattern with observed precipitation and the use of the resulting regression relationship in modeling future precipitation from GCM projections. The training involves three steps [Ghosh and Mujumdar, 2006] : PCA, fuzzy clustering, and linear regression with seasonality terms. Standardization is used prior to statistical downscaling to reduce systematic biases in the mean and variances of GCM predictors relative to the observations or NCEP/NCAR data. The procedure typically involves subtraction of mean and division by standard deviation of the predictor variable for a predefined baseline period for both NCEP/NCAR and GCM outputs. The period 1961-1990 is used as a baseline because it is of sufficient duration to establish a reliable climatology and is yet not too long nor too contemporary to include a strong global change signal . For the Orissa meteorological subdivision, MSLP values at 25 NCEP grid points are used as predictor, which are highly correlated with each other. PCA is used to convert them into a set of uncorrelated variables. It was found that 99.7% of the variability of original data set is explained by the first three principal components, and therefore only the first three principal components are used for modeling precipitation. Fuzzy clustering is used to classify the principal components into classes or clusters. Fuzzy clustering assigns membership values of the classes to various data points, and it is more generalized and useful to describe a point by its membership values, not by a crisp cluster, in all the clusters.
[11] The important parameters required for the fuzzy clustering algorithm are the number clusters (c) and the fuzzification parameter (m). The fuzzification parameter controls the degree of the fuzziness of the resulting classification, which is the degree of overlap between clusters. The minimum value of m is 1 which implies hard clustering. The number of clusters and the fuzzification parameter are determined from cluster validity indices like fuzziness performance index (FPI) and normalized classification entropy (NCE) [Roubens, 1982] . FPI estimates the degree of fuzziness generated by a specified number of classes and is given by:
where
m it is the membership in cluster i of the principal components in time t. NCE estimates the degree of disorganization created by a specified number of classes and is given as:
[12] The optimum number of classes/clusters is established on the basis of minimizing these two measures. The clustering becomes nonfuzzy when FPI = 0 and turns into fully fuzzy when FPI = 1 [Güler and Thyne, 2004] . The value of FPI should be chosen in such a way that the resulting clustering is neither too fuzzy nor too hard. Güler and Thyne [2004] have recommended an FPI value of 0.25 for the purpose of selection of number of clusters and fuzzification parameter in fuzzy clustering. In this work, FPI and NCE are plotted with the number of clusters c for the different values of fuzzification parameter m (Figure 4 ). It is found that FPI value of 0.25 is achieved for m = 2.0 and c = 2. Ross [1997] also recommends a default value of m = 2.0. Therefore the number of clusters is selected as 2, and in clustering algorithm, the value of m is considered as 2.0.
[13] Linear regression is used to model the monthly precipitation with principal components, membership values 
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GHOSH AND MUJUMDAR: GCM AND SCENARIO UNCERTAINTY of the principal components in each of the clusters, and the cross product of membership values and principal components as regressors. An appropriate seasonality term is used to capture the seasonality. The linear regression equation is given by:
with
where, P t is the precipitation in time t, pc kt is the kth principal component of circulation pattern in time t, and m it is the membership in cluster i of the principal components in time t. K and I are the number of principal components used and the number of clusters, respectively. b i , g k , and r ik are the coefficients of m it , pc kt , and their product terms, respectively. C is the constant term used in the equation.
The membership values m it in each cluster are assigned to the different points based on fuzzy c-means algorithm.
These membership values lie between 0 and 1. The (I À 1) number of clusters is adequate to model the regression equation as the sum of the membership values in all the clusters at time t is 1, and thus (I À 1) memberships will automatically fix the value of Ith membership and therefore the Ith membership will be a redundant input variable to the regression model. Seasonality is incorporated by equations (6) - (9), where p is the serial number of the month within a year (p = 1, 2, 3, . . ., 12). Correlation coefficient (r) between the observed and predicted precipitation is considered as the goodness of fit of the regression model. Here the r value is obtained as 0.924. Linear regression without fuzzy clustering, i.e., only with the principal components obtained from NCEP reanalysis data of MSLP, results in a lower r value of 0.803, which shows the importance of fuzzy clustering in the improvement of downscaling model fit.
[14] A drawback of the model is that a large number of regressors are used in the regression, which may lead to high multicollinearity and insignificant t statistic of the regressors, with a chance of overfitting. Some of the regressors are found to have insignificant t statistic. A thumb rule for any linear regression without multicollinearity is that the condition index, which can be defined as the ratio of maximum to minimum eigenvalues of the matrix formed by the explanatory variables, should be less than 30 [Gujrati, 2004] . The condition index for this regression is 75.793 which shows high multicollinearity. This limitation is overcome by removing regressors having insignificant t statistic one by one from the regression equation without a significant change in R 2 value, which can be tested by checking the F statistic. SPSS 9.05, a data modeling tool (www.spss.com), is used to perform such regression based on F statistic. The resulting model gives the value of r as 0.924. The condition index of this model is 37.394. Although there is still a little multicollinearity, it has been significantly reduced from the previous model considering all the regressors. Also, the t statistic values of the regressors are significant that reduces the possibility of overfitting. To verify the model further, that there is no overfitting, a k-fold cross validation (k = 10) is performed, where the r values for training and testing are obtained as 0.9241 and 0.9225, respectively. Low difference between the r values of training and testing proves that the model is not characterized by overfitting.
[15] The goodness of fit of the model is also tested with the Nash and Sutcliffe [1970] coefficient, which has been recommended by the ASCE Task Committee on Definition of Criteria for Evaluation of Watershed Models of the Watershed Management Committee, Irrigation and Drainage Division [1993] . The Nash-Sutcliffe coefficient (E) is given by:
where P ot and P pt are the observed and predicted precipitation in time t, respectively, and P o is the mean observed precipitation. Nash-Sutcliffe coefficient can vary from 0 to 1, with 0 indicating that the model predicts no better than the average of the observed data, and with 1 indicating a perfect fit. It is obtained as 0.83 for the present model which is satisfactory. Wetterhall et al. [2005] have tested the long-term seasonal mean for verification of a downscaling model. In the present analysis also, similar test has been performed. For the wet period (June, July, August, and September), the long-term mean and median of observed precipitation are 281.4 and 281.9 mm/month, respectively, and those of predicted precipitation are 281.5 and 283.3 mm/month, respectively, which show a good match. Similar results are also obtained for the dry period. For the dry period (months other than June, July, August, and September), the long-term mean and median of observed precipitation are 74.9 and 73.8 mm/month, respectively, and those of predicted precipitation are 74.3 and 73.6 mm/month, respectively. After this verification, the model [equations (5), (6), (7), (8), and (9)] is used for modeling of future precipitation time series for different GCMs with different scenarios.
[16] GCM grid points do not match with NCEP grid points, and thus interpolation is required to obtain the GCM output at NCEP grid points. Interpolation is performed with a linear inverse square procedure using spherical distances [Willmott et al., 1985] . For example, for GCM developed by CCSR/NIES, Japan, the grid size is 5.5°latitude Â 5.625°longitude. The MSLP output is extracted for Orissa meteorological subdivision at 16 grid points extending from 13.8445°to 30.4576°N in latitude and from 78.7500°to 95.6250°E in longitude. These MSLP values are then interpolated to the 25 NCEP grid points. Statistical relationship [equations (5), (6), (7), (8), and (9)] obtained between MSLP and precipitation is then applied to these interpolated NCEP gridded GCM outputs to model precipitation. Similar to CCSR/NIES, all other GCMs, as given in Table 1 , are used to simulate the precipitation for historic period and to project future precipitation of Orissa meteorological subdivision. The eigenvectors or principal directions obtained from NCEP data are used as reference to convert the gridded standardized GCM output to the corresponding principal components. Therefore weights, or principal directions/ eigenvectors, are not calculated separately with the output of each of the GCMs; rather, the same reference principal directions or eigenvectors as obtained from NCEP output are used for all of the GCMs. Another alternative approach may be to blend GCM outputs with the NCEP reanalysis data for obtaining a universal set of principal components. For validation, the bias of annual mean of precipitation as downscaled from different standardized GCM outputs relative to observed data for baseline period is presented in Table 2 . It is seen that even after standardization, the bias is not significantly reduced because the methodology may reduce the bias in the mean and variance of the predictor variable, but it is much harder to accommodate the biases in large-scale patterns of atmospheric circulation in GCMs (for example, shifts in the dominant storm track relative to observed data) or unrealistic intervariable relationships [Wilby and Dawson, 2004] . Discussion on biases of different GCMs after downscaling may also be found in the work of Wilby and Harris [2006] . To remove the biases, 1961 -1990 simulated mean is subtracted, and the observed baseline period mean is added, so that all the models have the same mean in the historic period, and thus the resulting uncertainty is solely due to GCM and scenario uncertainty and not due to biases present in the GCMs. Figure 5 shows the future projection of precipitation for wet (June, July, August, and September) and dry periods separately for CCSR/NIES GCM with B2 scenario. It is observed that the downscaling model significantly underestimates the interannual variability most notably in the wet season. A reason for this may be the insensitivity of MSLP in correctly modeling precipitation. MSLP can partially explain historic rainfall variation, but an improvement of the model is possible if moisture content or humidity is incorporated. In the present study the analysis is only limited with MSLP because for most of the GCMs listed in Table 1 , the outputs of moisture content or humidity are not available. Figure 5 clearly indicates a slight increase in wet period precipitation and a severe decrease in dry-period precipitation for the particular scenario. The precipitation, thus computed for all the GCMs with scenarios, is converted into suitable drought indicator for examining future drought scenario.
Drought Indicators
[17] A drought indicator, briefly defined, is a variable to identify and assess drought conditions [Steinemann, 2003] .
Common indicators are based on meteorologic and hydrologic variables such as precipitation, streamflow, soil moisture, reservoir storage, and groundwater levels. A drought trigger is a threshold value of the drought indicator that distinguishes a drought category and determines when drought response actions should begin or end. Drought categories typically represent levels of severity, such as mild, moderate, severe, or extreme drought. Commonly used drought indicators include standardized precipitation index (SPI), Palmer drought severity index (PDSI), crop moisture index (CMI), surface water supply index (SWSI), reclamation drought index (RDI), and deciles (http:// www.drought.unl.edu/whatis/indices.htm).
[18] Most of the drought indicators stated above require multiple input data such as precipitation, available water content of soil, temperature, snowpack, reservoir storage, etc. The SPI is the simplest one which requires only precipitation as input and is generally computed for 3, 6, 12, and 48 months with notations of SPI-3, SPI-6, SPI-12, and SPI-48, respectively. Because of the computational simplicity and least input requirement, SPI is used for drought assessment in the present work. The analysis is performed for annual drought, and thus SPI-12 is used for examining the drought scenario.
[19] McKee et al. [1993] developed the SPI for the purpose of defining and monitoring drought. SPI is based on the probability distribution of precipitation and requires only precipitation as the input data. SPI can be defined by the value of standard normal deviate corresponding to the cumulative distribution function (CDF) value of a precipitation event with a known probability distribution. A common procedure adopted for computing SPI is to fit a gamma distribution to the precipitation data, although the Pearson Type III has also been recommended, and then to transform the data to an equivalent SPI value based on the standard normal distribution [Steinemann, 2003] . Details of the methodology for calculation of SPI may be found in the Website of Colorado Climate Center, Colorado State University (http:// ccc.atmos.colostate.edu/pub/spi.pdf). The standard procedure is as follows:
[20] 1. Fit a gamma distribution to the time series of nonzero precipitation for each timescale of interest (for example, 3, 12, 24, and 48 months, etc.) without overlapping of data segments. Compute the parameters of the gamma distribution.
[21] 2. Compute the value of CDF (G(x)) corresponding to each value of nonzero precipitation (x).
[22] 3. Compute the zero precipitation probability (q) from the historical time series. The value of CDF (H(x)) for a specific precipitation (x) will be:
[23] 4. Compute the value of standard normal deviate corresponding to the value of CDF (H(x) ). This is the SPI value for the precipitation (x).
[24] On the basis of the value, the severity of drought can be assessed and categorized into different classes. Table 3 presents the categories of drought corresponding to their SPI values [McKee et al., 1993; Steinemann, 2003] .
[25] The parameters required for estimation of SPI, viz., parameters of gamma distribution and nonzero precipitation probability, are estimated based on the observed annual precipitation by fitting it to gamma distribution. Using these parameters, the future annual precipitation (computed from monthly precipitation), downscaled from GCM output, is converted into SPI-12. The SPI-12 is calculated for all GCMs for available scenarios. The projected SPI-12 is thus computed in Figure 6 , which shows that SPI-12 time series downscaled from one GCM is entirely different from that of another and also a considerable dissimilarity exists among two scenarios of any particular GCM. The box plot presented in Figure 6 presents the sparseness of the SPI-12 values computed from different GCMs with scenarios for the years 2020, 2040, 2060, and 2080. A single time series of SPI-12 generated from a GCM for a particular scenario represents a single trajectory among a number of realizations derived using various scenarios with GCMs and cannot by itself represent the future drought condition. Such Figure 6 . Predicted SPI-12 from GCM projections with different scenarios. The lower figure gives the box plots for 4 years (color).
uncertainty due to GCMs and scenarios are modeled in a probabilistic framework to assess the severity of possible droughts in the future.
Modeling GCM and Scenario Uncertainty
[26] Climate change impact studies on hydrology, based on GCMs, are characterized by GCM and scenario uncertainty. The source of GCM uncertainty lies in inadequate information and understanding about the underlying geophysical process of global change leading to varied assumptions and limitations in GCM outputs. The unpredictability in the forecast of future socioeconomic and human behavior resulting in different greenhouse gas (GHG) emission scenarios leads to scenario uncertainty. Modeling of GCM and scenario uncertainty necessitates the use of a number of GCM outputs of different scenarios for risk-based studies of future hydrologic extremes.
[27] In the present work the SPI-12 values computed with downscaled outputs from GCMs are considered as the realizations of the random variable SPI-12 in each year where there exists a PDF of SPI-12 in each year ( Figure  7 ). The severity of future drought may be studied by estimating the evolution of the PDF of a drought indicator. The simplest methodology of such analysis is based on the assumption of normal distribution for future SPI-12 in each year. However, it is very unlikely that SPI-12 will follow a normal distribution, and thus such analysis may lead to erroneous conclusion. In such cases, nonparametric PDFs estimated by a kernel density function with a suitable smoothing parameter are useful, as prior assumption of the data to follow a particular distribution can be avoided [Lall et al., 1993] . Applications of kernel density estimation for determination of PDF for hydrologic variables may be found in the studies of Lall [1995] , Lall et al. [1996] , Sharma et al. [1997] , and Tarboton et al. [1998] . Small sample size, however, may not result in accurate estimation of nonparametric PDF using kernel function. The methodology based on orthonormal series [Efromovich, 1999] for determination of nonparametric PDF from a small sample may be used to overcome this drawback. Here we discuss the use of all the three methods (viz., use of a normal distribution, kernel density estimation, and orthonormal series) for examining implications on future drought scenarios.
Assumption of Normal Distribution
[28] The simplest method of modeling a sample of data without prior knowledge of distribution is with an assumption of normal distribution. In the present case, we assume no prior information regarding the future distribution of SPI-12 and, for simplicity, assume a normal distribution. The results for each GCM and emission scenario is taken as the set of independent realizations of SPI-12 and that this set is used at each time step to establish the probability distribution. The values of the parameters of the normal distribution, i.e., mean and variance, are considered as the sample estimates and are obtained from the of SPI-12 projected from different GCMs with scenarios at a particular year. As SPI-12, with less than À2 value indicating extreme drought, the CDF value of SPI-12 at À2 will give the probability of extreme drought.
[29] Similarly, the probability of other categories of drought at a particular year can be estimated from the CDF of the SPI-12 at that time. The probabilities of severe drought, mild-to-moderate drought, and near-normal condition are given by:
Pðmild droughtÞ ¼ F SPI ðÀ1:0Þ À F SPI ðÀ1:5Þ ð14Þ
Pðnear normalÞ ¼ F SPI ð0Þ À F SPI ðÀ1:0Þ ð 15Þ
where P(E) denotes the probability of an event E, and F SPI (x) denotes the value of CDF of SPI at x. A major limitation of this method is that there is no guarantee that SPI will follow a normal distribution. This may lead to erroneous results, but an idea about the trend of severity, i.e., whether the probability of extreme events increases or decreases, may be gathered from this analysis.
[30] Figure 8 shows the average probabilities of drought events for three time slices, years 2000 -2010, 2040 -2050, This may mean that the assumption of normal distribution does not result in a correct assessment of drought impacts of climate change years farther in the future. Figure 9 presents the normal probability plot of SPI-12 for three arbitrarily chosen years 2007, 2041, and 2093 from the three time slices. For all the cases, the SPI-12 values deviate significantly from the normal distribution. A similar observation may be expected for other years also, and thus the probability represented in Figure 8 is not accurate. To determine the PDF of SPI-12 in a year more accurately, kernel density estimation method is used to obtain the nonparametric PDF of SPI-12 for each year in the future.
Kernel Density Estimation
[31] Kernel density estimation entails a weighted moving average of the empirical frequency distribution of the data. Most nonparametric density estimators can be expressed as kernel density estimators [Scott, 1992; Tarboton et al., 1998 ]. It involves the use of kernel function (K(x)), defined by a function having the following property:
[32] A PDF can therefore be used as a kernel function. A normal kernel (i.e., a Gaussian function with mean 0 and variance 1) is used here. A kernel density estimator (f (x)) of a PDF at x is defined by:
where n is the number of observations (here number of available GCM outputs), x l is the lth observation (here SPI-12), and h is the smoothing parameter known as bandwidth, which is used for smoothening the shape of the estimated PDF. The selection of bandwidth is an important step in kernel estimation method. A change in bandwidth may dramatically change the shape of the kernel estimate [Efromovich, 1999] .
[33] Bandwidth for kernel estimation may be evaluated by minimizing the deviation of the estimated PDF from the actual one. When the actual PDF is unknown, the conventional method is to assume a normal distribution. Although there are other methods like plug-in estimates [Polansky and Baker, 2000] and least squares cross validation [Scott, 1992; Tarboton et al., 1998 ], in the present study the bandwidth is estimated based on normal distribution for computational simplicity at each of the time steps. Thus the optimal bandwidth (h 0 ) is given by: Figure 8 . Probability of droughts with normal distribution for SPI-12.
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[34] For non-normal densities, s is given by [Silverman, 1986] :
where S is the sample standard deviation, and IQR is the interquartile range. The value of bandwidth thus evaluated is used to estimate the PDF of the data series using equation (17). This methodology is used to derive the nonparametric PDF for SPI at different time steps. By numerical integration, the CDF values at SPIs of À2, À1.5, À1.0, and 0 are estimated. These are used for finding out the probability of different classes of drought in the future.
[35] Figure 10 presents the probabilities of drought conditions in the years 2000 -2010, 2040 -2050, and 2090-2100 , as obtained using the kernel density estimation. Although an apparent increase in the probability of extreme drought is observed from both methodologies (viz., methods based on the assumption of normal distribution and the kernel density estimation), the resulting probabilities are quite different. The difference between the probabilities of near-normal condition for the years 2000 -2010 and 2040 -2050 using the method based on kernel density estimation is not significant, whereas a larger change has been found for the model based on the assumption of normal distribution. A significant change is found for the years 2090 -2100 from the years 2040 -2050 in the probabilities of near-normal condition from kernel density estimation method, which is absent in the plots obtained from the model based on the assumption of normal distribution. The probability of extreme drought has a continuous increasing trend in Figure 10 , which was absent in Figure 8 . Significant changes are also observed in the probabilities of mild and severe droughts. Although the methodology of kernel estimation used in the present work is computationally simple, there are some drawbacks that include the following:
[36] 1. A large sample can give a better estimate of kernel density estimator. In the present analysis, the sample size (19) is small, consisting only of the downscaled SPI of the available GCM output.
[37] 2. The bandwidth is estimated by assuming that the actual density is normal, which may not be valid.
[38] To overcome these drawbacks, a methodology based on orthonormal series is used, which is an ideal method for estimation of nonparametric PDF from a small sample [Efromovich, 1999] . The next subsections present the details of the methodology for estimation of PDF using orthonormal series.
Method of Orthonormal Series
[39] A PDF from a small sample can be estimated using orthonormal series method, which is essentially a series of orthonormal functions obtained from the sample. The summation of the series with coefficients results in the desired PDF. The following subsection presents the details of the concept and methodology of the method.
Concept of Orthonormal Series and Density Estimation
[40] The methodology based on orthonormal series is used to estimate univariate density of data set with small sample size. Mathematical development of the methodology presented in this subsection is taken from the work of Efromovich [1999] . An orthonormal series is a series of 
[41] Typically, a univariate density function of a random variable X may be well approximated by an orthonormal
where J is called the cutoff, F j (x), j = 0, 1, . . . are the functions of orthonormal system, and q j , j = 0, 1, . . . are the coefficients corresponding to each function. In our case, X is an SPI-12 simulated value from climate models. For this work, we select the orthonormal series as the subset of the Fourier series consisting of cosine functions:
[42] The algorithm involved in estimating probability density function based on orthonormal series is presented in Figure 11 . The detailed methodology is discussed in Appendix 1.
[43] After estimating the PDF, numerical integration is performed for evaluating the CDF values at critical points of SPI-12 equal to À2, À1.5, À1.0, and 0.0. These are used for examining the severity of future drought.
Application and Results
[44] The PDF of SPI-12 computed using the orthonormal series method is presented in Figure 12 along with frequency distribution of the sample and the PDFs resulting from the other two methods for three arbitrarily chosen years 2007, 2041, and 2093 selected from the three time slices of years 2000-2010, 2040 -2050, and 2090 -2100 . For all the cases, it is clear from the figure that a normal PDF fails to model the samples of SPI-12, especially the feature of multimodality, in all the three cases. The PDF obtained using orthogonal series closely resembles the shape generated by the frequency distribution. As an example, for the year 2007, around zero value of SPI-12 the kernel density estimator overestimates the PDF, whereas the PDF generated by orthonormal series estimates it reasonably accurately. A similar result is also obtained for the year 2041. For the year 2093, the PDFs obtained from both the nonparametric methods are nearly the same. One possible reason for the difference between the PDFs obtained from kernel density estimation and orthonormal series is the improper selection of bandwidth in kernel density estimator, which may oversmooth or undersmooth the generated PDF. Figure 10 . Probability of droughts by kernel density estimation.
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[45] Figure 13 presents the probabilities of drought conditions in the years 2000 -2010, 2040 -2050, and 2090 -2100 as obtained using orthonormal series-based density estimation. The results are by and large similar to those of kernel density estimation except for the probabilities of mild drought. Kernel density estimation procedure projects a sudden increase in the probability of mild drought for the years 2090-2100, whereas such significant change is not observed in the results obtained from orthonormal series method. From the overall trend in probabilities of all categories of drought, it may be concluded that the probability of near-normal condition will decrease, and the probabilities of mild, severe, and extreme droughts will increase over time, which projects the Orissa meteorological subdivision to be more drought-prone in the future. From Figure 13 , it is observed that significant increases in probabilities are indicated in cases of severe and extreme droughts only, which implies that climate change impact is more prominent on the extreme hydrologic events. As indicated by these results, the impact of climate change Figure 11 . Algorithm for PDF estimation using orthonormal series method. may also be more severe for the Orissa meteorological subdivision because of its position at the coast of the Bay of Bengal. A slight change in the pressure anomaly of the sea can have a severe impact on the precipitation of Orissa, which results in an increase of hydrologic extremes in that region. Recent past records of Orissa with a fluctuating weather condition and the high occurrence of hydrologic extremes show that this is the most affected region of India due to climate change (www.cseindia.org/programme/geg/ pdf/orissa.pdf).
[46] Some recent studies on the trend of severity of drought for the different regions around the world suggest that drought-prone areas are increasing worldwide. Andreadis and Lettenmaier [2006] have examined drought characteristics over the conterminous United States and found an increasing trend of drought in the southwest and parts of the interior of the West US. From the monthly data set of global Palmer drought severity index (PDSI), Dai et al. [2004] have observed that most parts of Eurasia, Africa, Canada, Alaska, and eastern Australia became drier from 1950 to 2002 as large surface warming has occurred since 1950 over these regions. Dry area has more than doubled (from 12 to 30%) since the 1970s, with a large jump in the early 1980s due to precipitation decreases and subsequent expansion primarily due to surface warming. Without the warming, the PDSI decreases would have been much smaller and less pervasive. Surface warming due to climate change and greenhouse gas effect may lead to a severe drought condition in the present case study area Orissa. Dai et al. [1997] and Dai and Wigley [2000] have found that the decrease in precipitation is occurring mainly over El Niño Southern Oscillation (ENSO)-sensitive regions. There is an established evidence of climatic teleconnection between ENSO and Indian rainfall [Maity and Nagesh Kumar, 2006] , and thus the impact is more severe for India, especially for the Orissa region, because of its coastal position. Therefore global warming with high surface warming in Orissa, sensitivity of precipitation to ENSO, and coastal position are the possible reasons for the trend in the probabilities obtained in this study for the different categories of drought. The probabilities obtained from the analysis will be useful in computing the expected future damage due to drought and in preparing the policy makers in generating appropriate responses.
General Remarks
[47] The methodology presented in this paper deals with the problem of uncertainties due to GCMs and scenarios in a climate change impact assessment study. For examining the future drought scenario of Orissa meteorological subdivision in India, time series of SPI-12 is obtained from the projections of available outputs of several GCMs with several available scenarios. To model the uncertainty in a Figure 13 . Probability of droughts using orthonormal series.
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GHOSH AND MUJUMDAR: GCM AND SCENARIO UNCERTAINTY probabilistic framework, it is assumed that there exists a PDF of the SPI-12 in each year of simulation. The PDF is estimated using nonparametric methods to obtain the probability of different categories of drought in the future. The results show an increasing trend in the probabilities of extreme and severe droughts in the region in the future.
[48] A limitation of the methodology presented here is that it does not consider the uncertainty due to parameterization and the structure of the impact model (GCM) itself, which is increasingly recognized in recent years. The other two sources of uncertainty not considered here are those due to starting conditions used in GCM simulations and the downscaling techniques. Given the hydrologic variable of interest projected from climate model runs with different parameter values of impact models or by using different downscaling techniques, the basic concepts of the proposed methodology may be used for uncertainty modeling. It may be noted that all scenarios are not available under all GCMs or, in other words, in the IPCC data distribution center does not provide outputs for all the scenarios for all GCMs. This leads to some implicit weighting of the GCMs.
[49] Nonparametric PDF is used in the present study to estimate the probability of occurrence of different categories of droughts under future climate change scenarios. The use of parametric PDF, such as the normal distribution, does not lead to precise or accurate estimate of such probabilities. Modeling SPI assuming normal probability distribution should be considered only when the resulting imprecision is modeled. Uses of nonparametric PDF by kernel function, orthonormal system have also imprecision associated with the smoothing of kernel estimate and the determination of support of orthonormal system. Theoretically, SPI-12 can vary from À1 to +1, but in the present analysis, by using a heuristic method, its support is fixed and used for PDF estimation. This may lead to imprecision in its estimate which is not modeled in the present analysis. In such cases, simultaneous accounting of randomness and imprecision or fuzziness, in a single integrated model by using the concept of imprecise probability [Zadeh, 2002] , is useful, where the parameters of the probability distribution are considered as interval numbers or fuzzy numbers. Modeling GCM and scenario uncertainty with imprecise probability may give more generalized estimates of the probabilities of drought conditions, which are useful in examining future conditions.
[50] Future scope of research of the present study includes the use of probabilities estimated for different categories of drought in water resource systems planning and operation. Steinemann [2003] has pointed out that drought indicators and triggers often lack statistical integrity, consistency among drought categories, and correspondence with desired management goals, and thus evaluation of indicators for compatibility, consistency, and applicability is a must before using them in water resource systems models. For example, for direct minimization of expected damage through reservoir operation, surface water supply index (SWSI) is more useful than SPI-12 as SWSI includes reservoir storage as input variable, but such analysis may involve a downscaling model to predict the reservoir inflow also. The use of imprecise probability in modeling GCM and scenario uncertainty along with the uncertainties due to parameterization, structure, and initial value, and the use of suitable drought indicator in decision making will be a useful direction of research on climate change impact assessment.
Conclusions
[51] A methodology of modeling GCM and scenario uncertainty for examining the severity of future drought is presented in this paper. The drought indicator, SPI-12, projected from GCMs is considered to have a PDF in each year in the future. The PDFs are estimated with nonparametric statistical techniques of kernel estimates and orthonormal system. Results are presented in terms of probabilities of different categories of drought in the future. The methodology does not only represent uncertainty due to different GCM projections but also incorporates it in examining the future drought scenario. Models based on software such as MAGICC (www.cgd.ucar.edu/cas/ACACIA/projects/ magicc.html) require an assumption of prior probability distribution of GHG emission and concentration, which may also lead to high imprecision. The methodology presented here does not assume such prior probability. The methodology results in an increasing trend in the probability of severe and extreme droughts for Orissa meteorological subdivision with a decrease in the probability of near-normal condition. It may be concluded from the results that the region will be more drought-prone due to the effect of climate change. Sources of uncertainty other than GCMs and scenarios (for example, uncertainty due to parameterization, initial value, structure, and downscaling method) are ignored in the present study. The methodology presented here does not limit its usefulness only for drought prediction. Given a suitable index for a hydrologic event, the methodology may be used to examine the hydrologic implications of the GCM simulations for the particular event in the future.
Appendix A: Algorithm for Density Estimation Using Orthonormal Series
[73] The algorithm for density estimation using orthonormal series involves the following steps:
A1. Determination of Support and Scaling of Data Set
[74] The methodology presented for estimation of PDF using orthonormal systems is valid when the bound of random variable is [0, 1]. The random variable of interest may have different bounds (say, [a, b] ) and thus may need to be converted to a variable y having an interval of [0, 1] by scaling the data. The scaled variable y may be given by:
[75] Considering the minimum and maximum values from the data set as the two bounds ([a, b] ) are not a realistic method, there is no guarantee that unobserved values will not cross these bounds. Methodology for determination of support from a data set may be found in the paper of Efromovich [1999] . According to that methodology, if x 1 , x 2 , . . ., x n are ordered observations (x 1 x 2 . . . x n ), then
where,
s is a small positive integer, assuming that the density is flat near the boundaries of its support. The default value of s is 1, which is considered in the present work.
A2. Estimation of Orthonormal Series With Coefficients
[76] The functions involved in the orthonormal series can be obtained using equations (23) and (24). The coefficients q j , j = 0, 1, . . . presented in equation (22) can be given by equation (29), where f( y) is the PDF of the scaled random variable Y. [77] It follows that q j is the expected value of F j (y), equation (30), which in turn may be approximated from a finite sample of n observations (y j , j = 1, n) as equation (31).
[78] In our case, where Y is the scaled SPI-12 with a bound [0, 1], the y j are the scaled values of SPI-12 simulated from each climate model.
A3. Estimation of Cutoff J
[79] Determination of an appropriate cutoff J [equation (22)] is important in the method based on orthonormal series. The choice of J depends on the goodness of fit, which can be determined by mean integrated square error using Parseval's inequality. Following Efromovich [1999] J can be computed as:
where J n = [C J0 + C J1 ln(n)]. The default values of C J0 and C J1 are 4 and 0.5, respectively [Efromovich, 1999] .
of multiplicative factor. In either case, the result will come almost similar, as this adjustment methodology is not much sensitive to the final PDF.
A6. Estimation of PDF for Unscaled Data Set
[90] The scaled data/observations are distributed according to a density f Y (y), where y 2 [0, 1].
[91] The PDF thus obtained corresponds to the scaled data set y over the interval of [0, 1] . The estimate of f X (x) of original data set x over interval [a, b] may be given by: c number of clusters f(x) probability density function h 0 optimal bandwidth for kernel density estimation pc kt kth principal reference component in month t q zero precipitation probability w weights for smoothing in orthonormal series estimation
