In this paper, we consider the N -urn Ehrenfest model. By utilizing an auxiliary continuous-time Markov chain, we obtain the explicit formula for the Laplace transform of the hitting time from a single state to a set A of states where A satisfies some symmetric properties. After obtaining the Laplace transform, we are able to compute the high-order moments (especially, variance) for the hitting time.
Introduction
We consider the N -urn Ehrenfest model, where N ≥ 2. In this model, there are N urns which are denoted by Urn 1,......,Urn N . In the beginning, we place M balls in the N urns in an arbitrary way. Then at each step, we choose a ball randomly and put it into another urn with equal probability. (1.1)
For nonempty A ⊆ E, denote the hitting time T A := inf{n ≥ 0 : X n ∈ A}, and use T x as an abbreviation for T {x} , where x ∈ E. We follow the standard notation for the Markov chain to use P x to denote the probability when the initial state is x, then use E x and V ar x to denote the corresponding expectation and variance, respectively.
We are interested in the distribution of T A for some special A ⊆ E. Denote by A the set containing all subsets A = {y 1 , y 2 , · · · , y k } ⊆ E such that for each y ∈ A, the sequence s(y, y 1 ), s(y, y 2 ), · · · , s(y, y k ) are the same after being sorted by a monotonic increasing order. It is not difficult to see that the following special A i (i = 1, 2, 3, 4, 5) all belong to A .
A 1 = {y}, where y ∈ E;
A 2 = {y, z}, where y, z ∈ E;
A 3 = {(1, · · · , 1), (2, · · · , 2), · · · , (N, · · · , N )};
A 4 = {x ∈ E : s(x, (2, · · · , 2)) = h}, where 0 ≤ h ≤ M ;
A 5 = {x = (x 1 , · · · , x M ) ∈ E : x 1 , · · · , x M are all different}, where M ≤ N.
Then τ is a one-to-one mapping from E to E. Obviously, s(τ (x), τ (y)) = s(x, y) and hence p τ (x)τ (y) = p xy for all x, y ∈ E.
It follows that E τ (x) (e −λT τ (A) ) = E x (e −λT A ) for all x ∈ E, A ⊆ E and λ ≥ 0. Clearly,
Our main result is as follows. It gives the Laplace transform and then illustrates the distribution of the hitting time T A for A ∈ A . Theorem 1.1 Suppose x ∈ E and A ∈ A . Then we have
for any y ∈ A, where
we can get the following corollary.
Corollary 1.2 Suppose x ∈ E and A ∈ A . Then we have
for 0 ≤ k ≤ M and u ≥ 0.
Remark.
(1) We can get the higher-order moments for T A by taking higher-order derivatives of L(λ). The notation will be more complicated, so we omit the details here.
(2) Fix A ∈ A . Applying (1.5), we conclude that E x (T A ) is a decreasing function of z∈A g s(x,z) (0).
In history, the Ehrenfest model was first proposed in Ehrenfest & Ehrenfest [5] as "a test bed of key concepts of statistical mechanics" (see Meerson & Zilber [9] ). There are many problems concerning this simple but insightful model. The study of the hitting time was first restricted in the 2-Urn case (when N = 2), see Blom [2] , Lathrop et al [6] , Palacios [10] , etc. Recently, Chen et al [3] considered the 3-Urn case and computed E x (T y ) when s(x, y) = 0. Then Song & Yao [11] extended their result to all N ≥ 2 and all x, y ∈ E. The N -Urn model has attracted attentions in application fields recently, see
Aloisi & Nali [1] , for example. So it is worthwhile to investigate the model more deeply.
The authors of all the above references did not consider the distribution of the hitting time. And they did not consider T A for A other than a singleton. Furthermore, the methods in [3] and [11] cannot be used to prove Theorem 1.1. In this paper, we adopt a new method to solve the problem. The new method relies on an auxiliary continuous-time Markov chain, which is the main contribution of this paper.
The organization of this paper is as follows. In Section 2, we introduce an auxiliary continuous-time Markov chain and explore the relationship with the original discrete-time Markov chain. In Section 3, we prove Theorem 1.1 with the help of the above auxiliary chain, and then prove Corollary 1.2. In Section 4, we give some examples and use Corollary 1.2 to extend the results in [3] and [11] .
An auxiliary continuous-time Markov chain
In this section, we introduce a continuous time Markov chain on E = {1, · · · , N } M . Let Proof. Set σ 0 := 0 and σ n := inf{t > σ n−1 :
with parameter M , and
on E with transition probability
See Chapter 3 of Lawler [7] for details. Comparing (2.2) with (1.1), we can get that {Y (σ n )} has the same finite-dimensional distribution with {X n }, as desired. ✷ From Proposition 2.1, we can define {Y (t)} and {X n } on the same probability space and treat {X n } as the embedded chain of {Y (t)}. So we can use the same notations P x , E x and V ar x when considering the both processes. Next, we use the superscript "Y " to denote the hitting time for {Y (t)}. That is, for nonempty A ⊆ E, denote the hitting time
and use T Y x as an abbreviation for T Y {x} , where x ∈ E. The next proposition shows the relationship of the Laplace transforms between T A and T Y A .
Proposition 2.2
For any x ∈ E, A ⊆ E and λ ≥ 0, we have
Since T A is independent of {ξ 1 , ξ 2 , · · · }, and ξ 1 , ξ 2 , · · · are i.i.d exponential random variables with parameter M , we can deduce that for any u ≥ 0,
Substitute it into equation (2.4), we conclude that
As a corollary, we can get the following relationship of the expectations and variances between T A and T Y A .
Corollary 2.3
For any x ∈ E and A ⊆ E, we have
It is not difficult to get
Therefore, we can conclude that
and
Remark. By taking higher-order derivatives from equation (2.5), we can get the relationship of the higher-order moments between T A and T Y A . Since the number of terms will increase in the higher-order moment case, we omit the detailed computation here. Denote by {p t } the transition semigroup of {Y 1 (t)} whose Q-matrix Q is given in (2.1).
That is, p t (i, j) = P i (Y 1 (t) = j) for all i, j ∈ {1, · · · , N } and t ≥ 0. The next lemma gives an explicit formula for {p t }.
Lemma 3.1 For any i, j ∈ {1, · · · , N } and t ≥ 0, we have
Proof. By the symmetric property of the Q-matrix Q, we have for any t ≥ 0,
Since p 0 (1, 1) = 1, by solving the first-order linear ordinary differential equation, we get
And therefore,
This completes the proof. ✷ Proof of Theorem 1.1. For x ∈ E, A ∈ A and u > 0, define
Denote by {P t } the transition semigroup of {Y (t)}. That is, P t (y, z) = P y (Y (t) = z)
for all y, z ∈ E and t ≥ 0. By Lemma 3.1, we have for any
where k = s(x, z). Thus for any u > 0,
This, together with the fact that A ∈ A , yields G u (y, A) = G u (z, A) for all y, z ∈ A and u > 0. Furthermore, by the strong Markov property, we obtain that for any y ∈ A and u > 0,
and hence
Therefore, the desired result (1.2) follows immediately from (2.3) and (3.2). ✷ Remark. From (3.1), we can get that
for any 0 ≤ k ≤ M and u > 0. We call (3.3) the "integral version" for f k (u). It will be useful for simplifying the formulas in Section 4.
Proof of Corollary 1.2. From (1.3) and (1.7), we can see that
for any 0 ≤ k ≤ M and u > 0. Then by (1.2) and (3.4), we have for any λ ≥ 0 and y ∈ A,
where L 1 (λ) denotes the numerator and L 2 (λ) denotes the denominator. Hence
. Therefore, by Leibnitz's formula we can get
Note that
The desired results (1.5) and (1.6) then follow from (1.4), (3.5) and (3.6). ✷
Some special examples
In this section, we consider several special examples. To simplify the notation, we use g k as an abbreviation for g k (0) in this section (0 ≤ k ≤ M ). Before discussing the examples, we first give the expressions for g 0 , g M and g k+1 − g k , that will be used later.
Note that for any real number a,
By (1.7) and (4.1), we obtain
For 0 ≤ k ≤ M − 1, by (1.7),(3.3) and (3.4), we have
First hitting time to a fixed singleton
When A = {y} where y ∈ E, we have A ∈ A . Therefore, by Theorem 1.1, we get that for
Furthermore, by (1.5) in Corollary 1.2, we get that for any x, y ∈ E,
Especially, for any x, y ∈ E such that s(x, y) = 0 (for example, when x = (1, · · · , 1) and
We now explain how (4.6) and (4.7) match the results of Theorem 1.2 and Theorem 1.1 in Song & Yao [11] respectively. Combining (4.6) with (4.4) we obtain
where k = s(x, y). This is exactly the result of Theorem 1.2 in Song & Yao [11] . Applying (4.2) and (4.3), we can rewrite (4.7) as
for any x, y ∈ E satisfying s(x, y) = 0. This is exactly the result of Theorem 1.1 in Song & Yao [11] .
Next, we compute V ar x (T y ) for x, y ∈ E. This was not done in Song & Yao [11] . By (1.6) in Corollary 1.2, we get that for any x, y ∈ E, V ar
Especially, when s(x, y) = 0, (4.10) becomes
By (4.1), for any real number a,
With the help of (1.7), it follows that
Putting (4.9), (4.2) and (4.13) into (4.11), we have
for any x, y ∈ E such that s(x, y) = 0.
First hitting time to a fixed two-points set
Suppose x, y, z are three different points in E. Let A = {y, z}. We next compute E x (T A ) and P x (X T A = y).
Since A ∈ A . By (1.5) and (4.6), we have
(4.14)
On the other hand, by strong Markov perperty, we get
From (4.14) and (4.15), we obtain
4.3 First time that all balls are in the same urn
Then we have
and for 1 ≤ i ≤ N ,
where
Proof. Set y = (1, · · · , 1), then y ∈ A ∈ A . By (1.5), we have
Next, set z = (i, · · · , i). By the strong Markov property, we obtain that
Hence (4.16) can be rewritten as
Therefore,
Putting k = 0 into (4.4) yields 
Then we have
Proof. Set y = (1, 2, · · · , M ). Then y ∈ B ∈ A . By (1.5), we have
where a k = |{z ∈ B : s(y, z) = k}|. Pick an element of B with equal probability and denote In this subsection, set A h = {y ∈ E : s(y, (2, · · · , 2)) = h} and s(x, (2, 2, ..., 2)) = k.
Proof. Firstly, suppose that k < h. By (4.4), (4.6) and the strong Markov property, we have
Thus (4.18) holds.
Now we suppose that k > h. Let y = (1, · · · , 1). Then y ∈ A 0 ∈ A . By (1.5), we get
Pick an element of A 0 with equal probability and denote it by Z. Let η 1 = s(y, Z) and
It is easy to check that
., independent of η 2 , and ζ 1 ∼ Bin 1, 1 N − 1 . For convenience,
. In particular, S k has the same distribution as η 1 . It follows that
If we have showed that for any ζ ∼ Bin m,
It follows that for k > h,
That is, (4.19) holds. Therefore it remains to prove (4. 
