Abstract. We propose necessary and sufficient conditions for a bisequence of complex numbers to be a moment one of Sobolev type over the real line, the unit circle and the complex plane. We achieve this through converting the moment problem in question into a matrix one and utilizing some techniques coming from operator theory. This allows us to consider the Sobolev type moment problem in its full generality, not necessarily in the diagonal case and even of infinite order.
Orthogonality of polynomials with respect to a Sobolev inner product has been studied extensively (see [4] for a kind of overview and also [8] for a slightly more updated one though with more emphasis on coherent pair approach) for last ten years or so. It started with the somehow simpler, diagonal case and then, while developing, gradually has involved more complicated ones which take into consideration off-diagonal ingredients of the inner product as well. All this has been done for concrete families of polynomials; more general questions as well about this kind of orthogonality have been addressed. Here we would like to mention a study of Sobolev orthogonality from the numerical point of view [3] , asymptotic behaviour of orthogonal polynomials [7] , differential properties [5] of weighted orthogonality, involving [6] higher order derivatives in the inner product in question and finally the recurrence relation approach [2] , the latter with potentially broader applications. On the other hand, orthogonality of polynomials is closely related to moment problems and this is what has turned our interest towards the moment problem of Sobolev type.
The Sobolev type moment problem
Assuming N ∈ {1, 2, . . . }∪{+∞} we introduce the following shorthand notation: 
Notice that even if N = +∞ the sums in (1) and (2) always reduce to finite ones.
Condition (3) means precisely that, if N < +∞, the scalar matrix (µ i,j (σ))
is positive definite in the usual matrix sense and, if N = +∞, all the finite principal matrices of the infinite matrix (µ i,j (σ)) ∞ i,j=0 are positive definite scalar matrices. Consequently, in any case,
Moreover, by the Cauchy-Schwarz inequality,
This implies that if {σ k } k is any finite Borel partition of σ, then (again the CauchySchwarz inequality)
This gives
where |µ i,j | stands for the variation measure of µ i,j . Inequality (6) forces that
If there is a positive measure ν such that every µ i,i is absolutely continuous with respect to it (which always happens when N is finite; then one may take simply ν
Remark 2. Condition 2 o guarantees that the scalar (inner) product defined by {s m,n } ∞ m,n=0 is positive definite. More precisely, in case Σ = R, if one sets
the inner product so defined on C[X] is apparently positive definite. When Σ is either T or C we can define the inner product for polynomials in C[Z,Z] by extending it linearly from
The tool
Given a sequence of (N + 1) × (N + 1)-matrices (a
Remark 3. Because of (5) 
one has the following decomposition 1 :
Proof. Suppose s m,n is of the form (1). Then 
This means that {s m,n } ∞ m,n=0 is a Sobolev type moment sequence of order N on Σ. The cases Σ = C and Σ = T fit in with the same formal pattern.
The real line case
In what follows {ε 
is a positive definite form over the involution semigroup N (with involution m * df = m, m ∈ N) in the sense of [10] . It can be deduced from [10] 2 that there are a Hilbert space H containing 
where V : F N → H is a linear operator. Let E be the spectral measure of A. Set
It is easy to check that for any σ the matrix (µ i,j ) N i,j=0 is positive definite in the sense of (11) which completes the proof.
The unit circle case
Here Σ = T and this seems to be the simplest case. Keeping notation of (14) we have 
is a positive definite form over the group Z in the sense of [10] . Using the technique of [10] 3 we get a Hilbert space H contaning 2 N and a unitary operator U in H such that
where V : F N → H is a linear operator. Let E be the spectral measure of U . As before for any σ the matrix (µ i,j ) N i,j=0 defined by (17) is positive definite in the sense of (11) which completes the proof.
The complex plane case
Here Σ = C. This is the most involved case. Fortunately very recent results, though they are pretty complicated both to state and to prove, help us to settle this case as well; unfortunately, they are the only available results so far. In fact we have two results of different nature. In order to state the first one we need some specific terminology (introduced in [10] ) which we adapt to our circumstances.
Let S be a subset of Z × Z which contains (0, 0) and which is closed under the following operations: if (m, n), (p, q) ∈ S, then (m + n, p + q) and (n, m) are both in S. Call a mapping ω : 
We are going to deal with two particular sets
On the other hand, if ω + is a form over (N + , F N ) , then positive definiteness of ω + can be restated as 
Our first result in this direction is as follows: 
Proof. According to Theorem 19 of [9] existence of the extending form ω + is equivalent to existence of a semispectral measure F in
where V is a linear operator from F N to H. We get the required measure simply by setting
The next result looks much more complicated; nevertheless, in contrast to the previous one, it is, like Theorems 5 and 6, a kind of test for a given sequence to be a Sobolev-type moment one. 
Proof. Since, due to Theorem 28 of [9] , condition (•) is equivalent to the existence of a semispectral measure F in
Again define the required measure as in (22).
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Some comments
The problem which has been left somehow apart is whether, given a sequence {s m,n } ∞ m,n=0 , the equations (13) 
