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SIGNATURES OF HERMITIAN FORMS AND THE KNEBUSCH TRACE
FORMULA
VINCENT ASTIER AND THOMAS UNGER
Abstract. Signatures of quadratic forms have been generalized to hermitian forms
over algebras with involution. In the literature this is done via Morita theory, which
causes sign ambiguities in certain cases. In this paper, a hermitian version of the
Knebusch Trace Formula is established and used as a main tool to resolve these am-
biguities.
1. Introduction
In this paper we study signatures of hermitian forms over central simple algebras
with involution of any kind, defined over formally real fields. These generalize the
classical signatures of quadratic forms.
Following [3] we do this via extension to real closures and Morita equivalence. This
leads to the notion of M-signature of hermitian forms in Section 3.2. We study its
properties, make a detailed analysis of the impact of choosing different real closures
and different Morita equivalences and show in particular that sign changes can occur.
This motivates the search for a more intrinsic notion of signature, where such sign
changes do not occur.
In Section 3.3 we define such a signature, the H-signature, which only depends on
the choice of a tuple of hermitian forms, mimicking the fact that in quadratic form
theory the form 〈1〉 always has positive signature. The H-signature generalizes the
definition of signature in [3] and is in particular well-defined when the involution be-
comes hyperbolic after scalar extension to a real closure of the base field, addressing
an issue with the definition proposed in [3].
Our main tool is a generalization of the Knebusch trace formula to M-signatures of
hermitian forms, which we establish in Section 5. In Section 7 we show that the total
H-signature of a hermitian form is a continuous map and in Section 8 we prove the
Knebusch trace formula for H-signatures.
2. Preliminaries
2.1. Algebras with Involution. The general reference for this section is [11, Chap-
ter I].
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Let F be a field of characteristic different from 2. An F-algebra with involution is
a pair (A, σ) consisting of a finite-dimensional F-algebra A with centre Z(A) and an
F-linear map σ : A → A such that σ(xy) = σ(y)σ(x) for all x, y ∈ A and σ2 = idA. The
involutionσ is either of the first kind or of the second kind. In the first case A is simple,
Z(A) = F and σ|F = idF . In the second case there are two possibilities: either A is
simple, Z(A) = K = F(
√
d) for some d ∈ F× and σ|K is the nontrivial F-automorphism
of K, or (A, σ) ≃ (B × Bop,̂) with B a simple F-algebra, Z(A) ≃ F × F a double-field
and̂ the exchange involution, defined by ̂(x, yop) = (y, xop) for all x, y ∈ B. We call
(A, σ) degenerate if it is isomorphic to (B × Bop,̂).
Consider the F-subspaces Sym(A, σ) = {a ∈ A | σ(a) = a} and Skew(A, σ) = {a ∈
A | σ(a) = −a} of A. Then A = Sym(A, σ) ⊕ Skew(A, σ). Assume that σ is of the
first kind. Then dimF(A) = m
2 for some positive integer m. Furthermore, σ is either
orthogonal (or, of type +1) if dimF Sym(A, σ) = m(m + 1)/2, or symplectic (or, of type
−1) if dimF Sym(A, σ) = m(m − 1)/2. If σ is of the second kind, then dimF(A) = 2m2
for some positive integerm and dimF Sym(A, σ) = dimF Skew(A, σ) = m
2. Involutions
of the second kind are also called unitary.
Let σ and τ be two involutions on A that have the same restriction to Z(A). By the
Skolem-Noether theorem they differ by an inner automorphism: τ = Int(u) ◦ σ for
some u ∈ A×, uniquely determined up to a factor in F×, such that σ(u) = u if σ and τ
are both orthogonal, both symplectic or both unitary and σ(u) = −u if one of σ, τ is
orthogonal and the other symplectic. Here Int(u)(x) := uxu−1 for x ∈ A.
2.2. ε-Hermitian Spaces and Forms. The general references for this section are [10,
Chapter I] and [19, Chapter 7], both for rings with involution. Treatments of the central
simple and division cases can also be found in [6] and [14], respectively.
Let (A, σ) be an F-algebra with involution. Let ε ∈ {−1, 1}. An ε-hermitian space
over (A, σ) is a pair (M, h), where M is a finitely generated right A-module (which is
automatically projective since A is semisimple) and h : M × M −→ A is a sesquilinear
form such that h(y, x) = εσ(h(x, y)) for all x, y ∈ M. We call (M, h) a hermitian space
when ε = 1 and a skew-hermitian spacewhen ε = −1. If (A, σ) is a field equipped with
the identity map, we say (skew-) symmetric bilinear space instead of (skew-) hermitian
space.
Consider the left A-module M∗ = HomA(M, A) as a right A-module via the involu-
tion σ. The form h induces an A-linear map h∗ : M → M∗, x 7→ h(x, ·). We call (M, h)
nonsingular if h∗ is an isomorphism. All spaces occurring in this paper are assumed to
be nonsingular. We often simply write h instead of (M, h) and speak of a form instead
of a space.
ByWedderburn theory,M decomposes into a direct sum of k simple right A-modules,
for some k ∈ N which we call the rank of h.
If A = D is a division algebra (so that M ≃ Dn for some integer n) such that
(D, σ, ε) , (F, idF,−1), then h can be diagonalized: there exist invertible elements
a1, . . . , an ∈ Sym(D, σ) such that, after a change of basis, h(x, y) =
∑n
i=1 σ(xi)aiyi, for
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all x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Dn. In this case we use the shorthand notation
h = 〈a1, . . . , an〉σ, which resembles the usual notation for diagonal quadratic forms.
If A is not a division algebra we can certainly consider diagonal hermitian forms
h = 〈a1, . . . , an〉σ defined on the free A-module An, where n ∈ N and a1, . . . , an are
invertible elements in Sym(A, σ). We call n the dimension of h. Note that not all
hermitian forms over (A, σ) are diagonalizable.
Witt cancellation and Witt decomposition hold for ε-hermitian spaces over (A, σ).
Let Wε(A, σ) denote the Witt group of Witt classes of ε-hermitian spaces over (A, σ).
When ε = 1 we drop the subscript and simply write W(A, σ). We denote the usual
Witt ring of F by W(F). We find it convenient to identify forms over (A, σ) with their
classes inWε(A, σ).
Lemma 2.1. Let (A, σ) be an F-algebra with involution.
(i) If σ is of the first kind and dimF(A) is odd, thenW(A, σ) ≃ W(F) andW−1(A, σ) =
0.
(ii) If σ is of the first kind and dimF(A) is even, then W−1(A, σ) ≃ W(A, τ) for some
involution τ of opposite type to σ.
(iii) If σ is of the second kind, then W−1(A, σ) ≃ W(A, σ).
(iv) If (A, σ) is degenerate, then W(A, σ) = 0.
Proof. (i) It follows from the assumptions that A ≃ Mn(F) and that σ is necessarily or-
thogonal. By hermitian Morita theory (see Section 2.4) we have that W(A, σ) ≃ W(F)
and W−1(A, σ) ≃ W−1(F, idF). Since skew-symmetric forms over F are hyperbolic we
haveW−1(F, idF) = 0.
(ii) By [11, 3.A] there exists an involution τ of opposite type to σ since A has
involutions of both types under our assumptions. As observed earlier we then have
τ ◦ σ = Int(u) for some u ∈ A× with σ(u) = −u. Let h be a skew-hermitian form
over (A, σ). Then uh is a hermitian form over (A, τ). The one-to-one correspondence
h 7→ uh respects isometries, orthogonal sums and hyperbolicity and so induces the
indicated isomorphism.
(iii) Let u ∈ Z(A), u , 0 be such that σ(u) = −u. For example, let u =
√
d if
Z(A) = F(
√
d) and let u = (−1, 1) if Z(A) ≃ F × F. The one-to-one correspondence
h 7→ uh induces the indicated isomorphism.
(iv) Assume that (A, σ) ≃ (B × Bop,̂) and let h : M × M → B × Bop be hermitian
with respect tô. Let e1 = (1, 0) and e2 = (0, 1). Then M = M1 ⊕ M2 with Mi := Mei
(i = 1, 2) and h is hyperbolic since h|M1×M1 = 0 and M⊥1 = M1 (cf. [10, Chapter I,
Corollary 3.7.3]), which can be verified by direct computation.  
In view of Lemma 2.1(iv) degenerate F-algebras with involution are not interest-
ing in the context of this paper. Therefore we redefine F-algebra with involution to
mean non-degenerate F-algebra with involution. Observe that such an algebra with
involution may become degenerate over a field extension of F.
2.3. Adjoint Involutions. The general reference for this section is [11, 4.A].
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Let (A, σ) be an F-algebra with involution. Let (M, h) be an ε-hermitian space over
(A, σ). The algebra EndA(M) is again simple with centre Z(A) sinceM is finitely gener-
ated [11, 1.10]. The involution adh on EndA(M), defined by h(x, f (y)) = h(adh( f )(x), y),
for all x, y ∈ M, and all f ∈ EndA(M) is called the adjoint involution of h. The invo-
lutions σ and adh are of the same kind and σ(α) = adh(α) for all α ∈ Z(A). In case
adh and σ are of the first kind we also have type(adh) = ε type(σ). Furthermore, every
involution on EndA(M) is of the form adh for some ε-hermitian form h over (A, σ) and
the correspondence between adh and h is unique up to a multiplicative factor in F
× in
the sense that adh = adλh for every λ ∈ F×.
Let (A, σ) be an F-algebra with involution. By a theorem of Wedderburn there
exists a division algebra D (unique up to isomorphism) with centre Z(A) and a finite-
dimensional right D-vector space V such that A ≃ EndD(V). Thus A ≃ Mm(D) for
some positive integer m. Furthermore there exists an involution ϑ on D of the same
kind as σ and an ε0-hermitian form ϕ0 over (D, ϑ) with ε0 ∈ {−1, 1} such that (A, σ)
and (EndD(V), adϕ0) are isomorphic as algebras with involution. In matrix form adϕ0
is described as follows: adϕ0(X) = Φ0ϑ
t(X)Φ−1
0
, for all X ∈ Mm(D), where ϑt(X) :=
(ϑ(xi j))
t for X = (xi j) and Φ0 ∈ GLm(D) is the Gram matrix of ϕ0. Thus ϑt(Φ0) = ε0Φ0.
2.4. Hermitian Morita Theory. We refer to [2, §1], [5], [6, Chapters 2–3], [10,
Chapter I, §9], or [13] for more details.
Let (M, h) be an ε-hermitian space over (A, σ). One can show that the algebras
with involution (EndA(M), adh) and (A, σ) are Morita equivalent: for every µ ∈ {−1, 1}
there is an equivalence between the categories H µ(EndA(M), adh) and H εµ(A, σ) of
non-singular µ-hermitian forms over (EndA(M), adh) and non-singular εµ-hermitian
forms over (A, σ), respectively (where the morphisms are given by isometry), cf. [10,
Chapter I, Theorem 9.3.5]. This equivalence respects isometries, orthogonal sums and
hyperbolic forms. It induces a group isomorphism Wµ(EndA(M), adh) ≃ Wεµ(A, σ).
The Morita equivalence and the isomorphism are not canonical.
The algebras with involution (A, σ) and (D, ϑ) are also Morita equivalent. An ex-
ample of such a Morita equivalence is obtained by composing the following three
non-canonical equivalences of categories, the last two of which we will call scaling
and collapsing. For computational purposes we describe them in matrix form. We
follow the approach of [17]:
H ε(A, σ) −−→ H ε(Mm(D), adϕ0)
scaling−−−−−→ H ε0ε(Mm(D), ϑt)
collapsing−−−−−−−−→ H ε0ε(D, ϑ). (1)
Scaling: Let (M, h) be an ε-hermitian space over (Mm(D), adϕ0). Scaling is given
by (M, h) 7−→ (M,Φ−10 h). Note that Φ−10 is only determined up to a scalar factor in F×
since adϕ0 = adλϕ0 for any λ ∈ F× and that replacing Φ0 by λΦ0 results in a different
Morita equivalence.
Collapsing: Recall that Mm(D) ≃ EndD(Dm) and that we always have M ≃ (Dm)k ≃
Mk,m(D) for some integer k. Let h : M ×M −→ Mm(D) be an ε0ε-hermitian form with
respect to ϑt. Then h(x, y) = ϑt(x)By, for all x, y ∈ Mk,m(D), where B ∈ Mk(D) satisfies
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ϑt(B) = ε0εB, so that B determines an ε0ε-hermitian form b over (D, ϑ). Collapsing is
then given by (M, h) 7−→ (Dk, b).
3. Signatures of Hermitian Forms
3.1. Signatures of Forms: the Real Closed Case. Let R be a real closed field, C =
R(
√
−1) (which is algebraically closed) and H = (−1,−1)R Hamilton’s quaternion
division algebra over R. We recall the definitions of signature for the various types of
forms (all assumed to be nonsingular) over R, C, R×R and H. We will use them in the
definition of the M-signature of a hermitian form over (A, σ) in Section 3.2.
(a) Let b be a symmetric bilinear (or quadratic) form over R. Then b ≃ 〈α1, . . . , αn〉
for some n ∈ N and αi ∈ {−1, 1}. We let sign b :=
∑n
i=1 αi. By Sylvester’s Law of
Inertia, sign b is well-defined.
(b) Let b be a skew-symmetric form over R. Then b is hyperbolic and we let sign b :=
0.
(c) Let h be a hermitian form over (C,−), where
√
−1 = −
√
−1. Then h ≃ 〈α1, . . . , αn〉−
for some n ∈ N and αi ∈ {−1, 1}. By a theorem of Jacobson [7], h is up to isometry
uniquely determined by the symmetric bilinear form bh := 2×〈α1, . . . , αn〉 defined
over R. We let sign h := 1
2
sign bh = sign〈α1, . . . , αn〉.
(d) Let h be a hermitian form over (R × R,̂), where (̂x, y) = (y, x) is the exchange
involution. Then h is hyperbolic by Lemma 2.1(iv) and we let sign h := 0.
(e) Let h be a hermitian form over (H,−), where − denotes quaternion conjugation.
Then h ≃ 〈α1, . . . , αn〉− for some n ∈ N and αi ∈ {−1, 1}. By a theorem of Jacobson
[7], h is up to isometry uniquely determined by the symmetric bilinear form bh :=
4 × 〈α1, . . . , αn〉 defined over R. We let sign h := 14 sign bh = sign〈α1, . . . , αn〉.
(f) Let h be a skew-hermitian form over (H,−), where − denotes quaternion conjuga-
tion. Then h is a torsion form [19, Chapter 10, Theorem 3.7] and we let sign h := 0.
Note that the cases of skew-hermitian forms over (C,−) and (R × R,̂) can be reduced
to (c) and (d), respectively, by Lemma 2.1.
Remark 3.1. The signature maps defined in (a), (c) and (e) above give rise to unique
group isomorphismsW(R) ≃ Z, W(C,−) ≃ Z, andW(H,−) ≃ Z such that sign〈1〉 = 1,
sign〈1〉− = 1 and sign〈1〉− = 1, respectively. In addition, we have the group isomor-
phisms W−1(R, idR) = W(R × R,̂) = 0, W−1(H,−) ≃ Z/2Z. See also [10, Chapter I,
10.5].
3.2. The M-Signature of a Hermitian Form. Our approach in this section is inspired
by [3, §3.3,§3.4]. We only consider hermitian forms over (A, σ), cf. Lemma 2.1.
Let F be a formally real field and let (A, σ) be an F-algebra with involution. Con-
sider an ordering P ∈ XF , the space of orderings of F. By a real closure of F at P
we mean a field embedding ι : F → K, where K is real closed, ι(P) ⊆ K2 and K is
algebraic over ι(F).
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Let h be a hermitian form over (A, σ). Choose a real closure ι : F → FP of F at P,
and use it to extend scalars from F to FP:
W(A, σ) −→ W(A ⊗F FP, σ ⊗ id), h 7−→ h ⊗ FP := (idA ⊗ ι)∗(h),
where the tensor product is along ι. The extended algebra with involution (A⊗F FP, σ⊗
id) is Morita equivalent to an algebra with involution (DP, ϑP), chosen as follows:
(i) Ifσ is of the first kind, DP is equal to one of FP orHP := (−1,−1)FP . Furthermore,
we may choose (DP, ϑP) = (FP, idFP) in the first case and (DP, ϑP) = (HP,−) in
the second case by Morita theory (scaling).
(ii) If σ is of the second kind, recall that Z(A) = F(
√
d). Now if d <P 0, then
DP is equal to FP(
√
−1), whereas if d >P 0, then DP is equal to FP × FP and
A ⊗F FP is a direct product of two simple algebras. Furthermore, we may choose
(DP, ϑP) = (FP(
√
−1),−) in the first case and (DP, ϑP) = (FP × FP,̂) in the
second case, again by Morita theory (scaling).
Note that ϑP is of the same kind as σ in each case.
The extended involutionσ⊗ idFP is adjoint to an εP-hermitian form ϕP over (DP, ϑP)
where εP = −1 if one of σ and ϑP is orthogonal and the other is symplectic, whereas
εP = 1 if σ and ϑP are of the same type, i.e. both orthogonal, symplectic or unitary.
Now choose any Morita equivalence
M : H (A ⊗F FP, σ ⊗ id) −→ H εP(DP, ϑP) (2)
with (DP, ϑP) ∈ {(FP, idFP), (HP,−), (FP(
√
−1),−), (FP × FP,̂)}, which exists by the
analysis above. This Morita equivalence induces an isomorphism, which we again
denote by M ,
M : W(A ⊗F FP, σ ⊗ id)
∼−→ WεP(DP, ϑP). (3)
Definition 3.2. Let P ∈ XF. Fix a real closure ι : F → FP of F at P and a Morita
equivalence M as above. Define the M-signature of h at (ι,M ), denoted signMι h, as
follows:
signMι h := signM (h ⊗ FP),
where signM (h ⊗ FP) can be computed as shown in Section 3.1.
This definition relies on two choices: firstly the choice of the real closure ι : F → FP
of F at P and secondly the choice of the Morita equivalence M . Note that there is no
canonical choice for M . We now study the dependence of the M-signature on the
choice of ι and M .
Let ι1 : F → L1 and ι2 : F → L2 be two real closures of F at P, and let (D1, ϑ1) and
ε1 play the role of (DP, ϑP) and εP, respectively, obtained above when ι is replaced by
ι1. Let M1 : H (A ⊗F L1, σ ⊗ id) −→ H ε1(D1, ϑ1) be a fixed Morita equivalence. By
the Artin-Schreier theorem [19, Chapter 3,Theorem 2.1] there is a unique isomorphism
ρ : L1 → L2 such that ρ ◦ ι1 = ι2. It extends to an isomorphism id ⊗ ρ : (A ⊗F
L1, σ ⊗ id) → (A ⊗F L2, σ ⊗ id). The isomorphism ρ also extends canonically to D1 ∈
{L1, (−1,−1)L1, L1(
√
−1), L1×L1}. Consider the L2-algebra with involution (D2, ϑ2) :=
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(ρ(D1), ρ◦ϑ1◦ρ−1). We define ρ(M1) to be theMorita equivalence from (A⊗FL2, σ⊗id)
to (D2, ϑ2), described by the following diagram:
H (A ⊗F L1, σ ⊗ id) M1 //
(id⊗ρ)∗

H ε1(D1, ϑ1)
ρ∗

H (A ⊗F L2, σ ⊗ id)
ρ(M1)
// H ε1(D2, ϑ2)
Proposition 3.3 (Change of Real Closure). With notation as above we have for every
h ∈ W(A, σ),
signM1(h ⊗ L1) = sign ρ(M1)(h ⊗ L2),
in other words
signM1ι1 h = sign
ρ(M1)
ι2
h.
Proof. The statement is trivially true when ε1 = −1, by cases (b), (d) and (f) in Sec-
tion 3.1, so we may assume that ε1 = 1. Consider the diagram
W(A ⊗F L1, σ ⊗ id) M1∼ //
(id⊗ρ)∗

W(D1, ϑ1)
ρ∗

sign
$$■
■■
■■
■■
■■
■
W(A, σ)
(id⊗ι1)∗
66♠♠♠♠♠♠♠♠♠♠♠♠♠
(id⊗ι2)∗ ((◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗
Z
W(A ⊗F L2, σ ⊗ id)
ρ(M1)
∼ // W(D2, ϑ2)
sign
::✉✉✉✉✉✉✉✉✉✉
The left triangle commutes by the definition of ρ. The square commutes by the defini-
tion of ρ(M1). The right triangle commutes since ρ
∗(〈1〉ϑ1) = 〈1〉ϑ2 and by Remark 3.1.
The statement follows.  
Proposition 3.4 (Change of Morita Equivalence). Let M1 and M2 be two different
Morita equivalences as in (2). Then there exists δ ∈ {−1, 1} such that for every h ∈
W(A, σ),
signM1ι h = δ sign
M2
ι h.
Proof. Note that ε1 = ε2. The statement is trivially true when ε1 = −1, by cases (b),
(d) and (f) in Section 3.1, so we may assume that ε1 = 1. The two different Morita
equivalences give rise to two different group isomorphisms
mi : W(A ⊗F FP, σ ⊗ id)
∼−→ Z (i = 1, 2),
by (3) and Remark 3.1. The map m1 ◦ m−12 is an automorphism of Z and is therefore
equal to idZ or −idZ.  
Propositions 3.3 and 3.4 immediately imply
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Corollary 3.5. Let ι1 : F → L1 and ι2 : F → L2 be two real closures of F at P
and let M1 and M2 be two different Morita equivalences as in (2). Then there exists
δ ∈ {−1, 1} such that for every h ∈ W(A, σ),
signM1ι1 h = δ sign
M2
ι2
h.
The following result easily follows from the properties of Morita equivalence:
Proposition 3.6.
(i) Let h be a hyperbolic form over (A, σ), then signMι h = 0.
(ii) Let h1 and h2 be hermitian forms over (A, σ), then sign
M
ι (h1 ⊥ h2) = signMι h1 +
signMι h2.
(iii) The M-signature at (ι,M ), signMι , induces a homomorphism of additive groups
W(A, σ) −→ Z.
(iv) Let h be a hermitian form over (A, σ) and q a quadratic form over F, then
signMι (q⊗h) = signP q · signMι h, where signP q denotes the usual signature of the
quadratic form q at P.
Definition 3.7. Let h be a hermitian form over (A, σ). From Definition 3.2 and Sec-
tion 3.1 it follows that signMι h is automatically zero whenever P belongs to the fol-
lowing subset of XF , which we call set of nil-orderings:
Nil[A, σ] :=

{P ∈ XF | DP = HP} if σ is orthogonal
{P ∈ XF | DP = FP} if σ is symplectic
{P ∈ XF | DP = FP × FP} if σ is unitary
,
where the square brackets indicate that Nil[A, σ] depends only on the Brauer class of
A and the type of σ.
3.3. The H-Signature of a Hermitian Form. It follows from Corollary 3.5 that
signMι is uniquely defined up to a choice of sign. We can arbitrarily choose the sign of
the signature of a form at each ordering P. See for instance Remark 3.13 for a way to
change sign using Morita equivalence (scaling).
A more intrinsic definition is therefore desirable, in particular when considering the
total signature map of a hermitian form XF → Z since such arbitrary changes of sign
would prevent it from being continuous. We are thus led to define a signature that is
independent of the choice of ι and M .
Lemma 3.8. Let P ∈ XF \ Nil[A, σ]. Let ι1 : F → L1 and ι2 : F → L2 be two
real closures of F at P and let M1 and M2 be two different Morita equivalences as in
(2). Let h0 ∈ W(A, σ) be such that signM1ι1 h0 , 0 and let δk ∈ {−1, 1} be the sign of
signMkιk h0 for k = 1, 2. Then
δ1 sign
M1
ι1
h = δ2 sign
M2
ι2
h,
for all h ∈ W(A, σ).
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Proof. Let δ ∈ {−1, 1} be as in Corollary 3.5. Then, we have for all h ∈ W(A, σ) that
signM2ι2 h = δ sign
M1
ι1
h and in particular that signM2ι2 h0 = δ sign
M1
ι1
h0. It follows that
δ1 = δδ2. Thus δ1 sign
M1
ι1
h = δδ2 sign
M1
ι1
h = δ2 sign
M2
ι2
h.  
We will show in Theorem 6.4 that there exists a finite tuple H = (h1, . . . , hs) of
diagonal hermitian forms of dimension one over (A, σ) such that for every P ∈ XF \
Nil[A, σ] there exists h0 ∈ H such that signMι h0 , 0.
Definition 3.9. Let h ∈ W(A, σ) and let P ∈ XF. We define the H-signature of h at P
as follows: If P ∈ Nil[A, σ], define signHP h := 0. If P < Nil[A, σ], let i ∈ {1, . . . , s}
be the least integer such that signMι hi , 0 (for any ι and M , cf. Corollary 3.5), let
δι,M ∈ {−1, 1} be the sign of signMι hi and define
signHP h := δι,M sign
M
ι h.
Lemma 3.8 shows that this definition is independent of the choice of ι and M (but
it does depend on the choice of H).
A choice of Morita equivalence which is convenient for computations of signatures
is given by (1) with (A, σ) replaced by (A ⊗F FP, σ ⊗ id). We denote this Morita
equivalence by N and now describe the induced isomorphisms of Witt groups:
W(A ⊗F FP, σ ⊗ id)
ξ∗
P // W(Mm(DP), adϕP)
scaling
// W(Mm(DP), ϑP
t)
collapsing
// W(DP, ϑP)
h ⊗ FP ✤ // ξ∗P(h ⊗ FP)
✤ // Φ−1
P
ξ∗
P
(h ⊗ FP) ✤ // N (h ⊗ FP),
(4)
where h is a hermitian form over (A, σ), P ∈ XF \ Nil[A, σ] (so that εP = 1), ξ∗P is the
group isomorphism induced by some fixed isomorphism
ξP : (A ⊗F FP, σ ⊗ id)
∼−→ (Mm(DP), adϕP),
and ΦP is the Gram matrix of the form ϕP. Observe that signϕP can be computed as in
Section 3.1.
Lemma 3.10. Let P ∈ XF \Nil[A, σ], let ι : F → FP be a real closure of F and let N
and ϕP be as above. Then sign
N
ι 〈1〉σ = signϕP.
Proof. We extend scalars from F to FP via ι, 〈1〉σ 7−→ 〈1〉σ⊗FP = 〈1⊗1〉σ⊗id and push
〈1 ⊗ 1〉σ⊗id through the sequence (4),
〈1 ⊗ 1〉σ⊗id 7−→ ξ∗P(〈1 ⊗ 1〉σ⊗id) = 〈ξP(1 ⊗ 1)〉adϕP = 〈Im〉adϕP 7−→ Φ
−1
P 〈Im〉adϕP = 〈Φ
−1
P 〉ϑPt .
(Note that ξP(1 ⊗ 1) = Im, the m × m-identity matrix in Mm(DP) since ξP is an algebra
homomorphism.) By collapsing, the matrix Φ−1P now corresponds to a quadratic form
over FP, a hermitian form over (FP(
√
−1),−) or a hermitian form over (HP,−). In
either case Φ−1P is congruent to ΦP. Thus sign
N
ι 〈1〉σ = signϕP.  
Remark 3.11. It follows from Lemma 3.10 that the signature defined in [3, §3.3,
§3.4] is actually signHP with H = (〈1〉σ). It is now clear that this signature cannot be
computed when signNι 〈1〉σ = 0, i.e. when σ ⊗ idFP ≃ adϕP is hyperbolic. In contrast,
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if we take H = (h1, . . . , hs), as described before Definition 3.9 we are able to compute
the signature in all cases. Note that we may choose h1 = 〈1〉σ, so that Definition 3.9
generalizes the definition of signature in [3, §3.3, §3.4].
Example 3.12. Let (A, σ) = (M4(R), adϕ), where ϕ = 〈1,−1, 1,−1〉. Then signϕ = 0.
Consider the dimension one hermitian forms
h =
〈(
1
1
−1
1
)〉
σ
, h1 =
〈(
1
1
1
1
)〉
σ
, and h2 =
〈(
1
−1
1
−1
)〉
σ
over (A, σ). Then signN h = −2, signN h1 = 0 and signN h2 = 4, where we suppressed
the index ι since R is real closed. Let H1 = (h1) and H = (h1, h2), then sign
H1 h is not
defined, whereas signH h = −2. Observe that taking H = (h1,−h2) instead would result
in signH h = 2.
Remark 3.13. Let a ∈ A× be such that σ(a) = εa with ε ∈ {−1, 1}. The Morita equiva-
lence scaling by a, H (A, σ) −→ H ε(A, Int(a) ◦σ), h 7−→ ah induces an isomorphism
ζa : W(A, σ) −→ Wε(A, Int(a) ◦ σ), h 7−→ ah. It is clear that
signMι h = sign
M ◦(ζ−1a ⊗id)
ι ah.
Consider the special case where a ∈ F×. Thus ε = 1 and Int(a) ◦ σ = σ. Assume
that a <P 0. Then sign
M
ι ζa(h) = signM (ah ⊗ FP) = signM (−h ⊗ FP) = − signMι h,
where the last equality follows from Proposition 3.6(iii). The same computation shows
that signHP ζa(h) = − signHP h for any choice of H. Thus, scaling by a changes the sign
of the signature, which is contrary to what is claimed in [3, p. 662].
Remark 3.14. For any choice of H, P and ι as in Definition 3.9, there exists a Morita
equivalence M ′ such that signHP h = sign
M ′
ι h for any h ∈ W(A, σ) (i.e. such that
signM
′
ι hi > 0 with hi as in Definition 3.9). Indeed, for M as in Definition 3.9, it
suffices to take M ′ = δι,M M .
It remains to be shown that a tuple H as described just before Definition 3.9 does ex-
ist. In order to reach this conclusion we first need to develop more theory in Sections 4
and 5.
4. Signatures of Involutions
Let (A, σ) be an F-algebra with involution of any kind with centre a field K. Con-
sider the involution trace form Tσ : A × A −→ K, (x, y) 7−→ TrdA(σ(x)y), where TrdA
denotes the reduced trace of A. If σ is of the first kind, Tσ is a symmetric bilinear form
over F. If σ is of the second kind, Tσ is a hermitian form over (K, σ|K). Let P ∈ XF .
The signature of the involution σ at P is defined by signP σ :=
√
signP Tσ and is a
nonnegative integer, since signP Tσ is always a square; cf. Lewis and Tignol [15] for
involutions of the first kind and Que´guiner [18] for involutions of the second kind. We
call the involution σ positive at P if signP σ , 0.
Example 4.1.
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(i) Let (A, σ) = (Mn(F), t), where t denotes transposition. Then Tσ ≃ n2×〈1〉. Hence
signP σ = n for all P ∈ XF .
(ii) Let (A, σ) = ((a, b)F,−), where − denotes quaternion conjugation. Then Tσ ≃
〈2〉 ⊗ 〈1,−a,−b, ab〉. Hence signP σ = 2 for all P ∈ XF such that a <P 0, b <P 0
and signP = 0 for all other P ∈ XF.
(iii) Let (A, σ) = (F(
√
d),−), where − denotes conjugation. Then Tσ ≃ 〈1〉σ. We
have signP〈1〉σ = 12 signP〈1,−d〉, cf. [19, Chapter 10, Examples 1.6(iii)]. Hence
signP σ = 0 for all P ∈ XF such that d >P 0 and signP σ = 1 for all P ∈ XF such
that d <P 0.
Remark 4.2. Let (A, σ) and (B, τ) be two F-algebras with involution.
(i) Consider the tensor product (A⊗F B, σ⊗τ). Then Tσ⊗τ ≃ Tσ⊗Tτ and so signP(σ⊗
τ) = (signP σ)(signP τ) for all P ∈ XF .
(ii) If (A, σ) ≃ (B, τ), then Tσ ≃ Tτ so that signP σ = signP τ for all P ∈ XF.
Remark 4.3. Pfister’s local-global principle holds for algebras with involution (A, σ)
and also for hermitian forms h over such algebras, [16].
Remark 4.4. The map signσ is continuous from XF (equipped with the Harrison
topology, see [12, Chapter VIII 6] for a definition) to Z (equipped with the discrete
topology). Indeed: define the map
√
on Z by setting
√
k = −1 if k is not a square
in Z. Since Z is equipped with the discrete topology, this map is continuous. Since
Tσ is a symmetric bilinear form or a hermitian form over (K, σ|K), the map signTσ
is continuous from XF to Z (by [12, VIII, Proposition 6.6] and [19, Chapter 10, Ex-
ample 1.6(iii)]). Thus, by composition, signσ =
√
signTσ is continuous from XF to
Z.
Lemma 4.5. Let P ∈ XF . If P ∈ Nil[A, σ], then signP σ = signϕP = 0. Other-
wise, signP σ = λP |signϕP|, where λP = 1 if (DP, ϑP) = (FP, idFP) or (DP, ϑP) =
(FP(
√
−1),−) and λP = 2 if (DP, ϑP) = (HP,−).
Proof. This is a reformulation of [15, Theorem 1] and part of its proof for involutions
of the first kind and [18, Proposition 3] for involutions of the second kind.  
Lemma 4.6. Let (M, h) be a hermitian space over (A, σ), let P ∈ XF, let ι : F → FP be
a real closure of F at P and let M be a Morita equivalence as in (2). If P ∈ Nil[A, σ],
then signP adh = sign
M
ι h = 0. Otherwise, signP adh = λP |signMι h|, with λP as defined
in Lemma 4.5. In particular, signMι h = 0 if and only if signP adh = 0.
Proof. Assume first that P ∈ Nil[A, σ]. Then signMι h = 0. Consider the adjoint
involution adh on EndA(M). Since h is hermitian, σ and adh are of the same type.
Furthermore, A and EndA(M) are Brauer equivalent by [11, 1.10]. Thus Nil[A, σ] =
Nil[EndA(M), adh]. By Lemma 4.5 we conclude that signP adh = 0.
Next, assume that P ∈ XF \ Nil[A, σ]. Without loss of generality we may re-
place F by FP. Consider a Morita equivalence M
′ : H (A, σ) −→ H (D, ϑ) with
(D, ϑ) = (F, id), (D, ϑ) = (H,−) or (D, ϑ) = (F(
√
−1),−). Let (N, b) be the hermitian
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space over (D, ϑ) corresponding to (M, h) under M ′. Then signM
′
h = sign b. By [2,
Remark 1.4.2] we have (EndA(M), adh) ≃ (EndD(N), adb) so that sign adh = sign adb.
By [15, Theorem 1] and [18, Proposition 3] we have sign adb = λ |sign b| with λ = 1
if (D, ϑ) = (F, id) or (D, ϑ) = (F(
√
−1),−) and λ = 2 if (D, ϑ) = (H,−). We con-
clude that sign adh = λ |signM
′
h| = λ |signM h|, where the last equality follows from
Corollary 3.5.  
5. The Knebusch Trace Formula for M-Signatures
We start with two preliminary sections in order not to overload the proof of Theo-
rem 5.1 below.
5.1. Hermitian Forms over a Product of Rings with Involution. Let (A, σ) = (A1, σ1)×
· · · × (At, σt), where A, A1, . . . , At are rings and σ, σ1, . . . , σt are involutions. We write
an element a ∈ A indiscriminately as (a1, . . . , at) or a1 + · · · + at with ai ∈ Ai for
i = 1, . . . , t. Writing 1A = (e1, . . . , et), the elements e1, . . . , et are central idempotents,
and the coordinates of a ∈ A are given by
A −→ A1 × · · · × At, a 7−→ (ae1, . . . , aet).
Note that eie j = 0 whenever i , j. We assume that σ(1) = 1 and thus σ(ei) = ei for
i = 1, . . . , t.
Let M be an A-module and let h : M × M → A be a hermitian form over (A, σ).
Following [9, Proof of Lemma 1.9] we can write
M =
t∐
i=1
Mei, m = (me1, . . . ,met),
where
∐t
i=1 Mei is the A-module with set of elements
∏t
i=1 Mei, whose sum is de-
fined coordinate by coordinate and whose product is defined by (m1e1, . . . ,mtet)a =
(m1e1a1, . . . ,mtetat) for m1, . . . ,mt ∈ M and a ∈ A.
Define hi = h|Mei . Then hi(xei, yei) = σ(ei)h(x, y)ei = h(x, y)e2i = h(x, y)ei and
hi : Mei × Mei → Ai is a hermitian form over (Ai, σi). We also have
h(xe1 + · · · + xet, ye1 + · · · + yet) =
t∑
i, j=1
h(xei, ye j)eie j
=
t∑
i=1
h(xei, yei)ei
which proves that h = h1 ⊥ . . . ⊥ ht.
5.2. Algebraic Extensions and Real Closures. We essentially follow [19, Chapter 3,
Lemma 2.6, Lemma 2.7, Theorem 4.4].
Let P ∈ XF and let FP denote a real closure of F at P. Let L be a finite extension
of F. Writing L = F[X]/(R) for some R ∈ F[X] and R = R1 · · ·Rt as a product of
pairwise distinct irreducibles in FP[X] with degR1 = · · · = degRr = 1 and degRr+1 =
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· · · = degRt = 2, we obtain canonical FP-isomorphisms L ⊗F FP ≃ FP[X]/(R1 · · ·Rt)
and
L ⊗F FP
ω−→ F1 × · · · × Ft, (5)
where Fi = FP[X]/(Ri) is a real closed field for 1 ≤ i ≤ r and is algebraically closed
for r + 1 ≤ i ≤ t. We write 1 = (e1, . . . , et) in F1 × · · · × Ft and define ωi(x) = ω(x)ei
for x ∈ L ⊗F FP, the projection of ω(x) on its i-th coordinate.
Let ι0 : FP → L ⊗F FP be the canonical inclusion. Then ωi ◦ ι0 : FP → Fi is an
isomorphism of fields and of FP-modules for 1 ≤ i ≤ r. In particular, for 1 ≤ i ≤ r,
Fi is naturally an FP-module of dimension one, and it is easily seen that TrFi/FP =
(ωi ◦ ι0)−1 and so TrFi/FP is an isomorphism of fields.
Let ι1 : L → L⊗F FP be the canonical inclusion. Then ωi ◦ ι1 : L → Fi (i = 1, . . . , r)
denote the r different embeddings of ordered fields corresponding to the orderings Qi
on L that extend P. In other words, if {Q1, . . . ,Qr} are the different extensions of P to
L, then for every 1 ≤ i ≤ r, the map
L
ι1
// L ⊗F FP ωi // Fi
is a real closure of L at Qi. Since TrFi/FP is an isomorphism of fields, it follows that the
map
L
ι1
// L ⊗F FP ωi // Fi
TrFi/FP
// FP
is also a real closure of L at Qi.
5.3. The Knebusch Trace Formula. Let (A, σ) be an F-algebra with involution. Let
L/F be a finite extension. The trace TrL/F : L → F induces an A-linear homomorphism
TrA⊗FL = idA ⊗ TrL/F : A ⊗F L −→ A
which induces a group homomorphism (transfer map)
Tr∗A⊗FL : W(A ⊗F L, σ ⊗ id) −→ W(A, σ), (M, h) 7−→ (M,TrA⊗FL ◦ h),
cf. [1, p. 362].
The following theorem is an extension of a result due to Knebusch [8, Proposi-
tion 5.2], [19, Chapter 3, Theorem 4.5] to F-algebras with involution. The proof fol-
lows the general lines of Knebusch’s original proof.
Theorem 5.1. Let P ∈ XF . Let L/F be a finite extension of ordered fields and let h be
a hermitian form over (A ⊗F L, σ ⊗ id). Fix a real closure ι : F → FP and a Morita
equivalence M as in (2). Then, with notation as in Section 5.2,
signMι (Tr
∗
A⊗FLh) =
r∑
i=1
sign(ωi◦ι0)(M )ωi◦ι1 h.
Proof. By definition of signature we have
signMι (Tr
∗
A⊗FLh) = signM [(Tr
∗
A⊗FLh) ⊗F FP]. (6)
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Consider the commutative diagram
L
TrL/F
//
⊗FFP

F
⊗FFP

L ⊗F FP
TrL⊗FP/FP
// FP
It induces a commutative diagram
A ⊗F L
TrA⊗L
//
⊗FFP

A
⊗FFP

A ⊗F L ⊗F FP
idA⊗TrL⊗FP/FP
// A ⊗F FP
which in turn induces a commutative diagram of Witt groups
W(A ⊗F L, σ ⊗ id)
Tr∗A⊗L
//

W(A, σ)

W(A ⊗F L ⊗F FP, σ ⊗ id ⊗ id)
(idA⊗TrL⊗FP/FP )∗
// W(A ⊗F FP, σ ⊗ id)
where the vertical arrows are the canonical restriction maps. Thus
signM [(Tr∗A⊗FLh) ⊗F FP] = signM [(idA ⊗ TrL⊗FP/FP)∗(h ⊗F FP)]. (7)
With reference to Section 5.2 consider the diagram
A ⊗F L ⊗F FP idA⊗ω //
idA⊗FTrL⊗FP/FP

A ⊗F (F1 × · · · × Ft) ∼ //
idA⊗TrF1×···×Ft/FP

(A ⊗F F1) × · · · × (A ⊗F Ft)∑t
i=1 idA⊗TrFi/FP

A ⊗F FP id // A ⊗F FP id // A ⊗F FP
where commutativity of the first square follows from the isomorphism (5) of FP-
algebras, whereas commutativity of the second square follows from [4, p. 137]. We
push h ⊗ FP through the induced commutative diagram of Witt groups:
h ⊗ FP ✤
(idA⊗ω)∗
//
❴

h′ ✤ // h′
1
⊥ . . . ⊥ h′t
❴

(idA ⊗ TrL⊗FP/FP)∗(h ⊗ FP) ✤ id //
∑t
i=1(idA ⊗ TrFi/FP)∗(h′i)
where the image of h′ equals the orthogonal sum h′
1
⊥ . . . ⊥ h′t by Section 5.1. Thus
signM [(idA ⊗ TrL⊗FP/FP)∗(h ⊗F FP)] =
t∑
i=1
signM [(idA ⊗ TrFi/FP)∗(h′i)]. (8)
We have to consider the following two cases:
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Case 1: Assume that 1 ≤ i ≤ r. Observe that h′i = (idA ⊗ (ωi ◦ ι1))∗(h). Then
signM [(idA ⊗ TrFi/FP)∗(h′i)] = signM [(idA ⊗ (TrFi/FP))∗ ◦ (idA ⊗ (ωi ◦ ι1))∗(h)].
The form (idA ⊗ (ωi ◦ ι1))∗(h) is defined over A ⊗F Fi, and the commutative diagram
FP
ωi◦ι0

Fi
TrFi/FP 77♦♦♦♦♦♦
id ''❖
❖❖
❖❖
❖
Fi
together with Proposition 3.3 gives
signM [(idA ⊗ (TrFi/FP))∗ ◦ (idA ⊗ (ωi ◦ ι1))∗(h)]
= sign(ωi ◦ ι0)(M )[(idA ⊗ (ωi ◦ ι1))∗(h)] (9)
Case 2: Assume that r + 1 ≤ i ≤ t. Since Fi is algebraically closed, it follows from
Morita theory that the Witt group W(A ⊗F Fi, σ ⊗ id) is torsion and so h′i is a torsion
form. Therefore (idA ⊗ TrFi/FP )∗(h′i) is also a torsion form and thus has signature zero.
We conclude that equations (6)-(9) yield the Knebusch trace formula.  
6. Existence of Forms with Nonzero Signature
Theorem 6.1. Let (A, σ) be an F-algebra with involution and let P ∈ XF \ Nil[A, σ].
Fix a real closure ι : F → FP and a Morita equivalence M as in (2). There exists a
hermitian form h over (A, σ) such that signMι h , 0.
Proof. Let P ∈ XF \Nil[A, σ]. Then A ⊗F FP ≃ Mm(DP) for some m ∈ N, where DP =
FP, HP or FP(
√
−1) if σ is orthogonal, symplectic or unitary, respectively. In each
case there exists a positive involution τ on Mm(DP) (namely, transposition, conjugate
transposition and quaternion conjugate transposition, respectively, cf. Example 4.1).
By Lemma 4.6 the hermitian form 〈1〉τ over (Mm(DP), τ) has nonzero signature since
τ is the adjoint involution of the form 〈1〉τ. After scaling we obtain a dimension one
hermitian form h0 over (A⊗F FP, σ⊗ id) such that signM (h0) , 0 by Proposition 3.4.
The form h0 is already defined over a finite extension L of ι(F), contained in FP. Thus
we can consider h0 as a form over (A⊗F L, σ⊗ id) and we have signM (h0⊗FP) , 0. In
other words, if Q1 is the ordering L∩F×2P on L, then for any real closure κ1 : L → L1 of
L at Q1 and any Morita equivalenceM1 as in (2), but starting from H (A⊗F L1, σ⊗ id),
we have signM1κ1 h0 , 0 by Corollary 3.5.
Let X = {Q ∈ XL | P ⊂ Q}. By [19, Chapter 3, Lemma 2.7], X is finite, say
X = {Q1,Q2, . . . ,Qr}. Thus there exist a2, . . . , ar ∈ L× such that
{Q1} = H(a2, . . . , ar) ∩ X.
Consider the Pfister form q := 〈〈a2, . . . , ar〉〉 = 〈1, a2〉⊗· · ·⊗〈1, ar〉. Then signQ1 q = 2r−1
and signQℓ q = 0 for ℓ , 1. It follows that sign
M1
κ1
(q⊗h0) = signQ1 q · signM1κ1 h0 , 0 and
signMℓκℓ (q ⊗ h0) = 0 for ℓ , 1, where κℓ : L → Lℓ is any real closure of L at Qℓ and Mℓ
is any Morita equivalence as in (2), but starting from H (A ⊗F Lℓ, σ ⊗ id).
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Now Tr∗A⊗FL(q ⊗ h0) is a hermitian form over (A, σ). By the trace formula, Theo-
rem 5.1, we have
signMι
(
Tr∗A⊗FL(q ⊗ h0)
)
=
r∑
i=1
sign(ωi◦ι0)(M )ωi◦ι1 (q ⊗ h0) = sign(ω1◦ι0)(M )ω1◦ι1 (q ⊗ h0) , 0.
Taking h := Tr∗A⊗FL(q ⊗ h0) proves the theorem.  
Corollary 6.2. Let (A1, σ1) and (A2, σ2) be F-algebras with involution of the same
type. Assume that A1 and A2 are Brauer equivalent. Let P ∈ XF , let ι : F → FP be
a real closure of F at P and let Mℓ be any Morita equivalence as in (2), but starting
from H (Aℓ ⊗F FP, σℓ ⊗ id) for ℓ = 1, 2. Then the following statements are equivalent:
(i) signM1ι h = 0 for all hermitian forms h over (A1, σ1);
(ii) signM2ι h = 0 for all hermitian forms h over (A2, σ2);
(iii) signP ϑ = 0 for all involutions ϑ on A1 of the same type as σ1;
(iv) signP ϑ = 0 for all involutions ϑ on A2 of the same type as σ2.
Proof. By Theorem 6.1, the first two statements are equivalent to P ∈ Nil[A1, σ1] =
Nil[A2, σ2]. Thus (i) ⇔ (ii).
(i)⇒ (iii) Let ϑ be as in (iii). Then ϑ = ad〈1〉ϑ and ϑ = Int(a)◦σ1 for some invertible
a ∈ Sym(A1, σ1). Thus, with notation as in Remark 3.13 and using Lemma 4.6 and
Proposition 3.4 we have for any Morita equivalence M ,
signP ϑ = λP| signMι 〈1〉ϑ|
= λP| signM ◦(ζa⊗id)ι ζ−1a (〈1〉ϑ)|
= λP| signM1ι ζ−1a (〈1〉ϑ)|
= λP| signM1ι 〈a−1〉σ1 |
which is zero by the assumption.
(ii)⇒ (iv): This is the same proof as (i) ⇒ (iii) after replacing (A1, σ1) by (A2, σ2).
For the remainder of the proof we may assume without loss of generality that A2 is
a division algebra and that A1 ≃ Mm(A2) for some m ∈ N.
(iii) ⇒ (iv): Let ϑ be any involution on A2. By the assumption, signP(t ⊗ ϑ) = 0,
where t denotes the transpose involution. Since t is a positive involution, it follows that
signP ϑ = 0, cf. Remark 4.2.
(iv) ⇒ (ii): The assumption implies that signM2ι h = 0 for every hermitian form h of
dimension 1 over (A2, σ2), which implies (ii) since all hermitian forms over (A2, σ2)
can be diagonalized.  
Remark 6.3. Note that statement (iii) in Corollary 6.2 is equivalent to: signM1ι h = 0
for all diagonal hermitian forms h of dimension one over (A1, σ1).
Theorem 6.4. Let (A, σ) be an F-algebra with involution. There exists a finite set
H = {h1, . . . , hs} of diagonal hermitian forms of dimension one over (A, σ) such that
for every P ∈ XF \ Nil[A, σ], real closure ι : F → FP and Morita equivalence M as
in (2) there exists h ∈ H such that signMι h , 0.
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Proof. For every P ∈ XF , choose a real closure ιP : F → FP and a Morita equivalence
MP as in (2). By Corollary 3.5 we may assume without loss of generality and for the
sake of simplicity that the map ιP is an inclusion. The algebra A ⊗F FP is isomorphic
to a matrix algebra over DP, where DP ∈ {FP,HP, FP(
√
−1), FP×FP}. There is a finite
extension LP of F, LP ⊂ FP such that A ⊗F LP is isomorphic to a matrix algebra over
EP, where EP ∈ {LP, (−1,−1)LP , LP(
√
−1), LP × LP}, and P extends to LP. Let
UP := {Q ∈ XF | Q extends to LP}.
Since P ∈ UP we can write XF =
⋃
P∈XF UP. We know from [19, Chapter 3, Lemma 2.7,
Theorem 2.8] that signQ(Tr
∗
LP/F
〈1〉) is the number of extensions of Q to LP. Thus,
UP =
(
sign(Tr∗LP/F〈1〉)
)−1
({1, . . . , k}),
where k is the dimension of the quadratic form Tr∗LP/F〈1〉, and so UP is clopen in
XF (and in particular compact). Therefore, and since XF is compact, there exists
a finite number of orderings P1, . . . , Pℓ in XF such that XF =
⋃ℓ
i=1 UPi. Now let
P ∈ {P1, . . . , Pℓ} and let LP be as before. By Theorem 6.1 we have that for every
Q ∈ UP\Nil[A, σ] there exists a hermitian form hQ over (A, σ) such that signMQιQ hQ , 0.
By Corollary 6.2 and Remark 6.3 we may assume that hQ is diagonal of dimension one.
Consider the total signature map µQ : XF −→ Z, P 7−→ signMPιP hQ. Then
UP \ Nil[A, σ] =
⋃
Q∈UP\Nil[A,σ]
µ−1Q (Z \ {0}). (10)
Consider the continuous map λP : XLP −→ XF ,R 7−→ R ∩ F. We have Q ∈ UP \
Nil[A, σ] if and only if some extension Q′ of Q to LP is in XLP \ Nil[A ⊗F LP, σ ⊗ id]
(this follows from the fact that the ordered fields (F,Q) and (LP,Q
′) have a common
real closure) if and only if Q ∈ λ(XLP \ Nil[A ⊗F LP, σ ⊗ id]).
We observe that XLP \ Nil[A ⊗F LP, σ ⊗ id] is clopen and compact since Nil[A ⊗F
LP, σ ⊗ id] is either ∅ or the whole of XLP , which follows from the fact that A ⊗F LP is
a matrix algebra over one of LP, (−1,−1)LP , LP(
√
−1), LP × LP.
Hence,
UP \ Nil[A, σ] = λ
(
XLP \ Nil[A ⊗F LP, σ ⊗ id]
)
is compact and thus closed. Thus UP ∩ Nil[A, σ] is open in UP. Using (10) we can
write
UP =
(
UP ∩ Nil[A, σ]
) ∪ ⋃
Q∈UP\Nil[A,σ]
µ−1Q (Z \ {0}).
Now µ−1Q (Z \ {0}) = (sign adhQ)−1(Z \ {0}) by Lemma 4.6, which is open since sign adhQ
is continuous by Remark 4.4. Thus, since UP is compact, there exist Q1, . . . ,Qt ∈
UP \ Nil[A, σ] such that
UP =
(
UP ∩ Nil[A, σ]
) ∪ t⋃
i=1
µ−1Qi (Z \ {0}).
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In other words, for every Q ∈ UP \Nil[A, σ] one of signMQιQ hQi (i = 1, . . . , t) is nonzero.
Now let HP = {hQ1 , . . . , hQt}. Letting H =
⋃ℓ
i=1 HPi finishes the proof.  
Corollary 6.5. Let (A, σ) be an F-algebra with involution. The set Nil[A, σ] is clopen
in XF .
Proof. By Theorem 6.4 we have Nil[A, σ] =
⋂s
i=1{P ∈ XF | signMPιP hi = 0}. The result
follows from Lemma 4.6 and Remark 4.4.  
At this stage we have established all results that are needed for the definition of
the H-signature in Definion 3.9. In the final two sections we show that the total H-
signature of a hermitian form is continuous and we reformulate the Knebusch trace
formula in terms of the H-signature.
7. Continuity of the Total H-Signature Map of a Hermitian Form
Let h be a hermitian form over (A, σ). With reference to Definition 3.9 we denote
by signH h the total H-signature map of h:
XF −→ Z, P 7−→ signHP h.
Lemma 7.1. Let H = (h1, . . . , hs) be as in Definition 3.9. There is a finite partition of
XF into clopens
XF = Nil[A, σ] ∪˙
ℓ⋃˙
i=1
Zi,
such that for every i ∈ {1, . . . , ℓ} one of the total H-signature maps signH h1, . . . , signH hs
is constant non-zero on Zi.
Proof. For r = 1, . . . , s, let
Yr := {P ∈ XF | signHP hi = 0, i = 1, . . . , r}.
By Lemma 4.6 we have
Yr =
r⋂
i=1
{P ∈ XF | signP adhi = 0}.
Thus each Yr is clopen.
We have Y0 := XF ⊇ Y1 ⊇ · · · ⊇ Ys−1 ⊇ Ys = Nil[A, σ] and therefore,
XF = (Y0 \ Y1) ∪˙(Y1 \ Y2) ∪˙ · · · ∪˙(Ys−1 \ Ys) ∪˙Nil[A, σ].
Let r ∈ {0, . . . , s − 1} and consider Yr \ Yr+1. By the definition of Y1, . . . , Ys the map
signH hr+1 is never 0 on Yr \Yr+1. Furthermore, signH hr+1 only takes a finite number of
values k1, . . . , km.
Now observe that there exists a λ ∈ {1, 2} such that
signH hr+1 =
1
λ
sign adhr+1
on Yr \ Yr+1. This follows from Lemma 4.6 and Definition 3.9 for P ∈ Yr \ Yr+1.
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Therefore,(
signH hr+1
)−1
(ki) ∩ (Yr \ Yr+1) =
(
sign adhr+1
)−1
(λki) ∩ (Yr \ Yr+1),
which is clopen by Remark 4.4. It follows that Yr \ Yr+1 is covered by finitely many
disjoint clopen sets on which the map signH hr+1 has constant non-zero value. The
result follows since the sets Yr \ Yr+1 for r = 0, . . . , s − 1 form a partition of XF \
Nil[A, σ].  
Theorem 7.2. Let h be a hermitian form over (A, σ). The total H-signature of h,
signH h : XF −→ Z, P 7−→ signHP h
is continuous.
Proof. We use the notation and the conclusion of Lemma 7.1. Since Nil[A, σ] and
the sets Zi are clopen, it suffices to show that (sign
H h)|Zi is continuous for every i =
1, . . . , ℓ.
Let i ∈ {1, . . . , ℓ}, ki ∈ Z \ {0} and j ∈ {1, . . . , s} be such that signH h j = ki on Zi. Let
k ∈ Z. Then (
(signH h)|Zi
)−1
(k) = {P ∈ Zi | signHP h = k}
= {P ∈ Zi | ki signHP h = kik}
= {P ∈ Zi | ki signHP h = k signHP h j}
= {P ∈ Zi | signHP (ki × h ⊥ −(k × h j)) = 0}.
It follows from Lemma 4.6 that(
(signH h)|Zi
)−1
(k) = {P ∈ Zi | signP adki×h⊥−(k×h j) = 0},
which is clopen by Remark 4.4.  
8. The Knebusch Trace Formula for H-Signatures
Theorem 8.1. Let H = (h1, . . . , hs) be as in Definition 3.9. Let P ∈ XF . Let L/F be a
finite extension of ordered fields and let h be a hermitian form over (A ⊗F L, σ ⊗ id).
Then, with H ⊗ L := (h1 ⊗ L, . . . , hs ⊗ L), we have
signHP (Tr
∗
A⊗FLh) =
∑
P⊆Q∈XL
signH⊗LQ h.
Proof. By Theorem 5.1 (and using its notation), we know that
signMι (Tr
∗
A⊗FLh) =
r∑
i=1
sign(ωi◦ι0)(M )ωi◦ι1 h,
for any ι and M . Fix a real closure ι : F → FP and choose a Morita equivalence M
such that signMι = sign
H
P (cf. Remark 3.14). We only have to check that sign
(ωi◦ι0)(M )
ωi◦ι1 =
signH⊗LQi for i = 1, . . . , r.
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By definition of M , there is a k ∈ {1, . . . , s} such that signMι h j = 0 for 1 ≤ j ≤ k−1
and signMι hk > 0. To check that sign
(ωi◦ι0)(M )
ωi◦ι1 = sign
H⊗L
Qi
for i = 1, . . . , r, it suffices to
check that sign(ωi◦ι0)(M )ωi◦ι1 (h j ⊗ L) = 0 for j = 1, . . . , k − 1 and sign(ωi◦ι0)(M )ωi◦ι1 (hk ⊗ L) > 0.
This follows from the fact that
sign(ωi◦ι0)(M )ωi◦ι1 (hℓ ⊗ L) = signMι hℓ for every 1 ≤ ℓ ≤ s,
which we verify in the remainder of the proof.
By definition,
sign(ωi◦ι0)(M )ωi◦ι1 (hℓ ⊗ L) = sign(ωi ◦ ι0)(M )[(idA ⊗ (ωi ◦ ι1))∗(hℓ ⊗ L)].
Consider the commutative diagram
FP
ι0
// L ⊗F FP ωi // Fi
id

F
ι 77♦♦♦♦♦♦
''❖❖
❖❖❖
❖❖
L
ι1
// L ⊗F FP ωi // Fi
Thus, by Proposition 3.3,
sign(ωi ◦ ι0)(M )[(idA ⊗ (ωi ◦ ι1))∗(hℓ ⊗ L)] = sign(ωi ◦ ι0)(M )[(idA ⊗ (ωi ◦ ι0 ◦ ι))∗(hℓ)].
Finally the commutative diagram
Fi
(ωi◦ι0)−1

F
ωi◦ι0◦ι 77♦♦♦♦♦♦
ι ''❖
❖❖❖
❖❖
FP
together with Proposition 3.3 yields
sign(ωi ◦ ι0)(M )[(idA ⊗ (ωi ◦ ι0 ◦ ι))∗(hℓ)] = signM [(idA ⊗ ι)∗(hℓ)] = signMι hℓ,
which concludes the proof.  
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SIGNATURES OF HERMITIAN FORMS AND THE KNEBUSCH TRACE
FORMULA: ERRATUM
VINCENT ASTIER AND THOMAS UNGER
(I) Our description of the adjoint involution adϕ0 at the end of §2.3 should be corrected
as follows:
adϕ0(X) = Φ
−1
0 ϑ
t(X)Φ0.
Consequently, the definition of scaling in §2.4 should be corrected as follows:
(M, h) 7→ (M,Φ0h).
The second line of equation (3.3) should be corrected as follows:
h ⊗ FP 7−→ ξ∗P(h ⊗ FP) 7−→ ΦPξ∗P(h ⊗ FP) 7−→ N (h ⊗ FP).
In the proof of Lemma 3.10, the following corrections should be made: Firstly,
the end of the displayed sequence of maps should be corrected as follows:
〈Im〉adϕP 7−→ ΦP〈Im〉adϕP = 〈ΦP〉ϑtP .
Secondly, the last two sentences of the proof should be: “By collapsing, the matrix
ΦP now corresponds to a quadratic form over FP, a hermitian form over (FP(
√
−1),−)
or a hermitian form over (HP,−). Thus signNι 〈1〉σ = sign ϕP.”
(II) In [1, §3.1] we inadvertently omitted dealing with the case (H × H,̂). As W(H ×
H,̂) = W(R × R,̂) = 0, the omission does not affect our reasoning or our results.
For the sake of completeness we point out where some small changes should be
made.
(a) In §3.1, the following case should be added:
(g) Let h be a hermitian form over (H × H,̂), where (̂x, y) = (y, x) is the
exchange involution. Then h is hyperbolic by Lemma 2.1(iv) and we let
sign h := 0.
(b) Lines 4, 5 of p. 930 should read:
Note that the cases of skew-hermitian forms over (C,−), (R×R,̂) and (H×H,̂)
can be reduced to (c), (d) and (g), respectively, by Lemma 2.1.
(c) The penultimate sentence of Remark 3.1 should read:
In addition, we have the group isomorphisms W−1(R, idR) = W(R × R,̂) =
W(H × H,̂) = 0, W−1(H,−) ≃ Z/2Z.
(d) On p. 930, (ii) should read:
If σ is of the second kind, recall that Z(A) = F(
√
d). Now if d <P 0, then DP is
equal to FP(
√
−1), whereas if d >P 0, then DP is equal to FP × FP or HP × HP
and A ⊗F FP is a direct product of two simple algebras. Furthermore, we may
choose (DP, ϑP) = (FP(
√
−1),−) in the first case and (DP, ϑP) = (FP × FP,̂),
resp. (DP, ϑP) = (HP × HP,̂) in the second case, again by Morita theory
(scaling).
(e) On p. 931, line 1 should read
(DP, ϑP) ∈ {(FP, idFP ), (HP,−), (FP(
√
−1),−), (FP × FP,̂), (HP × HP,̂)}
(f) On p. 931, line 20 should read
D1 ∈ {L1, (−1,−1)L1 , L1(
√
−1), L1 × L1, (−1,−1)L1 × (−1,−1)L1}
(g) On p. 933, line 6 should read
{P ∈ XF | DP = FP × FP or DP = HP × HP} if σ is unitary
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(h) On p. 942, line 20 should read
DP ∈ {FP, HP, FP(
√
−1), FP × FP, HP × HP}
(i) On p. 942, line 22 should read
EP ∈ {LP, (−1,−1)LP, LP(
√
−1), LP × LP, (−1,−1)LP × (−1,−1)LP}
(j) On p. 943, line 7 should read
LP, (−1,−1)LP, LP(
√
−1), LP × LP, (−1,−1)LP × (−1,−1)LP
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