Abstract Dysregulation of the inflammatory response is a critical component of many clinically challenging disorders such as sepsis. Inflammation is a biological process designed to lead to healing and recovery, ultimately restoring homeostasis; however, the failure to fully achieve those beneficial results can leave a patient in a dangerous persistent inflammatory state. One of the primary challenges in developing novel therapies in this area is that inflammation is comprised of a complex network of interacting pathways. Here, we discuss our approaches towards addressing this problem through computational systems biology, with a particular focus on how the presence of biological rhythms and the disruption of these rhythms in inflammation may be applied in a translational context. By leveraging the information content embedded in physiologic variability, ranging in scale from oscillations in autonomic activity driving short-term heart rate variability to circadian rhythms in immunomodulatory hormones, there is significant potential to gain insight into the underlying physiology.
Introduction
In response to a stressor, such as an injury or an infection, the body mounts an inflammatory response aimed at resolving the deleterious effects of the stressor and restoring homeostasis, such as through the healing of a wound or the elimination of a bacterial infection. Normally, inflammation successfully results in a return to homeostasis. However, when restoration of homeostasis fails, a state of prolonged inflammation can arise, often bringing its own clinical challenges along with those of the original stressor. Dysregulation of the inflammatory response contributes to the pathology of sepsis [1] . Sepsis is a major clinical challenge due to its common incidence, high cost, and high mortality rate [2] . Furthermore, there are limited treatment options for sepsis and progress on developing novel therapies has been slow. Obtaining a more fundamental understanding of the mechanisms involved in the inflammatory response may open up new opportunities for monitoring and treating patients with inflammatory disorders [3] .
Many of the components involved in the inflammatory response contain homeostatic rhythmic variability, and advances in clinical and experimental tools make assaying the state of these rhythms increasingly plausible. Figure 1 shows several of these homeostatic rhythms, including mediators directly involved in inflammation such as cytokines and immunomodulatory hormones, as well as oscillatory components that give rise to patterns in heart rate variability (HRV) that are disrupted in inflammation such as breathing pattern, blood pressure rhythms, and autonomic activity. Underlying every biochemical oscillator is some type of negative feedback mechanism [4] . Possibly the simplest system to consider is a protein that acts as a transcription factor by inhibiting the transcription of its own mRNA. Given appropriate time delays in transcription, translation, and translocation, as well as appropriate rate constants, this simple single-gene system oscillates [4] . Real physiological systems typically consist of much more complex networks comprised of multiple feedback loops. Even still, physiological rhythms are of clinical interest because characteristics of those patterns convey information about the underlying system that is producing them, beyond simply measuring the mean value of a signal. For instance, in some cases, the network structure giving rise to rhythms can be reverse engineered from the pattern of rhythmicity [5] . Given that negative feedback loops are critical in maintaining homeostasis and acute responsiveness, perturbations in negative feedback loops culminating in altered rhythmic patterns can reveal information about the integrity of the negative feedback system [6] .
Clinically, patterns in physiological signals represent a broad source of potential diagnostic and prognostic markers. For instance, perturbations in the rhythmicity of heart beats precede the onset of neonatal sepsis [7, 8] . At a much longer time scale, circadian variations in plasma cortisol concentration, a factor that has been linked to immune dysfunction, has been associated with chronic stress resulting from depression [9] , obesity [10] , psychological stress [11] , and cancer [12, 13] . The loss of rhythmicity in these cases may reflect an underlying loss in the regulation of negative feedback control systems.
To take full advantage of the information conveyed by altered rhythmicity in a biological signal, the mechanism behind the change in rhythmicity must be known. Lacking this, variability-based metrics can still yield significant clinical uses purely based on observed correlations, which is often the case for applications of HRV analysis. More mechanistic detail would allow for understanding of what physiological processes drive changes in HRV, potentially opening the door to novel and more refined therapeutic approaches. In this context, controlled experimental and mathematical models represent critical avenues by which mechanisms giving rise to both the homeostatic generation of rhythms and the alteration of rhythms in disease can be explored. The human endotoxemia model, which consists of the injection of low doses of endotoxin (lipopolysaccharide, LPS) to healthy human volunteers, provides an experimental model of systemic inflammation that can be studied in humans in a controlled environment [14] and mathematically modeled to gain further insight [15] [16] [17] [18] [19] [20] [21] . Fig. 1 Homeostatic rhythms, at a variety of time scales, which contribute to altered physiologic variability in endotoxemia. TNF-a data: [110] . Sympathetic nervous system activity data: [111] . Circadian cortisol data: [112] . Ultradian cortisol data: [113] . Lung volume, blood pressure, and short-term HR data: [114] . Circadian HR data: [115] . TNF-a is an inflammatory cytokine that has a clear circadian pattern in response to LPS stimulation, and other cytokines also exhibit circadian patterns [110] . Autonomic signaling in inflammation contributes both to changes in cardiac function and modulation of the inflammatory response, and oscillatory activity is inherent in both sympathetic and parasympathetic branches. Cortisol is an anti-inflammatory hormone, with a large circadian rhythm riding on top of an ultradian rhythm. Blood pressure and respiratory rhythms contribute to short-term patterns in HR, which are diminished in endotoxemia LPS is a component of the outer membrane of Gramnegative bacteria that provokes an inflammatory response subsequent to its recognition by the innate immune system. In addition to provoking acute changes in systemic inflammatory mediators, endotoxemia also alters biological rhythms at multiple scales, most notably provoking significant changes in HRV [22] . Therefore, human endotoxemia provides the opportunity to study the relationship between inflammation and biological rhythms, which may lead to clinically important mechanistic insights due to the physiological similarities between endotoxemia and sepsis [14, 23] , acute respiratory distress syndrome (ARDS) [24] , and trauma [25] . Responses to LPS are ultimately driven by the binding of LPS to Toll-like receptor 4 (TLR4) in immune cells, leading to the activation of inflammationrelated pathways such as the NF-jB, JAK-STAT, and MAPK signaling pathways [15] . This transcriptional activity in immune cells propagates to the systemic level, provoking physiological changes such as the secretion of hormones, activation of the autonomic activity, and altered body temperature [26] . Here, we discuss how biological rhythms convey relevant information about the underlying biological state of a patient, how those rhythms are disrupted in endotoxemia, and how translational systems biology approaches can potentially leverage this information to improve clinical care.
Mathematical modeling of endotoxemia
The control of chronic inflammation is at the core of a variety of inflammation-related diseases, which lead to the search for therapies that can target inflammatory processes in a wide variety of clinical conditions. To date, clinical developments have been slow and clinical trials have produced some unintuitive results. As an example, anticytokine therapies have shown promise in recent years for treating rheumatoid arthritis and inflammatory bowel disease, but similar strategies have not produced positive results in sepsis [27, 28] . Similar challenges exist in different experimental models, where a technique that appears promising in an in vitro or animal model of a disease may fail for uncertain reasons in humans.
One of the key challenges impeding the development of more effective and novel therapies for inflammation-driven diseases is that the inflammatory response is ultimately the convolution of multiple interacting pathways, which means that the output of the system is often the unintuitive result of a complex network [29] . Model-based techniques for unraveling the complexity of inflammation are a promising approach to adequately confront and overcome these issues [3, 30] . Mathematical models, in some respect, are quantitative and explicit hypotheses about the behavior of systems, with the level of detail dependent on both the structure of the model and the depth of knowledge contributing to the model. Models of inflammation have been used to study biologically relevant patterns from a broader and mathematically rigorous perspective than would otherwise be possible. Depending on the scale of a model, both spatial and temporal, insight into different components of the system can be obtained. For instance, relatively small equation-based models allow for more mathematically rigorous analysis [31] [32] [33] [34] [35] . By trading off simplicity for mechanistic accuracy, larger models facilitate a more realistic description of a network [36] [37] [38] [39] . Agent-based models, which operate by simulating discrete events, allow for the consideration of spatial heterogeneity and stochasticity [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] .
Transcriptional responses
A first step in modeling a dynamic system is the definition of the state space of the model [50] . This is not only related to domain knowledge of putative mechanisms, but it also depends on the availability of supporting experimental data. The development of experimental techniques to sample the transcriptional state of cells has resulted in a massive increase in the amount of available data. This type of high-throughput experimentation has been applied in human endotoxemia [51] . By combining gene expression data with a clustering technique designed to identify key profiles in high-dimensional timecourse data [52] , we identified three essential expression motifs: (i) upregulation of pro-inflammatory signaling (P); (ii) upregulation of antiinflammatory signaling (A); and (iii) downregulation of cellular bio-energetic processes (E) [15] . These critical transcriptional responses were then used to define variables in a physicochemical [53] model which linked LPS recognition with its transcriptional effects through the NF-jB pathway [15] . NF-jB serves as a prototypical transcription factor modulating the production of inflammatory genes in response to TLR4 activation. In total, the network defined in this model accounts for both a normal self-limited endotoxemia response as well as a chronic heightened inflammatory state that can persist in the absence of LPS.
Endogenous and exogenous hormones
The ultimate translational goals of modeling endotoxemia necessitate the consideration not only of the transcriptionallevel response to LPS, but also of other endogenous and exogenous influences, such as inflammation-modulating hormones. One of the key endogenous immunomodulatory pathways is the hypothalamic-pituitary-adrenal axis (HPA) which regulates inflammation through the production and release of glucocorticoids (cortisol in humans), which leads to the inhibition of pro-inflammatory cytokine expression [54] . In addition to regulation of inflammation by cortisol, other regulatory hormones responsive to stress such as epinephrine modulate immune functions [55] . Epinephrine secretion is stimulated by sympathetic nervous system (SNS) activity, leading to immunomodulatory effects mediated by binding to receptors on immune cells. Pro-inflammatory cytokines recognized by the afferent vagus nerve stimulate central components of the stress response system [56] , leading to the secretion of cortisol and epinephrine. Additionally, both cortisol and epinephrine lead to anti-inflammatory signaling, cortisol through glucocorticoid receptormediated signaling and epinephrine through adrenergic stimulation and elevated intracellular cAMP levels [57, 58] . In addition to regulating the release of hormones, the central nervous system also more directly modulates inflammation through the cholinergic anti-inflammatory pathway, which consists of the parasympathetic nervous system releasing acetylcholine which regulates the immune response in real time [59] . Given the wide distribution of vagal efferents through peripheral tissues, the cholinergic anti-inflammatory pathway can exert a broad and significant anti-inflammatory effect.
Immunomodulatory hormones have been studied in human endotoxemia experiments where exogenous hormone infusion is given [57, [60] [61] [62] . We applied established pharmacokinetic/pharmacodynamic models of hormone activity [63] to account for the joint endogenous and exogenous effects of both cortisol and epinephrine. By integrating indirect response models of these anti-inflammatory hormones, we were able to investigate how cellular-level transcriptional responses to inflammation are governed by systemic hormonal cues [16] , such as how the response to these hormones can determine whether the system will undergo a healthy self-limited response to LPS and a return to homeostasis or whether it will instead go to a persistent chronic inflammatory state. This integrated model of both hormonal and transcriptional responses to LPS also served as a platform for further research on biological rhythms and physiologic variability in endotoxemia.
Physiological rhythms

Circadian rhythms
The presence of circadian rhythms plays a critical role in immune function in general [64] and also specifically in endotoxemia [65, 66] . To begin accounting for these relationships within a model of endotoxemia, we attempted to define the relationship between circadian rhythms and inflammatory mediators [20] . By leveraging hormone pharmacokinetic/pharmacodynamic models [67] that also account for the circadian production for both cortisol and melatonin and modeling their downstream effects, we produced an extended model which reproduced homeostatic diurnal patterns in inflammatory mediators and hypothesized about the time dependence of the response to endotoxemia in the presence of circadian rhythms, illustrating the critical role that the presence of biological rhythms can have on outcome [20] .
Ultradian rhythms
In addition to circadian rhythmicity operating with a 24 h period, there are relevant biological rhythms at other frequencies as well. Cortisol's circadian rhythms is, more fundamentally, a higher-level view of a higher frequency rhythm called an ultradian rhythm. Cortisol is secreted in roughly hourly bursts that have garnered much interest in recent years towards unraveling their physiological implications [68] . The rapid binding interaction between activated glucocorticoid receptor (GR) and DNA [69] leads to clearly pulsatile patterns in transcriptional activity that track rhythmic glucocorticoid levels [70] , producing broad transcriptional differences relative to a constant level of glucocorticoids that are only just beginning to be studied [71] . Along these lines, we explored how nonlinear ligandreceptor kinetics contribute to differential responses to ultradian and constant cortisol exposure in homeostasis [72] . In a follow-up study [73] , we further investigated how altering the parameters governing HPA axis feedback loops leads to perturbed ultradian patterns in homeostatic rhythms, illustrating how analysis of biological rhythms can give insight into underlying mechanisms. Additionally, we tested the stress responsiveness of the HPA axis by quantifying the peak levels of glucocorticoid-responsive genes in response to acute CRH stimulation. This was based on a library of randomly generated HPA axis parameter values which produced a broad spectrum of oscillatory patterns. We found peak stress responsiveness to be proportional to the amplitude of ultradian rhythms, even when mean homeostatic gene transcript levels were the same. This again illustrates how analysis of biological rhythms can reveal critical information about the state and behavior of a physiological system. While cytokine and hormone responses, as can be measured in the blood, are important markers of the state of inflammation and thus are critical components in a translational model of inflammation, these circulating mediators do not reveal the full inflammatory state of the host and they can be difficult or expensive to assess clinically, particularly at the sampling frequencies needed to fully capture higher frequency rhythms. This motivated our investigation into how physiological responses to endotoxemia are related to changes in HRV, which often correlates with disease severity and can be measured noninvasively [74] .
Heart rate variability
Diminished HRV is a common clinical phenotype expressed by critically ill patients, and quantifying HRV can produce clinically useful information about the state of a patient. However, a quantitative understanding of the mechanisms by which underlying inflammatory processes modulate HRV is lacking, and thus most clinical applications HRV in this context are phenomenological. As human endotoxemia provides an excellent platform for studying these relationships in a controlled environment [22, 60, 62, [75] [76] [77] [78] [79] [80] , our goal is formalize and extend these experimental observations through further experiments combined with semi-mechanistic modeling of the cardiovascular effects of endotoxemia.
Sympathetic and parasympathetic nerves converge at the sinoatrial (SA) node of the heart, and oscsillations in the release of autonomic neurotransmitters thus produce oscillatory patterns in the firing of action potentials and the beating of the heart. Circadian rhythms exert a clear pattern on HR and HRV. Homeostatic short-term (i.e. mush shorter than circadian) rhythms in HR exist largely in two frequency bands [81, 82] . High frequency (HF) rhythms, ranging from 0.15-0.4 Hz, are driven largely by the respiratory sinus arrhythmia, which is transduced to the heart via the vagus nerve [83] . Low frequency (LF) rhythms, ranging from 0.04-0.15 Hz, have more uncertain physiological interpretations, but are driven in part to baroreflexmediated fluctuations in blood pressure and respond to changes in both sympathetic and parasympathetic activity. The relationship between blood pressure and HRV is interesting in the context of inflammation, where changes in HR and autonomic activity both alter peripheral resistance and thus regulate blood pressure. This feedback loop has been implicated in driving oscillatory patterns in homeostatic HRV [84] . While the spectral power in each frequency band (LF and HF) gives some indication of autonomic activity and their ratio is commonly used to quantify sympathovagal balance, these metrics really are, at best, indirect and imprecise measures of autonomic activity [85] .
Given that systems-level properties of biological oscillators can be studied through quantitative modeling [4] , we developed a model of HR and HRV modulation in human endotoxemia based on the concept of multiple rhythmic signals regulating the pattern of heart beats through a continuous model of autonomic influence on the heart, accounting for changes in both rate and variability, combined with a discrete model that outputs a series of heart beats for further analysis [21] . This translation from a continuous oscillatory system output to a noisy discrete output is an essential step in modeling a fundamentally discrete process like the beating of the heart.
A conceptual extension to this model is shown in Fig. 2 . In addition to the components described above, Fig. 2 adds several sources of relevant physiologic variability: ultradian cortisol rhythms generated by the HPA axis, peripheral clock genes in immune cells, baroreflex-mediated blood pressure oscillations, and rhythmic breathing patterns. The latter two are reflected relatively directly in short-term HRV patterns, and the sensitivity of the heart to those rhythms is governed by the state of the inflammatory response. The network structure in Fig. 2 also fully encompasses the homeostatic rhythms shown in Fig. 1 . Through increasingly mechanistic modeling of HR and HRV in human endotoxemia, we are continuing to work towards understanding the biological processes linking inflammation and physiologic rhythmicity [86] .
Translational applications of models of inflammation
Analysis of HRV, in particular, has intriguing translational potential due to its broad availability through noninvasive measurement and its ability to give insight into the progression and recovery from diseases involving systemic infection and inflammation. Extrinsic signals converge on the sinoatrial node of the heart and regulate the pattern of heart beats [87] . Within the context of the relationship between rhythms and negative feedback loops, the loss of HRV can then be seen as a dysregulation of physiological regulatory systems. Thus, when the loss of HRV is linked to poor clinical outcomes [88] , it is not necessarily that the variability itself is important, it is what the variability tells us about the integrity of the rhythmic systems that give rise to HRV, across time scales from high frequency neural oscillations to circadian rhythms. For instance, the baroreflex maintains homeostatic blood pressure levels through a negative feedback loop. In sepsis, the baroreceptor mechanism is perturbed, producing changes in neural oscillations which can be quantified through HRV analysis [89] . In other words, some of the loss of rhyhthmicity observed in HRV in sepsis may be a reflection of dysregulated baroreflex activity. This type of homeostatic variability in physiological control systems allows for robust responses to disturbances, and studying the mechanistic origins of rhythms in HRV with the concept of negative feedback loops in mind will allow for the rational quantification of how this signal changes in response to stress.
Despite this, mechanistic links between inflammation and HRV remain unclear. Although it is difficult to generalize about how a change in HRV relates to underlying physiology [90] , in specific contexts HRV has been shown to correlate with particular disease states and physiological processes. Recent studies have demonstrated potential clinical applications of predictive HRV analysis in trauma patients [91] [92] [93] [94] and in sepsis [8, 95] . Endotoxemia experiments have begun to elucidate some mechanistic details by assessing changes in HRV along with other biomarkers in response to LPS [22, 60, 62, [75] [76] [77] [78] [79] [80] , although significant work remains in deciphering the mechanistic details.
Ultimately, the mechanistic linkages between changes in heart beat patterns and the progression of disease are poorly understood. For example, given that the sympathetic and parasympathetic branches of the autonomic nervous system innervate the sinoatrial node of the heart, changes in autonomic outflow in inflammation likely propagate to the heart via these nerves and regulate beating patterns. This creates an apparent paradox, given that HRV decreases in endotoxemia experiments, precisely the opposite that one would expect to happen given what we know about how the activation of the autonomic nervous system as a component of the inflammatory response [75, 78, 96] . This paradox has been explored by recent experimental work. In [96] it was shown that pathogen-mediated effects on cardiac function, which are mediated by the vagus nerve, desensitize the heart's response to vagal signaling in mice. This is further supported by a rat study Fig. 2 Network structure of a model containing the cellularlevel responses to LPS, central secretion of immunomodulatory hormones, the production of discrete heart beats, and the modulation of HR patterns by rhythmic autonomic signals. All of the periodic components shown in Fig. 1 are reflected in this network. Most of these interactions are described in more detail in [21] directly measuring an increase in vagal activity in endotoxemia [97] . In humans, endotoxemia was shown to produce a decrease in sympathetic activity, as assessed in the peroneal nerve [78] , despite the fact that conventional wisdom holds that sympathetic activity predominates in endotoxemia due to changes in heart rate and hormone levels that are typically indicative of sympathetic activation. Although peroneal nerve activity is not necessarily the same as sympathetic activity in other tissues, namely the heart [80] , it was also shown that cardiac sensitivity to drug-induced sympathetic modulation was diminished in endotoxemia [78] , similar to the previous study on the vagus nerve.
Thus, there is mounting evidence that signal transduction from the autonomic nervous system to the heart is diminished in endotoxemia, producing a decrease in HRV. Furthermore, in vitro experiments suggest that more direct interactions between inflammation and cardiac tissue may be reflected in altered beating patterns which may also contribute to diminished sensitivity to the autonomic nervous system as well as increased heart rate and possibly changes in variability [75, 98, 99] . Even in this highly studied, highly clinically relevant system, the complexity of rhythms generated and regulated by multiple sources make it difficult to precisely determine the relevant signaling pathways. However, this complexity also means that there is a wealth of information embedded in HRV. This presents an excellent opportunity to apply computational techniques to attempt to solve this problem. It has been hypothesized that a reduction in HRV and physiologic variability in general reflect increased isolation of the heart from other organs [100] , which is a concept with theoretical underpinnings provided by mathematical analysis of coupled oscillators [101] . If this is true, then reduced HRV may reflect systemic-level loss of inter-organ communication [26, 102] . A mathematical model has the ability to represent the dynamic interactions between network components, taking advantage of mechanistic knowledge to unravel how intermediate components (cytokines, hormones) ultimately regulate systemic output (HRV).
While the lack of precise mechanistic understanding of the interplay between inflammation and HRV has not fully limited practical applications [8] , novel opportunities and strategies will become apparent with increasing understanding of these systems. For instance, the discovery of the mechanistic link between the vagus nerve and inflammation [103] has lead to promising preliminary results on applications of vagus nerve stimulation in the treatment of inflammatory diseases [104] .
While HRV may be the most promising metric of physiologic variability, in part due to the ease of noninvasive assessment, inflammation also alters rhythmic characteristics of other physiological signals. Peripheral clock genes are entrained by circadian hormone patterns [105] and there is bidirectional feedback between cytokine expression and clock gene expression [106, 107] . This is particularly interesting in light of the associations between dysregulated circadian rhythmicity and disease discussed above. Furthermore, human endotoxemia at different times throughout the day suppresses and synchronizes clock gene expression in peripheral blood leukocytes [65] . This decoupling between central and peripheral circadian controls is particularly interesting given the interactions between circadian rhythms and disease [108] , which prompted our recent investigation into the entrainment of peripheral clock genes by cortisol [109] . Thus, it is important to consider how feedback between the rhythmic signals in Fig. 1 is important in pathological conditions. As another example, elevated cytokine levels can lead to altered breathing patterns, which in turn can exert regulatory effects on the inflammatory response [86] , raising the issue of the importance of rhythmicity in pathophysiological conditions where inflammation and respiration are simultaneously dysregulated such as obstructive sleep apnea.
These relationships between physiological rhythms, inter-organ communication, and disease collectively represent a plausible mechanism for both the diagnostic value of reduction in signal complexity and the potential clinical benefits of restoration of complexity. However, the hypothesis that variability is generally beneficial is not reflected in many current clinical practices, which typically are designed to modulate the patient's state to a fixed point deemed healthy without regard for homeostatic variability [26] . Much of our critical care infrastructure is designed to eliminate rhythmic physiological patterns in the patient by imposing constant treatment, such as through ventilators, glucose control, and continuous feeding, although the benefits of these types of invariant clinical management practices are under study [26, 102] . Furthermore, the effects of disrupted sleep patterns on circadian rhythmicity may exacerbate the implications of disease and of exogenous therapies designed to reduce physiological variability.
The past computational and experimental studies described here have certainly contributed towards unraveling the complex physiological mechanisms leading to clinically relevant alterations rhythmic signals in human endotoxemia and critical illness. As further progress is made to improve our mechanistic knowledge, we expect translational applications of these concepts to become increasingly effective and common.
