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Abstract 
A graph is fraternally oriented if for every three vertices u, Y, w the existence of the edges u + w 
and u + w implies that u and v are adjacent. An acanthus is a graph which is a free tree or is 
obtained by adding an edge to a free tree. Two rooted subtrees of an undirected graph are called 
concatenable if either they are disjoint or their intersection contains the root of one of them and 
their union contains no cycle. We prove that a connected graph G is the intersection graph of 
a family of pairwise concatenable edge subtrees of an undirected graph if and only if it is the 
intersection graph of a family of pairwise concatenable edge subtrees of an acanthus if and only 
if G has a fraternal orientation such that for every vertex u the subgraphs G(T’” u) and G(F’“’ v) 
have no directed cycles. 
1. Introduction 
In the present paper we consider only finite graphs G( V, E) with no parallel edges 
and no self-loops, where V is the set of vertices and E the set of edges. An undirected 
edge between vertices u and v is denoted u-v and a directed edge from u to v is 
denoted u --t v. The set containing a vertex v and its adjacent vertices is denoted TV; 
v is called simplicial if TV is a clique. For a vertex v in a directed graph, we denote 
P”v = {u 1 u -+ ?I}, P”‘v = {Ld 1v -+ u}; if T’“v = 8, v is called a source. By a path 
we always mean a simple path. The set of vertices of a path p is denoted also by p. 
A clique U is a clique cut-set if G( I/ - U) is not connected; let G(VI), . . ..G( Vk) be its 
connected components. The subgraphs G( VI u U), . . . ,G( V, u U) are called the leaves 
of U in G. Consider two subgraphs G,(V,,E,), G2(V2,E2) of G: their union is the 
subgraph G( VI u b, El u E2) and their intersection is the subgraph G(V, n V,, 
EI n &). 
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Fig. 1. 
A free subtree t of an undirected graph G is an acyclic connected edge subgraph of 
G. When a particular vertex r(t) oft is marked as root, t is called a rooted subtree or 
simply a subtree. A directed subtree is a rooted subtree having its edges oriented from 
the root towards the terminal vertices. Two subtrees have a nonempty intersection 
when they have at least one vertex in common. Two subtrees are called gruftuble if 
either they have an empty intersection or their intersection contains the root of one of 
them. Two subtrees are called concatenable if they are graftable and their union 
contains no cycle. It is easy to see that the union of two subtrees contains no cycle if 
and only if their intersection is connected. Subtrees of a directed graph G are directed 
and the orientation of their edges agrees with the orientation of the edges of G. 
Therefore, when two subtrees t, h of a directed graph G are concatenable, it cannot be 
that r(t) E h, r(h) et and r(t) # r(h), since in this case the path of G between r(t) and 
r(h) is contained in both trees and is oriented in both directions. 
An undirected graph CAN which is a rooted tree or is obtained by adding a new 
edge between two vertices of a free tree is called an acanthus (Fig. 1 (a)). Similar graphs 
appear under other names in [IS] and [6]. Clearly, an acanthus CAN either contains 
exactly one cycle or is a rooted tree; the core C of CAN is its unique cycle in the former 
case or its root in the latter case. For every vertex u of C, the vertices of CAN reachable 
from v without passing through other vertices of C form a tree rooted at u and are 
denoted by CAN(v, 0). The terminal vertices of CAN are the terminal vertices of the 
trees CAN(v, v) not in C. In a given circular traversal of C, for every two vertices u, v of 
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C we denote by CAN(u, v) the vertex subgraph of CAN containing the vertices 
w between u and v (including u, v) and the trees CAN(w, w). A directed acanthus 
(Fig. l(b)) is an acanthus in which C is circularly oriented and every rooted tree 
CAN(v, v), v E C, is oriented from v towards the terminal vertices. It is easy to see that 
the directed acanthae are exactly the connected directed graphs with all vertices of 
indegree at most one. 
A family of subtrees S of a graph G is said to be a Helly family if every subfamily in 
which every two subtrees have a nonempty intersection, has a nonempty intersection. 
A graph is called chordal if every simple cycle with four or more vertices has an edge 
connecting two nonconsecutive vertices; these graphs were discussed in [ 10,3, 11. 
Let F be a finite family of nonempty sets. A graph G is an intersection graph of F if 
there is a one-to-one correspondence between the vertices of G and the sets of F such 
that two sets have a nonempty intersection if and only if their corresponding vertices 
in G are adjacent. For every vertex v of G we denote by V its corresponding set in F. 
Recognition algorithms for intersection graphs are of great interest in various do- 
mains such as computer science, genetics, archaeology and ecology. The Refs. [ 5,9,4] 
survey the main problems and applications of different families of intersection graphs. 
Many types of intersection graphs of subtrees in trees were discussed in literature; 
a unified discussion of these graphs can be found in [ 71. As proved in [ 31, a graph G is 
the intersection graph of a family of free subtrees of a free tree if and only if G is 
chordal. Intersection graphs of families of arcs on a circle, called circular-arc graphs 
were discussed in [ 2, 111; [ 1 l] contains a polynomial time recognition algorithm for 
intersection graphs of families of arcs on a circle and [2] contains a polynomial time 
recognition algorithm for intersection graphs of Helly families of arcs on a circle. In 
what follows, we restrict ourselves to families of arcs in which no two arcs cover the 
circle. The algorithms remain true when “circle” and “family of arcs” are replaced by 
“cycle” and “family of paths”, no two paths covering the edges of the cycle. 
An orientation of a graph is called fraternal if for every three vertices U, v, w the 
existence of the edges u + w and v + w implies that u and v are adjacent. A fraternally 
oriented graph can contain directed cycles. A graph is chordal if and only if it has an 
acyclic fraternal orientation [ lo]. Fraternal orientability is a hereditary property, that 
is, if G is fraternally orientable, so is any of its vertex subgraphs. A graph is the 
intersection graph of a family of graftable subtrees of an undirected graph if and only if 
it is fraternally orientable [ 121. Ref. [ 123 contains a polynomial time algorithm for 
finding a fraternal orientation of a graph. 
The intersection graphs of free subtrees in free trees are exactly the acyclic frater- 
nally orientable graphs [ 31, i.e., the chordal graphs. Given a family S of free subtrees 
of a free tree T and its intersection graph G we obtain an acyclic fraternal orientation 
of G as follows: Mark any vertex of T as its root r(T). For every subtree t E S mark its 
closest vertex to r(T) as its root r(t). It is easy to see that every two substrees in S are 
concatenable. Orient every edge U--V of G as u -+ u if and only if r(V) E 12; this 
orientation is fraternal and has no directed cycles. Similarly, every circular-arc graph 
has a fraternal orientation. Given a family S of paths on a cycle C and its intersection 
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graph G we obtain a fraternal orientation of G as follows: Orient C circularly and for 
every path p E S mark its first vertex as root; S becomes a family of concatenable 
subtrees of C. Orient every edge u--2; of G as u -+ L’ if and only if r(U) E U; this 
orientation is fraternal, yet it may contain oriented cycles. 
Consider a family S of pairwise concatenable subtrees of an undirected graph H and 
assume that its intersection graph G is connected. In Theorem 2.5 we prove that the 
subgraph of H obtained by the union of the subtrees in S is an acanthus. Therefore, 
a connected graph G is the intersection graph of a family of pairwise concatenable 
subtrees of an undirected graph if and only if it is the intersection graph of a family of 
pairwise concatenable subtrees of an acanthus. In Theorems 3.3 and 3.4 we prove that 
a connected graph G is the intersection graph of a family of pairwise concatenable 
subtrees of an acanthus if and only if it has a fraternal orientation in which for every 
vertex v, both G(T’” v) and G(P”’ v) have no directed cycles. In Theorem 3.6 we prove 
that G is an intersection graph of a Helly family of pairwise concatenable subtrees of 
an acanthus if and only if it has a fraternal orientation such that for every vertex v of G, 
G(T a) has no directed cycles. In Section 4 we give a characterization by clique cut-set 
decompositions of the intersection graphs of families of pairwise concatenable sub- 
trees of undirected acanthae. Using it, we describe polynomial time algorithms for 
solving various problems related to these intersection graphs. 
2. Concatenable subtrees of undirected graphs 
Consider a family S of pairwise concatenable subtrees of an undirected acanthus 
CAN whose core C is a cycle. Assume that S covers the edges of C and its intersection 
graph is connected. The family S has a number of properties summarized in the 
following Lemmas 2. t-2.4. 
Lemma 2.1. For every t E S the subgraph defined by t n C is connected. 
Proof. Assume that the subgraph defined by t n C has two connected components 
Ct, C,. Since t is connected, for any two vertices u E C,, v E C2 there exists a path p in 
t, p $ C, connecting u and v. Thus, the subgraph defined by p u C contains two cycles 
contradicting the fact that CAN is an acanthus. 0 
Consider the cycle C of CAN as a continuous circle on which the vertices are 
marked. Let S’ = {tr, . . . . t,7} be a minimal subfamily of S covering the edges of C. 
Since, S’ is minimal, for every ti E S’ there exists a point ai E C, distinct from the 
vertices of CAN, such that ai E ti and ai$ tj for every j # i. Without loss of generality 
(w.1.o.g.) we assume that al,az, . . . . a,, a, are ordered consecutively around C; we take 
the subscripts reduced modulo s. In an arc ai, ai + , let u, v be the vertices of C closest to 
ai, ai + 1 and denote CAN(ai, ai+ 1) = CAN(tl, v). 
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Lemma 2.2. For every i, 1 < i < s, the only subtrees ofS’ which intersect CAN(ai, ai+ 1) 
are ti and ti+l. Every CAN(ai, ai+l) contains exactly one of the roots r(ti), r(ti+,): 
either r(ti) E CAN(ai, ai+l) JOY every 1 < i < s OY ~(ti+~) E CAN(ai, ai+l) for every 
1 < i < S. There are no ti, tj E S’ such that r(ti) E tj and r(tj) E ti. There are no ti, tj, 
tk E S’ such that r(ti), r( tk) E tj; either y(ti) E ti+ 1 JOY every 1 < i < s OY y( ti) E ti- I for 
every 1 < i < s. 
Proof. If a subtree tj E S’, j # i, i + 1, intersects CAN(Ui, a,+ I) we obtain a contradic- 
tion to Lemma 2.1 since ai, ai+ 1 $ tj, aj E tj. Thus, ti, ti+ 1 are the only subtrees in S’ 
intersecting CAN(ai, ai+l) and since S’ covers the edges of C it follows that 
ti n ci + 1 CT CAN(ai, ai+ 1) # 0. Since, ai, ai+ 1 $ ti n ti+l and ti n ti+ 1 is connected (ti, 
ti+ 1 being concatenable) it follows that ti n Ti+ 1 _ = CAN(q, a,, 1), otherwise a cycle 
distinct from C is generated. Since, ti, t;+ 1 are concatenable, ti n ti + 1 contains Y( ti) or 
r(ti+ 1). Therefore, CAN(ai, ai+ 1) contains r(ti) or r(ti+ 1); this being true for every 
1 < i < s, it follows that CAN(ai, ai+l) contains exactly one of the roots r(tJ, Y(ti+l), 
Thus, if r(tl) E CAN(al, az) then r(ti) E CAN(ai, ai+ 1) for every 1 < i d s and if 
r(tz) E CAN(al, a*) then r(ti+l) E CAN(ai, ai+l) for every 1 d i d S. 
Assume that there are two trees ti, tj in S’ having r(ti) E tj and r(tj) E ti, i.e., r(ti), 
r(tj) E ti n tj. Then, ti n tj must contain either ai or ai+ 1 contradicting their definition. 
There are no ti, tj, tk E S’ such that r(ti), Y(tk) E tj, otherwise aj_1 E tj or aj+l E tj. 
Thus, either r(ti) E ti+ 1 for every 1 d i < s or r(ti) E ti- 1 for every 1 d i 6 S. Cl 
Lemma 2.3. The inteysection of all the elements in S is empty. 
Proof. Let S’ = (tl, . . . . t,},s > 3,anda,, . . . . a, be as in Lemma 2.2. Assume that S’ has 
a nonempty intersection containing a vertex v and v E CAN(ai, ai+ 1). Since, ai, 
a,+l $ ti+2 it follows that v q! ti+2, contradicting our assumption. 0 
Lemma 2.4. For every tree t E S there exists a tree t’ E S such that r(t) E t’ and 
r(t) # r(f). 
Proof. Consider a tree t E S and let S” be a minimal subfamily of S containing t, 
covering the edges of C and having a connected intersection graph. Let 
S’ = {tl, . . . . t,], s 2 3, be a minimal subfamily of S” which covers the edges of C. The 
family S’ and a set of circularly consecutive points al, . .., a, of C fulfill Lemma 2.2. 
W.1.o.g. we assume that r(ti) E CAN(ai, ai+ 1) for every 1 d i < s. There are three cases. 
Case 1. t = ti E S’ for some 1 < i < S. By Lemma 2.2 r( ti) E CAN(ai, ai+ I), 
Y(ti+l)~CAN(ai,ai+l) and tint,+, #@. Therefore, r(t)=r(ti)Eti+l and 
y(ti) Z y(ti+l). 
Case 2. t $ S’, t n C # 0 and u(t) E CAN(ai, ai+ 1) for some 1 d i d s. 
Case 2.1. ti+ 1 n t = 0. Since, S’ covers C and t n C # 0 it follows that ki n t # 0. 
Since, r( ti) E ti + 1 and ti+ 1 n t = O, it follows that Y( ti) $ t, thus r(t) E ti and r(t) # r( ti). 
200 F. Gavril, J. Urrutia / Discrete Applied Mathematics 52 (1994) 195-209 
Case 2.2. ti+ 1 n t # 8. Assume that r(t) 4 ti+ 1; then r(ti+ 1) E t, hence ti+z IT t # 0. 
Since, s 3 3, we have i + 2 # i (mod s). In addition, r(ti.2) E t since ai, ai+ 1 $ ti+z 
implies r(t) I$ ti+2. If r(ti) E t or r(t) E ti, then t u ti covers the arc of C from ai to 
ai+l to Ui+z and ti+l can be dropped from S” contradicting its minimality. Hence 
ti n t = 0. Since, r(ti+Z) E t it follows that t n ti+ 3 # 0. Since t n ti = 0 it follows that 
i + 3 # i (mod s). Therefore, r(t) $ t. ,+3 and so r(ri+s) E t, t covers the arc of C be- 
tween ai+l and ai+3, and ti+2 can be dropped from S” contradicting its minimality. 
Therefore, r(t) E ti+l and r(t) # r(ti+l). 
Case 3. t $ S’, t n C = 0 and r(t) E CAN(ai, Ui+l) for some 1 d i < s. Let fi, . . . . f, 
be a minimal sequence of subtrees in S” such that fi n C # 0,f, = t andfi nfi+ 1 # 0 
for every 1 d i d q - 1. By Case 1 and 2 above, there exists a tree g1 E S’ such that 
r(fi) E g1 and r(fi) # r(gl). Letfj be the first in the sequence for which there is no 
SjES’u{fi,~~~, J-1 f, } fulfilling r(h) E gj and r(fj) # r(gj). Since, fi- 1 nfj # 0 it fol- 
lows that r(fj_ 1) ~fj or r(fj) ~fj- 1. If r(& 1) oh then fj n gj- 1 # 0 and the above 
sequence can be shortened by going directly from gj- 1 to fj. Therefore, r(fj_ 1) $fj, 
r(fj) Efj_ 1 and r(fj) # r(fj_ 1) contradicting the way fj was chosen. Therefore, there 
exists a gq E S’u {fl, ...,f4_1} fulfilling r(f,) E gq and r(fq) # r(g,). 0 
Theorem 2.5. Consider a family S of pairwise concatenable subtrees of an undirected 
graph H having a connected intersection graph G. Then, the union of the subtrees in S is 
an acanthus. 
Proof. Let S = {tl, . . . , t,), n 3 3, be a minimal family of concatenable subtrees which 
does not fulfill the theorem, such that each ti is also minimal. W.1.o.g. we assume that 
the vertex in G corresponding to t, is not a cut-vertex. Thus, the subgraph H, of 
H defined by tl u ... u t,_ 1 is connected. We add to HO, one by one, the edges oft,, 
starting with an edge incident to r( t,) and keeping connected the added subtree of t,. 
At any stage i, let Hi denote the subgraph built in this way from H,. If r(t,,) E HO then 
every Hi is connected. If r( t,) $ HO then HI may not be connected, but the Hi obtained 
when we first add an edge between a vertex in HO and a vertex in the subtree of t, 
already added, is connected and is an acanthus. Let u-v be the first edge oft, whose 
addition to Hi causes that the new subgraph H. ,+ 1 is not an acanthus. Hi is connected 
and is an acanthus CAN which is not a tree. Letfdenote the subtree oft, before the 
addition of u-v, u of, v$f; the subtree after the addition is exactly t,, by its 
minimality. Let tj, j # n, be an element of S which contains v; thus tj n t, # 0. If 
tj n f # 0 then tj u f is a tree and the addition of u-v generates a cycle contradicting 
the fact that t, and tj are concatenable. Therefore every tj,j # n, containing v fulfills 
that tj nf # $ and r( tj) E t,, thus r( tj) = v. By Lemma 2.4, there exists a subtree tk, 
1 < k < n - 1, such that r( tj) = v E tk and r( tj) = v # r(tk), contradicting the fact that 
v E tk implies v = r( tk). q 
Lemma 2.3 and Theorem 2.5 imply the following corollaries. 
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2.6. Let S be a family of pairwise concatenable subtrees, of an undirected 
graph, having a nonempty intersection. Then the union of the elements of S contains no 
cycles. 
Corollary 2.7. A connected graph G is the intersection graph of a family of pairwise 
concatenable subtrees of an undirected graph ifand only ifit is the intersection graph of 
a family of pairwise concatenable subtrees of an acanthus. 
3. Concatenable subtrees in directed graphs 
Consider a family S of pairwise concatenable directed subtrees in a directed graph 
H and let G be its intersection graph. As mentioned in the Introduction, the 
orientation of the subtrees in S must agree with the orientation of H, thus, there 
are no two subtrees, t, h E S such that r(t) # r(h), r(t) E h and r(h) E t. Orient the 
edges of G as follows: For every x E H let El,., . . ..i& be the subtrees of S having 
r(fii,.) = X. Orient every edge Uix-ujx, i < j, of G as Vi, + Vj,. Orient every edge u-v of 
G having r(U) # r(z)) and r(C) E U as u + u. This orientation of G is fraternal. W.1.o.g. 
we assume that H is exactly the union of the elements in S and it is connected, i.e., G is 
connected. 
Lemma 3.1. H is a directed acanthus. 
Proof. By Theorem 2.5, the underlying undirected graph of H is an undirected 
acanthus CAN. Assume that H contains a vertex of indegree two, that is, it has three 
vertices u, v, w such that u -+ v and w + v. Let t, h be two subtrees in S such that 
u + u E t, w + u E h, u $ h, w $ t. Then, t n h # 8 and r(t) E h or r(h) E t. Therefore, the 
subgraph defined by t u h contains a cycle contradicting the fact that t and h are 
concatenable. 0 
Lemma 3.2. Let A be a clique of G. Then, n (6 1 v E A} # 8 if and only if A has no 
directed cycles. 
Proof. Assume that A contains a directed cycle u1 + v2, . . . , v, + v1 and r(Ui+ 1) E Vi for 
every 1 < i < s. By the orientation of G it cannot be that r(V1) = ... = r@,). Thus, 
51 v ... u V, contains a cycle and by Corollary 2.6, n {V 1 v E A} = 8. 
Conversely, assume that A # 0 is a minimal clique containing no directed cycles 
and having (7 {- ) u u E A} = 0. The union of the subtrees corresponding to the vertices 
of A must contain a cycle C which is the core of H otherwise it would be a family of 
subtrees on a tree and by [3] it would have a nonempty intersection. Since, A is 
minimal, by Lemma 2.2 it fulfills r( tii+ 1 ) E Vi for every 1 ,< i < s. Thus, A is an oriented 
cycle. 0 
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Theorem 3.3. A graph G is the intersection graph of a family of pair-wise concatenable 
subtrees of an undirected acanthus zfand only zyit is the intersection graph ofa family of 
pairwise concatenable directed subtrees of a directed acanthus. 
Proof. If G is the intersection graph of a family of pairwise concatenable directed 
subtrees of a directed acanthus, then it remains the intersection graph of the family of 
subtrees in the underlying undirected acanthus. 
Conversely, assume that G is the intersection graph of a family S of pairwise 
concatenable subtrees of an undirected acanthus CAN. We orient CAN to obtain 
a directed acanthus: The core C of CAN is oriented circularly and for every u E C the 
subtree CAN@, u) is oriented from u, as root, towards its terminal vertices. We 
disregard the roots of the subtrees in S and we redefine them. For every tree t E S 
having t n C # 0 we define as root oft the first vertex oft n C. For every t E S having 
t n C = 0, let v E C be such that t c CAN(v, v); we redefine the root oft as its closest 
vertex to v. With the new orientation, the subtrees in S are rooted and their 
orientation agrees with the orientation of CAN. It remains to prove that for every two 
intersecting subtrees t, h E S, either r(t) E h or r(h) E t. Consider two intersecting 
subtrees t, h of S. 
If t n h n C # 0 then (t u h) n C is connected and does not cover the edges of C. 
Therefore, one of them, say r(t), appears before the other r(h) in the circular 
orientation of C. Therefore, r(h) is the first vertex of h appearing in t n C while going 
from r(C) around C along its directed edges. 
IftnhnC=0,thentnhcCAN(u,u)forsomevEC.Letubethevertexoftnh 
closest to u. Then, u is the root of one of the subtrees t, h and the other contains it. 
Therefore, G is the intersection graph of a family of pairwise concatenable subtrees 
of a directed acanthus. 0 
Theorem 3.4. A graph G is the intersection graph of a family S of pairwise concatenable 
directed subtrees of a directed graph H if and only if G has a fraternal orientation such 
that for every vertex v the subgraphs G(T’” u) and G(P” v) have no directed cycles. 
Proof. Consider an intersection graph G of a family S of pairwise concatenable 
directed subtrees of a directed graph H. We assume that G is connected and oriented 
with the fraternal orientation described at the beginning of this Section and that H is 
an oriented acanthus. Consider a vertex u of G. Then r.(G) is contained in the 
intersection of the subtrees corresponding to the vertices of ri” u, and by Lemma 3.2, 
G(T’” v) has no directed cycles. For two subtrees ti, W, u,w E routq if U n W # 8 
then r(U) E W n V or r(W) E U n V, hence U n 6 n ii, # 0. Therefore, G(~‘“‘v) is the 
intersection graph of a family of subtrees of the tree t, and by the fraternal orientation 
of G, G(P”‘u) contains no directed cycles. 
Conversely, assume that G has a fraternal orientation such that for every vertex u, 
G(T’” v) and G(P”’ v) do not contain oriented cycles. For every vertex v of G let U be 
the spanning tree of G(P”’ v u {u}) obtained as follows: Let AI be the set of sources in 
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G(P”’ u u {u}). Delete the vertices of A1 and let A2 be the set of sources in 
the remaining graph. Continue in this way until some Ak+ 1 = (h. The vertex set 
of V is A1 u ..f u Ak and the edges are the oriented edges of G between vertices 
of Ai and vertices of Ai + 1, 1 < i < k - 1. The root of V is v. Clearly, U is a rooted 
tree, since if x + y, z -+ y in G then x, z are adjacent in G and they cannot be in the 
same Ai. 
Consider two vertices U, v of G. We will prove that for any two adjacent vertices 
X,YEl- 
O”, u ~ rout vwehavex+yEiiifandonlyifx+yEij.Assumethatx+yEii 
and X-P y $ V. Since x -+ y E G and x + y $ V, there exists a directed path 
x = x1, . ..) x, = y, s >, 3, in G(P”’ v) from x to y. Since x E Put v n rout 24, it follows 
that u + x, v -+ x, thus u and u are adjacent in G. Let i be the highest index such that 
u-+xi&Gandu~Xi+lEG.Sinceujxi+l, Xi --t xi+ 1 E G, u and xi must be adjacent 
in G, G being fraternally oriented. Therefore, xi + u E G and x = x1, . . . , xi, u, x is 
a directed cycle. If v -+ U, this oriented cycle is contained in G( Put v) contradicting the 
fact that G(P”’ v) has no directed cycles. Therefore, u + v E G and U, v, Xi, u is 
a directed cycle in rin xi+ 1 contradicting the fact that rin Xi+ 1 has no directed cycles. 
Therefore, x -+ y E U if and only if x + y E V. 
Let H be the graph obtained from G by deleting, for every vertex U, the edges of 
G(P”’ U) which are not in ii. By the above proof H is well-defined, connected and each 
of its vertices has at most one incoming edge. On the directed graph H consider the 
family of subtrees S = {ii 1 u E G). The orientation of the subtrees in S agrees with the 
orientation of H. Let us prove that G is an intersection graph of S and S is a family of 
concatenable subtrees of H. For two vertices U, v of G, if u --f v then v E U thus U n E # 0 
and r(V) E U. Assume that there are two non adjacent vertices u, u of G such that 
x E U n z1 # 8. Then, u + x, u + x contradicting the fact that G is fraternally oriented. 
It remains to prove that the union of every two subtrees 5, V does not contain a cycle, 
i.e., they are concatenable. Assume that U u V contains an undirected cycle c. Thus, 
U n z1 # 0, u, v are adjacent and say v E Q. The existence of c implies the existence of 
a directed path v = x1, . . . . xk = x from v to a vertex x E Ei containing vertices which 
are not in ii. Let i be the highest index such that u + Xi $ G and u + Xi + 1 E G. Since 
xi~xi+l andu-rx,,, it follows that xi -+ u E G. Hence, we obtain the cycle U, v, xi, 
24 in ri” Xi+ 1 which is a contradiction. Therefore, S is a family of concatenable subtrees 
of H and H is an acanthus. 0 
Corollary 3.5. Consider a connected graph G. The following statements are equivalent: 
(a) G is the intersection graph of a family of pairwise concatenable subtrees of an 
undirected graph; 
(b) G is the intersection graph of a family of pairwise concatenable subtrees of 
a directed graph; 
(c) G is the intersection graph of a family of pairwise concatenable subtrees of an 
undirected acanthus; 
(d) G is the intersection graph of a family of pairwise concatenable subtrees of 
a directed acanthus; 
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(e) G has a fraternal orientation in which for every vertex v both G(T’” v) and 
G(Pt v) have no directed cycles. 
Theorem 3.6. A connected graph G is the intersection graph of a Helly family S of 
pairwise concatenable subtrees of an oriented acanthus if and only if G has a fraternal 
orientation in which for every vertex v the subgraph G(rv) has no directed cycles. 
Proof. Assume that G is such an intersection graph. Construct on G the fraternal 
orientation described at the beginning of this Section. For a vertex v, G(T’” v) and 
G(P” v) do not contain oriented cycles, by Theorem 3.4. Therefore, an oriented cycle 
in G(T v) must contain a vertex u E P” v and a vertex w E P”’ v such that w -+ u; thus 
G( r v) must contain the oriented cycle u, v, w, u. But this would imply that every two of 
U, ii, W intersect and U n v n ti # 0, contradicting Lemma 3.2. Therefore, G(T v) 
contains no oriented cycles. 
Conversely, assume that no G(T u) contains oriented cycles. Hence, no G(T’” v), 
G( Put v) contains oriented cycles. Consider the edge subgraph H of G and the family 
S of concatenable subtrees of H constructed in the proof of Theorem 3.4; H is an 
acanthus. Any clique A of G is contained in some Tv, thus, has no oriented cycles. By 
Lemma 3.2, the intersection of the subtrees corresponding to the vertices of A is not 
empty. Therefore, S is a Helly family. 0 
4. Algorithms on intersection graphs of concatenahle subtrees 
Consider a connected graph G( V, E) which is an intersection graph of a family of 
pairwise concatenable subtrees of an acanthus CAN with core C. For every vertex 
x E CAN the set V(x) = (0) v E V, x E V> is a clique of G. Consider two vertices x, 
y E CAN such that V(x) c V(y). Then, there exists a vertex z E CAN adjacent to 
x fulfilling V(x) _c V(z). Therefore, by collapsing x and z into one vertex in CAN and 
in its subtrees, we obtain that G remains the intersection graph of the subtrees on the 
new acanthus. Continuing until no more possible, we obtain an acanthus, called 
a reduced acanthus, in which every V(x) is maximal; when x E CAN - C, V(x) is 
a maximal clique of G, but when x E C and C is a cycle, V(x) though maximal is not 
necessarily a maximal clique as happens for example when three mutually intersecting 
paths U, V, W covering C fulfill ii n U n W = QJ and x E 6 n ij. When S is a Helly family, 
V(x) is a maximal clique of G for every x E CAN and G has at most 1 VI maximal 
cliques. 
Lemma 4.1. A connected intersection graph G of a family of pairwise concatenable 
subtrees of an undirected acanthus CAN, which is not a circular-arc graph or a clique has 
a clique cut-set A. If CAN is a reduced acanthus with more than two vertices then 
A = V(z) for some z E CAN. 
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Proof. Assume that G is such an intersection graph on a reduced acanthus CAN. If 
G is not a clique then CAN has more than one vertex. If CAN has exactly two vertices 
x, y, then, by the maximality of V(x), V(y), there are two nonadjacent vertices u, u of 
G, u E V(x) - V(y), v E V(y) - V(x), implying that V(x) n V(y) is a clique cut-set. 
Assume that CAN has more than two vertices. If CAN is not a cycle, then it has 
a cut-vertex z. Clearly, V(z) is a clique cut-set. 0 
Theorem 4.2. A connected graph G is the intersection graph of a family of pairwise 
concatenable subtrees of an undirected acanthus if and only if one of the following 
statements is true: 
(a) G is a clique; 
(b) G is a circular-arc graph; 
(c) G has a clique cut-set A with at most one nonchordal leaf which is an intersection 
graph of a family ofpairwise concatenable subtrees of an acanthus having n {V ) v E A} # 8. 
Proof. Assume that G is an intersection graph of a family of pairwise concatenable 
subtrees of a reduced acanthus CAN. If CAN has exactly two vertices x, y then 
V(x) n V(y) is a clique cut-set fulfilling the theorem. Otherwise, if CAN is not a cycle 
or a single vertex, then, by Lemma 4.1, it has a vertex z such that V(z) is clique cut-set 
of G fulfilling the theorem. 
Conversely, let G have a clique cut-set A, G( V,), . . . , G( V,) being its leaves, the only 
nonchordal leaf being G(G). Assume that G( I$) is an intersection graph of a family Sk 
of pairwise concatenable subtrees of an acanthus CANk fulfilling n {V 1 v E A} # 8. 
Thus, for some xk E CANk with xk E n (- ) u u E A} we have A c V,(x,). Every G(E), 
1 < i 6 k - 1, being chordal, is an intersection graph of a family Si of subtrees on 
a tree Tj. Since, A is a clique of G( I$), we have n {- ( v v E A) # 0 in ri, hence there exists 
a vertex Xi in Ti such that A c I. We construct an acanthus CAN by connecting 
together CANk and the trees Ti with new edges from xk to every Xi, 1 < i < k - 1. For 
every v E A and every 1 < i < k let Vi be the subtree corresponding to v in Si. We 
construct a subtree V by connecting together the subtrees Vi with edges between xk and 
every vertex xi in Vi. Thus, G is the intersection graph of S = (6 (u E V) and S is 
a family of concatenable subtrees of CAN. 0 
Corollary 4.3. A connected graph G is the intersection graph of a Helly family of 
pairwise concatenable subtrees of an undirected acanthus if and only if one of the 
following statements is true: 
(a) G is the intersection graph of a Helly family of arcs on a circle; 
(b) G is a clique; 
(c) G has a clique cut-set with at most one nonchordal leaf which is an intersection 
graph of a Helly family of pairwise concatenable subtrees of an acanthus. 
Theorem 4.4. A connected graph G is an intersection graph of a family of pairwise 
concatenable subtrees of an undirected acanthus tf and only tf it can be decomposed by 
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a sequence AI, . . . . A, of clique cut-sets into a family of leaves G( V,), . . . . G(V,), all the 
leaves being cliques except maybe one G(K), which is an intersection graph of arcs on 
a circle such that the clique cut-sets Ai used to cut G(V,) from the rest of G fuljll 
n{vIv~AinK > #O. 
Proof. Assume that G is such an intersection graph on a reduced acanthus CAN. 
If CAN has exactly two vertices x, y then V(x) n V(y) is a clique cut-set whose 
two leaves are cliques. Otherwise, if CAN is not a cycle or a single vertex, then by 
Lemma 4.1 it has a vertex z such that V(z) is a clique cut-set of G. Clearly, CAN - {z} 
is not connected and at most one of its connected components is an acanthus which is 
not a tree. The leaves of G relative to V(z) are intersection graphs of corresponding 
families of concatenable subtrees on corresponding connected components of 
CAN - {z}. Thus, at most one leaf is not chordal. The leaves which are chordal 
can be decomposed into cliques by clique cut-sets. We continue to decompose in 
the same way the nonchordal leaf until what remains is a circular-arc graph 
G(K). The clique cut-sets A used to cut G(V,) from the rest of G fulfill that 
n{VIi%k K/kj #8. 
Conversely, assume that G has such a decomposition. We construct the acanthus 
CAN and the family of pairwise concatenable subtrees corresponding to G by the 
method used in the proof of Theorem 4.2. 0 
Corollary 4.5. A connected graph G is an intersection graph of a Helly family of 
pairwise concatenable subtrees of an undirected acanthus if and only if it can be 
decomposed by a sequence of clique cut-sets into a family of leaves, all the leaves being 
cliques except maybe one which is an intersection graph of a Helly family of arcs on 
a circle. 
Corollary 4.6. A connected graph G(V, E) is the intersection graph of a family of 
pairwise concatenable subtrees of an undirected acanthus if and only if there exists 
a family CA of maximal cliques of G and a family CB of cliques of G such that the 
elements of CC = CA u CB can be arranged as an acanthus CAN fulfilling: 
(a) the elements of CB are in the core C of CAN and the elements of CA are outside C; 
(b) for every v E V the subfamily CC(v), of cliques of CC containing v, form a subtree 
of CAN; 
(c) F = (CC( )I v v E V} is a family of pairwise concatenable subtrees of CAN. 
Corollary 4.7. A connected graph G( V E) is the intersection graph of a Helly family of 
pairwise concatenable subtrees of an undirected acanthus if and only if the family CC of 
maximal cliques of G can be arranged as an acanthus CAN fulfilling: 
(a) for every v E V the subfamily CC(v), of maximal cliques containing v, form 
a subtree in CAN; 
(b) F = {CC( )I v v E V} is a Helly family of concatenable subtrees of CAN. 
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Lemma 4.8. Consider a connected intersection graph G of a family S of pairwise 
concatenable subtrees of an undirected acanthus CAN. Zf G is not a circular-arc graph 
then G has a simplicial vertex. 
Proof. Assume that CAN is a reduced acanthus. If G is not a circular-arc graph then 
CAN is a tree, or its core C is a cycle and CAN - C # 8. For every terminal vertex 
x of CAN, V(x) is a maximal clique of G and contains a vertex u which is not 
contained in any other maximal clique. Therefore, TV is a maximal clique of G. 0 
We will describe now a polynomial time algorithm for recognizing intersection 
graphs of Helly families of pairwise concatenable subtrees of an undirected acanthus. 
Consider a graph G( K E). To test that G is an intersection graph of a Helly family of 
arcs on a circle, no two arcs covering the circle, it is enough that for every two adjacent 
vertices u, u having I% u TV = V, we add a vertex (u, u) adjacent to all the vertices in 
Tu n TV and test, using the algorithm in [2], that the new graph is an intersection 
graph of a Helly family of arcs on a circle. The general algorithm works as follows: find 
a simplicial vertex vi of G and eliminate it. Continue eliminating simplicial vertices 
until no more possible. Let R = { ul, . . , uk) be the set of simplicial vertices in order of 
their elimination and let U be the set of remaining vertices of G. If U = @ then G is 
chordal and it is the intersection graph of a family of subtrees of a tree. Assume that 
U # 8. Find a circular-arc representation of G(U) as a Helly family of arcs on a circle 
such that no two arcs cover the circle, and reduce it to a cycle and a family of paths. If 
there is no such representation then the algorithm ends in failure. Otherwise, add to 
U the simplicial vertices in R in inverse order of their elimination. Let Ui E R be the 
vertex to be considered at some stage relative to the partially constructed acanthus 
CAN, family of subtrees S and subgraph G(U). Let A = U n Tui; A is a clique of G( U) 
and by the construction n {- 1 u u E A} # 8. If there is a vertex x in CAN such that 
V(x) = A, add Ui to U and add the tree {x} to S to represent Ui. Otherwise, let y be 
a vertex of CAN such that A c V(y). Add to CAN a vertex named x connected by an 
edge to y. Add the tree {x> to S to represent Ui and for every u E A add x to zi in S. 
Continue in this way until U = V when the algorithm ends successfully. The correct- 
ness of the algorithm follows from Lemma 4.8 and the above construction of CAN 
and S. 
An algorithm for recognizing intersection graphs of general families of pairwise 
concatenable subtrees of an acanthus seems to be more complex because of two 
difficulties. First, it seems difficult to devise from [ 111 an algorithm for recognizing 
circular-arc graphs having a representation in which no two arcs cover the circle. 
Second, it seems difficult to ensure during the algorithm that for a given clique A the 
circular-arc representation fulfills n { - 1 u u E A} # 8. Because of this, we restrict our- 
selves to graphs in which the unique nonchordal leaf (as given by Theorem 4.4) has no 
two adjacent vertices u, v which are adjacent together to all the other vertices of the 
leaf. In this case, the first difficulty disappears. As for the second, we will prove that 
given a circular-arc graph G(I/, E) and a clique A, G is an intersection graph of 
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a family of arcs on a circle having I = n {V) v E A} # 8 if and only if TA # V. If 
TA f V then U (- ( u u E A) do not cover the circle, thus I # 0. Conversely, if I # 0, 
then going on the circle clockwise and counter-clockwise from I, we arrive at the two 
extreme endpoints of u {- ) u u E A} which correspond to two arcs U, W of u, w E A. Thus 
TA G Tu u Tw # I’. Except for this test, the recognition algorithm is identical to the 
one for Helly families of concatenable families. 
The fact that the intersection graphs of families of pairwise concatenable subtrees in 
acanthae can be decomposed into circular-arc graphs and chordal graphs by clique 
cut-sets, can be used for constructing polynomial time algorithms to solve problems 
which have such algorithms for chordal graphs and circular-arc graphs. For example, 
[l] and [2] contain polynomial time algorithms for finding a maximum clique, 
a maximum independent set and a minimum covering by cliques in such graphs. 
Consider a graph G(V, E) which is an intersection graph of a family of pairwise 
concatenable subtrees of a reduced acanthus CAN. For every x E CAN - C, V(x) is 
a maximal clique of G. This family of maximal cliques can be constructed directly from 
G by eliminating simplicial vertices. Then, a maximum clique of G is a largest clique 
among these maximal cliques and a maximum clique of the circular-arc subgraph 
of G. 
An algorithm for finding a maximum independent set IND and a minimum 
covering by cliques COV of G works as follows: Find a simplicial vertex z) of G, add 
u to IND and add TV to COV. Continue in the same way on the subgraph G( V - TV). 
When the remaining graph G(U) has no more simplicial vertices then it is a circu- 
lar-arc graph. Find a maximum independent set INDl and a minimum covering by 
cliques COVl of the circular-arc graph G(U). By [2], ( COVl ( is equal to ( INDl ( or 
to 1 INDl 1 + 1. Let us prove that IND u INDl is a maximum independent set 
and COV u COVl is a minimum covering by cliques of G. By the construction 
IND n INDl = 0, COV n COVl = 0, IND u INDl is an independent set 
and COV u COVl is a covering by cliques of G. If ) COVl 1 = 1 INDl I then 
1 IND u INDl I = I COV u COVl I and the assertion is true. Assume that I COVl 1 
= I INDl ( + 1 and G has a minimum covering by cliques COV2 such that ) COV2 ( 
= ) IND u INDl 1, Clearly, COV3 = (X n U 1 X E COV2) is a family of cliques of 
G(U) and ICOV31 3 lIND1 I + 1. But no element of IND is covered 
by COV3 and I INDI cliques are needed to cover them. Thus, 
ICOV2( = )COV3I + )INDI >IINDlI + 1 + IINDI = )INDuINDll+ 1 contra- 
dicting the fact that I COV2 I = I IND u INDl (. 
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