We analyze by simulation the properties of two time domain and two frequency domain estimators for low order autoregressive fractionally integrated moving average Gaussian models, ARFIMA (p; d; q). The estimators considered are the exact maximum likelihood for demeaned data, EML, the associated modi ed pro le likelihood, MPL, and the Whittle estimator with, WLT, and without tapered data, WL. Length of the series is 100. The estimators are compared in terms of pile-up e ect, mean square error, bias, and empirical con dence level. The tapered version of the Whittle likelihood turns out to be a reliable estimator for ARMA and ARFIMA models. Its small losses in performance in case of \well-behaved" models are compensated su ciently in more \di cult" models. The modi ed pro le likelihood is an alternative to the WLT but is computationally more demanding. It is either equivalent to the EML or more favorable than the EML. For fractionally integrated models, particularly, it dominates clearly the EML. The WL has serious de ciencies for large ranges of parameters, and so cannot be recommended in general. The EML, on the other hand, should only be used with care for fractionally integrated models due to its potential large negative bias of the fractional integration parameter. In general, one should proceed with caution for ARMA(1,1) models with almost canceling roots, and, in particular, in case of the EML and the MPL for inference in the vicinity of a moving average root of +1.
Introduction
In this paper we analyze, by means of simulation, the properties of four versions of maximum likelihood estimators for tting autoregressive fractionally integrated moving average, ARFIMA, time series models. The comparison of the small sample properties is of particular interest since di erent estimators may lead to substantial distinct conclusions. E.g. if the Whittle estimate or the modi ed pro le likelihood is used for tting a class of low order ARFIMA models to the frequently investigated postwar quarterly U.S. GNP growth rates Akaike's information criterion will choose a non fractional model. On the other hand, if the same procedure is undertaken with the exact Gaussian likelihood, it results in a fractionally integrated model with a highly signi cant fractional integration parameter. See Sowell(1992b) and Hauser(1995) . Thus, despite the fact that the estimators are asymptotically equivalent the question remains which estimator is more reliable in small samples.
We assume that the series y t is a sample of length n of a weakly stationary process (in discrete time) which admits a Wold representation Two generic maximum likelihood procedures for stationary Gaussian series for the parameter vector = ( 1 ; ; p ; d; 1 ; ; q ) are available: the (approximative) spectral (Whittle) maximum likelihood, and the exact Gaussian maximum likelihood method. Both methods yield p n-consistent, asymptotically normal and asymptotically e cient parameter estimates. See Fox and Taqqu(1986) , Dahlhaus(1989) and Giraitis and Surgailis(1990) for the Whittle estimator, and Dahlhaus(1989) and An, Bloom eld and Pantula(1992) for the exact maximum likelihood. The small sample properties of four estimators will be investigated: the exact Gaussian likelihood, the modi ed pro le likelihood derived by An and Bloom eld(1993) according to the proposal of Cox and Reid(1987) , the Whittle likelihood and two versions thereof using tapered data. Having economic applications in mind we restrict our study to low order ARMA and ARFIMA models. The criteria for comparison are the mean square error, bias, and the empirical con dence level of the 95% con dence interval. In addition, the estimators will be investigated with respect of the occurrence of the pile-up e ect, which has been intensively discussed in the literature for the exact maximum likelihood method.
Our study is a signi cant extension to the former simulation experiments performed by Ansley and Newbold(1980) , Boes et al.(1989) and Cheung and Diebold(1994) . No Monte Carlo study seems to be available which compares the small sample properties of maximum likelihood estimators even for ARMA models. And, estimators using tapered data have been applied almost exclusively to AR(p) or FI(d) models. Section 2 de nes the estimators and summarizes their small sample properties as far as they are known and relevant for our study. Section 3 summarizes the Monte Carlo results. Computational aspects are discussed in Section 3.1. For the Monte Carlo results of the pile-up e ect see Section 3.2. The ARFIMA models chosen and the criteria for the comparison of the estimators are given in Section 3.3. The properties of the four estimators are presented in Section 3.4. Section 3.5 gives a heuristic explanation of the systematic negative bias of the exact maximum likelihood estimates of d. Section 4 concludes.
The estimators
The exact maximum likelihood procedure, EML u~ , so that~ =~ ( ) is a function of alone. The resulting estimator is denoted by EML. Two small sample properties of the EML may be of importance: The pile-up e ect arises when the underlying MA model has a root \close" to the unit circle. Then the EML estimates yield roots on the unit circle with a positive probability. (Cp. Cryer and Ledolter(1981) and Anderson and Takemura(1986) .) On the other hand, it is known that the EML estimate tends to give a negatively biased parameter for pure fractionally integrated processes (Li and McLeod, 1986 ). This is not in e ect if the true mean is known and is used for the mean correction of the data (Cheung and Diebold, 1994) .
The modi ed pro le likelihood, MPL
The modi ed pro le likelihood is based on the idea to correct the parameter estimates of interest (â) for second order e ects due to nuisance parameters (b) in the model. (Cp. Cox and Reid(1987) .) Thereby a transformation is sought which makes b orthogonal to a. For ARFIMA models the nuisance parameters are chosen as b = ( ; 2 y ), and the parameters of interest as a = = ( 1 ; ; p ; d; 1 ; ; q ). An and Bloom eld(1993) m is the largest integer contained in (n ? 1)=2. It is the discrete time version of the Whittle function (cp. Dahlhaus(1988) and Robinson(1990) ). In the ARMA case it may be interpreted e.g. as the likelihood associated with the asymptotic distribution of the periodogram (cp. Brockwell and Davis, 1991, p.347f) . Other interpretations are given in Dahlhaus(1988) and Parzen(1983, Sec. 3) . On the other hand, if the term P m j=1 log f( j j ; 2 u ) is dropped the asymptotic properties remain the same (Fox and Taqqu, 1986) , and it becomes the Yule-Walker estimator for AR(p) processes (Dzhaparidze, 1986, p.116f 
4 where f( ) = 2 u g( )=(2 ) with g( ) = g( j ). This estimator is denoted by WL.
The pile-up e ect has not been considered for the Whittle estimate before. In the line with Anderson and Takemura(1986) we prove that the likelihood of a MA(1) process exhibits a local maximum at 1 = 1. The same holds { contrary to the EML or MPL { for AR(1) processes at 1 = 1. The local maximum may turn out as a global one in nite samples, so that parameter estimates of 1 are obtained with a positive probability. These probabilities are determined by Monte Carlo simulations in Sec. 3.2.
Actually, we only investigate the rst order conditions. They are for a model with a single parameter ( may be 1 or 1 ) (@ log L W )=(@ ) = 0, or more explicitly 1
with g j = g( j ) and I( j ) = I j . After some manipulations we obtain
So, if the terms in brackets are constant and equal, the rst order condition holds.
In case of MA (1) It is known that Yule-Walker estimates are rather bad for short series, and if the roots of the corresponding characteristic equation are close to the unit circle (Priestley, 1981, p.351) . So, one may expect similar properties to hold for the Whittle estimates. On the other hand, Hauser(1995) reports an advantage of the WL with respect to the EML for pure fractionally integrated models and some higher order ARFIMA models in small samples. The WL gives essentially unbiased estimates and smaller mean square errors for d in most cases.
The Whittle likelihood for tapered data, WLT Dahlhaus(1988) 
The proportion of the data which is altered by this taper is 2 = 2 l=n. We choose the variable taper of Zhang(1991) who proposes to use = 2= p n. The tapered time series is then used to construct modi ed periodogram ordinates, I T ( j ),
with H 2 = P t h 2 t . Replacing I( j ) in the WL function by I T ( j ) yields the Whittle likelihood for tapered data, denoted as WLT. There are several studies concerned with the use of data tapers dealing essentially only with AR models: Pukkila and Nyquist(1985) , Kang(1987) , Hurvich(1988 ), or Zhang(1991 , among others. The general conclusions are that the type of taper is not of much importance, nor does the amount of tapering a ect the results considerably. However, some tapering should be performed. Cheung and Diebold(1994) , on the other hand, investigate the small sample properties of the approximative Whittle estimate (without the log f-term) for pure FI(d) models. They nd it to be slightly inferior to the EML regardless whether tapered or non tapered data are used.
3 Small sample behavior of the estimators 3.1 Computational aspects All simulated series throughout the paper are generated via the Durbin-Levinson algorithm. Thereby the true autocovariances (cp. Sowell, 1992a) and Gaussian innovations 6 with unit variance (Hoermann and Der inger, 1990) are used. This method is exact. For the generation of the uniformly distributed input variates the TT800, a twisted GFSR generator (Matsumoto and Kurita, 1994 ) is used. It has a period of 2 800 ?1 and excellent equidistribution properties up to dimension 25. Due to numerical problems of the EML and MPL when the parameters approach the non stationarity region we have to restrict the estimated AR and d parameters. We set max j1=z AR j < 0:9965, where z AR is the root of the characteristic equation for the AR polynomial. The maximal d is 0.4965. The program used for calculating the estimates of the EML, and so also of the MPL, is based on the FORTRAN code supplied by F. Sowell. The spectral estimates, on the other hand, are not bounded away from the unit circle. If estimated roots lie inside the unit circle, the inverse of the roots are used to make the models stationary and invertible. The con dence intervals of the EML and MPL estimates are calculated only when an interior maximum is found, i.e. if j1=ẑ AR j 0:99 andd 0:49.
The pile-up e ect
The probability that parameter estimates of 1 are observed when tting MA(1) or AR(1) models to small data sets are obtained by Monte Carlo simulation. Table 1 gives the relative frequencies (with respect to 10000 replications) that the estimates di er from +1 or ?1 no more than 0.0035 (cp. the numerical restrictions given above) for series of the length of 25, 50 and 100. E.g., P(^ 1 = 1) stands for P(^ 1 2 0:9965; 1]). ** include TABLE 1 ** The results for the EML( ), the EML where the true mean is used to demean the data, compare to the theoretical results of Cryer and Ledolter(1981) . The EML and the MPL results are very similar to the theoretical ones in case of the MA(1) model with 1 = ?0:9.
However, for 1 = 0:9 the pile-up e ect is smaller, especially for the MPL. The WL, which is independent of the mean correction, exhibits small frequencies for 1 = ?0:9, and is comparable to the EML for 1 = 0:9. For the AR(1) processes the pile-up e ect is less pronounced. The probability of estimates of the WLT are somewhat larger than those for the WL. 
Models and criteria
We will compare four estimators for low order ARFIMA models with respect to the mean square error, MSE, of the parameter estimates, the bias, and the percentage that the true parameter lies in the 95% con dence interval based on the asymptotic normal distribution. This percentage is denoted by ECL, empirical con dence level. The values given for the MSE are scaled by a factor of 100. The length of the series considered is 100. 1000 replications are performed. *** INCLUDE somewhere below FIGURES 1 to 10 and TABLE 2
The models considered in the simulation study are as follows: AR (1) Figure 5 ). These models are of interest, since the small sample behavior of the Whittle estimator using tapered data has essentially been applied only to AR models. In addition to real roots, we also consider complex roots, z 1;2 = r e i , in AR(2) models ( Figure 6 ). We choose a constant modulus close to the unit circle of r = 1=0:95, and uniformly distributed frequencies over 0; ]: = j 10 with j = 0; . . . ; 10. Both ends, j = 0; 10, of the interval correspond to double real roots. Due to the similarity of the behavior of both involved parameter estimates and to space restrictions only the MSE of the second parameter estimate are given in Fig. 4 Fig. 7 .a are drawn to indicate the 5:0; 10:0; . . . levels. (The computations were performed with the triangle contour plot algorithm of Preusser(1984) .) In order to accentuate a bias of null the corresponding contour line is drawn fat. The other bias levels are dotted indicating levels of 0:05; 0:10; . . . . In a similar way the empirical con dence levels are marked. The fat lines indicate a level of 95%, the dotted ones 100; 90; 85; . . . . Simulation results for ARFIMA(1,d,0) processes are summarized in Figure 10 . In addition to the graphical representation, the maximal and minimal values of each criterion for models with 2-dimensional parameter spaces, together with the points where they are assumed, are collected in Table 2 .
Since an estimator may exhibit the largest maximum in a small area but performs excellent for most other models, while another estimator may be rather bad over the whole class of models, the overall maximum MSE may be no adequate indicator. So we construct a measure of net advantage of estimator A over estimator B based on the maximal di erences of the MSE surfaces. 
Small sample behavior of the estimators
Our numerical results compare -as far as values are available -well to previous studies like Zhang(1991) and Cheung and Diebold(1994) . However, they di er to some extent from Ansley and Newbold(1980) . They demean the data by the population mean while we use the sample mean { as is commonly done { leading to a more or less pronounced asymmetric behavior of the time domain ML estimates at parameter values associated with real roots close to +1 on one hand, and ?1 on the other.
In the following we survey the small sample properties of pairs of estimators by rst stating the main properties and then backing up the conclusion by referencing to the gures and tables provided. We compare EML and MPL, MPL and WLT, give a verbal description of the WL, and discuss the e ects of tapering the data.
For non fractionally integrated models the MPL turns out to be either equivalent to or more favorable than the EML. In case of AR(1) models with negative 1 the behavior of EML and MPL are essentially identical. For larger positive 1 the MSE and bias of the MPL estimates are smaller, and the ECL is closer to the theoretical 95% level. The same relation holds for the MA(1) models (with the exception of 1 close to +1). In case of the AR (2) (Fig. 4 and 6 ) and the MA (2) Figure 9 . It turns out that the EML cannot detect the true sign of the d parameter for a rather large set of models. Those models are marked by crosses in the bias plots. Compare both Fig. 8.b and Fig. 10 .b. The large bias of the EML estimate is re ected in MSE and ECL. The MPL, on the other hand, is not a ected by that systematic bias and has good MSE and acceptable ECL properties. The criterion of net advantage with respect to the MSE con rms our conclusions. See Tab. 3.
The WLT, the Whittle likelihood applied to tapered data, exhibits for \well-behaved" models slightly larger MSE than the MPL. However, for more \di cult" models this disadvantage seems to be compensated su ciently. The WLT turns out to be a reliable estimator. The favorable properties of the WLT do not come into e ect for the single parameter models AR(1) and FI(d). In those cases the MSE is larger than that of the MPL over the whole parameter region. But bias and ECL properties are essentially equivalent. See Fig. 1 and 3 . For most 1 values this relation also holds in the MA(1) models. However close to 1 = 1:0, MSE, bias and ECL are more favorable with respect to the MPL (Fig. 2) . Similarly, as in the MA(1) case the WLT dominates the MPL close to 1=z 1 = ?0:95 for the AR(2) models in Fig. 4 , close to 1=z 1 = 0:95 for the MA(2) models in Fig. 5 , and close to = for the AR(2) models with conjugate complex roots in Fig.  6 . For ARMA(1,1) models the advantage of the WLT is evident (Fig. 7 and Tab. 2, 3). Models with almost canceling polynomials can be estimated with the WLT more precisely. The spread of the bias and the maximal MSE are considerably smaller for the WLT for both^ 1 and^ 1 , than for the MPL. The net advantage as given in Tab. 3 is also in favor of the WLT. The ECL of the MPL for^ 1 at the true parameters ( 1 ; 1 ) = (?0:99; 1:00) is extremely low (6.9), while the minimal value for the WLT is 55.3. Fig. 8 .c also shows that the con dence intervals based on MPL or EML estimates for 1 values close to +1 are too small. (We have also investigated the sensitivity of our conclusion due to the inclusion of models with possibly too strong canceling e ects in relation to the length of the series. However, the advantage of the WLT remains if the model class is restricted to The WL estimates may exhibit serious de ciencies when the roots of the models are \close" to real unit roots, both for AR and MA polynomials. Unacceptable high MSE values are observed together with large biases in relative large parameter ranges. So, the WL cannot be recommended in general, and a detailed graphical presentation is omitted. The most important simulation results are documented in the following in a verbal way. The defects of the WL may hardly be observed for AR(1) models. For MA(1) models, AR(2) and MA(2) models with real roots, however, the MSE curves adopt a pronounced trough shape with a rather at bottom. In the AR(2) models with complex roots a Ushape is observed (with a minimal value at = =2 which competes well with the MPL). The MSE surface for^ 1 of the ARMA(1,1) models exhibits a W-like pro le with the ridge generated by the models with almost canceling roots in the middle. (The MSE surface for 1 is not a ected and similar to the one observed for the WLT.) The WL estimate of the fractional integration parameter, contrary to the EML, does not exhibit a systematic bias. This is most evident for the FI(d) models, where the WL is the second best estimator being only slightly inferior to the MPL, and more favorable than the WLT. See Fig. 3 . Including an AR parameter in the FI(d) model the MSE of both parameters become rather high at (d; 1 ) = (0:45; 0:95), while for the ARFIMA (0,d,1) the overall properties are inferior to the WLT but compete with the MPL. Tapering the data increases the MSE but not the bias for \well-behaved" models and lowers both, MSE and bias, impressively for all problematic models investigated.
An explanation for the bias in the EML estimate of d
The potential negative bias in the d estimate obtained by the EML, in contrast to the WL where no systematic bias is observed, seems worth to be investigated more closely. A heuristic explanation for this behavior is o ered below for fractionally integrated processes with d > 0. We observe that both estimators di er in the treatment of the mean, the frequency zero in the spectral representation respectively. While frequency zero is excluded in the WL estimation explicitly, it is implicitly included in the EML through the autocovariance function (h).
where the covariance matrix is = ( ) = (ji?jj)] i;j with = ( ; . . . ; p ; d; 1 ; . . . ; q ). In case of demeaned data the periodogram as estimator of the spectrum is null at frequency zero independently on the process. However, for d > 0 the spectrum is in nite at zero. As the d parameter essentially describes only the slope of the spectrum close to frequency zero, it is very sensitive to changes in the low frequency region (but insensitive to high frequency e ects). Now consider the replacement of f in (10) by the periodogram for demeaned data. Then the EML estimate of d will try to model the upward slope of the true spectrum for low frequencies, but will have to take into account the value of null at zero. So, a negative bias will result. Not surprisingly, the negative bias in case of the ARFIMA(1,d,0) and (0,d,1) models may be considerably larger than in pure FI models. The additional ARMA parameter (which models the spectrum at low and high frequencies) o ers more exibility tod to capture the sudden decrease at frequency zero. The consequence is also a considerable bias in^ 1 ,^ 1 respectively, due to a compensating e ect in the estimated spectrum at low frequencies (cp. Fig. 9 ). Our explanation is in line with the negative bias in the sample autocovariance function as observed by Newbold and Agiakloglou(1993) . It is also compatible with the ndings of Cheung and Diebold(1994) that the exact maximum likelihood estimator for data corrected with the true mean yields unbiased d estimates.
Summary
We investigated the pile-up e ect for the exact maximum likelihood method, the modied pro le likelihood, the Whittle estimator and the Whittle estimator for tapered data. Some conclusions are: The pile-up e ect of the EML applied to demeaned data is somewhat smaller than the theoretical values for known mean. Contrary to the EML, the WL exhibits the pile-up e ect also for the AR(1) models, but to a lesser extent.
An extensive simulation study is performed to investigate the properties of the estimators in low order ARMA and ARFIMA models. The length of the series is 100. Despite the asymptotic equivalence of the estimators we nd that their small sample properties may di er substantially. The exact maximum likelihood exhibits a rather bad performance in mixed ARFI or FIMA models. The d estimates tend to be seriously negatively biased leading to large mean square errors and low empirical con dence levels. Also, for ARMA(1,1) models with almost canceling roots the use of the EML may lead to extremely large mean square errors and biases. The modi ed pro le likelihood exhibits for ARMA models slightly better properties than the exact maximum likelihood estimator, 13 and dominates it clearly for fractionally integrated ones. The Whittle likelihood, while yielding no systematically biased d estimates, has serious de ciencies for large parameter ranges especially \close" to real roots of +=?1, and so cannot be recommended in general. Based on a comparison of the EML and WL we o er a heuristic explanation for the bias in the EML estimates of d in long memory models. The Whittle likelihood with tapered data performs well not only for AR models but also for MA, ARMA(1,1) and fractionally integrated models. It turns out to be an overall reliable estimator. The small losses in performance in case of \well-behaved" models seem to be compensated su ciently in more \di cult" models. Its computational simplicity is also attractive. The computationally more demanding alternative with certain advantages is the modi ed pro le likelihood. Caution is requested for ARMA(1,1) models with almost canceling roots in general, and, in particular, in case of the EML and the MPL for inference in the vicinity of a moving average root of +1. Cryer and Ledolter (1981) ARMA(1,1), ARFIMA(1,d,0) and ARFIMA(0,d,1) models, and where they are assumed. 
