Abstract. We analyze the complexity of verifying whether a given element is close to a solution element. Closeness is measured by two nonnegative parameters, " and . If = 0, then we get the strong veri cation problem which usually cannot be solved in the worst case setting, see Wo zniakowski 90]. For > 0, we have the relaxed veri cation problem which is studied in this paper in the worst case setting.
Introduction
In information-based complexity, we study the minimal cost of computing an "-approximation to the solution element for continuous problems. We call such a problem the computational problem.
By veri cation, we mean a di erent problem. Instead of computing an "-approximation to the solution element, we wish to verify whether a given element is within " of the solution element. This \strong" veri cation problem is studied in Wo zniakowski 90], see also this paper for a list of relevant references on information-based complexity. It turns out that for many linear problems, the worst case complexity of the strong veri cation problem is in nite for all " 0.
Therefore, in this paper we study a relaxed veri cation problem. We assume that the solution element is speci ed by S(f) where S is a given operator, S : F ! G 1 .
Here F is a subset of a linear space F 1 and G 1 is a normed linear space. For given nonnegative parameters " and , we want to verify whether an element g from a given set G, G G 1 , is within " of the solution element S(f), i.e., whether kS(f) ? gk ", or whether kS(f) ? gk > (1 + ) ". We stress that we do not demand a true answer if " < kS(f) ? gk (1 + ) ":
Thus, for positive > 0 we have a \safety zone". For = 0 we get the strong veri cation problem. We assume that the element f is not known and information on f can be gathered by computing certain linear functionals. This information may be adaptive since the choice of the successive functional may depend on the element g and on the already computed information on f.
In this paper we study the worst case setting. That is, the cost and error are de ned by their worst performance. The complexity is then understood as the minimal cost of solving the problem with the required accuracy.
We show relations between the complexities of the veri cation and computation problems. These relations depend, in particular, on the set G. We consider two choices G = S(F) + B " and G = S(F), where B " is the ball of G 1 of center 0 and radius ". It turns out that the results for G = S(F) + B " are the same as for any G containing S(F) + B " . In particular, this means that the results are the same for G = S(F) + B " and for G = G 1 .
For small ", the di erence between these two sets G = S(F) + B " and G = S(F) seems insigni cant. As we shall see, the results may be, however, quite di erent. We present examples for which adaption and the parameter play di erent roles for these two sets.
We show that the ("; )-veri cation complexity, comp ver ("; ), is related to thecomputation complexity, comp com ( ), where is a function of " and , i.e., = ("; ). For the two choices of G, we show that comp ver ("; ) comp com (" =2) + 1: This is sharp for some problems. Indeed, this is the case when S is a linear functional or S is a linear diagonal operator in l 1 .
To simplify the presentation of the further results, we present the function ("; ) modulo a multiplicative constant which depends only on the norm of the space G 1 .
We now take G = S(F) + B " . For general S, we prove that if the ("; )-veri cation problem is solved by using information independent of the elements g then its cost is at least as large as the -computation complexity, where = " . Thus, the ("; )-veri cation complexity may be smaller than the (" )-computation complexity only if adaption helps for the veri cation problem. As we shall see, for some problems this indeed happens and adaption helps signi cantly.
Let S be a linear diagonal operator in l p with p 2 1; 1]. For small we show that Thus, the dependence on varies with p. The cases p = 1 and p = 1 have the largest complexity, whereas the case p 2 2; 1) has the smallest complexity.
For p 2 (1; 1), this means that adaption helps signi cantly. If the -computation complexity is of the form ( ?q ) for some positive q, then adaption is ( ?q(1?r) ) times more e ective than nonadaption. We add that the ("; )-veri cation complexity is obtained by computing adaptive information which consists only of one functional depending on the element g and a number of nonadaptive functionals. Still, this one adaptive functional makes a great di erence. We now turn to the set G = S(F). We show that the ("; )-veri cation complexity is the same as the (" 1=p )-computation complexity.
Hence, in this case the ("; )-veri cation complexity decreases monotonically with p.
For p = 1, it does not depend on . This means that for = 0, the strong veri cation complexity is roughly the same as the "-computation complexity. We stress that for G = S(F), adaption does not help. The ("; )-veri cation complexity is obtained by computing nonadaptive information. This is in a sharp contrast to the previous case, G = S(F) + B " , for which adaption helps. Adaption is not needed for G = S(F) since the fact that g = S(f) for some f 2 F supplies extra a priori information.
We now compare the ("; )-veri cation complexities for G = S(F) + B " and G = S(F). That is, we wish to verify whether the elements S(f) and g di er in norm by at most " or at least (1 + ) ". Observe that we allow both answers in the safety zone " < kS(f) ? gk (1 + ) ":
To compute VER(f; g) we assume that g, as well as the parameters " and , are known. The knowledge of the element f can be gathered by computing some information operations L about f. Let be a given set of such information operations L, where L : F ! R. The information which is computed about f may depend on the element g and is of the form
where L i;g 2 , and the choice of L i;g may also depend on the already computed values L 1;g (f); : : : ; L i?1;g (f). In the worst case setting, we can assume that the number n, the cardinality of N, does not depend on f or g. If the L i;g 's depend on f or g, then N is called adaptive, otherwise N is called nonadaptive. The operators N : F G ! R n and N g = N( ; g) : F ! R n are called information operators.
Knowing N g (f) and g, we combine this information by a mapping , called an algorithm, where : N(F G) G ! fYES; NOg, to get U(f; g) = (N g (f); g):
The approximation operator U may also depend, of course, on the xed parameters of the veri cation problem such as S, ", and .
By the solution of the ("; )-veri cation problem we mean to nd an approximation operator U such that U(f; g) = VER(f; g) for all f 2 F and all g 2 G for which kg ? S(f)k " or kg ? S(f)k > (1 + ) ":
Observe that for some elements g, the ("; )-veri cation problem may be trivial. Indeed, if dist(g; S(F)) > " then the condition kg ? S(f)k " never happens and U(f; g) = NO solves the problem.
This shows that we get the same results if
where S(F) + B " = fS(f) + h : f 2 F and khk "g.
In this paper we consider two di erent choices of the set G. The rst is G = S(F) + B " (or S(F) + B " G) and the second is G = S(F): For small ", it seems that the di erence between these two sets is insigni cant. As we shall see the results, however, may be quite di erent.
We shall take the information point of view, i.e., for given S, ", and the set G we ask for conditions on N under which there is a such that U = ( ; N) solves the ("; )-veri cation problem. As we shall see, these conditions on N will be expressed in terms of the concepts which are used for the computation problem.
Therefore, we rst recall for which N we can solve the "-computation problem. That is, we now have an information operator N : F ! R n independent of g and ask whether there exists a : R n ! G 1 such that kS(f) ? (N(f))k " for all f 2 F. For any S and N, the solution of the "-computation problem depends on the radius of information N which is de ned as r(N) = sup y2N(F) rad ( Assuming that the in ma in rad(SN ?1 (y)) are attained, the "-computation problem can be solved using the information N i r(N) ":
It will be convenient to use also the concept of the diameter of the information N which is de ned as d(N) = sup 3. Veri cation for S(F) + B " G In this section we assume that the set G contains S(F) + B " . As already explained this is equivalent to assuming that G = G 1 .
We consider information operators N which may or may not depend adaptively on g. We shall see that adaptive information can be much more powerful for some ("; )-veri cation problems.
Information Independent of g
We rst analyze information which does not depend on g. A simple way to solve the ("; )-veri cation problem for such information is as follows. Assume that the radius r(N) of information N : F ! R n is smaller than " =2. Then we can nd an algorithm : R n ! G 1 such that kS(f) ? (N(f))k < " =2 8f 2 F: 
Thus, U(f; g) = NO = VER(f; g), as claimed.
From the information point of view this result can be slightly strengthened by using the diameter of information instead of its radius. Consider now the case d(N) > " . This means that there exist f 1 ; f 2 2 F such that N(f 1 ) = N(f 2 ) and kS(f 1 ) ? S(f 2 )k > " . We can nd an element g 2 S(F) + B " G on the line passing through S(f 1 ) and S(f 2 ) with kS(f 1 )?gk " and kS(f 2 )?gk > (1+ ) ". For instance, one can take g = S(f 1 )?" kS(f 1 )?S(f 2 )k ?1 (S(f 2 )?S(f 1 )). From N(f 1 ) = N(f 2 ) we have U(f 1 ; g) = U(f 2 ; g) for any U using N. Since VER(f 1 ; g) 6 = VER(f 2 ; g) then VER(f i ; g) 6 = U(f i ; g) for some i 2 f1; 2g. Hence we cannot solve the ("; )-veri cation problem with the information N. This completes the proof.
What is the smallest cardinality n such that the ("; )-veri cation problem can be solved for every g 2 G by using N : F ! R n independent of g? Obviously, this question has been answered by Theorem 3.1; we just have to choose the smallest n such that there is an information operator N : F ! R n with d(N) " . In the next subsection we turn to adaptive information N : F G ! R n and show that for some problems the inequality d(N g ) " may be signi cantly relaxed. We will seek the minimal cardinality n for which the ("; )-veri cation problem can be solved by using adaptive information of cardinality n.
Adaptive Information
We rst check which adaptive information N can solve the ("; Assume now that kg ?
Due to (3.1) this implies that B(g; ") \ SN ?1 g (N g (f)) = ;. Hence, U(f; g) = VER(f; g) = NO, as claimed.
Suppose now that (3.1) does not hold. That is, there exists f 2 F such that kg?S(f 1 )k " and kg ? S(f 2 )k > (1 + )" for some f 1 ; f 2 2 F and N g (f 1 ) = N g (f 2 ) = N g (f). Then VER(f 1 ; g) 6 = VER(f 2 ; g) but U(f 1 ; g) = U(f 2 ; g) for any U that uses N. Hence, VER(f i ; g) 6 = U(f i ; g) for some i 2 f1; 2g and N does not solve the ("; )-veri cation problem. We now want to check whether d(N g ) " can be improved for adaptive information. As we shall see the answer depends on the particular problem. For some problems this inequality can be signi cantly improved, while for others it cannot.
First we present a problem for which adaption helps signi cantly. Let F 1 and G 1 be We prove that this U solves the ("; )-veri cation problem. For each f 2 F we have S(f) = S( ) + S(h) with (S( ); S(h)) = 0 and kS(h)k n . Hence kg ? S(f)k 2 = kgk 2 ? 2(S(f); g) + kS(f)k 2 = + kS(h)k 2 :
Thus, we obtain kg ? S(f)k 2 + 2 n : If kg?S(f)k " then " 2 and U gives the correct answer`yes'. If kg?S(f)k > (1+ )" then > (1 + ) 2 " 2 ? (2 + )" 2 = " 2 and U again gives the right answer`no'. This completes the proof. Theorem 3.3 presents a linear problem in a Hilbert space for which adaption helps. We illustrate this by assuming that i = i ?q for a positive q. We compare cardinalities of information N independent of g and information N which both solve the ("; )-veri cation problem. For N we have to guarantee that d(N) " which implies that its cardinality k must be at least equal to d(" =2) ?1=q e ? 1, whereas the cardinality n of N is given by n = d(" p (2 + )) ?1=q e. In Section 4 we show that the cardinality of N is (almost) minimal among the cardinalities of adaptive information that solve the ("; )-veri cation problem. Neglecting the ceilings we have
This ratio tends to +1 as goes to zero.
Diagonal Operators in l p
We now consider diagonal operators in l p for arbitrary p 2 1; +1] with G containing S(F) + B " . We show that adaption does not help much if p = 1 or p = 1 but does help for all other p. The case p = 2 is extremal in the sense that adaption helps most of all.
Let F 1 = G 1 = l p be the space of sequences f = f 1 ; f 2 ; : : : ] with kfk < +1, where kfk = ( P +1 i=1 jf i j p ) 1=p for p 2 1; +1) and kfk = sup 1 i<+1 jf i j for p = +1. Let S : l p ! l p be a diagonal operator, i.e., S is linear and S(e i ) = i e i ; where e i = (0; : : : ; 0; 1; 0; : : : ), i.e., (e i ) k = ik . We assume that 1 2 0. Let = F 1 be the set of all continuous linear functionals on F 1 and let F be the unit ball of l p . To guarantee that the ("; )-veri cation problem can be solved for arbitrary positive " and we must assume that lim i i = 0.
Necessary Conditions on Cardinality
We now prove necessary conditions on n such that the ("; )-veri cation problem can be solved using adaptive information of cardinality n. For 
for 2 < p < 1, and nally g = " e 1 (3.6) for 1 p 2.
Observe that we have kgk = " in each case. Let X = ff 2 l p : f i = 0 for i n + 2g:
For any adaptive information N of cardinality n we consider the set X = ff 2 l p : N g (f) = 0g \ X :
Note that X is a linear space with dimension at least one. Observe that the elements of F \X cannot be distinguished from 0 2 F \X by the information N g . We use Theorem 3.2 for the element g and the information N g . Since kgk = ", we have 0 2 B(g; ") \ SN ?1 g (0). Thus, the ("; )-veri cation problem is solvable (for g using N g ) only if
Since F \ X is balanced, i.e., f 2 F \ X implies that ?f 2 F \ X, we can rewrite the last estimate as sup f2F\X max (kg + S(f)k ; kg ? S(f)k) (1 + ) ":
De ne = inf f2X ; kfk=1 max (kg + S(f)k ; kg ? S(f)k) :
Clearly, is no greater than the right hand side of the previous estimate. Hence, if the ("; )-veri cation problem is solvable for adaptive information of cardinality n then we have (1 + ) ": (3.8) Clearly, may depend on all the eigenvalues 1 ; : : : ; n+1 . We will prove, however, rather sharp lower bounds on which depend only on n+1 .
We consider the three cases p = 1, 2 < p < 1, and 1 p 2 separately.
Theorem 3.4. Assume that the ("; )-veri cation problem can be solved for p = 1 by using adaptive information of cardinality n. Then we have n+1 " :
Proof. We take g as in (3.4) and estimate given by (3.7). Let f 2 X with kfk = 1. Then jf i j = 1 for some i 2 1; n + 1] and we get max(kg + S(f)k; kg ? S(f)k) " + i " + n+1 :
This proves " + n+1 . Since (3.8) holds, this completes the proof.
Theorem 3.5. Assume that the ("; )-veri cation problem can be solved for 2 < p < 1 by using adaptive information of cardinality n. Observe that all components of g are equal, g i = c = (n + 1) ?1=p . By compactness of B, the in mum is attained for some f . Assume that f i > 0 and f j > 0 with f i 6 = f j . Since the function f i 7 ! jc ? f i n+1 j is convex, a modi ed version of f yields a smaller value which contradicts the minimality of f . Hence we see that an optimal f is of the form
c 1 e i ? (3.11) Assume, for a moment, that m is an arbitrary real number from 0; n + 1]. Then by some simple monotonicity arguments we see that c 1 ; c 2 0 are uniquely determined by (3.10) and (3.11). These values of c 1 and c 2 , of course, depend on m and it turns out that both sides of (3.11) are smallest if m = n + 1 ? m, i.e., if 2m = n + 1. In this case we get c 1 = c 2 = (n + 1) ?1=p and both sides of (3.11) take the value (n + 1) 2 jc? n+1 (n+1) ?1=p j p + (n + 1) 2 jc+ n+1 (n+1) ?1=p j p = 1 2 j"? n+1 j p + 1 2 j"+ n+1 j p : which completes the proof.
We stress that the condition (3.12) is necessary for all 1 p < 1 to solve the ("; )-veri cation problem for the element g = " e 1 . This is not important for the set G considered in this section, S(F)+B " G, since the estimate of Theorem 3.5 is better for p > 2. This remark will be used, however, in Section 4 where we consider the set G = S(F).
Su cient Conditions on Cardinality
We have proved necessary conditions on n to solve the ("; )-veri cation problem by using adaptive information of cardinality n. We now present similar su cient conditions on n.
For information independent of g a su cient condition to solve the ("; )-veri cation problem is that the cardinality n of information is such that n+1 " =2: (3.13) This follows from Theorem 3.1 and from the known facts that the diameter of the nonadaptive information N non (f) = f 1 ; f 2 : : : ; f n ] is 2 n+1 , and no nonadaptive (or even adaptive but independent of g) information of cardinality n has a smaller diameter. Hence, in this case solvability is directly linked with the diameter of information.
Consider rst the extreme cases of p, i.e., p = 1 or p = 1. Theorems 3.4 and 3.6 state that for such p's we have to guarantee n+1 " even if adaptive information of cardinality n is used to solve the ("; )-veri cation problem. The last estimate di ers from (3.13) only by a factor of 2. Hence, we have the following corollary.
Corollary 3.2. Assume that the ("; )-veri cation problem can be solved for p = 1 or for p = 1 by using adaptive information of cardinality n. Then there exists nonadaptive information N non of cardinality n such that d(N non ) 2 " and hence the ("; 2 )-veri cation problem can be solved by using N non for all g 2 G. Thus, adaption can help at most by a factor of 2.
For p = 1 or p = 1 it can be seen that adaption may help by a factor of 2. Indeed, consider the simple example of S = Id : R 2 ! R 2 with n = 1 and " = 2. Note that d(N) = 2 for any nonadaptive information of cardinality 1. Thus, we can solve this veri cation problem for all g 2 G 1 using nonadaptive information i 1. We now show that using suitable adaptive information N g of cardinality 1 the veri cation problem can be solved for all g 2 G 1 i 1=2. Using Theorem 3.2 we need thus to check that A = ff 2 F : N g (f) = x; kg ? fk 2g = ; or B = ff 2 F : N g (f) = x; kg ? fk > 3g = ; holds for all g 2 G 1 and x 2 R.
We only consider the case p = 1 (in R 2 the p-norms are isometric for p = 1 and p = 1)
and due to symmetry we may assume that g = (g 1 ; g 2 ) with 0 g 1 g 2 . If g 2 2 or g 2 > 3 the problem is trivial, i.e., A or B is empty no matter how N g is de ned. Hence, assume that 2 < g 2 3.
If g 1 2 we take N g (f) = f 2 . Then A 6 = ; implies that B = ;. It is clear that (3.16) follows from (3.18), so we prove (3.18). This holds if g = 0 or h = 0. Thus, we can assume that both numbers are di erent from zero.
If g < 0 we multiply both g and h by ?1 and so we see that it is enough to consider the case g > 0. Now dividing both sides of (3.18) by g p we see that it is enough to consider the case g = 1. This means that we need only to check whether 0 j1 + xj p ? 1 ? px 2jxj p : where z = y ? 1 > 0. Thus, each term of f(y) is at most one. Hence, f(y) 2 which proves (3.19). It can easily be seen that the constant 2 on the right side of (3.18) or (3.19) is optimal,
i.e., the inequality 0 f(x) 2 cannot be improved simultaneously for all p 2 (1; 2).
Indeed, if p tends to 1, the optimal constant on the right side tends to 2. Consider now the case p 2. Note that 21) but, of course, the best constant is bigger than 0:5(2 p ? 1 ? p) and it can be shown that 0.5 can be replaced by 0.8; thus, there is not much room for improvement.
We are ready to prove su cient conditions on the cardinality of the adaptive information N g (f) = f 1 ; f 2 ; : : : ; f n?1 ; L g (S(f))]; (3.22) which solves the ("; )-veri cation problem. Here, the functional L g is given by (3.15).
Observe that N g is only mildly adaptive since only one functional depends on g.
Theorem 3.8.
Assume that 1 < p 2. Choose n such that 2 p n " p ((1 + ) p ? 1):
Then the ("; )-veri cation problem can be solved for each g 2 G by using N g of (3.22). Assume that 2 p < 1. Choose n such that (2 p ? 1 ? p) ( 2 n ( n + ") p?2 + p n ) " p ((1 + ) p ? 1):
Then the ("; )-veri cation problem can be solved for g 2 G by using N g of (3.22).
Proof. Let 1 < p 2. Then the repetitive use of (3.19) yields kg ? S(f)k p + 2 (3.27) Note that the indices of the eigenvalues i in (3.26) and (3.27) di er by one. This is not essential since with one extra evaluation of f n in (3.22) and (f; e n ) in (3.3), we may replace n in (3.27) by n+1 . Hence, modulo multiplicative constants, the necessary and su cient conditions coincide. This and (3.13) yield the following corollary. g = S(f 1 ). Indeed, on the one hand, VER(f 1 ; g) = YES and VER(f 2 ; g) = NO, while on the other hand, any approximation U that uses N must give the same answer for both f i .
As we shall see, for some problems with G = S(F) the ("; )-veri cation problem can be solved by using N only if d(N) " , even though information may depend on g. For some other problems, it will be enough to assume that d(N) "((1 + ) p ? 1) 1=p for p 2 1; +1) or only that d(N) (1 + ) ".
Linear Functionals
In this subsection we assume that S is a linear functional, S : F 1 ! R, and F is a symmetric and convex subset of F 1 . We also assume that the class consists of linear functionals. Obviously, to make the problem nontrivial we require that S = This means that we do not cover the case
Usually, (4.1) is not restrictive for small " and . We now show that the estimate d(N) " of Theorem 3.1 cannot be improved by permitting adaptive information N, which in particular may depend on g. . If the diameter of the set A is greater than " then the ("; )-veri cation problem cannot be solved for the element g by using the information N( ; g) = N g . Indeed, we can nd elements f 1 and f 2 from F such that N non (f 1 ) = N non (f 2 ) = 0 and S(f 1 ) < ?" =2 and S(f 2 ) = " =2. Then VER(f 1 ; g) = NO and VER(f 2 ; g) = YES. Since U(f 1 ; g) = U(f 2 ; g) for any U using N, the problem cannot be solved. Thus, the diameter of the set A is at most " and we have d(N non ) " . Due to Theorem 3.1 we can solve the veri cation problem using N non even for all g 2 G 1 .
Theorem 4.1 means that adaption does not help for the ("; )-veri cation problem for linear functionals for which (4.1) holds.
Diagonal Operators in l p
In this subsection we consider diagonal operators in l p , see Section 3.3, for p 2 1; +1] with G = S(F). We show that adaption does not help much for these problems. For nonadaptive information, the dependence on is a function of p and may be quite di erent than in the inequality d(N) " for S(F) + B " G. Namely, there exists nonadaptive information of cardinality n that solves the ("; )-veri cation problem if n "=2 ((1 + ) p ?1) 1=p for p 2 1; +1), and n "(1+ )=2 for p = +1. For small and p 2 1; +1) we get the condition n " 1=p p 1=p =2 (1 + o(1)). Thus the dependence on improves with large p.
The dependence on is especially striking for p = +1. If G contains S(F) + B " we showed in Theorem 3.4 that adaption does not help much and that d(N) " must be assumed to solve the ("; )-veri cation problem by information independent of g. If G = S(F) we can solve the ("; )-veri cation problem by using nonadaptive N of cardinality n if n (1 + )"=2. Thus, even for = 0 we can solve the problem if n "=2. This shows that the choice of G = S(F) is a very powerful source of information in this case.
On the other hand, if p = 1, then for both cases G = S(F) and S(F) + B " G we get the same dependence on since we have to guarantee that n+1 " .
We study diagonal operators in l p and we use the same notation as in Section 4.1. To avoid the trivial case we require that " 1 . in the case 1 p < 1 and n+1 "(1 + )=2 if p = 1. Proof. We have already proved the lower bound on the cardinality of N g for g = "e 1 2 S(F) and 1 p < 1, see Theorem 3.6 and the remark thereafter. The proof in the case p = 1 is even simpler.
We now show that the ("; )-veri cation problem can be solved for any g 2 S(F) by using N non if n+1 "=2((1 + ) p ? 1) 1=p with 1 p < 1. Indeed This completes the proof.
Complexity
In this section we apply the previous results to derive the complexity bounds for the ("; )-veri cation problem and compare them to the complexity of the computational problem.
The complexity is de ned as the minimal cost needed to solve the problem in the worst case setting. The cost is de ned by assuming that the evaluation of any functional from costs c > 0, and that we can add two elements of G 1 , multiply a real number by an element of G 1 , and check whether kgk a for any g 2 G 1 and any a 2 R with cost taken as unity. We denote the "-complexity of the computational problem by comp com (") and the ("; )-complexity of the veri cation problem by comp ver ("; ). We present relations between them. For simplicity, we sometimes ignore additive constants of order 1 as well as we do not distinguish between c and c+2. This simpli cation is denoted by the symbol instead of the symbol =.
Obviously, from Section 3 we conclude that for all problems, comp ver ("; ) comp com (" =2) + 1:
In general, this inequality is sharp. For linear functionals studied in Section 4.1 we have comp ver ("; ) comp com (" =2):
On the other hand, for some special problems we have better bounds. In particular, for diagonal operators in a Hilbert space studied in Section 3.2 we have comp ver ("; ) comp com (" p (2 + )):
The ("; )-complexity of the veri cation problem depends, in particular, on the set G. For This means that the complexity of the ("; )-veri cation problem can have di erent relations with the complexity of the respective computation problem. In particular, the dependence on the parameter varies.
For p 2 (1; 1), the ("; )-veri cation complexity is obtained by adaptive information Unlike the previous choice of G, adaption does not help now. Indeed, the ("; )-veri cation complexity is obtained by using nonadaptive information of Theorem 4.2. The extra a priori information G = S(F) makes the use of adaption no more powerful than nonadaption.
Comparing the complexity of the ("; )-veri cation problem for these two choices of the set G, we see that they are roughly the same if p 2 1; 2]. For p 2 (2; 1), the dependence on p remains for the set G containing S(F) + B " , and decreases with increasing p as 1=p for the set G = S(F). The most striking di erence is for p = 1. Then 1 is present for the set G containing S(F) + B " , but disappears for the set G + S(F).
We illustrate the di erence between the complexities assuming that the eigenvalues i are equal to i ?1=q for some positive q. Let comp ver ("; ; G) be the complexity of the ("; )-veri cation problem for the set G. For simplicity we consider two sets, G = G 1 and G = S(F). Then Thus, the ratio of the complexities goes to in nity as goes to zero for p > 2. In this case, the additional information given by G = S(F) makes the ("; )-veri cation problem much easier than the same problem for G = G 1 (or G = S(F) + B " ).
