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GABAergic projection neurons in the cerebellar
nuclei (CN) innervate the inferior olive (IO) that in
turn is the source of climbing fibers targeting Purkinje
neurons in the cerebellar cortex. Anatomical evi-
dence suggests that CN synapses modulate electri-
cal coupling between IO neurons. In vivo studies
indicate that they are also involved in controlling syn-
chrony and rhythmicity of IO neurons. Here, we
demonstrate using virally targeted channelrhodopsin
in the cerebellar nucleo-olivary neurons that synaptic
input can indeed modulate both the strength and
symmetry of electrical coupling between IO neurons
and alter network activity. Similar synaptic modifica-
tions of electrical coupling are likely to occur in other
brain regions, where rapid modification of the spatio-
temporal features of the coupled networks is needed
to adequately respond to behavioral demands.
INTRODUCTION
Electrical synapses, formed by gap junctions (GJs), enable cur-
rent flow between neurons (Bennett and Zukin, 2004; Connors
and Long, 2004). Electrical communication occurs in all major re-
gions of the CNS (Condorelli et al., 2003), such as the thalamic
reticular nucleus, the olfactory bulb, the hippocampus, the cere-
bral cortex, as well the inferior olive (IO). It has been suggested
that theGJs in these regions act by promoting and synchronizing
oscillatory activity in the network (Draguhn et al., 1998; Friedman
and Strowbridge, 2003; Long et al., 2004; Mancilla et al., 2007;
Travagli et al., 1995). As oscillations are modulated according
to behavioral states, the electrical synapses mediating them
should be precisely controlled. Although changes in GJ coupling
by neuromodulators has been implicated (Hatton, 1998), physio-
logical demonstrations of synaptic modulation has only been
sporadically reported (Haas et al., 2011; Landisman and Con-
nors, 2005; Pereda and Faber, 1996).
One of the first examples of GJ communication within the
mammalian brain is the IO, which together with the cerebellar
cortex and cerebellar nuclei (CN), forms a tripartite loop known
as the cerebellar module (Cerminara and Apps, 2011; Hawkesand Gravel, 1991; Ruigrok, 2011). The IO provides a powerful
excitatory input to the cerebellar Purkinje neurons (PNs) that
serves to either induce long-term changes in PN (Ito, 2001;
Simpson et al., 1997; Marr, 1969) or to provide precise timing
for execution of motor behavior (Llina´s, 2011; Schweighofer
et al., 2013;Welsh et al., 1995). It has been postulated that timing
in both of these functions is regulated by precise, sinusoid-like
subthreshold oscillations (STOs) in the IO (Chorev et al., 2007;
Devor and Yarom, 2002a; Jacobson et al., 2009; Jacobson
et al., 2008; Khosrovani et al., 2007; Leznik et al., 2002; Llina´s
and Yarom, 1986; Mathy et al., 2009; Bazzigaluppi et al.,
2012a, 2012b).
The mechanism of IO oscillations is still being debated, with
three different schemes being considered. In the first one, IO neu-
rons are intrinsic oscillators and interneuronal communication
serves to synchronize the oscillations. In the second scheme,
the intrinsic properties of IO neurons support only transient
(dampening) oscillationsandastablenetworkoscillationemerges
from reciprocal interactions between neurons. Finally, these two
possibilities could be combined into a third scheme where the
network consists of both types of neurons. All of these ideas are
supported by experimental and modeling work (Bleasel and Pet-
tigrew,1992;DeGruijl et al., 2012; Lampl andYarom,1997; Leznik
and Llina´s, 2005; Loewenstein et al., 2001; Long et al., 2002;
Marshall et al., 2007; Placantonakis et al., 2006; Schweighofer
et al., 1999; Torben-Nielsen et al., 2012; Yarom, 1991).
One leg of the tripartite cerebellar module is the nucleo-olivary
(NO) pathway, formed by GABAergic CN neurons that project to
the IO. The NO axons terminate in the IO glomeruli, where den-
dritic spines of neighboring IO neurons are connected via GJs
and surrounded by both inhibitory and excitatory terminals (De
Zeeuw et al., 1988, 1998; Fredette and Mugnaini, 1991; Sotelo
et al., 1986). Almost 40 years ago Rodolfo Llina´s, inspired by
this special arrangement, suggested that the strength of the
GJ coupling between IO neurons is modulated by synaptic in-
puts that act as a shunt, essentially short-circuiting the GJ cur-
rent (Llina´s, 1974). Although the GJ conductance is unchanged,
the strength of electrical coupling between the neurons
(measured as the coupling coefficient [CC]) is reduced. Such
modulation of electrical coupling that directly affects synchronic-
ity of IO activity is likely to play a prominent role in conceptual
models of cerebellar function. Despite this possibly critical
role, uncoupling of IO neurons by NO inputs has never been
directly examined.Neuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc. 1389
Figure 1. Adenoviral Transfection of ChR2
into the Cerebellar Nuclei Results in Strong
Expression in the NO Axon Terminals in
the IO
(A) Schematic drawing showing the injection site
(top, red) as well as the resulting expression in the
cerebellar axons within the IO (bottom).
(B) Confocal image of the lateral cerebellar nuclei
(CN) with the GABAergic neurons intensely labeled.
(C) A higher magnification of the CN reveals strong
labeling in the cell bodies and neurites of small,
globular CN neurons.
(D) Confocal image of the brainstem in virus-injected
mouse with the borders of IO overlaid schematically
(dashed lines). The labeling is strongest contralateral
to the injection site, but sparse fluorescent fibers can
also be found on the ipsilateral side.
(E and F) High-magnification confocal images of
the IO regions marked by squares in (D). On the
contralateral side (E) the NO axon branches fill the
IO entirely, whereas neurons can occasionally be
seen as black holes in the labeled volume (indicated
by ‘‘*’’). On the ipsilateral side (F), only sparse in-
dividual axons are labeled.
(G) Schematic representation of the distribution of
mCherry-labeled axons (n = 16 brains). The fraction
of brains in which a given IO region was labeled is
represented by the color coding, with brightest
colors corresponding to most commonly labeled
areas. Note that the principal olive (PO) was most
reliably labeled.
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Synaptic Modulation of Electrical CouplingIn this study, we transfected NO neurons with channelrhodop-
sin-2 (ChR2) to examine their role in modulating IO activity. We
found that activation of NO axons terminating on distal dendritic
sites reduces the strength of GJ coupling between IO neurons
and blocks STOs. These observations are in agreement with
the hypothesis that GJ coupling and network oscillations within
the IO, and thus PN spiking, are modulated by CN activity.
RESULTS
Specific Transfection of ChR2 in the NO Pathway
To obtain specific expression of ChR2 in the axons of GABAergic
NO neurons, a viral vector carrying a cre-inducible ChR2/
mCherry fusion gene was injected into the lateral CN in
Gad2-Cre mice; in a subset of experiments, a nonspecific
ChR2-EYFP was similarly introduced into wild-type mice (see
Experimental Procedures). Since we did not find differences
in the transfection pattern of NO axons in the IO or in the re-
sponses to light stimulation using either of these expression
systems, the data were pooled for analysis. As shown in Figures
1A–1C, the viral injection resulted in ChR2 expression in the CN
after a transfection period of 4–6 weeks. The transfected neu-
rons were small and globular in shape (Figure 1C), which is
well in agreement with previous studies describing the mor-
phology of the GABAergic CN neurons (De Zeeuw et al., 1997;1390 Neuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc.Fredette and Mugnaini, 1991; Teune
et al., 1998; Uusisaari and Kno¨pfel, 2011;
Uusisaari et al., 2007).As the CN GABAergic neurons include NO neurons, fluores-
cence was also found in the IO (Figures 1D–1F). Examination
of the IO at high magnification (Figure 1E) reveals that the
labeling is restricted to NO axons. Although labeling was found
bilaterally in the IO, it was much sparser on the ipsilateral side
(Figure 1F), in line with the crossed arrangement of the NO
projection. Importantly, no labeled cell bodies were found on
either side of the IO; rather, the IO neurons were seen as dark
shapes (asterisks in Figure 1E) surrounded by fluorescent axonal
processes. Depending on the extent of transfected region within
the CN, distribution of labeled regions within the IO varied (as
shown in Figure 1G; n = 16). Without exception, the principal
olive was most strongly and consistently labeled (areas marked
with bright colors) and thus the experiments were conducted
mainly in this region.
The subcellular localization of inhibitory inputs is a critical
determinant of their physiological significance (Gidon and Se-
gev, 2012). We examined the location of NO axon swellings
(putative NO terminals) on dendrites of IO neurons. Six IO neu-
rons in the virus-injected mice were filled with a green fluores-
cent marker (Alexa Fluor 488) during patch-clamp experiments.
Confocal image stacks were acquired from postfixed slices (Fig-
ure 2A) and the IO neurons were reconstructed (Figures 2B and
2C). The high expression level of theChR2/mCherry in NO axonal
terminals permitted their partial reconstruction and estimation of
Figure 2. The GABAergic NOAxonsContacts
on IO Neuron Dendrites
(A) A confocal scan showing two IO neurons filled
with Alexa Fluor 488 (green) and the NO axons
labeled with mCherry (red).
(B) The two neurons were reconstructed in 3D and
are shown embedded in a volume view of the
mCherry-labeled terminals. Note that the neurons
are nearly completely submerged among the NO
axon terminals.
(C) Reconstruction of the two IO neurons (green and
cyan) with the dendritic and somatic locations of
axon terminal contacts marked with red and black
spheres, respectively.
(D) Close-up views of details of reconstructed
dendrites (top) and soma (bottom), shown with
the nearby mCherry-labeled structures (left), the
partially reconstructed NO axons (middle), and the
locations of close contacts between the axons and
IO neurons (right).
(E) Comparison of the relative density of NO axon
contacts on dendritic (red) and somatic (black) re-
gions, normalized by the density of somatic con-
tacts (n = 6 cells).
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Synaptic Modulation of Electrical Couplingthe relative density of NO contacts among dendrites and somata
(Figures 2D and 2E). In line with earlier observations (De Zeeuw
et al., 1989; Ruigrok and De Zeeuw, 1993; Sotelo et al., 1986),
the density of contacts was 5.3 ± 1.0 times higher on the den-
drites than on somata (p < 0.01; n = 6 cells; Figures 2D and
2E). In pairs of reconstructed IO neurons, we occasionally found
sites where the dendrites of two neurons were extremely close,
suggestive of possible GJ sites. Notably, these sites seemed
to be contacted by labeled terminals. An example of such case
is shown in Figure 2D (top).
Using these virus-injected mice, we set to explore the role of
the NO connection in the IO and its effects on GJ coupling
and STOs.
Light Activation of ChR2 Evokes Inhibitory Postsynaptic
Potentials
Inhibitory postsynaptic potentials (IPSPs) were readily evoked by
light stimulation in all 204 recorded neurons situated within the
densely labeled IO regions. Light pulses as short as 5 ms were
sufficient to elicit a relatively slow hyperpolarizing response (Fig-
ure 3A) that reached peak value of 5.7 ± 3.3 mV within 36.6 ±
16.9 ms and decayed with a duration at half-amplitude of
122 ± 32 ms (see Figures 3B–3D). The response was usually fol-
lowed by a slow depolarizing component, probably resulting
from activation of the low-threshold calcium current or the h-cur-
rent (see also arrow in Figure 4A; Bal andMcCormick, 1997; Choi
et al., 2010). The IPSPs, which were completely blocked by
gabazine and TTX (Figures S1A and S1B available online), de-
pended on both the location and the intensity of the light pulse
(Figures S1C and S1D). The IPSPs were unaffected by the dura-
tion of the light pulse up to 20 ms (Figure 3A, n = 3), suggestingNeuron 81, 1389–140that they represent the responses to a sin-
gle light-evoked action potential (AP).
Indeed, extracellular recordings fromtransfected axons in the IO (Figures S2A and S2B) showed that
a 5–200 ms light pulse evokes only one AP. Thus, the postsyn-
aptic responses are strictly dependent on presynaptic spiking
and cannot be evoked by light-activated depolarization of the
presynaptic terminal alone. The relatively wide distribution of
the IPSP amplitudes (Figure 3B) is most likely due to the vari-
ability in number of light-activated fibers. The prolonged rise
time (Figure 3C) probably results from a combination of factors.
Among them are the remote location of the synapses, the asyn-
chronous release of GABA from the NO terminals (Best and Re-
gehr, 2009), and the asynchronous activation of the NO axons by
the light pulse (Figure S2A).
The majority of CN neurons are known to be spontaneously
active (Uusisaari et al., 2007). As there are scarce reports that
NO neurons are capable of spontaneous firing, we used trains
of light stimulation that possibly are comparable to what occur
in vivo. Indeed, the light-activated synaptic responses showed
temporal summation (Figure 3E) with individual IPSPs merging
into a smooth hyperpolarization when evoked at frequencies of
17–19 Hz. At trains with higher frequencies, the responses
reached a peak within 150 ms and then repolarized to lower
amplitude (Figure 3E, lowest trace; see also Figure S3C). There-
fore, when a train of light pulses was used to examine the effect
of the NO input, we adjusted the frequency and duration of the
pulses to obtain a smooth steady-state-like response (Figures
3E and 3F). Notably, regardless of stimulation frequency, the
response to light decayed within 200 ms.
As shown in the example in Figure 4A, as the membrane
voltage (Vm) was hyperpolarized by somatic current injection,
the IPSP amplitude decreased together with an enhancement
of the slow depolarizing component (arrow in Figure 4A).0, March 19, 2014 ª2014 Elsevier Inc. 1391
Figure 3. Activation of NO Terminals Evokes Inhibitory Postsynaptic
Potentials in IO Cells
(A) Whole-cell patch-clamp recording from IO neuron showing responses to
three different durations of light stimulation (5, 10, and 20 ms, different shades
of gray). In all figures, timing and duration of light is marked by blue bars.
(B–D) Histograms of inhibitory postsynaptic potential (IPSP) parameters
evoked by 20 ms light stimulation: amplitude (n = 30) (B); rise time (n = 67) (C);
duration at half-width (n = 30) (D).
(E) Temporal summation of IPSPs evoked by train of light pulses at four
different frequencies (10, 12.5, 19, and 25 Hz).
(F) Same as (E), evoked at 19 Hz, for three different durations (300, 600, and
1,200 ms, different shades of gray). See also Figures S1 and S2.
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Synaptic Modulation of Electrical CouplingHowever, even at very hyperpolarized membrane potentials (up
to 97 mV), the IPSPs did not reverse. Reversal potential (Erev)
could not be attained in any of the eight neurons where the
voltage dependency of the IPSP was examined. These results,
which disagree with both the calculated Cl equilibrium potential
(88 mV) and our previous measurements of the GABA reversal
potential (58 to68mV; Devor et al., 2001), probably reflect the
very distal location of the activated synapses.
We further examined the IPSP voltage dependence during the
spontaneous subthreshold oscillations (STOs). As shown in Fig-
ure 4B, the IPSP amplitude depended on Vm during oscillation.
The evoked synaptic events were largest and smallest when
the light pulse coincided with the peak (top trace) and trough
(third trace) of the oscillation, respectively. When the IPSP
amplitudes were plotted as a function of Vm (see Experimental
Procedures and inset in Figure 4C), we found that these two
parameters are linearly correlated, yielding a slope of 1.04
(R2 = 0.85). Importantly, we found that the IPSP amplitude, which
is independent of the direction of voltage change, is linearly
related to this slope (see Discussion and Figure S3).
When normalized by input resistance, the slope also pro-
vides an estimate of the light-evoked conductance change1392 Neuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc.(see Experimental Procedures). However, one should bear in
mind that the precise input resistance at synaptic sites is
unknown. Furthermore, a single NO axon is likely to activate re-
ceptors both on dendritic spines and shafts, which are bound
to have different input resistance. As our measurements reflect
the population response, the estimation of synaptic conduc-
tance is an approximation. Using a plausible value for input
resistance at dendritic spines (500 MU; Harnett et al., 2012),
a slope of 1.04 corresponds to a conductance change of
2.1 nS. An average slope of 0.79 ± 0.22 (n = 16 cells) translates
to 1.1–2 nS conductance change, in line with values reported
in other systems (Person and Raman, 2012; Zeng and Tietz,
2000).
Extrapolating the IPSP amplitude-to-Vm relationship in Fig-
ure 4C gives Erev of 62.3 mV. Measuring the reversal potential
in this manner in the 16 cells revealed an average Erev with a
narrow variance (63.6 ± 2.1 mV) that was independent of
the IPSP amplitude-to-Vm slope (Figure S3D). Notably, correct
measurement of IPSP amplitude during an ongoing Vm oscilla-
tion must evade several pitfalls, which we consider in the
Discussion.
The observation that the Erev measured during somatic current
injection and during STOs are different suggests that only part of
the somatic current injection reaches the distal NO synaptic
sites. This is further supported by the small reduction in input
resistance during NO activation (down to 0.92 ± 0.07 of control;
p < 0.001; Figures 4D and 4E; n = 45 cells) and its negligible effect
on the rebound spike (black arrow in Figure 4D).
The GABAergic NO Input Decreases the Coupling
Coefficient and Alters Coupling Symmetry
The electrical coupling between IO neurons and its modulation
by NO input was quantified with simultaneous recordings from
two IO neurons (see inset in Figure 5A). Current pulses were in-
jected either to cell 1 (left) or cell 2 (right). To examine the effect
of the NO input on the CC, we injected a current step during a
light-evoked steady-state-like response, recorded the postjunc-
tional response, and subtracted the light-evoked component
from the overall response. The CC was calculated as the ratio
between the pre- and postjunctional voltage responses to cur-
rent injection (see Experimental Procedures). Overall, electrical
coupling was observed in 26 out of 39 recorded pairs. In agree-
ment with previous reports (Devor and Yarom, 2002a; Hoge
et al., 2011), the calculated CC ranged from 0.002 to 0.2 (average
0.04 ± 0.036; n = 26).
In the representative example depicted in Figure 5, responses
in two coupled cells are shown before (black) and during (blue)
activation of the NO terminals. The relationship between the
pre- and postjunctional responses is shown in Figure 5B. The
NO axon activation significantly reduced the CC between cell
1 and cell 2 (CC1/2) from 0.04 to 0.029 (p < 0.05). Likewise,
the CC in the other direction (CC2/1) was reduced from 0.039
to 0.025 (p < 0.01). The reduction in CC is solely due to the acti-
vation of GABAergic synapses. In four paired recordings, gaba-
zine did not change the CC (0.017 ± 0.01 and 0.014 ± 0.01 in
control and gabazine, respectively; p > 0.5; Figure S4A), while
eliminating the light-induced reduction in CC (a reduction of
73% ± 18% was down to 7% ± 7% in the presence of
Figure 4. Properties of the NO Responses
Suggest that the Synapses Are Located at
Remote Dendritic Locations
(A) IPSPs evoked by 20 ms light pulses at six
different Vms. Gray traces, individual trials; black
traces, averages of ten repetitions. Arrowhead
marks the depolarizing component due to the low-
threshold Ca2+ current and/or h-current. Arrow
denotes the occasionally occurring all-or-none low-
threshold spikes.
(B) Responses to light stimulation given at dif-
ferent phases of subthreshold oscillations (STOs).
The Vm values at which the IPSPs were acti-
vated are indicated with dashed lines. Note
that in the lowest two traces the IPSPs were
evoked at similar Vm, albeit at different phases of
the STO.
(C) The IPSP amplitude as a function of the Vm. Inset
details the method for calculating the amplitude of
the IPSP. Solid line represents linear fit. Dotted line
marks Erev.
(D) Four superimposed traces of voltage responses
to 360 pA current step (Icmd) in control conditions
(1) and during light stimulation (2). Red arrow marks
the light-induced hyperpolarization. (D1 and D2)
Superposition of both traces as well as the
response after the subtraction of the light-induced
IPSP (red line), demonstrating the very minor effect on somatic conductance. Note that the rebound response (arrow) is unaffected.
(E) Bar graph showing the 8% reduction in input resistance (Rin) during light activation (p < 0.001; n = 45). Error bar represents ±SD. See also Figure S3.
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Synaptic Modulation of Electrical Couplinggabazine). The reduction in CC was temperature insensitive
(Figure S4B) and restricted to the duration of the light activation
(Figure S4C).
This reduction in CC was examined on two sets of data (Fig-
ure 6A). In the first set of 12 recordings (left bars), the CC was
calculated as the slope of DVpost/DVpre (as shown in Figure 5B)
for a wide range of current steps. In the second set (Figure 6A,
right bars), additional 20 recordings were included where only
one large current step (100 to 700 pA) was used. In the first
set, the average CC was reduced by 26% (detailed statistics
are presented in Table S1). Similar values were measured in
the second set of data, where the average CC was reduced by
43%. The decrease in CCwasweakly but significantly correlated
with the integral of the voltage response to light stimulation
(R2 = 0.15; p < 0.05; Figure 6B), supporting the association be-
tween NO axon activation and the reduction in CC.
In all pairs of neurons, we found that the CC in one direction
was different from the other both in control and NO activation
conditions. The extent of the symmetry is shown in Figure 6C
for 12 paired recordings. The directions with the smaller CCs in
control condition were combined to one group (CC1/2). In this
group, the CC was 39% smaller than that in the other group
(CC2/1), corresponding to a symmetry value of 0.67 ± 0.22 (Fig-
ure 6D, gray bar). During NO activation, a symmetry value of
0.62 ± 0.15 was measured (Figure 6D, blue bar; note that the
grouping was retained as defined under control conditions).
Although the average symmetry of the CC was unaffected
(p = 0.55; bars in Figure 6D), individual cases show robust
changes (circles in Figure 6D). In five pairs, symmetry decreased
(43% ± 31%), while in six it increased (57% ± 33%). Thus, the
activation of the NO input decreases the CC and alters its
symmetry.Suppression of Subthreshold Oscillations by the
GABAergic NO Input
Spontaneous STOs were observed in 90 out of 204 (44%) of the
recorded neurons. In 72 of them,we investigated the effect of NO
input on the STOs using either a single light pulse or a train of light
pulses. A single pulse had only subtle effect on the oscillation
(Figure 7A), often inducing a phase shift. These shifts probably
reflect a brief pause in the oscillation (in line with Bazzigaluppi
et al., 2012a) followed by its immediate reinitiation. A train of light
pulses completely eliminated the oscillations for the duration of
the stimulation in 70 of the neurons (Figure 7B). To our surprise,
in 15 cases STO were blocked in the absence of any detectable
synaptic potential. The blockade was abolished in the presence
of gabazine or TTX (Figures S5A and S5B) and was independent
of bath temperature (Figure S5C). As shown in Figures 7C and
7D, the blockade occurred with wide range of stimulation
frequencies. At low frequencies, individual IPSPs could be dis-
cerned (arrow in Figure 7D, bottom), whereas at high fre-
quencies, the blockade was preceded by a period of dampening
oscillations (Figure 7D; dashed rectangle in top trace). The latter
probably reflects the temporal dynamics of light responses (see
Figure 3E, bottom trace), which may allow activation of low-
threshold currents leading to dampening oscillations (see Fig-
ure S6A) that eventually subside by the steady-state synaptic
response.
In cases in which the light did not evoke dampening oscilla-
tions, the STO stopped abruptly (Figure 7B, middle trace, arrow)
after a delay of 197 ± 82 ms (n = 10). This delay is readily ex-
plained by the slow rise time of the individual light-evoked re-
sponses (Figure 3C), as well as the time needed to build up the
steady-state conditions during a train of stimuli (200 ms; see
Figure 3E). When light stimulation ended, the oscillationsNeuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc. 1393
Figure 5. NO Input Decreases the Coupling Strength between a Pair
of IO Cells
(A) Double patch recording from a pair of electrically coupled IO neurons. Inset
demonstrates the experimental protocol. Negative step currents (Icmd) were
injected to C1 (left) and C2 (right). Traces show voltage responses in C1 and
C2. Averages of six trials are shown with thick lines. Traces during light
stimulation are labeled in blue. A significant reduction in coupling strength is
evident.
(B) Postjunctional voltage response, as a function of the prejunctional voltage
response to current injection in control (filled circles) and during light stimu-
lation (blue open circles). See also Figure S4.
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Synaptic Modulation of Electrical Couplingreappeared, although in some cases (8/70), restoration of the
oscillation amplitude was delayed (Figure 7B, middle and lower
traces; Figure 7C). This slow recovery cannot be due to residual
neurotransmitter since the repolarization of Vm after train of light
pulses takes only 200 ms and is independent of the frequency
or duration of the train (Figures 3E and 3F). Thus, it seems likely
that the slow recovery reflects network dynamics in which STO
amplitude depends on the number of synchronously oscillating
neurons in the GJ-coupled network.
There are three possible mechanisms by which the inhibitory
input can block the STOs. The first is that the increase in mem-
brane conductance due to GABAergic synapses prevents the
generation of the STO. To examine this possibility, we measured
the relationship between the conductance change and the
blocking effect in a single cell in response to light delivered to
five locations. In the example shown in Figures 8A and 8B, light
stimulation at locations marked 1, 4, and 5 completely blocked1394 Neuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc.the STOs. At location 2, the STO blockade was partly masked
by dampening oscillations. At location 3, the light stimulation
only slightly reduced the STO amplitude. Calculating the
conductance changes at locations 3 and 4 (using aforemen-
tioned method with single light pulses during STOs) yielded
similar values (2.2 and 2 nS for locations 3 and 4, respectively;
Figure 8C). Thus, activation of different sets of synapses causing
similar conductance changes resulted in different effects, sug-
gesting that it is the location of the conductance change rather
than its magnitude that determines the blocking effect. The addi-
tional four examples shown in Figure S7 demonstrate the robust-
ness of this observation.
We further studied this finding by simultaneous recording
from two coupled oscillating neurons and targeting prolonged
light trains to several locations in the slice (Figure 8D). As
shown in Figure 8E (top traces), the light stimulation completely
blocked the oscillations in both cells at location marked 1 (top
traces). However, at location 2 (bottom traces), the oscillations
were blocked in cell 1, while in cell 2 the oscillation amplitude
was reduced. Similar differential blockade was observed in
additional two pairs out of 12 pairs where spatial sensitivity
was examined.
The second possibility by which the inhibitory input can block
the oscillatory activity is that hyperpolarization could drive the Vm
away from the voltage range permissible for oscillations (Lampl
and Yarom, 1997). However, in cases such as those shown in
Figures 8D and 8E, the blockade was not accompanied by Vm
changes and we could not detect any synaptic potentials in
response to light stimulation. In most of the experiments, the
train of light pulses during STO hyperpolarized Vm by 2.63 ±
1.53 mV (measured as the difference between the average Vm
during oscillation and the Vm at the end of the train-induced
blockade). However, in 15 out of 70 experiments the blockade
of oscillation occurred in the absence of any detectable synaptic
potential. Furthermore, as has also been described previously
(De Zeeuw et al., 2003), somatic hyperpolarizing current injec-
tions (n = 13) failed to reproduce the blocking effect (Figure S6B).
Finally, to directly demonstrate that the blockade is independent
of the Vm change, we increased the intracellular chloride concen-
tration to 100 mM. As shown in Figure 8F, a train of light pulses
evoked a depolarizing response in the Cl-loaded cell. A close
examination of the response to a single light pulse during the
Cl loading process (Figure 8G) revealed a delayed appearance
of fast small depolarizing unitary responses. The number of
these unitary events increased as more Cl entered the cell.
Regardless of the polarity or amplitude of the change in Vm, train
of stimuli reversibly blocked the STOs (Figure 8F). Similar results
were obtained in additional three cells.
The third explanation for the blockade of STO by the inhibitory
input involves the reduction in CC within the olivary network (see
Discussion).
DISCUSSION
In this study, we examined a long-standing hypothesis regarding
the short-circuiting of current flow between electrically coupled
IO neurons by GABAergic synaptic input, similarly to what has
been demonstrated in the digestive system of the Navanax
Figure 6. NO Input Decreases the Coupling
Coefficient and Alters Coupling Symmetry
(A) Bar graphs showing coupling coefficients (CC)
between pairs of electrically coupled cells in control
(gray) and during light stimulation (blue). Measure-
ments of individual pairs are connected by lines. In
the two left bars, the CC was calculated from the
slope of the pre- to postjunctional voltage rela-
tionship (see Figure 5B; n = 12 pairs). In the two right
bars, the CC was calculated as the ratio between
the pre- and postjunctional voltage responses to a
single current injection (n = 32 pairs). In both cases,
a reduction of CC is significant (p < 0.01 and p <
0.001 for left and right bars, respectively).
(B) Percentage of CC reduction as a function of
the integral of the IPSP response to train of light
stimulation. The linear regression line (slope = 0.7,
R2 = 0.15) shows a slight but significant correlation
(p < 0.05; n = 32).
(C) Bar graphs showing the calculated CC for the
two directions (CC1/2 and CC2/1) in control (gray)
and during light stimulation (blue).
(D) The symmetry values calculated as the ratio
between CC1/2 and CC2/1, in control (gray) and
during light stimulation (blue). Even though the
mean and median symmetry values were not
affected by light, profound changes (50%) in
symmetry were observed in individual cases. All
bar graphs represent mean values, whereas the
red lines represent median values. Inset demon-
strates the experimental protocol and relevant
calculations.
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Synaptic Modulation of Electrical Coupling(Spira and Bennett, 1972). In evaluating the functional implica-
tions of such a mechanism, one should bear in mind that GJ
coupling in the IO has been proposed to synchronize IO spiking
activity and thereby the complex spikes in the cerebellar cortex
(Blenkinsop and Lang, 2006; Jacobson et al., 2009; Kitazawa
and Wolpert, 2005; Welsh et al., 1995). Furthermore, it has
been postulated that electrical coupling enables the generation
of IO subthreshold oscillations (Lampl and Yarom, 1997; Loe-
wenstein et al., 2001; Manor et al., 1997; Placantonakis et al.,
2006; Torben-Nielsen et al., 2012). Thus, NO modulation of IO
coupling might play a central role in the timing function
accredited to the cerebellar system (Ivry and Keele, 1989;
Jacobson et al., 2008; Llina´s, 2011).
In this study, we transfected NO neurons with channelrhodop-
sin to specifically activate this afferent pathway to the IO.
Although one should always be aware that such a procedure
might induce changes that will not be encountered in in vivo con-
dition, we are confident that the basic mechanisms addressed in
this study are unaffected. We demonstrated that activation of
this input reduces the CC and can completely block the STOs.
Moreover, we provide evidence that the blockade in the re-
corded cell is determined by the location of the activated synap-
ses rather than the extent of the conductance changes (Figures
8A–8C) and demonstrated that light-induced blockade occurred
even when synaptic responses to light stimulation could not be
detected (Figure 8E). Finally, by increasing the intracellular Cl
concentration, thereby changing the hyperpolarizing response
to depolarization (Figure 8F), we exclude the possibility that inthe recorded cell this blockade is due to membrane
hyperpolarization.
It should be noted, though, that NO axons activate GABAergic
synapses not only on spines but also on dendritic shafts and
thereby can contribute to the STO blockade via dendritic shunt-
ing. Therefore, the oscillation blockade could result from an inte-
grated effect of both GJ as well as dendritic shunting.
It is likely that the activation of NO axons affects intrinsic prop-
erties of other neurons in the GJ-coupled network, and thereby
could have a blocking effect on the STOs. Such an indirect
blockadewould in effect support the idea that the STOs are, after
all, a network-level phenomenon. Regardless of the exact mech-
anism of the blockade, our data support the possibility that the
olivocerebellar loop may affect the mode of operation of the
IO, switching between rhythmic and aperiodic functional states.
Whereas the former may provide a precise timing mechanism,
needed in executing learned behaviors, the latter may be instru-
mental when a fast response to sudden sensory input is required.
The Functional Implications and Properties of the
Distally Located NO Input
The distal location of the synapses activated by light is sup-
ported by two lines of evidence. First, morphological reconstruc-
tions of the NO axon swellings on IO dendrites revealed that the
density of possible NO contacts is at least five times higher on
main dendritic branches than on somatic membranes. Given
that due to technical limitations the reconstructions lack the
majority of thin distal branches, this ratio is an underestimationNeuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc. 1395
Figure 7. Blockade of Subthreshold Oscillations by the NO GABAergic Activation
(A) Superimposed voltage traces from an oscillating IO neuron. Single pulse of light elicits an IPSP in different phases of the subthreshold oscillations.
(B) Three traces with trains of light stimulation given at 12.5 Hz for three different durations (0.8, 1.6, and 2.4 s). STOs were blocked for the entire duration of the
train. With longer trains, the complete recovery of the STO amplitude occurs after variable delays.
(C) Oscillatory activity is blocked by 50 light pulses given at different frequencies (25, 17, and 10 Hz, top to bottom).
(D) The initial phase of the oscillation blockade (dashed rectangle in C) at expanded timescale. Note the dampening oscillations (top trace) and the individual
synaptic events marked by arrowheads (bottom trace). See also Figures S5 and S7.
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Synaptic Modulation of Electrical Couplingof the actual value (see De Zeeuw et al., 1989). Second, the rela-
tively negative reversal potential for the light-evoked response
measured by somatic current injection and the small reduction
in input resistance at the soma (Figures 4D and 4E) suggest
that the conductance changes occur at electrotonically remote
locations. Thus, the majority of the activated NO inputs are
located on remote dendritic sites, in agreement with previous
observations (De Zeeuw et al., 1989; Fredette and Mugnaini,
1991).
It is tempting to speculate that the distal location ensures
highly localized shunting effect so that the changes in membrane
resistance do not affect the intrinsic electrical properties of the
soma. Under such circumstances, neurons could be uncoupled
from one subnetwork and recoupled to another, while preserving
their electroresponsive properties. If individual IO neurons can
participate in different functional IO assemblies, it would dramat-
ically increase the number of possible network permutations that
can be formed.
Estimation of synaptic conductance changes using the Vm
during oscillations could be biased due to fluctuating baseline.
However, the measurements seem to be valid as evidenced by
four points. First, the IPSP amplitudes are independent of oscil-
lation phase (Figures S3A and S3B). Second, the mean IPSP
amplitude-to-Vm slope (and thus, the conductance change
evoked by the light stimulation) and the IPSP amplitude in
response to a given light stimulation are linearly related (Fig-
ure S3C). Third, the IPSP amplitude-to-Vm slopes and the
reversal potentials extrapolated from the slopes are uncorrelated1396 Neuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc.(Figure S3D). Lastly, the conductance changes estimated using
the slopes as well as the measured Erev for the IPSPs are within
ranges for GABAergic synapses. The most parsimonious expla-
nation for obtaining such an accurate measurement for IPSP
amplitudes in this manner would seem to be that the oscillations
are in fact momentarily blocked for the duration of the IPSP.
This analysis of light-evoked IPSPs provided two interesting
findings. First, the small variation in the measured reversal
potentials and the similarity of our indirectly measured IPSP
reversal potentials with direct measurements (Devor and Yarom,
2000) strongly implies that during STO the Vm at the synaptic site
is very close to what is recorded at the cell body, meaning that
during STO the entire cell is, in fact, isopotential. This is rather
surprising since the ionic channels that participate in the gener-
ation of STO are nonuniformly distributed (Bal and McCormick,
1997). Thus, one has to assume that external sources of cur-
rents, such as those entering the cell via GJs, contribute to this
isopotentiality.
Second, the synaptic conductance changes during STOs
display rather small variations across experiments and light stim-
ulation locations. While considering the calculations of conduc-
tance changes, one should bear in mind that at the synaptic
locations the input resistance, which determines the calculated
conductance, is unknown. The larger the input resistance is,
the smaller the calculated conductance. Thus, either there are
large differences at the location of the synapses, and therefore
the input resistance, or that in fact they all have similar conduc-
tance changes.
Figure 8. STO Blockade Is Independent of Conductance Change or
Membrane Potential
(A) Schematic drawing depicting the five locations of light stimulations in
respect to the recorded IO neuron.
(B) The effect of light stimulation on STO activity evoked at these five locations.
The blocking effect is location specific.
(C) IPSP amplitudes during STO at locations 3 and 4 plotted against the Vm.
Note the identical slopes suggesting similar conductance changes.
(D and E) Same as (A) and (B) for simultaneous recording from two oscillating
IO neurons. STO blockade occurred in both cells at location 1, whereas a
differential blockadewas seen at location 2. The inset, an expanded view of the
red rectangle, shows that synaptic potentials could not be detected. Note that
in (E), the diagonal lines mark a 6 s discontinuity.
(F) The blocking effect of the light stimulation recorded during loading the cell
with high [Cl]i. Top trace was acquired after obtaining whole-cell recording.
Middle and lower traces were acquired 10 and 30 min later. Note that the STO
blockade is unaffected by the depolarizing shift of the light response.
(G) In the same cell as in (F), the response to singe light pulse at extended
timescale reveals the time-dependent appearance of fast depolarizing events.
Top to bottom traces were obtained at 0, 30, 45, and 60 min after obtaining
whole-cell recording. See also Figure S7.
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Synaptic Modulation of Electrical CouplingThe Symmetry of the Coupling Coefficient as a
Mechanism to Sculpt Spatial Specificity
We demonstrated that the CC is asymmetric (Figures 6C and
6D). The main factor determining the extent of asymmetry is
the difference in input resistances of the two cells. When two
cells are randomly selected for recording, they are bound to be
different in their input resistance due to differences in membrane
resistivity and morphology. A higher CC is expected when cur-
rent flows toward the cell with the higher resistance. Further-
more, although in linear systems symmetry of coupling is not
affected by GJ location, it will contribute to the change in sym-
metry induced by the shunting conductance at the GJ site. The
larger decrease in the input resistance expected in the cell
body closer to the GJ will lead to reduction in the CC toward
this cell. In any case, the asymmetry of coupling entails that
the current flow between cells has a preferred direction. Such
directionality might explain the observations that oscillatory
activity propagates nonhomogenously within the IO (Devor and
Yarom, 2002b; Leznik et al., 2002).
In line with this, activation of NO axons changes the symmetry
of the CC. The mechanism is analogous to the differences in
input resistance. If both sides are equally innervated by the
same fiber, one should not expect a change in the symmetry.
However, a stronger shunt on one side of the GJ is bound to
change the preferred direction of current flow and thus the NO
input could have a differential effect on the two cells. One of
the intriguing possibilities is that different sides of the GJ could
be innervated by different fibers, originating from different NO
cells. Under these circumstances, the cerebellum would be
capable of differentially affecting the two sides of the GJ, adjust-
ing the symmetry of the connection and thus controlling not only
the temporal features but also the spatial organization of the
oscillations. Modification of coupling symmetry can also be
achieved by changing the electrotonic distance from the cell
body to the GJ. Activation of NO terminals located on dendritic
shafts (as seen in our reconstructions) will increase the dendritic
membrane conductance, thereby increasing the electrotonic
distance between the cell body and the GJ.
In conclusion, we demonstrated that specific activation of the
NO axons reduces the CC, changes its symmetry, and blocks
the subthreshold oscillations in IO neurons. These observations
suggest that the cerebellum is capable of controlling the onset
and termination of rhythmic activity in the IO to create spatiotem-
poral patterns needed for precise execution of behavioral tasks.EXPERIMENTAL PROCEDURES
Animals and Channelrhodopsin Transfection of NO Neurons
All experimental procedures were approved by Hebrew University’s Animal
Care and Use Committee. Twenty-six male and female Gad2-IRES-Cre (Tani-
guchi et al., 2011; ‘‘GAD-cre’’) and six C57BL/6 (‘‘wild-type’’ [WT]) mice aged
6–10 weeks were used for virus injections. The mice were anesthetized with
ketamine/xylazine (100 mg/kg and 20 mg/kg) and head-fixed for stereotactic
virus injection. A small craniotomy was made either uni- or bilaterally at 1.9–
2.1 mm lateral from the midline, 1.5–1.7 mm posterior from lambda, and
100 nl of the viral suspension (AAV9.EF1.dflox.hChR2(H134R)-mCherry.
WPRE.hGH in GAD-cre mice, and AAV2/9.hSynap.hChR2(H134R)-EYFP.
WPRE.hGH in the WT mice; Penn Vector Core; Atasoy et al., 2008) was in-
jected to the lateral cerebellar nuclei (at a depth of 3.2–3.4 mm from Bregma).Neuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc. 1397
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Synaptic Modulation of Electrical CouplingSlice Preparation and Electrophysiological Measurements
After 4–6 weeks of transfection, 300 mm slices were prepared from virus-
injected mice, at 35C, with the Campden 700smz slicer and ceramic blades
(Campden Instruments), following the recently described ‘‘hot’’ procedure
(Huang and Uusisaari, 2013). The physiological solution was composed of
126 mM NaCl, 3 mM KCl, 1.3 mM MgSO4, 1.2 mM KH2PO4, 26 mM NaHCO3,
10 mM glucose, and 2.4 mM CaCl2. To confirm CN injection site and select IO
region for recordings, we visualized slices under arc lamp illumination with
TexasRed filter (emission: 605–685 nm, excitation: 530–588; for GAD-cre
mice) or Oregon green filter (emission: 518–566 nm, excitation: 473–508; for
WTmice). The recording chamber was perfusedwith the physiological solution
gassed with 95% O2/5% CO2, at room temperature (20
C–24C). Whole-cell
patch-clamp recordings were guided by DIC optics (Olympus BX61WI). Intra-
cellular solution was composed of 4mMNaCl, 103 mMCaCl2, 140mMK-glu-
conate, 102 mM EGTA, 4 mM Mg-ATP, and 10 mM HEPES (pH 7.2). In the
high-Cl intracellular solution, 96 mM K-gluconate was replaced by equal
amount of KCl. Extracellular recordings from single axons were obtained
with patch electrodes filled with extracellular solution. Alexa Fluor 488 (10–
20 mM; Life Technologies) was added to the pipette solution in some experi-
ments for labeling of the recorded neurons. Gabazine (10–20 mM) or TTX
(0.4 mM; Sigma Aldrich) was added to bath in certain experiments. Voltage sig-
nals were amplified using Multiclamp 700B (Molecular Devices), digitized at
10–15 kHz with National Instruments digitizer board (NI PCI 6251), and re-
corded with a LabView-based custom-made acquisition software (National In-
struments and ZerLabs). Home-made digital mirror light stimulator with LED
light source (460 nm; Prizmatics) was used to activate ChR2 at defined loca-
tions of the visual field. The measured average light power was 1 mW/mm2
and the point-spread function under the experimental conditions had a
diameter of approximately 10 mm.
Analysis and Statistics
All analysis was performed using MATLAB (R2009b, MathWorks). IPSP rise
time was calculated as 10%–90% rise time. For measuring the IPSP amplitude
during STOs, we measured the Vm at the beginning of the IPSP (defined as t0)
and Vm at t0+Dt (where Dt was defined as the rise time of the averaged IPSP).
For estimating the synaptic conductance change during STOs, the slope of the
relation between the IPSP amplitude (Vs) and the Vm at the time of light stimu-
lation was calculated. Assuming steady-state conditions, a reasonable
assumption given the slow dynamic of the synaptic response relative to the
membrane time constant, then:
Vs = Is3Rm
where Is is the synaptic current and Rm is the input resistance at the site of the
synapse. Given that
Is =gsðVm  VRevÞ
then
Vs =gsRmVm +gsRmVRev:
Thus, plotting Vs as a function of Vmwill yield a linear relationwhere the slope
is equal to gsRm. Normalizing the slope by the input resistancewill thus give the
synaptic conductance.
The coupling coefficient (CC) was calculated as the ratio between steady-
state voltage change of the postjunctional cell (DVpost) and that of the prejunc-
tional cell (DVpre) in response to current injection in the prejunctional cell. The
DV was calculated as the average voltage drop during the last 35–50 ms of the
injected pulse. CCs smaller than 0.002 were treated as zero.
The values for CC, their symmetry, and the effect of light activation were
measured nearly simultaneously, using a protocol that obtained these values
within a single sweep. A light pulse train was followed by two hyperpolarizing
current injections to one cell with the second pulse given simultaneously with a
light pulse train. This was followed by same protocol given to the other cell.
This protocol was repeated 20–30 times and the recorded signals were aver-
aged. The postjunctional voltage response during light stimulation was ob-
tained by subtracting the light-evoked response from the combined response
to light train and current injection in the prejunctional cell.1398 Neuron 81, 1389–1400, March 19, 2014 ª2014 Elsevier Inc.To quantify the magnitude of light response during current injection (Fig-
ure 6B), we calculated the integral of light-evoked response (averaged for
the two cells in a pair) for the duration of the current step.
The coupling symmetry (Figure 6D) was defined as the ratio of the smaller
CC to the larger CC (CC2/1/CC1/2) under control conditions and retained un-
der light stimulation. The change in coupling symmetry was quantified as the
ratio of symmetry values with and without light activation. It should be noted
that following this definition, the symmetry values will range between 0 and
1 under control conditions, even though relative changes in directional CCs
in response to NO activation could result in symmetry values larger than 1.
Furthermore, cases where the CC became undetectably small (<0.002) during
NO activation were excluded from the symmetry analysis.
Paired Student’s t test was used in most cases. In Figure 6A, paired-sample
Wilcoxon signed-rank test was added; in Figure 6B, one-tailed ANOVA was
used; and in Figures 5B and 5C, one-tailed ANOCOVA was used. p < 0.05
was considered to be statistically significant.
Paraformaldehyde Fixation and Microscopy Image Acquisition,
Postprocessing, and Neuron Reconstruction
For visualization of the labeled structures and reconstruction of Alexa-filled
neurons, the slices containing IO or CN were fixed after the experiments in
4% paraformaldehyde (PFA; in pH 7.4 PBS) for 4–12 hr. Subsequently, the
slices were washed in PBS, placed on objective glass, mounted with either
VectaShield (Vector Labs) or Prolong Gold (Life Technologies), and coverslip-
ped with #1.5 glass.
For the images in Figure 1C, one virus-injected GAD-cre mouse was fixed
with transcardiac perfusion of PBS followed by 4% PFA, postfixed overnight,
sectioned coronally (100 mm slices) using Leica 1000TS vibratome (Leica
Microsystems), and mounted as described above.
Fluorescence image stacks were acquired using Leica SP5 confocal micro-
scope and Leica LAS software (Leica Microsystems). For mCherry fluores-
cence, 561 nmDPSS laser was used for excitation and emission was detected
at 587–655 nm (emission peak at 610 nm). For Alexa Fluor 488, 488 nm argon
laser was used for excitation and emission was detected at 500–550 nm (emis-
sion peak at 519 nm). For the IO neuron reconstructions, the red and green
channels were acquired sequentially line by line. Optical sections were
acquired at 0.1 mm steps in the z plane, and the images were processed using
the Fiji imaging software (Schindelin et al., 2012). Briefly, green and red color
channels were separated and then deconvoluted using Deconvolution Lab
plugin (Vonesch and Unser, 2008) and using point-spread functions created
with the PSF generator plugin (Kirshner et al., 2013).
For digital 3D reconstruction and analysis of the Alexa-filled neurons as well
as of NO axon contact density, we used the Vaa3D software (Peng et al., 2010).
For the NO contact density, we divided the number of the observed NO axon
contacts by the dendritic or somatic membrane area obtained from the
reconstructions.
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