Solutions to the scheduling problem come in two general forms: algorithms and scheduling systems. Algorithms concentrate on policy while scheduling systems provide mechanisms to implement the algorithms. Some scheduling systems run outside the operating system kernel, while others are part of a tightly integrated distributed or parallel operating system. Distributed systems communicate via message passing, while parallel systems use shared memory.
A task is the unit of computation in computing systems, and a job consists of one or more cooperating tasks. Global scheduling involves assigning a task to a particular processor within the system. Local scheduling determines which of the set of tasks available at a processor runs next on that processor. Task migration can change the global mapping by moving a task to a new processor. If we have several jobs, each composed of many tasks, we can assign either several processors to a single job or several tasks to a single processor. The former is known as space sharing, the latter as time sharing.
Global scheduling is often used to perform load sharing. Load sharing allows busy processors to offload some of their work to less busy processors. Load balancing is a special case of load sharing in which the goal is to keep the load even across all processors. Sender-initiated load sharing occurs when busy processors try to find idle processors on which to offload work. Receiver-initiated load sharing occurs when idle processors seek busy processors. It is now accepted wisdom that full load balancing is generally not worth doing, as the small gain in execution time over simpler load sharing is more than offset by the effort expended in maintaining the balanced load.
As the system runs, new tasks arrive while old tasks complete execution (or are served). If the arrival rate is greater than the service rate, the system is said to be unstable. If tasks are serviced as least as fast as they arrive, the system is said to be stable. If the arrival rate is just slightly less than the service rate for a system, an unstable scheduling policy can push the system into instability. A stable policy will never make a stable system unstable.
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DISTRIBUTED SCHEDULING
In most cases, work in distributed scheduling concentrates on global scheduling because of the architecture of the underlying system. Casavant and Kuhl [1988] define a taxonomy of scheduling algorithms for distributed systems. The two major categories of global algorithms are static and dynamic.
Static algorithms make scheduling decisions based purely on information available at compilation time, such as the number of processors in the system and the number of tasks. Dynamic algorithms take the current system state as input to the scheduling policy. Adaptive algorithms are a special subclass of dynamic algorithms, and are often discussed separately. Adaptive algorithms go one step further than dynamic algorithms, in that they may completely switch policy based on dynamic information.
The list of scheduling algorithms that appears in the literature is too long to reproduce here. Instead, readers are referred to Casavant and Kuhl [1988] , Chapin [1993] , Shirazi et al. [1995] , and Singhal and Shivaratri [1994] for examination of a representative sample of these algorithms. Several algorithms perform static analysis on a task set and generate a static task mapping for a particular architecture. Each of these tools represents the task set as a directed acyclic graph. These tools attempt to map the static task graph onto a given machine. Algorithms that perform static analysis include Parallax, Hypertool, macro-dataflow, Prep-P, and Oregami [Shirazi et al. 1995] .
SHARED-MEMORY PARALLEL SYSTEMS
Researchers working on shared-memory parallel systems have concentrated on local scheduling because of the ability to move processes trivially between processors. Two main causes of delay can be introduced by local scheduling in these systems: cache corruption, caused by moving processes between processors, and wasted cycles, due to preemption of processes holding locks. Techniques to avoid these problems are coscheduling, Smart Scheduling, and affinity-based scheduling [Singhal and Shivaratri 1994] .
DISTRIBUTED-MEMORY SYSTEMS
In distributed-memory systems, such as hypercube systems, global scheduling is done. Most hypercube systems use space sharing, in that they reserve subcubes of the larger hypercube for use by a single application. The PUMA [Wheat et al. 1994 ] operating system running on the Intel Paragon message-passing supercomputer combines space sharing and time sharing. Users can reserve blocks of processors for their use (space sharing), and can run multiple processes on each processor (time sharing).
DISTRIBUTED SCHEDULING SUPPORT SYSTEMS
Scheduling-support mechanisms focus more on supplying the ability to perform distributed scheduling than on specific algorithms for making scheduling decisions. Several systems have been built to support scheduling in locally distributed systems, including Condor and Stealth [Singhal and Shivaratri 1994] .
MESSIAHS [Chapin 1993 ] is intended for use in wide-area distributed systems comprised of locally distributed systems that may be running scheduling software such as Condor. Legion [Grimshaw et al. 1994] , SmartNet [Hensgen et al. 1995] , and Utopia [Zhou et al. 1993 ] also provide the capability to do distributed scheduling in large-scale distributed systems.
The Schizophrenic Workstation system, or Schizo, is a distributed operating system personality built on top of Mach [Singhal and Shivaratri 1994] . As a distributed operating system, it has tighter control over the component systems than is exerted by the scheduling systems mentioned above. Other dis-tributed operating systems include Sprite, the V System, Locus, and MOSIX [Singhal and Shivaratri 1994] .
RESEARCH ISSUE AND SUMMARY
The central problem in distributed scheduling is assigning a set of tasks to a set of processors in accordance with one or more optimizing criteria. Our review of many of the algorithms and mechanisms developed thus far to solve this problem shows that much work remains to be done. The primary areas of new research are heterogeneity and autonomy. Accommodating heterogeneity is primarily a technical problem; autonomy, on the other hand, is primarily a social problem. We must develop scheduling systems that support the autonomy of local systems if we expect the owners of those systems to make them available for at-large computation in a large-scale distributed system.
FOR FURTHER INFORMATION
Many of the seminal theoretical papers in the area are contained in Shirazi et al. [1995] . Chapin [1993] contains a survey of over forty scheduling algorithms. Singhal and Shivaratri [1994] describe and give pointers to many well-known distributed scheduling systems and distributed operating systems. These volumes serve as excellent starting points for those interested in further reading in the area.
