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1. INTRODUCTION
In his 1665 treatise, Micrographia, Robert Hooke described the
many observations he had made using a microscope, including
compartment-like structures in cork samples that he termed
“cells”.1 In the three and a half centuries since Hooke’s day,
both the microscope and our understanding of the cell have
been vastly improved upon, and the current outlook suggests
that the symbiotic relationship between the microscope and the
cell will continue to ﬂourish into the foreseeable future. The
cell is a basic yet complicated “unit” of interest to biology, just
as the atom is to chemists. Ultimately, scientists want to “see to
believe” when it comes to an explanation of the complex inner
workings of cells, but therein lies a complication. Seeing is not
always a possibility in biological systems. Size, speed, sensitivity,
and additional concerns plague the microscopist who wants to
peek inside of a cell. Enter a variety of molecular and
nanoparticle probes that are capable of tagging and pinpointing
the location of biological components that would otherwise be
invisible under the microscope. Advances in laser, camera, and
imaging processing technologies have also played a crucial role
in the burgeoning ﬁeld of single cell imaging, because they have
brought into view the fast processes that would normally escape
the human eye.
The purpose of this Review is to highlight the key advances
that have occurred in the past several years in the ﬁeld of single
cell optical imaging. It is not our intent to provide a
comprehensive review of the types of experiments or the
areas of cell research that are ongoing. Reviews with a distinctly
biological ﬂavor have been published recently, and these
alternative reviews focus on speciﬁc details of the cell and the
processes that occur within.2−7 Likewise, exceptional review
papers that have discussed the full spectrum of nanoparticle
probes and their properties have appeared recently.6−12 This
Review is designed to give an overview of the tools that are
being speciﬁcally used to accomplish single cell imaging. As
such, much of our emphasis in the ﬁrst several sections of this
Review is on imaging platforms, with a focus on design details
that are important to single cell imaging experiments. Next, we
emphasize speciﬁc imaging experiments that highlight the types
of ﬁndings that are possible at the nexus of microscopy,
nanoprobes, and live cells. Particular attention is paid to the
emerging orientation and rotational tracking of single probes
linked to mechanistic functions and diﬀerentiated structures of
biological interest. Finally, we provide a brief, yet rather
complete, summary of single cell manipulation techniques.
2. FLUORESCENCE IMAGING
Because of its high sensitivity and speciﬁcity, ﬂorescence
microscopy is commonly used for a broad range of applications
in cell biology. Among other purposes, ﬂuorescence microscopy
can be used to measure properties of molecular and cellular
movements,13,14 the cellular location of biomolecules,15 and
interactions between biomolecules.16 The high speciﬁcity of
ﬂuorescence microscopy is in part the result of the discovery
and subsequent cloning of the green ﬂuorescent protein (GFP)
and its many variants, which made it possible to express a
ﬂuorescent label fused to a protein of interest throughout a
given cell or organism. This breakthrough resulted in the
awarding of the Noble Prize in Chemistry to Osamu
Shimomura, Martin Chalﬁe, and Roger Y. Tsien in 2008.
A large number of ﬂuorescence imaging techniques have
been developed. Lakowicz’s classic book17 is highly recom-
mended for acquiring deep understanding on ﬂuorescence
spectroscopy. It is nearly impossible to cover all of these
techniques in one review article. In this section, we focus on
several hot areas that have seen many recent developments in
instrumentation and methodology for single cell imaging. A
notable omission from this Review is near-ﬁeld optical scanning
microscopy (NSOM). Readers interested in NSOM should
refer to other excellent review articles.18,19
2.1. Confocal Single-Photon and Multiphoton Fluorescence
Confocal ﬂuorescence microscopy and multiphoton excitation
ﬂuorescence (MPEF) microscopy are relatively mature
methods and widely used nowadays. We will start with a very
brief introduction to these two methods and focus on recent
technical advances in terms of spatial resolution, temporal
resolution, and sensitivity, with a few arbitrarily selected
applications. In light of the recent and fast development of
far-ﬁeld, super-resolution optical imaging techniques, this
Review will emphasize the spatial resolution currently
achievable in these techniques, especially with the applications
of lasers and high numerical aperture (NA) microscope
objectives.
2.1.1. Optical Sectioning of Confocal Fluorescence
Microscopy. Conventional wide-ﬁeld, epi-ﬂuorescence mi-
croscopy oﬀers submicrometer spatial resolution and excellent
temporal resolution for observation of biological structure and
dynamics in live cells. However, epi-ﬂuorescence microscopes
do not have any element other than the objective to
discriminate background ﬂuorescence originated from out-of-
focal plane ﬂuorophores. This results in a blurry image if three-
dimensional (3D) objects, for example, cells, are imaged.
This problem was not solved until the advent of confocal
microscopy. The confocal concept was ﬁrst introduced by
Minsky,20,21 and since that time, confocal microscopy has
become well-developed and routinely used in many diﬀerent
areas of science. In confocal ﬂuorescence microscopy, point
illumination is used, and out-of-focal plane ﬂuorescence is
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eﬀectively rejected by placing a pinhole before the detector at a
plane conjugate to the illumination focal plane. By using this
conﬁguration, from which the term “confocal” stems, imaging
of thin slices along the axial direction in intact cells, tissue, or
even animals becomes possible. This major advantage of
confocal microscopy is also referred to as “optical sectioning” or
“depth discrimination”, and it helps in the construction of 3D
proﬁles from thick samples. Although confocality can also be
realized in scattering mode, ﬂuorescence-mode confocal
systems are most commonly used. A simple schematic of an
optical path in a ﬂuorescence confocal microscope that
demonstrates the sectioning capability is shown in Figure 1.
2.1.2. Lateral and Axial Resolution. Point Spread
Function and Spatial Resolution of Conventional Far-Field
Optical Microscopy. The sectioning capability of confocal
microscopy clearly indicates an improved axial resolution over
other modes of microscopy. In fact, both lateral and axial
resolution can be improved by confocal microscopy. Resolution
here refers to the minimum distance between distinguishable
objects in an image. Before presenting a detailed discussion of
confocal microscopy, it is necessary to brieﬂy review the
deﬁnition of point spread function (PSF) in optical microscopy.
Because of diﬀraction, light emitted from a point source, even
using an ideal objective, cannot be imaged to a point in the
image space, but rather one obtains a 3D light intensity
distribution. Sir George Airy ﬁrst derived the mathematical
expression for the intensity distribution originating from a point
light source as a function of the distance from a small
unobstructed circular aperture pupil. In microscopy, the
objective lens behaves the same as an aperture. The image
pattern coming out of an objective lens is thus called Airy disk,
and it consists of a central brightest disk with progressively
dimer concentric disks (diﬀraction rings). Mathematically, the
Airy disk pattern is related to the ﬁrst-order Bessel function of
the ﬁrst kind. The diameter of central disk is called one Airy
unit (1 AU), which is:
λ= ×1 AU 1.22
NA (1)
where λ is the wavelength of the light passing through the lens,
and NA is the numerical aperture of the objective lens.
Actual resolution is determined by the size of the Airy disk.
Currently, the most commonly used deﬁnition of resolution is
Rayleigh’s criterion, which states that two objects are
considered to be laterally resolved if the central maximum of
one point object overlaps with the ﬁrst minimum of the other.
This corresponds to the distance given by:22,23
δ λ= ×0.61
NAlateral
det
(2)
where λdet is the wavelength used in detection of the image
pattern. Note that Rayleigh’s resolution criterion is not a law of
physics but rather, as conceived by Rayleigh: “...is convenient
on account of its simplicity and it is suﬃciently accurate in view
of the necessary uncertainty as to what exactly is meant by
resolution.”
It also should be noted that readers need to be careful about
the current use of “resolution” in the literature. There are other
criteria of considerable interest, for example, Sparrow criterion,
which states that two point sources can just be resolved when
the second derivative of the total intensity proﬁle of the two
points in the image vanishes on-axis. In some cases, the
intensity minimum in Rayleigh’s deﬁnition is diﬃcult to assign,
or the Rayleigh criterion does not best represent the separation
of two neighboring point objects. Resultantly, using the full
width at half-maximum (fwhm) of the detection PSF as
resolution becomes more popular. In this Review, to minimize
confusion, we will honor this emerging practice but specify a
fwhm resolution (fwhm) or a Rayleigh resolution (δ). For
example, the lateral resolution, according to the fwhm criterion,
of diﬀraction-limited optical microscopy is:24
λ= ×fwhm 0.51
NAlateral
det
(3)
The axial distribution of light intensity was calculated by
Linfoot and Wolf in 1953, and the distance from the center of
the 3D diﬀraction pattern to the ﬁrst minimum in the z-
direction for small NAs (<0.5) is given by:25
δ λ= n2
NAaxial
det
2 (4)
and for large NAs:
δ λ=
− −n n NA
axial
det
2 2 (5)
Similarly, we can obtain the axial resolution according to fwhm
criterion for small NAs (<0.5):
λ= nfwhm 1.77
NAaxial
det
2 (6)
and for large NAs:
λ=
− −n n
fwhm
0.88
NA
axial
det
2 2 (7)
Using diﬀerent criteria, one obtains similar expressions but with
slightly diﬀerent coeﬃcients.
The axial resolution should not be confused with the “depth
of ﬁeld” or “depth resolution” in some literature, which is
deﬁned as the width of the emission-side diﬀraction pattern at
80% of the maximum intensity. It describes the depth of the
Figure 1. A schematic representation of the optical path in a point-
scanning confocal ﬂuorescence microscope. The collimated excitation
beam (solid blue) is directed to the microscope objective by a dichroic
mirror and focused onto the sample. The ﬂuorescence signal (dashed
blue) emanating from the sample in focus is collected by the same
objective and imaged through a pinhole onto a detector. The oﬀ-focal
plane signal (dashed red and green) is rejected by the pinhole.
Chemical Reviews Review
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image that appears to be sharply in focus. Again, the 80% is
arbitrarily deﬁned.
Resolution of Confocal Fluorescence Microscopy. In
confocal microscopy, because of the application of the pinhole,
extra discrimination ability can be provided. For imaging a
point, a confocal ﬂuorescence microscope generates two point
images: one by projecting the laser beam into the object space,
the other by projecting the ﬂuorescence signal from a point
source into the image space. The total PSF (PSFtot) of a
confocal microscope is the convolution of the two PSFs:
= ⊗x y z x y z x y zPSF ( , , ) PSF ( , , ) PSF ( , , )tot ill det (8)
where PSFill is the intensity distribution of the focused laser
spot, and PSFdet is the intensity distribution of the ﬂuorescence
signal behind the pinhole.23,24 The pinhole is never inﬁnitely
small, and PSFdet is always larger than PSFill. In practice, the
pinhole size is usually set at 0.8−1.0 AU to ensure that enough
photons are being collected. Here, the airy unit is deﬁned in eq
1 and used primarily for normalizing the actual pinhole size in
accordance with the illumination light wavelength and the NA
of the objective. Under this condition, the optical resolution is
dominated by the PSFill:
λ= ×fwhm 0.51
NAill,lateral
ill
(9)
Similarly, the axial resolution for small NAs (<0.5) is:
λ= nfwhm 1.77
NAill,axial
ill
2 (10)
and for large NAs is:
λ=
− −n n
fwhm
0.88
NA
ill,axial
ill
2 2 (11)
These equations are strikingly similar to those for epi-
ﬂuorescence microscopy, except that λdet is replaced by λill in
confocal microscopy. That is, the optical resolution, both axial
and lateral, depends only on the wavelength of excitation.
Therefore, confocal microscopy improves the resolution by a
factor of λem/λex as a result of the Stokes shift.
26
At the ﬁrst look, it is counterintuitive that confocal
microscopy has excellent sectioning capability, but the
theoretical axial resolution is not drastically improved as
compared to epi-ﬂuorescence microscopy under practical
conditions. This is not surprising because, in reality, the
resolution is related to the signal-to-noise ratio (S/N) as will be
discussed in a later part of this section. Confocal type detection
eﬀectively removes out-of-focal plane ﬂuorescence, leading to a
much cleaner background, hence the better axial resolution.
Laser Illumination and Resolution. The above equations
are derived by assuming that the lens aperture is homoge-
neously illuminated. In practice, this is not always true. First,
even for lamp excitation, because of aplanatic projection, the
wavefront is spherical, leading to an amplitude distribution
weighted by (cos(α))1/2, where α is the angle of focusing.
Second, current commercial instruments use a laser beam as the
excitation source, which has a Gaussian intensity proﬁle. The
Gaussian beam waist, after being focused by a lens, can be
written as:27
ω λ
π
= f
d
2
4
0
ill
(12)
where ω0 is the 1/e
2 radius of the Gaussian beam after the lens,
f is the focal length of the lens, and d is the active lens diameter.
For a laser beam ﬁlling the full back aperture of a microscope
objective (the beam waist 2ω before the lens approaching the
diameter of the lens), we obtain:
ω λ= 0.32
NA0
ill
(13)
and
λ= nfwhm 0.64
NAaxial
ill
2 (14)
Equations 12−14 give an excellent approximation of the size of
the focused laser spot for under-ﬁlled laser beams, and we can
see that the larger is the incident laser beam, the more tightly it
is focused. Overﬁlling the back aperture of the microscope
objective will expand the focused beam.27 In fact, as the
incident beam becomes larger, the incident wavefront becomes
more like a plane wave, and eqs 9−11 apply. Numerical
simulations show that the eﬀect of amplitude variations across
the wavefront on the PSF proﬁle is negligible in this situation.
Thus, eqs 9−11 are good estimations for lamp excitation and
overﬁlled laser beams.
Eﬀect of Pinhole Size. When the pinhole diameter is
reduced well below 0.8 AU, the resolution of confocal
microscopy is slightly improved and aﬀected by both PSFill
and PSFdet. At the limiting case, where the pinhole is suﬃciently
small (<0.25 AU), the excitation and detection PSFs are
identical in shape but slightly diﬀerent in the dimension
because of the Stokes shift between illumination and emission.
Consider the most simpliﬁed case where the Stokes shift is
negligible, the intensity PSFtot can be written as:
= | |x y z x y zPSF ( , , ) PSF ( , , )tot ill 2 (15)
A good approximation of the spatial resolution is:
β
≈
+
fwhm
1
1
fwhmtot 2 ill
(16)
where β is the ratio λill/λdet. Equation 16 applies to both lateral
and axial resolutions. When the Stokes shift is suﬃciently small
(β approaches 1), the resolution of confocal microscopy is
improved by a factor of √2. Note in this case, the Rayleigh
criterion is no longer a good approach to estimate the
resolution because the position of the ﬁrst minimum does not
change upon squaring of the PSF.
For pinhole size between 0.25 and 0.8 AU, further
approximation needs to be taken to obtain an analytical
expression of the resolution. The improvement factor is more
readily obtained through experiments.
Eﬀective Resolution. The eﬀective resolution of a micro-
scope depends on a number of complex parameters. The best
resolution can be obtained under ideal conditions, that is,
perfect optical alignment, minimal optical aberrations, absence
of refractive index mismatch at the interfaces, good S/N per
pixel, and appropriate data sampling frequency. The depth
within the specimen where an optical slice is to be measured
also aﬀects the resolution, and this will be discussed in the next
section. Although modern optics have improved optical
performance, it is nearly impossible to achieve theoretical
resolution as ideal conditions are never met. Noise of various
kinds, for example, thermal noise, detector noise, stray light,
shot noise, etc., decreases the S/N and aﬀects the image
Chemical Reviews Review
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contrast and resolution adversely. Another factor is sampling
frequency, that is, number of pixels sampled per resolution unit.
If the sampling frequency is too low, it is less likely that a pixel
will fall exactly at the peak or valley in the PSF, leading to
pixelation and reduced image contrast. The Nyquist sampling
criterion states that resolution and contrast can be preserved if
sampling at the rate of at least 2.3 pixels per resolution element,
that is, fwhm of PSF.28,29 Finally, optical aberrations originating
from the microscope objective and refractive index mismatch
have been discussed elsewhere.30,31
2.1.3. Multiphoton Excitation Fluorescence Micros-
copy. Similar to confocal microscopy, MPEF microscopy
adopts the approach of point illumination and imaging through
scanning and also oﬀers excellent sectioning capability. The
two-photon absorption process was predicted by Nobel
Laureate Maria Göppert-Mayer in 1931.32 Two-photon
excitation (2PE) ﬂuorescence from CaF2:Eu
2+ with a laser
source was ﬁrst reported by Kaiser and Garrett in 1961.33 For
many years, the application of two-photon and multiphoton
absorption was mainly limited to spectroscopic studies. MPEF
microscopy became practical with the emergence of mode-
locked, femtosecond lasers with high peak power and a
repetition rate of ∼100 MHz.34 The viability of this microscope
in biology was demonstrated by imaging live cultured pig
kidney cells. After a brief discussion on the actual multiphoton
excitation process, this subsection will focus on resolution and
imaging depth, with comparisons made to confocal microscopy,
as appropriate.
The Multiphoton Excitation Process. The most noticeable
feature of MPEF microscopy is that it involves a process in
which multiple photons are absorbed simultaneously by a
ﬂuorophore, where “simultaneous” refers to the time scale of
∼1 fs (10−15 s), and the number of photons can be 2, 3, ...,
while only one ﬂuorescence photon is produced. MPE
processes yield small absorption cross sections. For example,
two-photon absorption cross sections (σ) commonly fall in the
range of 10−47−10−49 cm4·s/photon.35,36 The low absorption
cross sections need to be compensated for by using a higher
excitation intensity, which is achieved with tight focusing
provided by a high NA objective in combination with pulsed
laser illumination.
MPEF imaging allows the usage of IR laser for illumination
and oﬀers excellent axial sectioning and lateral resolution
comparable to that of one-photon excitation (1PE) confocal
ﬂuorescence microscopy. IR photons are less prone to be
absorbed by cells and tissues than are the higher energy
photons used in 1PEF imaging. Because of the conﬁned
excitation under MPEF, regions situated outside the excitation-
cone-waist do not suﬀer from photobleaching.37−39 Thus,
MPEF microscopy retains the advantages of a single-photon
confocal ﬂuorescence microscopy and gains the absence of out-
of-focus photodamage of the sample.
Furthermore, in living specimens, endogenous ﬂuorophores,
for example, NAD(P)H, ﬂavins, lipofuscin, melanin, and
porphyrins, etc., can be directly excited by using 2PE, providing
the opportunity for label-free imaging.40−42 All of these features
make MPEF microscopy an ideal tool for imaging biological
cells.40,43−54
Resolution of Multiphoton Fluorescence Microscopy.
MPEF’s key advantage over confocal microscopy is MPEF’s
impressive ability to detect and image light-scattering samples.
In the absence of other secondary processes (e.g., photo-
bleaching, saturation eﬀect, etc.), the intensity of MPE
ﬂuorescence follows higher power law dependence on the
illumination intensity “I”, that is, I2 and I3 dependence for 2PE
and three photon excitation (3PE), respectively. The
probability of excitation is maximal at the excitation-cone-
waist, but the probability drops sharply outside of that focal
point and also to either side of the focal plane. Thus, the MPE-
generated ﬂuorescence process is highly localized to the focal
point as compared to the 1PE process. As a result, photon
emission originates from the highly localized region, and
MPEF-based instruments are not constrained to the same
designs as 1PE.
Because the background ﬂuorescence that originates from
out-of-focal plane is avoided with MPEF, no confocal spatial
ﬁlter (i.e., the pinhole) is required, and a nondescanned wide-
ﬁeld detector can be implemented.55 Such an instrument setup
leads to a marked improvement in detection sensitivity over
1PE instruments, because essentially no background ﬂuores-
cence occurs while the scattered ﬂuorescence originates from a
highly pinpointed region. Thus, the lateral resolution of MPEF
microscopy is excellent as compared to 1PE even though a
longer wavelength of light is used. This design also results in
improved imaging depth, but that discussion will be delayed
until the discussion on lateral resolution is completed.
The true lateral spatial resolution, taking 2PE ﬂuorescence
(2PEF) microscopy as an example, can be estimated from its
total PSF when a pinhole is not used:
= | |x y z x y zPSF ( , , ) PSF ( , , )tot ill 2 (17)
As compared to 1PE confocal ﬂuorescence microscopy with the
same ﬂuorophores, in 2PEF microscopy, the application of an
IR laser that has a wavelength approximately twice as that used
in 1PEFM expands the MPE PSFill by a factor of ∼2,
56 while
the square of PSFill due to the second-order photon process
reduces the fwhm of PSFtot by a factor of √2. The overall
resolution, both laterally and axially, is ∼√2 times worse than
that of 1PEFM.
As explained above, MPEF microscopy does not require a
pinhole. However, it has been shown that the usage of a pinhole
actually improves the resolution in most cases.57,58 The PSF
total in the presence of the pinhole becomes:
= | | | |x y z x y z x y zPSF ( , , ) PSF ( , , ) PSF ( , , )tot ill 2 det (18)
from which the spatial resolution can be estimated. Note that
for imaging deep into the specimen, signal photons are in the
visible range and suﬀer from scattering, making it diﬃcult to
image through a pinhole. So under this design, pinholes actually
degrade the performance.52,59 In such cases, putting a PMT
detector with large active area close to the objective is usually
advantageous.60
Imaging Depth. Another important feature of MPEF
microscopy is its ability to image deep into the specimen at
high-resolution. An excellent and detailed paper on the limits to
two-photon microscopy was written by Theer and Denk,61 and
readers are referred to this paper for an in-depth discussion on
the topic. Here, we present a brief discussion concerning
MPEF’s imaging depth.
The greatest imaging depth, or depth-limit, has been deﬁned
as the focal depth whereupon background ﬂuorescence and
signal ﬂuorescence become equal.61 However, imaging depth
cannot be improved upon ad inﬁnitum. Imaging depths in the
range of 0.5−1.0 mm are quite common with MPEF, in
comparison to ∼100 μm for 1PE confocal ﬂuorescence
Chemical Reviews Review
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imaging.45,61,62 Imaging at depths as great as 1.6 mm within
tissues have been achieved.63 As deeper imaging is attempted
into thicker samples, ﬂuorescence that occurs near the sample
surface proves to become a hindrance to image contrast, and
eventually all signal can be lost.61 However, it has been found
that the depth limit can be slightly increased by increasing the
eﬀective numerical aperture, decreasing the laser-pulse
duration, or by using isotropic samples that are properly
stained. More recently, promising attempts at improving the
imaging depth and image contrast have been also accomplished
by working with photoactivatible ﬂuorophores.55
2.1.4. Recent Developments of Scanning Single-
Photon and Multiphoton Fluorescence Microscopy in
Cell Imaging. Since the development of scanning confocal
ﬂuorescence microscopes, there has been signiﬁcant progress in
lasers, scanning systems, ﬂuorescence probes, and labeling
techniques. Single-photon confocal and multiphoton excitation
ﬂuorescence microscopy are widely used in combination with
other ﬂuorescence techniques, for example, polarization,
ﬂuorescence lifetime (FLIM), ﬂuorescence resonance energy
transfer (FRET), ﬂuorescence correlation spectroscopy (FCS),
ﬂuorescence recovery after photobleaching (FRAP),64 etc., to
get insight into various cellular processes.
The recent eﬀort of scanning ﬂuorescence microscopy
includes improving the performance of imaging in spatial
resolution, temporal resolution, sensitivity, and probes for
imaging. Recently developed 4pi- and stimulated emission
depletion (STED) microscopy have pushed the scanning
ﬂuorescence microscopy resolution to a regime of ∼20 nm.
This part will be reviewed in section 2.2.
By focusing laser beams to the diﬀraction limit through high
NA objectives, the probe volume can be drastically reduced,
leading to a suppressed background. In the combined use of
highly sensitive avalanche photodiode detectors (APD), the S/
N of single-photon confocal or MPE ﬂuorescence microscopy
can be greatly improved, and detecting single molecules
becomes possible. For example, single-molecule FCS has
been used to study the diﬀusion of green ﬂuorescent protein
(GFP)-tagged proteins, protein−protein interactions, mem-
brane traﬃcking, and nuclear architecture and function in live
cells.65−68 A more recent trend is directly tracking individual
molecules/nanoparticles in the 3D translation space and
orientation space in live cells, which will be reviewed in section
5. By spreading the single-molecule image into a line image
using a grating, or adopting a two-channel detection scheme,
one can obtain spectroscopic information. One example is
single-molecule FRET where two channels of color information
are obtained simultaneously (section 2.5).
2.1.5. Improving Temporal Resolution. One critical
element in live cell imaging is time. All biological processes
have a characteristic time course, for which the microscopic
system must be able to match to extract useful information.
Although early scanning type microscopes are relatively slow,
newer technology with suﬃcient temporal resolution makes the
study possible for many biological phenomena. For example, by
applying quantitative time lapse confocal imaging, Hirschberg
et al. studied the transport pathways and intermediates involved
in the transport of secretory cargo from the Golgi apparatus to
the plasma membrane.69 Using diﬀerent labeling techniques
and confocal imaging, Moreno et al. showed that two distinct
populations of secretory vesicles exist in neuroendocrine cells
and suggested that these populations should be considered for
describing vesicle related dynamics.70 Point-scanning confocal
microscopy systems have also been frequently used in imaging
various organelles in diﬀerent cell lines. For example, Villa et al.
took advantage of confocal imaging to study the morphology
and distribution of mitochondria in healthy and multidrug-
resistant carcinoma cells.71 Using rhodamine 123 and
dimethylaminostyryl-methylpyridiniumiodine as mitrochron-
drial ﬂuorescent probes, they found that two diﬀerent
subpopulations of mitochondria having diﬀerent localization,
morphology, and activity exist in carcinoma cells. Kuznetsov et
al. used time lapse confocal ﬂuorescence microscopy to study
mitochondrial dynamics in human pancreatic cells.72 They
found the existence of very complicated spatial organization
and dynamics inside these cells and suggested that such
complex patterns of dynamics could be linked to other cellular
systems and processes. By imaging ﬁbrotic mouse and human
lungs, Rock et al. demonstrated unexpected heterogeneity of
stromal cells in ﬁbrotic lesions.73 Aided by confocal
ﬂuorescence microscopy systems, a tremendous amount of
work has also been performed to study the calcium dynamics in
living cells using calcium sensitive ﬂuorophores. There is a
plethora of other work (both recent and earlier) in which
confocal ﬂuorescence microscopy has been used as an
important tool for cell imaging. The above examples are
representative of the kinds of work being accomplished in this
area of research.
Limiting Factor. In conventional microscopy, a wide object
ﬁeld is imaged at once, so it is considered a parallel image
acquisition method. In contrast, in confocal ﬂuorescence
microscopy, only a single or a few object points are imaged
at a time, making confocal ﬂuorescence microscopy a serial
image acquisition method. Scanning is required to obtain an
optical section with a reasonable size (e.g., 200 × 200 pixels),
which takes ∼1 s. Four types of confocal scanning systems are
commercially available: sample scanning, laser scanning, disc
scanning and diﬀerential disc scanning, and slit or line scanning.
Each scanning system has its merits and demerits.
Sample Scanning. The original versions of confocal
microscopes20,74−76 were of the sample scanning type, and a
number of excellent works in biological studies have been
published on sample scanning confocal systems.77,78 In this
approach, the specimen is moved on an xyz-piezo stage across a
stationary, focused laser spot. Because all of the optical axes
remain stationary, this conﬁguration oﬀers the best image
quality and requires minimal postacquisition data processing.
The ﬁeld of view is not limited by the type of objective used.
Objectives not corrected for oﬀ-axis aberrations (coma, ﬁeld
curvature, astigmatism, etc.), that is, “nonplan” objectives, can
be used. Recent piezoelectric stages oﬀer subnanometer
resolution and precision in scanning, making high-resolution
imaging possible. However, the major disadvantage of sample
scanning is that it is relatively slow for real-time imaging due to
the requirement of moving the scanning stage. Sometimes
mechanical vibration of the stage can distort the soft, live
specimen.
Laser Scanning. An alternative to sample scanning is laser
scanning, in which the illumination spot is raster-scanned while
the sample is kept stationary. All beam-scanning approaches
require a microscope objective that shows excellent optical
quality throughout the entire ﬁeld of view, that is, both on- and
oﬀ-axis. Thus, only objectives labeled “plan” with ﬂat-ﬁeld
correction are appropriate for beam scanning purposes. There
are diﬀerent beam scanners available: linear galvanometric
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scanner, resonant scanner, acousto-optical deﬂectors, and
polygon mirror scanner.
Galvanometric scanning was introduced by Åslund et al.79,80
and ﬁrst used by Amos et al.81 and White et al.82 in biological
research. In such scanning systems, two mirrors separately
mounted to linear galvanometer motors scan the laser beam
relative to the sample and descan the ﬂuorescence signal
simultaneously. Resonant scanning is a more advanced form of
galvanometric scanning. The major force driving the mirror
comes from a torsion spring that vibrates close to its resonant
frequency.83 Resonant scanning oﬀers a faster scan speed.
However, it does not allow the access to an arbitrary spot
within the scanning range.84 In both approaches, one mirror is
designed to scan the fast axis and the other for the slow axis.
Scanning speed is mainly limited by the mechanical properties
of the scanning mirror assembly.
Acousto-optical deﬂector (AOD)-based scanning further
improves the scanning speed of the laser beam by employing
an acoustic wave to modulate the optical property of a
birefringent crystal. Light passing through the crystal will be
deﬂected at an angle that depends on both the frequency of the
acoustic wave and the wavelength of light.78,84 Although AOD
scanners quickly move the beam, they have lower reﬂection
eﬃciency. Also, chromatic correction is required to descan the
ﬂuorescence because the reﬂection angle is wavelength
dependent for AOD.
In polygonal mirror scanning, a multifaceted polygonal
mirror attached to a motor-driven shaft provides fast beam
scanning along the x-axis (fast axis). A second mirror mounted
to the linear galvanometer and synchronized to the fast axis
mirror scans the slow axis. As the shaft rotates, the diﬀerent
mirror facets are accessed, resulting in the beam scanning along
the fast axis. The polygon size and number of facets are
determined by the beam diameter, angular deviation, data
points per scan, and duty cycle. One problem of this scanning
conﬁguration is that any imperfection in the mirror facets
results in a faulty scanning pattern.84,85
Disc Scanning. One way to signiﬁcantly increase the
imaging speed is by illuminating multiple spots in the focal
plane and detecting signals from these spots simultaneously.
Disc scanning confocal (DSC) systems utilize this concept with
a disc (e.g., Nipkow disc) bearing a series of carefully designed
pinholes and/or slits. Parallel signals can be detected with a
charge-coupled device (CCD) or complementary metal-oxide-
semiconductor (CMOS) camera. The speed of DSC is
determined by the rotation speed of the disc as well as the
number of pinholes/slits. The resolution is determined by the
design and size of pinholes/slits in the Nipkow disc. DSC
systems oﬀer scanning speeds close to conventional wide-ﬁeld
microscopes and can go as high as 700 frames/s, thereby
approaching the limit of current array-based CCD/CMOS
cameras.
Depending on their design, three types of DSC systems are
in practice: tandem, single-sided, and Yokogawa microlens.
Tandem DSC, the earliest version of DSC, consists of a disc
having a number of pinholes arranged in a symmetric pattern of
right- or left-handed spirals.86,87 Illumination and detection is
performed through diﬀerent sets of pinholes on the same disc.
In single-sided DSC, pinholes are arranged in a series of
concentric circles, and the same sets of confocal pinholes
illuminate and detect the sample.88 This design oﬀers a simpler
optical path and also faster scanning speed than the tandem
design. A slight variation of DSC, with an even simpler design,
utilizes a disc having multiple slits.89,90 It is apparent that in
DSCs discussed above, a large fraction of excitation light is
blocked by the disc, leading to a low throughput. Yokogawa
Electric came up with the idea of using one more Nipkow disc
having microlens aligned toward the illumination side.
Designing a disc having thousands of aberration free lenses is
expensive and diﬃcult; however, such a disc signiﬁcantly
improves the transmission eﬃciency of the excitation light from
1−2% in conventional DSC to about 40−60%.91,92
Cross-talk between pinholes is a common problem for the
Nipkow disc. Cross-talk is negligible at the focal plane but
becomes increasingly worse away from the focus because the
detector sees signiﬁcant amounts of oﬀ-focal plane background
from neighboring pinholes. The axial resolution and optical
sectioning capability of DSC systems are lower than those of
single-point scanning confocal systems.93−95 The cross-talk
problem can be minimized by utilizing the diﬀerential disc
scanning approach,96−100 in which the approximate interpin-
hole cross-talk background is measured using a second CCD.
Better image quality can be obtained by subtracting suitably
weighted background from the primary image.101 By imaging
ﬁbroblast cells stained with Oregon Green-conjugated antibod-
ies, it has been demonstrated that this approach enhances both
lateral and axial resolution.102
DSC microscopes oﬀer excellent temporal resolution, and
thus have found many applications for the study of various
dynamic cellular processes. Similar kinds of studies for point-
scanning confocal ﬂuorescence microscopy can be carried out
using DSC microscopes but with better temporal resolution
and lower illumination doses.103−106 Recently, DSC micro-
scopes are also getting attention in nanobio research. There
have been concerns regarding the biohazard of smaller
nanoparticles. For example, Jiang et al. used time lapse DSC
microscopy to study exo- and endocytosis of 4 nm zwitterionic
quantum dot (QD) nanoparticles by live HeLa cells.107 They
demonstrated that internalization starts after the threshold
density is reached, and particles accumulate in the plasma
membrane prior to internalization. They found that a signiﬁcant
fraction of endocytosed particles accumulated in lysosomes,
while the rest were actively transported to the cell periphery
and exocytosed.
Slit Scanning. Slit scanning can be viewed as a slightly
diﬀerent version of DSC, where a slit of excitation light is
scanned across the specimen to increase the imaging speed.
Correspondingly, ﬂuorescence is imaged on to a 1D CCD array
using a confocal slit aperture. This approach oﬀers a scanning
speed similar to or better than that of DSC systems, but a much
simpler instrument design.108 However, the slit aperture cannot
provide axial resolution as good as that of a point scanning
confocal instrument.83,93,109
Multifocal Scanning for MPEF Microscopy. MPEF
microscopy can adopt both sample-scanning and laser-scanning
approaches as in 1PE confocal microscopy. However, MPE
requires a tightly focused laser beam so that the DSC cannot be
applied. Multifocal scanning, originally implemented in
1998,110,111 can be viewed as a comparable version of disk-
scanning in MPE and oﬀers faster scanning. In this approach,
the sample is illuminated by an array of focal points using a
rotating/static microlens array110,111 (type I), or cascading
beam splitters112,113 (type II), or diﬀractive optical ele-
ment114,115 (type III). In all types, CCD cameras are used as
the detector, so the imaging rate is limited by the camera
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readout speed. To further improve the imaging rate, segmented
CCD can be used.116
The real-time imaging capability of the original type I MPEF
microscope was demonstrated by imaging the movement of live
boar-sperm cells with heads and tails labeled with Hoechst
33342 and ﬂuorescein, respectively.111 As in DSC microscopy,
optimal foci separation is required to minimize cross-talk in
MPEF microscopy. If the foci are too close, cross-talk can
degrade the sectioning capability and resolution. The cross-talk
problem in a type I MPEF microscope can be minimized by
introducing an interfoci delay of a few picoseconds with a
variable thickness glass slide placed next to the microlens
array.117
In the type II MPEF microscopy setup,112,113 however, an
interfoci delay is automatically introduced as the beams travel
diﬀerent optical paths within the beam splitter systems. A nice
advantage of the type II setup is that the interfoci distance can
be smoothly varied if required. Because of the minimized cross-
talk, the improved sectioning capability was demonstrated by
obtaining stacks of images (in conjunction with sample
scanning stage) of ethidium bromide and ﬂuorescein labeled
Chinese hamster ovary (CHO) cells at various depths.113 A
commercial type II MPEF microscope is also available and has
been used for live imaging to study calcium dynamics in muscle
cells.118
In comparison to type I and II, type III oﬀers a very uniform
illumination pattern in the focal plane. As a potential
application of the type III microscope to cell biology, Sacconi
et al. imaged the diﬀerent axial slices of cytoskeleton in bovine
pulmonary artery endothelial cells.114
There have been several other eﬀorts made to improve the
diﬀerent aspects of MPEF microscopy.119−121 The multifocal
multiphoton microscopes, in general, oﬀer excellent scanning
speed. However, they are currently not ideal for imaging thick
samples that scatter light. Kim et al. reported a solution to
image deep into the scattering tissues by using a multianode
PMT detector, which is more sensitive to ﬂuorescence signals
than scattering light.122 Figure 2A shows the multifocal imaging
setup, and Figure 2B demonstrates that such an excitation
scheme with a multianode PMT detector can achieve a faster
imaging rate while retaining excellent image quality deep in the
tissue sample. More recently, a 2PEF microscope containing no
external multiplexer was realized by using a linear array of
illumination beams that have a nanosecond interbeam delay
time generated from an oscillator.123,124 Using this conﬁg-
uration, simultaneous imaging of multiple focal planes within
the specimen can be realized by electronically demultiplexing
the PMT signals coming from diﬀerent focal planes.
Application of such a microscope in cell biology was
demonstrated by studying the axial movement of swimming
Euglena and by imaging axial slices of trigeminal nerves from
adult mice.123,124 Furthermore, Oron et al. built a scanningless
depth-resolved 2PEF microscope capable of imaging full
specimen ﬁeld of view and demonstrated its capability by
Figure 2. Multifocal multiphoton microscopy. (A) A schematic of the multifocal multiphoton microscopy setup. (B) Depth resolved image of GFP-
expressing neurons in the ex vivo mouse brain. Improvement of image quality is obvious if signal is detected using a multianode PMT. Image size 320
× 320 pixels, frame rate 0.3 frames/s. Objective used: 20×, water immersion, NA 0.95. Reprinted with permission from ref 122. Copyright 2011
Optical Society .
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imaging DAPI stained drosophila egg-chamber.125 Further
information on the scanning approaches applicable to MPE
imaging can also be found in a recent review by Carriles et al.84
To summarize, scanning one-photon and multiphoton
confocal ﬂuorescence microscopy served as one of the most
used methods in cell imaging and will continue to be so in the
next few years because of its availability and robustness. The
point scanning approach gives it diﬀraction-limited resolution
both laterally and axially but also limits its temporal resolution.
There will be continuous eﬀort to improve the spatial
resolution adopting this point scanning approach. The
foreseeable advancements in confocal ﬂuorescence microscopy
will be its combination with other imaging modes to
simultaneously monitor multiple aspects of the same biological
process. Such a multimodality imaging approach is also crucial
to establish correlation among various biological phenomena,
leading to a comprehensive understanding of the biological
system.
2.2. Super-Resolution Fluorescence Microscopy
Ever since the very early days of optical microscopy, improving
its spatial resolution has been a major development focus. The
better is the resolution, the more detailed information a
microscope can reveal. The perfection of the optical design and
objective manufacturing over the past several hundred years has
brought the spatial resolution of a light microscope to the
fundamental physical limit governed by light diﬀraction, at
approximately one-half of the light wavelength (see discussion
in section 2.1.2). Breaking through this diﬀraction limit has
become a seemingly insurmountable challenge. NSOM circum-
vented the diﬀraction problem by placing an optical ﬁber or a
metal tip very close to the sample as the excitation light
source.126 Recently invented superlenses using negative
refractive index material127 are capable of magnifying these
near-ﬁeld images into far distances. Nevertheless, they still
require physical proximity to the sample, thus restricting their
applications. In the past few years, the emergence of super-
resolution microscopy techniques enabled diﬀraction-unlimited
imaging using the same diﬀraction-limited far-ﬁeld optics as in
conventional ﬂuorescence microscopy.128−133 This feature
Figure 3. Super-resolution microscopy. Upper panel: Principles of super-resolution microscopy techniques. Lower panel: Confocal and super-
resolution images of ﬂuorescent protein labeled microtubules in living cells, showing SIM of EGFP-tubulin in a living Drosophila S2 cell (adapted
with permission from ref 149; Copyright 2009 Nature Publication Group), confocal and STED microscopy of mCitrine-tubulin in a living PtK2 cell
(adapted with permission from ref 156; Copyright 2008 National Academy of Sciences), and STORM/PALM/FPALM of mEos2-tubulin in a living
Drosophila S2 cell (image acquired by Bo Huang), respectively. All images are shown with the same magniﬁcation. Scale bars: 2 μm.
Chemical Reviews Review
dx.doi.org/10.1021/cr300336e | Chem. Rev. 2013, 113, 2469−25272477
immediately spurred the interests from various ﬁelds in biology,
and we have now started to see new biological discoveries made
by these techniques.134−138
By the deﬁnition of resolution, a ﬂuorescence microscope
cannot clearly distinguish two ﬂuorophores very close to each
other. However, even when they are not optically resolvable, if
we can modulate them so that they generate diﬀerent
ﬂuorescence signals, they will be distinguished. This diﬀer-
entiated modulation is the key principle underlying all super-
resolution microscopy techniques.139,140 According to how
ﬂuorophores are modulated, super-resolution microscopy can
be divided into two approaches: one approach uses illumination
light patterns to spatially address the modulation, whereas the
other approach relies on the stochastic nature of single-
molecule switching. Here, we focus on these fundamental
principles of super-resolution microscopy methods, as many
previously published reviews have discussed their practical
aspects extensively,141−145 including how they compare to each
other (Figure 3).146
2.2.1. Spatially Addressed Modulation. Structured
Illumination Microscopy (SIM). One early method to push
the resolution of far-ﬁeld ﬂuorescence microscopy beyond the
diﬀraction limit is SIM.130 In wide-ﬁeld ﬂuorescence micros-
copy, the camera records a diﬀraction-limited ﬂuorescence
image through the imaging optics. SIM uses the interference of
two excitation light beams through the excitation optics to
create a sinusoidal pattern. As a product of the excitation light
intensity and the local ﬂuorophore concentration, the
ﬂuorescence signal is then positively modulated by this pattern
under normal (linear) excitation condition.
Mathematically, the maximum spatial frequency that can pass
through the imaging optics determines the spatial resolution of
a microscope. In SIM, the high spatial frequencies from
unresolved sample structures mixes with the spatial frequency
of the modulation pattern, creating subfrequencies that are
shifted into the detectable region. Knowing the modulation
pattern precisely, the original sample spatial frequencies can
then be calculated. To reconstruct a full 2D SIM image, a series
of images are collected by changing the orientation and the
phase of the sinusoidal modulation pattern. Because the
modulation pattern is generated from the same diﬀraction-
limited optics and contain the same diﬀraction-limited spatial
frequency, SIM extends the maximum detectable spatial
frequency by a factor of 2, that is, doubling the resolution of
a ﬂuorescence microscope. The practical resolution of SIM is
about 100−150 nm depending on the excitation and emission
wavelength of the ﬂuorophore. Three dimension imaging by
SIM is also possible by creating a 3D modulation pattern from
the interference of three excitation laser beams, leading to a
resolution doubling in all three dimensions.147
SIM has two major advantages. First, it is based purely on
optics, thus imposing no additional requirements on
ﬂuorophore photophysics or photochemistry. All ﬂuorophores
previously used in conventional wide-ﬁeld ﬂuorescence
microscopy can be directly used in SIM.148 Second, SIM is a
wide-ﬁeld imaging technique that needs very few images for
reconstruction (typically 9 images for 2D SIM and 15 images
for one slice of 3D SIM), giving it the speed advantage at large
view-ﬁeld over other high-resolution microscopy meth-
ods.149,150 SIM also requires relatively low excitation intensity.
Therefore, it is particularly well-suited for live cell imaging
when there is no strong demand in spatial resolution.
On the other hand, it is also clear that SIM has limited spatial
resolution improvement. This constraint roots in the fact that
the modulation light pattern is also diﬀraction limited. Later in
this section, we will discuss how higher spatial frequencies can
be introduced into the eﬀective modulation pattern through
nonlinear/saturated ﬂuorescence responses.
Stimulated Emission Depletion (STED) Microscopy. Instead
of relying on patterning the excitation light ﬁeld, STED
microscopy spatially modulates the ﬂuorescence response using
a second light beam that suppresses ﬂuorescence emission
(negative modulation).128,129 This suppression is through the
mechanism of stimulated emission: when an excited-state
ﬂuorophore encounters a photon (from the “depletion laser”)
that matches the energy diﬀerence between the excited state
and the ground state, it can jump to the ground state by
emitting a photon that is identical to the incoming photon.
Because stimulated emission can bring the ﬂuorophore to the
ground state before emitting a ﬂuorescence photon, with a
strong depletion laser, stimulated emission eﬀectively competes
and suppresses spontaneous ﬂuorescence emission. By
choosing a depletion wavelength away from the peak of the
ﬂuorescence emission spectrum, one can easily block the
stimulated emission signal using ﬁlters and detect only the
ﬂuorescence signal.
The most common modulation pattern for STED micros-
copy is a donut-shape that overlaps with the focal spot of the
excitation. Fluorophores in the “depletion donut” cannot
eﬃciently generate ﬂuorescence signal, with the only exception
at the center of the donut where the intensity of the depletion
laser is zero. Similar to what we have discussed before, the
feature size of the STED donut is also limited by diﬀraction.
However, the ﬂuorescence response to the depletion laser
intensity is highly nonlinear. At high depletion laser intensity,
the majority of the ﬂuorophores are dumped to the ground
state immediately after being excited. In other words, the
depletion process is saturated. Under this saturated depletion
condition, only ﬂuorophores in a small region at the center zero
point of the STED donut can ﬂuoresce eﬃciently. The size of
this region shrinks approximately with the square root of the
ratio between the depletion laser intensity and the saturation
intensity, resulting in an eﬀectively “sharpened” PSF. STED
microscopy has reported resolutions at around 30 nm for
biological samples151 and as high as 6 nm when imaging
diamond defects, which are extremely photostable.152
In addition to the donut pattern that improves the in-plane
xy resolution, another pattern with two maxima along the
optical axis improves the axial z resolution. 3D resolution
enhancement can be realized by combining these two
patterns,153 or combining the donut-shaped modulation with
a z-interference pattern created by two opposing objectives.154
All of these implementations detect signal from ﬂuorophores at
the focal point of the excitation laser. Super-resolution images
are then formed by raster scanning. This point scanning
approach can achieve fast (video rate) imaging155 with a small
view ﬁeld, but becomes slow when a large ﬁeld of view156 or 3D
scanning is needed. In theory, STED can also use multipoint
scanning and even SIM-like wide-ﬁeld modulation. In practice,
however, the requirement of high depletion laser intensity
makes wide-ﬁeld STED diﬃcult due to the power limitation of
current laser technologies.
Saturated Spatial Modulation: The Generalized Concepts
of RESOLFT and Nonlinear-SIM. STED microscopy has
provided a perfect illustration of how nonlinear modulation
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can enable extraction of subdiﬀraction-limit information from a
diﬀraction-limited modulation pattern. Nevertheless, not all
nonlinear responses can eﬃciently improve the spatial
resolution. For example, two-photon absorption is limited to
second-order nonlinearity, and its resolution improvement is
canceled out by the doubled excitation wavelength. To achieve
“super-resolution”, the involved nonlinear process needs to be
able to generate arbitrarily high nonlinearity. Saturable
transitions, as utilized in STED microscopy, are perfect
examples.
Stimulated emission is a saturable process because the rate is
limited by the population of excited-state ﬂuorophores. Another
case of saturable transition is ﬂuorescence excitation, which is
limited by the population of ground-state ﬂuorophores. Under
extremely high excitation intensity, the time for a ﬂuorophore
to absorb a photon becomes comparable to the ﬂuorescence
lifetime. In this case, the ﬂuorescence signal from the molecule
plateaus and is thus no longer proportional to the excitation
intensity.157 If SIM is performed under this saturated excitation
condition, the sinusoidal excitation pattern creates a ﬂat-topped
ﬂuorescence signal. In the physical space, at the zero lines of the
illumination pattern, sharp dark regions are formed whose
widths become much narrower than the diﬀraction limit.
Correspondingly, in the Fourier space, the nonlinear
ﬂuorescence response to the modulation pattern creates high
order harmonics that allows information at higher spatial
frequencies to be shifted into the detectable region. In this way,
saturated SIM has demonstrated a 50 nm spatial resolution
when imaging ﬂuorescent beads.158 In fact, by extracting high
order harmonic information, ﬂuorescence saturation can also be
applied to confocal and two-photon microscopy to enhance the
spatial resolution.159 However, these saturated microscopy
methods still have one major limitation: reaching ﬂuorescence
saturation not only means extremely high excitation intensity,
but also keeps ﬂuorophores in the highly reactive excited state.
Therefore, photobleaching of ﬂuorophores and photodamage
to the sample limits the practical use of saturated SIM in
biological microscopy. Instead, it is more practical to keep the
ﬂuorophore in the more stable ground state, as exempliﬁed by
STED microscopy.
Both stimulated emission and ﬂuorescence saturation involve
the transition between the ﬂuorophore ground state and excited
state. Choosing this transition is convenient, because it is
intrinsic for all ﬂuorophores. However, the short lifetime of the
excited state, at nanoseconds for common ﬂuorophores,
demands high-intensity modulation light (either depletion or
excitation) to drive the transition to a rate comparable to the
spontaneous relaxation and thus reaching saturation. The
resultant photobleaching and sample phototoxicity potentially
limit the practical application. A solution to this problem,
termed as Reversible Saturable Optically Linear Fluorescence
Transitions (RESOLFT),160 is to utilize light-driven transitions
between the normal (ﬂuorescent) state of the ﬂuorophore and
a stable or metastable nonﬂuorescent (dark) state.139,140 The
longer lifetime of these states allows saturation to happen at
much lower modulation light intensity to drive the transitions.
This scheme can use the photoswitching behavior of many
ﬂuorophores, particularly photoswitchable ﬂuorophores, to
achieve super-resolution microscopy.161,162 In addition, it can
be implemented either using the STED-like point scanning
mode or using the nonlinear-SIM-like wide-ﬁeld imaging
mode.163 The practical limit, on the other hand, has been the
number of transitions these ﬂuorophores can endure before
being permanently damaged. Therefore, it was not until
recently, with the development of new photoswitchable
ﬂuorophores,164,165 that RESOLFT has become a practical
technique for biological super-resolution microscopy.
2.2.2. Stochastic Modulation at Single-Molecule
Level. The other approach of super-resolution microscopy,
initially developed under the name of stochastic optical
reconstruction microscopy (STORM),131 photoactivated local-
ization microscopy (PALM),132 or ﬂuorescence photoactivation
microscopy (FPALM),133 does not rely on spatially diﬀer-
entiating the modulation light on diﬀerent molecules. Instead, it
utilizes the stochastic nature of single-molecule events. When
ﬂuorescent molecules independently undergo transitions
between a ﬂuorescent and a dark state, this stochasticity
means that two molecules will not make the transition at the
same time, hence bringing in the possibility that they will be in
diﬀerent states. Particularly, if the transition rate from dark state
to the ﬂuorescent state (activation rate) is much lower as
compared to the rate back to the dark state (deactivation rate),
only a sparse, random subset of ﬂuorophores in a sample will be
in the ﬂuorescent state at any given time point. This subset of
activated ﬂuorophores can be sparse enough that individual
ﬂuorophores can be optically resolved.
Fundamentally, a ﬂuorescence image is dictated by the spatial
coordinates of ﬂuorophores in the image. When individual
ﬂuorophore molecules can be optically resolved, their positions
can be determined by ﬁtting single-molecule ﬂuorescent spots
with the PSF (usually approximated by a Gaussian function).166
By capturing a sequence of ﬂuorescence images to determine
the positions of a suﬃcient number of activated ﬂuorophores,
these positions allow the reconstruction of a super-resolution
image. This approach, to convert a sequence of sparse
ﬂuorophore images into a super-resolution image by single-
molecule localization, has been the most widely used ever since
the invention of single-molecule-switching-based super-reso-
lution microscopy.
The precision of determining ﬂuorophore positions improves
approximately by the square root of the number of photons
detected in each activation event.166−169 With several hundred
to several thousand photons collected from common
ﬂuorophores, a localization precision of 20−30 nm (full-width
at half-maximum) has been routinely achieved.170 Three-
dimensional super-resolution microscopy has been realized by
determining the 3D coordinates of ﬂuorophores using a 3D
description of the PSF in conjunction with introducing
astigmatic aberration in the PSF,171 imaging at multiple focal
planes,172 or PSF engineering.173 Diﬀerent from SIM or STED,
no scanning is necessary to cover a depth of about 1 μm, with a
typical z resolution of 50−70 nm.174−176 Even higher
localization precision has been reported using two objective
lenses instead of a single one to collect the ﬂuorescence
signal.175,177,178
Beyond Photoswitching and Single-Molecule Localization.
Early developments in STORM/PALM/FPALM have been
particularly focused on photoactivation/photoswitching and
single-molecule localization. In fact, these two schemes still
remain the most widely used implementation because of their
simplicity and robustness. On the other hand, many alternative
methods were created later, in many cases under diﬀerent
names.
Using photoswitching or photoactivation to modulate
ﬂuorophores has two advantages: it is easy to control the
activation and deactivation rates, and being able to restrict the
Chemical Reviews Review
dx.doi.org/10.1021/cr300336e | Chem. Rev. 2013, 113, 2469−25272479
activation within the view ﬁeld or even within a certain depth
range (to minimize out-of-focus background).176,179 In the past
few years, many new photoactivatible ﬂuorescent pro-
teins145,165,180,181 and organic dyes have been added to the
tool box, and numerous existing ﬂuorophores have been shown
to have intrinsic photoswitching behavior.182−185 The sponta-
neous blinking behavior of these ﬂuorophores simpliﬁes
instrument control during image acquisition.186 Moreover, in
addition to light-driven switches, other processes can also be
used for the modulation, including the binding of small
molecule ﬂuorophores to the sample structure,187,188 and
sequential photobleaching of nonphotoswitchable ﬂuorophores
that label the sample structure.189,190
Instead of single-molecule localization, the sparse ﬂuoro-
phore distribution generated by stochastic switching enables a
series of other image analysis methods to reconstruct super-
resolution images, including time-domain correlation,191 com-
pressed sensing,192 and deconvolution.193 Time-domain
correlation, under the name of super-resolution optical
ﬂuctuation imaging (SOFI) is based on the fact that the
switching time traces generated by diﬀerent molecules are
uncorrelated.194,195 By calculating the auto- and/or cross-
correlation function of camera pixels, the image resolution
improves by square root of the order of correlation.
Compressed sensing utilizes the sparsity constraint to search
for a ﬂuorophore distribution that can describe a ﬂuorescent
image,192 especially when a high density of activated
ﬂuorophores causes single-molecule images to overlap.196−198
Unlike single-molecule localization, which produces ﬂuoro-
phore coordinates, these methods generate super-resolution
images that describe the intensity and/or density of
ﬂuorophores using pixels much smaller than the diﬀraction
limit.
2.2.3. Practical Challenges Brought In by Super-
Resolution Microscopy. Super-resolution microscopy tech-
niques have well demonstrated their promises in illustrating
biological structures and processes with unprecedented details.
Nevertheless, they still need further developments to become
more practical tools that can be easily applied to a wide range of
biological problems. One obvious challenge is to improve the
optical instrumentation in terms of robustness, simplicity, and
availability to the biological research community. On the other
hand, the bigger challenges are not about the microscopy
methods themselves. Instead, they are with the ﬂuorescent
probes, ﬂuorescent labeling methods, sample preparation
procedures, and image analysis routines originally developed
for conventional ﬂuorescent microscopy at a much lower spatial
resolution.
As just one example, antibodies have been widely used in
immunostaining biological samples for ﬂuorescence micros-
copy. The size of an antibody molecule, at about 12 nm, is
negligible in conventional ﬂuorescence microscopy, but now
becomes comparable to the resolution of super-resolution
microscopy. In some cases, the size of the antibody can lead to
observable change in the sample structure.170,199 More
importantly, insuﬃcient labeling density due to limited
antibody penetration or inadequate sample ﬁxation creates
“clustering” artifacts that can be easily misinterpreted as
clustered protein distribution. This clustering artifact can be
seen in numerous published super-resolution images. On other
hand, ﬂuorescent proteins have limitations, too, especially when
demanding high photostability (e.g., in STED) or a large
number of photons in one photoactivation event. Reversible
blinking of ﬂuorescent proteins also creates clustering artifacts
in STORM/PALM/FPALM.200 These limitations call for the
development of new labeling approaches that can eﬃciently
introduce small, bright ﬂuorescent probes, such as using
nanobodies,199 nucleic acid aptamers, and enzymatic
tags.201,202 These new labeling methods, together with better
ﬂuorophores, more electron-microscopy-like sample prepara-
tion,203 and image analysis algorithms to deal with molecule
coordinates instead of pixels,204 will greatly improve the utility
and applicability of super-resolution microscopy.
2.3. Total Internal Reﬂection Fluorescence Microscopy
Total internal reﬂection ﬂuorescence microscopy (TIRFM) is
an optical sectioning technique that has excelled in the study of
molecular dynamics at solid/liquid interfaces and the study of
cellular organization and dynamic processes within and near
cellular membranes. Light propagating through a transparent
medium will undergo total internal reﬂection (TIR) when it
encounters an interface of a second medium with a lower index
of refraction at an angle greater than the critical angle (θc)
(from the normal of the interface). When TIR occurs, an
evanescent ﬁeld (EF) is generated at the interface of the two
media characteristic of the reﬂected light beam that
exponentially decays as distance increases from the surface.
This EF can be used to excite ﬂuorophores to a distance of a
few hundred nanometers from the interface while essentially
eliminating the out-of-focus ﬂuorescence background.
After nearly three decades of intense research, TIRFM has
already morphed into a mature technique for biological imaging
by the time Axelrod published his last comprehensive review on
TIRFM in 2008.205 In this section, we will focus on the
applications and techniques pertinent to single cell imaging
published since 2008.
2.3.1. Recent Advances in Instrumentation. Auto-
mated Prism-Based System for High-Precision Imaging.
There are two basic types of TIRFM as determined by the
optics that produce TIR. The ﬁrst is objective-based TIRFM
where the laser beam is directed oﬀ-center down a high NA
objective. The optics within the objective produce a reﬂected
beam at an angle equal to or greater than the critical angle, and
TIR occurs at the coverslip/sample interface. The emission
signal is then directed back through the objective to the signal
recorder. The second type of TIRFM is prism-based. Laser
illumination is directed through the prism on which the sample
lies. TIR occurs at the coverslip/sample interface, and emission
is collected by an objective located on the opposite side of the
prism. Various conﬁgurations of these two types of TIRFM
have been discussed in a previous review.205
Each type of TIRFM holds its own advantages and
drawbacks. The objective-based TIRFM is compact and
commercially available as a module for standard light
microscopes. Its main drawbacks include excitation light
scattered within the objective, the diﬃculty in determining
the incident angle, and the limitation on the range of achievable
incident angles due to the geometry of the objective. These
drawbacks can negatively inﬂuence the detection sensitivity and
axial localization precision of ﬂuorescent probes. All of these
drawbacks can be avoided in prism-based TIRFM, which makes
it an attractive technique for high-precision tracking applica-
tions. However, the performance of the prism-based system
largely depends on the accuracy, precision, and reproducibility
of the tedious, time-consuming calibration procedure to ﬁnd
the perfect illumination conditions at diﬀerent incident angles.
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To harvest the full beneﬁts of the prism-based TIRFM and
reduce the burden on the operator, an automated prism-based
TIRFM was developed recently with the capability to accurately
determine the ideal illumination conditions for a wide range of
angles.206 Once calibrated, the system can scan reliably and
reproducibly through a wide range of incident angles with
intervals as small as 0.1°. The unbiased calibration procedure
ensures that the measured ﬂuorescence intensities at tens to
over a hundred diﬀerent incident angles are consistent so that
the data sets can be nonlinear least-squares ﬁt with the decay
functions to achieve high precision axial localization and better
practical axial resolution.206 It should be pointed out that this
improvement is only achievable with a homogeneous liquid
sample above the TIR surface. For a heterogeneous sample,
such as cells, there is still no good way of accurately measuring
the local EF ﬁeld depth and proﬁle.
Combined with the continuous ﬂuorescent emission from
nonblinking QDs,207 the automated TIRFM can locate and
track events taking place within the EF with exceptionally high
precision.208 The use of nonblinking QDs is necessary to avoid
erratic ﬂuorescent emission curves due to conventional
ﬂuorescent probes’ tendency to blink during system calibration
and data acquisition. The axial distances of nonblinking QDs
attached to stationary microtubules can thus be determined
with sub-10 nm precision, and the rotation of microtubules
driven by kinesin motors can be detected in real time by
resolving the movement of nonblinking QDs within a small
vertical distance of ∼50 nm near the surface.208
Using a similar variable angle approach, Yang et al.
reconstructed 3D microtubules within PtK2 cells using a
Bayesian framework and quantiﬁed the lateral and axial
curvatures of single microtubules by comparing their data to
the computer simulations and electron microscopy images.209
New Illumination Schemes. The EF generated in TIRFM is
no more than a few hundred nanometers thick at the interface,
which has limited the applicability of TIRFM to biological
imaging. To work around this hindrance, the strategy of
imaging at subcritical angles that are smaller than yet still close
to the critical angle was proposed. At a subcritical incident
angle, the excitation laser beam is refracted to produce a slanted
illumination path; thus, it is possible to extend the thin
illumination layer several micrometers into the cell body. The
narrow ﬁeld of illumination results in higher S/N than epi-
ﬂuorescence microscopy. This technique was coined variable-
angle epi-ﬂuorescence microscopy (VAEM),210 highly inclined
thin illumination (HILO),211 or simply known as pseudo-
TIRFM. The emitted light as a consequence of angled
illumination, if collected directly, would appear tilted at the
angle the sample is illuminated. By using a series of objectives
and additional optics, oblique plane microscopy (OPM) can
translate the image to be collected “ﬂat” on the CCD.212 All of
these early implementations of pseudo-TIRFM were objective-
based (Figure 4B). More recently, the same automation
strategy described in the previous section was employed for
prism-based pseudo-TIRFM (Figure 4D).213
Another improvement on illumination scheme was intended
to remove the eﬀect of interference fringes at diﬀerent incident
angles. The intensity proﬁle of the incident laser can be
negatively aﬀected by scattering in the imperfect light path to
give rise to interference fringes, resulting in a nonuniform
illumination of the sample. Built upon the idea of azimuthal
spinning of the incident laser beam,214 Fiolka et al. used a piezo
mirror to conveniently control the incident angle while
producing an even sample illumination.215
In yet another eﬀort to obtain both high S/N oﬀered by
prism-based TIRFM and the versatility of objective-based
TIRFM in choosing thick sample substrates such as perfusion
chambers and microarrays, a lightguide (LG)-based TIRFM has
been constructed that bypasses excitation/emission interference
while allowing applications requiring large sample holders and
large uniform evanescent ﬁelds.216 Multicolor LG-TIRFM has
been demonstrated for tracking dynamic lipids rafts on living
cells cultured in perfusion chambers.216 The ﬁxed incident
angle is considered a major drawback of LG-TIRFM.
New Substrates. Typical microscope slides and coverslips
are usually chosen as the sample substrate for cell imaging
because they allow for TIR and cell adhesion to the surface.
Unfortunately, this can limit chemical access to the cell
membrane due to cell surface contact. By using silica colloidal
crystals as a porous substrate, researchers were able to allow
ligand access to the cell membrane while still producing TIR
angles in a wide range.217 In another study, by changing the
substrate to which the cells adhered to a subwavelength
Figure 4. Various TIRFM and VAEM conﬁgurations. (A) Epi-ﬂuorescence. (B) Objective-based VAEM. (C) Objective-based TIRFM. Reprinted
with permission from ref 210. Copyright 2008 Blackwell Publishing Ltd. (D) Prism-based VAEM. The objective scanner facilitates vertical sectioning
of the sample. Reprinted with permission from ref 213. Copyright 2011 Elsevier. The components are not drawn to scale.
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nanograting, ﬂuorescence detection sensitivity was improved by
coupled plasmon excitation.218
Integration with Other Techniques. To selectively monitor
the dynamics between membrane bound proteins and a
functionalized surface, a combination of TIRFM and optical
trap was developed to “drop” a cell onto the surface under the
objective.219 This trap allows precise control of the initiation of
interactions between a cell and a surface of interest, while the
TIRFM could continuously monitor the surface interaction
from the moment on onset.
While an optical trap may be useful for single cell analysis,
sometimes a high-throughput device is wanted for examining
large batches of cells. To test the heterogeneity in a population
of cells, TIRFM was combined with ﬂow cytometry to examine
cells at rates of 100−150 cells/s with single cell resolution.220
The hydrodynamic focusing of the cells to the objective-based
TIRFM allowed for the high-throughput sorting of cells based
on their ﬂuorescent signal. This signal can help determine how
a large population of cells responds to certain conditions.
Super-Resolution under TIRFM. The intrinsic background
reduction and high accessibility found in TIRFM make it a
quality stepping point for super-resolution techniques that have
been discussed in section 2.2.
In STORM or PALM, the decreased background associated
with the optical sectioning allows for localization of the
stochastically blinking ﬂuorophores with fewer recorded
photons than other wide-ﬁeld methods. A prism-based setup
also allows for the easy integration of multiple laser lines
needed for the excitation and activation of the ﬂuorophores,
making STORM or PALM an accessible method for those
needing to improve the lateral resolution in TIRFM.
A STED microscope setup has been coupled to a TIRFM.221
The advantage of this integration is that the STED system
provides subdiﬀraction lateral resolution while TIRFM limits
the illumination depth, allowing for optical tomography. The
authors were able to image immuno-stained microtubules
within PtK2 cells at STED resolution while minimizing the
penetration depth of the illumination source, thus reducing
photo bleaching and phototoxicity.
SIM has also been coupled with TIRFM for the imaging of
single cells in the past few years.149,222−224 The easy integration
with an inverted objective-based TIRF microscope allows for
increased accessibility for researchers. While the resolution is
not as good as stochastic techniques or STED, SIM-TIRFM has
been able to break the 100 nm resolution barrier, and with the
addition of a ferroelectric liquid crystal on silicon spatial light
modulator, it is now possible to take images at video rate.149
2.3.2. Recent Applications in Membrane Studies and
Plant Cell Imaging. Membrane Studies. While the variability
within the TIRFM technique is considered a reason for its
successful implementation in many studies, simple unadul-
terated TIRFM can reveal much information about cellular
membrane processes. Recent membrane investigations include
the use of TIRFM to document real-time traﬃcking of a
dopamine transporter (DAT) in response to the substrates,
amphetamine, and dopamine,225 and to study the purinergic-
signaling cascade by directly visualizing ATP-loaded vesicles
and their fusion to the plasma membrane.226 Also, cancer
screening agents such as QDs doped with ORMOSIL, which
were stained on the cell membrane, were tested as optical
probes.227
Another group used TIRFM to propose a ﬁbroblast
reorientation scheme.228 They mapped the spatiotemporal
dynamics of cell protrusion/retraction and Pl3K signaling,
which lead them to determine that randomly migrating
ﬁbroblasts reorient polarity through Pl3K-dependent branching
and pivoting of protrusions.
TIRFM has also recently been used to study the dynamic
coordinated cytoskeletal rearrangements in drosophila by
visualizing the cortical events with better spatial and temporal
resolution,229 and to study Eg5, a member of the kinesin-5
family, and its spatial-temporal distribution in mitosis.230 The
TIRFM results demonstrated that Eg5 dynamics within the
mammalian spindle are region-speciﬁc, that the motor
reorganizes at the diﬀerent stages of mitosis, and that its
dynamic reorganization is mediated by dynein and TPX2.230
Forster resonance energy transfer (FRET) (section 2.5)
beneﬁts from the background reduction associated with
TIRFM. TIRFM has been employed to visualize the real-time
conformational changes in the actin transformation and
correlate these changes to the presence of myosin.231 FRET
has been used on the plasma membrane to study SNARE
interactions in living cells232 and has been extended to the
investigations of apoptosis by monitoring caspase activities.233
The same authors have designed a FRET-based TIRF reader
taking advantage of multiple TIR reﬂections for detection of
apoptosis, drug screening, or in vitro diagnosis.234
Controlling the polarization of the incident illumination in
TIRFM can divulge information about the ﬂuorescent probe
orientation and concentration. Two polarizations are com-
monly utilized: s-pol (perpendicular to the plane of incidence
and parallel to the TIR surface) and p-pol (parallel to the plane
of incidence and perpendicular to the TIR surface). Oriented
ﬂuorescent probes will ﬂuoresce accordingly to the incident
polarization. The simple ratio of p-pol/s-pol (P/S) images will
mark deviations from sample uniformity, while P+2S is
proportional to the eﬀective concentration. Recently, the
topological changes of chromaﬃn cells were monitored through
the process of exocytosis.235 As exocytosis occurs, the
orientation of the labels attached to the membrane changes
before resuming their original conformation.
Plant Cell Imaging. While TIRFM has a long-standing
history in imaging and molecular tracking in animal cells,
historically, applications have been limited involving plant cells.
The single-most restricting factor to plant cell imaging is the
thickness of the cell wall, which varies widely between species
but is typically several hundreds of nanometers thick (>250
nm). Unsurprisingly, this has limited the use of TIRFM to in
vitro investigations of actin cytoskeleton,236,237 or to inves-
tigations near new growth where the cell wall is still relatively
thin.238
VAEM has been demonstrated to circumvent the challenges
posted by cell walls in plant cell imaging.210 While not truly
TIRFM, the thin stepwise sample penetration keeps the
advantages of optical sectioning, low background, and reduced
photo bleaching of the sample.
In 2011, two groups both found they could produce TIR at
the inner boundary of the cell wall.239,240 As previously
mentioned, TIR occurs when light passing through one
medium reaches the interface of second medium of a lower
n. A typical cell wall has n between 1.42 and 1.48 bordering the
cytosol, which has n of 1.38. Using variable angle systems with
ﬁne angle control allowed the researchers to move between
glass slide TIRFM, VAEM, and cell wall TIRFM. Both groups
were able to produce high-quality images of cytoskeleton and
organelle markers. Wan et al. were able to track a membrane-
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associated receptor and GFP labeled clathrin light chains with
both VAEM and TIRFM observing diﬀerent intensity traits.239
Vizcay-Barrena et al. concluded single-molecule analysis of
EGFP is possible within root cells using TIRFM (Figure 5).240
Observing these events under TIRFM laid to rest the
commonly held belief that TIRFM has little value in plant
cell imaging.
2.4. Light Sheet Microscopy
Like TIRFM, light sheet microscopy (LSM) or planar
illumination microscopy (PIM) is another group of optical
sectioning techniques that utilizes a thin beam of illumination
light aligned with the focal plane of the recording objective to
reduce background signal and sample photodegradation. By
knowing the physical location of the sectioning beam, the axial
resolution of LSM can exceed that of epi-ﬂuorescence, two-
photon microscopy, and typically confocal microscopy.241
Although Siedntopf and Zsigmondy published the ﬁrst
version of the light sheet microscope over a century ago,242
the concept was not truly expanded upon until the early 1990s.
The ﬁrst modern LSM called orthogonal-plane ﬂuorescence
optical sectioning (OPFOS) used a beam 30 μm thick at the
waist to section a sample that was placed in a rotatable
holder.243 Since the reemergence of optical sectioning, LSM has
seen a profound growth in application and variability. Typically
used for tissue sampling, new variations have now achieved
super-resolution within single cells, making LSM one of the
fastest growing and most powerful imaging techniques in
biologically relevant microscopy today. Convenient innovations
such as objective-coupled planar illumination (OCPI)244,245
and inverted selective plane illumination microscopy
(iSPIM)246 are accessible additions to standard microscopes.
The versatility and customization that is intrinsic to the light
sheet tomography techniques allow for current and future
investigators to pick and choose necessary and preferred
components for their own work.247
2.4.1. Illumination Schemes. In an optimal LSM setup,
the illumination beam would be perfectly thin and uniform
across the focal plane. In practice, cylindrical lenses are often
used to focus an expanded laser beam into a light sheet. Figure
6 shows a typical LSM illumination scheme. The desired beam
thickness depends on the sample being imaged and the
instrument’s ability to reconstruct the vertically sectioned
images. To achieve even illumination, the beam must be
relatively uniform across the region of interest (ROI), meaning
that for larger samples a cylindrical lens of longer focal length
must be applied, thereby limiting the achievable beam waist. By
using a high NA cylindrical lens, high-resolution OPFOS
(HROPFOS) reduced the thickness of the beam to reach an in-
plane and sectioning resolution of 1 and 2 μm, respectively,248
but at the cost of beam uniformity. Therefore, only a few pixels
were taken within the focal zone for each image, either limiting
Figure 5. Analysis of subcellular organelle markers by epiﬂuorescence and TIRFM in roots. Arabidopsis roots imaged using epiﬂuorescence and
TIRFM. (a) mGFP5-ER (ER marker); (b) N84728 (ER marker); individual ER structures and the presence of extended cisternal lamellae connected
to a tubular ER network can only be distinguished in the TIRF images (asterisks, ER cisternae; arrow, ER tubules); (c) N84733 (chromosome
marker). Scale bars in left and middle column represent 10 μm. Scale bars in rightmost column represent 5 μm. Reprinted with permission from ref
240. Copyright 2011 Oxford University Press.
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the lateral width of the image stack or renewing the need to
raster-scan the sample.
Temporal resolution is dependent on the sample size,
sectioning thickness, and the ability to move the sample
through the illumination beam. Digital scanned laser light sheet
ﬂuorescence microscopy (DSLM) holds the sample stationary
while using a laser scanner that rapidly moves the micrometer
thin beam vertically and horizontally through the sample.249
This technique is capable of recording 63 million volume
elements (voxels) per second to reconstruct the early
embryonic development of zebraﬁsh.
As light enters a sample, it immediately starts to lose its
intensity due to ﬂuorescent or scattering interactions with
specimen structures. The result is an uneven illumination of the
sample. To circumvent this eﬀect, a few techniques in LSM can
be employed. In selective plane illumination microscopy
(SPIM), the sample is place in a rotatable cylindrical holder,
and images are taken at diﬀerent angles.250 These multiple
angle images are then combined to increase image quality. A
second method is to simultaneously illuminate opposing sides
of the sample as is done in ultramicroscopy251 and thin-sheet
laser illumination microscopy (TSLIM).252 This technique
reduces the data processing and image reconstruction but
requires tedious optical alignment to ensure the same image
planes are illuminated. A third option called multidirectional
SPIM (mSPIM) combines aspects from both SPIM and
ultramicroscopy.253 Using a ﬂip mirror in the excitation path,
the sample is sequentially imaged from opposing sides, while
opposing scan mirrors allow for the tilting of the incoming
beam, which can reduce image striping.
The combination of LSM and two-photon microscopy
resulted in an imaging technique (2P-SPIM)254 that can
achieve high penetration depth with high acquisition speed and
low photodamage.255 This enabled the fast 4D imaging of fruit
ﬂy embryonic development for up to 18 h with no signs of
phototoxicity and minimal photobleaching.
LSM can also be combined with super-resolution imaging
techniques. Using photoactivatable proteins in a technique
similar to PALM, called individual molecule localization-SPIM
(IML-SPIM), 35 nm lateral and 65 nm axial localization
precisions were achieved while imaging structures within
cells.256 Another super-resolution technique that has been
applied to LSM is STED.257 While they could only achieve
∼70% depletion, the STED-SPIM was able to increase both
lateral and axial resolution as compared to traditional SPIM.
Structured illumination has also been combined with LSM to
discriminate specimen-related light scatter, which increases the
contrast of in-focus structures.258−260
2.4.2. Sample Preparation and Manipulation. Because
of the wide range of illumination options available to LSM,
samples of various sizes requiring diﬀerent preparation can be
imaged to high quality and clarity. The ﬁrst samples imaged
with OPFOS and ultramicroscopy needed to be soaked in a
clear ing solut ion before they were ﬂuorescently
stained.243,251,261,262 With the use of long focus optics, the
samples could be imaged from outside of a sample chamber
that was ﬁlled with clearing solution.251,262 These large samples
are moved through the light sheet, creating a stack of images
that can be recombined into a 3D image.
Live aquatic microbes were imaged using a thin light sheet
microscope (TLSM) in a large undisturbed volume of natural
Figure 6. Schematic of a typical LSM. Laser illumination passes through a beam expander (BE), shaped by the cylindrical lens (CL), and passes
through the sample (S). Emitted light is collected by the objective (OBJ) and recorded by the camera (CCD). Boxed region is a close-up of the
sample holder depicting its degrees of freedom during image acquisition.
Chemical Reviews Review
dx.doi.org/10.1021/cr300336e | Chem. Rev. 2013, 113, 2469−25272484
seawater.263 By keeping the microbes in their natural
environment and reducing the background, the researchers
were able to calculate the speed in which they traveled and
identify the diﬀerent species present based on size. Similarly,
single ﬂuorescent QDs were tracked in an aqueous medium
using a multiple color LSM.264
SPIM, mSPIM, and digital scanned laser light-sheet
ﬂuorescence microscopy (DSLM) incorporate a rotating
sample holder allowing another degree of freedom in sample
manipulation. The sample typically is embedded in an optically
clear gel such as agarose, which can provide the rigidity and
sample stability needed for long-term imaging. Using agarose-
embedded samples such as live fruit ﬂy embryos,250,259
zebraﬁsh embryos,249,253,265 and medaka embryos259 revealed
much developmental information.
Agarose gel is suitable for observing animal embryos, but a
diﬀerent method is needed for monitoring live plant growth. To
observe the live growth of Arabidopsis thaliana seedlings using
DSLM, a sample holder was created that allowed for the
rotation of the sample while still enabling the plant to grow.266
Growing plants were transferred into 1/2 MS medium 0.5%
phytagel substrates that were placed into a sample chamber that
could be ﬁlled with the correct sample media, but allowed open
air access for the plant shoot. The chamber was perfused to
allow the exchange of toxins and nutrients by the plant and
open to allow the plant access to a growing bulb. This meant
the seedling could be observed for multiple days without
disturbance to its near-natural growing conditions.
In some cases, it is desirable to keep the sample stationary,
while still incorporating light sheet sectioning. OCPI achieves
this by attaching both the light sheet optics and the objective to
a piezo stage.244 This coupling kept the light sheet illumination
and the focal plane coherent while scanning through mouse
neuronal tissue. Miniaturization and defocus corrections were
later added to improve on the concept.245
2.4.3. Single Cell Optical Sectioning. Most optical
sectioning devices focus on relatively large samples such as
embryos, plant roots, and tissues, but a few techniques have
found ways to optically section single cells.
A LSM technique involving the use of Bessel beams oﬀers
3D isotropic resolution down to 300 nm at speeds up to 200
planes per second (Figure 7).267 High NA Bessel beams
Figure 7. 3D isotropic imaging of live-cell dynamics. (a) Images of ER in a live U2OS cell, visualized in the Bessel multiharmonic 9 phase SI mode,
over 45 image volumes: representation of a subset of the 321 image planes (brown lines) comprising each volume (top); images from three indicated
image planes; and image volumes after 10 and 30 min of observation. (b) Filopodia at the apical surface of a live HeLa cell, visualized in the Bessel
TPE sheet mode over three consecutive image volumes from 100 such volumes taken at 6 s intervals. Filaments that wave (magenta and yellow
arrowheads), extend outward (cyan arrowhead), or retract inward (green arrowhead) are marked. (c) African green monkey kidney cell (COS-7)
transfected with plasmids encoding mEmerald-c-Src, demonstrating retrograde ﬂow of membrane ruﬄes (left) and vacuole formation by
macropinocytosis (right; arrowheads) in an exemplary plane in a translucent cell view (top). All data were extracted from 73 image stacks taken at 12
s intervals. Scale bars: 5 μm (a,b) and 10 μm (c). Reprinted with permission from ref 267. Copyright 2011 Nature Publishing Group.
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allowed for light sheets suﬃciently thin so that high NA
objectives can be used, and LSM advantages are still observed.
By combining a Bessel beam with structured illumination and
two-photon excitation, dynamic 3D reconstruction images were
taken of mitochondria, ﬁlopodia, membrane ruﬄes, intracellular
vesicles, and mitotic chromosomes in live cells. While more
challenging, both conceptually and technically, than traditional
LSM, the image resolution and the level of detail in the 3D
rendered images surpass all other LSM techniques.
In addition, VAEM210 and HILO,211 which use a thin sheet
of light at subcritical angles in an objective-based TIRFM
conﬁguration as previously mentioned in section 2.3, may also
be considered variations of LSM. The 3D visualization of
nuclear pore complexes and single molecules of GFP-importin
β mediating the import of cargo through permeabilized cells has
also been realized.211
2.5. Fluorescence/Förster Resonance Energy Transfer
(FRET)
FRET is extensively used to measure biological interactions,
conformational changes on the nanometer scale, and as a
biosensor readout. FRET is the radiationless transfer of energy
between a donor and an acceptor species.268 If appropriate
spectral overlap exists between the donor’s emission spectrum
and acceptor’s absorption spectrum, the orientation of the
donor’s emission and acceptor’s absorption dipole moment is
not perpendicular, and the donor and acceptor are separated by
less than ∼10 nm, the donor molecule can transfer energy via a
dipole−dipole interaction to the acceptor. The acceptor can
then emit a photon at a longer wavelength than the
ﬂuorescence of the donor. In intramolecular FRET, the
donor and acceptor are tagged onto the same protein or
structure,269,270 and in intermolecular FRET the donor and
acceptor are tagged onto diﬀerent proteins or structures.271,272
The former is generally useful for measuring conformational
changes and in biosensor design, while the latter is generally
useful for measuring interactions of two or more species. The
energy transfer eﬃciency from the donor to the acceptor (E)
depends on the Förster distance (R0) and the separation
distance between the donor and acceptor (r): E = R0
6/(R0
6 +
r6).268 R0 is the separation distance between the donor and
acceptor where the eﬃciency of energy transfer is 50%. This
distance is dependent on several factors: the degree of overlap
of the donor’s emission spectrum with that of the acceptor’s
absorption spectrum, the orientation of the donor and acceptor
dipole moments, the donor quantum yield, and the index of
refraction of the surrounding medium. FRET pairs with larger
R0 values enable larger donor and acceptor separation distances
to be measured.
Many methods have been developed to measure and
calculate FRET values for live-cell and ﬁxed-cell measurements,
several of which have recently been reported.273−282 These
methods can be categorized into intensity-based, lifetime-based,
and anisotropy-based FRET techniques. In intensity-based
FRET techniques, the ﬂuorescence intensities of the donor,
acceptor, or both are monitored at select wavelengths or across
the entire spectrum. Under conditions that enable energy
transfer to occur, the ﬂuorescence intensity of the donor
decreases, and that of the acceptor increases. Lifetime-based
techniques use pulsed sources and monitor the decay in the
ﬂuorescence signal over time as the excited state is depopulated.
The donor lifetime decreases upon energy transfer to the
acceptor, which needs to absorb but not necessarily ﬂuoresce.
Anisotropy-based measurements record the diﬀerence between
the polarization of the excitation and emission photons. When
energy transfer occurs, the polarization of the emitted photons
may diﬀer from the excitation photons. Only anisotropy-based
FRET techniques can use identical donor and acceptor species
(i.e., homo-FRET). Several recent reviews cover the exper-
imental implementation of FRET, including issues that must be
considered when obtaining quantitative information.283,284
Some of the new developments from the past ﬁve years in
FRET donor and acceptor pairs for single cell analyses will be
covered in this section. In general, applications using
“traditional” FRET pairs for single cell analyses are excluded
from this discussion. Some interesting applications of FRET for
cellular analyses include measurements of the interaction of cell
membrane or intracellular components;285−288 ion, metabolite,
or small molecule quantiﬁcation;289−292 nucleic acids, nucleic
acid binding proteins, and the mechanisms of their action and
degradation;293−296 cell forces;297 pathogen discrimination and
host/pathogen interactions;298,299 drug discovery;300 and
protein localization, activity, synthesis, and folding.301−303
There are several photophysical factors that need to be
considered when choosing or designing a FRET donor and
acceptor pair: (a) suﬃcient separation of donor and acceptor
absorption spectra to obtain selective excitation of the
ﬂuorophores, (b) overlap of the emission spectrum of the
donor and the excitation spectrum of the acceptor, (c)
reasonable separation in emission spectra to allow independent
measurement of the ﬂuorescence of each ﬂuorophore, (d) high
ﬂuorophore extinction coeﬃcients and quantum yields to
achieve a reasonable signal, and (e) resistance to photo-
bleaching. The phenomena where conditions (a) and (c) are
not met are referred to as cross-talk and bleed-through,
respectively. Other considerations when using exogenous
FRET pairs are eﬃcient intracellular delivery and targeting.
Generally there are three types of ﬂuorophores used for cell-
based FRET measurements: (i) ﬂuorescent proteins (FPs) that
are expressed using the cell’s transcription and translation
machinery, (ii) small organic ﬂuorophores that are chemically
synthesized, and (iii) QDs and nanoparticles.
2.5.1. Donor−Acceptor FRET Pairs: Fluorescent
Proteins. Naturally occurring GFP and GFP-like FPs have
been cloned from many organisms and subsequently modiﬁed
to produce an entire color palette.304 Many live cell FRET
measurements use carefully chosen FPs fused to the protein(s)
of interest, often on one terminus of the host protein. Eﬀorts
have to be made to minimize disruption of the host protein’s
and FP’s folding while maximizing the desired FRET signal. In
addition to the considerations listed above, other desirable
features of FP FRET pair include fast protein maturation,
stability to pH, small molecule (e.g., ATP) and ionic gradients
(unless this property is being measured), no or controlled
propensity to oligomerize, and known ﬂuorescence decay
proﬁle if performing lifetime-based measurements.305−312 Two
recent reviews cite many practical considerations for using
donor and acceptor FPs.313,314
Popular FP FRET pairs include cyan ﬂuorescent protein
(CFP)−yellow ﬂuorescent protein (YFP)315,316 and YFP−
dsRED.317,318 A CFP−YFP or circularly permutated CFP/
circularly permutated YFP pair was used to construct a probe to
measure mechanical forces in proteins via FRET.297,319 CFP
and YFP were attached to opposite ends of a peptide sequence
commonly found in proteins responsible for cytoskeletal
structure.297 The FPs were also covalently connected via a
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single-stranded DNA sequence. Single-stranded DNA is ﬂoppy
and causes minimal mechanical stress in the protein. However,
once the single-stranded DNA binds to a complementary
sequence, it straightens out, imparting 5−7 pN of mechanical
stress on the peptide sequence adjoining the FRET pairs, and
the FRET eﬃciency between CFP and YFP is altered. For use
in cells, the ﬂuorescent proteins were tethered to DNA and a
region of the cytoplasmic protein α-actinin. The measurements
had good sensitivity and did not interfere with protein function.
The enhanced versions of CFP and YFP (i.e., ECFP and EYFP)
were used to develop a FRET sensor that measures the redox
state of the local environment.320 In this sensor, the two FPs
were attached via a polypeptide that was redox-sensitive. The
sensor’s FRET eﬃciency was low in the polypeptide’s reduced
form; however, once oxidized, a reversible disulﬁde bond
formed that increased the FRET eﬃciency to 92%. The sensor
can be used to measure intracellular or intraorganellar redox
conditions. A similar strategy to detect cAMP-dependent
protein kinase activity using a phosphorylation-dependent
conformation switch and the sequential energy transfer
between Cerulean, monomeric Venus (mVenus), and the red
emitting mCherry has also been demonstrated.321
To address limitations of existing FRET pairs, new pairs have
been sought and many have been identiﬁed.322−328 An
extensive study of FP pairs for both lifetime and intensity-
based FRET has been conducted using a single polypeptide
cAMP FRET biosensor,329 caspase-3 biosensor,60 calmodulin-
binding protein sensors,330 and a histone linked FRET pair.331
Screens for high eﬃciency FRET pairs compared the amplitude
of ﬂuorescence before and after protein separation and
identiﬁed TagGFP−TagRFP as a promising FRET pair.332
Further characterization showed the Förster radius for this pair
to be higher than GFP−mCherry, with high pH stability and an
emission signal that can be separated in most imaging systems.
This novel FRET pair was used to generate an eﬀective
apoptosis reporter by connecting the FPs with a 17 amino acid
peptide containing a caspase-3 cleavage site. Another advanta-
geous FRET pair that was identiﬁed to develop an enterovirus
biosensor is GFP2 and DsRed2.322 These FPs were connected
via a peptide containing a cleavage motif for the enterovirus 2A
protease. Energy transfer was measured until cleavage of the
peptide occurred, which increased the separation distance
between the donor and acceptor. The resulting decay in the
FRET signal was monitored as a function of viral load and
duration of exposure, and the authors report that this FRET
system can be used for diagnosis and screening. While these FP
FRET pairs have been tested in a particular biological context,
they should be applicable to a wide range of biological systems.
Another approach is to make modiﬁcations on a previously
existing FP or FP FRET pair.333−335 Wouters and co-workers
replaced YFP with a variant sREACh (super resonance energy
accepting chromoprotein), which has low quantum eﬃciency
and high absorbance.336 Kiyokawa et al. used sREACh and
tested three possible replacements for CFP as the donor. Using
a two-photon excitation microscope, the authors found that
monomeric teal ﬂuorescent protein (mTFP1) had a better
sensitivity after cells were stimulated with epidermal growth
factor.337
In FP-based biosensors where two FPs are attached via a
sensing domain, this linkage is very important for the proper
function of the sensor.338,339 Okada, Ota, and Ito developed an
amino acid sensor utilizing bacterial periplasmic binding protein
domains as the linker and a CFP/YFP FRET pair.338 To
increase the dynamic range of the FRET measurement, they
circularly permutated the ligand-binding linker. The resulting
biosensor showed up to ∼60% larger FRET dynamic range
than the original constructs. A computational tool to
qualitatively predict changes in FRET eﬃciency has been
developed to improve and aid development of FRET
biosensors (Fusion Protein Modeler, FPMOD).340 This tool
was used to evaluate and optimize Ca2+ biosensors by modeling
conformational changes that occur after Ca2+ binding. While
the calculated and experimental results were shown to have
good agreement, additional modiﬁcations could remove
nonoptimal conformations and create better quantitative
correlation between simulation and experiment.
The photophysical properties of some FPs are altered after
prolonged exposure to light, ﬁxation, or mounting, all of which
complicate FRET measurements and reduce measurement
accuracy;341−346 and FRET eﬃciencies can depend on the
donor/acceptor stoichiometry, which may be problematic when
the donor and acceptor expression are not linked (i.e.,
intermolecular FRET).273,347 After noticing dramatically diﬀer-
ent FRET values for live cell versus ﬁxed cell measurements,
Malkani and Schmid measured altered photophysical properties
for CFP, YFP, and other FPs in glycerol-based mounting
medium as compared to aqueous medium.348 While some
altered photophysical properties are unwanted, others open the
possibility of new FRET readouts, such as photochromic FRET.
This technique is possible using reversibly photoswitchable FPs
that have ﬂuorescence “on” and “oﬀ” states. These states are
achieved, for example, with the photoswitchable rsTagRFP,
after exposure to blue and yellow light, respectively.349 As
compared to other FRET readouts, all measurements are
performed on the same cell with photochromic FRET without
using the common FRET strategy of photobleaching the
acceptor, and reference images using a separate population of
cells are not required.
Dual FRET. The ability to simultaneously measure multiple
species or events within the cell would help develop an
understanding of complex signaling networks. Many dual FRET
sensors have been developed for this purpose.350−355 Because
of broad spectral peaks, signiﬁcant ﬂuorophore overlap can be
observed in dual FP FRET probes. Eﬀorts to resolve this
diﬃculty have included temporally separating the FRET signal
using spectrally compatible sets of FRET pairs. In this strategy,
the second donor is excited immediately after excitation of the
ﬁrst donor, and the subsequent emission from the acceptors is
collected. FP FRET pairs where this strategy has been
successful include ECFP/Venus and TagRFP/mPlum (Figure
8),356 ECFP/YFP and pmOrange/mCherry,353 and mTFP1/
mCitrine and mAmetrine/tdTomato.350 One diﬃculty with
sequential data collection, however, is the time lapse between
the collected data, making it impractical to study interactions
that occur on a faster time scale.
To improve the time resolution in dual FRET measurements,
a single-excitation dual-FRET method was developed with
linear unmixing to separate the FP signal.357,358 Oka and co-
workers used a sapphire/red ﬂuorescent protein FRET sensor
in combination with CFP/YFP.359 Both sapphire and CFP
were excited simultaneously at 405 nm, and the resulting signal
was comparable to single FRET measurements. This method
can be used in a variety of cell samples. Kim et al. used CFP/
YFP and YFP/mCherry pairs to obtain selective excitation of
the donor.317 To unmix the spectral imaging data of the
acceptors, a non-negative matrix factorization was applied. This
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technique eliminated donor bleed-through and autoﬂuores-
cence and minimized calculation artifacts.
A red-shifted FP FRET pair, mVenus/mKOκ, was used in
combination with a single FP sensor, Grx1-roGFP2.360 These
spectrally compatible probes had minimal cross-talk and were
shown to exhibit great spatiotemporal precision. As proof of
concept, simultaneous imaging of Src/Ca2+ signaling and
glutathione redox potential were measured, revealing that the
epidermal growth factor-induced Src signaling is negatively
regulated by H2O2. A single, genetically encoded FRET
biosensor has also been developed for measuring both protein
kinase A and protein kinase C activity.361 This construct
overcomes issues of diﬀerential expression of separate FRET
biosensors for dual parameter FRET imaging.
2.5.2. Donor−Acceptor FRET Pairs: Small Molecules.
Small molecule FRET pairs have contributed to our under-
standing of the interactions of individual molecules in signaling
networks,362 tracking metal ions in cells,363 membrane
potential,364 and analyzing metabolic regulation.365 Their
smaller size as compared to ﬂuorescent proteins (27 kDa) is
less invasive for some applications.366 While small molecule
ﬂuorophores are generally not directly encoded by the genome
(an exception would be, for example, tryptophan) and must be
delivered to the cell, they do provide more options for a
diversity of ﬂuorophores. Key challenges to using small
molecule FRET pairs are intracellular delivery of exogenous
biosensors and achieving speciﬁc labeling of target endogenous
biomolecules in the complex cellular environment without
aﬀecting biological function. Methods to speciﬁcally label target
biomolecules continue to be developed, and these strategies
will increase the utility of small molecules for FRET-based
measurements in the cell.367−371 Monitoring azides in HeLa
cells was achieved by creating a ﬂuorogenic phosphine reagent
containing an ester-linked FRET quencher.372 The ester is
cleaved, and the compound is ﬂuorescent when the compound
binds with azides. This strategy enables speciﬁc labeling of
azides without high backgrounds in the absence of azide
binding.
Small molecule FRET pairs have been incorporated into
exogenous biosensors.373,374 FRET-based metal ion sensors
have been developed for intracellular imaging including a
sensor that has a boron-dipyrromethanene (BODIPY) donor
and rhodamine acceptor covalently attached via a rigid biphenyl
spacer.375 The attachment strategy leaves a free 2′-carboxyl
group on rhodamine that can be used to attach a wide range of
metal ion receptors. When the metal ion binds to its receptor,
the energy transfer from the donor to the acceptor is altered.
The rigid biphenyl spacer ensures that the energy transfer does
not change as a result of the molecular motion of the FRET
Figure 8. (A) Schematics of dual FRET FP probes for sensing Ca2+
and Ras activation. (B) Absorption and emission spectra of the dual
FRET donor and acceptor FPs and ﬁlters used by the authors (shaded
wavelengths). Reprinted with permission from ref 356. Copyright
2008 Elsevier.
Figure 9. BODIPY donor/biphenyl linker/tetramethylrhodamine acceptor mercury ion FRET sensor imaged in HeLa cells. The cells were incubated
with FRET sensor (a) BRP-1 or (b) BRP-2 for 15 min, then imaged at the indicated times after introducing (a) 2.5 μM HgCl2 or (b) 25 μM HgCl2.
The emission is red-shifted as energy is transferred from the donor (green emission) to the acceptor. Reprinted with permission from ref 375.
Copyright 2011 John Wiley and Sons.
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complex when there is no metal ion binding. The concept was
demonstrated using a mercury receptor and HeLa cells and was
shown to have excellent sensitivity and selectivity as well as
insensitivity to pH (Figure 9).
Recently, a terbium complex was used as a donor in
combination with ﬁve organic molecule acceptors to simulta-
neously measure ﬁve distinct binding events by FRET. This
technique has high sensitivity and low detection limits (ng/mL)
for the targeted biomarkers and has the potential for early
disease detection, especially in lung cancer and other diseases
for which diagnosis is not possible via a single biomarker.376
When calculating donor and acceptor separation distances
using measured FRET eﬃciencies, accurate results require
knowing the orientation between optical dipole moments.
Often, complete rotational freedom is assumed (i.e., orientation
factor = 2/3). A recent study combining theory and experiment
with site-speciﬁc, small molecule-labeled DNA challenges this
assumption, and the study shows inaccurate results may be
obtained when the assumption of complete rotational freedom
is used.377
Fluorescence Quenchers and Photoswitchable Probes.
Another approach to FRET is to use a small molecule acceptor
that quenches the ﬂuorescence of the donor when the two are
in close proximity.378,379 In this case, there should be spectral
overlap between the donor emission and quencher absorption.
A quencher, IRDye QC-1, has recently been reported for use
with a variety of visible to near-infrared donors.378 Quencher
performance was tested by measuring eﬃciencies in a caspase-3
bioassay with six diﬀerent donors linked to the quencher via a
cleavable peptide. All sensors showed a 40−83-fold increase in
ﬂuorescence upon cleavage of the substrate. This eﬀective
quenching of a broad range of donors provides ﬂexibility in
biosensor design.
A class of photoswitchable caged coumarin probes was
developed that has a high FRET eﬃciency and promising
chemistry for bioconjugation.380 Calcein was chosen as the
acceptor due to its water solubility, long cytoplasmic retention
time, and the extensive spectral overlap of its excitation
wavelength with coumarin’s emission. Acetic anhyridide was
used to couple the FRET construct to dextrin amines for
imaging in MDCK cells. This dye can be localized by exciting it
near 490 nm prior to photolysis.
Small molecule optical switches oﬀer another approach to
measure FRET eﬃciencies (photochromic FRET). An optical
switch that has an absorbing and nonabsorbing state enables
measurements of donor ﬂuorescence in the presence and
absence of the acceptor without photobleaching, as discussed
above. Nitrobenzospiropyran (NitroBIPS) attached to a GFP-
alkylguaninetransferase fusion protein (GFP-AGT) is one such
combination used as an optical switch that showed a high
detection sensitivity.381 Another example uses the small
molecule donor tetramethylrhodamine (TMR) in combination
with acceptor spironaphthoxazine (NISO), an optical switch
that has enhanced quantum yields.382 The optical switching of
the probe is reversible without additional reactants, making this
probe conducive to measurements in cells. Because the NISO
absorption spectrum is red-shifted as compared to other optical
switches that have been reported, FRET eﬃciency is maximized
without limiting the optical switching frequency.
2.5.3. Donor−Acceptor FRET Pairs: Quantum Dots
and Nanoparticles. Inaccuracies result in the FRET measure-
ment when photobleaching of the ﬂuorophores occurs during
an experiment. QDs have been used for many years as bright,
photostable ﬂuorescent tags, and can also be used for FRET.
The broad absorption spectra and narrow, symmetric emission
spectra of QDs make them ideal for many experiments where
multiplexing is desired.383 QD ﬂuorescence is strongly
quenched by metal nanoparticles, and metal nanoparticles
have been used in surface energy transfer, which has similarities
to FRET but with a distinct mechanism.384 The common
synthesis of QDs in organic solvents generates a hydrophobic
layer of ligand that needs to be replaced with a hydrophilic
ligand for experiments in aqueous media. Many strategies exist
for generating surface functionalized QDs for cellular measure-
ments.277,385,386
When the QD is coated with a covalently attached small
molecule acceptor, it can be used as a biosensor or to monitor
enzymatic reactions in cultured cells. Energy transfer occurs
between the QD and the acceptor. Upon enzymatic cleavage of
the substrate or conformation change as a result of ligand
binding, energy transfer is decreased or eliminated. Rosenzweig
and co-workers synthesized water-soluble CdSe/ZnS QDs with
a rhodamine labeled tetrapeptide to monitor peptide cleaving
enzymes.387 The QD constructs were used to monitor the
matrix metaloprotease activity in a normal and cancerous breast
cell line. They showed it was possible to discriminate between
the two cell lines in less than 15 min, and the biosensor could
be used in a number of biological contexts to measure
proteolytic activity including measuring protease inhibitors and
activators.
A self-assembling FRET biosensor was developed for
monitoring protease activity.388 The biosensor uses a
hexahistidine tag to conjugate a QD, and contains a protease
speciﬁc sequence, a cysteine residue to bind Alexa Fluor 568
maleimide, a domain for puriﬁcation, and a TAT peptide for
cell penetration. The FRET biosensor was used to monitor
human immunodeﬁciency virus (HIV)-1 protease activity and
inhibitor eﬃciency in HeLa cells. The authors report that the
design of the construct enables the facile swapping of the
protease speciﬁc sequence for a new one, a feature that is
important for a rapidly mutating virus such as HIV.
While many implementations of QD biosensors for cellular
applications utilize small molecule acceptors, ﬂuorescent
proteins and QDs can also be used as the acceptor.389−393
Medintz et al. demonstrated the speciﬁc labeling of an
intracellular FP with a QD by conjugating the Ni2+ function-
alized QD with hexahistidine tagged FPs (Figure 10).389,390
Intracellular FRET was measured when COS-1 cells were
Figure 10. Schematic of a method to generate an intracellular QD-FP
biosensor. Once injected into the cell, the Ni2+-containing QDs chelate
the hexahistidine containing genetically expressed FP mCherry. FRET
occurs between the QD donor and FP acceptor. Reprinted with
permission from ref 390. Copyright 2010 American Chemical Society.
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microinjected with the QDs and were transfected to express the
hexahistidine-mCherry, but no FRET signal was measured for
cells that only had the FPs or QDs. This research group also
showed that QDs can act as both FRET donors and acceptors
when time gating the ﬂuorescence signal.391 Zhao et al. have
used red and green QDs for FRET-based immunocytochem-
istry measurements.392 The red QDs were labeled with mouse
antihuman CD71, and the green QDs were labeled with goat
antimouse secondary antibody. The QDs (5.3 and 2.2 nm)
were smaller than the antibodies (about 40 nm). Only when
both QDs are in close proximity on the cell membrane of HeLa
cells does energy transfer occur. This strategy may be useful to
limit false positive signals that result from nonspeciﬁc binding
of the secondary antibody.
Cytotoxicity may occur when working with QDs due to their
heavy metal content. Other types of nanoparticles that are
capable of participating in FRET have recently been
demonstrated for cellular studies. Sakka and co-workers
developed a lanthanide-doped inorganic nanoparticle (Ce-
PO4:Tb)−small molecule (rhodamine) FRET pair.
394 The
lanthanide nanoparticles share many of the beneﬁts of QDs
(sharp Stokes shifted emission, resistance to photobleaching,
and also blinking), with a demonstrated low toxicity. FRET has
been measured with the lanthanide-doped inorganic nano-
particle and a rhodamine acceptor in HeLa cells.
In summary, recent developments in FRET pairs for use in
cells have solved many of the issues that exist when using FP-,
small molecule-, or nanoparticle-based FRET pairs. Further
advancements in multiplexed FRET pairs will increase the
number of cellular events that can be simultaneously measured
to elucidate multistep signaling pathways. New methods to site-
speciﬁcally label biomolecules with small molecules and QDs,
and routes to deliver FRET pairs to targeted cellular locations,
will also open new avenues in live cell FRET measurements.
3. OPTICAL METHODS UTILIZING NONFLUORESCENT
NANOPARTICLE PROBES
3.1. Nonﬂuorescent Nanoparticle Probes
Broadly speaking, the term nanoparticle encompasses any and
all types of particles (single phase, hybrid, solid, core−shell,
metallic, silica, diamond, etc.) with a diameter on the nanoscale.
However, for the purposes of nonﬂuorescent single cell
imaging, noble metal nanoparticles stand apart as the most
popular group of probes. The noble metals have retained their
preeminence among researchers due to their stability, ease of
synthesis, and optical properties. Silver and gold are the two
most popular options, and they can be easily tailored to provide
a strong optical signal in the visible or near-IR range.
The ideal nanoparticle for single cell imaging would be
composed of nominal mass to avoid any interruption of the
processes within the cell and also provide a suﬃciently intense
signal for optical detection. At the current stage of research,
nanoparticles on the scale of 10−100 nm have been found to
work quite well for single cell research. Particles below 10 nm
in diameter are not as well-understood, because they are
impacted by the quantum behavior of the conduction electrons,
and they oﬀer a much weaker signal.395 However, researchers
are beginning to look at quantum-sized plasmonic nanoparticles
more carefully, and particles within that size regime could prove
valuable for single cell imaging in the near future.
The optical properties of noble metal nanoparticles arise
from a phenomenon known as localized surface plasmon
resonance (LSPR).396 Brieﬂy stated, when a nanoparticle is
irradiated by light within a speciﬁc, narrow band of wave-
lengths, the vibrating electrical ﬁeld around the nanoparticle
displaces the electrons in the nanoparticle’s conduction band.
Coulombic forces within the nanoparticle act to restore the
electrons to their former positions, but as long as the
illumination continues, the electrons in the particle will oscillate
in phase and produce a signal that can be detected with the
optical techniques discussed below. For a nanoparticle to
produce a LSPR signal, it must be much smaller than the
wavelength of light that it is being irradiated by.
To image noble metal nanoparticles, it is thus necessary to
locate the band of wavelengths where the LSPR behavior will
appear. The position of the LSPR is determined by several
factors, the most important of which are the size and shape and
composition of the nanoparticle. The surrounding dielectric
environment (substrate and medium) can also produce a shift
in the LSPR position.
The optical spectra of nanospheres can be determined by the
application of Mie Theory, which is an exact solution of
Maxwell’s equations for spherical particles.397,398 Spheres much
smaller than the wavelength of light can be described even
more simply by use of the quasi-static approximation to Mie
Theory. Under this approximation, only dipolar contributions
need to be considered when determining the cross sections for
the sphere. The scattering (σsc) and absorption (σabs) cross
sections are thus given by:398,399
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where λ is the illumination wavelength, a is particle radius, and
m is the relative refractive index (the particle’s refractive index
divided by the medium’s). The extinction cross section is
merely the sum of the scattering and absorption cross sections.
At small diameters, the extinction spectrum is dominated by
absorption, but scattering grows in importance as the particle
diameter increases.399,400 Because spheres are isotropic, they
produce a single dipolar LSPR, but as sphere diameter
increases, the LSPR red-shifts and undergoes broadening.398,401
The spectrum of a rod-shaped particle can be calculated
exactly with the theory developed by Gans.396,402 According to
Gans’ theory, the absorption cross section is:402−404
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where V is the rod’s volume, ε1 and ε2 are the particle’s complex
dielectric constants, εm is the medium’s dielectric constant, and
the polarization factors, Pi, and the factor, e, are deﬁned as:
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where L and T are the lengths of the particle’s longitudinal and
transverse axes. Nanorods have two LSPR, one associated with
each axis. The directionally dependent behavior of nanorods
makes them a highly regarded probe for single cell imaging.
The position of the maximum longitudinal LSPR (in nm) can
also be determined with:404
λ ε= − +⎜ ⎟⎛⎝
⎞
⎠
L
T
53.71 42.29 495.14max m (25)
Although other nanoparticle shapes have been synthesized,
they cannot be solved with exact methods as is the case for
spheres or rods. Instead, their spectra can only be deduced by
way of discrete dipole approximations (DDA) or other
calculation-intensive methods.405 Another concern with imag-
ing nanoparticles is being able to distinguish single, isolated
nanoparticles from assorted aggregated conformations. While
aggregates can display more complex behavior than single
particles, they can be distinguished from single, isolated
particles.406−410
More recently, researchers have turned an eye toward hybrid
nanoparticles, which consist of a noble metal and a non-noble
material or a combination of noble metals. Core−shell and
multilayered silver−gold nanoparticles have complicated
spectra, instead of spectra that are linear combinations of the
components.8,411−414 Magnetic metals can be added to a
nanoparticle to provide for manipulation of the particle.
However, magnetic materials alter and typically dampen the
optical behavior of nanoparticles.8,398,415,416 Noble metal
nanoparticles combined with semiconductors are capable of
quenching or enhancing the ﬂuorescence of the particle and
could possibly serve as a sensor.8,417,418 The hybrid options are
seemingly endless, but much research is still needed in that
arena. For a more detailed description of alternative nano-
particle options, please refer to the recent extensive review by
Cortie and McDonagh.8
A ﬁnal topic that deserves consideration when selecting a
nanoparticle probe for cell imaging is nanoparticle toxicity.
Nanoparticles may present themselves as toxic due to the metal
or semiconductor material with which they are made.
Alternatively, nanoparticles may be toxic as a result of their
Figure 11. Optical imaging techniques for nonﬂuorescent nanoparticles: (A) Dark-ﬁeld microscopy. (B) Photothermal. Reprinted with permission
from ref 438. Copyright 2005 American Chemical Society. (C) Interferometric cross-polarization microscopy. BS, beam splitter; AOM, acoustic-
optical modulator; GT, Glan Taylor polarizer. Reprinted with permission from ref 455. Copyright 2011 American Chemical Society. (D) Diﬀerential
interference contrast (DIC) microscopy. The arrows show the vibration directions of the light beams at diﬀerent locations.
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surface coatings. One reason for gold’s popularity is that gold
itself is typically viewed as being nontoxic to cells. In
comparison, QDs are considered to be quite toxic, regardless
of surface coating. The collection of other nanoparticles that
exist (e.g., silver, copper, mesoporous silica, carbon, iron oxides,
etc.) are highly variable in their individual toxicities; thus
toxicity should not be overlooked when designing a study.
Nevertheless, further research into the toxicology of nano-
particles is certainly warranted, especially for such particles that
are being designed for in vivo applications. Several detailed
reviews and research papers have been written recently on this
topic, and interested readers are encouraged to consider these
other papers for more information on the subject.9,10,419−421
3.2. Optical Methods for Nanoparticle and Single Cell
Imaging
Many of the experiments conducted for optical imaging of
nanoparticles within single cells rely upon commercially
available microscopes. The focus of this section is on the
theory of the more commonly used instruments, with a brief
discussion of key components and alternative instrument
designs (Figure 11).
3.2.1. Rayleigh Scattering-Based Microscopy. Dark-
ﬁeld microscopy is the most commonly utilized mode of
microscopy for nonﬂuorescent nanoparticle detection. This
technique relies on the collection of Rayleigh scattered light for
image generation. Under conventional dark-ﬁeld microscopy, a
specialized condenser is relied upon that prevents any light rays
from passing directly through the condenser to the sample
plane (i.e., the zeroth order light rays). As a result, only oblique
rays of light are permitted through the condenser and interact
with the sample. Because the NA of the objective is set to a
lower value than that of the condenser, the oblique rays will fail
to enter the objective in the absence of a sample, and the
imaging ﬁeld will appear dark. Light that is scattered by the
sample can enter the objective, and it will appear as a white or
colored feature against the dark background. However, cells are
complex structures, and many of the surfaces within the cell can
scatter light, thus creating a problem with large background
noise and making nanoparticle detection a diﬃcult challenge in
some experiments.
Dark-ﬁeld microscopes are often coupled with additional
components to aid with spectroscopy and nanoparticle
detection. Because the sample is illuminated with white light,
a monochromator or grating is often placed in front of the
detector to provide a high-resolution spectral proﬁle of metal
noble nanoparticles.422−424 In some experiments, ﬁlters
(tunable or ﬁxed) are preferred.408,425,426 When orientation
information is needed from the nanoparticles, additional
components can be added to the light path to provide the
desired polarization setting.408,427 When a spectrometer is
utilized, an additional option is to replace the spectrometer’s
entrance slit with a liquid crystal device (LCD). This
modiﬁcation allows each pixel to act as an individual shutter
with fast response, and as many as 20 isolated particles can be
investigated at once using this technique.424,428
As an alternative to dark-ﬁeld microscopy, Louit et al.
developed a confocal microscope that also collects Rayleigh
scattered light.429 The system uses a tunable laser and ﬁlters to
provide homogeneous illumination across the visible spectrum.
Furthermore, the instrument provides suﬃcient time resolution
for monitoring plasmon shifts as nanoparticles interact with
cellular features. The technique also allows for the tracking of
nanoparticles during endocytosis and exocytosis events.
3.2.2. Absorption-Based Microscopy. As shown above,
the scattering signal of a nanoparticle drops oﬀ more quickly
than the absorption signal with decreasing radius. Therefore,
some researchers choose to work with absorption-based
spectroscopy. The simplest absorption technique is bright
ﬁeld microscopy. For this method, light is transmitted directly
through the condenser and the sample plane. As a result,
nanoparticles and other features that absorb light appear to be
dark upon a bright background. When video enhancement
became available in the 1980s, researchers were ﬁnally able to
track small gold nanoparticles (≥15 nm) to research on
endocytosis and lateral protein motions on cell exteriors.430
Bright ﬁeld is still used by researchers today for cell and
nanoparticle imaging, but it is typically used to complement
other imaging techniques.431,432
A second absorption-based microscopy is spatial modulation
spectroscopy (SMS). This technique measures nanoparticle
absorption by moving the particle in and out of the focal
plane.433,434 Although this technique can detect particles as
small as 5 nm, the nanoparticles must be ﬁxed to a surface. As
such, it has not been utilized for biological studies to date.
A third method, photothermal heterodyne imaging (PHI),
utilizes a dual laser beam conﬁguration to detect a nanoparticle
by way of a thermal lens that is created by the pump
laser.434−437 Nanoparticles absorb energy from a time-
modulated excitation laser and convert the energy into heat.
Subsequently, as the heat is dissipated from the nanoparticle,
the surrounding medium undergoes a time-modulated variation
in its refractive index. The nonresonant probe beam interacts
with the modulating medium and produces a scattered ﬁeld. By
using the probe beam’s beatnote to monitor the scattered ﬁeld,
gold nanoparticles as small as 1.4 nm can been detected.
However, the technique’s sensitivity is closely linked to the ﬂuid
surrounding the nanoparticle.437 Additionally, PHI can be used
to detect noble metal or semiconductor nanoparticles, and it
can detect the orientation of a nanoparticle when polarized
light is utilized.434,438
When PHI is coupled to a piezoscanner stage for raster
scanning of the sample, the technique is referred to as laser-
induced scattering around a nanoabsorber (LISNA).435 LISNA
has been used with live cell imaging at video rate for several
minutes at a time, but because it is a raster scanning technique,
it is somewhat limited to slower biological processes. As such,
few PHI experiments with this design have been conducted.
Instead, recent PHI experiments have tracked dynamic
nanoparticles by focusing multiple laser beams at ﬁxed locations
within the cell to detect time ﬂuctuations in the photothermal
signal.439
3.2.3. Photoacoustic Methods. Photoacoustic tomogra-
phy (PAT) is a specialized absorption technique that eﬀectively
combines optical and ultrasonic imaging, thereby providing a
means of noninvasively imaging tissues.440−444 As a result, it
provides deeper imaging than other optical techniques while
avoiding radiation and the high costs associated with diagnostic,
molecular imaging.444 Moreover, a wide variety of nanoparticles
can be used as functionalized probes for use with PAT,
including gold, copper, magnetic materials, and QDs.441,443−446
By functionalizing the nanoparticles, it is possible to target and
detect speciﬁc types of cells within tissue, such as cancerous
cells.
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PAT produces a high-contrast image of tissues and molecular
contrast agents (e.g., nanoparticle probes) that absorb suﬃcient
radiation.441 To produce the image, a short-pulse laser beam
ﬁrst irradiates the sample, typically in the near-infrared range.
As tissues absorb the incoming radiation, they undergo
thermoelastic expansion and reradiate the energy in the form
of photoacoustic waves. A transducer is responsible for
detecting the photoacoustic signals.
PAT can be split into two distinct modes based on how the
transducer collects the signal.447 If the transducer raster scans
the sample, the mode is referred to as focused scanning
tomography. This mode includes photoacoustic microscopy
(PAM) and confocal dark-ﬁeld PAM. The time to complete a
scan is dependent on the laser pulse rate, the step size of the
scan, and the size of the area being scanned.442 Alternatively, an
array of transducers can be used in parallel for detection, in
which case the mode is referred to as photoacoustic computed
tomography. Under this mode, frame rates as high as ∼50 MHz
can be achieved.
The maximum penetration depth attainable with PAT is ∼30
mm in biological tissue, but the actual depth is dependent upon
the ultrasonic frequency used by the transducer.444 Further-
more, as penetration depth is increased, axial and transverse
resolution is drastically reduced. At a depth of ∼3 mm with the
transducer set to 50 MHz, PAT provides an axial and transverse
resolution of 15 and 45 μm, respectively.
More recently, eﬀorts have been made to match PAM’s
lateral resolution to that of optical methods. In one such case,
the sample is doubly illuminated from the top and bottom,
simultaneously.448 However, the penetration depth is limited to
∼2 mm in tissue at a wavelength of 532 nm. In another
variation known as pure optical PAM (POPAM), weak
photoacoustic signals are detected by means of a focused
excitation beam and a specialized microring resonator with a
broad bandwidth for signal detection.449 This technique has
been capable of providing a lateral and axial resolution of 5 and
8 μm, respectively.
3.2.4. Interference-Based Microscopy. An alternative
method for detecting nanoparticles is interferometry. This
method is capable of distinguishing nanoparticles from its
background, because it exploits the interference of the
background reﬂection with the nanoparticle-induced scatter.
Thus, the normalized cross section for the images seen under
this method is described by:450,451
σ = −I I
Iint
m r
r (26)
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and Im is the measured intensity of a particle at the center of the
focus as a function of the particle diameter (d), Ir is the average
measured intensity of the reﬂected light in the absence of the
particle, Ei is the electric ﬁeld at the particle’s location, Er is the
electric ﬁeld of the background illumination, Es is the electric
ﬁeld of light scattered by the particle, r is ﬁeld reﬂectivity, s is
the complex scattering amplitude, and φ is the phase of the
scattering. The three terms on the right-side of eq 27 represent
the background intensity, the purely scattered intensity that
scales as d6, and the cross-term that scales as d3. For very small
particles, the second term becomes smaller than the noise
observed with the ﬁrst term, while the third term becomes the
dominant factor.
A standard homodyne instrument setup utilizes a low
powered (≤10 mW) laser for illumination on a commercial
microscope.451 Either white or monochromatic light can be
used to illuminate the sample. A piezo stage is utilized for
scanning the sample area. The reﬂected signal is collected by a
photomultiplier with a low-noise current−voltage ampliﬁer.
Because of the destructive interference between scattered and
reﬂected light, small particles appear to be dark against the
background. Using this instrument design, 5 and 10 nm gold
nanoparticles at a water−glass interface were detected at an
integration time of 2 and 1 μs, respectively, under confocal
microscopy. However, a limitation of this design is that the
phase must be known to elucidate the electric ﬁeld scattered by
the particle.452
More recently, heterodyne and phase-shifting interferometers
have been designed, and they are capable of independently
measuring the amplitude and phase of the scattered ﬁeld.452−454
Under heterodyne interferometry, the signal is allowed to
interfere with a frequency-shifted reference beam, thereby
producing a beat frequency. The signal is demodulated at the
beat frequency, resulting in a decoupled phase and amplitude.
Simple dual-phase interferometers can even be scaled down to a
portable unit for forensic and biodefense applications.452 When
heterodyne interferometry is combined with dark-ﬁeld
microscopy, the background noise is reduced, and ∼48 nm
diameter viruses and bacteriophages have been detected label-
free in solution in real time.453 Under phase-shifting
interferometry, known phase shifts are introduced.452 By taking
independent measurements of the signal intensity in sequence
or simultaneously, it is possible to determine the scattering by
the particle. With this design, immobilized 25 nm gold particles
have been detected at 1 ms in water.452
Heterodyne interferometry can also be combined with cross-
polarization microscopy.455 In such a design, linear polarized
light is sent through a beamsplitter to create a signal and a
reference beam that are x- and y-polarized, respectively. A high
NA objective along the signal beam induces a partial conversion
of x-polarized light into y-polarization. An objective collects any
y-polarized scattering that occurs by objects in the signal beam
path. By then overlapping the two beams, only y-polarized
components of the electric ﬁelds will interfere, and, as a result,
the background is shot-noise limited. Particles thus appear as a
cross-polarized object with white and black spots upon a black
or dark gray background. This design has been able to detect
gold nanospheres on a glass slide as small as 5 nm at an
excitation power of ∼1 μW.
3.2.5. Diﬀerential Interference Contrast Microscopy.
Diﬀerential interference contrast (DIC) microscopy is a
specialized variation of interferometry. Nomarski DIC is the
primary microscope design for imaging in the visible and near-
IR range, and it is also commercially available. Other variations
of DIC microscopy do exist, but they are either used for X-ray
imaging, or they have not proven as popular as Nomarski
DIC.456,457 Nomarski DIC’s popularity largely stems from its
reliance on a large condenser aperture, which provides a higher
lateral resolution, and a shallower depth of ﬁeld than either
dark-ﬁeld or bright-ﬁeld microscopy.457−459 As a result, DIC
provides sharper cell images than dark ﬁeld or bright ﬁeld,
because it does not suﬀer from out-of-plane scattering or
absorption.459
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In addition to a condenser and objective, the main
components along the light path of a Nomarski DIC
microscope consist of two birefringent Nomarski prisms, a
polarizer, and an analyzer.408,457,460,461 Nonpolarized white
light passes through the polarizer and then undergoes shearing
into two orthogonal beams at the ﬁrst prism. Resultantly, two
coherent beams with a lateral shear of ∼100−200 nm pass
through the condenser and illuminate the sample plane. Both
beams are also at a 45° angle relative to the polarizer. After
being gathered by the objective, the two orthogonal beams are
recombined by the second prism before passing through the
analyzer on its way to the detector. Filters are usually placed in
the light path to collect images at speciﬁed wavelengths,
because it is not trivial to introduce a spectrophotometer to the
light path due to DIC’s reliance on the principles of
interferometry. To perform rotational studies, a rotating stage
is also preferred.408
Nanoparticles and other features that introduce a phase shift
to either of the two sheared beams will appear as a shadow-cast
object on a gray background in a DIC image.408,461−463 At the
LSPR wavelength(s), the shadow-cast appearance of an
isotropic nanoparticle will not change with rotation of the
object in relation to the polarizer, because the particle remains
equally aligned with both of the sheared beams at all
orientations. However, an anisotropic nanoparticle can appear
as predominantly white, predominantly black, or as shadow-
cast, depending on the orientation of the LSPR axis with the
two orthogonally sheared beams. In fact, for gold nanorods
with a LSPR in the visible range, the relative intensities of the
black and white signal oscillate according to a cos4 and sin4
relationship, respectively.462 By monitoring the changes to the
two signal components, it is possible to discern the 2D and 3D
orientation of a nanorod, even if it is in motion.
Image quality and nanoparticle contrast can be adjusted by
introducing an intentional phase shift to the wave train. To
introduce a phase shift, traditional Nomarski DIC microscopes
rely on translating the condenser-side prism while the
objective-side prism remains ﬁxed. Modern de Seńarmont−
Nomarski DIC microscopes employ a birefringent quarter
wavelength retardation plate (QWRP) in the light path before
the condenser. While the fast axis of the QWRP is ﬁxed at a 90°
angle to the analyzer, the polarizer is rotated to adjust the phase
shift between the two beams. Researchers must take care in
selecting an intentional phase shift, however, particularly when
working with a gold nanorod sample that displays lots of
polydispersity in the LSPR position. Adjusting the phase shift
alters the optical behavior of gold nanorods at nonplasmonic
wavelengths.460
Nomarski DIC has already been proven to be eﬀective at cell
research. For example, DIC has been used to observe nanorods
rotating on a live cell membrane at 200 frames/s464 and
elucidate the rotational dynamics of cargos at pauses during
axonal transport in neurons at 500 frames/s.465 Because DIC is
nonintrusive and does not require staining, as ﬂuorescence
microscopy does, DIC can be used for monitoring cells and
nanoparticles over extended periods of time.466 As such, DIC
has been utilized to track nanoparticles undergoing endocytosis
and transport through cells, which is discussed in further detail
in section 5.461,462,464
3.2.6. Second-Harmonic Generation Imaging. Second-
harmonic generation (SHG) is a nonlinear optical process, in
which the high-ﬂux of photons interacting with a nonlinear
optical material are combined to form new photons with twice
the frequency (one-half the wavelength) of the incident
photons. The intensity of SHG signal is proportional to the
square of the incident laser intensity. Thus, SHG imaging
(SHGI), similar to MPEF imaging, allows for detection in the
visible region upon IR illumination, and oﬀers excellent axial
sectioning capability and lateral resolution comparable to that
of confocal ﬂuorescence microscopy without having to use a
pinhole.
In contrast to MPE processes, SHG is a coherent scattering
process. It does not involve excited molecular states, although
the SHG signal can be enhanced upon resonance. The majority
of SHG signal can be detected in the propagation direction of
the incident laser beam. SHGI systems usually adopt a trans-
detection scheme. However, in case of thick or scattering
media, back scattered signal can also be detected even though it
is weak. For biological samples, SHGI has two advantages over
MPEF imaging. First, photobleaching is normally low in SHGI
as compared to MPEF microscopy. Second, many ordered
endogenous structures in cell/tissue, for example, collagen,
actomyosin complexes, tubulin, etc., can give strong SHG
signals and allow for label-free imaging.467
Recent Development in SHG Imaging Instrumentation.
Since the demonstration of the ﬁrst SHG microscope in
biological research by Freund et al.,468 followed by further
contributions from several other groups,467,469,470 SHGI has
now become a very useful tool for bioimaging. Advances in
laser technology, scanning approaches, exogenous probes, and
labeling procedures have led to SHGI’s applications not only in
fundamental research but also in clinical diagnostics.467,471,472
SHGI techniques are similar to those based on confocal and
MPEF by nature. Recent development in SHGI in live cells
includes multifocal SHGI for faster imaging speed121 and
multimodal imaging that allows simultaneous measurement of
SHG and 2PEF signa ls f rom the same opt ica l
setup.123,124,473,474 Multimodal imaging provides an opportu-
nity to compare the two images that are obtained from two
entirely diﬀerent quantum processes, providing rich informa-
tion for the study of various biological processes.
Exogenous SHG Probes. Although many ordered structures
in cells and tissue can produce inherent SHG signal, exogenous
probes are frequently used to increase the contrast or to
selectively image nonsignal targets. These exogenous probes
mostly target the lipid bilayer in cells. A nice review of SHG
dyes can be found in a recent review article by Reeve et al.475 A
current issue with SHG dyes is their photobleaching.
Development of novel probes that are less prone to bleaching
and blinking while maintaining strong SHG signal is an active
area of research.476−483 For example, Pantazis et al. have shown
that BaTiO3 nanocrystals are photostable SHG probes.
484
Reeve et al. have synthesized amphiphilic porphyrins that are
capable of yielding strong SHG signals and are also more
resistant to photobleaching than other SHG dyes.485
Because SHG requires a nonzero second-harmonic coef-
ﬁcient, only noncentrosymmetric structures are able to emit
SHG light. The molecular SHG probes must align spatially in
the targeted area to generate SHG signal. Membrane-targeting
probes, for example, ﬂuorescent calcium indicators or voltage-
sensitive ﬂuorescent probes, usually self-align due to the unique
scaﬀold provided by the cell membrane and give an excellent
signal.486−492 Because the SHG signal intensity is sensitive to
changes in transmembrane cell potential, Campagnola et al.
used SHGI to determine changes in membrane potential in
lymphocytes labeled with a voltage sensitive dye.467,493 In
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recent years, SHGI, similar to MPEF imaging, has been
extensively used for imaging ordered structures at live tissue/
organs level, for example, cornea494 and lamina cribrosa
sclerae.495 These studies, although important, do not ﬁt into
the scope of this Review.
4. RAMAN IMAGING
Raman spectroscopy is an inherently label-free, nondestructive,
noninvasive vibrational technique that provides information
about the chemical content of a sample. There are many
variants of Raman techniques including surface-enhanced,496
resonance,497 tip-enhanced,498 total internal reﬂection,499,500
and coherent antistokes501 Raman spectroscopies. While
Raman spectroscopy is complementary to infrared spectrosco-
py, it has several properties that make it a better choice for
many single cell analyses. Raman spectra often exhibit narrow
spectral peaks as compared to ﬂuorescence and infrared
spectroscopies, so it may be possible to measure distinct
chemical species even in the complex cellular environment.
Narrow spectral peaks are also desirable for multiplexed assays.
Unlike infrared spectroscopy, Raman spectroscopy is well-
suited for measurements in aqueous environments because
excitation wavelengths are below 1300 nm, where the onset of
water adsorption occurs.
4.1. Surface-Enhanced Raman Spectroscopy (SERS): Recent
Developments in SERS Substrates and Applications to
Single Cell Analysis
Nonenhanced or conventional Raman spectroscopy is a low
signal technique as compared to many other molecular
spectroscopies. Typical Raman cross sections of molecules are
on the order of ∼10−30 cm−2, while ﬂuorescence and infrared
cross sections are several orders of magnitude larger.502
However, Raman scatter can be enhanced by up to ∼14 orders
of magnitude when the Raman scatterer is in close proximity to
a SERS substrate.502,503 There are two mechanisms for this
enhancement: electromagnetic and chemical, which are
discussed in detail elsewhere.504−506 The SERS enhancement
enables detection limits that parallel ﬂuorescence spectroscopy,
down to the single-molecule level.502,507,508 Short acquisition
times and low laser powers can often be used for SERS as a
result of the signal enhancement,509 and these conditions are
favorable for live cell analyses. On the other hand, these
beneﬁts typically have to be weighed against the use of
exogenous SERS substrates.
The SERS substrate is critical for a successful experiment,
and many variants will be described below. One common
feature is noble metal substrates with roughness on the order of
the wavelength of light. Although several plasmonic materials
can be used as SERS substrates, Au and Ag are the most
common due to good chemical stability and large SERS
enhancements, respectively.510 Both solution-phase and sur-
face-conﬁned nanoparticle arrays can be used. Intracellular
measurements usually require the delivery of nanoparticles
from solution across the cell membrane because the SERS
signal is generated only from molecules within a few
nanometers from the SERS substrate. Surface-conﬁned nano-
particles are suitable for measuring cell membranes and other
extracellular species.
SERS has become an important tool for intracellular and
extracellular measurements of chemical content. Several
published reviews cover single cell applications of
SERS.18,511−516 Similar to other promising single cell analysis
techniques, SERS has areas that can be improved. Careful
attention must be paid to the selection of a SERS substrate for a
particular application to avoid issues of low signal enhance-
ment, poor selectivity, irreproducible signals, and poor
intracellular delivery to the desired cellular locations. Unlike
ﬂuorescence-based measurements where genetic approaches to
speciﬁcally label a target species are in common use, SERS
substrates are primarily exogenous (although intracellular
synthesis routes are being pursued).517 Exogenous SERS
substrates can be incorporated into the cell using cellular
uptake, electroporation, nanoinjection, and similar mecha-
nisms.518−521
In SERS experiments, any molecules within a few nanome-
ters of the SERS substrate can generate SERS signal. The
complex intracellular environments can lead to the enhance-
ment of unwanted signals from numerous cellular components
that make the vibrational spectra diﬃcult to interpret. Many of
the recent developments in novel SERS substrates for cellular
applications address these issues; many of these are proof of
concept studies. The advancements in SERS substrates that
have been applied to single cell analyses from the past two years
will be covered in this section. Also, select applications of SERS
for the cellular detection of small molecules and cancer cells
will be discussed. Excluded from the section are applications of
SERS to whole tissues,522 microorganism detection and
discrimination,523−526 and all nonbiological applications.527
4.1.1. SERS Substrates: Nanoparticle Uptake, Track-
ing, Stability, and Functionalization. The ﬁrst SERS study
of endocytosed Au nanoparticles was performed to image an
anticancer drug in a live cell.528 Since this ﬁrst report in 1991,
exogenous SERS substrates have been shown to be exceedingly
dependent on the substrate uptake eﬃciency and localization.
Important SERS substrate properties include the size, shape,
and surface functionality and charge. Nanoprobes or nano-
sensors are SERS substrates composed of a nanoparticle
functionalized with a small molecule that has a large Raman
cross section, known as a Raman reporter. Matschulat et al.
demonstrated multiplexing applications of the nontoxic SERS
nanoprobes in high density sensing and imaging in complex
biological structures.529 The work of Vo-Dinh et al.
demonstrated the uptake eﬃciency of positively, negatively,
or neutrally charged nanoprobes in single cells with SERS
imaging.530 The positively charged 4-aminothiophenol-labeled
nanoparticles and negatively charged 4-mercaptobenzoic acid-
labeled nanoparticles were taken up more readily by the cells
than neutrally charged 4-thiocresol-labeled nanoparticles. The
SERS spectra from three cellular locations in a macrophage cell
are shown in Figure 12A, and the cellular distribution of 4-
aminothiophenol labeled Ag nanoparticles measured with SERS
tracking is shown in Figure 12B. The study shows the
importance of surface charge on nanoprobe uptake eﬃciency
and stable internalization for long-term observations, and can
lead to advancements in the controlled delivery of exogenous
SERS substrates.
The stability of nanoprobes within physiologically relevant
environments including the cell culture media and the
intracellular matrix has been recently studied by Cooper et
al.531 Their results show SERS probes containing a
chemisorbed Raman reporter (e.g., 4-mercaptobenzoic acid,
4-mercaptopyridine) on Ag nanoparticles have a stable signal
inside cells for up to 24 h, while Raman scatter from a
physisorbed reporter (e.g., crystal violet, rhodamine 6G)
decreased over the course of several hours. Similarly, Campbell
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et al. used chemisorbed 4-mercaptobenzoic acid on Au
nanoshells for intracellular sensing in NIH-3T3 ﬁbroblast
cells.532 The functionalized nanoshell substrates were internal-
ized to the cytosol through the cell’s natural uptake
mechanisms, and the SERS enhancements were on the order
of 1010 higher as compared to conventional Raman measure-
ments that did not utilize a SERS substrate. Another
functionalized SERS substrate used alkynes as an alternative
to thiol-based ligands. Pezacki et al. used alkynes to form
carbon-bound Ag nanoparticles for SERS imaging of human
hepatoma Huh7.5 cells.533 The alkynes produced stable
nanoparticles in aqueous environments, strong SERS signals,
and can contain electrophilic functional groups that are
incompatible with the more traditional thiolate ligands.
To selectively target speciﬁc components in the complex
cellular environment, nanoparticles can be functionalized with
chemical receptors such as peptides. Recently, Hu and co-
workers reported a SV-40 large T nuclear localized signal
peptide-functionalized Au nanoparticle that enabled measuring
chemical content from the nucleus of single HeLa cells.534 The
nuclear localization signal peptide targeted the cell nucleus
without interfering Raman peaks arising from the functionaliza-
tion. In other SERS experiments targeting the nucleus, Gregas
et al. developed a cofunctionalized SERS substrate with a
nuclear targeting peptide and SERS reporter attached to a Ag
nanoparticle.535 The platform allowed detection and tracking of
particle uptake eﬃciency and localization in the nucleus with
two-dimensional SERS imaging. Results show functionalization
with the nuclear targeting peptide enhances uptake eﬃciency
into the cell nucleus relative to particles without a penetrating/
nuclear localization peptide.
One way to enhance signal reproducibility is to employ a
SERS substrate with a ﬁxed spatial arrangement. SERS
nanopipettes have been used for in situ intracellular measure-
ments of isolated intact HeLa human cervical carcinoma
cells.536 Gogotsi et al. fabricated a nanopipette composed of a
polylysine-functionalized glass capillary with a 100−500 nm tip
coated with Au nanoparticles. The positioning of the
nanopipette over the cell nucleus and cytoplasm could be
distinguished in HeLa cells based on the Raman spectrum. The
nanopipette can be used to monitor real-time intracellular
biochemical processes. This was demonstrated by monitoring
time-resolved Raman spectra of HeLa cells after potassium
chloride treatments. Further optimization of the technique
could enable identiﬁcation of organelles near the nanopipette
and quantitative measurements of biomolecules.
Carbon nanotubes have been commonly used for cellular
probes, but have not traditionally been used for single cell
SERS measurements.537 Niu et al. developed a carbon
nanotube-tipped endoscope as an alternative substrate to
avoid nanoparticle aggregation.537 The 200 nm carbon
nanotubes were decorated with 20 nm Au nanoparticles to
study intracellular environments in situ. One important feature
of the carbon nanotube endoscope is the ability to enter the
nucleus and allow distinction between healthy, diseased, or
contaminated cells. The uniform attachment of the Au
nanoparticles allowed for highly sensitive measurements of
the amino acid glycine down to picomolar concentrations with
good reproducibility.
The alignment of Au-coated carbon nanotube arrays with
respect to the incident laser beam has recently been reported by
Lu et al. to be a signiﬁcant factor in multiwalled carbon
nanotube SERS enhancements.538 Carbon nanotubes that were
oriented parallel to the polarization of the incident beam had
signiﬁcantly larger enhancements than carbon nanotubes that
were oriented perpendicular and demonstrated a detection limit
of deuterated and 13C-labeled fatty acids on the nanomolar
level. The carbon nanotube SERS substrate was also used to
measure a strain of microalgae cells to demonstrate the
biological eﬀectiveness of the SERS substrate.
Chen and co-workers compared the normal Raman and
SERS signals of intracellularly grown and passively uptaken Au
nanoparticles in nasopharyngeal carcinoma cells.517 More
Raman bands could be assigned in the SERS spectra than the
normal Raman spectrum of the cells. While the locations of
many peaks in the spectra were the same for the intracellularly
grown and passively uptaken SERS spectra, the intensities of
the peaks were quite diﬀerent across the two spectra. It is
possible that this represents the natural variability from cell to
cell, or as hypothesized by the authors that the two SERS
substrates localized diﬀerently within the cell.
Proteins, lipids, and small molecules in the cell membrane
can be labeled with nanoparticles. An immunolabeling protocol
with Au-conjugated antibodies coupled with Ag nanoparticles
for obtaining unique biomolecular information of the cellular
surface was developed by Hodges et al.539 The advantages of
this method include better detection limits than conventional
light microscopy for detecting Au nanoparticles combined with
the ability to perform spectral imaging of cell membrane
components.
4.1.2. SERS Substrates: Nanostars, Flowers, Clusters,
and Assemblies. Multibranched nanoparticles such as
nanostars, nanocubes, and nanoﬂowers are an active area of
interest in single cell SERS measurements due to their strong
Figure 12. Monitoring the uptake of SERS nanoprobes. (A) SERS
spectra of 4-aminothiophenol sampled over three diﬀerent locations in
a macrophage cell. (B) Cellular distribution of the negatively charged
4-aminothiophenol labeled Ag nanoparticles in macrophage cells using
SERS mapping. Reprinted with permission from ref 530. Copyright
2011 Elsevier.
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plasmon resonances in the near-infrared region (NIR) and
ability to generate “hot spots” due to their sharp morpholo-
gies.540,541 SERS-encoded Au star-shaped substrates have been
fabricated by Brust et al. and used for intracellular SERS
imaging.542 SERS images of HeLa cells were acquired with 830
nm NIR excitation. The optical properties of the star-shaped
nanoparticles in comparison to spherical shaped nanoparticles
are optimum for near-infrared excitation, wavelengths that are
favored to limit cell damage, and enable the Raman images to
be acquired in less time.
When using multibranched nanoparticles, internalization
eﬃciencies up to 3-fold lower than spherical shaped nano-
particles may be encountered.542 One way to improve the
internalization, biocompatibility, and systemic retention is to
encapsulate the nanoparticles with a nontoxic hydrophilic
polymer.543 Recently, this was done by Astilean and co-workers
with a novel synthesis method for ﬂower-shaped Au nano-
particles functionalized with a thiol-modiﬁed poly(ethylene)
glycol (PEG) polymer.544 Intracellular detection with the
multibranched ﬂower-shaped nanoparticles was successfully
tested in the cytosol of human epithelial cells with two Raman
reporters: the dyes malachite green oxalate and basic fuchsin.
Overall, the SERS substrate showed low toxicity and produced
high signal enhancements. The PEGylated coating on the
ﬂower shaped nanoparticle can further be conjugated with
speciﬁc ligands for SERS imaging and detection of cancerous
cells.
SERS activity is also aﬀected by the geometrical conﬁguration
of the SERS substrate. In a recent development, Xu et al. used
regiospeciﬁc plasmonic nanoscale superstructures that were
assembled using DNA oligomers.545 The regiospeciﬁc nano-
structures display a new level of control over the placement of
nanoparticles, which can lead to structures with optimal SERS
enhancements. Speciﬁc assemblies (i.e., nanorod surrounded by
nanospheres) can penetrate through the HeLa cell membrane
and enter the cytoplasm. They displayed adequate signal
enhancement to detect lipids and potentially small molecule
metabolites. These nanoprobes have the potential to be used in
real-time monitoring of metabolic processes within single cells.
4.1.3. Detection of Small Molecules. Over the past few
years, SERS has become a useful tool for monitoring drug
delivery inside cells. A novel method reported by Wang et al.
used Ag nanoparticles that were preinternalized in living HeLa
cells to detect the diﬀusion of 6-mercaptopurine and
methimazole inside a living cell.546 Metabolism rates in HeLa
cells for the two drugs were monitored with a detection limit of
1 nM for 6-mercaptopurine in a single HeLa cell, demonstrat-
ing that the higher background sometimes associated with
SERS did not preclude measurements of compounds at
physiologically relevant concentrations. Mixtures of drugs
inside living cells along with kinetics and diﬀusion can be
monitored using the preinternalized nanoparticles. In further
studies to monitor drug release, Lee et al. investigated in vitro
and in vivo glutathione (GSH)-induced intracellular thiopurine
anticancer drug release from Au nanoparticles.547 Monitoring 6-
mercaptopurine and 6-thioguanine was performed with SERS
in real time with drug detection limits in the nanomolar regime.
These studies demonstrate SERS’ ability to chemically target
and track species in complex environments.
Fiber optic sensors for single cell SERS analysis can be ideal
nanoprobes for in vivo measurements of single cells.548
Recently, SERS and ﬁber optic sensors were combined to
make a submicrometer-sized nanoprobe to measure intra-
cellular pH of a human mammary epithelial cell line and a
human prostate cancer cell line.549 The intracellular pH of both
cell lines was determined to be ∼7.3, which is in the expected
range for healthy cells. The ﬁber optic probe was physically
inserted into the cells using micromanipulators and seemingly
did not cause signiﬁcant environmental stress while being able
to capture high signal-to-noise ratio Raman spectra with 10 s
exposure times and ∼35 mW of laser power. One drawback to
ﬁber-optic probes, glass pipettes, or nanopipettes is their rigid
structure and relatively large sizes with respect to cell
dimensions, which can cause physical damage to the cells
when used for in situ measurements.18
4.1.4. Detection of Cancer Cells and Treatment
Eﬃcacy. There is considerable interest in developing Raman-
based methods to diagnosis cancerous cells and tissues and to
monitor the eﬃcacy of cancer therapies. Many of the strategies
that have been developed to date use SERS substrates that
contain a peptide or protein to target a speciﬁc cellular marker,
often on the cell membrane, that is unique to cancer cells or has
a diﬀerential expression in cancerous cells.522,550−554 Moskovits
and co-workers developed one such strategy for distinguishing
cancerous epithelium prostate cells from noncancerous cells.551
Their approach was to ratio the signal obtained from two
separate Ag nanoparticle-based SERS substrates to detect the
overexpression of neuropilin-1 in the cancerous cell line. One
substrate contained a peptide that bound to neuropilin-1
receptor on the cell membrane and a small molecule thionin
Raman reporter. The other substrate contained a control cell
penetrating peptide and a methylene blue Raman reporter. The
excitation wavelength was in resonance with the Raman
reporters. They were able to speciﬁcally detect the cancerous
cells by analyzing and ratioing the signal that originated from
the two diﬀerent reporter molecules. The authors reported that
this ratiometric approach overcomes the complications
originating from diﬀerences in the focal plane, cell concen-
tration, and turbidity when imaging cell samples. Polymers and
lipids have also been utilized as nanoparticle coatings for
targeting cancer cells.555,556
SERS substrates have been used to monitor/increase the
eﬃcacy of therapeutic strategies.557−559 Liu et al. have
developed a multistep synthesis to make single wall carbon
nanotubes coated with noble metal nanoparticles, polyethylene
glycol, and folic acid to target folic acid receptor positive
cells.558 The nanoparticles act as a SERS substrate and increase
the eﬃcacy of photothermal therapy used to ablate cancer cells.
High SERS signals were recorded for the folic acid receptor
containing human epidermal carcinoma cell line, but were low
for the folic acid negative HeLa cell line. Overall, the
nanoparticles were nontoxic in the absence of the photothermal
therapy, but decreased the viability of the targeted cell line after
treatment and reduced SERS imaging times from ∼1 s per pixel
to 0.1 s per pixel.
4.1.5. SERS-Active Substrates: Dual Imaging Mode
Probes. SERS has been combined with other analytical
techniques such as microﬂuidics, ﬂow cytometry, ﬂuorescence,
and surface plasmon resonance.560−568 SERS substrates that
can act as multimodal imaging probes have been developed to
target speciﬁc cancer cell lines or markers.569−571 He et al.
showed that Au nanorod SERS substrates could be used for
dual dark-ﬁeld and SERS imaging.569 The nanorods had a
Raman reporter, a polyelectrolyte coating, and ﬁnally ligands
for commonly overexpressed receptors on tumors (i.e.,
carcinoembryonic antibody or transferrin) physisorbed to the
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polymer coating. Dark-ﬁeld imaging revealed the presence of
the nanorods on HeLa cells, while the SERS imaging provided
the unique Raman signal for the reporter. Thus, the SERS
signal could be used for multiplexed studies to measure, for
example, the expression of multiple cell surface receptors
simultaneously.
A new approach recently published combined SERS with
particle tracking.572 This approach not only provides the
vibrational information from SERS but also the particle
trajectory within the cell with subdiﬀraction spatial resolution.
50 nm Au nanoparticles served as a SERS probe traveling
within the cell and reporting the biochemical composition
along its path. A combination laser-beam scanning Raman and
dark-ﬁeld microscope with feedback kept the beam centered on
the moving nanoparticle. The molecular map of organelle
transport and lysosomal accumulation were detected with 65
nm spatial resolution and 50 ms temporal resolution. Time-
resolved SERS spectra obtained with a nanoparticle traveling
through a macrophage cells are shown in Figure 13A. The
schematic showing the relative movement of the nanoparticle
while passing by intracellular molecules is shown in Figure 13B
with a linear trajectory model of the Au nanoparticle shown in
Figure 13C. This technique can capture SERS images of speciﬁc
dynamic biological functions including membrane protein
diﬀusion. Others have also combined SERS with dark-ﬁeld
microscopy to provide information on the intracellular uptake
mechanisms and location in a single mammalian cell.573
Itoh and co-workers used a combination of plasmon
resonance Rayleigh scattering (PRRS) and SERS with Ag
nanoparticles to measure mannoproteins on yeast cell walls.574
PRRS imaging can achieve single nanoparticle detection levels,
while SERS can distinguish Rayleigh scattering from the
nanoparticles and other components of the cell. While a
beneﬁcial technique, it requires improvements to obtain more
reproducible SERS measurements and increase both spectral
and temporal resolution.
Kang et al. combined dark-ﬁeld Rayleigh scatter imaging and
confocal Raman microscopy for investigating diﬀerent phases of
a single cell during a full cell cycle.575 The technique has the
capabilities to monitor any target cellular component during
the full cell cycle using functionalized plasmonic nanoparticles.
The technique is currently being investigated to determine if
vibrational information from the cellular component can
predict cell heath throughout the cell cycle process.
In summary, recent SERS developments leverage the
inherent signal enhancement while improving signal speciﬁcity
and reproducibility. Further advancements in new routes to
intracellular delivery and synthesis of nanoparticles without loss
of cell viability will expand the utility and application of SERS
for single cell analyses. The novel SERS substrates reported in
this Review could lead to the real-time analysis of proteins,
metabolic rates, and drug delivery in living cells with chemical
speciﬁcity.
4.2. Single Cell Analysis by Coherent Raman Scattering
Microscopy
Coherent Raman scattering (CRS) microscopy is a recently
developed label-free, noninvasive imaging technique.576,577 CRS
microscopy can detect targeted molecules in a complex biology
system with chemical selectivity by matching the vibration
frequencies of speciﬁc chemical bonds.578,579 CRS microscopy
exhibits several unique advantages for the study of biological
systems. First, contrast of CRS microscopy is based on intrinsic
molecular vibrations, thus eliminating the need for labeling and
circumventing possible perturbation to the system caused by
exogenous dyes.578,580 Second, signals of CRS microscopy are
produced by nonlinear optical processes, rendering submi-
crometer spatial resolution and intrinsic three-dimensional
sectioning.578,579,581 Third, CRS microscopy is minimally
invasive to biological samples, because high contrast can be
achieved by moderate laser powers.581,582 By virtue of these
properties, CRS microscopy is suitable for biological studies on
living cells, tissues, or organisms.581−583 CRS microscopy is a
growing family of the Raman scattering-based imaging
techniques, with coherent anti-Stokes Raman scattering
(CARS),580,584 stimulated Raman scattering (SRS)585−587
modalities (Figure 14A), and their variants, including polarized
CARS,588 multiplex CARS589−593 and multiwavelength SRS,594
compound Raman spectromicroscopy,595 hyperspectral
CARS,596,597 and hyperspectral SRS.598 Developments in CRS
microscopy have oﬀered new opportunities for researchers in
biology, pharmacy, chemistry, and other ﬁelds. Extensive
application of CRS microscopy to these ﬁelds have been
covered in several recent reviews.578,581−583,599−603 In this
section, instrumental developments and applications of CRS
microscopy to single cell analysis will be discussed. The
applications include understanding the biology of lipid storage
and metabolism, monitoring cell growth and diﬀerentiation,
demyelination and remyelination on a single axon, visualizing
the processes of cell mitosis and apoptosis, and measuring
cellular uptake of nanoparticles or drugs.
4.2.1. Instrumental Developments. By oﬀering chemical
selectivity without labeling, vibrational microscopy opens
numerous opportunities for applications in biological research.
Spontaneous Raman spectroscopy and microscopy have been
Figure 13. Dynamic SERS imaging inside a living cell can provide local
molecular information over millisecond intervals. (a) High temporal
resolution Raman spectra collected at 50 ms intervals. The stationary
peaks indicate the nanoparticle had prolonged interaction with the
molecule, and peaks appearing and disappearing indicate molecules
short residence times. (b) Schematic of the nanoparticle with
molecules passing by and molecules with prolonged interactions. (c)
Example linear trajectory of a Au nanoparticle acquired during a
dynamic SERS imaging experiment. Reprinted with permission from
ref 572. Copyright 2011 American Chemical Society.
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extensively used in many research areas, like material
identiﬁcation, cancer diagnosis, and monitoring of cellular
metabolic changes.578,601 However, due to the very small cross
section of Raman scattering, spontaneous Raman imaging takes
a long acquisition time, thereby limiting the applications of
Raman microscopy to living cell studies.578 Low signal level of
spontaneous Raman microscopy can be overcome by enhanced
Raman scattering techniques, such as SERS508,604 or CRS
microscopy.601 SERS can achieve near-single-molecule sensi-
tivity, but requires a proper exogenous substrate.508 On the
other hand, CRS microscopy can achieve several orders of
magnitude higher signal level578,599 than Raman microscopy
and provides the same chemical information of living cells at
their native states.
CARS was ﬁrst applied to microscopy by Duncan et al. in
1982.605 No further development was reported until 1999 when
Xie and co-workers revived CARS microscopy using collinear
excitation beam geometry.578−580,599,600 CARS microscopy
enables intrinsic label-free imaging of biological molecules,
such as DNA (phosphate stretch vibration), protein (amide I
vibration), water (O−H stretch vibration), and lipid (C−H
stretch vibration). Among these molecules, lipid produces the
highest contrast with single phospholipid bilayer sensitiv-
ity.578,581,583,601 To date, the majority of CARS microscopy
applications focus on lipid imaging. The commercial availability
of CARS microscopy makes it more accessible to researchers in
many ﬁelds. However, CARS microscopy does suﬀer from
certain limitations. The signal of CARS microscopy has a
quadrature dependence on molecular concentration. Moreover,
the CARS signal includes the contribution from the non-
resonant background.580,581,599 These natural properties of
CARS lead to a low sensitivity of less abundant molecules and
semiquantitative analyses. The emerging SRS microsco-
py585−587,606 overcomes these limitations. Signal produced by
SRS microscopy is linear to molecular concentration, and the
nonresonant component of CARS is eliminated in SRS.585
High speed586 and highly sensitive femtosecond stimulated
Raman loss (SRL)587 measurements of living cells have been
achieved recently. Although SRS microscopy possesses back-
ground-free and readily quantiﬁable advantages, there are fewer
applications of SRS microscopy than CARS microscopy, which
is probably due to the technical barriers and the lack of a
commercially available SRS microscope.
As intrinsic vibrational imaging techniques, CARS and SRS
microscopy provide quantitative, spatial, and temporal
information for speciﬁc molecules, like lipids, at a single
vibration frequency. In biological systems, where multiple
components coexist, compositional information is always in
need. Multiplex-CARS and multiwavelength SRS were
developed to fulﬁll this need. Multiplex CRS microscopy uses
a narrow band (ps) pump beam and a broadband (fs) Stokes
beam to acquire signals within a certain region (e.g., the C−H
vibration region from 2800 to 3050 cm−1).589,594,596 By
acquiring chemical information at multiple vibration frequen-
cies simultaneously, multiplex CRS microscopy greatly beneﬁts
compositional analyses in biology as well as in other ﬁelds. In
addition, compound Raman spectromicroscopy595 combines
CARS/SRS microscopy and Raman spectroscopy on the same
platform.
Figure 14. (A) Energy diagrams of SRS and CARS. (B) SRL imaging of deuterated palmitic acid-d31 in live CHO cells at CD stretch vibration and
CH stretch vibration, respectively. Reprinted with permission from ref 587. Copyright 2011 American Chemical Society. (C) Simultaneous CARS
imaging of axonal myelin (red) and TPEF imaging of Oregon green 488 (green). Reprinted with permission from ref 630. Copyright 2005
Biophysical Society. (D) SRS images of nucleic acids at 785 cm−1 in a salivary gland cell from Drosophila melanogaster, via the stimulated Raman loss
detection scheme. Reprinted with permission from ref 640. Copyright 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim. (E) CARS imaging
of cellular uptake of 200 nm polystyrene nanoparticles encapsulated in folate-targeted liposomes (red) in KB cell. Reprinted with permission from ref
641. Copyright 2007 American Chemical Society. Scale bar: 10 μm.
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4.2.2. Biology of Lipid Droplets. In most biological
systems, lipids produce the highest contrast by CRS microscopy
at the C−H stretch vibration mode around 2850 cm−1. Inside
mammalian cells, neutral lipids, like triglycerides and
cholesterol esters, are accumulated in an active organelle
named lipid droplet (LD). LDs have been long under-
appreciated as inert fat particles by cell biologists607 partially
due to a lack of readily available tools. CRS microscopy tackles
this deﬁciency. As the storage site of excessive neutral lipids,
LDs usually produce a high signal with CRS microscopy at the
C−H vibration mode (Figure 14B). Various aspects of LD
biology have been addressed after CRS microscopy was
developed. Those studies include the intracellular traﬃcking
and transport of LDs, dynamic change of LDs in lipogenesis
and lipolysis processes, and compositional analysis of LDs.
Directional intracellular traﬃcking and active transport are
important features for an active organelle. Nan et al. addressed
the traﬃcking of LDs using CARS microscopy.608 By tuning to
2845 cm−1, they observed two types of LD motions in Y-1 cells,
diﬀusive motion and active transport. The authors further
veriﬁed the dependence of active transport on microtubules and
microtubule motor proteins, kinesin and dynein. A positive
correlation between active transport and steroidogenesis was
also suggested. In another work done by Lyn et al., the
dynamics of LD induced by the hepatitis C virus (HCV) core
protein was studied.609 By coupling CARS, 2PEF, and DIC
microscopy, they observed that HCV core protein expression in
Huh7.5 cells increased the LD size and directed the movement
of LDs toward the perinuclear region. These studies
demonstrated that LDs were dynamic organelles with actively
regulated intracellular traﬃcking. Dynamics of LDs were also
investigated in living organisms. Dou et al. used femtosecond
stimulated Raman loss (fSRL)587 to chase the dynamic
behaviors of LDs in early Drosophila embryo development.610
Single droplet motion was tracked to measure the velocity and
turning rate. Droplet bulk distribution was simulated on the
basis of the motion of individual droplet using a velocity-jump
model, which agreed well with the experimental observations.
Formation and degradation of LDs is another attractive topic
for biologists. CRS microscopy has been used in several studies
to monitor the dynamic changes of LDs during lipogenesis and
lipolysis in adipocytes. Using polarized-CARS microscopy at
2845 cm−1, Nan et al. imaged the changes of LD morphology
and distribution during induced diﬀerentiation of 3T3-L1 cells
from ﬁbroblasts to fat cells.611 They observed degradation of
small LDs and then reformation of big LDs during diﬀer-
entiation. With the aid of CARS microscopy, genes involved in
lipolysis and lipogenesis were investigated in later studies.
Yamaguchi et al. studied the function of the CGI-58 gene in
lipolysis.612 In another study, cell-to-cell heterogeneity in
adipogenesis was investigated by Le et al.613 By proﬁling single
cells, they found that adipogenic gene expression, although
promoting fat cell diﬀerentiation, is insuﬃcient for LD
formation. Instead, their results showed that cascade responses
to the insulin signaling pathway were the origin of the cell-to-
cell variability in adipogenesis. LD formation is also inﬂuenced
by the presence of bovine serum albumin (BSA) in the culture
medium, recently reported by Paar et al.614 By employing
CARS microscopy, the authors found that micro-LD can only
form in the absence of extracellular fatty acid acceptor (i.e.,
BSA) in the culture medium. Formation of micro-LDs was
blocked using an inhibitor of the fatty acid de novo synthesis
pathway. They further demonstrated that LDs grow by lipid
transfer from one organelle to another, which is also tightly
regulated.
The composition of LDs may vary with cell type, growth
conditions, diﬀerentiation status, and other factors. The
compositional information can potentially be used for cancer
diagnosis and distinction of stem cells from diﬀerentiated
cells.601 Multiple methods have been reported for composi-
tional analysis of LDs. Heinrich et al. used wide-ﬁeld CARS to
identify saturation level of fatty acids in single cells from the
ratio of the CARS signals of −C−H vibration mode at 2850
cm−1 and of C−H vibration mode around 3015 cm−1.615
Another analysis method was reported by Rinia et al.592 They
developed a multiplex CARS microscopy using a narrowband
(10 ps) pulsed laser as pump beam and a broadband (80 fs)
pulsed laser as the Stokes beam. Multiplex-CARS spectra in
both the CH-stretch region (2800−3100 cm−1) and the CC-
stretch region (1400−1700 cm−1) were recorded at each pixel.
The level of unsaturation and fatty acid order in each LD were
determined by the ratio of the CARS spectra intensity at 1650
to 1450 cm−1 and the ratio of 2880 to 2845 cm−1, respectively.
Additionally, Slipchenko et al. reported a compound Raman
spectromicroscope,595 where a confocal Raman spectrometer
was coupled to a coherent Raman scattering imaging system
(including CARS and SRS). CRS imaging of LDs in adipocytes
and Raman spectral analysis of the saturation level of fatty acids
in LDs were demonstrated. Potentially this system can be used
to image and acquire compositional information from any point
of interest. With the capability of compositional analysis, these
spectroscopic imaging techniques could potentially be powerful
tools in biological research.
4.2.3. Lipid Metabolism. Lipid metabolism is important
for membrane synthesis, energy production, and signaling.
Abnormal lipid metabolism is correlated to many human
diseases and the occurrence of cancer.616,617 By quantitatively
imaging the lipid amount, distribution, or metabolites, CRS
microscopy coupled with other modalities, like 2PEF
microscopy, is widely used to facilitate the study of lipid
metabolism. Several studies with CRS microscopy have
suggested an important role of lipid metabolism in host−
virus interaction. Nan et al. reported HCV RNA transfection
induced lipid accumulation in host cells, as monitored by 2PEF
and CARS microscopy.618 To study the role of lipid
metabolism on HCV virus replication further, the Pezacki
group used inhibitors to modulate the lipid metabolism in host
cells.619 Their results showed that inhibition of lipid
metabolism disrupted the HCV replication complex, leading
to the dispersion of ﬂuorescence-labeled HCV RNA from the
replication sites. This result indicates a potential way of
eliminating HCV infection by modulating lipid metabolism in
host cells. They also identiﬁed that carboxyl-esterase 1 (CES1),
an enzyme involved in the host lipid metabolism, facilitated the
propagation of HCV in another study.620 Similarly, Wong et al.
monitored changes of lipid storage in murine cytomegalovirus
(mCMV) infected ﬁbroblast.621 They observed a reduction and
clustering of LDs during the progression of CMV infection
from early to late stage. These studies revealed an important
role of lipid metabolism in host cells during virus infection and
proliferation.
CRS microscopy is also a favored approach for the
characterization of genes involved in lipid metabolism. Lee et
al. studied the functions of two LD associated proteins,
adipophilin and TIP47 in mouse enterocytes. By colocalizing
LDs and immuno-stained adipophilin or TIP47 with CARS and
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2PEF microscopy, they only found adipophilin-coated LDs in
the enterocytes of chronic high-fat fed mice, while TIP47-
coated LDs were found only in the enterocytes of acute high-fat
fed mice, corresponding to the distinct functions of these two
genes.622 Brackmann et al. employed CARS microscopy to
investigate the impact of nutrition and genetic modiﬁcation on
the lipid storage in yeast cells.623 This study further expands the
strength and usability of CRS microscopy to nonmammalian
systems, like yeast.
4.2.4. Cell Growth and Diﬀerentiation. As a label-free
imaging technique, CRS microscopy exhibited usability in
monitoring the growth of cells. Conovaloﬀ et al. did a
longitudinal CARS imaging of the growth of neurites in
hydrogels.624 Lipid changes were also monitored during the cell
diﬀerentiation process. Chronological changes of LDs in
morphology, distribution, and expression of PPAR-γ and
UCP-1 during the adipose-derived stem cell diﬀerentiation
process was examined by Jo et al. using a combination of CARS
microscopy and reverse transcriptase PCR (RT-PCR).625 In
other applications, changes of molecular composition were used
as potential markers to distinguish stem cells and diﬀerentiated
cells. Konorov et al. compared the diﬀerences of CARS spectra
at 760 cm−1 (tryptophan), 788 cm−1 (DNA), 811 cm−1 (RNA),
and 854 cm−1 (tyrosine) between embryonic stem cells (ESC)
from diﬀerentiated cells.626 Similar results were also reported
by Downes et al.627 Using Raman spectroscopy and CARS
microscopy, they found that the levels of DNA and RNA
dropped upon the diﬀerentiation of the stem cells into other
types of cells. Those spectroscopic markers should greatly
stimulate the identiﬁcation of stem cells in a heterogeneous
biological system.
CRS microscopy has also been used to explore possible
markers of tumor initiation. Recently, Yue et al. employed
compound Raman microscopy595 to study the apical polarity of
breast epithelial cell acini produced in a three-dimensional
culture model.628 They compared the degree of lipid order,
determined by the ratio of Raman spectral intensity at 2885 and
2850 cm−1, at apical and basal membranes and found that lipids
were more ordered at apical membranes in a polarized acinus.
Loss of the apical polarity resulted in more ordered lipids in the
basal membrane, which is considered a feature of the onset of
tumor. This method could potentially facilitate rapid screening
of risk factors in tumor initiation.
4.2.5. Demyelination and Remyelination at the Single
Axon Level. The myelin sheath is a layer wrapped around the
axon in the nervous system. Myelin is formed either from
Schwann cells (for peripheral neurons) or from oligoden-
drocytes (for central nervous system).629 Demyelination, the
loss of the myelin sheath, is associated with many neuro-
degenerative diseases, such as multiple sclerosis and spinal cord
injury.629 Remyelination, the regeneration of the myelin sheath
after injury, is an index of therapeutic responses. Thus,
monitoring the demyelination and remyelination process
would help researchers to understand the mechanisms of
demyelination disorders and facilitate the development of
therapies. CRS microscopy was ﬁrst demonstrated by Wang et
al. to be a well-suited tool for imaging the nervous system
(Figure 14C),630 because of the high contrast produced by the
lipid-rich myelin sheath (∼70% lipid in weight). Many studies
on nerve tissues with CRS microscopy have been
reported.631−633 Myelin degradation after induced-demyelina-
tion was monitored on the single axon level with real-time
CARS imaging by Fu et al.634 Their results uncovered a
calcium-dependent pathway that leads to the lysophosphati-
dylcholine-induced demyelination. In similar ways, the other
two studies investigated the mechanisms of paranodal myelin
retraction induced by glutamate635 or electrical stimulation.636
More recently, longitudinal in vivo CARS imaging on the single
axon level was also achieved by Shi et al.636 The demyelination
and remyelination process on the same axon was followed for
three weeks after induced spinal cord injury in living rats. With
submicrometer spatial resolution and three-dimensional
sectioning capability, CRS microscopy presents unique
opportunities for longitudinal imaging of single myelin in
fresh tissues and living organisms.
4.2.6. Cell Mitosis and Apoptosis. Mitosis and apoptosis
are essential events for cell proliferation, survival, and proper
function. Imaging these dynamic processes without labeling will
be greatly useful for many cell biology studies. Cheng et al.
demonstrated the capability of CARS microscopy to identify
cells in mitosis and apoptosis by tuning to the PO2
− symmetric
stretching vibration mode at 1090 cm−1 and aliphatic C−H
stretching vibration mode at 2870 cm−1, respectively.637 Kano
showed multiplex CARS imaging of Hela cells at the C−H
vibration mode.638 After spectral analysis, various organelles
such as the nucleolus, chromosome, cell membrane, and
nuclear membrane were clearly resolved. Likely, Parekh et al.
used broadband CARS microscopy with a spectral range of
600−3200 cm−1. The diﬀerence in the signal intensity between
3003 and 2853 cm−1 produced high contrast in the nuclear
region.593 To further study the dynamic change of macro-
molecules, including proteins, lipids and nucleic acids,
throughout apoptosis and cell cycle process, Prasad and co-
workers visualized proteins and lipids with CARS microscopy at
2930 and 2840 cm−1, respectively, and imaged ﬂuorescence-
labeled DNA and RNA with 2PEF microscopy. They observed
that local concentration of proteins does not increase with
DNA condensation during mitosis639 but that proteins
aggregate and form an irregular pattern in the nucleoplasm of
apoptotic cells.639 By overcoming the nonresonant background
associated with CARS microscopy, Zhang et al. demonstrated
the usefulness of SRS microscopy for label-free detection of
DNA (Figure 14D),640 which would be valuable for cell cycle
and apoptosis related research.
4.2.7. Cellular Uptake of Nanoparticle or Drug. In
addition to imaging intrinsic molecules, CRS microscopy was
used for the detection of exogenous nanoparticles or drugs in
living cells. Tong et al. developed a CARS probe made of a
polystyrene particle encapsulated in folate-targeted liposome to
facilitate the visualization of receptor-mediated endocytosis and
intracellular traﬃcking (Figure 14E).641 The probe can be
detected by tuning to the aromatic C−H stretching vibration
mode at 3045 cm−1 with epi-detected CARS microscopy. Xu et
al. examined the cellular uptake of unlabeled poly(lactic-co-
glycolic acid) nanoparticles (PLGA NPs), a commonly used
drug delivery carrier, using CARS microscopy at the CH3
stretch vibration mode at 2940 cm−1.642 Similarly, CARS
microscopy was also used by Rago et al. to visualize the
intracellular distribution of micrometer-sized iron oxide
particles (MPIOs), a magnetic resonance imaging (MRI)
contrast agent, at a vibration frequency ∼3000 cm−1 to
distinguish the nanoparticles from the unlabeled cellular
components. CARS, coupled with two-photon autoﬂuorescence
and SHG modalities, was applied to image deuterated
quaternary ammonium palmitoyl glycol chitosan (dGCPQ)
nanoparticles with the CD2 stretching vibration mode at 2100
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cm−1. Garrett et al. revealed a recirculation pathway of the
nanoparticle following oral uptake.643 As more applications
continue to emerge, CRS imaging techniques should promote
the mechanistic studies in pharmacy and medicine, like the
release, uptake, and intracellular distribution of small chemical
molecules or nanoparticles.
In summary, recent developments and applications of CRS
microscopy have opened up new opportunities for biology,
pharmacy, medicine, and other ﬁelds. In combination with
other imaging modalities, like multiphoton ﬂuorescence, CRS-
based multimodal microscopy should greatly facilitate various
biological studies at the single cell level. Although most
applications have been focused on lipids so far, further
developments of hyperspectral imaging and quantitative
analysis techniques should prospectively broaden the applica-
tions of CRS microscopy to molecules with spectrally
overlapped Raman bands. Future applications of CRS micro-
scopes may rely on making them more readily accessible to
researchers by overcoming the existing technical barriers.
5. SINGLE PROBE TRACKING
The aforementioned techniques clearly provide researchers
with many options for cell imaging. This section is an overview
of recent cell optical imaging experiments, and it focuses special
attention on the common imaging concerns associated with
such experiments (e.g., resolution, sensitivity, superlocalization,
etc.). Cell experiments are separated into two broad categories:
single particle tracking (SPT) and single particle orientation
and rotational tracking (SPORT). For the sake of the reader,
these two categories are further subdivided by probe type (i.e.,
ﬂuorescent probes, noble metal nanoparticles, other).
5.1. Single Particle Tracking and Localizing
Because many features of biological interest within cells are
smaller than the diﬀraction limit and invisible to far-ﬁeld
instruments, it is necessary to tag them with a highly visible
probe to observe them. By tracking the probes, it becomes
possible to deduce the functions, dynamics, working principles,
and organization of the biological “machinery” that makes up
cells. The ideal probe for such experiments provides detection
that is sensitive, reliable, and reproducible.11
One of the more critical elements of single probe (molecule
or particle) imaging is probe localization. When highly accurate
probe localization is required, researchers must depend upon
superlocalization techniques. This high level of accuracy is
typically necessary for answering questions of biological
interest. Superlocalization refers to the situation where probes
are localized on the scale of single nanometers or
subnanometers. Such small-scale accuracy has already been
achieved with both ﬂuorescent644−647 and nonﬂuorescent
probes.648,649
Mathematical ﬁtting methods are typically used to superloc-
alize the central position of a probe by way of examining the
PSF generated by the probe. In many cases, the PSF can be
localized quite well by relying on nonlinear least-squares ﬁtting
of the PSF with a simple 2D Gaussian function. As an example,
a cross-section of a PSF from a metal nanoparticle under dark-
ﬁeld microscopy is shown in Figure 15A. Bright-ﬁeld and
ﬂuorescent instruments produce a PSF with a similar shape. As
a counter-example, the PSF of a metal nanoparticle in DIC
microscopy has two intensity centers with opposing gradients,
as displayed in Figure 15B. In this instance, the nanoparticle
must be localized with a correlation mapping algorithm,
because a Gaussian description will not suﬃce.648,649
In addition to geometric localization, the time resolution
must be suﬃcient to resolve the higher speed movements that
occur within live cells. The maximum achievable time
resolution is tied directly to probe intensity (i.e., the S/N)
and the frame rate of the detector. Frame rates in the range of
10−100 Hz are commonly utilized for single particle tracking,
but rates at least as high as 40500 Hz have been realized.650
Another important aspect of single particle tracking experi-
ments, regardless of probe type, is selecting a proper method
for delivering the probe to the cell or tissue. Oftentimes, QDs
and nanoparticles are functionalized with a biological ligand to
target a speciﬁc process or protein within the cell. For
endocytosis research, cells are typically incubated in the
presence of a cell culture medium that contains the probes.
After suﬃcient time has passed, the cells are inspected with the
instrument of choice. However, by undergoing endocytosis, the
probes become trapped inside of endosomes and have a limited
targeting ability thereafter. Alternatively, probes can be placed
inside of membrane-permeable micelles, liposomes, or polymer
capsules that degrade inside of the cell and release the
probes.651 Another option is to manually deliver the probes
into the cells.4 Traditionally, this technique was accomplished
with glass needles or electroporation. More recently,
researchers have been testing the eﬃcacy of carbon nanotubes
for injection purposes.652 For a more detailed overview of
methods for delivering particles into cells, readers are referred
to the review papers cited here.4,5
5.1.1. Tracking Experiments with Fluorescent Probes.
Fluorescent Probes. Fluorescent probes basically fall into two
broad categories: ﬂuorescent molecules (e.g., organic dyes,
biological ﬂuorophores, etc.) and nanocrystals (e.g., QDs,
upconversion luminescent nanoparticles, etc.). Most ﬂuores-
cence microscopy is accomplished with either organic dyes or
QDs. For a thorough comparison of dyes and QDs, readers are
referred to a previous review paper.11 A briefer synopsis of dyes
and QDs is provided below.
The majority of organic dyes owe their ﬂuorescent properties
to either intramolecular charge transfer transitions or optical
Figure 15. Dark ﬁeld and DIC PSFs. (A) Example of a 2D slice
through a Gaussian-shaped PSF generated by a gold nanoparticle.
Inset: Dark-ﬁeld image of the same gold nanoparticle. (B) Example of
a 2D slice through a PSF generated by a gold nanoparticle under a
DIC microscope. Inset: DIC image of the same gold nanoparticle.
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Figure 16. 3D tracking by manipulating focal or image planes. (A) Bifocal imaging. Reprinted with permission from ref 678. Copyright 2007
American Chemical Society. (B) Multifocal plane microscopy. Reprinted with permission from ref 679. Copyright 2008 Elsevier. (C) Scan-free
multiplane detection. Reprinted with permission from ref 682. Copyright 2010 American Chemical Society. (D) Light split by a prism. Reprinted
with permission from ref 683. Copyright 2008 Nature Publishing Group. (E) Light split by mirrors. Reprinted with permission from ref 684.
Copyright 2009 American Chemical Society. (F) Overlapping confocal volume elements. Reprinted with permission from ref 685. Copyright 2010
American Chemical Society.
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transition delocalization processes.11 In the latter case, the
molecule’s absorption and emission bands are narrow,
separated by a small Stokes shift, and mirror images of one
another. For charge transfer dyes, both absorption and emission
bands are broader, and the Stokes shift is greater.
The properties of organic dyes have been well-established.11
Dyes are quite small in size (<1 nm diameter) and have a molar
absorption coeﬃcient in the range of 2.5 × 104−2.5 × 105 M−1
cm−1. Their quantum yields are better at visible wavelengths
than in the near-infrared range, and their ﬂuorescence lifetimes
are typically <10 ns. Thus, dyes are limited by their short
lifetimes, but they can be used for multiplexing and for tagging
speciﬁc biomolecules. The toxicity of dyes has been well-
studied, and many are considered to be nontoxic.
The popularity of QDs for biological applications advanced
quickly in the wake of two initial studies in 1998 that utilized
water-soluble QDs for cellular imaging.653,654 QDs are
semiconducting nanoparticles that have been extensively
discussed in several other recent reviews.6,7,12,655 The most
popular QD to date has a cadmium−selenide (CdSe) core
surrounded by a zinc−sulﬁde (ZnS) shell, but other core−shell
options are also being explored.
Generally speaking, QDs provide a stronger signal and have
longer lifetimes than organic dyes.6,7,12,655 In speciﬁc terms,
QDs have a physical cross-section of 104−106 M−1 cm−1 for
single-photon absorption. The emission band is narrow,
symmetric, Gaussian shaped, and tunable. Because of these
properties, QDs can be easily localized to within a few
nanometers. QDs also have longer ﬂuorescence lifetimes than
dyes, and their quantum yields are not signiﬁcantly reduced in
the near-infrared, as with dyes. However, QDs are also larger in
size than their dye counterparts (up to 60 nm hydrodynamic
diameter).11
Another important characteristic of single QDs is blinking,
which is an eﬀect that causes the ﬂuorescence to turn on and oﬀ
intermittently.656,657 QD aggregates do not blink, and as such,
blinking is one method of conﬁrming the presence of a single
QD. The time scale for a single blink is highly variable and
typically ranges from 10−6 to 100 s.7,655 As a side eﬀect, when a
QD blinks, particle tracking is interrupted. Although the
processes behind blinking are not completely understood,
thicker shells can be used to greatly extend the time of a single
blink to the length of several minutes or even hours.658−660
Thus, some researchers are developing nonblinking QDs,
including variations that change color upon aggregation.660−662
An additional ﬂuorescent nanoparticle worth at least a brief
mention is the upconversion nanophosphor. Such nanoparticles
rely on upconversion luminescence for producing a signal.663
The absorption cross sections are quite variable for this class of
particle, ranging from 10−17 to 10−20 cm2. As a result, the power
density of the laser source is equally variable, and when high
power densities are required, the sample can undergo
overheating. Quite recently, these particles have been used
for in vitro and in vivo imaging of small animals.663−666 A more
extensive discussion of these particles is not included here, but
for an in-depth review on the properties and characteristics of
these particles, readers are referred to a recent review article
that appeared in the literature.667
2D Tracking. Tracking ﬂuorescent probes in 2D inside of
live cells has become a largely routine matter, but 2D tracking is
an important aspect of elucidating vital cellular processes. The
ﬁrst actual report on intracellular tracking with QDs was
published by Courty and co-workers in 2006.668 In that
experiment, QDs were tagged to kinesin in live HeLa cells for
the purpose of determining the velocity of the motor protein.
Shortly thereafter, Cui et al. tracked the transport of QD-
labeled nerve growth factor in the axon of neuronal cells using
pseudo-TIRFM.669 Similar experiments have been conducted
with other motor proteins, such as myosin V.670 QDs are also a
practical probe for studying the dynamics of endocytosis and
the transportation of endosomes throughout live cells.671 In
another early tracking experiment, endosomes containing QDs
were shown to be eﬀective at tracking axonal transport.672
Fluorescence imaging with one nanometer accuracy
(FIONA) is one of the earlier-developed techniques for
observing ﬂuorescence in a 2D plane.644 Originally, FIONA
relied on dyes to investigate the behavior of molecular motors.
Recently, FIONA was expanded to 3D tracking of QDs in cells
by integrating FIONA with two-photon microscopy.673 This
variation of FIONA has an accuracy of 2−3 nm in all three
dimensions.
QDs have been used in a variety of other biological tracking
experiments as well. An investigation by Theriot and associates
relied on nonfunctionalized QDs to examine cystolic ﬂuid ﬂow
rates in moving cells.674 QDs have also been used to tag viruses
prior to infecting live cells with the viruses, thereby making it
possible to monitor the transport and infection processes of
viruses within cells.675,676
3D Tracking. Tracking ﬂuorescent probes in 3D, especially
inside of cells, has proven to be a challenge, but recently
progress has been made to greatly improve the axial localization
precision, thereby providing more accurate and reliable 3D
tracking. In all of these approaches, the basic concept is to
obtain diﬀerent image patterns and/or signal intensities when a
probe is located at diﬀerent axial positions. These many
methods can be loosely divided into three groups: manipulating
focal or image planes, distorting image patterns, and utilizing a
surface.
The ﬁrst group (manipulating focal or image planes) includes
many variations. Defocused image patterns have been shown to
contain information about the axial position of a ﬂuorescent
probe.677 The bifocal imaging method accomplishes 3D
tracking by obtaining the lateral (x, y) position from a focused
plane and the axial (z) position from a defocused plane (Figure
16A).678 The main shortcoming of defocused imaging methods
is the weak out-of-focus signal intensity. Multifocal plane
microscopy (Figure 16B) overcomes this shortcoming by
imaging at distinct focal planes by placing multiple detectors at
diﬀerent distances in the emission light path.679−681 This
method has proven useful for 3D tracking of fast intracellular
processes at an imaging rate of 12 frames/s. In comparison,
Juette and Bewersdorf designed an instrument that can track
particles traveling at speeds up to 150 nm/ms.682 Their
instrument relies on scanning-free multiplane detection (Figure
16C) and was demonstrated on QDs in aqueous solutions.
Another interesting idea is to insert either a prism683 (Figure
16D) or a set of mirrors684 (Figure 16E) in the emission light
path to split the light evenly into two paths, and therefore two
bright spots are produced on the camera. These two methods
essentially convert a probe’s movement in the axial direction
into lateral movement of the two bright spots. Finally, a group
led by Werner accomplished 3D tracking by relying on a
confocal method that uses four overlapping confocal elements
(equivalent to focal planes in wide-ﬁeld microscopy) to provide
tracking information every 5 ms (Figure 16F).685 They
demonstrated that multiple QDs could be tracked on the
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outside and inside of cells, even during endocytosis and rapid
vesicular transport events.
The second approach (distorting image patterns) includes
two highly successful methods. The ﬁrst method improves axial
localization by introducing astigmatism to the image (Figure
17A). For example, inserting a cylindrical lens in the optical
path causes any ﬂuorophores not in the focal plane to become
elliptical,686 which provides a sensitive measure of vertical
distances. This method has been successfully applied in 3D
STORM.171 The second method uses a spatial light modulator
(SLM) to engineer a double-helix PSF that has two rotating
lobes, where the angle of rotation depends on the axial position
of the emitting molecule (Figure 17B).173,687−690 This method
can localize particles to within 10 nm in the axial direction.
Figure 17. 3D tracking by distorting image patterns. (A) Elliptical image patterns resulted from the introduction of astigmatism by a cylindrical lens.
Reprinted with permission from ref 171. Copyright 2008 American Association for the Advancement of Science. (B) Engineered double-helix PSF by
the SLM. Adapted with permission from ref 173. Copyright 2009 National Academy of Sciences.
Figure 18. 3D tracking near a surface. (A) FLIC. The direct excitation and emission light interfere with reﬂected light from the surface. Reprinted
with permission from ref 691. Copyright 2008 Nature Publishing Group. (B) FLIM. The strong optical near-ﬁeld coupling of ﬂuorophores with the
gold ﬁlm results in the distance-dependent ﬂuorescence lifetime. Reprinted with permission from ref 692. Copyright 2010 American Chemical
Society.
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The ﬁnal group of methods provides high axial localization
precision near a surface. A group led by Diez developed
ﬂuorescence-interference contrast microscopy (FLIC) (Figure
18A) for nanometer tracking and determined the x, y, and z
positions of QDs attached to microtubules as the microtubules
rotated on gliding assays.691 The same group also developed
ﬂuorescence lifetime imaging microscopy (FLIM) (Figure 18B)
to determine absolute positions of ﬂuorescent molecules within
100 nm above a metal surface.692 The strong optical near-ﬁeld
coupling of ﬂuorophores to the metal surface is the reason for
the distance-dependent ﬂuorescence lifetime. Finally, as
discussed in section 2.3, TIRFM is an excellent optical
sectioning technique for axial localization within the
exponential-decaying EF.206,662,693
Multiplexing. A ﬁnal area of consideration for QD tracking is
multiplexed detection or “multiplexing”. Multiplexing exem-
pliﬁes a key advantage of QDs over ﬂuorescent dyes.655 In
many instances, researchers are interested in detecting the
presence of multiple biomarkers or toxins. Instead of running
multiple tests in succession for each analyte, it is often quicker
and cheaper to search for all of the analytes in a single test with
multiple probes. Multiplexed QDs have been integrated into
sensors, rapid screening methods, and cancer-detection
techniques.694−697 The Mattoussi group demonstrated methods
capable of deconvoluting and quantifying the QD proﬁles of
four, six, or even eight QD colors.698,699 However, QD
multiplexed detection is still largely used for extracellular
purposes.
5.1.2. Tracking Experiments with Noble Metal Nano-
particles. Noble Metal Nanoparticles. A detailed discussion
of the optical properties of noble metal nanoparticles was given
in section 3. As a brief recap, noble metal nanoparticles are a
highly popular probe for nonﬂuorescent imaging techniques.
They provide a photostable signal that does not bleach. The
signal strength varies between techniques and is dependent on
the component of the signal that is actually detected (i.e.,
scatter, absorption, interference eﬀects, etc.). Particle size
ranges from several nanometers to hundreds of nanometers,
and the optimal detection wavelength is dependent on the
shape, size, and surroundings of the particle. Nanoparticle
toxicity is a function of the particle’s metal constituents and
surface coating, as well as particle concentration in the cell.
Gold nanoparticles are frequently used with cell research,
because they are considered nontoxic, particularly in compar-
ison to silver.
Tracking Noble Metal Nanoparticles. In many ways,
tracking experiments that involve plasmonic nanoparticles
mirror the tracking experiments conducted with QDs. Nano-
particle tracking in 2D often seeks to elucidate details behind
the same cellular processes that researchers study with
ﬂuorescent probes.
Figure 19. 3D superlocalization of gold nanospheres in DIC microscopy. (A) 3D model of a 40 nm gold nanosphere generated from a vertical scan.
(B) Model-based 3D correlation map of a 40 nm gold nanosphere. The 3D model is used in the mapping process. (C) A reference particle
(highlighted in red box) adsorbed on the coverslip. (D) The target gold nanosphere (highlighted in red box) on the cell membrane. The correlation
map for this particle (the imbedded image) consists of a bright center and two dark side lobes, similar to the one shown in (A). Adapted with
permission from ref 648. Copyright 2012 American Chemical Society.
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A key aspect of tracking nanoparticles is localizing the
particle(s) under observation. For scattering and absorption
techniques, an approximated Gaussian function can be applied
to any symmetric point spread function, and a precision of ∼1
nm can be achieved. In contrast, DIC microscopy produces a
more sophisticated point spread function; thus the correlation
coeﬃcient mapping technique developed by the Sheetz group is
typically relied upon for localization.649 This method has been
recently extended to localize 40 nm gold nanoparticles in 3D to
a precision of 4−7 nm laterally and 16 nm axially (Figure
19).648
Membrane diﬀusion and endocytosis rank as two of the more
popular research areas involving live cell research. In 2005,
Kusumi et al. documented the trajectories of the phospholipid
L-α-dioleoylphosphatidylethanolamine (DOPE) tagged with
either 40 nm gold nanoparticles or the ﬂuorescent dye,
Cy3.650 By using a time resolution of 33 ms, the researchers
showed that both probes displayed similar diﬀusion coeﬃcients,
thereby justifying the use of gold nanoparticles for this type of
study. When the researchers switched to an enhanced time
resolution of 25 μs (40 500 frames/s), the gold particles were
observed undergoing short-term conﬁned diﬀusion followed by
a hopping movement to a diﬀerent compartment. About the
same time, the Chan group demonstrated that cell intake of
gold nanoparticles via endocytosis was size dependent, with 50
nm nanoparticles undergoing the maximum uptake.700 The Xie
group demonstrated that endocytosed gold nanoparticles could
be used in live cells to track the 2D movements of the
molecular motors dynein and kinesin.701 They relied on a
quadrant photodiode and an objective-type dark-ﬁeld micro-
scope to achieve a resolution of 25 μs and ∼1.5 nm. With this
instrument, they resolved stepwise movements of cargoes in 8,
12, 16, 20, and 24 nm steps.
Because the LSPR can be easily manipulated by changing the
shape, size, or noble metal, nanoparticles have also shown an
eﬃcacy for multiplexed detection. Yu et al. conducted an
experiment where three sizes of functionalized gold nanorods
were used for multiplexed detection of distinct cancer markers
on the surface of human breast epithelial cells from diﬀerent
cell lines.702 The researchers monitored the cells and identiﬁed
the three markers with dark-ﬁeld microscopy. A group led by
Prasad completed a similar study with dark-ﬁeld microscopy,
gold nanorods, and silver nanospheres, but they targeted
speciﬁc markers for pancreatic cancer.703
Multiplexed detection of nanoparticles has also been
demonstrated with DIC microscopy. Because gold and silver
nanoparticles have diﬀerent LSPR, the Fang group showed that
these two types of nanoparticles could be diﬀerentiated with
DIC microscopy.461 In a later paper, the spectra from multiple
sizes of ﬁve diﬀerent kinds of spherical particles (gold, silver,
polystyrene, poly(methyl methacrylate), and silica) were
compared.704 Each of the 19 markers was shown to have a
unique spectral proﬁle, implying that they could be used
simultaneously for a multiplexed experiment. As a demon-
stration, four of the markers were added to a chamber holding
live cells, and all four types of markers were located on the cell
membrane and diﬀerentiated with the microscope.
As two or more plasmonic nanoparticles are brought to
within a few nanometers of each other, the LSPR wavelength
undergoes a red-shift.408−410,705,706 This behavior is better
understood for nanospheres than anisotropic shapes. As a
result, nanospheres pairs have been exploited as a distance-
dependent probe known as the plasmonic ruler.705 In the
original work, functionalized nanoparticles were tethered to a
substrate. Upon the addition of a second group of function-
alized nanoparticles, a red-shift of the LSPR was observed due
to the self-assembly of dimers. The Reinhard group applied the
plasmonic ruler and a ratiometric detection method for
observing encounters of ﬁbronectin−integrin complexes
labeled with gold nanoparticles in live cells.425 In another
study, the Reinhard group employed polarized illumination and
polymer-tethered silver nanoparticle pairs to track both the
distance and the orientation of the dimer as part of a cell
membrane study.707 Since then, the Reinhard group has utilized
this phenomenon for localizing and sizing nanoparticle clusters
that form within cells.708,709 Other groups have likewise used
plasmon rulers for studying such cell processes as endocy-
tosis,710 nuclear uptake of peptides,711 and caspase-3
activation.712 Recently, the development of a 3D plasmonic
ruler was reported, which is based on creating sharp spectral
features through the interactions of quadrupolar and dipolar
plasmons.713
Finally, it is necessary to mention that functionalized
nanoparticles have also been applied to cancer diagnosis and
phototherapy, allowing researchers to diﬀerentiate between
malignant and normal cells.2,3,714,715 This area of research is
currently witnessing rapid growth and was covered extensively
by two recent review papers.2,3
5.1.3. Hybrid Nanoparticles. Although QDs and noble
metal nanoparticles dominate the single particle imaging
landscape, other types of nanoparticles are being investigated
for their imaging abilities, including hybrid nanoparticles. For
an overview of the various types of hybrid nanoparticles that
have been developed and their optical properties, readers are
referred to a very thorough and recent review paper on the
topic.8 Most hybrid nanoparticles have not been used for cell
imaging or particle tracking. However, the Jana group has
synthesized some interesting hybrid particles with combina-
tions of plasmonic, magnetic, and ﬂuorescent properties that
have been tested as cell labeling agents.716,717
Magnetic nanoparticles are an interesting option for labeling
purposes, because they can be manipulated. However, they are
primarily used in magnetic resonance imaging (MRI) and other
biomedical applications that are outside the scope of this
Review. Some examples of interesting papers on the usefulness
of magnetic nanoparticles can be found in the following
references.694,718−721
5.2. Single Particle Orientation and Rotational Tracking
While single particle tracking research focuses on the lateral and
vertical movements of probes, single particle orientation and
rotational tracking (SPORT) research is aimed at exploring the
rotational behavior of the nanomachines that operate within
cells. For example, proteins, organelles, and endosomes may
rotate independently as they move throughout a cell.
Alternatively, a cargo traveling along a microtubule network
can rotate as a result of the structure of the microtubule to
which it is tethered. This added dimension to probe detection
requires a higher level of sophistication than what is ordinarily
used for the single particle tracking experiments discussed in
the previous section. As with single particle tracking, resolving
rotational motion is an important step toward understanding
the dynamics and working mechanisms behind cellular
machinery. Because many of these cellular components are
smaller than the diﬀraction limit, it is not possible to elucidate
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their motions in real time without the use of specialized probes
and detection methods.
The acronym, SPORT, was originally introduced by Fang
and colleagues to describe a method that tracks the rotational
motions of plasmonic nanorods in DIC microscopy.462,464 It is
our belief that SPORT is a proper name for any orientation and
rotational tracking technique that is capable of extracting
rotational dynamics of single probes with a certain optical
imaging tool. As such, SPORT refers to all of the rotational
tracking techniques discussed in this Review.
5.2.1. Fluorescent Probes. In the past decade, QDs and
quantum rods led the way for other nanoparticles in the arena
of orientation detection. Because the emission of spherical
colloidal QDs is plane polarized, the Alivisatos group
synthesized quantum rods at several aspect ratios in the
hopes of ﬁnding a quantum probe that provided linear
polarization.722 With the aid of a confocal ﬂuorescence
microscope, they found that nanorods with an aspect ratio of
2 or greater emitted a signal that was linearly polarized, as was
predicted theoretically. Up to that time, ﬂuorescent molecules
in concert with single-molecule ﬂuorescence polarization
microscopy (SMFP) were the only means available for
determining the orientation of individual probes at the
nanoscale in real time.723 This technique was capable of
detecting changes in myosin V protein structure in vitro with a
time resolution of 20−40 ms in 3D.
With the advent of quantum rods, researchers turned their
attention toward these probes as orientation probes, due to
their attractive optical properties in comparison to ﬂuorescent
dyes. In one of these early studies, the Selvin group combined
SMFP with FIONA to study the orientation of quantum rods
attached to myosin V in vitro.724 Because FIONA has ∼1.5 nm
accuracy at determining the centerpoint of a ﬂuorophore, its
purpose was simply to localize the rod’s position. SMFP relies
on exciting a ﬂuorophore with multiple polarized beams to split
the ﬂuorophore’s emission signal. The Selvin group took
advantage of this instrument to defocus quantum rods by ∼500
nm and then capture the defocused image of the rod. When
defocused, quantum rods appear as a combination of lobe and/
or fringe patterns that vary with particle orientation due to the
angular anisotropy exhibited by a rod’s emitted dipolar
radiation.725 Thus, the defocused image is a visualization of
geometric structure and reﬂects the symmetry of the particle’s
electron cloud. By working with simulated patterns and pattern-
matching routines, the Selvin group was able to determine the
orientation of the quantum rods from the defocused images
that were collected.724 They also reported that by working with
quantum rods, they had ∼5-fold better temporal resolution
than what ﬂuorescent molecules could provide.
Very recently, a more advanced microscope that can
simultaneously determine the 3D orientation and 2D position
of quantum rods was developed by the Yanagida group.726 The
previously established defocused imaging techniques were
hindered by poor position accuracy and time-consuming
pattern matching procedures. In their paper, the Yanagida
group introduced a microscope that relies on epi-illumination
and circular polarization to simultaneously collect photons at
four diﬀerent polarization settings. This is accomplished by use
of a half-mirror and a Wollaston prism in the light path. The 3D
orientation is then calculated with a set of equations instead of
relying on pattern matching. The researchers used this
technique to observe the movement of myosin V along an
actin ﬁlament while simultaneously measuring the rotation of
myosin V at each step. The Yanagida group determined that
they could determine quantum rod orientation to within 10° at
a time resolution of 33 ms.
Another direction of research in orientation tracking of
quantum rods is the design and development of new probes.
One such probe is the “dot-in-a-rod” option, which has a CdSe
dot core with a CdS shell overgrown with a ZnS shell.727 The
double shell produces a highly eﬃcient photoluminescence and
is less toxic to HeLa cells than a CdSe/CdS quantum rod
because of the outermost ZnS shell. Along similar lines, the
Banin group has synthesized rod in rod core/shells, and they
have found that these rods have a high degree of linear
polarization and a high photoluminescence. Another similar
probe is the “multiple-dots-in-rod” composed of PbS/CdS, and
it exhibits a quantum yield of 45−55%.728 One other recent
anisotropic option is a tadpole-shaped CdS−CdSe composite
particle, which has a CdSe-rich head region and a CdS-rich
tail.729 In a follow-up paper, Pt and Pd particles were deposited
onto these tadpole-shaped particles.730 With the current
production of so many types of quantum rods, it appears that
less toxic and more luminescent particles should become
available in the near future, and such particles may eventually
compete with gold nanorods as the favored option for particle
orientation tracking within live cells.
5.2.2. Noble Metal Nanoparticles. Nonﬂuorescent nano-
particles have proven to be vital probes for the study of
rotational motions and the determination of orientation
information within cells. Of all of the probe options that are
available, the gold nanorod has become the tried and true
workhorse that investigators rely upon for these experiments.
Gold nanorods are easily synthesized, low in toxicity, and can
be designed to provide a strong signal in the UV, visible, or
near-IR range of the spectrum. Because of the shape anisotropy
associated with nanorods, they produce a LSPR signal that is
orientation dependent under polarized illumination.402 Fur-
thermore, gold nanorods can be readily and easily delivered
into cells with no signiﬁcant disruption of the normal activities
of the cell.
Orientation tracking of gold nanorods was ﬁrst performed
with dark-ﬁeld microscopy, but this technique is not often used
with cell imaging. Sönnichsen and Alivisatos demonstrated that
it was possible to monitor the polarized signal of single gold
nanorods by using a dark-ﬁeld microscope equipped with a
tungsten lamp.731 In that experiment, the gold nanorods were
loosely attached to the inside of a glass capillary and held in an
aqueous environment with a pH of 8. The nanorods underwent
two-dimensional rotation that could be observed for hours at a
steady signal, and the images were captured at frame rates up to
300 Hz. In a later experiment, the Sönnichsen group employed
a dual-channel polarization contrast microscope, which relies
on a dark-ﬁeld condenser, to monitor the rotational behavior of
polymer coated gold nanorods on an artiﬁcial membrane.427
The researchers observed that lateral and rotational motions
occurred at diﬀerent rates, but they could also manipulate the
rates by adjusting the concentration of biotin.
The Frasch group has employed dark-ﬁeld microscopy for
detecting the rotational behavior of ATPase molecular
motors.732−734 Initially, an inverted dark-ﬁeld microscope was
set up with a pinhole ﬁlter that blocked passage of all light
except for that of a single molecule under observation.734 The
signal was collected by a single-photon counting avalanche
diode. The sample consisted of an assay prepared on a glass
slide, whereupon a single gold nanorod was attached to a single
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γ-subunit of an F1-ATPase molecule. This design enabled the
Frasch group to resolve nanorod rotations at a resolution of 2.5
μs, and rotation rates of ∼7.6 rad/ms were observed.
Resultantly, the Frasch group was able to design a sensor
that relied upon the assembly of an array of rotating gold
nanorods.732 Later, the group also investigated FoF1-ATP
synthase with their dark-ﬁeld microscope.733 In this experiment,
by observing the rotational behavior of the gold nanorods, they
managed to resolve the average time it takes for the F0 subunit’s
transient dwell interaction to form (163 μs) and to dissociate
(175 μs).
Attempts have also been made to develop new scattering-
based imaging techniques for tracking gold nanorods. Recently,
the conventional dark-ﬁeld illumination scheme was replaced
by a horizontally polarized light sheet illumination scheme to
image gold nanorods being transported by kinesin along
microtubule networks in live cells (Figure 20A).735 The same
authors also made another improvement to accurately pinpoint
the centroid and determine gold nanorod orientation by taking
focused and defocused dark-ﬁeld images simultaneously using a
dual-wavelength setup (Figure 20B).736 Defocused imaging
does provide a direct method for determining the 3D
orientation of a scattering nanorod (or for an emitting
ﬂuorophore), yet such methods are still complicated by the
presence of other objects in the background that also scatter
light, particularly for microscopes with transmitted illumination
designs.426,737
The Link group has utilized photothermal imaging and
correlation spectroscopy to determine the rotational behavior
of gold nanorods. Using a polarization-sensitive photothermal
instrument, it was proven that photothermal imaging can be
used to determine nanorod orientation from either the
longitudinal or the transverse plasmon mode.738 In this
experiment, 25 × 73 nm gold nanorods were deposited on a
glass slide and observed with water serving as the surrounding
medium. For their correlation spectroscopy experiment, the
Link group used a home-built instrument that was capable of
collecting scattering or single-photon luminescent measure-
ments.739 Gold nanoparticles were deposited inside of the
sample chamber and imaged under polarized illumination. The
scattering and luminescent spectra were quite similar, but the
scattering mode was more sensitive to particle aggregation.
Furthermore, the luminescent mode was shown to be capable
of measuring the Brownian motion of nanoparticles in solution
and determining the particle sizes.
The Fang group has published a series of experiments that
incorporated DIC microscopy with the real time tracking of
single nanorods undergoing rotational and translational move-
ments. The 2D and 3D orientation of a nanorod can be
determined by monitoring the intensities of the black and white
components of the nanorod (Figure 21A−C).462 To determine
the eﬃcacy of the previous statement, it was necessary to
correlate the absolute orientation of gold nanorods with the
optical signal produced by a DIC microscope (Figure 21D).408
To accomplish this, a group of nanorods were ﬁxed to a
substrate and characterized using transmission electron
microscopy (TEM). By collecting spectra at select angles and
by also monitoring the black and white signals at the
longitudinal LSPR as nanorods were rotated in the DIC’s
light path, it was found that nanorods indeed obey the
mathematical model that was previously developed.462
However, it is vital that researchers can distinguish single,
Figure 20. Tracking gold nanorods using scattering-based imaging techniques. (A) Light sheet illumination. The in-plane polarized light sheet is
generated by putting a polarizer behind a cylindrical lens. Two orthogonally polarized light sheets illuminate gold nanorods, and the polarized
scattering signals are resolved with a birefringent crystal. Reprinted with permission from ref 735. Copyright 2011 American Chemical Society. (B)
Dual wavelength dark-ﬁeld microscopy. The focused 540 nm channel provides the localization information, while the defocused 700 nm channel
provides the orientation information. Reprinted with permission from ref 736. Copyright 2012 Wiley-VCH Verlag & Co. KGaA.
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isolated nanorods from simple aggregates and subdiﬀraction
limit multinanorod geometries.408 Thus, a coupled dimer and a
pair of noninteracting nanorods separated by a distance less
than the diﬀraction limit (Figure 21E) were also studied. Under
other modes of microscopy, these conﬁgurations can appear
quite similar to the proﬁle of an isolated, single nanorod, but
DIC microscopy eﬀectively distinguished these geometries
from isolated nanorods. Because TEM cannot be employed for
live cell imaging, these ﬁndings were an important step in
establishing a means for diﬀerentiating between single nanorods
and other possible geometries.
In another set of experiments by the Fang group, the
rotational motions of gold nanorods induced by molecular
motors, such as kinesin and dynein, were imaged in engineered
environments and in live cells at video rates.462,465,740 For one
experiment, kinesin motor proteins were coated on a substrate,
where they acted as a platform for propelling microtubules
upon the hydrolysis of ATP. Microtubules that consist of 12 or
Figure 21. DIC-based SPORT. (A) DIC images of two 25 × 73 nm gold nanorods in diﬀerent orientations at the longitudinal SPR mode (720 nm)
and the transverse SPR mode (540 nm). (B) Periodicity of the nanorod signal intensities. The angular resolution for these DIC images is ∼2°. (C)
Deﬁnition of in-plane orientation angle ϕ. The x- and y-axes are the polarization directions of the two beams passing through the specimen. The
nanorod’s long axis is p, and the cross-section axis is s. Adapted with permission from ref 462. Copyright 2010 American Chemical Society. (D) TEM
and DIC images of the four nanorod features. P, proximate nanorods; D, dimer; N1 and N2, single, isolated nanorods. All four features give diﬀerent
DIC intensity patterns. (E) The proximate nanorods (feature P in (D)) show orientation-dependent DIC images that match well with the simulated
image patterns. The distance between these two particles (180 nm tip-to-tip and 227 nm center-to-center) is less than the diﬀraction limit. Adapted
with permission from ref 408. Copyright 2010 American Chemical Society. (F) Dual-modality SPORT enables dynamic tracking of gold nanorods
transported on the ﬂuorescently labeled microtubule network in live cells. Adapted with permission from ref 740. Copyright 2012 American
Chemical Society. (G) Four diﬀerent image patterns appear for a gold nanorod that is tilted with respect to the horizontal object plane. Reprinted
with permission from ref 743. Copyright 2012 Wiley-VCH Verlag & Co. KGaA.
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14 protoﬁlaments are known to rotate along their long axis
when they undergo translational movements, while micro-
tubules with 13 protoﬁlaments do not rotate.691,741 By
attaching gold nanorods (10 × 35 nm) to the microtubules,
DIC microscopy was able to detect the rotary motion of a
microtubule as it glided across the substrate.462 In a second
experiment, larger gold nanorods (25 × 73 nm) were modiﬁed
with transferrin and passively delivered into A549 human lung
cancer cells.462 The nanorods became encapsulated in vesicles
by the cell as they passed into the cell. With their microscope,
they observed that the nanorods maintained a nearly steady
orientation relative to the microtubule tracks during active
directional transport, even as the vesicles were transported
several micrometers through the cell along a microtubule. A
dual-modality (DIC/ﬂuorescence) microscopy setup was used
to simultaneously visualize the rotational motions of gold
nanorods and the microtubule network labeled by ﬂuorescent
dyes (Figure 21F), making it possible to locate the positions
where nanorods dock to and undock from the microtubule.740
These results demonstrated that gold nanorods and DIC
microscopy could prove vital to solving some of the mysteries
behind the dynamics and working mechanisms behind
nanosized machines that are found in cells.
The Fang group has also utilized DIC microscopy to study
the rotational dynamics of drug and gene delivery vectors on
live cell membranes.464,742 The rotational patterns of function-
alized nanorods were imaged at 200 frames/s at the
longitudinal LSPR wavelength. The rotational dynamics of
the nanorods were semiquantiﬁed with an autocorrelation
function, and distinct time intervals were classiﬁed as either fast
or slow nanorod rotation.464 The SPORT technique has also
been combined with correlation analysis to identify the
fundamental rotational modes: in-plane rotation and out-of-
plane tilting, as well as other more complex rotational
patterns.742 These studies found that the rotational behavior
of a nanorod is closely tied to the nanorod’s overall surface
charges and the availability of membrane receptors. The varied
behaviors suggest that nanorod rotation on a cell membrane is
governed by nanorod interactions with the cell membrane and
also by the thermal activities of the nanorod and the
surrounding environments. In a follow-up experiment, DIC
microscopy was shown to be capable of also imaging and
tracking nanorods on live cell membranes by imaging at the
transverse LSPR wavelength.463 This ﬁnding is of importance,
because the transverse LSPR is less sensitive to changes in the
medium refractive index than the longitudinal LSPR.
Most recently, the imaging rate of SPORT has been further
improved to 500 frames/s. With such a high speed, the
rotational dynamics of cargos at pauses during axonal transport
was revealed for the ﬁrst time.465 Pearson’s correlation
coeﬃcients were used to identify the rotational modes, such
as in-plane rotation and out-of-plane swing, from the DIC
bright and dark intensity traces. In another eﬀort, the Fang
group developed a methodology for precise tracking of the 3D
orientations exhibited by gold nanorods (Figure 21G).743 The
method combines image pattern recognition of DIC PSFs with
DIC polarization anisotropy analysis, and it was used to
determine the angle of nanorods moving on a cell membrane.
6. SINGLE CELL MANIPULATION
The precise control of the cell location and its well-deﬁned
chemical microenvironments is crucial for the high-resolution
and high-performance single cell optical analysis. The trapping
of individual cells at a ﬁxed position signiﬁcantly decreases their
diﬀusion distance, and facilitates long-term observations during
the continuous supply of nutrients or reagents. The moving of
the trapping force with high spatial and time resolution
provides a controlled manipulation of target cells, enabling the
high-throughput cellular analysis and cell−cell interaction
investigations.
The purpose of this short section is to give readers a brief, yet
complete overview of the available single cell manipulation
techniques. Table 1 lists the cell trapping and transportation
mechanisms for each technique, as well as some application
examples. For more detailed technical discussions, we direct
readers to several recent reviews.744−746
Most of the cell manipulation operations are carried out in a
microﬂuidic device, due to its low cost and the capability of
generating a highly integrated device for high-throughput
analysis. Luo et al. developed a novel design of ultraﬂat and
ultrathin glass/polydimethylsiloxane hybrid microdevice for
high-ﬁdelity optical imaging, which is compatible with the high
magniﬁcation objective lens and most modes of far-ﬁeld optical
microscopy, providing the feasibility of the high-sensitive
optical imaging of the manipulated cell.747
Optical tweezers,748 magnetic tweezers,749 and dielectropho-
resis750 are the most commonly used cell manipulation
techniques due to their capability of trapping and transporting
the target cell conveniently in the noncontact mode. The
limitation of these techniques is that the high-energy laser,
magnetic particles for labeling, or the strong electric ﬁelds
cannot be used in some living cell samples.751 Alternative
methods based on acoustic traps,752 hydrodynamic traps,753 or
geometrical conﬁnement manipulations754,755 are introduced
mostly for the static trapping of the interested cell.
Recently, several novel cell-trapping techniques were
introduced. A mobile microvortices device was developed by
Petit et al., in which the trapping force was provided by the ﬂow
velocity gradient toward the center of the microveortex. The
amplitude and position of such nanowire generated micro-
vortex can be precisely controlled to selectively trap and
transport individual cells.756 The Li group developed a same-
single cell analysis platform for multidrug resistance inves-
tigations. In this technique, the target single cell was trapped in
a chamber at the junction of three lateral channels, where
diﬀerent drug reagents can be introduced. The cell hetero-
geneity issue in the drug resistance study can be avoided in this
approach.757,758 Diﬀerent cell manipulation methods were
reported to be used simultaneously as well. A single cell
cultivation device with controllable immobilization and
selective release functionalities was described recently. The
target cell was hydrodynamically trapped at the target spot by
the suction eﬀect and released by the negative dielectrophoretic
force after its cultivation and analysis.759
Besides the conventional applications discussed above, for
example, cell trapping, transportation, sorting, and patterning,
cell manipulation techniques are also used to investigate
biological processes within the cell. The force applied onto the
cell by optical tweezers is in the range between femtonewtons
to nanonewtons, matching well with the regime of many
cellular processes. Therefore, optical tweezers were used to
investigate the macromolecular system and molecular motors in
cells. In 1993, Svoboda et al. studied the discrete 8 nm step
movement of the kinesin molecule along the microtubule,
which was considered the landmark of single motor protein
studies. They discovered that the movement of the kinesin
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paused after each step until the addition of new energy from
ATP molecules.760 The introduction of external membrane-
impermeant molecules into the cell is another important
application, and the methods of electroporation,761 electro-
fusion,762 and optoporation763 have been reported. With the
precise manipulation of cell locations, the distance of cells can
be controlled, facilitating the investigation of cell−cell
interactions. Lee et al. hydrodynamically trapped two
NIH3T3 ﬁbroblast cells within a channel, and the cell
membranes were placed into contact with each other. The
material transfer between two cells through the membrane gap
junctions was observed.753
7. CONCLUDING REMARKS
As in the days of Robert Hooke, single cell imaging is basically
limited by the tools at hand. However, as demonstrated in this
Review, the tools and techniques now available to the scientist
are extremely diverse, specialized, and advanced. No single tool
can suﬃciently elucidate the workings behind each and every
process that takes place in the cell. Thus, it is quite fortunate
that so many options are available to researchers in this exciting
ﬁeld.
Speaking in broad terms, single cell imaging research should
ﬂourish in four key areas going forward. Much of the current
research focuses on the tagging and tracking of organelles and
proteins. This area should continue to ﬂourish as long as
scientists ﬁnd biological machines that are interesting to study.
This research is directly beneﬁcial to the ﬁeld of biology, but
oftentimes it is also of great interest to engineering, physics, and
chemistry. The second area of importance is the role of single
cells within the larger biological framework. Medical-based
research is interested in tissue imaging and the treatment of
disease. Thus, it is vital to study the interactions between cells
and to develop imaging techniques that are useful for tracking
and superlocalizing nanoparticles within tissues, not just within
one cell or one organelle at a time. A third area of interest is the
directed manipulation of probes within biological environ-
ments. Once inside of a cell, multifunctional probes could be
manipulated by the presence of a magnetic or an electric ﬁeld
to test the response of the host cell. Alternatively, biologically
functionalized probes could be manipulated into ordered self-
assembled structures by the cells themselves. All three of these
aforementioned areas should lead to the development of highly
specialized and portable sensors and new multimodal instru-
ments, the fourth key area of single cell imaging research.
Because of the rapid progress in single cell imaging during
just the past few years, it will be interesting to see what new
discoveries will be made in the next ﬁve to ten years. Of course,
the development of new and improved technologies (e.g., faster
cameras, brighter and smaller probes, etc.) will be integral to
discovery. Furthermore, it is important to continue research in
nanoparticle toxicology, probe delivery methods, and probe
functionalization at the same time. The conﬂuence of
developments in many areas is thus necessary for the ﬁeld of
single cell imaging to continue its impressive growth into the
future.
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(99) Wilson, T.; Jusǩaitis, R.; Neil, M.; Kozubek, M. Opt. Lett. 1996,
21, 1879.
(100) Verveer, P.; Hanley, Q.; Verbeek, P.; Van Vliet, L.; Jovin, W. J.
Microsc. 1998, 189, 192.
(101) Mertz, J. Nat. Methods 2011, 8, 811.
(102) Heintzmann, R.; Sarafis, V.; Munroe, P.; Nailon, J.; Hanley, Q.
S.; Jovin, T. M. Micron 2003, 34, 293.
(103) Maddox, P. S.; Moree, B.; Canman, J. C.; Salmon, E. D. In
Methods in Enzymology; Marriott, G., Parker, I., Eds.; Academic Press:
New York, 2003; Vol. 360, pp 597−617.
(104) Stehbens, S.; Pemble, H.; Murrow, L.; Wittmann, T. In
Methods in Enzymology; Conn, P. M., Ed.; Academic Press: New York,
2012; Vol. 504, pp 293−313.
(105) Zimmermann, T.; Brunner, D. In Cell Biology: A Laboratory
Handbook, 3rd ed.; Celis, J. E., Carter, N., Simon, K., Small, J., Hunter,
T., Shotton, D., Eds.; Academic Press: San Diego, CA, 2006; Vol. 3, pp
69−76.
(106) Wright, S. J.; Wright, D. J. In Methods in Cell Biology: Cell
Biological Applications of Confocal Microscopy; Matsumoto, B., Ed.;
Academic Press: San Diego, CA, 2002; Vol. 70, pp 2−86.
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A.; Jiang, X.; Pileni, M.-P. J. Phys. Chem. C 2008, 112, 8917.
(434) Carey, C. R.; LeBel, T.; Crisostomo, D.; Giblin, J.; Kuno, M.;
Hartland, G. V. J. Phys. Chem. C 2010, 114, 16029.
(435) Lasne, D.; Blab, G.; Berciaud, S.; Heine, M.; Groc, L. Biophys. J.
2006, 91, 4598.
(436) Berciaud, S.; Cognet, L.; Blab, G. A.; Lounis, B. Phys. Rev. Lett.
2004, 93.
(437) Gaiduk, A.; Yorulmaz, M.; Ruijgrok, P. V.; Orrit, M. Science
2010, 330, 353.
(438) Berciaud, S.; Cognet, L.; Tamarat, P.; Lounis, B. Nano Lett.
2005, 5, 515.
(439) Leduc, C.; Jung, J.-M.; Carney, R.; Stellacci, F.; Lounis, B. ACS
Nano 2011, 5, 2587.
(440) Wang, X. D.; Pang, Y. J.; Ku, G.; Xie, X. Y.; Stoica, G. Nat.
Biotechnol. 2003, 21, 803.
(441) Pan, D.; Pramanik, M.; Senpan, A.; Yang, X.; Song, K. Angew.
Chem., Int. Ed. 2009, 48, 4170.
(442) Pan, D.; Pramanik, M.; Senpan, A.; Ghosh, S.; Wickline, S.
Biomaterials 2010, 31, 4088.
(443) Pan, D.; Cai, X.; Yalaz, C.; Senpan, A.; Omanakuttan, K. ACS
Nano 2012, 6, 1260.
(444) Kim, C.; Cho, E. C.; Chen, J.; Song, K. H.; Au, L.; Favazza, C.;
Zhang, Q.; Cobley, C. M.; Gao, F.; Xia, Y.; Wang, L. V. ACS Nano
2010, 4, 4559.
(445) Shashkov, E. V.; Everts, M.; Galanzha, E. I.; Zharov, V. P. Nano
Lett. 2008, 8, 3953.
(446) Galanzha, E.; Shashkov, E.; Kelly, T.; Kim, J.-W.; Yang, L. Nat.
Nanotechnol. 2009, 4, 855.
(447) Wang, L. V. Nat. Photonics 2009, 3, 503.
(448) Yao, J.; Maslov, K. I.; Puckett, E. R.; Rowland, K. J.; Warner, B.
W.; Wang, L. V. Opt. Lett. 2012, 37, 659.
(449) Xie, Z.; Chen, S.-L.; Ling, T.; Guo, L. J.; Carson, P. L.; Wang,
X. Opt. Express 2011, 19, 9027.
(450) Lindfors, K.; Kalkbrenner, T.; Stoller, P.; Sandoghdar, V. Phys.
Rev. Lett. 2004, 93.
(451) Jacobsen; Stoller, P.; Brunner, C.; Vogel, V.; Sandoghdar, V.
Opt. Express 2006, 14, 405.
(452) Deutsch, B.; Beams, R.; Novotny, L. Appl. Opt. 2010, 49, 4921.
(453) Mitra, A.; Ignatovich, F.; Novotny, L. Biosens. Bioelectron. 2012,
31, 499.
(454) Mitra, A.; Deutsch, B.; Ignatovich, F.; Dykes, C.; Novotny, L.
ACS Nano 2010, 4, 1305.
(455) Hong, X.; van Dijk, E. M. P. H.; Hall, S. R.; Götte, J. r. B.; van
Hulst, N. F.; Gersen, H. Nano Lett. 2011, 11, 541.
(456) Pluta, M. Advanced Light Microscopy: Specialized Methods;
Elsevier: Amsterdam, 1989.
(457) Mehta, S.; Sheppard, C. J. R. Opt. Express 2008, 16, 19462.
(458) Wang, G. F.; Stender, A. S.; Sun, W.; Fang, N. Analyst 2010,
135, 215.
(459) Tsunoda, M.; Isailovic, D.; Yeung, E. S. J. Microsc. 2008, 232,
207.
(460) Stender, A. S.; Erickson, A.; Wang, G.; Fang, N. Anal. Chem.
2012, 84, 5210.
(461) Sun, W.; Wang, G.; Fang, N.; Yeung, E. S. Anal. Chem. 2009,
81, 9203.
(462) Wang, G.; Sun, W.; Luo, Y.; Fang, N. J. Am. Chem. Soc. 2010,
132, 16417.
(463) Ha, J. W.; Sun, W.; Stender, A. S.; Fang, N. J. Phys. Chem. C
2012, 116, 2766.
(464) Gu, Y.; Sun, W.; Wang, G. F.; Fang, N. J. Am. Chem. Soc. 2011,
133, 5720.
(465) Gu, Y.; Sun, W.; Wang, G.; Jeftinija, K.; Jeftinija, S.; Fang, N.
Nat. Commun. 2012, 3, 1030.
(466) Sun, W.; Fang, N.; Trewyn, B. G.; Tsunoda, M.; Slowing, I. I.;
Lin, V. S. Y.; Yeung, E. S. Anal. Bioanal. Chem. 2008, 391, 2119.
(467) Campagnola, P. J.; Loew, L. M. Nat. Biotechnol. 2003, 21, 1356.
(468) Freund, I.; Deutsch, M.; Sprecher, A. Biophys. J. 1986, 50, 693.
(469) König, K.; So, P. T. C.; Mantulin, W. W.; Gratton, E. Opt. Lett.
1997, 22, 135.
(470) Gauderon, R.; Lukins, P. B.; Sheppard, C. J. R. Opt. Lett. 1998,
23, 1209.
(471) Campagnola, P. Anal. Chem. 2011, 83, 3224.
(472) Lin, S. J.; Jee, S. H.; Dong, C. Y. Eur. J. Dermatol. 2007, 17,
361.
(473) Yeh, A. T.; Nassif, N.; Zoumi, A.; Tromberg, B. J. Opt. Lett.
2002, 27, 2082.
(474) Yue, S. H.; Slipchenko, M. N.; Cheng, J. X. Laser Photonics Rev.
2011, 5, 496.
(475) Reeve, J. E.; Anderson, H. L.; Clays, K. Phys. Chem. Chem. Phys.
2010, 12, 13484.
(476) Moylan, C. R.; Twieg, R. J.; Lee, V. Y.; Swanson, S. A.;
Betterton, K. M.; Miller, R. D. J. Am. Chem. Soc. 1993, 115, 12599.
(477) Marder, S. R.; Beratan, D. N.; Cheng, L. T. Science 1991, 252,
103.
(478) Marder, S. R.; Perry, J. W.; Schaefer, W. P. Science 1989, 245,
626.
(479) Quaroni, L.; Chumanov, G. J. Am. Chem. Soc. 1999, 121,
10642.
(480) Wang, X. Y.; Ren, X. F.; Kahen, K.; Hahn, M. A.; Rajeswaran,
M.; Maccagnano-Zacher, S.; Silcox, J.; Cragg, G. E.; Efros, A. L.;
Krauss, T. D. Nature 2009, 459, 686.
(481) De Meulenaere, E.; Chen, W. Q.; Van Cleuvenbergen, S.;
Zheng, M. L.; Psilodimitrakopoulos, S.; Paesen, R.; Taymans, J. M.;
Ameloot, M.; Vanderleyden, J.; Loza-Alvarez, P.; Duan, X. M.; Clays,
K. Chem. Sci. 2012, 3, 984.
(482) Horiuchi, N. Nat. Photonics 2011, 5, 7.
(483) de Meulenaere, E.; Asselberghs, I.; de Wergifosse, M.; Botek,
E.; Spaepen, S.; Champagne, B.; Vanderleyden, J.; Clays, K. J. Mater.
Chem. 2009, 19, 7514.
(484) Pantazis, P.; Maloney, J.; Wu, D.; Fraser, S. E. Proc. Natl. Acad.
Sci. U.S.A. 2010, 107, 14535.
(485) Reeve, J. E.; Collins, H. A.; De Mey, K.; Kohl, M. M.; Thorley,
K. J.; Paulsen, O.; Clays, K.; Anderson, H. L. J. Am. Chem. Soc. 2009,
131, 2758.
(486) BenOren, I.; Peleg, G.; Lewis, A.; Minke, B.; Loew, L. Biophys.
J. 1996, 71, 1616.
(487) Campagnola, P. J.; Wei, M. D.; Lewis, A.; Loew, L. M. Biophys.
J. 1999, 77, 3341.
(488) Lewis, A.; Khatchatouriants, A.; Treinin, M.; Chen, Z. P.;
Peleg, G.; Friedman, N.; Bouevitch, O.; Rothman, Z.; Loew, L.; Sheres,
M. Chem. Phys. 1999, 245, 133.
Chemical Reviews Review
dx.doi.org/10.1021/cr300336e | Chem. Rev. 2013, 113, 2469−25272522
(489) Theer, P.; Denk, W.; Sheves, M.; Lewis, A.; Detwiler, P. B.
Biophys. J. 2011, 100, 232.
(490) Rama, S.; Vetrivel, L.; Semyanov, A. J. Biophotonics 2010, 3,
784.
(491) Nuriya, M.; Yasui, M. J. Biomed. Opt. 2010, 15, 020503.
(492) Jiang, J.; Yuste, R. Microsc. Microanal. 2008, 14, 526.
(493) Campagnola, P. J.; Clark, H. A.; Mohler, W. A.; Lewis, A.;
Loew, L. M. J. Biomed. Opt. 2001, 6, 277.
(494) Han, M.; Giese, G.; Bille, J. Opt. Express 2005, 13, 5791.
(495) Brown, D. J.; Morishige, N.; Neekhra, A.; Minckler, D. S.;
Jester, J. V. J. Biomed. Opt. 2007, 12, 024029.
(496) Dieringer, J. A.; McFarland, A. D.; Shah, N. C.; Stuart, D. A.;
Whitney, A. V.; Yonzon, C. R.; Young, M. A.; Zhang, X.; Van Duyne,
R. P. Faraday Discuss. 2006, 132, 9.
(497) Oladepo, S. A.; Xiong, K.; Hong, Z.; Asher, S. A.; Handen, J.;
Lednev, I. K. Chem. Rev. 2012, 112, 2604.
(498) Bailo, E.; Deckert, V. Chem. Soc. Rev. 2008, 37, 921.
(499) Woods, D. A.; Bain, C. D. Analyst 2012, 137, 35.
(500) McKee, K. J.; Meyer, M. W.; Smith, E. A. Anal. Chem. 2012,
84, 4300.
(501) Krafft, C.; Dietzekb, B.; Popp, J. Analyst 2009, 134, 1013.
(502) Nie, S.; Emory, S. R. Science 1997, 275, 1102.
(503) Dieringer, J. A.; Lettan, R. B., II; Scheidt, K. A.; Van Duyne, R.
P. J. Am. Chem. Soc. 2007, 129, 16249.
(504) Stiles, P. L.; Dieringer, J. A.; Shah, N. C.; Van Duyne, R. P.
Annu. Rev. Anal. Chem. 2008, 1, 601.
(505) Etchegoin, P. G.; Le Ru, E. C. In Surface Enhanced Raman
Spectroscopy: Analytical, Biophysical and Life Science Applications;
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