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Abstract 
Wehrung, F., Injective positively ordered monoids II, Journal of Pure and Applied Algebra 83 
(1992) 83-100. 
We continue the study of positively ordered monoids (P.O.M.‘s). We prove that injective 
P.O.M.‘s are the retracts of the powers of p = [0, ~1. We also characterize the natural 
P.O.M.-homomorphism from a given refinement P.O.M. to its bidual, with e.g. applications to 
decomposition spaces. As another application, we prove that a refinement P.O.M. admits a 
‘Banach limit’ if and only if it embeds into a power of p. 
Introduction 
In [39], we have given an ‘arithmetical’ characterization of injective objects in 
the category of ‘positively ordered monoids’ (from now on P.O.M.‘s), equipped 
with its natural notion of embedding, and sketched the general arithmetical 
structure of these objects and some weaker structures, as e.g. refinement 
P.O.M.‘s, strong refinement P.O.M.‘s, refinement e-P.O.M.‘s, complete 
P.O.M.‘s, one of the main differences with the most similar theories being the 
lack of an additive cancellation property. Injective P.O.M.‘s appeared there as 
‘ideal objects’, rather amenable on the ‘computational’ point of view. In particu- 
lar, all of them are divisible weak cardinal algebras (see also [31,32]). Here, we 
shall start from an arbitrary P.O.M. A, and give embedding criteria of A into an 
injective P.O.M.-if this is possible, then we shall say that A is regular. As it turns 
out, many P.O.M.‘s are not regular, unlike what happens for abelian groups or 
Boolean algebras (there are ‘not enough injective P.O.M.‘s’); one of the most 
noticeable exceptions is the case of equidecomposability types P.O.M.‘s-see [13, 
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17, 26, 27, 35-371 for examples: most of the time, these are not regular. 
Furthermore, the study of these spaces needs ordinary rather ad hoc ‘geometric’ 
techniques. We will be able to use our algebraic approach to give some nontrivial 
general information about them (Corollary 2.15). 
On the other hand, many P.O.M.‘s are regular, as e.g. weak cardinal algebras 
(this has been proved independently in [32]), or the P.O.M.‘s K(A) introduced 
here (just before Lemma 2.10). The most fundamental regular P.O.M. is p = 
[0, m], as it turns out that injective P.O.M.‘s are exactly the retracts of the powers 
of p (Corollary 1.6)-the usual way to express it is by saying that p is a 
cogenerator of the class of regular P.O.M.‘s. 
We show also a strange connection between two rather different notions, the 
notion of injectivity and the notion of Banach limit. A Banach limit over a 
P.O.M. A is by definition a shift-invariant P.O.M.-homomorphism from the 
P.O.M. %‘(A) of A-bounded sequences of elements of A to some P.O.M. 
containing A, sending for all a in A the constant sequence with value a on a. It is 
well known (see e.g. [19]) that there are Banach limits over the positive reals. It is 
then not difficult to prove that there is a Banach limit over every regular P.O.M. 
The converse is not true (even for positive cones of abelian ordered groups), as 
we show it with Example 1.14. But for refinement P. 0. M.‘s [39, Definition 1.61, 
we could prove that existence of a Banach limit is equivalent with regularity 
(Corollary 2.18). This is done by elaborating for refinement P.O.M.‘s a new 
regularity criterion (Theorem 2.16) which is much more wieldy than the general 
one (Theorem 1.5). In particular, this criterion implies immediately the main 
result of [32]. 
We now summarize the organization of our paper. 
In Section 1, we characterize the natural evaluation map from a given P.O.M. 
to its bidual (Theorem 1.2), and we deduce from it a first regularity criterion 
(Theorem 1.5). We observe that there are always Banach limits over regular 
P.O.M.‘s, and we give a partial converse (Proposition 1.13) and counterexamples. 
In Section 2, we show that many of the statements proved by Tarski in [35] for 
cardinal algebras are in fact ‘approximately true’ in all refinement P.O.M.‘s 
(Lemmas 2.1-2.9). These results are unified by Theorem 2.12. This theorem is 
proved via the introduction of a functor, denoted by K, from the category of 
refinement P.O.M.‘s to itself. For every refinement P.O.M. A, K(A) is roughly 
speaking the P.O.M. of ‘limits’ of all sequences of elements of A, subjected to no 
other relations than the ones ensuring that K(A) embeds into a power of @‘. Thus 
the universal sentences true in K(A) are those which are ‘approximately true’ in 
A. 
This allows us to characterize the evaluation map of a given refinement P.O.M. 
in a much more convenient fashion than the one given in Theorem 1.2 (Theorem 
2.14). We deduce applications to equidecomposability types P.O.M.‘s (Corollary 
2.15), a new regularity criterion (Theorem 2.16), the existence of Banach limits 
(Corollary 2.18). 
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We shall use throughout this paper the notations and definitions used in [39]. 
We recall in Fig. 1 the different classes of P.O.M.‘s used in [39] and in this paper. 
As in [39], an arrow from a class A to a class B indicates strict inclusion of B into 
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A. We also recall that this diagram is complete, i.e. that its transitive closure 
shows exactly all the inclusion relations between the considered classes (see [39]). 
1. Cogenerating injective P.O.M.‘s 
We shall show here that p is the appropriate pivot around which can be built a 
global theory of duality for P.O.M.‘s (there are more general pivots in the case 
where we put restrictions on the class of P.O.M.‘s in which we are working; this 
will appear in a forthcoming paper). 
Definition 1.1. Let A be a P.O.M. The dual of A is Hom(A, p), denoted by A*; 
the bidual of A is (A*)* = A**. We denote by (x H x**) the natural homo- 
morphism A-+ A** (i.e. x** : u H u(x)). 
Call an element a of a P.O.M. A singular when (3n E N)((n + 1)~ I na). If a,b 
are in A, let E(a, b) be the following statement: 
For all y1 in FV, there is k in N such that r~2~a 5 (n + 1)2kb 
Theorem 1.2. Let A be a P.O.M., a,b in A. Then a** 5 b** if and only if E(a, b) 
holds. 
Proof. Suppose first that E(a, b) holds. Let n in N\(O); thus there exists k in 
N\(O) such that nka 5 (n + 1)kb. Then for all u in A*, nku(a) 5 (n + l)ku(b), 
thus u(a) 5 (1 + 1 /n)u(b). This holds for all n, thus the conclusion follows. 
Suppose that u** 5 b**. This means that (VuE A*)(u(a) 5 u(b)), or, by 
injectivity of p (Vu E (Nia + Nb)*)(u(a) 5 u(b)). 
Moreover, by [39, Lemma 3.7(iii)], this is equivalent to 
(*I (Vu E (Nb)*)(u*(a) 5 u(b)) 
by using the notation of [39, Lemma 3.71. 
Claim 1. aEAlb. 
Proof. Let (u : Nb*@, x-0). Then u E(N~)“, and it is easy to see that u*(a) 
is equal to 0 if a E A(b, 00 otherwise. However, by (*) , only the first possibility is 
acceptable. 
Claim 2. For all F > 0, there are p,m,n in N such that n >O, m 5 en and 
pb+nas(p+m+n)b. 
Proof. Suppose first that b is not singular. Thus we can define (u : Nb-+ p, 
nb H n), and u E (Nb)*. It is easy to see that 
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u*(a) = A 7: p,q,n E N and n > 0 and pb + na 5 qb . 
By (*), u*(a) 5 1, which easily implies the conclusion of the claim. 
Now, suppose that b is singular. Then there are positive integers k,Z such that 
(k + 1)b 5 kb and a 5 lb (use Claim 1). Now, let E > 0; let m = 0, n = 1 and p E N 
such that p L k,nl; thus 2pb TZ pb. So n > 0, m I rze, and 
Hence, the conclusion of the claim holds again. 
Claim 3. For all n in N, there is k in N\(O) such that nka 5 (n + 1)kb. 
Proof. Let n in N. If n = 0 then take k = 1, so suppose n # 0. Using claim 2 for 
E = 112n, we see that there are p,m,q in N such that m 5 ql2n and q > 0 and 
pb+qas(p+m+q)b. Thus for all k in FV, we have kqaspb+kqas(p+ 
k(m + q))b. Multiplying both sides by 2n yields 2knqa 5 (2np + 2knq + kq)b. 
Taking k 2 2nplq yields (2kq)na 5 (2knq + 2kq)b = (2kq)(n + 1)b. The conclu- 
sion follows. 
Now let n in N\(O). By Claim 3, there exists k in FV\{O} such that 2nka 5 
(2n + 1)kb. Let (..K -log x) be the logarithm function with basis 2 on (0, ~4); for 
every real x, let [x] be the largest integer 5x, and let (x) =x - [xl. Let 
&=log(m). s ince {(logm): mEN\{O} > is dense in [0, 11, there is m in N\(O) 
such that 
(2n + I)k <I 
n+l )) ’ 
Put 1 = [log m + log( w )] + 1. It follows that 
log 
i 
(2n + l)km 
n+l )<Rlog((2nn+;;km)+E, 
whence it follows easily that 
(2n + 1)km < (n + 1)2’ and 2’n < 2mkn 
Thus, we have 
n2’a 5 m . (2nk)a 
5 m . ((2n + 1)k)b 
5 ((n + 1)2’)b , 
which concludes the proof. 0 
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Definition 1.3. A cone is the positive cone of an abelian, ordered group. A cone is 
a CR-cone when it satisfies the multiplicative z-cancellation property and the 
finite refinement property. 
As the following example shows, one cannot in general bound the k of the 
definition of E(a, b), even for cones. 
Example 1.4. A cone in which there are elements a and b such that a** 5 b**, but 
for all k in N\(O) and all n 2 k, nka$(n + 1)kb. 
Let(f:1W+~[W,xHX-~).Itiseasytoverifythatf(x+y)~f(x)+f(y)for 
all x,y 2 0. Hence, the subset A of R defined by 
(x,~)EA @ (yzOandx+f(y)zO) 
is a cone. Put a = (1,0) and b = (0,l). Then for all n in N, (n’ - n)a % n2b (thus 
a ** 5 b**) but for all k in N\(O) and for all n 2 k, nka$(n + 1)kb. 
This example is to be put in contrast with the following theorem: 
Theorem 1.5. Let A be a P.O.M. Then the following are equivalent: 
(i) The natural map A + A** is an embedding. 
(ii) A embeds into a power of @. 
(iii) A is antisymmetric and satisfies the following statement: 
(Va,b E A)((Vn E N)(na 5 (n + 1)b) 3 a 4 6) . 
(iv) A embeds into an injective P. 0. M. 
Proof. (i) e (ii) and (ii) + (iii) are trivial. (iii) + (i) Suppose that A satisfies (iii). 
For all a,b in A such that 2a 9 2b, it is easy to see that na 5 (n + 1)b for all n in 
N, whence a 5 b by assumption. Thus A satisfies the multiplicative 2-r-cancella- 
tion property. Using Theorem 1.2, (i) follows. (ii) 3 (iv) is trivial since powers of 
p are injective. Finally, to prove that (iv) + (iii), it is sufficient to prove that 
every injective P.O.M. E satisfies (iii). First, E is antisymmetric by [39, Theorem 
3.111. Next, let a,b in E such that na 5 (n + 1)b for all n. For all n in N\(O), the 
multiplication by n is an automorphism of E [39, Theorem 3.111, and thus we 
obtain a 5 b + (1 ln)b; hence (using completeness of E-[39, Definition 2.15]), if 
c = A {(l/n)b : n EN\(O)}, then a I b + c. But c @ b by [39, Proposition 2.121, 
whence a 5 b. The conclusion follows. 0 
If A satisfies one of the conditions (i)-(iv), we will say that A is regular. The 
embedding of a regular P.O.M. into its bidual yields a natural metric structure on 
this P.O.M., studied in [38]. By (ii), the class of regular (or injective) P.O.M.‘s is 
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cogenerated by p, i.e. every regular (or injective) P.O.M. embeds into a power of 
p. This yields easily another characterization of injective P.O.M.‘s: 
Corollary 1.6. A P. 0. M. is injective if and only if it is a retract of a power of 
p. cl 
Example 1.7. The space of all Lebesgue-measurable functions from [0, l] to p 
modulo null sets is an injective P.O.M. So is p” (see [39, Corollary 3.13]), but 
none is a product of copies of p or 2. 
Theorem 1.5 has also another consequence about partially ordered abelian 
groups: 
Corollary 1.8. Let A be an abelian, directed partially ordered group. Then A 
embeds into a complete e-group if and only if A + embeds into an injective P. 0. M. 
Proof. It is shown in [l] that A embeds into a complete e-group if and only if it 
satisfies (Va,b)((Vn E N)(na 5 b) + a 5 0). The conclusion follows easily from 
Theorem 1.5. 0 
So, Corollary 1.8 makes the connection between the embedding criterion of 
Theorem 1.5 and the usual criterion for partially ordered groups. 
Theorem 1.5 can also be used for the refinement e-P. 0. M.‘s introduced in [39, 
Definition 1.221; we use the Archimedean property presented in [39, Definition 
2.11 (i.e. A is Archimedean if and only if for all a,b in A, (Vn E N)(nas 6) 
implies a + b = b). 
Corollary 1.9. A refinement e-P.O.M. is regular if and only if it is Archimedean. 
Note that the corresponding property for abelian 4?-groups is well-known 
[ll>. 
Proof. Similar as for [39, Corollary 1.261, by using [39, Propositions 1.17 
1.251. 0 
( see 
and 
Now, let A be a P.O.M. Put 
%(A) = {(a,),, E A”: (3a E A)(Vn E ~)(a, 5 
equipped with its natural [componentwise] P.O.M. structure, and let 
s : 33(A)- 33(A), (a,>,, I-+ (a,, ,),, be the 
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Example 1.10. A CR-cone without a Banach limit. Let A be a P.O.M. of 
equidecomposability types of polyhedra of R3: only polyhedra are allowed as 
pieces and subsets of affine subspaces of dimension at most 2 are identified to 
zero. Let a (resp. b) denote the equidecomposability type of the regular tetra- 
hedron (resp. the cube) of volume 1. It is well known that a # b (this is Dehn’s 
theorem, the solution of Hilbert’s third problem). On the other hand, A is the 
positive cone of an abelian, directed ordered group G (this is a consequence of 
Zylev’s theorem, see [2]). Let c be an element of A\(O) such that c 5 a,b (for 
example, c is the equidecomposability type of the cube of volume l/S). Consider 
both following elements of G”: 
u = (c, a - b + c, 2a - 26 + c, 3a - 3b + c, . . .) , 
u = (a - c, b - c, 2b - a - c, 3b -2a - c, . . .) 
It is proved in [2] that a and b are ‘infinitely close’ in the following sense: 
(Vx E A\{O})(-x 5 a - b 9 x) . 
It follows that both u and u are in A“‘. Furthermore, it is immediate that u + u = a 
and u + su = 6. Hence, a and 6 are equidecomposable modulo the monogenic 
semigroup of transformations of A” generated by the shift mapping (we will say 
‘shift-equidecomposable’), although a f b. (The same idea actually yields that 
X = j if and only if x and y have the same volume.) It follows easily that A does 
not have a Banach limit. 
The following theorem shows a connection in one direction between regular 
P.O.M.‘s and Banach limits. 
Theorem 1.11. Let A be a regular P.O. M. Then there is a Banach limit over A. 
Proof. By Theorem 1.5(ii), we may assume without loss of generality that A is a 
sub-P.O.M. of power of p, say p’ for some set I. Since the shift (n * n + 1) 
generates a monogenic, thus amenable semigroup of transformations of w, there 
is a shift-invariant finitely additive probability measure p : P(W)+ [0, l]-see 
[19]. Define A : 93(A) -+ p’ by A(a) = (s a,; dp(n)),,, if we put a = (an)nEw, 
a, = (an&,. It is easy to see that h is a Banach limit over A. 0 
For arbitrary P.O.M.‘s, the following example shows that the converse of this 
proposition is false. 
Example 1.12. A nonregular P. 0. M. over which there exists a Banach limit. Just 
equip [0, 001 with its coarse preordering (sc = p x p). Any Banach limit on l?@ 
(given by the proof of Theorem 1.11) is also a Banach limit over this P.O.M. 
Still, one can state and prove a partial converse of Theorem 1.11: 
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Proposition 1.13. Let A be a P. 0. M. over which there exists a Banach limit. Then 
A satisfies the multiplicative = - and ~-cancellation property. Furthermore, if A is 
minimal, then it is antisymmetric. 
Proof. Let A : %‘(A) + B be a Banach limit over A. For all a in A and m in 
N\(O), we have 
a = A((4 a, . . .I> = A((a,,, a,, . .>I ,
where a,, = ma when m divides n, 0 otherwise. The first statement follows 
immediately. Now assume that A is minimal. Let a,b in A such that a 5 b and 
b 5 a, so that there are u and u in A such that b = a + u and a = b + U. Put 
x = A((nu),) and y = A((nu),,). Since a = a + x + y and u +x = x, we have a = 
a+u=b. 0 
Strangely, even for minimal P.O.M.‘s, the converse of Theorem 1.11 is false 
(see Definition 1.3). 
Example 1.14. A nonregular CR-cone over which there exists a Banach limit. For 
every abelian ordered groups G and H, define an abelian ordered group G w H 
with underlying set G x H and with positive cone ((G+\(O)) x H,) U ((0, O)}. 
Let A be the positive cone of Zw Z. We show that A satisfies the required 
conditions. Obviously, A is a CR-cone. 
Let p : A+ N and q : A + N be respectively the first and the second projec- 
tion. Thus p and q are P.O.M.-homomorphisms. Let p be a shift-invariant 
positive linear functional on the space of all bounded real sequences such that 
~(1) = 1 (see [19]). 
Claim 1. Let a = (a,,), in S(N). Then p(a) = 0 if and only if p({n E o: a, # 
0)) = 0. 
Proof. Let X = {n E w : a, # 0} . If 1, is the indicator function of X, then, since a 
is N-valued and bounded, there is a constant C E N such that 1,~ a 5 C. 1,. The 
conclusion follows. 
CZaim 2. Let a in %(A). Then (u(poa), p(qoa))E([Ww[W)+. 
Proof. Immediate by definition of 1w w Iw and Claim 1. 
By Claim 2, one can define a P.O.M.-homomorphism A from 3(A) to 
(Iww[w)+ by A(a) = (p(poa), p(qoa)). Then A is a Banach limit over A. On the 
other hand, put a = (1,0) and b = (l,l). Then a$b but na 5 (n + 1)b for all n in 
N, whence A is not regular. 0 
On the other hand, we shall see in the next section that the converse of 
Theorem 1.11 is true for refinement P. 0. M.‘s (Corollary 2.18). 
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2. Case of refinement P.O.M.3 
In this chapter, the finite refinement property will play a decisive role, in 
finding for refinement P.O.M.‘s a more efficient regularity criterion (Theorem 
2.16) than the one of Theorem 1.5. Our first purpose is the following: given a 
refinement P.O.M. A, we try to construct a canonical P.O.M.-homomorphism cA 
from A into some relatively a-complete P.O.M. (see [39, Definition 2.11) in a 
canonical way. Of course, we cannot always get an embedding (e.g. if A does not 
satisfy the multiplicative <-cancellation property), but if such an embedding is 
possible, our construction will give one of them (without claiming universality of 
cA, which is indeed not the case). 
From now on until Theorem 2.12, we fix a refinement P.O.M. A. We define, for 
all n in N, relations on A by 
a<,, b e (3m E N)(2m+nu 5 23) , 
a~zb e (3d)(arb+dandd<,c), 
as,b e astb, i.e.(ad)(uSb+dandd+,,b), 
u=,,b e (3u,u)(uG,uandu@,bandu+u=b+u). 
Note that a =n b implies a sn b and b sn a. 
For y1= -cc, say that the relations above are always satisfied. 
In Lemmas 2.1-2.9, our purpose will be to try to prove in A enough properties 
of relatively a-complete P.O.M.‘s ‘modulo Ed, n large enough’. 
Lemma 2.1. Let u,b,c,d,u,,a,,bo,b, be in A, m,n in N. Then: 
(i) (a +,, b and m 5 n) 3 a <Cm b. Similarly for a s’, b, u zn b, u =” b 
(ii) 2u en 2b G a en b. 
(iii) (a,, eII b, and a, -@,, b,) 3 a, + a, <,, b,, + b,. 
(iv) u<,,b+ua,,b. 
(4 ((u diI+, b and b so c) or (a s,, b and b <n+, c)) + a en c. 
(vi) (a I:+, b and b s:+~ c)+ a 5:~. 
(vii) a, 5,” a, * a, + c 5: a, + c. 
(viii) (a~,~+~ b and bs,,+,c)=$us,c. 
(ix) (a -n+2 b and b Ed+* c) + a =n c. 
Proof. Easy, left to the reader. 0 
Lemma 2.2. Let u,b,c in A, let n in N. 
(i) Zfu+c=b+c,thenthereureu~,u,v~,bunddsuchthutu=d+uund 
b=d+u. 
(ii) Zf a + c 5 b + c, then there is den c such that a 5 b + d. 
Proof. Immediate from [39, Lemma 1.111. 0 
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Lemma 2.3. Let a,b,c in A, n in N such that 2nc % a + b. Then there are a’,b’ 
such that c = a’ + b’ and na’ 5 a and nb’ 5 b. 
Proof. Wecansupposen>O.Letu,vsuchthatu~a,vcrband2nc=u+v.By 
[39, Lemma 1.91, there are xk (k I 2n) such that the following holds: 
Ll= c kx, > v = 2 (2n - k)x, , c = c xk . 
ks2n kc2n ks2n 
Take a’ = c ,,sksz,, xk 3 b’ = c k<n xk. It is easy to see that a’,b’ satisfy the 
required conditions. 
Lemma 2.4. Let a,b,c in A, n in N such that c <,,+, a + b. Then there are a’ <,, a, 
b’ en b such that c = a’ + b’. 
Proof. Immediate by Lemma 2.3. 0 
Lemma 2.5. Let n in N, a,b,x,,,x,,hO,h, in A such that b=x,, + t&=x, + h, and 
h,,h, +,,+I a. Then there are x,h such that x~x~,,x, and b =x + h and h@,a. 
Proof. Use the finite refinement property. There is a refinement matrix: 
Put h = p + q + r. Then x and h satisfy the required conditions. 0 
Lemma 2.6. Let n in N, a,b,xO,xl in A such that a 5 b s,,+~ a + x,,a + x,. Then 
there is x in A such that the following holds: 
(i) x (n+2 x0,x,. 
(ii) a + x 5 b CL: a + x. 
Proof. Let c such that b = a + c. For all i < 2, there is e, en+3 a + xi such that 
bcra+x;+e,. By Lemma 2.4, there are ui %n+2 a and vi @n+2~1 such that 
e, = ui + ui. Put yj = xi + uj, so that we have yj sn+2 x,. Thus, we have a + c 5 
a + (ui + yi) for i <2, thus, by Lemma 2.2(ii), there is wi en+2 a such that 
c % (ui + y,) + wi. Thus c = zi + hi for some z, 5 yi, hi 5 u, + w,. Thus hi @,,+, a. 
By Lemma 2.5, there are x 5 zo,zl and h en a such that c = x + h. Then x satisfies 
the required conditions. 0 
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In the proof above, assume the stronger hypothesis b 5 a + x,; then we can 
take u, = u, = 0, thus x 5xxi and hi +n+2 a. Actually, we will need only the 
following weaker statement: 
Lemma 2.7. Let n in N, a,b,c in A such that a 5 b I a + c. Then there is d 5 c 
such thata+dlbs,,a+d. 0 
Now, we are ready to prove the ‘approximation of the finite interpolation 
lemma’ (as in [35, 2.281). 
Lemma 2.8. Let n in N, let ao,a,,bO,b, in A such that a,,~, sn+, b,,b,. Then 
there is c in A such that a, 5 c and a, sn+, c s,, b,,b,. 
Proof. Since aO,a, Sn+, b, for i = O,l, we see easily that there are d,,,d, ,e,,,e, such 
that 
a,, + d, = a, + d, -n b, , 
a,, + e, = a, + e, =,, b, . 
(1) 
(2) 
By (1) and the finite refinement property, there are r,,r2,r3,r4 such that the 
following is a refinement matrix: 
a1 4 
EmY433 a0 r1 r2 4, r3 r4 
By (2), r, % a, 5 a, + e,, = r1 + (e,, + r2). By Lemma 2.7, there is s 5 e, + r2 
such that r, + s f a, (n+l r,+s. Thus s=s,+s, for some sg~e,,s,~r2. Put 
c = a, + s,,; it is immediate that c satisfies the required conditions. 0 
Lemma 2.9. Let n,k in w, let a,b,xi (i 5 k) in A such that (Vi 5 k)(b ~,,+~~a + 
xi). Then there is x in A such that the following holds: 
(i) (Vi 5 k)(x sn+l xi). 
(ii) b s,, a + x. 
Proof. For k = 0 it is trivial. Suppose k = 1. So we have a,b sn+s a + x,,a +x1, 
thus there is c such that a 5 c and b s,,+s c <n+4 a + x,,a + x,. Thus we have 
aScI,+, a + x,,a + x, . By Lemma 2.6, there is x %n+3 x(,,x, such that a + x 5 
csn+, a fx. But bsn+2 c, thus b sn a + x by Lemma 2,l(viii). We conclude 
easily by induction on k. Cl 
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(Vn)cp(n) if and only if (3m E w)(Vn E w)(n 2 m + q(n)) . 
Now, define a binary relation = on A” by 
a = b e (Vm E N)(V”n)(a, -m b,) 
(where a = (an),,, b = (b,),). 
An alternative definition is the following one: let 9 be the set of all increasing 
maps cp : o + N U {-a} such that lim,,, q(n) = +a. Then it is easy to see that 
It is then immediate to verify that = is an equivalence relation on A” which is 
compatible with the addition. We will denote by K(A) the quotient monoid A”/=, 
equipped with its minimal preordering. If a = (a,),, E A”, then we denote by 
[u] = [a,], its equivalence class modulo s. For every a in A, we will denote by 
F(U) the class of the constant sequence with value a. Then e is the natural 
homomorphism from A to K(A). As suggested by the notation, K is a functor. 
But K(A) seems to be characterized by no special universal property with respect 
to A; the interest of K is in fact essentially technical (from more than one point of 
view, see [38]): without its introduction, we would have had to state and prove 
‘approximative versions’ of several theorems proved in [39, Section 21, about 
relatively a-complete P.O.M.‘s including the difficult [39, Proposition 2.91, which 
would have made this paper considerably longer and less legible (see the 
Introduction). 
Lemma 2.10. K(A) satisfies the finite refinement property. 
Proof. Let u,b,a’,b’ in A” such that [a] + [a’] = [b] + [b’]. By definition, there 
are cp E 9 and (c,),,(d,), E A” such that Vn E w, c,, G q(,1)+1 a,, + a:, and 
VF(nj+, b, + b: and a, + uk + c, = b, + b: + d,. By Lemma 2.4, for all n, 
there are U, <q(n) a,, U: G+(~) a;, u, @q(n) b,, v: GrFCnj bi such that c,> = u,, + u’,, 
and d,, = u, + II:. Thus, there is a refinement matrix 
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Hence, [a] = [a + u] = [p] + [s], and similarly, [a’] = [r] + [s], [b] = [p] + [r], 
Lb’1 = [41 + [xl. 0 
Lemma 2.11. Let a,6 in A” .SUC~ that (Vm E N)(~[u] 5 [b]). Then [a] + [b]. 
Proof. For all m, we have 2”‘+‘a 5 b, thus (V”n)(a, em b,), thus 
(V”n)(b,, ~~a, + b,). The result follows. q 
Theorem 2.12. K(A) is a relatively a-complete P.O.M. 
Proof. It remains to prove that part (i) of [39, Definition 2.11, holds. However, 
this can be done by an easy diagonal argument, using the result of Lemma 
2.9. Cl 
Now we shall given an improvement for refinement P.O.M.‘s of Theorem 1.2. 
We will need the following lemma, which is also an improvement of the 
multiplicative S-cancellation property. 
Proposition 2.13. Let A be a strong refinement P. 0. M. satisfying the multiplicative 
f-cancellation property. Let m,n in N such that m 5 n, let a,b in A such that 
ma 5 nb. Then there is c in A such that a 5 b + c and mc 5 (n - m)b. 
Proof. For m = n it is trivial, so suppose that m < n. So ma,mb 5 nb, thus, by 
[35, Theorem 2.391 (valid in the finite case for strong refinement P.O.M.‘s with 
multiplicative cancellation, with the same proof), there is d E A such that a,b 5 d 
and md 5 nb. Let c such that d = b + c. By pseudo-cancellation, mc 5 (n - m)b, 
so that c satisfies the required conditions. 0 
Before stating Theorem 2.14, recall the definitions of the statements 
a G,, b, a sn b seen at the beginning of this section and _!?(a, b) seen just before 
Theorem 1.2 (a,b live in some P.O.M.): 
a en b e (3m E 1W)(2~+“a 5 2”b), 
as,,b G (ZldG,b)(arb+d), 
E(a, b) G (Vn E N)(3k E N)(n2ka % (n + 1)2kb) 
Theorem 2.14. (Embedding theorem.) Let A be a refinement P. 0. M. Then for all 
a,b in A, the following are equivalent: 
(9 a ** 5 b**. 
(ii) E(a, b). 
(iii) (Vn E N)(a Sn b). 
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Proof. The equivalence (i)e(ii) has been proved in Theorem 1.2 (it does not 
depend on the fact that A is a refinement P.O.M.). (iii) + (ii) is easy. We prove 
that (ii)+ (iii). So, let a,b in A and assume that E(a, 6) holds. Let E be the 
natural map from A to K(A), put (Y = ~(a), p = e(b), y = F(C). By Theorem 1.2, 
for every n in N, there is k in N such that 2n+32ka 5 (2n+3 + 1)2kb. Since K(A) 
satisfies the multiplicative <-cancellation property, 2nt3~ 5 (2ni3 + l)p. Thus, by 
Theorem 2.12 and Proposition 2.13, there is y in K(A) such that (Y I p + y and 
2”f3y 5 p. Write y = [c,]~. There is I in N such that a s,,+~ b + c, and 2”13c( s,, b. 
Since c, *a+3 2”+3c,, Lemma 2.1(v) implies that cI en+* 6. By Lemma 2.4, there 
are ue,,+* b and v en+* c( such that a5 b + c,+ u + v. But v G~,,+~ b, thus 
c, + u + v en b, so that a s,, b. This holds for all II in N, which concludes the 
proof. 0 
We can give an immediate application of this theorem to the study of 
equidecomposability types. We recall here the corresponding definition (see e.g. 
[37]). Let G be a group acting on a set a, let 9 be a Boolean subalgebra of 
subsets of fi which is closed under G, let S(93) be the space of all 5I-measurable 
functions from fi to N with finite range. Define on S(93 ) binary relations sc and 
-G by 
and 
Furthermore, let S(%)/G be the quotient structure of (S(9), +, 0, sG) by 
= G ; we call it the equidecomposability types P.O.M. of C% modulo G (it is defined 
in another [equivalent] way in [36]). For each X in 3, denote by [X] the 
equivalence class of 1, modulo =G. Then Theorem 2.14 yields immediately the 
following consequence: 
Corollary 2.15. Let X and Y in 93. Then the following are equivalent: 
(i) For every G-invariant finitely additive measure p from 6% to p, p(X) 5 
P(Y). 
(ii) For every n in N, there are disjoint Y’ sG Y and Z in 93 such that 
X r Y’ U Z and [Z] e,, [Y]. Cl 
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On the other hand, it is not difficult to show that equidecomposability types 
P.O.M.‘s are almost never regular. Concerning regular P.O.M.‘s, Theorem 2.14 
yields us the following regularity criterion, which is roughly speaking the P.O.M.- 
analogue of the real analysis statement ‘the general term of a convergent series 
goes to 0 as the index goes to infinity’: 
Theorem 2.16. Let A be a refinement P.O.M. Then the following are equivalent: 
(i) A is regular. 
(ii) A is antisymmetric, and satisfies the following statement: 
(Va,b)(V nEw~n) (VnEw) arb+c,andxc,Ib *a-b . 
( ( 
i<n 
> -1 
Proof. (i) +(ii) Let E be an injective P.O.M. containing A, and let a,b,c, 
(n E w) be as in the statement above. Let c = A, cn; then a 9 b + c and nc 5 b 
for all n, whence, by the Archimedean property of A, c < b, whence a 5 b. 
(ii) + (i) Let A satisfy (ii). So A is by assumption antisymmetric. Next, we have 
the following claim: 
Claim. A satis$es the multiplicative 2-s -cancellation property. 
Proof. Let a,b in A such that 2a 5 2b. As in the proof of [39, Lemma 2.81, we 
find a sequence (c,),~~ such that for all n, a 5 b + c, and zi_ ci 5 b. By 
assumption, a I b. 
Now, let a,b in A such that for all n, a sn b. By the claim, there exists a 
sequence (c,), of elements of A such that for all n, 2n+1c,, 5 b and a 5 b + c,. 
Using the claim, we easily obtain that c,,,, c, 5 b for all n ; by assumption, a I 6. 
We conclude by Theorem 2.14. 0 
Using this criterion, we get immediately the following corollary: 
Corollary 2.17. Every relatively a-complete P. 0. M. is regular. 0 
In particular, we reprove the main result of [32] that [the P. 0. M. associated 
with] every weak cardinal algebra embeds into a power of p. 
We obtain also that the converse of Theorem 1.11 for refinement P.O.M.‘s is 
true: 
Corollary 2.18. Let A be a refinement P.O.M. Then A is regular if and only if 
there is a Banach limit over A. 
Proof. The ‘only if’ direction follows from Theorem 1.11. Conversely, suppose 
that there exists a Banach limit A : 93(A) + B where B is a P.O.M. containing A; 
since h is also a P.O.M.-homomorphism from 93(A) to B equipped with its 
minimal preordering, we can assume without loss of generality that B is minimal. 
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By Proposition 1.13, A is antisymmetric. Now, let a,b,c, (n E CO) be elements of 
A such that for all 12, a 5 b + c, and c itn c, 5 b. Let y = h((c,),) and 6 = 
A((C,<, c,),,). Then we obtain a 5 b + y and y e 6 and 6 5 b; but B is minimal, 
thus y G b, whence a 5 b. We conclude using Theorem 2.16. 0 
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