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ABSTRACT
This paper addresses a new approach based on the Kernel
Change Detection algorithm introduced recently by De-
sobry et al. This new algorithm is applied to the speaker
change detection and clustering tasks, which are the key
issues in any audio indexing process. We show the effi-
ciency of the method through several experiments using
RT’03S NIST data. We discuss also the parameters tuning
and compare the results to the well known GLR-BIC al-
gorithm.
1. INTRODUCTION
Avec la multiplication de sources de donne´es multime´dia
et le de´veloppement des techniques de nume´risation de
l’information, nous assistons a` une explosion des bases de
donne´es d’archivage. De ce fait se pose un proble`me cru-
cial : Comment acce´der facilement et rapidement a` l’infor-
mation recherche´e ? Ces deux crite`res (rapidite´ et facilite´
d’acce`s) sont incontournables pour toute requeˆte d’utilisa-
teur.
L’indexation en locuteur d’un signal sonore consiste a`
”structurer” ce signal selon l’information ve´hicule´e par
le locuteur. Dans ce contexte, la segmentation en locu-
teur constitue une e´tape pre´alable et de´terminante pour la
suite du processus d’indexation. Elle consiste a` d’abord
de´couper le signal audio en zones homoge`nes contenant
uniquement les informations relatives a` un seul locuteur.
Cette e´tape est suivie du regroupement (clustering) de ces
segments afin d’assembler les zones appartenant a` un seul
locuteur.
Ce proble`me a de´ja` fait l’objet de nombreuses e´tudes (voir
par exemple [4, 5] et dans les re´fe´rences qui y sont
indique´s. Les techniques standard utilisent ge´ne´ralement
des descripteurs acoustiques (souvent des MFCC et leurs
de´rive´es) puis appliquent deux feneˆtres d’analyse glis-
santes sur les donne´es de part et d’autre de l’instant cou-
rant. Etant donne´ les vecteurs acoustiques x(n), n =
1, 2, . . ., la feneˆtre d’analyse situe´e avant l’instant d’ana-
lyse n de´finit l’ensemble passe´ imme´diat Xp(n) = {x(n−
mp), . . . ,x(n − 1)} de mp vecteurs acoustiques, tan-
dis que l’autre feneˆtre contient mf vecteurs acoustiques
repre´sentant l’ensemble futur imme´diat Xf(n) = {x(n +
1), . . . ,x(n + mf)}. L’objectif de ces techniques clas-
siques est de comparer les ensembles Xp(n) et Xf(n). Ceci
est re´alise´ au moyen de me´thodes a` base de rapport de
vraisemblance ge´ne´ralise´ (RVG) soit directement [5] ou
indirectement comme dans l’approche par crite`re d’infor-
mation baye´sien (BIC) note´e RVG-BIC et adopte´e comme
re´fe´rence dans ce papier [2]. Les me´thodes a` base de RVG
ne´cessitent la connaissance d’un mode`le de la distribution
de probabilite´ des donne´es x(n). Les mode`les gaussien ou
me´lange de gaussiennes ont e´te´ largement exploite´s dans
ce cadre.
Dans cette communication, nous proposons d’appliquer
l’algorithme base´ sur une me´thode a` noyau introduit dans
[3] aux taˆches de de´tection de ruptures et de regroupe-
ment dont le re´sultat d’ensemble est connu sous le vo-
cable de segmentation en locuteurs. Diffe´remment des ap-
proches cite´es pre´ce´demment, notre algorithme exploite
une me´thode a` base de Machines a` Vecteurs de Sup-
port mono-classe (SVM-1) dont la finalite´ est de compa-
rer les ensembles Xp(n) et Xf(n) a` chaque instant d’ana-
lyse au moyen d’une mesure de similarite´. Dans ce sens,
notre me´thode reste semblable aux me´thodes classiques a`
base de RVG, ne´anmoins notre approche exploite les in-
formations extraites de l’entraıˆnement de deux (SVM-1),
dont l’avantage principal est de controˆler la complexite´
du mode`le ajuste´ aux donne´es et de prendre en compte
l’information parame´tre´e selon diverses configurations et
tailles des vecteurs acoustiques.
Dans la section suivante, nous rappelons le principe de
l’algorithme de de´tection de rupture base´ (SVM-1), puis
la section 3 pre´sente la me´thodologie d’application a` la
segmentation en locuteurs en de´taillant le choix des pa-
rame`tres de de´tection de rupture et de regroupement. La
section 4 pre´sente les re´sultats d’application de notre
me´thode aux signaux de la base de donne´es NIST RT’03S
[6], en comparaison avec la me´thode RVG-BIC, selon le
crite`re d’erreur de´finie par NIST, finalement la dernie`re
section 5 pre´sente les conclusions et perspectives.
2. UN ALGORITHME POUR LA DE´TECTION
DE RUPTURES BASE´ SVM-1
Nous partons de l’hypothe`se que les vecteurs acous-
tiques x1, . . ., xm sont ge´ne´re´es identiquement et
inde´pendemment par une distribution de probabilite´ (ddp)
inconnue p(x). Le principe de l’algorithme de´veloppe´
dans [3] est de comparer les ensembles Xp(n) et Xf(n)
au travers de la comparaison de leurs support de ddp.
On de´finit le support d’une ddp Sλ par l’ensemble des
points de l’espace des vecteurs acoustiques X telle que
p(x) ≥ λ, avec λ une constante positive quelconque.
2.1. Les Machines a` Vecteurs Support mono-
classe (SVM-1)
Soit une fonction re´elle syme´trique appele´e noyau de´finie
dans X . Dans la suite, de cette communication, nous
conside´rons un noyau de forme gaussien, comme suit :
k
(
x1,x2
)
= exp−
1
2σ2
‖x1 − x2‖
2
X (1)
avec ‖·‖2
X
est une norme de´finie surX . Le mode`le SVM-1
estime le support de la ddp comme suit :
Sλ = {x ∈ X |fλ(x) + b ≥ 0} (2)
Ce proble`me d’estimation du support de la ddp revient a`
estimer une fonction dans l’espace augmente´H (hilbertien
et a` noyau reproductible induit par k
(
x1,x2
)) , proche du
support de la ddp recherche´e. On montre dans [7] que
les fonctions minimisant le risque re´gularise´ s’e´crivent en
fonction de x comme :
fλ(x) + b =
m∑
i=1
αik
(
x,xi
)
+ b (3)
les coefficients de ponde´ration αi sont de´nomme´s les mul-
tiplicateurs de lagrange. Le parame`tre ν (re´el positif) joue
un roˆle de controˆle des vecteurs supports. Ainsi, choisir
ν = 0.2 e´quivaut a` admettre 20% de vecteurs acous-
tiques dans X comme ”outliers”. A ce proble`me d’optimi-
sation correpond un proble`me dual plus simple a` re´soudre
puisque quadratique avec des contraintes line´aires :
Minimiser 1
2
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i=1
m∑
j=1
αiαjk
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xi,xj
)
w.r.t. {α1, . . . , αm}
avec 0 ≤ αi ≤
1
νm
pour i = 1, . . . , m
et
m∑
i=1
αi = 1
(4)
le mode`le SVM-1 admet une simple interpre´tation
ge´ome´trique dans l’espace augmente´ H : premie`rement,
les vecteurs acoustiques dans X sont projete´s vers H
au moyen de l’application :x → k
(
x, ·
)
. Deuxie`ment,
les vecteurs acoustiques dans H sont de norme unitaire
lorsque le noyau gaussien est choisi, car ‖k
(
x, ·
)
‖2
H
=
〈k
(
x, ·
)
, k
(
x, ·
)
〉H = k
(
x,x
)
= 1 (proprie´te´ du noyau
reproductible dans l’espace hilbertien), ansi ces vecteurs
sont situe´s sur la surface d’une hypersphe`re de rayon unite´.
Troisie`ment, la re´solution de Eq. (4) peut se ramener a`
trouver dans H un hyperplan orthogonal a` f(·) tel que
celui-ci serait le plus e´loigne´ de l’origine, se´parant ainsi
les donne´es d’apprentissage k
(
xi, ·
)
entre deux classes,—
voir figure 1.
2.2. une mesure de similarite´ base´e sur SVM-1
Cette mesure est construite sur le principe que les en-
sembles Xp(n) and Xf(n) sont similaires si et seulement
si les supports de densite´s estime´s sont similaires selon
un certain crite`re de similarite´. Notons, que dans l’espace
initial des donne´es X , la forme des contours de de´cision
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FIG. 1: Interpre´tation ge´ome´trique du mode`le SVM-1 dans H. Les
vecteurs acoustiques projete´s k xi, ·, i = 1, . . . , m sont situe´s sur une
hypersphe`re de rayon unite´. La fonction fλ(·) et b de´finissent un hyper-
plan d’e´quation 〈fλ(·), g(·)〉H + b = 0. La majorite´ des donne´es est
situe´e du coˆte´ de l’hyperplan ne comprenant pas l’origine de l’hyper-
sphe`re. les coefficients αi correspondants sont nulles (i ∈ {1, 2, 4, 7}),
tandis que les points marginaux k
 
x3, ·

et k
 
x8, ·

sont situe´s du
coˆte´ de l’hyperplan comprenant l’origine α3 = α8 = 1/νm. Les
points situe´s sur l’intersection de l’yperplan et de l’hypersphe`re ve´rifient
0 < αi < 1/νm (i ∈ {5, 6}).
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FIG. 2: Interpre´tation ge´ome´trique de l’algorithme base´ SVM-1. La
situation repre´sente´e ici correspond a` une de´tection de ruptures, car
les hyperplans repre´sente´s par fλp (·) (correspondant a` l’ensemble passe´
imme´diat – cercles pleins) et fλf (·) (correspondants a` l’ensemble fu-
tur imme´diat – cercles vides) sont distinctement se´pare´s, et la distance
d
 
cνp (n), c
ν
f (n)

est grande par rapport aux arcs rνp (n) et rνf (n).
repre´sentant Sνp (n) et Sνf (n) peuvent eˆtre complexes et dis-
continus, rendant ainsi la de´finition d’une mesure de si-
milarite´ dans cet espace tre`s difficile. Heureusement, l’in-
terpre´tation ge´ome´trique des SVM-1 dans l’espace aug-
mente´ H permet d’en de´duire une mesure tre`s intuitive
et simple a` mettre en oeuvre : les quantite´s Sνp (n) et
Sνf (n) correspondent ge´ome´triquement aux hypercercles
re´sultants de l’intersection de l’hypersphe`re avec l’hyper-
plan, voir figure 1. Ainsi, la comparaison des quantite´s
Sνp (n) et S
ν
f (n) dans l’espace initial des donne´es X se
rame`ne a` une comparaison dans H en comparant les
hypercercles correspondants dont les centres sont note´s
cνp (n) et c
ν
f (n) et les arcs de cercle rνp (n) et rνf (n), voir
figure 2.
La mesure de similarite´ base´e sur notre algorithme est
de´finie comme suit [3] :
Dν(n) =
d
(
cνp (n), c
ν
f (n)
)
rνp (n) + r
ν
f (n)
(5)
Pratiquement, Dν(n) est calcule´e a` partir des coefficients
αi de chaque support de densite´ Sνp (n) et Sνf (n),— voir
l’article de F. Desobry et M. Davy dans [3] pour les de´tails
de calcul et de de´veloppement de cette mesure.
3. DE´TECTION DE CHANGEMENT DE
LOCUTEURS
3.1. Algorithme de de´tection de ruptures
1. Parametrisation acoustique : Celle-ci est effectue´e
au moyen d’outils conventionnels tel que HTK Tools
[8]. Cette e´tape est effectue´e pour l’ensemble du si-
gnal.
2. Entraıˆnement des SVM-1 : Pour chaque instant n et
conse´cutivement a` la formation des ensembles Xp(n)
et Xf(n) deux mode`les SVM-1 sont entraıˆne´s en
re´solvant le proble`me (4) pour les deux ensembles.
Pour re´duire les charges de calculs et acce´lerer la
proce´dure, la technique de´veloppe´e dans [1] peut
eˆtre utilise´e.
3. e´valuation de la mesure de similarite´ : Comme
dans toute technique de segmentation (de´tection
de rupture), une rupture est de´tecte´e lorsque l’in-
dice Dν(n) de´finie dans Eq. (5) de´passe un seuil
pre´de´termine´, qui peut eˆtre fixe pour tout les instants.
Une autre approche consiste a` calculer toute la courbe
des distances puis choisir un seuil donne´ permettant
d’estimer les instants de ruptures.
3.2. Le regroupement hie´rarchique
Suite a` la de´tection de ruptures, nous sommes en
pre´sence d’une collection d’objets (segments de paroles
homoge`nes/locuteurs) et nous devons regrouper ces ob-
jets par classe (les locuteurs). Nous avons choisi de mettre
en oeuvre le regroupement hie´rarchique agglome´ratif qui
consiste a` conside´rer au de´part chaque segment comme
e´tant une classe et a` chaque ite´ration on re´unit deux classes
les plus proches au sens d’un crite`re, appele´ crite`re de re-
groupement [2]. Dans ce cas ce crite`re est la mesure de
similarite´ de´finie dans la section 2.2. Ce processus est
re´ite´re´ jusqu’a` l’obtention d’une classe unique. Nous ob-
tenons a` l’issue du regroupement un arbre de classifica-
tion appele´ dendrogramme. C’est la manie`re de parcourir
l’arbre qui de´finit la partition finale.
4. EXPE´RIENCES ET RE´SULTATS
4.1. La Base de Donne´es
Les signaux utilise´s sont issus d’enregistrements
d’e´missions d’informations radio-diffuse´s (Broadcast
News en abre´ge´ bnews) de diverses stations ame´ricaines
fournies par NIST [6]. Ces fichiers se divisent en deux
cate´gories : 6 fichiers de de´veloppement (dry run files) de
10 mn environ chacun de´die´s au re´glage des parame`tres et
3 fichiers d’e´valuation (Eval files) de 30 mn chacun.
4.2. Expe´riences sur les signaux de
de´veloppement
Afin de re´gler les parame`tres de notre algorithme pour les
taˆches de de´tection de ruptures et de regroupement nous
utilisons les fichiers de de´veloppement pris se´pare´ment
et le score global est la moyenne globale sur l’ensemble
des fichiers. Le crite`re de performance e´tabli et fourni
par l’institut NIST est le ”Speaker Diarization Error” ou
”Diarrization Error Rate” (DER) fourni par un script en
langage perl (voir [4] pour d’amples de´tails).Pour les
TAB. 1:
Evolution du ”DER” en fonction
de la taille des feneˆtres glissantes m pour ν=0.1s, σ=0.51 et ∆n = 0.2s.
m (s) 0.5 0.7 0.9 1.5 2.5 3.5
DER (%) 14.70 13.83 19.21 10.73 16.65 25.36
expe´riences concernant cette cate´gorie de fichiers, la pa-
rametrisation utilise´e est de 16 coefficients MFCC.
Se´lection de parame`tres Les parame`tres pertinents de
notre algorithme objet de cette e´tude de se´lection sont :
m = mp=mf (taille de l’ensemble Xp(n) et de Xf(n) que
nous supposons e´gaux) et le pas de progression ∆n de
ces ensembles appele´s commune´ment feneˆtres glissantes
pre´ce´dent et succe´dant a` l’instant d’analyse n. Ces deux
parame`tres m et ∆n sont communs avec la me´thode de
re´fe´rence RVG-BIC. Aux fins de comparaison des deux
me´thodes nous avons fixe´ les meˆmes valeurs pour ces deux
parame`tres. Le jeu de parame`tres initialement teste´ dans
la table 1 n’est pas fortuit, mais s’inspire des re´glages
des parame`tres de la me´thode de re´fe´rence RVG-BIC, en
conformite´ avec les expe´riences mene´es dans [2].
Notre algorithme utilise un parame`tre additionnel relatif
au noyau, assurant le controˆle de la corre´lation des points
voisins dans l’espace augmente´ H. Dans le cas du noyau
gaussien ce parame`tre est l’ecart-type σ.
La figure 3 montre l’e´volution du DER en fonction de
la variation de σ. Le minimum d’erreur est atteint pour
σ =0.51, et vaut 10.73%. Les autres parame`tres uti-
lise´s pour cette expe´rience sont fixe´s comme suit : m =
mp=mf=win=1.5s et ∆n=0.2s, qui sont des parame`tres
ade´quats pour les deux me´thodes en comparaison. Le pa-
rame`tre ν =0.1 traduit une tole´rance maximale de 10% des
vecteurs support.
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FIG. 3: Evolution du DER en fonction du parame`tre du
noyau σ.
Les tables 1 et 2 re´sument les variations de la taille des
feneˆtres adjacentes glissantes m = mp=mf et leurs pas de
progression ∆n. On confirme, que les valeurs de m = 1.5s
et ∆n = 0.2s sont des re´glages ade´quats au regard de la
l’erreur obtenue (10.73%).
Evaluations de strate´gies de parametrisation acous-
tique Nous pre´sentons dans cette sous-section l’impact
des diverses strate´gies de parametrisation acoustiques
de´crites dans la table 3. Pour chaque configuration, nous
TAB. 2:
Evolution du ”DER” en fonction du pas de progression ∆n, pour
m = 1.5s, ν = 0.1 et σ = 0.51.
∆n (s) 0.1 0.2 0.3 0.4 0.5 0.6
DER (%) 24.42 10.73 11.93 15.27 12.85 22.68
TAB. 3: Parametrisations acoustiques teste´es.
Configuration composition du vecteur acoustique
C0 16 MFCCs
C1 16 MFCCs et 10 LPCCs
C2 C1 et 10 coefficients de reflection
C3 C2 et 10 coefficients banc de filtre
C4 16 MFCCs et 16 ∆MFCCs
C5 C4 et 16 ∆∆MFCCs
avons optimise´ la se´lection des parame`tres, tels que men-
tionne´e dans la section ci-dessous. Nous reportons dans
les tables 4 et 5 les erreurs minimales obtenues avec le
jeu de parame`tres se´lectionne´.
L’estimation du nombre de locuteurs pre´sents dans la
conversation analyse´e est obtenue en parcourant le den-
drogramme selon une coupe horizontale, ce qui revient a`
faire une hypothe`se sur le nombre de locuteurs de´sire´ puis
de ve´rifier celle-ci selon la performance obtenue. Les tra-
vaux de synthe`se reporte´s dans [4] offrent une explication
claire sur la de´termination automatique du nombre de lo-
cuteurs.
4.3. Validation sur les fichiers d’e´valuation
La table 6 montre que notre me´thode obtient des taux
d’erreurs DER bien infe´rieurs a` la me´thode de re´fe´rence
RVG-BIC. Le meilleur re´sultat obtenu est la moyenne
sur ces trois fichiers, soit un taux d’erreur de 13.63%.
Ces re´sultats sont d’autant plus prometteurs car compare´s
a` ceux publie´s re´cemment dans la litte´rature constituant
l’e´tat de l’art [4] (page 22,Table 7) et dans laquelle les
me´thodes pre´sente´es ont e´te´ optimise´es inde´pendamment
de notre algorithme.
5. CONCLUSIONS ET
PERSPECTIVES
Les re´sultats pre´sente´s dans cette communication
montrent clairement que notre approche base´e sur un
algorithme a` base des machines a` vecteurs support mono-
classe ouvre une voie de recherche tre`s prometteuse pour
l’indexation en locuteurs de discours multi-locuteurs.
Nous imputons cette performance, a` un meilleur proces-
sus de segmentation acoustique plutoˆt qu’a` un meilleur
regroupement, du fait que c’est la premie`re phase qui
conditionne la seconde, ne´anmoins, une affirmation
rigoureuse ne peut de´couler que d’une e´tude comparative
de´taille´e de la purete´ moyenne des segments obtenues a`
la suite du processus de regroupement. Ce travail est une
perspective de´ja entamme´e. Un autre re´sultat inte´ressant
concerne l’e´tude compare´e des me´thodes RVG-BIC et
SVM-1 en fonction des diverses strate´gies de parametri-
sation. Ainsi, il apparaıˆt, qu’une parame´trisation meˆme
redondante ame´liore les re´sultats globalement pour les
deux me´thodes mais que c’est notre me´thode qui assure
une nette supe´riorite´.
TAB. 4: Performances compare´es (KCD/RVG) en fonction des para-
metrisations acoustiques de´crites dans Table 3.
Config DERmin (%) estim. # loc.
KCD RVG-BIC KCD RVG-BIC
C0 10.73 26.38 17 9
C1 8.37 21.18 17 9
C2 7.95 15.08 17 11
C3 10.90 15.26 9 9
C4 11.44 20.91 13 11
C5 8.63 14.30 19 11
TAB. 5: Jeu de parame`tres en fonction des parametrisations acous-
tiques testes.
Configuration Jeu de parame`tres selectionne´
C0 m = 1.5s,σ = 0.51, ∆n = 0.2s.
C1 m = 2.0s,σ = 1, ∆n = 0.3s
C2 m = 1.5s,σ = 1, ∆n = 0.3s
C3 m = 2.5s,σ = 0.707, ∆n = 0.2s
C4 m = 0.7s,σ = 0.707, ∆n = 0.2s
C5 m = 0.9s,σ = 0.85, ∆n = 0.3s
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