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1 Introduction
In social science, we are often interested in the e ects of policy interventions on aggregate
entities to evaluate previous, understand current, or counsel future policies. The aggregate
units may be firms, organizations, geographic areas, etc. Data often stem from observational
studies. Estimating such e ects has been heavily studied, and various methods apply to
di erent data available (for a review, see Imbens and Wooldridge (2009) or Abadie and
Cattaneo (2018)). One approach is to compare the treated unit to a control unit not exposed
to the event. One of the first examples is Card (1990), who uses southern US cities as a
comparison group to estimate the e ect of an unanticipated Cuban migratory influx in
Miami. However, the design of a comparative case study faces certain challenges. First, it
is not always transparent how specific control units are chosen, and the appropriate control
may be chosen ex-post. Running several regressions may lead to publication bias (Franco,
Malhotra, & Simonovits, 2014).
Second, many of the current methods to evaluate policies are based on regressions that
try to maximize the pre-treatment fit, which may not generalize well out-of-sample. If one
could build an econometric model that would accurately predict the outcome of the treated
unit post-treatment in a counterfactual state absent the treatment, it may be helpful to
evaluate the intervention. This is especially useful if pre-treatment inference is not a goal in
itself (for a discussion on recasting economic problems as prediction problems, see Kleinberg,
Ludwig, Mullainathan, and Obermeyer (2015)).
Third, the standard approach to comparative case studies is to specify a linear functional
form to capture the relation between the treated unit and the control units. This may be
restrictive if we are trying to answer questions for which no theoretical model exists. In
addition, the standard approach does not take nonlinearities, especially interactions, into
account except those explicitly modeled by the researcher.
Building on ideas from Abadie and Gardeazabal (2003), Abadie, Diamond, and Hain-
mueller (2010) solve the first challenge. In the presence of a single treated unit and several
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control candidates, synthetic controls form a set of weights such that the weighted average of
the control units approximately matches the treated unit in the pre-treatment period. The
same weights are then channeled to the post-treatment period to estimate a synthetic control
group that constitutes the counterfactual state of the world in which the treated unit was
not exposed to the treatment. The issue of overfitting in-sample, however, remains unsolved.
Doudchenko and Imbens (2016) take on the second challenge by proposing a regularized ver-
sion of the synthetic control method, namely the elastic net estimator. Relying on ideas from
machine learning, the elastic net estimator shrinks the weights toward zero and sets some of
them exactly to zero. Especially in moderately-high dimensions, this approach has shown
promising in forecasting studies. Also, the selection property by zeroing out some weights
has attractive interpretations as it allows researchers to pinpoint which of the control units
that have no explanatory power when forming the counterfactual control.
Both methods, however, specify a linear model that is not capable of automatically de-
tecting nonlinearities among the control units. In particular, we expect many low-order
interactions of the control outcomes to be informative in explaining the outcomes of the
treated unit. For instance, consider the empirical application in Abadie et al. (2010) regard-
ing cigarette sales in the US. While the sales in California may be modeled as a weighted
average of the sales in New York and Florida given a common cigarette consumption along
the coasts, a decrease in sales in New York may be associated with an even bigger decrease in
California given a low period of sales in Florida. This could happen if the people of Califor-
nia see themselves as trendsetters in regards to health; when people in both New York and
Florida are decreasing their cigarette consumption, the people of California want to reduce
their consumption even further. But ex-ante such patterns may be di cult to foresee.
We recast the problem of estimating a synthetic control as the problem of predicting one.
This way, we do not have to rely on linear, parametric models that potentially misspecify the
true underlying model. This is beneficial, for instance, whenever the researcher does not have
the domain knowledge to specify a theoretical model. We choose a popular method from the
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machine learning literature that handles interactions and other nonlinearities automatically.
For instance, when we seek to understand which periods are similar in terms of the level
of conflict, it is di cult to consider conflict levels in Iraq and Saudi Arabia separately
without an interaction between them. Imagine some violent and frequent conflicts in the
South of Iraq in a given period. The regime of Saudi Arabia may react by increasing the
appearance of police forces in major cities, and as a result, the number of conflicts falls.
If such interactions matter for the conflict level is Israel and Palestine, we would incur an
omitted variable bias leaving them out. Non-parametric approaches to estimating treatment
e ects do exist in the econometric toolbox. Similar to our method, Athey and Imbens (2016),
Wager and Athey (2018), and Athey, Tibshirani, and Wager (2019) also rely on ideas from
machine learning to study heterogeneous treatment e ects using non-parametric models.
They propose various modifications to the random forests algorithm by Breiman (2001). Our
method di ers because we observe units over time and where treatment happens at a certain
point in time, whereas the other papers are based on a cross section of units. Moreover, these
methods are most suitable when a large set of both observations and covariates is available
as they focus on heterogeneous treatment e ects, whereas we focus on average treatment
e ects.
We propose the tree-based control method as an alternative to the synthetic controls to
use in applications where the researcher prefers accurate post-treatment predictions over the
ability to do pre-treatment inference, and when the empirical question is not guided by any
theoretical model that can justify specific assumptions on the empirical model. We adopt
the design of synthetic controls that models the treated unit as a conditional expectation of
the control units. We also consider all potential controls in the donor pool transparently. If
any particular control units do not contribute to explaining the treated unit, the method is
flexible enough to leave them out. Our method is inherently nonlinear when modeling the
controls, and additionally, interactions and higher-order terms are included in a data-driven
manner.
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The proposed method uses the pre-treatment periods to estimate the relation between
the treated and all the control units and imposes this relation onto the post-intervention
period, similar to Abadie et al. (2010) and Doudchenko and Imbens (2016). To model the
conditional expectation, we apply the random forests model. Random forests have proven
successful in many applications (see Montgomery and Olivella (2018) for a recent paper in
political science). Further, variants of random forests have already been employed in the
treatment e ects literature either directly (Athey & Imbens, 2016; Athey et al., 2019; Wager
& Athey, 2018) or indirectly (Chernozhukov, Chetverikov, et al., 2017, 2018). Common for
those papers is that they rely on the unconfoundedness assumption and assume there is a
relation between outcomes for a given unit over time (estimated by regressing control unit
outcomes in treated periods on lagged outcomes) that is stable across units. In contrast, the
synthetic control literature assumes there is a relation between di erent units (estimated by
regressing treated unit outcomes on control outcomes) that is stable over time. Our approach
falls into the latter.
Intuitively, our model aggregates the pre-treatment periods into similar subgroups based
on the control units. Then, it computes the average of the outcomes of the treated unit in
each of the subgroups. In the post-treatment period, the model remembers how to group
the periods and assigns the corresponding pre-treatment average to each of the periods.
This gives an estimate of the potential outcome for the treated unit in the absence of the
treatment. Having an estimate for all periods after the intervention, we compute the average
of the di erences between the estimate and the actual outcome, similarly to Chernozhukov,
Wuthrich, and Zhu (2017). Athey, Bayati, Doudchenko, Imbens, and Khosravi (2018) point
out that a matching version of the synthetic control method would clarify the link between
the treatment e ect literature under unconfoundedness and the synthetic control literature.
To our knowledge, we are the first to provide this link.
We showcase the tree-based control method by estimating the e ect of moving the US
embassy from Tel Aviv to Jerusalem on the number of weekly conflicts in Israel and Pales-
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tine. It is beyond our interest to judge the particular political decision, rather we propose a
method to estimate its impact. We use conflict data from December 28, 2015, to November
3, 2018, for Israel and Palestine as well as for 11 of the remaining countries in the Middle
East as controls. The data are provided by the Armed Conflict Location & Event Data
Project (Raleigh, Linke, Hegre, & Karlsen, 2010). Our results indicate that the weekly num-
ber of conflicts has increased by 26 incidents on average after the movement was announced
on December 6, 2017, until November 3, 2018. This corresponds to more than doubling
the number of conflicts. We use the recently proposed conformal inference test by (Cher-
nozhukov, Wuthrich, & Zhu, 2017) to justify formally our results. The increase is statistically
significant at a 1 % significance level.
The rest of the paper is organized as follows. Section 2 reviews the related literature
and introduces the tree-based control method. Section 3 considers the context of Israel and
Palestine and presents the results alongside several robustness checks. Section 4 compares
our method to state-of-the-art econometric methods. Section 5 concludes.
2 Tree-based Control Methods
2.1 Setup
We consider N + 1 cross-sectional units observed in T periods and assume without loss of
generality that only the first unit is exposed to the treatment, leaving N units as controls1.
Index the first unit by 0. Time is indexed by t œ {1, . . . , T0, . . . , T}, and let the first T0
periods be prior to the treatment. Let Y Ni,t denote the potential outcome that would be
observed for all units in absence of treatment, and similarly, let Y Ii,t denote the potential
outcome that would be observed if exposed to the intervention. Under the assumption that
the intervention does not a ect the outcome before implementation, we have Y Ni,t = Y Ii,t = Yi,t
for t Æ T0 and all i œ {0, . . . , N}. In many applications and ours included, the treatment may
1We will use treatment and intervention interchangeably.
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have an e ect before implementation via announcement or anticipation, and T0 should be
redefined accordingly. We assume implicitly that the treatment does not a ect the outcome
for the control units (see Rosenbaum (2007) for a thorough discussion on this). Let Wi,t
be an indicator taking value one if the intervention happens at time t for unit i and zero
otherwise. As treatment happens solely for the first unit in the post-treatment period, the
treatment indicator Wi,t satisfies
Wi,t =
Y___]___[
1 if i = 0 and t > T0,
0 otherwise.
(1)
The observed outcome for unit i at time t is then
Yi,t = Y Ni,t + ·i,tWi,t, (2)
where we define ·i,t = Y Ii,t≠Y Ni,t as the e ect of the intervention for unit i at time t. The causal
e ects for the treated unit in the post-treatment period are then ·0 = (·0,T0+1, . . . , ·0,T )Õ.
Because Y I0,t = Y0,t for t > T0, we have ·0,t = Y0,t ≠ Y N0,t and we need only to estimate
the counterfactual Y N0,t for t > T0. Our main goal is then to estimate flexibly the average
treatment e ect (ATE) as the average of ·0,t over the post-treatment periods, i.e.
· = 1
T ≠ T0
Tÿ
t=T0+1
·0,t (3)
In the most general form, we describe the outcome for the treated unit as given by Y0,t =
E [Y0,t|Ft]+Á0,t, where Á0,t are unobserved transitory shocks at the unit level with zero mean,
and Ft denotes all information available (not to the econometrician) at time t. Denote by
X0,t the (p◊ 1) vector of potential covariates relevant for Y0,t. Our method is scale-invariant
and can handle both categorical and continuous covariates. Note that X0,t may include
covariates other than the control units as long as they are not a ected by the intervention.
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For instance, we would not be able to include stock market indicators for Israel and Palestine.
For simplicity, however, we follow Abadie et al. (2010) and focus on using the control units as
covariates by letting X0,t = (Y1,t, . . . , YN,t)Õ denote the observed (N ◊ 1) vector of outcomes
for all the N control units at any time t. We assume the conditional expectation as a flexible
function of the control units, i.e. E [Y0,t|Ft] = f ı (X0,t). Thus, our objective is to estimate
f ı as a function of the control units using only t Æ T0 such that if the intervention did not
take place, the model would still approximate well the treated unit in the post-treatment
periods, t > T0.
2.2 Related literature
This paper builds on a growing literature on treatment e ects. Abadie et al. (2010) also
consider the estimable object ·0,t = Y0,t ≠ Y N0,t for t > T0. Assume that there exists a set
of perfect weights Êú = (Êú1, . . . ,ÊúN)Õ such that
qN
i=1 Ê
ú
i Yi,t = Y0,t ’t Æ T0. Considering
Y0,t ≠qNi=1 ÊiYi,t, Abadie et al. (2010) prove that its mean equals approximately zero under
standard condition, which suggests using ·ˆ0,t = Y0,t ≠qNi=1 ÊˆiYi,t as an estimator for ·0,t in
periods t > T0. The weights are then estimated by
Êˆ = arg min
ÊœRN
T0ÿ
t=1
A
Y0,t ≠
Nÿ
i=1
ÊiYi,t
B
st.
Nÿ
i=1
Êi = 1, Êi Ø 0’i. (4)
This boils down to assuming linearity of f ı in X0,t. The synthetic control method is mainly
tailored for empirical settings with relatively more time periods than control units, i.e. T ∫
N .
Doudchenko and Imbens (2016) propose a regularized extension to synthetic controls,
namely the elastic net estimator. The optimization problem is similar to (4) but adds a
regularization term to the objective function with inspiration from shrinkage estimation.
Let (⁄,–) œ R ◊ R be a given pair of hyper-parameters to be tuned and let µ œ R be an
intercept, capturing the possibility that the outcomes for the treated unit are systematically
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di erent from the other units. Then, Doudchenko and Imbens (2016) propose to estimate
the weights by
(µ, Êˆ) = argmin
µ,Ê
Y][
T0ÿ
t=1
A
Y0,t ≠ µ≠
Nÿ
i=1
ÊiYi,t
B
+ ⁄
A
1≠ –
2
Nÿ
i=1
Ê2i + –
Nÿ
i=1
|Êi|
BZ^
\ . (5)
Note that (5) neither requires zero intercept, weights summing to one nor non-negative
weights. The elastic net estimator enjoys the selection property known from lasso by the
L1-penalty term (Tibshirani, 1996; Zou & Hastie, 2005). Essentially, some weights are likely
to be zeroed out, meaning that some control units are not predictive of the treated unit.
Both the synthetic control and the elastic net estimator may be viewed as cross-sectional
regressions in which the outcome of the treated unit is regressed on the outcomes of the
control units in the pre-treatment period. Assuming stability over time, the cross-sectional
pattern is then carried over into the post-treatment period, based on which the counterfactual
outcome for the treated unit is predicted using the control units. This form of regression
in causal panel data models is known as vertical regressions, a term coined by Athey et al.
(2018). The (almost) symmetric formulation is known as horizontal regressions, where the
post-treatment outcomes are regressed on the pre-treatment outcomes using only the control
units. This time-series approach estimates a relation, which is then applied to the treatment
unit assuming stability across units and requires N ∫ T . It is not a symmetric problem
because the ordering of T matters as opposed to the ordering of N .
However, both methods have a disadvantage in cases with T ¥ N as they do not exploit
fully the panel structure by running either cross-sectional or time-series regressions. A recent
approach to causal panel data models that takes both sources of variation into account is
the matrix completion method by Athey et al. (2018), treating Y N0,t for t > T0 as missing. In
Section 4, we compare all methods introduced.
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2.3 Tree-based Control Methods
Our method is conceptually similar to the idea of Abadie et al. (2010) to the extent that
we also use vertical regressions to estimate the relation between the treated unit and the
control units in the pre-treatment period and assume that the estimated relation continues
into the post-treatment period. But contrary to using the weighted control outcomes, we
take a more direct approach by using a weighted average of the outcomes for the treated
unit in di erent pre-treatment subperiods. In particular, we use the control outcomes to
stratify the pre-treatment periods into homogenous subgroups in which the outcomes for
the treatment unit are similar. Note that subgroups need not be equidistant or consecutive.
Then, we apply the estimated stratification scheme to divide the post-treatment period into
these subgroups, and for each of these subgroups, we finally estimate the potential outcome
as the average of the pre-treatment outcomes of the treated unit that fall into the same
subgroup. The stratification rules are estimated in a non-parametric manner based on the
original random forests method in Breiman (2001), allowing us to estimate f ı as a flexible
relationship between the treated unit and the control units. Various theoretical studies (see
for instance Biau, Devroye, and Lugosi (2008), Ishwaran and Kogalur (2010), Biau (2012),
and Scornet, Biau, and Vert (2015)) have been performed, analyzing the consistency of
random forests. The theoretical justification of our method is provided by Scornet et al.
(2015) who prove the consistency of random forests. The cornerstone of random forests is a
single decision tree.
Decisions trees recursively segment the input space into simpler subspaces and then
assign a constant output value to all samples within each terminal subspace. After the
segmentation, each observation belongs uniquely to one particular category, and to predict
the outcome variable at an unseen sample, the model uses the average outcome based on
the observations falling into the same category. Figure 1 shows an example related to our
application. In the example, we divide the weekly level of conflicts in Israel and Palestine at
each period t Æ T0 into bins based on the weekly level of conflicts in Bahrain, Jordan, and
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Figure 1: An example of a decision tree. As input variables, we consider the level of weekly conflicts in
Bahrain, Jordan, and Qatar. First, we stratify observations depending on whether or not the level of weekly
conflicts in Bahrain is above five. This will place any observation in one of two halves. Next, we partition
the subset into whether or not the weekly level of conflicts in Jordan is above two, etc. The recursive
stratification leaves us with four distinct categories in which each point in time belongs to exactly one.
Qatar. Given observations on the weekly level of conflicts in Bahrain, Jordan, and Qatar at
a new point in time, say tÕ > T0, we decide in which of the four categories tÕ belongs to, and
as an example, suppose we end in category 1. Our prediction of the weekly level of conflicts
in Israel and Palestine is then the average of all observations that fall into category 1 in the
pre-treatment period. Hence, the outcomes for Bahrain, Jordan, and Qatar enter only in
the stratification, for which reason our approach also allows the inclusion of other covariates,
e.g. stock market indicators or news data from the control countries.
Next, we explain the model in greater details. Recall that our goal is to predict the
potential outcome Y N0,t for t > T0 given observed outcomes for both the treated and the
control units in the pre-treatment period. Hence, we estimate the fundamental relation for
t Æ T0
Y0,t = f ı (X0,t) + Á0,t, (6)
where {Á0,t} are zero mean and assumed to be a stationary and weakly dependent. After
learning fˆ (·) from the pre-treatment period, we estimate Y N0,t = fˆ (X0,t) for each t > T0,
giving us ·ˆ0,t in accordance to ·ˆ0,t = Y0,t ≠ Yˆ N0,t . Our estimate of the ATE comes from the
sample analog to (3), namely ·ˆ = 1T≠T0
qT
t=T0+1 ·ˆ0,t.
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Formally, we use X to denote the input space for X0 and Y for the output space for Y0.
Any node ÷ represents a subspace X÷ ™ X starting from root node ÷0 that represents X
itself. Internal nodes ÷ are associated with a split s÷ taken from a set of binary questions,
e.g. questions of the form “Does X0 œ XA?”, where XA µ X or “Were there more than five
conflicts in Bahrain?”. The split s÷ divides the input space X÷ into two disjoint subspaces
X÷flXA and X÷fl(X \ XA) known as children nodes. The terminal nodes are associated with
our best guess of the output value for the treated unit Yˆ0,÷. Here, we take splits as given and
refer to the standard CART algorithm in Breiman, Friedman, Stone, and Olshen (1984) for
details. Let now the global generalization error be given by
L (f ı) = EX0,Y0 [¸ (Y0, fı (X0))]
=
ÿ
÷œR
P (X0 œ X÷)EX0,Y0|÷
Ë
¸
1
Y0, Yˆ0,÷
2È
, (7)
where ¸ is some loss function and R denotes the set of disjunct terminal nodes. The loss
associated with the prediction error for a branch is often called impurity. The inner expec-
tation in (7) is the local generalization error of model f ı at node ÷. Minimizing the global
generalization error corresponds to minimizing the inner expectation pointwise for all ter-
minal nodes. Hence, the optimal decision tree finds the best constants Yˆ0,÷ at each terminal
node. Given the squared error loss, the inner expectation in (7) is minimized in ÷ by
Yˆ ú0,÷ = argmin
Yˆ0
EX0,Y0|÷
51
Y0 ≠ Yˆ0
226
= EX0,Y0|÷ [Y0] , (8)
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and the feasible solution to (8) can be approximated by the sample analog, i.e.
Yˆ0,÷ = argmin
Yˆ0
1
N÷
ÿ
X0,Y0œD÷
1
Y0 ≠ Yˆ0
22
= 1
N÷
ÿ
X0,Y0œD÷
Y0, (9)
where D÷ is the subset of the samples falling into node ÷, that is all pairs (X0, Y0) such that
X0 œ X÷, and where N÷ denotes the number of observations in node ÷. This leads to the
prediction rule as fˆdt (X0) =
q
÷œR Yˆ0,÷1 {X0 œ Xn}. Put di erently, we are interested in
approximating the conditional mean of the output variable at a value of the regressors by
taking the average of the output variable over observations that fall into the same category.
Albeit intuitive, decisions trees tend to perform inferiorly in terms of prediction accuracy
due to overfitting to sample noise. That is, although decision trees usually have a low bias,
the cost is high variance across di erent realizations of data. Breiman (2001) propose random
forests as an ensemble extension to decisions trees using bootstrap aggregation to reduce the
overfitting. The idea is to draw B bootstrap samples with replacement and grow a deep tree
for each sample. However, in each sample, we only consider a subset of covariates, which
corresponds to only considering a subset of control units in our model. More precisely, when
growing a tree on bootstrap data Db ’b œ {1, . . . , B}, only m Æ N of the control units
are chosen at random as candidates for each split. Growing all B trees leaves a sequenceÓ
fˆdt (X0,b, b)
ÔB
b=1
, where  b summarizes the bth tree in terms of split variables, split points,
and values at the terminal nodes. The final step in the random forests algorithm is to average
over the B bootstrap samples, i.e.
fˆ (X0) =
1
B
Bÿ
b=1
fˆdt (X0,b, b) , X0,b œ Db. (10)
This results in a consistent estimator of f ı in the sense that E
Ë
fˆ (X0)≠ f ı (X0)
È2 ≠æ 0 as
T æŒ, where expectation is taken over X0 and the training data (Theorem 1, p. 7, Scornet
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et al., 2015). To get confidence intervals around the average of the estimated treatment
e ects, we recommend a standard non-parametric bootstrap or block bootstrapping.
To continue the example from Section 1, a possible data-generating process (DGP) that
falls under the overarching model in (6) would be
YIP,t = —1YSA,t + —2YIR,t + —3YSA,tYIR,t + Á0,t, (11)
where Y·,t denotes the conflict level in period t, IP abbreviates Israel-Palestine, SA Saudi
Arabia, and IR Iraq. A model that does not take the interaction into account would su er
from omitted variable bias. On the other hand, if we consider a linear DGP as YIP,t =
—1YSA,t+—2YIR,t+ Á0,t, the random forests model is asymptotically able to recover the linear
model as it is essentially a sum of piecewise linear models (averages).
Choosing the best parametrization of the highly flexible tree-based model is essential to
avoid overfitting to the pre-intervention period. To see this, imagine a single decision tree
that is fully grown. Hence, every leaf contains only one observation. Using this particular
tree in the pre-intervention period delivers a mean squared error of exactly zero because it
can fit every single observation perfectly, which is not ideal. The same applies to random
forests. Therefore, we split further the pre-intervention period into an estimation sample and
a validation sample of relative sizes equal to 80 % and 20 % respectively, keeping the temporal
ordering. We estimate the model on the estimation sample and select the model complexity
on the validation sample by tuning hyperparameters. By this data splitting approach, we
control the bias and variance of the model. Similar ideas of sample splitting have been
suggested by Chernozhukov, Chetverikov, et al. (2018) and Chernozhukov, Demirer, Duflo,
and Fernandez-Val (2018).
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2.4 Extensions
Recent work on synthetic controls focuses on the case of multiple treated units, given its
relevance in empirical applications (see for instance Cavallo, Galiani, Noy, and Pantano
(2013)). Incorporating multiple treated units into our framework entails to extending the
univariate random forests model with a loss function is expressed by the multivariate nature
of the treated units. For instance, De’ath (2002) defines multivariate regression trees anal-
ogously to a decision tree with the extension that the loss function is the multivariate sum
of squared error losses. The idea of partitioning the space of the explanatory variables into
disjoint regions and assigning a constant to each region remains intact. Another extension
is provided by Segal and Xiao (2011), who propose multivariate random forests. Again, the
core idea is the same and the extension entails to minimizing a covariance weighted loss of
the multivariate sum of squared error losses, where the covariance matrix is based on the
multivariate response function. The multivariate random forests have for instance been ap-
plied by Pierdzioch and Risse (2018) to forecasting multiple metal returns. To estimate the
treatment e ects on multiple units, we suggest applying the multivariate random forests di-
rectly instead of the random forests. This would lead to a vector of counterfactual outcomes
for the treated units in each of the post-treatment periods.
Last, we comment on the ability of the model to recover treatment e ects beyond the
mean. Using random forests, the conditional mean E [Y0|X0 = x] is approximated by the
averaged prediction of B decision trees, which is essentially a weighted mean over the obser-
vations of Y0 with weights depending on (X0, Y0). Likewise, one could define an approxima-
tion to E [1 {Y0 Æ y} |X0 = x] by the weighted average over observations of 1 {Y0 Æ y}. This
approximation is suggested by Meinshausen (2006), leading to quantile regression forests.
Quantile regression forests is a consistent estimator of the conditional distributions and the
quantile functions. To estimate treatment e ects beyond the mean using tree-based controls,
we recommend to replace random forests by the quantile random forests and estimate the
treatment e ects over a range of quantiles.
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3 Estimating the E ects of Moving the Embassy
3.1 Background
Monday afternoon December 6, 2017, the US President fulfilled a major campaign promise
by announcing the movement of the embassy from Tel Aviv to Jerusalem, which took place
May 14, 2018. Many international media reported intensively on the movement that broke
with decades of US policy by recognizing Jerusalem as the capital of Israel, although former
US presidents have also been commenting on the movement. For instance, Bill Clinton
supported recognizing Jerusalem as the capital and the principle of moving the embassy
there, George W. Bush said before taking o ce that he intended to move the embassy, and
Barack Obama spoke of Jerusalem as the capital of Israel that ought to remain undivided.
However, the former presidents all consistently signed waivers to postpone the movement.
The movement should be viewed as the most recent event in the ongoing Israeli-Palestinian
conflict, dating back to the mid-20th century in which the Jewish immigration and the sec-
tarian conflict in Mandatory Palestine between Jews and Arabs took place. In 1948, the
establishment of the State of Israel alongside the State of Palestine was proclaimed and US
President of the time Harry S. Truman recognized the new nation. Since 1967, Israel has
held all of the pre-war cities of West and East Jerusalem, and in addition, the Gaza Strip
has been under Israel’s direct and indirect control. Ever since, several wars have been fought
between the Arab countries and Israel, and a permanent solution is still to be found. For a
complete review and analysis of the Israeli-Palestinian conflict, see Frisch and Sandler (2004)
and Eriksson (2018).
3.2 Data and Sample
We use daily country-level panel data in the period December 28, 2015, to November 3, 2018,
on conflicts reported by the Armed Conflict Location & Event Data Project (Raleigh et al.,
2010). The conflicts cover riots, protests, strategic development, remote violence, violence
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Table 1: Summary statistics of the weekly conflicts in Middle East, excl. Iran and Syria
Country Mean Sd. Min Q1 Median Q3 Max
Israel-Palestine 32.9 18.7 8.0 20.0 29.0 41.0 106.0
Bahrain 6.8 6.9 0.0 1.0 5.0 11.0 31.0
Iraq 96.8 33.8 32.0 65.0 97.0 120.0 186.0
Jordan 1.4 2.6 0.0 0.0 1.0 2.0 21.0
Kuwait 0.1 0.4 0.0 0.0 0.0 0.0 2.0
Lebanon 6.2 4.8 0.0 3.0 5.0 9.0 25.0
Oman 0.0 0.2 0.0 0.0 0.0 0.0 2.0
Qatar 0.0 0.1 0.0 0.0 0.0 0.0 1.0
Saudi Arabia 27.8 15.8 0.0 17.0 27.0 39.0 75.0
Turkey 46.0 75.4 6.0 22.0 34.0 51.0 777.0
United Arab Emirates 0.0 0.1 0.0 0.0 0.0 0.0 1.0
Yemen 168.7 39.5 72.0 137.0 173.0 197.0 313.0
Average (excl. Israel-Palestine) 32.2 8.4 17.6 28.8 31.1 34.3 100.1
Note: Summary statistics of the weekly conflicts in Middle East, excl. Iran and Syria. Measures in order of
appearance include mean, standard deviation, minimum, first quartile, median, third quartile, and maximum.
The countries other than Israel-Palestine are grouped as Average (excl. Israel-Palestine).
against civilians, various types of battles, and headquarter or base establishments. The data
consist of multiple daily observations, which we aggregate into weekly observations. We have
no other data on a daily or weekly frequency. The treated countries considered are Israel and
Palestine, which we aggregate into one treated unit to take into account the interdependency
of the two countries (Arnon & Weinblatt, 2001). Aggregating them into one treated unit
rather than having one of them, say Israel, as a potential control is necessary to meet the
assumption of no interference between units. One may be interested in the e ects on Israel
and Palestine separately, leaving out completely the other country to avoid interference. An
interesting hypothesis is whether the conflicts in Palestine accelerate earlier than the conflicts
in Israel. However, this is hard to measure as the conflicts in both countries may be initiated
by people from either where, making it di cult to disentangle the e ect in Israel from the
e ect in Palestine. As we are interested in the overall e ect in the area, we aggregate the
countries for now and leave the other hypothesis for future research. We sometimes refer
to Israel and Palestine as Israel-Palestine. The control countries we consider are all the
remaining countries in the Middle East but Syria and Iran, which include Bahrain, Iraq,
Jordan, Kuwait, Lebanon, Oman, Qatar, Saudi Arabia, Turkey, United Arab Emirates, and
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Yemen, giving us a total of 11 control countries. The data coverage for Syria starts from
January 2017, and instead of restricting our sample to begin here, we choose to exclude
Syria. We also exclude Iran because of its involvement in the Israeli-Palestinian conflict and
its relation to the US, which make it too di cult to justify the assumption of no inference
between units (see Buonomo (2018) for an analysis of the Iran-US relation). In fact, if we
compare the trends in the weekly level of conflicts in Iran and Israel-Palestine before and
after the movement of the embassy, the co-movement is clear. We document the trends in
the weekly number of conflicts for all countries in the Middle East except Syria in Appendix
A. The pre-intervention period covers 101 weeks, starting December 28, 2015, and ending
December 3, 2017, just before the announcement. The post-intervention period begins on
December 4, 2017, and ends on November 3, 2018, leaving 48 weeks for estimating the
average level of conflicts in Israel and Palestine in the counterfactual situation where the
US embassy is not relocated. Summary statistics for the weekly number of conflicts across
the Middle East countries are provided in Table 1. Further, we show the distribution of the
weekly number of conflicts in Israel-Palestine in both the pre-treatment and post-treatment
period in Figure 2. It follows from Figure 2 that the distribution is shifted to the right in
the post-treatment period, which tentatively suggests that violent weeks tend to occur more
often in the post-treatment period.
3.3 Results
Our application is motivated by Figure 3, showing the weekly number of conflicts in Israel-
Palestine in the entire sample period. The two vertical lines indicate the date when the
movement of the US embassy was announced and the date of the actual movement, respec-
tively, and also, we plot the average of the remaining countries. A couple of observations are
worth noting. First, visual inspection suggests that the average weekly number of conflicts
in Israel-Palestine has in fact increased subsequent to the announcement. In contrast, the
average number of weekly conflicts over the remaining countries in the Middle East does not
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Figure 2: Distribution of weekly conflicts in Israel and Palestine pre-treatment (blue) and post-treatment
(red). The conflicts cover riots/protests, strategic development, remote violence, violence against civilians,
various types of battles, and headquarters or base established.
appear to follow the same upward shift after the announcement. We formalize this shortly.
Second, the volatility of the weekly number of conflicts in Israel-Palestine seems much higher
after the announcement, supporting the histogram in Figure 2. This has important economic
implications as it indicates that conflicts tend to cluster and misfortunes never come singly.
Considering the conflicts more closely, for instance analyzing the degree of violence in the
clusters, is interesting but we postpone this for future research. Finally, note the large spike
in the average number of conflicts across the remaining countries in the Middle East around
July 2016. Specifically, the week with the highest average number of conflicts runs from
July 18 to July 24, which is just after the military coup was attempted in Turkey on July
15 against state institutions, including the government and President Erdo an. During the
coup, more than 2,100 people were injured and over 300 were killed. This rare event shows
up in the estimation for some methods that are exposed to outliers.
Figure 4 displays the weekly number of conflicts for Israel-Palestine and its estimated
counterpart during the period December 28, 2015, to November 3, 2018. The observed level of
conflicts in Israel-Palestine is closely followed by the estimated counterpart in the entire pre-
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Figure 3: Weekly number of conflicts in Israel and Palestine (blue line) in addition to the average of the
remaining countries in the Middle East (red line). The vertical dashed and dotted lines represent the date
when the movement of the US embassy was announced and the date of the actual movement, respectively.
intervention period until the movement was announced on December 4, 2017. This suggests
that the time periods before the announcement can be grouped together into homogeneous
subgroups based on the level of conflicts in the neighboring countries, and for these subgroups
of time periods, the level of conflicts in Israel and Palestine is relatively constant. In fact, the
average of the observed weekly number of conflicts in the pre-intervention period is 25.32,
whereas the estimated counterpart is 25.41, indicating an accurate fit on average. Note that
the estimated counterpart to Israel-Palestine is always closer to the average level of weekly
conflicts instead of capturing the spikes to the fullest extent. The is an attractive feature of
the averaging that happens in our model.
Altogether, we take this as evidence that the tree-based control method can be used
to predict a counterfactual Israel-Palestine, which provides a sensible approximation to the
true level of conflicts that would have occurred in that region in absence of the movement.
Thus, we next use the tree-based control method to estimate the average treatment e ect of
moving the embassy.
We estimate the e ect of the movement of the US embassy for each of the 48 weeks after
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Figure 4: Weekly number of conflicts in Israel and Palestine (blue line) and its estimated counterpart in
the pre-intervention period (red line) and post-treatment period (green dashed line). The vertical dashed
and dotted lines represent the date when the movement of the US embassy was announced and the date of
the actual movement, respectively.
the announcement as the di erence between the observed level of conflicts in Israel-Palestine
and its counterfactual analog. The di erences follow as the discrepancies between the two
lines in the shaded area of Figure 4. Immediately after the movement is announced, both the
observed and counterfactual level of conflicts increase but to very di erent degrees, and in
fact, the observed level of weekly conflicts in Israel and Palestine reaches its maximum level
across the entire sample within the first week of the announcement. For the rest of the post-
announcement period, the observed level of conflicts experiences a higher base level with
distinctly conflict-ridden weeks, whereas the counterfactual Israel-Palestine maintains the
lower base level from the pre-announcement period. Specifically, the average of the observed
number of weekly conflicts in the post-intervention period is 48.88, whereas the estimated
counterpart is 22.78, indicating a significant di erence. This suggests that the movement of
the embassy has a numerically positive e ect on the level of conflicts in Israel and Palestine,
meaning that the level generally increases in the entire post-announcement period.
We assess the weekly estimates of the impact directly in Figure 5, where we plot the
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Figure 5: Weekly gaps in the number of observed and estimated conflicts in Israel and Palestine. The
vertical dashed and dotted lines represent the date when the movement of the US embassy was announced
and the date of the actual movement, respectively.
di erences between the observed and estimated number of weekly conflicts in Israel and
Palestine. Figure 5 unveils the same story as Figure 4. The gap of approximately zero
on average in the pre-intervention period indicates that the tree-based control method is
able to approximate well the true level of conflicts albeit very fluctuating. To be precise,
the average di erence between the observed and estimated weekly number of conflicts in
the pre-intervention period is only -0.09. Using all 48 weeks after the announcement, our
results show that the level of conflicts in Israel and Palestine is increased by an average of
more than 26 incidents per week, which corresponds to an increase of approximately 103 %.
The estimated average e ect is associated with a bootstrapped standard error of 2.76 using
1,000,000 bootstrap samples. That is, the 95 % bootstrap confidence interval of the weekly
increase is between 20.70 and 31.54. This translates into a percentage point change between
roughly 82-125 %. We acknowledge that the confidence interval is rather wide, which is not
surprising due to the volatility in the number of conflicts across weeks.
Naturally, the assumption of no interference between the treated and control units can be
violated in several ways in the context of analyzing the e ect of moving the US embassy. The
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Israeli-Palestinian conflict is an issue in all of the region, and the ties between the countries
are complex to understand. For instance, we choose to exclude Iran in the sample, because
the Iranian government has played an active role in the conflict. The results with and without
Iran are, however, not significantly di erent, because the tree-based control method averages
over the number of conflicts in Israel-Palestine and uses only the neighboring countries to
partition the time periods. This feature of the method makes it more robust to the potential
violations compared to methods that base the estimates on the outcomes for the control units.
Further, the average weekly number of conflicts across all control countries does not di er
between the pre- and post-intervention period. In particular, the average over the control
countries in the pre-intervention period is 32.80, whereas the same figure is 30.82 in the
post-intervention period. The small di erence is likely to be driven by the coup attempt in
Turkey. The placebo tests we review shortly reveal that no other relevant country experienced
the same e ect of the movement of the US embassy. Last, the conformal inference test in
Section 3.4 provides evidence that our model is correctly specified and that the increase is
statistically significant. Taken altogether, it is our judgment that the potential violations do
not appear to be severe in this context. A minor technicality serves as the last comment.
Namely, when we estimate the e ect of the embassy movement, we estimate the e ect of
some phenomenon likely to be the movement that occurred at the same point in time as the
movement. The same applies to the synthetic control method.
3.4 Inference
We want to assess how much our results are driven by mere chance. If we are able to obtain
estimated e ects of the same magnitude for the control countries as for Israel-Palestine by
relabeling treatment and control unit, we would not be able to interpret our analysis as pro-
viding any significant e ects. To make inference about the e ect of the embassy movement,
we follow the strategy outlined in Abadie et al. (2010), Bertrand, Duflo, and Mullainathan
(2004), and Abadie and Gardeazabal (2003) and run placebo tests. Placebo tests re-do the
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original analysis but switch the roles between the treated unit and a randomly chosen control
unit, the rationale being that using the control unit not exposed to treatment should lead
to an estimated e ect of approximately zero. By applying the tree-based control method
individually to all the countries in the donor pool, we can therefore evaluate the significance
of our analysis. We expect one of two outcomes. If the placebo tests deliver estimates of the
average e ect of similar magnitude as for Israel-Palestine, we cannot rightfully interpret our
results as evidence for a significant e ect. If, on the other hand, that none of the placebo
tests for the countries in which the US embassy was not moved lead to similar estimated
e ects, then we take this as evidence that our tree-based analysis documents a significant
e ect of moving the US embassy in terms of an increased level of conflicts. One condition,
however, is that the pre-intervention fit to the weekly number of conflicts is precise for the
country in question when we run the placebo test.
To assess the significance of our estimates, we perform a series of placebo test for which we
create a counterfactual state of the world. That is, we iteratively treat each control country in
the remaining Middle East as if it had experienced a movement of the US embassy at exactly
the same time as the movement in Israel, while we also reassign both Israel and Palestine to
the control group. In each iteration, we apply tree-based controls to the respective country
to estimate the impact of the fictive embassy movement on the weekly number of countries.
The series of placebo tests gives us a distribution of di erences between the observed and
estimated number of conflicts over the countries.
Figure 6 plots the di erences in the observed and estimated number of conflicts for all the
placebo analyses and the original analysis. The blue line shows the case for Israel-Palestine,
reproducing Figure 5. The other lines show the same di erences estimated by the tree-based
control method but for each of the 11 control countries in the donor pool. Figure 6 indicates
that the tree-based control method provides an accurate fit in the pre-intervention period
for Israel and Palestine as well as for most of the control countries. In particular, the pre-
intervention root mean squared prediction error (RMSPE) for Israel-Palestine is 5.77, where
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Figure 6: Weekly gaps in the number of observed and estimated conflicts for all countries considered in
the placebo tests. The blue line represents the di erences for Israel and Palestine, whereas the other lines
represent the di erences for the control units defined temporarily as treated units. The vertical dashed and
dotted lines represent the date when the movement of the US embassy was announced and the date of the
actual movement, respectively.
RMSPE is computed as the root average of the squared di erences between the observed
and estimated weekly number of conflicts. The pre-intervention median RMSPE for the
control countries is 1.71. This should not be taken as evidence that the ability to fit the
pre-intervention is higher for the control countries than for Israel-Palestine. In fact, mean
RMSPE over the control countries is 9.51, indicating that a few control countries stand out
in terms of high RMSPE while for most control countries, we achieve a very low RMSPE.
This is supported by Figure 6 from which it is apparent that the pre-intervention fit is very
imprecise for some countries. The country with the worst fit is Turkey with an RMSPE of
61.88. This result, however, is not surprising due to the attempted military coup in 2016
that led to an extreme spike in the number of conflicts. As this coup attempt was, of course,
unanticipated, the conflict situation in the other countries was normal, and therefore, no
statistical method would be able to capture this outlier. Similar problems arise for Iraq and
Yemen, which are the countries with the overall highest variation in the weekly number of
conflicts. This high variation makes it di cult for the tree-based control method, and likely
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Figure 7: Weekly gaps in the number of observed and estimated conflicts for all countries considered in
the placebo tests except Turkey, Iraq, and Yemen. The blue line represents the di erences for Israel and
Palestine, whereas the other lines represent the di erences for the control units defined temporarily as treated
units. The vertical dashed and dotted lines represent the date when the movement of the US embassy was
announced and the date of the actual movement, respectively.
any other method, to produce a valid fit in the pre-intervention period without imposing
too much flexibility. As a result, the RMSPE for Turkey, Iraq, and Yemen are all more than
double the RMSPE for Israel-Palestine and any other control country.
To handle the countries for which the tree-based control method gives a poor fit, we
follow an argument provided in Abadie et al. (2010) as they encounter the same issue for
some of the states. If the tree-based control method had failed to deliver a reasonable fit to
the observed weekly level of conflicts in the pre-intervention period for Israel-Palestine, we
would treat the lack of fit as evidence that the estimated increase in the weekly number of
conflicts in the post-intervention period was arbitrary and not caused by the movement of
the US embassy. Analogously, we cannot take into account the estimated e ects in the post-
intervention period for Turkey, Iraq, and Yemen when assessing the degree of chance in our
results for Israel-Palestine. Consequently, we provide another version of Figure 6 in which we
have excluded the placebo tests for Turkey, Iraq, and Yemen. This e ectively corresponds to
removing countries for which the RMSPE is more than double the one for Israel-Palestine.
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Table 2: Summary of performance measures across countries pre-treatment and post-treatment
Ratio Pre-intervention Post-intervention
MAE RMSPE MAE RMSPE MAE RMSPE
Israel & Palestine 6.59 5.61 3.99 5.77 26.28 32.38
Bahrain 3.03 2.40 7.40 3.58 2.44 8.61
Iraq 5.84 4.57 48.64 11.36 8.33 51.89
Jordan 5.12 6.78 2.09 0.57 0.41 3.89
Kuwait 3.60 3.47 0.22 0.13 0.06 0.43
Lebanon 4.92 4.32 6.60 1.71 1.34 7.37
Oman 8.40 7.38 0.07 0.04 0.00 0.32
Qatar 3.15 0.97 0.05 0.07 0.02 0.07
Saudi Arabia 4.40 3.76 15.46 4.80 3.52 18.06
Turkey 0.86 0.37 18.44 61.88 21.41 22.94
UAE 5.31 2.23 0.08 0.08 0.01 0.17
Yemen 1.91 1.68 28.48 20.35 14.95 34.20
Note: Summary of measures used to assess the significance of the results obtained for Israel and Palestine.
Measures include mean absolute error and root mean squared prediction error between the observed and
estimated weekly number of conflicts for both the pre- and post-intervention period. We also include the
ratios of post/pre-intervention measures. All measures are reported for Israel and Palestine, and for each of
the placebo runs.
Figure 7 provides the restricted version of Figure 6 from which we have excluded Turkey,
Iraq, and Yemen. The median RMSPE over the remaining countries in the Middle East drops
to 0.35, and the corresponding mean drops to 1.37. Removing the countries for which the
tree-based control method would be ill-advised tells a clear message. The largest estimated
e ect on the weekly number of conflicts in the post-intervention period is to be found for
Israel-Palestine. More precisely, while the average estimated e ect for Israel-Palestine is
26.12 in the post-intervention period, the corresponding figure over the placebo tests is 1.38.
For the pre-intervention period, the estimated gaps are -0.09 and -0.02, respectively.
We consider another approach to assessing the significance of our results, namely com-
puting ratios of post/pre-intervention measures both for Israel-Palestine and the control
countries. As Abadie et al. (2010), we compute the ratios in terms of RMSPE. Arguably,
the advantage of comparing ratios relative to post-intervention gaps is that we do not neces-
sarily have to exclude ill-fitting placebo runs in an iterative way as demonstrated by figures
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6 and 7. For instance, although the RMSPE for Turkey is the highest for all countries
in the pre-intervention period, the RMSPE is similarly high in the post-intervention pe-
riod, and the ratio will be more robust to this. The only countries with a higher ratio of
post/pre-intervention RMSPE than Israel-Palestine are Jordan and Oman. This observation,
however, does not cause much concern when we take into account the gaps in both periods.
For Jordan, the pre-intervention gap between the observed and estimated weekly number of
conflicts is -0.02, whereas the same figure is 0.46 in the post-intervention period. Likewise,
the figures for Oman are -0.00 and 0.06, respectively. Thus, the high ratios of post/pre-
intervention RMSPE for the two countries are likely driven by a few very conflict-ridden
weeks after the intervention. In addition to the ratios of post/pre-intervention RMSPE used
in Abadie et al. (2010), we also compute the ratios of post/pre-intervention mean absolute
error (MAE) between the observed and estimated weekly number of conflicts. Using ei-
ther the ratio of post/pre-intervention RMSPE or MAE have di erent advantages. RMSPE
penalizes large errors more than MAE, but MAE is more interpretable. We provide both
ratios for each country in Table 2, in which we also provide the respective pre- and post-
intervention measures. Note from Table 2 than Oman is the only country with a higher ratio
of post/pre-intervention MAE than Israel-Palestine. In absolute terms, again, the result for
Oman is not too disturbing for our analysis.
3.4.1 Exact and Robust Conformal Inference
We consider one last approach to draw inference about our results. Recall that our proposed
method as well as the other methods considered rely on cross-sectional regressions. Whenever
the joint distribution of the data is not well-approximated by cross-sectional regressions, the
model will provide a poor global fit in the sense that not all N controls will fit the model,
which is exactly the case in our application as well as in Abadie et al. (2010). This makes
it impossible to impose the cross-unit exchangeability condition that underlies the cross-
sectional inference procedures. In other words, when the treated unit was not chosen at
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Table 3: Placebo specification test
Placebo Specification Tests
Ÿ 1 2 3 4 5 6 7 8 9 10
i.i.d. Permutations 0.902 0.664 0.850 0.678 0.832 0.883 0.902 0.933 0.952 0.974
Moving Block Permutations 0.901 0.594 0.782 0.614 0.762 0.812 0.851 0.891 0.901 0.941
Note: Placebo specification test p-values over varying Ÿ from 1 to 10 based on both the i.i.d. and the moving
block permutations. We fail to reject the null hypothesis at any significance level above 60 \%. Failure to
reject the null hypothesis provides evidence for correct specification. In the i.i.d. case, we randomly sample
10,000 elements from the set of all permutations with replacement.
random, placebo tests do not have the formal properties of randomization tests (see Hahn and
Shi (2017) or Firpo and Possebom (2018) for a recent discussion of the theoretical details). To
formally justify our procedure, we rely on the exact and robust conformal inference method
by Chernozhukov, Wuthrich, and Zhu (2017). This procedure requires only a good local
instead of a good global fit as it relies solely on a suitable model for the treated unit and it
focuses on the time-series dimension. Essentially, the procedure postulates a null trajectory
· o = {· ot }Tt=T0 and test the sharp null hypothesis H0 : · = · o. For the test to be valid,
the estimator of the counterfactual outcome for the treated unit needs to be consistent and
stable, and be able of providing residuals that are exchangeable. To assess the plausibility of
the key assumptions, Chernozhukov, Wuthrich, and Zhu (2017) provide placebo specification
tests. The conditions result in non-asymptotic validity of the test, meaning that the p-value
is approximately unbiased in size (Theorem 1, p. 23, Chernozhukov, Wuthrich, & Zhu, 2017).
We are interested in testing the hypothesis that the trajectory of the policy e ects in the
post-treatment is zero. Hence, our main hypothesis is
H0 : · = · o, where · o = (0, . . . , 0)Õ¸ ˚˙ ˝
|T post|◊1
(12)
The test statistic S is based on the (T ◊ 1) vector of residuals of our model uˆ = (uˆ1, . . . , uˆT )Õ.
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The test statistic is then defined by
S (uˆ) = Sq (uˆ) =
Qa 1Ô
T ≠ T0
Tÿ
t=T0+1
|uˆt|q
Rb1/q , (13)
where we set q = 1. To compute p-values, the test relies on two di erent sets of permuta-
tions, the i.i.d permutations denoted  i.i.d and the moving block permutations denoted  æ.
The moving block permutations are necessary if the sequence of residuals exhibits serial
dependence. The p-value is estimated as pˆ = 1≠ Fˆ (S (uˆ)), where
Fˆ (x) = 1| |
ÿ
fiœ 
1 {S (uˆfi < x)} . (14)
To assess the validity of the assumptions underlying the test, the first step is to perform
a placebo specification test. Based on the outlined procedure, the idea is to test the null
hypothesis that
H0 : ·T0≠Ÿ+1 = · · · = ·T0 = 0, (15)
for a given Ÿ Ø 1 based on pre-treatment data. The null hypothesis (15) is true if the
underlying assumptions are correct. Thus, rejecting the null provides evidence against a
correct specification. For proofs and additional details, we refer to Chernozhukov, Wuthrich,
and Zhu (2017)2.
We begin the analysis by testing the underlying assumptions of our proposed method, i.e.
consistency, stability, and exchangeability of the residuals. We apply both i.i.d. permutations
and the moving block permutations. We use Ÿ = 10 and randomly sample 10,000 elements
from the set of all permutations with replacement for the i.i.d. permutations. The resulting
p-values follow from Table 3. All p-values from both permutation schemes are above 60 %
and most of them are above 80 %, and thus, we fail to reject the null hypothesis. This serves
as evidence for a correct model specification. We further see that the p-values di er slightly
2Note that Chernozhukov, Wuthrich, and Zhu (2017) also provide a test for the average e ect over time.
However, this requires the total number of periods to be much larger than the post-treatment periods, which
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between the i.i.d. permutations and the moving block permutations, where the p-values
tend to be lower using moving block permutations. This provides evidence for some serial
dependence in the residuals.
Next, we turn to our main hypothesis in (12). We consider again both the i.i.d. permu-
tations with 10,000 random samples as well as the moving block permutations. The p-value
based on the i.i.d. permutations is 0.000, whereas the p-value based on the moving block
permutations is 0.007. We reject the null hypothesis in both cases given both p-values are
below 1 %, providing evidence that the trajectory of the policy e ects from the embassy
movement is di erent from zero. The formal test results thus appear to be in agreement
with the other inference results provided in this section.
4 Comparing Methods
In Section 3, we provide evidence that the decision to move the US embassy from Tel Aviv
to Jerusalem has resulted in a significant increase in the weekly number of conflicts in Israel
and Palestine. We assess the robustness of our results in several ways, including performing
formal inference tests, conducting a series of placebo runs, and evaluating the fit on di erent
measures such as ratios of post/pre-intervention RMSPE and MAE. In this section, we
compare the tree-based control method to three state-of-the-art methods in the econometric
literature. First, we apply the synthetic control method, serving as a baseline model. Then,
we apply the regularized counterpart, i.e. the elastic net estimator. Recall that in addition
to the systematic selection of comparison groups, the synthetic control group improves upon
di erence-in-di erence approaches by accounting for the e ects of confounders changing over
time (Abadie, Diamond, & Hainmueller, 2015). The elastic net generalizes the synthetic
control by allowing the weights to be negative and their sum to di er from one. Both
methods can be viewed as vertical regressions as pointed out by Athey et al. (2018), where
vertical regressions refer to models that regress the outcomes of the treated unit on the
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(d) Estimation by matrix completion
Figure 8: Comparison of the four methods showing the weekly number of conflicts in Israel and Palestine
(blue line) and its estimated counterpart in the pre-intervention period (red line) and post-intervention
period (green dashed line). The vertical dashed and dotted lines represent the date when the movement of
the US embassy was announced and the date of the actual movement, respectively. (a) shows the result of the
tree-based controls, (b) for the synthetic controls, (c) for the elastic net, and (d) for the matrix completion.
outcomes of the control unit in the pre-treatment period and use the estimated relation in
the post-treatment period. Alternatively, one could regress the post-treatment outcomes on
the pre-treatment outcomes using only the controls, known as a horizontal regression. The
matrix completion method combines elements from vertical and horizontal regressions, and
it is the last method we include.
Figure 8 shows the observed and estimated number of weekly conflicts in Israel-Palestine
for all four methods, and two features of the methods are noticeable. First, the fit in the pre-
intervention period gives an idea of the ability to approximate the weekly level of conflicts in
Israel-Palestine, which is highly fluctuating. The synthetic control method, the elastic net
estimator, and the matrix completion method are comparable in terms of pre-intervention
is not the case in our application.
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fit, the matrix completion method being marginally in the lead. The reason the elastic net
estimator performs slightly better compared to the synthetic control method is likely because
the elastic net is less restrictive when estimating weights. None of the comparison methods,
however, are able to approximate the weekly level of conflicts in the pre-intervention period
as well as the tree–based control method.
Second, the variation in the estimated counterfactuals in the post-intervention period
hints at the degree of overfitting, and both the elastic net estimator and the tree-based control
method appear to deliver reasonable variation in the estimates. They are able to fit the shape
and pattern but not the level of the observed conflicts. The ability to fit shape not level is
exactly what leads us to estimate a significant e ect of the embassy movement. In contrast,
the estimates by the synthetic control method and the matrix completion method have little
variation and are closely centered around the average weekly number of conflicts in the pre-
intervention period. This is a sign of overfitting. However, given the data available and in
particular the number of control units, this is not surprising. Recall the matrix completion
method combines elements from vertical and horizontal regressions. For the horizontal part,
it tries to fit the post-intervention outcomes to the pre-intervention outcomes using only
11 control countries. As the number of weeks is much greater than the number of control
countries, it is not surprising that horizontal regressions do perform better.
Figure 9 conveys the same insights as Figure 8, but instead of showing the observed and
estimated number of weekly conflicts separately, it displays the di erences between the two.
Considering the di erences instead of actuals provides an easier approach to evaluating pre-
intervention fit. Again, a good ability to approximate the pre-intervention level of conflicts
corresponds to di erences closely around zero. As apparent in Figure 9, the tree-based control
method delivers the best pre-intervention fit, followed by the matrix completion method, the
elastic net estimator, and the synthetic control method. It is, however, impossible to assess
the overfitting indicated by little post-intervention variation from Figure 9.
From figures 8 and 9, we have argued that the tree-based control method performs at
Page 32 of 43
-100
-50
0
50
100
Ma
r 20
16
Jun
 20
16
Sep
 20
16
Dec
 20
16
Ma
r 20
17
Jun
 20
17
Sep
 20
17
Dec
 20
17
Ma
r 20
18
Jun
 20
18
Sep
 20
18
dates
nu
mb
er 
of 
co
nfl
ict
s
(a) Estimation by tree-based controls
-100
-50
0
50
100
Ma
r 20
16
Jun
 20
16
Sep
 20
16
Dec
 20
16
Ma
r 20
17
Jun
 20
17
Sep
 20
17
Dec
 20
17
Ma
r 20
18
Jun
 20
18
Sep
 20
18
dates
nu
mb
er 
of 
co
nfl
ict
s
(b) Estimation by synthetic controls
-100
-50
0
50
100
Ma
r 20
16
Jun
 20
16
Sep
 20
16
Dec
 20
16
Ma
r 20
17
Jun
 20
17
Sep
 20
17
Dec
 20
17
Ma
r 20
18
Jun
 20
18
Sep
 20
18
dates
nu
mb
er 
of 
co
nfl
ict
s
(c) Estimation by elastic net
-100
-50
0
50
100
Ma
r 20
16
Jun
 20
16
Sep
 20
16
Dec
 20
16
Ma
r 20
17
Jun
 20
17
Sep
 20
17
Dec
 20
17
Ma
r 20
18
Jun
 20
18
Sep
 20
18
dates
nu
mb
er 
of 
co
nfl
ict
s
(d) Estimation by matrix completion
Figure 9: Comparison of the four methods showing gaps between the observed and estimated weekly number
of conflicts in Israel and Palestine (blue line). The vertical dashed and dotted lines represent the date when
the movement of the US embassy was announced and the date of the actual movement, respectively. (a)
shows the result of the tree-based controls, (b) for the synthetic controls, (c) for the elastic net, and (d) for
the matrix completion.
least as well as state-of-the-art methods. Supporting this, Table 4 provides the various
measures that follow from the figures. In particular, we compute the RMSPE and MAE
in the pre-intervention period for all the methods considered. Both measures capture the
ability to approximate the observed weekly level of conflicts in Israel-Palestine. The tree-
based control method outperforms all other methods on these metrics. We also report the
standard deviation of the estimated number of weekly conflicts in the counterfactual Israel-
Palestine absent of the embassy movement. The elastic net estimator is the only comparison
method that delivers higher variation than the tree-based control method. The matrix
completion method delivers almost no variation in the estimates.
Evaluating the degree of overfitting by computing standard errors is somewhat insu -
cient. One final approach to assessing simultaneously the ability of the methods to approx-
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Table 4: Summary of performance measures across models pre-treatment and post-treatment
Pre-intervention Post-intervention
MAE RMSPE Std Ave. gap
tree-based controls 3.99 5.77 4.34 26.12
synthetic controls 9.62 14.73 2.86 25.14
elastic net 7.88 10.67 6.08 31.32
matrix completion 5.53 7.65 1.05 24.80
Note: Summary of measures used to assess the performance of the results obtained for Israel and Palestine.
Measures include mean absolute error and root mean squared prediction error between the observed and
estimated weekly number of conflicts for both the pre- and post-intervention period. We also include the
estimated standard deviation of the estimates and the average gap in the post-intervention period. We
include the measures for the tree-based control methods and the comparison methods.
imate the weekly number of conflicts in Israel-Palestine and the degree of overfitting is to
repeat the analysis but hold out a subsample of the pre-intervention period and compute
the RMSPE and MAE on this subsample. The hold-out sample serves as a test sample, but
in contrast to the post-intervention period, we observe Y N0,t as the intervention has not yet
occurred. This allows us to evaluate the predictive ability. Specifically, we hold out the last
10 % of the observations in the pre-intervention period, resulting in an estimation sample
and a validation sample. Then, we re-run all methods on the estimation sample. For the
methods that require tuning of hyperparameters, namely the tree-based control method, the
elastic net estimator, and the matrix completion method, we further split the estimation
sample using an 80/20 % split as in the original analysis. We use the 20 % to select the
hyperparameters rather than selecting hyperparameters on the full estimation sample. For
the synthetic control method, we use the whole estimation sample to estimate the weights for
each country as it does not require any hyperparameters. Having estimated all parameters,
we apply all the methods on the validation sample for which we know the true outcome and
compute RMSPE and MAE.
Table 5 shows the results of the hold-out sample approach. The elastic net estimator
performs best in terms of both metrics, followed by the tree-based control method, the
synthetic control method, and lastly the matrix completion method. Our suspicion that the
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Table 5: Summary of performance measures in validation sample
RMSPE MAE
tree-based controls 6.60 5.02
synthetic controls 7.72 6.96
elastic net 4.81 4.33
matrix completion 8.95 7.99
Note: Summary of measures used to assess the performance of the results obtained for Israel and Palestine.
Measures include mean absolute error and root mean squared prediction error between the observed and
estimated weekly number of conflicts on a validation sample from the pre-intervention period. We include
the measures for the tree-based control methods and the comparison methods.
matrix completion method overfits as seen in Figure 8 appears to be right. We emphasize
that this is not an objection to the method rather than a result of the structure of the data,
namely T ∫ N . The elastic net estimator performs very well on the validation sample, and
in fact, better than evaluated on the entire pre-intervention period. Normally, we would
take this as a sign of underfitting, but as we run more than 20 di erent specifications of the
elastic net estimator in the pre-intervention period, it is more likely caused by the validation
sample being too small. The tree-based control performs comparably in the validation sample
as in using the entire pre-intervention period, which indicates that neither overfitting nor
underfitting takes place. Being a non-parametric method, however, usually requires more
data and the fact that we only estimate the hyperparameters using roughly 70 % of the
pre-treatment data seems critical in this assessment of the fit. Ideally, we would use a larger
validation sample to compare the methods on validation RSMPE and MAE.
5 Conclusion
The synthetic control method is an e ective method in comparative case studies in which
relatively more time periods than potential control units are available. The main advantage
is the data-driven approach to control unit selection. Since the estimation of the synthetic
controls is performed to maximize the pre-treatment fit to the treated unit, however, the
fit may not carry over into the post-treatment period. In particular, if the outcomes of
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the treated unit are relatively noisy, the synthetic controls will pick up the noise, and the
predictions may be unreliable. The elastic net estimator is an extension that regularizes
the weights on the control units to improve the post-treatment fit. Both methods, however,
impose a linear model that may not be guided theoretically. In addition, if interactions
and higher-order terms of the control units are important to approximate the treated unit
but di cult to anticipate, the estimators may not be optimal. We recast the problem of
estimating a counterfactual state as a prediction problem. Specifically, we provide a data-
driven method that balances bias and variance to achieve post-treatment accuracy and is
able to capture nonlinearities without the researcher specifying them. Our method can be
applied in domains without theoretical guidelines while also being able to recover linear
models. We achieve predictive accuracy because we replace the linear component of the
synthetic controls with a powerful model inspired by machine learning, namely the random
forests model. The ability to capture nonlinearities in a data-driven way is a special feature
of this model. This makes the tree-based control method a powerful yet simple method.
To demonstrate the applicability of the tree-based control method, we evaluate the move-
ment of the US embassy from Tel Aviv to Jerusalem. Specifically, we estimate the weekly
number of conflicts in Israel and Palestine in the counterfactual state of the world absent
of the embassy movement. The estimates cover the period from the announcement of the
movement on December 6, 2017, until November 3, 2018. Comparing the estimates to
the observed numbers, we find that the average number of weekly conflicts in Israel and
Palestine has increased by more than 26 incidents since the movement was announced. By
placebo tests, we show that the estimated e ect of the embassy movement is very unlikely
to be replicated if one were to relabel arbitrarily the treated unit in the data given that the
pre-treatment fit is reasonable. To formally justify our results, we apply exact and robust
conformal inference tests and find statistical significance at 1 % significance level. We further
compare the tree-based control method to state-of-the-art methods and conclude both that
our method performs at least on par with the best of the comparison methods and that all
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comparison methods agree on the magnitude of the e ect.
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Appendices
A Common trends in the Middle East
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(a) Conflict trends in Bahrain
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(b) Conflict trends in Iran
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(c) Conflict trends in Iraq
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(d) Conflict trends in Jordan
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(e) Conflict trends in Kuwait
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Lebanon Rest of the Middle East
(f) Conflict trends in Lebanon
Figure 10: Weekly number of conflicts in each of the control countries in the Middle East together with
Iran (blue line) in addition to the average of the control countries in the Middle East (red line). The vertical
dashed and dotted lines represent the date when the movement of the US embassy was announced and the
date of the actual movement, respectively.
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(g) Conflict trends in Oman
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(h) Conflict trends in Qatar
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(i) Conflict trends in Saudi Arabia
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(j) Conflict trends in Turkey
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(k) Conflict trends in UAE
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Yemen Rest of the Middle East
(l) Conflict trends in Yemen
Figure 10: Weekly number of conflicts in each of the control countries in the Middle East together with
Iran (blue line) in addition to the average of the control countries in the Middle East (red line). The vertical
dashed and dotted lines represent the date when the movement of the US embassy was announced and the
date of the actual movement, respectively.
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