Evolution of a software system is a natural process. In many systems evolution occurs during the working phase of their lifecycles. Such systems need to be designed to evolve, i.e., adaptable. Semantically adaptable systems are of particular interest to industry as such systems adapt themselves to environmental change with little or no intervention from their developers. Research in embedded systems is now becoming widespread but developing semantically adaptable embedded systems presents challenges of its own. Embedded systems usually have a restricted hardware configuration, hence techniques developed for other types of systems cannot be directly applied to embedded systems. This paper briefly presents the work done in semantic adaptation of embedded systems, using remotely controlled embedded systems as an application. In this domain, an embedded system is connected to an external controller via a communication link such as ethernet, serial, radio frequency, etc., and receives commands from, and sends responses to, the external controller. Techniques for semantic evolution in this application domain give a glimpse of the complexity involved in tackling the problem of semantic evolution in embedded systems. The techniques developed in this paper were validated by applying them in a real embedded system -a test instrument used for testing cell phones.
Introduction
Evolution of a software system is a natural process. In many systems, evolution takes place during the maintenance phase of their lifecycles. Those systems that have reached their limit in evolution have usually reached their end of useful life and may need replacement. Their life expectancy can be made greater if evolution occurs during the working phase of their lifecycles. Such systems need to be designed to evolve, i.e., adaptable.
Research in embedded systems is now becoming widespread [1] but developing semantically adaptable embedded systems presents challenges of its own. Embedded systems are usually hardware-constrained systems running dedicated software. For this reason, techniques for dealing with evolution that are developed for non-embedded systems [3] cannot be directly applied to embedded systems. For example, maintaining component libraries is usually ruled-out since embedded systems by and large do not have enough memory for storing the libraries.
In this paper, we present the techniques we developed for semantic evolution of embedded systems. For the purpose of illustration, we consider, as in Figure 1 , the domain of remotely controlled embedded systems (RCES). The embedded system (ES) receives commands from, and responds to, an external controller (EC). The communication link between ES and EC could be any physical medium -ethernet, serial, radio frequency, etc.
The key advantage of this domain lies in simplicity. This domain lets scripts be executed automatically on EC, and ES will execute all the commands of the scripts. This means of control by the remote controller also has other advantages [2, 8] .
The different techniques that we develop for tackling this problem of semantic evolution in embedded systems will lead to different architectural solutions for the problem. Software architecture consists of among other things, components, connections and constraints [4] . Thus architecture can be adaptable along any one, or more, of these basic constituents. In this paper, we will develop different techniques for semantic adaptation and discuss the effect of these techniques on one constituent of software architecture, viz., the component (considerations on other constituents can be found in [9] ). All the architectures developed in this paper will be in a layered style with indicating message passing between the layers.
Once software architectures have been developed, then comes the problem of finding the most efficient technique(s). We use the NFR Framework [5, 6] , where NFR stands for non-functional requirements, for developing and comparing the various architectures. Using this framework, we determine the relative effectiveness of the different techniques. Section 2 develops the concepts for semantic evolution. Section 3 discusses the application of the NFR Framework to this problem. Section 4 discusses the techniques for semantic evolution in the embedded system taken up for case study -the RCES. Section 5 discusses the results of validation of the different techniques, and Section 6 gives the conclusion.
Semantic evolution
Semantic evolution is a form of adaptation. Before we develop concepts for semantic evolution, we give a set of basic definitions for adaptation.
Adaptation definition
Adaptation of a software system (S) is caused by change (δ E ) from an old environment (E) to a new environment (E'), and results in a new system (S') that ideally meets the needs of its new environment (E').
Adaptation involves three tasks:
1. ability to recognize δ E . 2. ability to determine the change δ S to be made to the system S according to δ E . 3. ability to effect the change in order to generate the new system S'.
Adaptability then refers to the ability of the system to make adaptation.
Semantic evolution
System S evolves semantically when the evolved system S' responds differently to the same input or accepts a different set of inputs.
In this application domain, the inputs are the commands sent to the ES by EC and the responses are those strings received by EC from ES.
The NFR Framework
The NFR Framework [5, 6] 
Evaluation and Selection.
In the NFR Framework, each NFR is called an NFR softgoal (depicted by a cloud), while each design component is called a design softgoal (depicted by a dark cloud). The graph that the NFR Framework creates by the application of the five steps above is called the softgoal interdependency graph or SIG.
Each softgoal has a name following the convention
where Type is a non-functional aspect (e.g., adaptability) and Topic is a system to which the Type applies (e.g., RCES), and the refinement can take place along the Type or the Topic.
We used a specific decomposition of the NFR adaptability for RCES, and evaluated the architectural alternatives against this decomposition. For each architecture a SIG was developed. In a SIG, critical softgoals are indicated by "!", a single arc stands for AND contribution, while a double arc stands for OR contribution. The NFR Framework uses the concept of satisficing, which means satisfying within limits and not in an absolute sense. There are four intensities of satisficing: ++ or strongly positive satisficing, + or positive satisficing, -or negative satisficing, and --or strongly negative satisficing.
Techniques for semantic evolution
We have identified the following techniques for semantic adaptation in embedded systems: 
Rework, reload and reboot (3Rs) technique
This is the technique that is currently widely used (see Figure 2 ). In this technique, for any change in environment, a new system that works in the new environment is developed (either from scratch or as a modification of the existing system -the rework phase) and is executed in the embedded system's hardware (reload and reboot phase). This technique is efficient but very slow in terms of time for adaptation.
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Stored data technique
In this technique, the data for possible adaptations are stored in ES in the beginning. At run-time, a state machine keeps track of current state of the system. Consider, for example, a cell phone measuring instrument that could generate output signals (this is different from outputs sent to EC) for two different cell phone systems, say GSM and CDMA, in response to command "MAKE CALL" depending on the current state of the instrument.
The architecture for a system using this technique is given in Figure 3 . The State Machine component controls the state that the system is in (the system can be in one of the pre-defined states 1,2,…,n). The response from the system also takes place via the State Machine component.
Rule-based approach
Just about any software system follows a set of rules [7] . A system could adapt semantically by modification of one or more rules. Figure 4 shows some examples of the rule-based approach. 
Run-time module generation
This is a very powerful technique that allows new modules to be generated at run-time to enable the system to adapt to the change in environment. The generic architecture for this technique is given in Figure 6 . Here the Module Generator is called to create the Generated Module in response to an external command. The predetermined external commands also give the limit to which new modules can be generated.
Validation of the techniques
Validation approach
The various techniques for semantic evolution mentioned in Section 4 were implemented in a test instrument that runs on a Motorola 68K processor, and has for external communication a IEEE488 port (this interface permits accurate timing measurements to be made). In order to make the differences between the techniques clear, all the techniques were implemented for a pre-defined environment change. This also let the times for adaptation indicate the relative speeds of adaptation for the different techniques.
Details of implementation can be seen from [9] .
SIG-based comparison of the techniques
In this section we perform the last phase of the NFR Framework -that of evaluation and selection of architectures. The SIG for each technique was drawn. Figure 7 gives the combined SIG (partially drawn in the interests of clarity) for all the techniques put together. An architecture having the maximum positively satisficing lines emanating from it is the better one; however, there is a rider to this rule -the lines should also connect to the most number of the softgoals determined to be critical. Thus by the NFR Framework it should be concluded that the Stored Data Technique is more appropriate with respect to the softgoal decomposition used.
Conclusion
In this paper we have attempted to address the important problem of semantic adaptation (or evolution) in embedded systems. This paper is among the first investigations into adaptability in embedded systems on an architectural basis. We developed different techniques for semantic evolution in embedded systems in the domain of remotely controlled embedded systems, which we took upon as a case study and for each There are several areas for further research. More work needs to be done to find better techniques suited for embedded systems. Extension of concepts like just-intime compilation to embedded systems will have to be considered. We understand that the techniques discussed in this paper are only a beginning to achieving the goal of fully automatic semantic adaptation in embedded systems. 
