Existence of invariant volumes in nonholonomic systems by Clark, William & Bloch, Anthony
EXISTENCE OF INVARIANT VOLUMES IN NONHOLONOMIC
SYSTEMS
William Clark∗
Department of Mathematics, Cornell University
301 Tower Rd, Ithaca, NY, USA
Anthony Bloch
Department of Mathematics, University of Michigan
530 Church Street, Ann Arbor, MI, USA
Abstract. We derive sufficient conditions for a nonholonomic system to pre-
serve a smooth volume form; these conditions become necessary when the den-
sity is assumed to only depend on the configuration variables. Moreover, this
result can be extended to geodesic flows for arbitrary metric connections and
the sufficient condition manifests as integrability of the torsion. As a conse-
quence, volume-preservation of a nonholonomic system is closely related to the
torsion of the nonholonomic connection. This result is applied to the Suslov
problem for left-invariant systems on Lie groups (where the underlying space
is Poisson rather than symplectic).
1. Introduction. This work is motivated by Liouville’s theorem which asserts that
all (unconstrained) Hamiltonian systems preserve the symplectic form (and, conse-
quently, the induced volume form). However, nonholonomic systems are not sym-
plectic (which follows from the fact that nonholonomic systems are not variational).
As such, the question of volume-preservation becomes nontrivial. A famous example
of this is the Chaplygin sleigh; this system, although energy-preserving, experiences
“dissipation” (cf. [31] for a general discussion on stability of nonholonomic systems
or [25] for an interpretation via impact systems).
The purpose of this work is to construct a systematic way to determine whether
or not a nonholonomic system preserves volume. In particular, we present necessary
and sufficient conditions on when there exists an invariant volume form with density
depending only on the configuration variables, i.e. f = pi∗Qg : T
∗Q → R where
g : Q→ R and piQ : T ∗Q→ Q is the standard cotangent projection.
Theorem 1.1 (Main Result). Let L : TQ → R be a natural Lagrangian (i.e.
the kinetic energy is induced by a Riemannian metric) and D ⊂ TQ be a regular
distribution (each fiber has constant dimension). Then, there exists an invariant
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2 WILLIAM CLARK AND ANTHONY BLOCH
volume with density depending only on the configuration variables if and only if
there exists ρ ∈ Γ(D0) such that ϑC + ρ is exact where
ϑC = mαβ · LWαηβ .
Here, D0 ⊂ T ∗Q is the annihilator of D ⊂ TQ, {ηβ} is a frame for D0, Wα =
FL−1(ηα) are dual vector fields, and mαβ = ηα(W β).
In particular, suppose that ϑC + ρ = dg. Then the following volume form is
preserved:
exp
(
pi∗Qg
) · µC ,
where µC is the nonholonomic volume form (cf. Definition 4.1)
Preliminaries on nonholonomic systems are presented in Section 2. Section 3
presents the construction of the “global nonholonomic vector fields” which allow
us to work on the whole manifold T ∗Q and restrict to the constraint distribution
after the calculations are performed. The divergence calculation for a nonholonomic
system is performed in Section 4. The main result, Theorem 1.1, is proved in Section
5 (cf. Theorem 5.3). Section 6 shows that this 1-form, ϑC is intimately connected to
the torsion of the nonholonomic connection, which seems to be a new observation.
Section 7 shows how this result is applicable to the Suslov problem and to the
problem of invariant volumes on Poisson manifolds. This paper concludes with
examples in Section 8.8.
This paper is a continuation of the work done in [6] and, as such, many of the
results below can be found there.
Related results can be found in [8], cf. Theorem 4.2 therein. However, there
exists a few key differences. Firstly, [8] constructs an almost-Poisson structure on
D∗ = FL(D) ⊂ T ∗Q and studies its modular class. This differs from our treatment
as we define a global nonholonomic vector field on the whole of T ∗Q and restrict to
D∗ at the end. This has the advantage of avoiding local coordinates and allowing
greater freedom in choosing how to express the constraints. Additionally, [8] requires
Q to be orientable while we make no such assumption; cf. §8.8 where we consider
the case where Q is the Mo¨bius strip.
2. Preliminaries.
2.1. Unconstrained Mechanics. We will first briefly cover the case of uncon-
strained mechanical systems before discussing nonholonomic systems. A smooth
(finite-dimensional) manifold Q is called the configuration space, the tangent bun-
dle TQ is called the state space, and the cotangent bundle T ∗Q is called the phase
space.
2.1.1. Lagrangian Systems. Lagrangian systems take place on the state space and
are given by a smooth Lagrangian function, L : TQ → R. A Lagrangian func-
tion generates dynamics on TQ via Hamilton’s principle which leads to the Euler-
Lagrange equations.
Proposition 1. Hamilton’s principle is equivalent to the condition that the curve
q(t) satisfies the Euler-Lagrange equations
d
dt
∂L
∂q˙
− ∂L
∂q
= 0. (1)
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2.1.2. Hamiltonian Systems. Contrary to Lagrangian systems, Hamiltonian systems
take place on the phase space T ∗Q. Given a Lagrangian, there is an identification
between TQ and T ∗Q called the fiber derivative.
FL : TQ→ T ∗Q
FL(v)(w) :=
d
dt
∣∣∣∣
t=0
L(q, v + tw).
Definition 2.1. A Lagrangian, L : TQ→ R, is hyperregular if the fiber derivative
is a global diffeomorphism between TQ and T ∗Q. Furthermore, a Lagrangian is
natural is it has the form
L(q, v) =
1
2
gq(v, v)− V (q)
where g is a Riemannian metric on Q and V : Q → R is a smooth function called
the potential.
For the most part, we will be dealing with natural Lagrangians (which are hy-
perregular) and the fiber derivative in this case takes the form
FL(v)(w) = g(v, w).
For a given (hyperregular) Lagrangian, we define the Hamiltonian H : T ∗Q → R
via the Legendre transform:
H(q, p) = 〈p, v〉 − L(q, v), p = FL(v).
While L generates dynamics on TQ variationally, H generates dynamics on T ∗Q
symplectically.
Definition 2.2. A symplectic form is a closed, nondegenerate 2-form. A pair (M,ω)
where ω is a symplectic form on the manifold M is called a symplectic manifold. A
vector field, XH , on M is called Hamiltonian if
iXHω = dH, (2)
for some energy H : M → R. Here, iXω = ω(X, ·) is the contraction.
We can construct Hamiltonian vector fields on T ∗Q via the natural symplectic
form ω = dqi ∧ dpi ∈ Ω2(T ∗Q). With this symplectic form, the Lagrangian and
Hamiltonian formulations are equivalent.
Proposition 2 (cf. Theorem 3.6.2 in [1]). Let L be a natural Lagrangian on Q
and H its Legendre transform. Then the integral curves of (1) are mapped to the
integral curves of (2) under FL. Furthermore, both systems have the same base
integral curves.
Given a symplectic form ω, the n-fold wedge product ωn is a volume form. An
important feature of Hamiltonian systems is that they are always volume-preserving.
Theorem 2.3 (Liouville’s theorem). Hamiltonian dynamics preserve the symplectic
form and, additionally, preserve the volume form ωn.
Proof. This follows immediately from Cartan’s magic formula:
LXHω = diXHω + iXHdω.
The first term vanishes as diXHω = ddH and the second vanishes as ω is closed.
The main goal of this work is to extend Liouville’s theorem to nonholonomic
systems.
4 WILLIAM CLARK AND ANTHONY BLOCH
2.2. Constraint Distributions. Suppose that a Lagrangian system L : TQ→ R
is subject to certain constraints, i.e. a figure skater who cannot slide perpendicular
to the direction of her skate. Constraints involving the velocities of the system
are known as nonholonomic constraints (holonomic constraints involve only the
positions; this distinction will be made precise below). Everything below that holds
true for nonholonomic constraints also works for holonomic constraints, so we will
treat everything as nonholonomic and not worry about the distinction. For the
most part, we will assume that the constraints are linear in the velocities.
Nonholonomic constraints are normally described as specifying a submanifold
D ⊂ TQ that describes the restricted motion. When the constraints are linear in
the velocities, the submanifold D is a distribution.
Definition 2.4. A smooth distribution on a manifold Q is the assignment to each
x ∈ Q of a subspace Dx ⊂ TxQ, i.e. D ⊂ TQ is a vector sub-bundle. A distribution
D is involutive if for any two vector fields X,Y on M with values in D, [X,Y ] also
has values in D. A distribution D is regular if dim(Dx) is the same for every x ∈M .
Theorem 2.5 (Frobenius’ Theorem). D is involutive if and only if there is a foli-
ation on Q whose tangent bundle equals D.
If D is involutive, it is said to be integrable and the constraints are called holo-
nomic. When D is not involutive, it is nonintegrable and the constraints are non-
holonomic.
Constraint distributions are usually described by a family of 1-forms ηα.
D =
m⋂
α=1
ker ηα, ηα ∈ Ω1(Q).
In this situation, the distribution is integrable if the 1-forms ηα can be chosen such
that they are all closed: dηα = 0.
2.3. Hamiltonian Nonholonomic Systems. It is important to note that non-
holonomic systems are not described by variational principles (on the Lagrangian
side) nor are they symplectic (on the Hamiltonian side). Rather than obeying
Hamilton’s principle, nonholonomic systems follow the Lagrange-d’Alembert prin-
ciple. In the Hamiltonian setting, this manifests as (see [16, 22] and §5.8 in [3]):
iXDHω = dH + λαpi
∗
Qη
α, (3)
where piQ : T
∗Q → Q is the cotangent projection and the λα are multipliers to
enforce the constraints.
Let g be the Riemannian metric underlying the natural Hamiltonian, H (a Hamil-
tonian is natural if it comes from a natural Lagrangian). For each constraining
1-form ηα, let Wα ∈ X(Q) be the vector field such that g(Wα, ·) = ηα (equiva-
lently, Wα = FL−1ηα). The constraint distribution D ⊂ TQ on the cotangent side
becomes
D∗ = FL(D) = {(x, p) ∈ T ∗Q : P (Wα)(x, p) = 0} .
The function P (W ) : T ∗Q→ R is the momentum of the vector field W given by
P (W )(q, p) = 〈p,W (q)〉.
The multipliers λα in (3) are chosen such that X
D
H is tangent to D∗ ⊂ T ∗Q.
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3. Global Nonholonomic Vector Fields. Given a constraint distribution, D∗ ⊂
T ∗Q, we can determine the nonholonomic vector field XDH ∈ X(D∗) via (3). Com-
monly local, noncanonical, coordinates are chosen for D∗ (cf. §5.8 in [3] and [26]).
However, we will instead work with the entire manifold T ∗Q and define a global
vector field XglobalH ∈ X(T ∗Q) such that XglobalH |D∗ = XDH . This section outlines an
intrinsic (albeit non-unique) way to determine such a vector field.
Definition 3.1. For a given constraint submanifold D∗ ⊂ T ∗Q (D∗ need not be
a distribution), a realization of D∗ is an ordered collection of functions C := {gi :
T ∗Q→ R} such that zero is a regular value of G = g1 × . . .× gm and
D∗ =
⋂
i
g−1i (0).
If the functions gi are given by momenta, i.e. gi = P (X
i), then the realization is
called natural.
Remark 1. Under the case where the Lagrangian is natural (which provides a
Riemannian metric on Q) and the constraint submanifold is a distribution, we can
choose the realization to be natural:
C = {P (W 1), . . . , P (Wm)},
where W i = FL−1ηi = (ηi)].
By replacing D∗ with a realization C , we can extend the nonholonomic vector
field to a vector field on T ∗Q that preserves the constraining functions gi. Recall
that the form of the nonholonomic vector field is iXDHω = dH + λαpi
∗
Qη
α. We
construct the global nonholonomic vector field, ΞCH , by requiring that:
(NH.1) iΞCHω = dH + λαpi
∗
Qη
α for smooth functions λα : T
∗Q→ R, and
(NH.2) LΞCHgi = 0 for all gi ∈ C .
Under reasonable compatibility assumptions on C (cf. §3.4.1 in [23]), such a vector
field exists and is unique. However, given two different realizations, C and C ′,
of the same constraint distribution D∗, it is not generally true that ΞCH = ΞC
′
H ,
however ΞCH |D∗ = ΞC
′
H |D∗ . When both the Hamiltonian and realization are natural,
the global field can be explicitly computed via the constraint mass matrix defined
below.
Remark 2. The constraint manifold is given by the joint zero level-sets of the gi
while the realization provides additional irrelevant information off of the constraint
manifold. This is why ΞCH 6= ΞC
′
H but they agree once restricted.
Definition 3.2. For a natural realization C = {P (W 1), . . . , P (Wm)} and natural
Hamiltonian (so (Q, g) is Riemannian), the constraint mass matrix,
(
mαβ
)
, is given
by orthogonally pairing the constraints, i.e.
mαβ = g(Wα,W β) = ηα(W β).
Additionally, its inverse will be denoted by (mαβ) =
(
mαβ
)−1
.
Lemma 3.3. The constraint mass matrix is symmetric and positive-definite so long
as all the constraints are linearly independent.
Proof. This follows from the fact that (mαβ) is a Gram matrix for a nondegenerate
inner product.
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We can now write down a formula for ΞCH . Using (NH.1) and (NH.2), we get
that (where {·, ·} is the standard Poisson bracket)
LΞCHP (W
β) = iX
P (Wβ)
ω(ΞCH)
= −iΞCHω(XP (Wβ))
= −dH(XP (Wβ))− λαpi∗Qηα(XP (Wβ))
= {P (W β), H} − λαηα(W β) = 0
=⇒ {P (W β), H} = mαβλα.
Due to the constraint mass matrix being nondegenerate, the multipliers have a
unique solution and the global nonholonomic vector field is given by
iΞCHω = dH −mαβ {H,P (W
α)}pi∗Qηβ (4)
Remark 3. The global nonholonomic vector field given by (4) can be extended to
the case of nonlinear constraints via Chetaev’s rule (which is not necessarily the
correct procedure, cf. [19] for a discussion), which will give equivalent results to
those in [17] where the “almost-tangent” structure of the tangent bundle is utilized.
For Lagrangian systems, Chetaev’s rule states that if we have a nonlinear constraint
f(q, q˙) = 0, then the constraint force takes the following form:
d
dt
(
∂L
∂q˙
)
− ∂L
∂q
= λ · ∂f
∂q˙
= λ · S∗df,
and S : T (TQ) → T (TQ) is its almost-tangent structure. However as we are
instead on the cotangent bundle, the object we will use will be the related to the
almost-tangent structure through the fiber derivative,
C : T (T ∗Q)→ T (T ∗Q)
C∗ (αidxi + βjdpj) = gijβjdxi.
For a constraint realization C =
{
g1, . . . , gm
}
, the nonholonomic vector field is
given by
iΞCHω = dH −mαβ {H, g
α} C∗dgβ ,
where the multipliers are given by mαβ = C∗dgβ (Xgα).
Definition 3.4. The 1-form given by
νCH := dH −mαβ {H,P (Wα)}pi∗Qηβ ,
is called the nonholonomic 1-form with respect to the realization C .
Proposition 3. Given two different natural realizations, C and C ′, the global non-
holonomic vector fields given by (4) agree on D∗.
Proof. Suppose that there is only a single constraint and C = {P (W )} and C ′ =
{fP (W )} for some smooth f . By Leibniz’s rule,
iΞC′H
ω = dH +
1
f2g(W,W )
{fP (W ), H} fpi∗Qη
= dH +
1
f2g(W,W )
[f {P (W ), H}+ P (W ) {f,H}] fpi∗Qη
= dH +
1
g(W,W )
{P (W ), H}pi∗Qη +
P (W )
fg(W,W )
{f,H}pi∗Qη.
NONHOLONOMIC VOLUME 7
Therefore, we have
iΞC′H
ω − iΞCHω =
P (W )
fg(W,W )
{f,H}pi∗Qη,
which vanishes on D∗. A similar argument works for multiple constraints.
Throughout the rest of this work, we will assume that C is a natural realization.
This, in turn, requires that the constraints are linear in the velocities / momenta.
4. Nonholonomic Volume. An invariant measure is a powerful tool for under-
standing the asymptotic nature of a dynamical system. In the case of nonholonomic
systems, a smooth invariant measure offers two key insights. The first is the usual
case in dynamical systems where an invariant measure allows for the use of the
Birkhoff Ergodic Theorem (cf. e.g. 4.1.2 in [13]) as well as for recurrence. The
other is unique to nonholonomic systems; even though nonholonomic systems are
not Hamiltonian, “nonholonomic systems which do preserve volume are in a quan-
tifiable sense closer to Hamiltonian systems than their volume changing counter-
parts,” [9] (see also [2] and [5]). Therefore, being able to find an invariant measure
for a nonholonomic system allows for ergodic-like understanding of its asymptotic
behavior as well as provide a way to “Hamiltonize” a nonholonomic system.
There has already been work done in finding invariant measures in systems where
symmetries are present: Chaplygin systems are studied in, e.g. [11, 14, 23, 24],
Euler-Poincare´-Suslov systems are studied in, e.g. [3, 12], systems with internal
degrees of freedom are studied in, e.g. [3, 4, 30], and [8] studies the case of symmetric
kinetic systems where the dimension assumption does not hold. Related work on
asympotic dynamics may be found in [29]. This work, rather, uses an all-together
different approach where no symmetries will be used. Additionally, in §5.2, we
provide necessary and sufficient conditions for when an invariant measure exists
whose density depends only on the base variables, i.e. f = pi∗Qg for some g ∈ C∞(Q).
4.1. Nonholonomic Volume form. The symplectic manifold T ∗Q has a canoni-
cal volume form ωn. However, the nonholonomic flow takes place on a submanifold
D∗ ⊂ T ∗Q which is 2n−m dimensional. Therefore, ωn is not a volume form on D∗.
Here, we construct a volume form on D∗ which is unique up to the choice of realiza-
tion. The derivation of this will be similar to the construction of the volume form
on an energy surface in §3.4 of [1]. For the realization C = {P (W 1), . . . , P (Wm)},
define the m-form
σC := dP (W
1) ∧ . . . ∧ dP (Wm).
Definition 4.1. If we denote the inclusion map by ι : D∗ ↪→ T ∗Q, then a nonholo-
nomic volume, µC , is given by
µC = ι
∗ε, σC ∧ ε = ωn.
Proposition 4. Given an ordered collection of constraints, C , the induced volume
form µC is unique.
Proof. Suppose that ε and ε′ are two forms satisfying σC ∧ ε = ωn. Then
ε− ε′ = α, σC ∧ α = 0.
Now let ι : D∗ ↪→ T ∗Q be the inclusion. Then from the above, we see that
ι∗ε = ι∗ε′ + ι∗α.
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The result will follow so long as ι∗α = 0. Suppose that ι∗α 6= 0 and choose vectors
v1, . . . , v2n−m ∈ TxD∗ ⊂ TxT ∗Q such that α(v1, . . . , v2n−m) 6= 0. Complete this
collection of vectors to a basis of TxT
∗Q: v1, . . . , v2n−m, v2n−m+1, . . . , v2n such that
σC (v
2n−m+1, . . . , v2n) 6= 0. Then we have
σC ∧ α
(
v1, . . . , v2n
)
= (−1)(2n−m)mα(v1, . . . , v2n−m) · σC (v2n−m+1, . . . , v2n) 6= 0,
which is a contradiction.
Remark 4. Notice that for an ordered collection of constraints the volume form
is unique. However, changing the order of the constraints changes the sign of the
induced volume form and rescaling constraints rescales the volume form. In this
sense, C uniquely determines µC , but D∗ only determines µC up to a multiple.
While examining the failure of Liouville’s theorem (Theorem 2.3) for nonholo-
nomic systems, we will see when µC is preserved under the flow of X
D
H . More
generally, we will consider the existence of a smooth density f ∈ C∞(D∗) when
fµC is preserved.
4.2. Divergence. Let ω = dqi ∧ dpi be the standard symplectic form on T ∗Q.
This in turn induces a volume form ωn. It is a known result that Hamiltonian flows
preserve this measure, however, nonholonomic flows generally do not. A measure
of how much a flow fails to preserve a volume form is described by its divergence.
Below, we first discuss some basics of the divergence before applying it to nonholo-
nomic systems.
4.2.1. Divergence Preliminaries. To understand volume preservation, we will use
the notion of the divergence of a vector field (cf. §2.5 of [1] or §5.1 in [13]).
Definition 4.2. Let M be an orientable manifold with volume form Ω and X
a vector field on M . Then the unique function divΩ(X) ∈ C∞(M) such that
LXΩ = divΩ(X)Ω is called the divergence of X. The vector field X is called
incompressible iff divΩ(X) = 0.
This definition of divergence generalizes the familiar one from multivariate cal-
culus in which M = Rn and Ω = dx1 ∧ . . . ∧ dxn. Indeed,
LXΩ = diXΩ = d
[
n∑
i=1
(−1)i−1Xi · dx1 ∧ . . . ∧ dxi−1 ∧ dxi+1 ∧ . . . ∧ dxn
]
=
[
n∑
i=1
∂Xi
∂xi
]
· Ω.
Studying the divergence is a useful test to check volume preservation via the
following proposition.
Proposition 5 (2.5.25 in [1]). Let M be a manifold with volume Ω and vector field
X. Then X is incompressible iff every flow box of X is volume preserving.
Liouville’s theorem in this language states that for an unconstrained Hamiltonian
system, divωn(XH) = 0. That is, Hamiltonian systems preserve the volume induced
by the symplectic form. This is, in general, not the case for nonholonomic systems.
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4.2.2. Divergence of a nonholonomic system. We now proceed with computing the
divergence of a nonholonomic vector field, divµC (X
D
H ). When this is nonzero, we
will be interested in finding a density, f , such that divfµC (X
D
H ) = 0. This problem
will be addressed in §5.
Before we begin with the divergence calculation, we first present a helpful lemma
which allows us to relate the divergence of the global nonholonomic vector field with
the corresponding restricted vector field.
Lemma 4.3. If C is a (natural) realization of a constraint D∗ ⊂ T ∗Q, then
divωn
(
ΞCH
)∣∣
D∗ = divµC
(
XDH
)
.
Proof. Leibniz’s rule for the Lie derivative provides
LΞCHω
n = LΞCH (σC ∧ ε)
=
(
LΞCHσC
)
∧ ε+ σC ∧
(
LΞCHε
)
.
However, LΞCHσC = 0 because the constraints are preserved under the flow. Apply-
ing this, we see that
LΞCHω
n = σC ∧
(
LΞCHε
)
,
which gives (
divωn
(
ΞCH
))
σC ∧ ε = σC ∧
(
LΞCHε
)
.
Due to the fact that the Lie derivative commutes with restriction, the result follows.
This lemma allows for us to calculate the divergence of the global nonholonomic
vector field and to restrict to the constraint distribution afterwards.
Before we compute the divergence of arbitrary nonholonomic systems, we first
consider the simplified case where there is only a single constraint present, i.e.
C = {P (W )}. Here, we make the normalization η(W ) = 1 to simplify equation (4).
The divergence of XDH is given by
LXDHµC = divµC (X
D
H )µC .
In order to compute this, we will invoke Cartan’s magic formula as well as Lemma
4.3 (restricting to D∗ will occur at the end):
LΞCH (ω
n) = iΞCHdω
n + diΞCHω
n
= n · d
(
iΞCHω ∧ ω
n−1
)
= n · d
(
iΞCHω
)
∧ ωn−1 − n ·
(
iΞCHω
)
∧ dωn−1
= n ·
(
diΞCHω
)
∧ ωn−1.
The problem of computing the divergence collapses to calculating diΞCHω (which
captures how “non-symplectic” the flow is). Let N be difference between the non-
holonomic and Hamiltonian vector fields:
N = {H,P (W )} ηk ∂
∂pk
.
Then, from Hamilton’s equations, we obtain
iΞCHω = dH + iNω.
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Returning to the divergence calculation, diΞCHω = diNω where iNω = −ηi {H,P (W )} dqi.
Applying the exterior derivative yields:
diNω =
[
− ∂ηi
∂qk
{H,P (W )} − ηi ∂
∂qk
{H,P (W )}
]
dqk ∧ dqi
− ηi ∂
∂p`
{H,P (W )} dp` ∧ dqi
Notice that when we wedge diNω with ω
n−1, the entire first line vanishes and only
the diagonal on the second survives. Combining everything, we see that
divµC
(
XDH
)
= n · ηi ∂
∂pi
{H,P (W )} . (5)
The exact same procedure can be carried out when there are an arbitrary number
of constraints. The divergence is then simply
divµC
(
XDH
)
= n ·mαβ · ηαk
∂
∂pk
{
H,P (W β)
}
. (6)
4.2.3. An intrinsic form of the divergence. This section concludes with an intrinsic
way to interpret (5) and (6). Recall the cotangent projection piQ : T
∗Q → Q and
the fact that
dpiQ ·Xf = ∂f
∂pi
∂
∂qi
.
The divergence formula (5) becomes:
divµC (X
D
H ) = n · pi∗Qη
(
X{H,P (W )}
)
= −n · pi∗Qη
([
XH , XP (W )
])
.
(7)
This can also be carried over to the multiple constraint case.
divµC (X
D
H ) = −n ·mαβ · pi∗Qηα
([
XH , XP (Wβ)
])
. (8)
The formulas (7) and (8) have a structure similar to the curvature of an Ehres-
mann connection. This is because these formulas have the structure of a projection
composed with a vector field bracket. The main difference is that while the curvature
of an Ehresmann connection is vertical-valued, these formulas are real-valued. It
turns out that the divergence is closely related to the torsion of the nonholonomic
connection as will be discussed in §6.
Remark 5. In the same way that the nonholonomic 1-form can be extended to
the case of nonlinear constraints via Chetaev’s rule, see Remark 3, the divergence
described above by (8) can also be extended to the case of nonlinear constraints.
The divergence is given by
divµC (X
D
H ) = −n ·mαβ · C∗dgα
([
XH , Xgβ
])
.
5. Invariant Volumes and the Cohomology Equation. In general, the diver-
gence of a nonholonomic system does not vanish as (8) shows. When does there
exist a different volume form on D∗ that is invariant under the flow? i.e. does
there exist a density f > 0 such that divfµC (X
D
H ) = 0? Finding such an f requires
solving a certain type of partial differential equation which is known as the smooth
dynamical cohomology equation. Solving this PDE is generally quite difficult, but
if we add the assumption that f = pi∗Qg for some g : Q → R, then the problem
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becomes much more tractable and reduces to studying a 1-form called the density
form.
5.1. The Cohomology Equation. What conditions need to be met for f such
that fµC is an invariant volume form? Using the formula for the divergence as well
as the fact that the Lie derivative is a derivation yields:
divfµC
(
XDH
)
= divµC
(
XDH
)
+
1
f
LXDH (f).
Therefore the density, f , yields an invariant measure if and only if
1
f
LXDH (f) = −divµC
(
XDH
)
. (9)
Notice that the left hand side of (9) can be integrated to
1
f
LXDH (f) = d (ln f)
(
XDH
)
.
Calling g = ln f , we have the following proposition.
Proposition 6. For a nonholonomic vector field, XDH , there exists a smooth in-
variant volume, fµC , if there exists an exact 1-form α = dg such that
α
(
XDH
)
= −divµC
(
XDH
)
. (10)
Then the density is (up to a multiplicative constant) f = eg.
Therefore the existence of invariant volumes boils down to finding global solutions
to the PDE (10). The remainder of this section deals with uniqueness of solutions
and a necessary condition for solutions to exist.
Remark 6. PDEs of the form dg(X) = f for a given smooth function f and
vector field X are called cohomology equations [10, 18]. Thus the equation (10) is
a cohomology equation.
5.1.1. Uniqueness. The problem of existence is quite difficult in general and we
postpone that discussion until the next subsection where we assume that the solu-
tion has the form f = pi∗Qg. In the meantime, assuming that there exists a function
g ∈ C∞(D∗) that solves (10), do there exist other solutions? Suppose that g1 and
g2 both solve (10). Then their difference must be a first integral of the system:
LXDH (g1 − g2) = 0. Solutions of (10) are then unique up to constants of motion.
i.e. if g solves (10), then every invariant density has the form (again, up to a
multiplicative constant)
f = exp (g + constant of motion) .
Therefore invariant measures can be thought of as an affine space with dimension
being equal to the number of first integrals of the nonholonomic system.
5.2. Special Case: Densities depending only on configuration. In general,
solving the cohomology equation (10) is quite difficult. It turns out, however, that it
is relatively easy to determine necessary and sufficient conditions on the solvability
when the density is assumed to depend only on the configuration variables.
Definition 5.1. A density f : T ∗Q→ R is said to depend only on configuration if
f = pi∗Qg for some g : Q→ R.
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Under this assumption, (8) can be presented in a surprisingly nice way. In this
case, the divergence can be described by an equivalence class of 1-forms. The density
form, defined below, is a representative element from this class.
Definition 5.2. Let C be a (natural) realization of D∗ ⊂ T ∗Q. Then, define the
density form to be the following 1-form
ϑC = mαβ · LWαηβ .
Studying the 1-form, ϑC , provides necessary and sufficient conditions for the
existence of densities depending only on configuration. Recall that D0 = Ann(D) ⊂
T ∗Q is the annihilator of D ⊂ TQ and Γ(D0) are its sections.
Theorem 5.3. There exists an invariant density depending on configuration if and
only if there exists ρ ∈ Γ(D0) such that ϑC + ρ is exact.
Proof. To show this, we will prove that −n · pi∗QϑC (XDH ) = divµC (XDH ). Recall that
the differential of a 1-form is given by dα(X,Y ) = Xα(Y )−Y α(X)−α([X,Y ]) and
that pi∗Qη
β(XH)|D∗ = 0. Returning to (8), we have
divµC (X
D
H ) = −n ·mαβ · pi∗Qηα
([
XH , XP (Wβ)
])
= −n ·mαβ ·
(
XHm
αβ − pi∗Qdηα(XH , XP (Wβ))
)
= −n ·mαβ ·
(
dmαβ(q˙)− dηα(q˙,W β))
= −n ·mαβ · (diWβηα + iWβdηα) (q˙)
= −n ·mαβ · LWβηα(q˙).
This computation shows that divµC (X
D
H ) = −n · ϑC (q˙), but q˙ cannot be arbitrary
as it must lie within D. Therefore, we can add on an element of D0 to ϑC without
changing its value on q˙: divµC (X
D
H ) = −n · (ϑC + ρ)(q˙) for any ρ ∈ D0. Hence, a
solution exists depending only on configuration if ϑC + ρ can be integrated, i.e. it
is exact.
This theorem allows for a straight-forward algorithm to find invariant volumes
in nonholonomic systems; one only needs to compute the 1-form ϑC and determine
whether or not it can be made exact by appending constraints to it. This procedure
will be carried out on multiple examples in §8.8.
Remark 7. In the pure kinetic energy case discussed in [8], it is proved that
if the system admits an (arbitrary) invariant volume, then one can always find
another invariant volume form whose density function depends only on the (reduced)
configuration variables.
The above shows that exactness of ϑC determines the existence of a density
depending on configuration. How does this depend on the choice of C to realize the
constraints? It turns out the answer is independent of the choice of realization.
Theorem 5.4. Let C and C ′ both be natural realizations of the constraint D∗. If
ϑC+ρ is exact, then there exists ρ
′ such that ϑC ′+ρ′ is too. Moreover, if ϑC+ρ = df
and ϑC ′ + ρ
′ = df ′, then ef · µC = ef ′ · µC ′ , modulo a constant of motion.
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Proof. Suppose, as was in the proof of Proposition 3, that there is a single constraint
such that C = {P (W )} and C ′ = {h · P (W )}. Computing ϑC ′ gives:
ϑC ′ =
1
h2m
LhW (hη)
=
1
h2m
(
h2 · LW η + hm · dh+ h · dh(W )η
)
=
1
m
LW η + 1
h
dh+
dh(W )
hm
η
= ϑC + d [lnh] + α · η.
This shows that ϑC ′ and ϑC differ by something exact and something living in D0.
The component in D0 can be disregarded as it is absorbed into ρ′. Integrating gives
f ′ = f + lnh and it remains to prove that hµC ′ = µC . Recalling Definition 4.1, we
have σC = dP (W ) and σC ′ = P (W )dh+ hdP (W ), so
dP (W ) ∧ ε = (P (W )dh+ hdP (W )) ∧ ε′ = ωn, µC = ι∗ε, µC ′ = ι∗ε′.
Using the fact that P (W ) = 0 under the pullback of ι, this component can be
ignored and we have µC = hµC ′ .
Remark 8. It is only possible for ef · µC and ef ′ · µC ′ to be off by a constant of
motion if there exists an exact form in Γ(D0). This only happens if the constraints
are not completely nonintegrable.
A reason why studying ϑC is insightful is that it immediately demonstrates why
holonomic systems systems are measure-preserving. This can be shown with the
help of a useful lemma.
Lemma 5.5 (1). mαβ · dmαβ = d
[
ln det
(
mαβ
)]
.
Proof. It suffices to check along a curve in the manifold. Let γ : I → Q be a curve
and let A(t) =
(
mαβ
) ◦ γ(t) be the mass matrix along the curve. Note that A(t) is
positive-definite and changes smoothly with t. We have
d
dt
ln detA(t) =
d
dt detA(t)
detA(t)
=
m∑
i=1
detAi(t)
detA(t)
,
where Ai(t) is obtained from A(t) by differentiating the i-th row and leaving all
other rows intact, i.e.
Ai(t) =

a11(t) · · · a1m(t)
...
. . .
...
a(i−1)1(t) · · · a(i−1)m(t)
a′i1(t) · · · a′im(t)
a(i+1)1(t) · · · a(i+1)m(t)
...
. . .
...
am1(t) · · · amm(t)

.
Expanding detAi(t) along the i-th row:
detAi(t) =
m∑
j=1
(−1)i+j−1a′ij(t) detAij(t),
1We thank Dr. Alexander Barvinok for help with this proof.
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where Aij(t) is the (m− 1)× (m− 1) matrix obtained from Ai(t) and hence from
A(t) by crossing out the i-th row and j-th column.
Next, observe that (−1)i+j−1 detAij/detA(t) is the (j, i)-th entry of the inverse
matrix A−1(t) = (bij)(t), and since A(t) is symmetric, is also the (i, j)-th entry of
(bij)(t). Summarizing,
d
dt
ln detA(t) =
m∑
i,j=1
a′ij(t)bij(t).
Proposition 7. If the constraints are holonomic, then there exists a ρ ∈ Γ(D0)
such that ϑC + ρ is exact. In particular, if C is chosen such that all ηα are closed,
ϑC is exact.
Proof. When the constraints are holonomic, the 1-forms ηα can be chosen such that
they are closed. Then the density form is
ϑC = mαβ (diWβη
α + iWβdη
α)
= mαβ · dmαβ
= d
[
ln det
(
mαβ
)]
,
which is exact by Lemma 5.5.
5.3. Example: The Chaplygin Sleigh. As an example of Theorem 5.3, we will
prove that no invariant volumes exist for the Chaplygin sleigh (where the density
depends only on the configuration variables).
The Chaplygin sleigh is a nonholonomic on the configuration Q = SE2, the
special Euclidean group, and has the following Lagrangian
L =
1
2
(
mx˙2 +my˙2 +
(
I +ma2
)
θ˙2 − 2max˙θ˙ sin θ + 2may˙θ˙ cos θ
)
,
where (x, y) ∈ R2 is the coordinate of the contact point, θ ∈ SO2 is its orientation,
m is the sleigh’s mass, I is the moment of inertia about the center of mass, and a
is the distance from the center of mass to the contact point (cf. §1.7 in [3]).
The nonholonomic constraint is that the sleigh can only slide in the direction it
is pointing and is given by
y˙ cos θ − x˙ sin θ = 0,
which corresponds to the 1-form η = (cos θ) dy − (sin θ) dx.
We wish to compute ϑC for the Chaplygin sleigh and show that no volumes
depending on configuration exist. For this example,
W =
ma2 + I
Im
[
cos θ
∂
∂y
− sin θ ∂
∂x
]
− a
I
∂
∂θ
, η = (cos θ)dy − (sin θ)dx.
This gives us
ϑC =
1
η(W )
LW η
=
ma
ma2 + I
[(sin θ)dy + (cos θ)dx] .
As a consequence of this, the divergence of the Chaplygin sleigh is given by
divµC (X
D
H ) = −
3mav
I +ma2
, v = x˙ cos θ + y˙ sin θ. (11)
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We want to show that for any η˜ ∈ Γ(D0), ϑC + η˜ is not exact. Because there is
only one constraint, it suffices to show that there does not exist a smooth k such
that ϑC + k · η is exact, i.e. it requires the following to be zero:
d (ϑC + k · η) = ma
ma2 + I
[(cos θ)dθ ∧ dy − (sin θ)dθ ∧ dx]
+
(
∂k
∂x
cos θ +
∂k
∂y
sin θ
)
dx ∧ dy
+
(
∂k
∂θ
cos θ − k sin θ
)
dθ ∧ dy
−
(
∂k
∂θ
sin θ + k cos θ
)
dθ ∧ dx.
Separating the above, we need the following three to vanish:
0 =
∂k
∂x
cos θ +
∂k
∂y
sin θ,
0 =
∂k
∂θ
cos θ − k sin θ + ma
ma2 + I
cos θ,
0 =
∂k
∂θ
sin θ + k cos θ +
ma
ma2 + I
sin θ.
(12)
The second two lines of (12) are overdetermined for k in the θ-direction and are
inconsistent (unless a = 0 and we obtain the trivial solution k ≡ 0). Therefore,
there does not exist a smooth k such that ϑC + k · η is closed. We note that this
is compatable with the known result that when a = 0, no asymptotically stable
dynamics occur.
6. Connections with the Nonholonomic Connection. It turns out that the
divergence of a nonholonomic system, in particular the density form, is encoded in
the nonholonomic connection. This interpretation seems to be new.
Let (L,Q,C ) be a natural nonholonomic Lagrangian. The nonholonomic con-
nection for this system is given by (cf. §5.3 in [3] and [27]):
∇CXY = ∇XY +W i ·mij
[
X
(
ηj(Y )
)− ηj (∇XY )] .
The equations of motion can then be described via
∇Cq˙ q˙ = F,
where F contains the forces (including the potential forces).
6.1. Torsion. The nonintegrability of the constraints appears in the torsion of the
connection. Computing this, we see
TC (X,Y ) = ∇CXY −∇CYX − [X,Y ]
= W i ·mij
[
X(ηj(Y ))− Y (ηj(X))− ηj(∇XY −∇YX)
]
= W j ·mij
[
X(ηj(Y ))− Y (ηj(X))− ηj([X,Y ])]
= W j ·mij · dηj(X,Y ).
The torsion can be written as
TC = mαβ ·Wα ⊗ dηβ .
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Indeed, if the constraining 1-forms ηj are all closed (so holonomic) then the torsion
vanishes. It is worth pointing out that the torsion is vertical-valued; if X,Y ∈ D,
then TC (X,Y ) ∈ D⊥.
Due to the fact that the torsion is a (1,2)-tensor, its trace will be a (0,1)-tensor.
Therefore, the trace of the nonholonomic torsion will be a 1-form:
trTC = mαβ · iWαdηβ .
Returning to the density form, we see that
trTC + d ln det
(
mαβ
)
= ϑC ,
i.e. the trace of the torsion differs from the density form by something exact. This
leads to the following theorem.
Theorem 6.1. A natural nonholonomic system (Q,L,C ) has an invariant volume
of the form (pi∗Qf) · µC if and only if there exists a ρ ∈ Γ(D0) such that
trTC + ρ
is exact.
Remark 9. The vanishing of the torsion shows that the constraints are integrable
while the integrability of the (trace of the) torsion shows that a volume is preserved.
In the case of nonholonomic systems, the nonholonomic connection is compatible
with the metric but has nonzero torsion. This idea extends to arbitrary, metric-
compatible connections as the following theorem states.
Theorem 6.2. Let ∇˜ be an affine connection compatible with the metric with tor-
sion T˜ . There exists an invariant volume with density of the form pi∗Qf if and only
if tr T˜ is exact.
Proof. Consider the volume form on TQ given by
Ω = det g · dx1 ∧ . . . ∧ dxn ∧ dv1 ∧ . . . ∧ dvn.
We want to compute LXΩ where X is the geodesic spray given by
X = vi
∂
∂xi
− Γijkvjvk
∂
∂vi
.
The Lie derivative is then
LXΩ = diXΩ
=
(
d [det g] (v)− det g (Γiik + Γiki) vk) · 1det gΩ,
and therefore the divergence is given by
divΩ(X) = d [ln det g] (v)−
(
Γiik + Γ
i
ki
)
vk. (13)
We will now use the fact that the connection is compatible with the metric:
∂gjk
∂xi
= g`kΓ
`
ij + gj`Γ
`
ik.
This implies that
gjk
∂gjk
∂xi
= gjkg`kΓ
`
ij + g
jkgj`Γ
`
ik
= δj`Γ
`
ij + δ
k
` Γ
`
ij = 2Γ
k
ik.
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Integrating the left-hand side above gives
d [ln det g] (v) = 2Γikiv
k. (14)
Substituting (14) into (13), we get
divΩ(X) =
(
Γiki − Γiik
)
vk.
It remains to show that this is the trace of the torsion. Indeed,
T˜ =
(
Γkij − Γkji
) ∂
∂xk
⊗ dxi ⊗ dxj
=⇒ tr T˜ = (Γiki − Γiik) dxk.
We conclude that
divΩ(X) = tr T˜ (v).
This shows that a way to interpret the torsion of a connection is by measuring
how much the geodesic spray fails to preserve volume.
7. Application to the Suslov Problem. The last section demonstrated how the
density form can be interpreted arising from the torsion of a connection. This section
examines how the density form applies to the Suslov problem of a nonholonomic
system evolving on a Lie group.
7.1. Invariant Volumes in Poisson Manifolds. Our starting point for examin-
ing invariant volumes for nonholonomic systems was Liouville’s theorem (Theorem
2.3). However, when dealing with a general Poisson manifold, this theorem no
longer applies. This stems from the fact that symplectic manifolds have a distin-
guished volume form, ωn, while Poisson manifolds do not. We recall the definition
of a Poisson manifold. These results are similar to previous results on mechanical
systems on Lie algebroids, cf. [20].
Definition 7.1. Let P be a manifold and consider a bracket operation denoted by
{·, ·} : C∞(P )× C∞(P )→ C∞(P ).
The pair (P, {·, ·}) is called a Poisson manifold if the bracket is R-bilinear, anti-
commutative, satisfies Jacobi’s identity, and satisfies Leibniz’ rule.
Notice that, unlike symplectic manifolds, the bracket is allowed to be degenerate.
The degeneracy of the bracket is what inhibits the creation of a distinguished volume
form.
In order to study volume preservation in Poisson manifolds, we look at the “mod-
ular vector field” [28].
Definition 7.2. Let µ ∈ ΩdimP (P ) be a volume form. Let us define the derivation
Mµ : C∞(P )→ C∞(P ) via
C∞(P ) X(P ) C∞(P )
f {·, f}
X divµ(X).
As Mµ is a derivation, it is a vector field called the modular field. If the modular
field is Hamiltonian, the Poisson manifold is said to be unimodular.
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Proposition 8. Hamiltonian systems are volume preserving if and only if the Pois-
son manifold is unimodular.
Proof. Suppose that there exists a density f ∈ C∞(P ) such that all Hamiltonian
flows preserve fµ. Therefore,
0 = divfµ(Xh) = divµ(Xh) +
1
f
LXhf
This tells us that
divµ(Xh) = −d (ln f) (Xh) = {h, ln f} ,
and therefore the modular field is Hamiltonian. The opposite direction follows.
7.2. Lie-Poisson Equations. A primary class of examples of Poisson manifolds
which are not symplectic are the dual spaces to Lie algebras.
Proposition 9. The dual space g∗ is a Poisson manifold with the following bracket
{f, k}λ(p) = −〈p, [df, dk]〉 = −pk · ckij ·
∂f
∂pi
∂k
∂pj
,
where g is identified with g∗∗.
For a Hamiltonian function, h : g∗ → R, the equations of motion (the Lie-Poisson
equations) are given by
dp
dt
= ad∗dhp. (15)
It turns out that volume-preservation of the Lie-Poisson equations can be under-
stood by the algebraic properties of g.
Definition 7.3. A Lie algebra, g, is called unimodular if tr ad : g→ R vanishes.
Unimodular Lie algebras and Poisson manifolds are closely related as shown in
the following well-known result.
Theorem 7.4. g∗ is unimodular as a Poisson manifold if and only if g is unimod-
ular as a Lie algebra.
Proof. We wish to show, first, that the modular vector field is given by the constant
vector field tr ad ∈ g∗. Choose a basis {ek} ∈ g∗ where p = pkek and let µ =
dp1 ∧ . . . ∧ dpn be our volume form. For a function f : g∗ → R, its Hamiltonian
vector field is given by
Xf = pk · ckij ·
∂f
∂pi
· ∂
∂pj
.
The divergence of Xf is given by
divµ(Xf ) =
∂
∂pj
(
pk · ckij ·
∂f
∂pi
)
= cjij ·
∂f
∂pi
+ pk · ckij ·
∂2f
∂pi∂pj
.
However, the second term vanishes as mixed partials are equal and ckij = −ckji. We
have
divµ(Xf ) = tr ad(df).
It remains to show that if tr ad(df) = {h, f}λ, then tr ad ≡ 0. Assume that tr ad =
ν ∈ g∗, then for every f we have
−〈p, [dh, df ]〉 = 〈ν, df〉.
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Choose f such that 〈ν, df〉(0) 6= 0. Then we have
0 = −〈0, [dh, df ]〉 = 〈ν, df〉 6= 0,
which is a contradiction.
7.3. Euler-Poincare´-Suslov Equations. The Lie-Poisson equations (15) describe
unconstrained left-invariant systems on a Lie group. Introducing left-invariant con-
straints yield the Euler-Poincare´-Suslov equations [7]. We will make the assumption
that h is natural, i.e.
h =
1
2
Iijpipj ,
where
(Iij) is assumed to be positive-definite and symmetric. Suppose we have a
constraint distribution (a subspace) of the form
D =
⋂
α
ker ηα ⊂ g, ηα ∈ g∗.
The equations of motion have the form
dp
dt
= ad∗dhp+ λαη
α,
The multipliers can be explicitly solved (reminiscent of (4)) to obtain the following
dp
dt
= ad∗dhp+mαβ {h, P (Wα)}λ ηβ (16)
where Wα ∈ g are related to ηα ∈ g∗ by the fiber derivative (as h is assumed to be
natural) and mαβ = ηα(W β).
For the divergence calculation, we already know the component corresponding
to ad∗dhp, so we will focus on the reaction forces. In coordinates,
f` = −mαβ · pk · ckij ·
∂h
∂pi
·Wα,j · ηβ` .∑
`
∂f`
∂p`
= −mαβ · c`ij ·
∂h
∂pi
·Wα,j · ηβ` −mαβ · pk · ckij ·
∂2h
∂pi∂p`
·Wα,j · ηβ`
= −mαβ · ηβ ([dh,Wα])−mαβ · pk · ckij · Ii` ·Wα,j · ηβ`
= −mαβ · ηβ ([dh,Wα])−mαβ · p
([
W β ,Wα
])
Calling Y αβ := [Wα,W β ], and noting that I : g→ g∗, we have the following result.
Notice that mαβY
αβ = 0 as Y αβ is skew.
Theorem 7.5. The divergence of (16) is given by
divµ(Xh) = tr ad(v) +mαβ · ad∗Wαηβ(v) (17)
Moreover, volume is preserved if and only if
ϑ := tr ad +mαβ · ad∗Wβηα ∈ D0.
A corollary of this is the well-known result of Kozloz [15] (see also [12] and [30]).
Corollary 1 ([15]). Let G be compact, κ : g × g → R be the Killing form, and
κ] : g∗ → g be the induced isomorphism. If there is a single constraint η ∈ g∗, then
there exists and invariant volume if and only if[I−1η, κ]η] = a · κ]η,
i.e. κ]η is an eigenvector of adI−1η.
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Proof. As G is compact, g is unimodular. Additionally, as there is only a single
constraint, the divergence (17) has the form
divµ(Xh) =
1
η(I−1η) · ad
∗
I−1ηη(v).
Therefore, there exists an invariant volume if and only if
ad∗I−1ηη ∈ D0 = R · η.
Using the fact that the Killing form is associative, we have
ad∗I−1ηη(v) = η
([I−1η, v]) = κ (κ]η, [I−1η, v]) = κ ([κ]η, I−1η] , v) .
It follows that ad∗I−1ηη = a · η if and only if
[I−1η, κ]η] = a · κ]η.
Corollary 1 can be extended to the case where multiple constraints are present.
Corollary 2. Consider the case in Corollary 1 above except there are multiple
constraints {ηα} ∈ g∗. Then there exists an invariant volume if and only if
mαβ
[I−1ηα, κ]ηβ] ∈ span{κ]ηα} .
In the theory of spinning tops, a totally symmetric top corresponds to a bi-
invariant metric on g. When this happens, the Euler-Poincare´-Suslov equations are
volume preserving independent of the choice of D.
Corollary 3. Suppose that I is bi-invariant. Then for any subspace, D ⊂ g, there
exists an invariant volume.
Proof. A theorem of Milnor (cf. lemma 7.5 in [21]) states that Lie algebras admit-
ting a bi-invariant metric are unimodular. Additionally, as the metric is bi-invariant,
it is associative. The divergence becomes
divµ(Xh) = mαβ · ad∗Wαηβ(v)
= mαβ · ηβ ([Wα, v])
= mαβ · I(W β)([Wα, v])
= mαβ · I([W β ,Wα])(v).
This vanishes because mαβ · [W β ,Wα] = 0.
7.4. Example: The Chaplygin Sleigh. Let us revisit the Chaplygin sleigh as a
Euler-Poincare´-Suslov system rather than a general nonholonomic system as earlier
to compare results. Recall that the configuration space for this system is G = SE(2).
The constraint is left-invariant because
g =
cos θ − sin θ xsin θ cos θ y
0 0 1
 , g−1g˙ =
0 −ω x˙ cos θ + y˙ sin θω 0 y˙ cos θ − x˙ sin θ
0 0 0
 ,
and the constraint is y˙ cos θ − x˙ sin θ = 0, i.e. D = ker e∗3. Notice that we cannot
utilize Corollary 1 as SE(2) is not compact (but is unimodular). To compute the
equations of motion, we translate the Lagrangian to se(2) and we obtain
` =
1
2
(
mu2 +mv2 + (I +ma2)ω2
)−maωv,
NONHOLONOMIC VOLUME 21
Figure 1. The vertical rolling disk, cf. §1.4 in [3].
which gives the moment of inertia tensor to be
I =
I +ma2 0 −ma0 m 0
−ma 0 m
 .
The constraint (and dual vector) are given by
η = e∗3, W =
a
I
e1 +
I +ma2
Im
e3.
Computing the divergence gives
ϑ =
1
η(W )
ad∗W η = −
ma
I +ma2
e∗2 6∈ D0.
Therefore, no invariant volumes exist (which is compatible with the observation in
§5.3). Also note that the divergence here agrees with the divergence in (11),
ϑ(q˙) = − mav
I +ma2
.
8. Examples. We end this work with applying Theorem 1.1 to various nonholo-
nomic systems. The idea is to compute ϑC for the examples below to determine
whether or not an invariant volume exists. Each example will come equipped with
a Lagrangian, L, and a collection of constraining 1-forms, ηα. Recall that ϑC need
not be exact to guarantee the existence of an invariant volume, merely that there
exists a collection of smooth fα such that
ϑC + fα · ηα,
is exact. These examples are taken from [3] and [23].
8.1. The Vertical Rolling Disk. The first example we will consider is that of the
vertical rolling disk. The Lagrangian is given by
L =
1
2
m
(
x˙2 + y˙2
)
+
1
2
Iθ˙2 +
1
2
Jϕ˙2
with constraints
η1 = dx−R (cosϕ) dθ,
η2 = dy −R (sinϕ) dθ.
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Figure 2. The falling rolling disk, cf. §1.5 in [3].
Here, m is the mass of the disk, I is the moment of inertia of the disk about the
axis perpendicular to the plane of the disk, J is the moment of inertia about an
axis in the plane of the disk, and R is the radius of the disk. The Lagrangian for
this system is only the kinetic energy. The corresponding vector fields are given by
W 1 =
1
m
∂
∂x
− 1
I
R cosϕ
∂
∂θ
W 2 =
1
m
∂
∂y
− 1
I
R sinϕ
∂
∂θ
.
The constraint mass matrix is given by
(
mαβ
)
=

1
m
+
1
I
R2 cos2 ϕ
1
I
R2 cosϕ sinϕ
1
I
R2 cosϕ sinϕ
1
m
+
1
I
R2 sin2 ϕ
 .
The four Lie derivatives are
LW 1η1 = −R
2
I
(cosϕ sinϕ) dϕ,
LW 2η1 = R
2
I
(
cos2 ϕ
)
dϕ,
LW 1η2 = −R
2
I
(
sin2 ϕ
)
dϕ,
LW 2η2 = R
2
I
(cosϕ sinϕ) dϕ.
This leads to ϑC = 0 and therefore volume is preserved for the vertical rolling
disk.
8.2. The Falling Rolling Disk. The next example is a physical extension of the
previous example where the disk is now allowed to tilt. The Lagrangian is
L =
m
2
[(
ξ −R
(
ϕ˙ sin θ + ψ˙
))2
+ η2 sin2 θ +
(
η cos θ +Rθ˙
)2]
+
1
2
[
J
(
θ˙2 + ϕ˙2 cos2 θ
)
+ I
(
ϕ˙ sin θ + ψ˙
)2]
−mgR cos θ,
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where
ξ = x˙ cosϕ+ y˙ sinϕ+Rψ˙, η = −x˙ sinϕ+ y˙ cosϕ.
The constraints are
η1 = cosϕ · dx+ sinϕ · dy +R · dψ,
η2 = − sinϕ · dx+ cosϕ · dy.
Here m, R, I, and J are all the same as in the vertical rolling disk. As the disk
is now allowed to fall, a potential energy term is added where g is the acceleration
due to gravity. The corresponding vector fields are
W 1 =
1
m
cosϕ
∂
∂x
+
1
m
sinϕ
∂
∂y
+
R
I
∂
∂ψ
,
W 2 =
J +mR2
Jm+m2R2 sin2 θ
[
− sinϕ ∂
∂x
+ cosϕ
∂
∂y
]
− R cos θ
Jm+m2R2 sin2 θ
∂
∂θ
.
The constraint mass matrix for these constraints is diagonal,
(
mαβ
)
=

1
m
+
R2
I
0
0
J +mR2
Jm+m2R2 sin2 θ
 .
Due to the fact that the constraint mass matrix is diagonal, we only care about two
Lie derivatives:
LW 1η1 = 0,
LW 2η2 = −R
2(J +mR2) sin(2θ)
(J +mR2 sin2 θ)2
.
The corresponding density form is
ϑC = − 2mR
2 sin(2θ)
2J +mR2 −mR2 cos(2θ)dθ,
which, although nonzero, is exact. Therefore volume is preserved for the falling
disk with density
ρ =
K
J +mR2 sin2 θ
,
where K is some constant.
8.3. The Rolling Ball. The next example is that of the (homogeneous) rolling
ball. The Lagrangian is the kinetic energy and is given by
L =
1
2
(
x˙2 + y˙2 + k2
(
θ˙2 + ϕ˙2 + ψ˙2 + 2ϕ˙ψ˙ cos θ
))
,
with constraints
η1 = dx− r sinψ · dθ + r sin θ cosψ · dϕ,
η2 = dy + r cosψ · dθ + r sin θ sinψ · dϕ,
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Figure 3. The roller racer, cf. §1.11 in [3].
where r is the radius of the ball and k contains the inertial terms (cf. §3.2.2 in [23]).
The corresponding vector fields are
W 1 =
∂
∂x
− r
k2
sinψ
∂
∂θ
+
r cosψ
k2 sin θ
∂
∂ϕ
− r cosψ cos θ
k2 sin θ
∂
∂ψ
,
W 2 =
∂
∂y
+
r
k2
cosψ
∂
∂θ
+
r sinψ
k2 sin θ
∂
∂ϕ
− r sinψ cos θ
k2 sin θ
∂
∂ψ
.
The constraint mass matrix for this system is
(
mαβ
)
=
1 +
r2
k2
0
0 1 +
r2
k2
 ,
i.e. the constraints are “orthogonal.” In this case, we only need to calculate two
Lie derivatives. These are given by
LW 1η1 = LW 2η2 = 0.
Therefore ϑC = 0 and volume is preserved for the rolling ball.
8.4. The Heisenberg System. The next example is the Heisenberg system which
is associated with the homonymous Lie algebra. The Lagrangian is the standard
kinetic energy on R3,
L =
1
2
(
x˙2 + y˙2 + z˙2
)
,
with the constraint
η = ydx− xdy − dz.
The corresponding vector field is
W = y
∂
∂x
− x ∂
∂y
− ∂
∂z
.
The density form is given by
ϑC =
1
1 + x2 + y2
LW η = 0.
Therefore, volume is preserved for the Heisenberg system.
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8.5. The Roller Racer. This example is the roller racer, a tricycle-like mechanical
system. The Lagrangian is the kinetic energy of the system,
L =
m
2
(
x˙2 + y˙2
)
+
1
2
I1θ˙
2 +
1
2
I2
(
θ˙ + ϕ˙
)2
,
with the constraints
η1 = dx− cos θ
(
d1 cosϕ+ d2
sinϕ
· dθ + d2
sinϕ
· dϕ
)
,
η2 = dy − sin θ
(
d1 cosϕ+ d2
sinϕ
· dθ + d2
sinϕ
· dϕ
)
.
Here, m is the mass of the first body, and the moments of inertia of the two bodies
are given by Ii. The corresponding vector fields are
W 1 =
1
m
∂
∂x
− d1 cosϕ cos θ
I1 sinϕ
∂
∂θ
− cos θ · I1d2 − I2d1 cosϕ
I1I2 sinϕ
∂
∂ϕ
,
W 2 =
1
m
∂
∂y
− d1 cosϕ sin θ
I1 sinϕ
∂
∂θ
− sin θ · I1d2 − I2d1 cosϕ
I1I2 sinϕ
∂
∂ϕ
.
The density form is calculated to be
ϑC = −m
λ
(I1d2 − I2d1 cosϕ)(d1 + d2 cosϕ)dθ
− m
λ
cosϕ
(
I2d
2
1 − I2d1d2 cosϕ+ 2I1d22
)
dϕ,
where
λ = sinϕ
(
I2md
2
1 cos
2 ϕ+ I1md
2
2 − I1I2 cos2 ϕ+ I1I2
)
.
The density form is clearly not exact (nor is it closed). This is consistent with
the asymptotic nature of the roller racer, cf. §8.4.5 in [3]. However, this does not
necessarily rule out the existence of an invariant volume. Indeed, we need to look
at all 1-forms ϑC + ρ where ρ ∈ Γ(D0). Disappointingly, this is quite difficult as we
need to solve a coupled transport equation. We will avoid this computation in this
work.
8.6. The Chaplygin Sphere. This example is the Chaplygin sphere, a non-
homogeneous rolling ball. The Lagrangian is the kinetic energy,
L =
1
2
I1
(
θ˙ cosψ + ϕ˙ sinψ sin θ
)2
+
1
2
I2
(
−θ˙ sinψ + ϕ˙ cosψ sin θ
)2
+
1
2
I3
(
ψ˙ + ϕ˙ cos θ
)2
+
1
2
M
(
x˙2 + y˙2
)
,
with constraints
η1 = dx− sinϕ · dθ + cosϕ sin θ · dψ,
η2 = dy + cosϕ · dθ + sinϕ sin θ · dψ,
where it is assumed that r = 1. It is interesting that in this case ϑC is closed. We
have ϑC = A · dθ +B · dψ where
A =
M sin(2θ)
[
J1 + J2 sin
2 ψ
]
2
(
J3 + J4 sin
2 θ + J5 sin
2 θ sin2 ψ
)
B =
MJ2 sin(2ψ) sin
2 θ
2
(
J3 + J4 sin
2 θ + J5 sin
2 θ sin2 ψ
)
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J1 = I1I2 − I1I3 + I2M − I3M
J2 = I1I3 − I2I3 + I1M − I2M
J3 = I3M
2 + I1I2I3 + I1I3M + I2I3M
J4 = I2M
2 − I3M2 + I1I2M − I1I3M
J5 = I1M
2 − I2M2 + I1I3M − I2I3M
The form ϑC is closed because
∂A
∂ψ
=
∂B
∂θ
.
Integrating yields (done with Matlab symbolic):∫
Adθ =
M(J1 + J2 sin
2 ψ)
J4 + J5 sin
2 ψ
· arctanh
(
sin2 θ
(
J4 + J5 sin
2 ψ
)
2J3 + J4 sin
2 θ + J5 sin
2 θ sin2 ψ
)
+K(ψ)∫
B dψ =
J2M
J5
· arctanh
(
J5 sin
2 ψ sin2 θ
2J3 + 2J4 sin
2 θ + J5 sin
2 θ sin2 ψ
)
+ L(θ)
Comparing the “constants” yields to a solution ϑC = df where
f =
J2M
2J5
ln
(
J3 + (J3 + J4) tan
2 θ
)− 1
2
ln
(
sec2 θ
)
+
J2M
J5
· arctanh
(
J5 sin
2 ψ sin2 θ
2J3 + 2J4 sin
2 θ + J5 sin
2 θ sin2 ψ
)
.
The invariant density is given by ρ = exp(f) and is therefore
ρ =
(
1 + β
1− β
) 1
2
· cos θ · (J3 + (J3 + J4) tan2 θ) 12 ,
where
β =
J5 sin
2 θ sin2 ψ
2J3 + 2J4 sin
2 θ + J5 sin
2 θ sin2 ψ
.
Therefore, volume is preserved for the Chaplygin Sphere.
8.7. Chaplygin Sleigh with an Oscillator. The Lagrangian is given by
L =
m
2
(
x˙2 + y˙2 + r˙2 + r2θ˙2 + 2r˙ (x˙ cos θ + y˙ sin θ) + 2rθ˙ (y˙ cos θ − x˙ sin θ)
)
+
1
2
Iθ˙2 +
1
2
M
(
x˙2 + y˙2
)− U(r)
with constraint
η = cos θ · dy − sin θ · dx
Remark 10. Notice that potential terms to not enter into the computation at all;
the only thing we need are the constraints and the metric.
The dual vector field is
W =
I +mr2
Mmr2 + I(m+M)
(
− sin θ ∂
∂x
+ cos θ
∂
∂y
)
− mr
Mmr2 + I(m+M)
∂
∂θ
,
and the normalizing term is
η(W ) =
I +mr2
I(m+M) +Mmr2
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Notice that this is not a constant and we therefore have
ϑC =
1
η(W )
· (iW dη + diW η)
diW η =
2Im2r
(I(m+M) +Mmr2)2
dr
iW dη =
mr cos θ
Mmr2 + I(m+M)
dx+
mr sin θ
Mmr2 + I(m+M)
dy
ϑC =
mr
I +mr2
(cos θdx+ sin θdy) +
2Im2r
(I +mr2)(I(m+M) +Mmr2)
dr
We can integrate the shape component to obtain
δ(r) = 2 arctan
(
m2r2
2I(m+M) + (2Mm+m2)r2
)
.
However, form the same reasoning from the Chaplygin sleigh above, we cannot make
ϑC exact. Therefore, there does not exist an invariant volume with density
depending only on configuration variables for the Chaplygin sleigh with
an oscillator.
8.8. A non-orientable example: Mo¨bius strip. Consider the Mo¨bius strip
paramaterized in R3 by
x =
(
1 + v · cos
(u
2
))
· cos(u),
y =
(
1 + v · cos
(u
2
))
· sin(u),
z = v · sin
(u
2
)
,
for 0 ≤ u < 2pi and −1/2 < v < 1/2. The Euclidean metric on the Mo¨bius strip is
g =
(
4v cos
u
2
+ 2v2 cos
u
2
+
v2
2
+ 2
)
du2 + 2dv2.
When dimQ = 2 any single constraint is automatically holonomic. As a conse-
quence, volume will always be preserved. To make this problem more interesting,
let us “thicken” the strip by w so the metric becomes
gthick =
(
4v cos
u
2
+ 2v2 cos
u
2
+
v2
2
+ 2
)
du2 + 2dv2 + dw2.
For the sake of this example, let us impose the nonholonomic constraint
η = dv + sin(u) · dw, W = 1
2
∂
∂v
+
1
2
sin(u)
∂
∂w
.
The density form is then
ϑC =
sin(u) cos(u)
1 + sin2(u)
du,
which is exact. Therefore, the exponential of its integral is an invariant density and
is given by
ρ =
√
1 + sin2(u).
Acknowledgments. We thank Dr. J.C. Marrero for pointing us to existing work
in this field.
28 WILLIAM CLARK AND ANTHONY BLOCH
REFERENCES
[1] R. Abraham and J.E. Marsden, Foundations of Mechanics, AMS Chelsea publishing. AMS
Chelsea Pub./American Mathematical Society, 2008.
[2] P. Balseiro and L. Garcia-Naranjo, Gauge transformations, twisted Poisson brackets and
hamiltonization of nonholonomic systems Arch. Rational. Mech. Anal , 205 (2012), 267-310.
[3] A.M. Bloch, J. Baillieul, P. Crouch, J.E. Marsden, D. Zenkov, P.S. Krishnaprasad, and R.M.
Murray, Nonholonomic Mechanics and Control Springer New York, 2015
[4] A.M. Bloch, J.E. Marsden and D.V. Zenkov, Quasivelocities and symmetries in non-holonomic
systems Dynamical systems, 24 (2009), 187–222.
[5] A.V. Bolsonov, A.V. Borisov and I.S. Mamaev Hamiltonization of nonholonomic systems in
the neighborhood of invariant manifolds Reg. Chaotic Dynamics, 15 (2011), 443-464.
[6] W. Clark, Invariant Measures, Geometry, and Control of Hybrid and Nonholonomic Dynam-
ical Systems, Ph.D. thesis, University of Michigan, 2020.
[7] Y.N. Fedorov and V.V. Kozlov, Various aspects of n-dimensional rigid body dynamics, in Dy-
namical Systems in Classical Mechanics (eds. V. V. Kozlov) American Mathematical Society
Translations: Series 2, (1995), 141–171.
[8] Y.N. Federov, L.C. Garc´ıa-Naranjo, and J.C. Marrero, Unimodularity and Preservation of
Volumes in Nonholonomic Mechanics, Journal of Nonlinear Science, 25 (2015), 203–246.
[9] O.E. Fernandez, The Hamiltonization of nonholonomic systems and its applications, Ph.D.
thesis, University of Michigan, 2009.
[10] G. Forni, The cohomological equation for area-preserving flows on compact surfaces, Elec-
tronic Research Announcements of the American Mathematical Society, 1 (1995), 114–123.
[11] I. Iliyev, On the conditions for the existence of the reducing chaplygin factor, Journal of
Applied Mathematics and Mechanics, 49 (1985), 295–301.
[12] B. Jovanovic, Non-holonomic geodesic flows on Lie groups and the integrable Suslov problem
on SO(4), Journal of Physics A: Mathematical and General , 31 (1998), 1415–1422.
[13] A. Katok and B. Hasselblatt, Introduction to the Modern Theory of Dynamical Systems,
Cambridge University Press. Encyclopedia of Mathematics and its Applications, 1995.
[14] J. Koiller, Reduction of some classical non-holonomic systems with symmetry, Archive for
Rational Mechanics and Analysis, 118 (1992), 113–148.
[15] V.V. Kozlov, Invariant measures of Euler-Poincar equations on Lie algebras, Functional Anal-
ysis and Its Applications, 22 (1988), 58–59.
[16] W. S. Koon and J. E. Marsden, The Hamiltonian and Lagrangian approaches to the dynamics
of nonholonomic systems, Reports on Mathematical Physics, 40 (1997), 21–62.
[17] M. de Leo´n, J.C. Marrero, and D.M. de Diego, Mechanical systems with nonlinear constraints,
International Journal of Theoretical Physics, 36 (1997), 979–995.
[18] A.N. Livsˇic, Cohomology of dynamical systems, Mathematica of the USSR-Izvestiya, 6 (1972),
1278–1301.
[19] C.M. Marle, Various approaches to conservative and nonconservative nonholonomic systems,
Reports on Mathematical Physics, 42 (1998), 211-229.
[20] J.C. Marrero, Hamiltonian mechanical systems on Lie algebroids, unimodularity and preser-
vation of volumes, Journal of Geometric Mechanics, 2 (2010), 243–263.
[21] J. Milnor, Curvatures of left invariant metrics on lie groups, Advances in Mathematics, 21
(1976), 293-329.
[22] M. Molina-Becerra, E. Freire, and J. Vioque, Equations of motion of nonholo-
nomic Hamiltonian systems Preprint obtained from http://www. matematicaaplicada2.
es/data/pdf/1276179170 1811485430. pdf
[23] J.C. Monforte, Geometric, control and numerical aspects of nonholonomic systems, Springer-
Verlag Berlin Heidelberg, 2004.
[24] J.I. Neimark and N.A. Fufaev, Dynamics of Nonholonomic Systems, American Mathematical
Society. Translations of mathematical monographs, 1972.
[25] A. Ruina, Nonholonomic stability aspects of piecewise holonomic systems, Reports on Math-
ematical Physics, 42 (1998), 91–100.
[26] A.J. Van Der Schaft and B.M. Maschke, On the Hamiltonian formulation of nonholonomic
mechanical systems Reports on Mathematical Physics, 34 (1994), 225–233
[27] A.M. Vershik and L.D. Faddeev, Lagrangian Mechanics in Invariant Form, Selecta Math. Sov.,
4 (1981), 339–350.
NONHOLONOMIC VOLUME 29
[28] A. Weinstein, The modular automorphism group of a Poisson manifold, Journal of Geometry
and Physics, 23 (1997), 379–394.
[29] A. Yoshida and P. Morrison, Deformation of Lie-Poisson algebra and chirality, J. Mathe-
matical Physics, 61 (2020), 092901.
[30] D.V. Zenkov and A.M. Bloch, Invariant measures of nonholonomic flows with internal degrees
of freedom, Nonlinearity, 16 (2003), 1793–1807.
[31] D.V. Zenkov, A.M. Bloch, and J.E. Marsden, The Energy-Momentum Method for the Stability
of Nonholonomic Systems, Dynamics and Stability of Systems, 13 (1998), 123–165.
E-mail address: wac76@cornell.edu
E-mail address: abloch@umich.edu
