Collective cell migration is a key driver of embryonic development, wound healing, and some types of cancer invasion. Here we provide a physical perspective of the mechanisms underlying collective cell migration. We begin with a catalogue of the cell-cell and cell-substrate interactions that govern cell migration, which we classify into positional and orientational interactions. We then review the physical models that have been developed to explain how these interactions give rise to collective cellular movement. These models span the sub-cellular to the supracellular scales, and they include lattice models, phase fields models, active network models, particle models, and continuum models. For each type of model, we discuss its formulation, its limitations, and the main emergent phenomena that it has successfully explained. These phenomena include flocking and fluid-solid transitions, as well as wetting, fingering, and mechanical waves in spreading epithelial monolayers. We close by outlining remaining challenges and future directions in the physics of collective cell migration.
Introduction
It has long been recognized that cells move as collectives during development, regeneration and wound healing. Reports from the late XIXth century already agreed that these processes involve collective movements of cells but mechanisms remained controversial [1] [2] [3] [4] . Some authors proposed that cell movements were driven by pressure, either pre-existing in the tissue or generated de-novo by cell division (see Ref. [3] and references therein). Others claimed that cells would move by spreading their volume to occupy the largest possible surface [1] . Yet, others defended that cell sheets advanced by the active pulling force generated by leader cells at the tissue margin [2] . In those early days of cell biology, proposed mechanisms were largely physical in origin but not even the sign of the tissue stress, i.e. tension vs compression, was agreed upon. Later on, the discovery of genes and proteins shifted the attention from the whole to the parts, and the search for a global physical understanding of collective migration was largely abandoned.
This trend has been reversed in the past decade due to groundbreaking technical [5] and conceptual [6] [7] [8] advances together with a progressive questioning of reductionist approaches [9] . Time-lapse imaging and fluorescence microscopy have become standard tools in life-science laboratories, and technologies such as particle imaging velocimetry (borrowed from fluid mechanics) now enable a detailed mapping of velocity fields and strain tensors in the tissue [10, 11] . Moreover, a range of new technologies such as traction microscopy have enabled the direct mapping of the forces that cells exert on their surroundings as they migrate [12, 13] . All mechanical variables relevant to the problem of collective cell migration have thus become available in time and space (Fig. 1 ). This technological revolution has coincided with the development of the theory of active matter [6] [7] [8] , which provides an ideal framework to rationalize the [15] . b, Velocity vectors (green) and monolayer stress ellipses (red) indicating the maximum and minimum principal stresses in an expanding colony of MDCK cells (phase contrast). Adapted from [11] .
collective movement of cells. The traditional view that physics should serve to illuminate biological function is shifting towards the idea that biological systems inspire new physical theories and allow us to test them; the concept of 'physics for biology' is now paralleled by the emergent notion of 'biology for physics'. In this sense, from the perspective of condensed matter physics, collective cell migration is interesting as a prominent example of the emergence of collective mechanical phenomena in a system of soft active entities with complex interactions. Finally, life scientists have recognized that collective cell migration is not only key to development, regeneration and wound healing, but also to devastating diseases such cancer [14] . The coincidence in time of these different technological and conceptual advances has placed collective cell migration back to the center stage of research at the interface between life and physical sciences.
Collective cell migration comes in different flavors depending on the biological tissue and process [16] . During epithelial morphogenesis, wound healing and regeneration, cells generally move as sheets adhered on an inert hydrogel called the extracel-lular matrix (ECM). In some forms of cancer invasion, cells also invade as sheets at the interface between tissues. In general, however, both in development and in tumor invasion, cells invade as strands or clusters within a complex 3D environment composed of ECM and different cell types [16] [17] [18] . Despite recent advances [19] , we remain far from accessing physical forces in 3D, so we will focus this review on cell sheets migrating in 2D (Fig. 1) . In this mode of migration, central to epithelial function, all relevant cellular forces have been accurately mapped in vitro and can therefore be used to test physical models. For other perspectives on this subject, the reader is referred to excellent recent reviews [20] [21] [22] .
Forces and interactions of migrating cells
In this section, we propose a classification of the forces and interactions that a migrating cell exerts on and experiences from other cells and the substrate. In addition to distinguishing cell-cell and cell-substrate interactions, we separate the interactions that directly act on a cell's position from those that affect cell orientation. Even though any categorization may suffer from some degree of oversimplification, we think that it nevertheless provides some unifying principles over a large body of somehow fragmented literature.
Positional cell-substrate interactions
The field of continuum mechanics defines a traction as a force per unit area applied at any point of the surface of a body. In cell mechanics, traction is usually understood as the stress applied by a cell on its underlying inert substrate, typically a polymeric gel known as extracellular matrix (ECM). Cell-substrate traction can be interpreted as the sum of two contributions: the force that drives cell motion, which we call active traction, and the passive friction between the cell and its substrate.
Active traction forces
Active traction forces stem from the cell's actomyosin cytoskeleton, where the action of myosin molecular motors on actin filaments generates contractile forces. These forces are then transmitted to the substrate through cell-substrate adhesion complexes called focal adhesions, which physically connect the cytoskeleton to the extracellular matrix (Fig. 2) . For traction forces to lead to cell motion, the cell must break symmetry and polarize to define a front and a rear. To do so, the cell often develops frontal actin-based protrusions such as lamellipodia and filopodia. These structures generate an inwardspointing active traction that is most prominent at the cell's leading edge (Fig. 2) . The resulting force propels the cell forward in the direction of its polarity, defined by the position of the protrusion with respect to the cell's center of mass. 1 Thus, in models, 1 The front-rear polarity of a cell is a morphological, dynamical, and biochemical asymmetry between the cell's leading and trailing edges. The polarity direction of an isolated cell can be unambiguously identified from the direction of its migration, regardless of its sub-cellular origin. However, this may no longer be true in a tissue, where cell motion is also affected by intercellular forces. In this case, to distinguish polarity from velocity, one must identify a sub-cellular observable that defines cell polarity. Morphological features such as protrusions are often not apparent in cells inside tissues, which may feature cryptic lamellipodia that extend beneath neighboring cells. Thus, an alternative approach is to identify cell polarity from traction forces. This is valid as long as tractions are dominated by active forces, with negligible contributions from passive friction forces. Identifying sub-cellular features that appropriately account for cell polarity remains an open challenge. tissues with cohesion energy and surface tension, as well as with a bulk modulus that quantifies their resistance to rapid isotropic expansions, which is mainly due to cytoskeletal elasticity [22, 25] . Thus, different modeling frameworks account for cell-cell adhesion by either an interfacial energy contribution, a short-range attraction that opposes cell-cell detachment, or a tissue bulk modulus. In addition, by enabling the transmission of active cytoskeletal tension, cell-cell adhesion is also an implicit factor in tissue-scale active stress terms.
The influence of cell-cell adhesion on tissue mechanical properties does not end here. On the one hand, decreasing cell-cell adhesion leads to less elongated cell shapes that can induce a jamming transition whereby the tissue acquires a finite shear modulus, thus becoming a solid material [26, 27] . Therefore, cell-cell adhesion may not only provide bulk but also shear elasticity to epithelial tissues. On the other hand, cell-cell adhesion proteins turn over and, hence, cell-cell junctions are remodeled. Junction remodeling is a source of dissipation that can relax stress, possibly contributing to the long-time viscous response of fluid tissues [22, 25, 28, 29] .
Cell-cell friction
Cell-cell adhesion also entails cell-cell friction forces when cells slide past each other (Fig. 2 ). Similar to cell-substrate friction, cell-cell friction is based on the sliding, turnover, and attachment kinetics of cell-cell junction proteins [30] [31] [32] . Usually, cellcell friction is modeled as a shear force proportional to the relative velocity between the cells or, in tissue-level descriptions, as shear viscous stresses.
Cell-cell repulsion
In addition to the attractive interactions mediated by cell-cell adhesion, adhered cells also experience a soft repulsion from other cells. At short times, cell compression is resisted by cytoskeletal elasticity [22, 25] , which, in epithelial monolayers, gives rise to an area compressibility. At longer times, however, both the cytoskeleton and cell-substrate adhesions may reorganize to enable cell shape changes. If their volume is conserved, cells under compression can lose area and gain height, at least until their nuclei become tightly packed. However, cells can actually change their volume by exchanging fluid both with the surrounding medium through water channels and with other cells through cell-cell channels called gap junctions [33, 34] (Fig. 2) . Finally, under sufficient compression, epithelial cells can be extruded from a monolayer [35] [36] [37] , thus enabling monolayer area reduction. The opposite process, cell insertion in a monolayer, also occurs in spreading cell aggregates [38] . Altogether, this means that epithelial monolayers can change their area via dissipative processes, with an associated viscosity.
Active cell-cell forces
A last type of cell-cell forces are active forces generated by myosin molecular motors in the cytoskeleton and transmitted through cell-cell junctions (Fig. 2) . Cytoskeletal structures such as the cell cortex and the apical actin belt generate a roughly isotropic tension at the cell scale, thus giving rise to isotropic active stress at the tissue level. However, migrating cells are polarized and, hence, their cytoskeleton exhibits highly anisotropic structures such as stress fibers (Fig. 2) . Stress fibers generate anisotropic tension that, in addition to being transmitted to the substrate as traction forces (Section 2.1.1), can also be transmitted to cell-cell junctions through the cell cortex, thus giving rise to anisotropic active stresses at the tissue scale. Given that they are similarly generated, traction forces and anisotropic cell-cell active stresses are interdependent [39] . Yet, they are distinct since their respective transmission to the ECM and neighboring cells relies on different adhesion complexes (Fig. 2 ).
Orientational cell-cell interactions 2.3.1 Polarity alignment
One of the most prominent orientational interactions between cells is the tendency to align their polarities. Alignment might simply rely on the elongated and deformable shape of migrating cells, but it may also involve biochemical regulation of cell migration. Polarity alignment is often explicitly implemented either via Vicsek-like rules or via torques on cell polarity in discrete models, and via an orientational stiffness of the polarity field in continuum models.
Contact regulation of locomotion
Here, we propose the term contact regulation of locomotion (CRL) to subsume a number of processes whereby cells tune their migration direction upon contact interactions with other cells (Fig. 2) . At least three such processes have been described. First, contact inhibition of locomotion (CIL) refers to the process whereby, upon head-to-head collision, many cell types retract their lamellipodia and repolarize in a different direction, thus migrating away from cell-cell contacts [40, 41] . Second, contact following of locomotion (CFL) refers to the tendency of cells to follow others upon head-to-tail contact [42, 43] . Finally, in addition to altering the migration direction, head-to-tail collisions have also been found to increase the persistence of cell motion -a tendency known as contact enhancement of locomotion (CEL) [44] . In general, CRL depends strongly on the cell-cell collision angle [45, 46] , thus making orientational cell-cell interactions highly anisotropic. The mechanisms underlying CRL may be diverse and, given that cells polarize in response to tension transmitted through cell-cell junctions [47] [48] [49] [50] [51] [52] [53] , they could rely on mechanotransduction of cell-cell forces [54] [55] [56] [57] . Although a number of phenomenological models of CRL have been proposed, a coherent theoretical picture of contact regulation of locomotion is lacking.
Polarity-flow alignment
Inhomogeneous tissue flows may produce shear. Similar to molecules in liquid crystals, elongated cells subject to shear should experience a torque that tends to minimize shear stress. Indeed, shear tissue flows reorient cell polarity in the fly wing [58] as well as the cell division axis in epithelial monolayers [59] . Moreover, cells in epithelial monolayers tend to migrate in the local direction of lowest shear stress -a behavior known as plithotaxis [60] [61] [62] [63] . However, unlike in ordinary liquid crystals, cell reorientation may not entirely stem from cell shape but it likely involves an active mechanosensitive response. Regardless of its yet-unclear mechanism, this feedback between polarity and flow mediates another type of orientational cell-cell interactions. Even though some recent continuum models have probed the effects of flow-polarity coupling [64, 65] , further research is needed to clarify its role in collective cell migration.
Polarity-shape alignment
Almost by definition, cell polarity and cell shape asymmetry are interdependent and, hence, they are often assumed to align. Then, given that cell-cell interactions modify cell shape, cell-autonomous polarity-shape alignment can give rise to intercellular alignment interactions [66] [67] [68] .
Orientational cell-substrate interactions 2.4.1 Polarity-velocity alignment
Through their interaction with the substrate, cells may be able to align their polarity to their velocity, thus tending to align self-propulsion with drag cell-substrate forces [69] . Such a polarity-velocity coupling is a generic property of active polar systems interacting with a substrate [70] [71] [72] [73] . For these systems, the polarity not only reorients in flow gradients but also in uniform flows, like a weathercock in the wind. Even though its cellular mechanism is not yet well understood, polarity-velocity alignment has been introduced in a number of models. However, in some situations, polarity and velocity are strongly misaligned in epithelial monolayers [74, 75] (Fig. 2) , possibly due to the dominance of cell-cell interactions [75, 76] . How such possibly conflicting polarization cues coexist and cooperate remains poorly understood [77] .
Substrate-induced polarization
In addition to polarizing in response to cell-cell forces (Section 2.3.2), cells can also polarize in response to asymmetric forces at the cell-substrate interface [52, 78] . In particular, given that cells exert larger tractions on more adhesive and/or stiffer substrates, gradients of substrate adhesivity and/or stiffness can polarize cells [79] [80] [81] . The ensuing migrations towards regions of higher adhesivity and/or stiffness are known as haptotaxis and durotaxis, respectively. Moreover, even changes in uniform substrate properties may lead to cell polarization. Specifically, increasing substrate stiffness triggers an isotropic-nematic transition in the actomyosin cytoskeleton [52, [82] [83] [84] . This transition results in cell elongation, which, in turn, might promote a spontaneous polarization [85] .
3 Physical models, from sub-cellular to supracellular scales
In this section, we review the different physical descriptions that have been used to model collective cell migration. These descriptions cover different levels of coarsegraining; we start from those describing sub-cellular detail and move up to continuum models that only describe supracellular features. Complementary presentations have been provided in recent reviews [20, 86, 87] . Here, we emphasize how the cellular forces and interactions reviewed in the previous section can be accounted for by each of the modeling approaches. We focus on two-dimensional models that explicitly include cell migration. 
Lattice models: The cellular Potts model
In the spirit of classical models of statistical mechanics, such as the paradigmatic Ising model, lattice models describe individual cells as domains on a lattice, thus resolving sub-cellular details of cell shape (Fig. 3a) . In particular, this description is based on the Potts model, and hence it is known as the Cellular Potts Model (CPM) [88] . Each lattice site i = 1, . . . , N is assigned a state variable σ i = 1, . . . , m corresponding to one of m − 1 cells. The state of each lattice site is then updated using a state-exchange Monte Carlo scheme with Metropolis dynamics at a sufficiently low temperature to ensure that cells remain as compact domains.
Effective Hamiltonian
The dynamics minimizes the effective Hamiltonian
The original CPM only included the first two terms. The first term, whose sum runs over neighboring sites i, j , accounts for the interfacial tension between neighboring cells as well as between cells and the medium (state σ = m), which are encoded in the interaction matrix J. The simplest choice is J(σ i , σ j ) = α(1 − δ σi,σj ), where α is the interfacial energy that controls the amplitude of cell shape fluctuations (Fig. 3) . Thus, this energy captures the combined effects of cell-cell adhesion and cortical tension (Sections 2.2.1 and 2.2.4). The second term penalizes changes in cell area around a preferred value A 0 , with an area modulus λ > 0 ( Fig. 3a and Section 2.2.3). The area of cell σ, i.e. its number of lattice sites, is simply given by A σ = N i=1 δ σi,σ .
Cell migration
Later, the third term was added to implement cell motility by decreasing the energy of those configurations in which a cell's center of mass
has advanced toward the direction of its polarity p σ [90] . This term corresponds to an active polar force of magnitude P > 0 on each cell: Fig. 3a and Section 2.1.1). The model does not specifically include friction forces. Rather, an effective damping of cell motion arises from the Metropolis dynamics itself, which is dissipative in nature. In fact, the mean cell speed is linear in P/α over a wide range of parameter values [91] . Thus, the cell-cell coupling strength α, which controls the diffusion coefficient of a cell in the absence of motility, is proportional to the effective viscous friction coefficient, consistent with the Stokes-Einstein relation.
Polarity dynamics
The cellular polarity p σ was proposed to align with the velocity over some time-scale [91, 92] (Section 2.4.1) or, alternatively, to simply undergo rotational diffusion [89] . In a variant of the CPM, cell motion was dictated by the gradient of a self-secreted chemoattractant, whose concentration evolves with its own dynamics [93] . CPMs with alternative polarity dynamics should be explored in the future. Along these lines, Coburn et al. have recently proposed a hybrid CPM that accounts for CIL [94] (Section 2.3.2).
Interfacial energy
Self-propulsion magnitude simulating the motion of closely packed cells in a monolayer. In the CPM, a cell monolayer is represented on a two-dimensional lattice. We consider a square lattice of size L 2 with L = 200 and with periodic boundary conditions. Each lattice site is assigned an integer Potts spin 0 ≤ σ ≤ N (the "cell index"), where N is the total number of cells, which we set to 1000. Two lattice sites which share a side or a corner are considered as neighbours. A biological cell is denoted by the set of sites with the same spin (see fig. 1 (A) for snapshots of the simulations). Note that the parameter choice ensures that cells are connected sets of lattice sites. The spin σ = 0 is usually reserved for fluid sites: these are not present in our model, as we simulate a confluent monolayer (with cell packing fraction equal to unity).
The dynamics of the cells evolve via a kinetic Monte Carlo algorithm based on an effective Hamiltonian (or energy function) H, given by
where x and x ′ denote lattice sites, ai and Ai are the current and target area of the i-th cell (which we set to 40 lattice sites), whereas ri and ni represent its centre of mass and direction of motility, respectively. The three terms in eq. (1) respectively account for interfacial effects, approximate cell area conservation, and cell motility.
Furthermore, in the first term, the param effective interfacial tension between cells In line with common practice in CPM sim the parameter J is chosen as follows:
where α > 0 determines the interfacial two cells. Previous studies have found tudes affect both the cell shape and the cell boundary: small magnitudes produc boundaries with more active cell dynam magnitudes result in straight boundaries motion [13, 17] . In the second term, λ of the approximate cell conservation con erns the degree of fluctuations of each ce in the third term, P is a free parameter the strength of the motility (taken to be cells). We note that the energy we use used in the vertex model in [11] , where get perimeter (as well as a target area monolayers. The (standard) CPM Monte Carlo (M consider is the following (see [13, 14] for the CPM, and [18] for a comparison betw els and the CPM). Each elementary move change the spin of a random lattice site a domly chosen neighbour site b, where σ probability of accepting a spin change, is determined by the Metropolis test a associated change in energy (in simulat the Boltzmann constant, kB, and the to 1). Time is measured in MC sweeps, w (MCS) is a series of L 2 successive attemp tary moves. Simulations were initialised square lattice of cells and by later allowin brate for 1000 MCS before starting to tak
To model motility, we also need to writ ical equation for the polarity vector, ni, w the cell direction. The specific mechanis generates a polarized motion and how the over time remain poorly understood and tense investigations [19, 20] . We choose t suggested by Bi et al. [11] , where we ass larity vector undergoes rotational diffusi formulas, if one defines the polarity angl θi, as the angle between the cell's polarit a reference axis (taken to be the x-axis h tional diffusion process is governed by th
where ηi is a Gaussian noise, with zero ance ⟨ηi(t)ηj (t ′ )⟩ = 2Drδ(t − t ′ )δij (see Dr the rotational diffusion coefficient. 
Collective phenomena
Initially, the self-propelled CPM was primarily used to study velocity correlations of complex flows in cell monolayers [30, 91, 92] . More recently, it has also been used to study fluid-solid transitions and glassy dynamics in cell monolayers [89, 91] (Fig. 3b) , collective rotations [95] , gap closure [94] , and tissue spreading [96] , including the fingering instability of the tissue front [93, 96] .
Discussion
The CPM is based on an explicit and detailed description of cell shape and cell-cell adhesion which, by means of intensive simulations, enables close investigation of cellscale mechanisms of cell rearrangements. However, the Metropolis dynamics yields somewhat artificial cell shape fluctuations that depend on a temperature parameter not directly related to experimental measurements. Moreover, the model is not readily suited to incorporate some kinds of cellular interactions relevant for collective cell migration. In particular, how to distinguish cell-cell and cell-substrate friction and how to appropriately capture the active nature of some cellular forces with the relaxational algorithm of the CPM remains unclear.
Phase-field models
With their origins in interface dynamics [97] , phase-field models also describe cell shape in sub-cellular detail. However, unlike the CPM, they do not rely on a lattice. Rather, each cell i = 1, . . . , N is described by a phase field φ i ( r, t), which is 1 inside the cell and 0 outside (Fig. 4a) . A similar approach relies on describing cell shape via a contour function [66] . Some models describe even intracellular structures, such as the nucleus, using additional phase fields [98] .
Phase-field free energy
Cell-cell interactions are built into a free energy functional of the phase field. Although formulations vary [98] [99] [100] , a possible form is F = F CH + F area + F cell-cell with
The first contribution is a Cahn-Hilliard free energy that stabilizes the phase-field interface. The first term is a double-well potential with minima at the cell interior (φ i = 1) and exterior (φ i = 0), which are connected by an interface of width and tension γ that delineates the cell boundary. Here, we have neglected the bending rigidity of the interface [98] . The second contribution penalizes departures of cell area from its preferred value πR
2
, with area modulus µ (Section 2.2.3). The third contribution accounts for cell-cell interactions. It includes a repulsive term that penalizes cell overlapping (Section 2.2.3), with strength κ, and an attractive interaction between cell boundaries that models cell-cell adhesion (Section 2.2.1), with strength κτ [98] .
Phase-field dynamics and force balance
The dynamics of cell shape reads
Here, v i is a cell velocity defined as [99] 
where ξ is a friction coefficient (Section 2.1.2), and F int i is an interaction force on the interface of cell i due to overlaps with neighboring cells. This relationship can be generalized to include cell motility in the form of an active polar contribution T a p i to the force balance [69] (Section 2.1.1):
The interaction force F int i can also be generalized to account for additional interactions. In continuum mechanics, short-range interaction forces are described in terms of the stress tensor field σ( r, t). In the phase-field formulation, this corresponds to [100] 
ee Ref. [21] for a review) and more recently to n of a few migrating cells [22] and the study epithelia [23] [24] [25] [26] . We start by describing an onsisting of N cells using a different phase ch individual cell. Values of ϕ i ¼ 1 and ϕ i ¼0 terior and the exterior of a cell, respectively, boundary is defined to lie at the midpoint e define the dynamics of the fields ϕ i as
free energy and v i is the total velocity of cell i. enters Eq. (1) only through the advection ely pushing each cell uniformly as a whole cing any deformation of its interface. ergy F defines the dynamics of the individual d is written as
illiard free energy F CH stabilizes the cell r formulation is guided by simplicity but aced by more realistic models of the cellular -29]. The contribution F area provides a soft r the area of the individual cells around the here R is the cell radius, such that the cells are [30] . Finally, the repulsion term F rep penalwhere two cells overlap. Normalization has such that the width of the interfaces at s λ and such that the properties of the cells reserved when λ is rescaled (see Supplemental ). The parameters γ, μ, and κ set the relaxation shape deformations, area changes, and repulespectively (see Supplemental Material [31] eter values). ulation allows the cellular interfaces to be d intracellular forces to be defined at the level [ Fig. 1(b) ]. There are many physical ortance at the cellular level [32, 33] , and force between cells has been shown to contribute to enomena such as collective durotaxis [34] or during morphogenesis [35, 36] and wound 7]. We concentrate here on a simplified nd consider only substrate friction and forces the cellular interfaces, leading to the force tion:
where ξ is a substrate friction coefficient and F int i is the total force acting on the interface of cell i. By analogy with continuum theories, we define these microscopic interface forces in terms of a macroscopic tissue stress tensor σ tissue as
The first expression is the integral of the local force ∇ · σ tissue weighted by the phase field ϕ i , while the second is the integral of the force exerted by the stress tensor on the vector −∇ϕ i normal to the interface and pointing outwards. Equation (4) effectively bridges scales between local forces at the level of the individual cells and properties of the whole tissue.
Equations (1)- (4) define a generic model of twodimensional epithelial monolayers that only requires an appropriate definition of the stress tensor as input. Following our analogy with continuum theories, we introduce the usual separation into passive and active stresses
where the fields P and Q are the tissue pressure and tissue nematic tensor to be defined below. As pointed out in Ref. [25] , there is in fact much freedom in defining P from the total free energy F. Here we use the thermodynamically consistent definition
which includes contributions from compression and surface tension terms (see Supplemental Material [31] for details). Key to our results is the definition of the tissue nematic tensor in Eq. (5), which is based on the following cell deformation:
A microscope image of a MDCK monolayer (adapted from Ref. [11] ) and (b) a simulation snapshot. Interfaces between cells are defined as the overlap of the phase fields
with an illustration of the principal axis of the deformation tensor together with the resulting dipolar force density (right). The director of the dipolar force is parallel to the main deformation axis.
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Collective migration. For low cell densities, the collective migration is dominated by binary interactions. Fully inelastic collisions, see Fig. 1a ), can lead to the alignment of the migration directions and the onset of collective unidirectional motion. We studied two generic situations. First, a system with periodic boundary conditions, corresponding to a cell population that is far from all boundaries. A similar situation has been realized experimentally in Ref. 7 . Second, a circular confined domain where the cells can adhere, surrounded by a region where adhesion to the substrate is suppressed. This geometry was studied experimentally in Refs. 5, 6 , where circular domains were prepared by micro-contact printing of adhesive ligands. Figure 3a )-c) shows the emergence of translational collective migration in the periodic domain. We defined an order parameter for the translational collective motion via
wherevi is the unit velocity vector of the i-th cell. For large cell numbers, the order parameter will vanish if the velocities are random. It will tend to 1 if all cells are aligned. The red curve in Figure 3d ) illustrates the emergence of collective unidirectional motion from an ensemble of cells with initially random directions: after a transient of about t 5 3000, the order parameter wT approaches a value of one. Figure 3e )-g) shows collective motion in the confined circular domain. After a transient, all 24 cells perform a counter-clockwise rotation. Again this can be quantified by introducing an order parameter for rotational collective motion via
whereêh i is the unit vector in angular direction of the i-th cell. The red curve in Fig. 3h ) shows its evolution for the scenario displayed in e)-f), the final value close to 1 corresponding to counter-clockwise rotation. In both cases, the collective motion was established after some transient, typically when the cells have migrated a distance of the order of 50-100 times their own size (roughly 3000-4000 dimensionless time units). As a counter example, we simulated cells with elastic collisions [as in Figure 1b) ], which did not exhibit any collective migration on the considered time scales (up to 8000 time units). Hence the simple picture of inelastic collisions inducing the transition, deduced from the binary interactions, prevails up to moderate cell densities (volume fraction is about 0.4-0.5). In the circular domain, the interactions of cells with the boundary (depending on parameters and incidence angle, they are reflected or trapped by the boundary, cf. 45, 47 ) forces a transition from translational to rotational collective motion, similar to that observed in Ref. 5 .
Let us now study the effect of cell-cell adhesion, which so far was absent (k 5 0). Increasing the cell-cell adhesion parameter to moderate values (k 5 6) leads to a break-down of the collectively rotating state, see Fig. 3i )-k), as anticipated from the reduction of the collision .
The observed behaviors highlight two key phenomena. Firstly, the bistability of the cell polarization dynamics leads to a coexistence of stationary and motile states, as found in experiments. Secondly, that transitions between these states can be triggered by the environmental conditions, interactions, as well as by effective parameters like cell density and collision probability. 
where is the monolayer free energy, v n is the translational velocity of cell number n and δ denotes a functional derivative. Note that this equation is written in terms of dimensionless units, which will be used throughout the paper. The relationships between dimensionless and real units are detailed in the Supplementary Information, briefly reviewed at the end of the Methods section. The right-hand side of Eq.
(1) describes cell shape dynamics, which are determined by free energy changes. Details of the model free energy are given in the Methods section and in particular, by Eqs (7) and (10) . The free energy contains several parameters and its minimum determines the prefered state of the system. Briefly, one parameter controls the elastic response of each cell to shape deformation (γ n in Eq. (7)). Another controls the preferred radius of the cells (R in see Eq. (7)), which tend to be circular when they are not perturbed by other cells. Also, there is a parameter that controls the energy penalty for overlapping cells (κ in Eq. (10), which is chosen to be large). Note that the interactions between cells are strictly repulsive.
The velocity of each cell is the sum of two distinct contributions as described in Eq. (11): 1) The inactive part, v I , is due to the interaction force exerted by the other cells. Like the cell shape dynamics, the inactive part of the velocity is determined by free energy changes. 2) The active, or self-propulsion, part of the velocity, v A , is due to the cell engine. The relative strength of the two contributions to the velocity is determined by another parameter (ξ in Eq. (12)) which also controls the maximum cell shape deformation. The active part of the velocity is chosen so that the motion of isolated cells on the substrate is described by a persistent random walk 34, 35 where the characteristic cell speed and the reorientation statistics match the experimental observations 9 . Further, we assume that there is a large separation of time scales between the cell shape relaxation (fast) and the cell translation dynamics (slow). This approximation is physical since 1 µm deep indentations on cells typically relax within seconds 36 and the motile cells we model translate by 1 µm within minutes 9 . To highlight the role of cell elasticity mismatch, we considered 2 types of cell monolayers assemblies: a single cancer cell in a layer of normal cells (hereafter referred as the "soft-in-normal" case) and normal cells only (hereafter referred as the "all-normal" case). We performed simulations at two packing fractions, ρ = 0.85 and 0.9, describing nearly confluent monolayers, where,
where A B is the area of the simulation box. Overall, we will present a total of 4 simulations, each of which contains N cell = 72 cells. All model parameters are listed in Table 1 and explained in details in the Methods section and in the Supplementary Information. Our aim is to isolate the effect of the mechanical properties of motile cells on their migratory behavior. Hence, all parameters will be identical for both types of cells with the exception of the parameter which controls the cell stiffness (we set γ cancer /γ normal = 0.35, Phase field Figure 4 Phase-Field Models. a, Phase field of a cell. Adapted from [99] . b, The overlap between phase fields, i =j φiφj, identifies cell-cell interfaces (white). The inset shows cell contours, φi = 1/2, along with a sketch of extensile stress along the principal axis of the cell deformation tensor (see text). Adapted with permission from [100] . Copyright (2019) by the American Physical Society. c-d, Collisions between deformable cells lead to velocity alignment (c) and collective motion (d). Adapted from [67] .
In addition to the the phase-field interactions, which give a pressure term, the stress tensor may also include other contributions such as viscous and active stresses. In this case, combining the approaches of Refs. [69, 100] , the stress tensor could read σ( r, t) = −P ( r, t) I + ξ c j =i
where the second term accounts for cell-cell friction with coefficient ξ c (Section 2.2.2), and the third term describes anisotropic active stresses proportional to the nematic order parameter tensor field Q( r, t) =
Here, S i is the orientation tensor of cell i, which may be based either on cells' polarities, (Fig. 4b) .
Polarity dynamics
Regarding the polarity dynamics, interactions such as CIL and CFL (Section 2.3.2), polarity alignment (Section 2.3.1), and polarity-velocity alignment (Section 2.4.1) have been explored [98] , as well as couplings to chemotactic fields [101] . More recently, an alignment of cell polarity toward the direction of the total interfacial force has also been implemented [69] (Section 2.3.2).
Collective phenomena
Phase-field models have primarily addressed the emergence of collective motion from cell-cell interactions. Whereas some works focused on explicit orientational interactions [98] , other studies showed that, when cell polarity is coupled to cell shape asymmetry (Section 2.3.4), collisions between deformable cells lead to cell-cell velocity alignment and collective motion [66, 67] (Figs. 4c and 4d) . Recently, the phase-field model has been employed to explain the emergence of extensile nematic behavior [100] and to recapitulate collective velocity oscillations [69] in epithelial monolayers.
Discussion
The phase-field formalism provides a detailed description of cell shape while tackling some of the issues of the CPM. Foremost, it introduces a force balance Eq. (5) that provides a physical dynamics, thus going beyond the energy minimization process of the CPM, which imposes static mechanical equilibrium at each step. Moreover, the phase-field model is currently better connected to tissue mechanics (Eq. (6)), and it can explicitly account for cell-cell and cell-substrate friction as well as for active stresses (Eqs. (5) to (7)) [69, 100] .
Active network models
With precedents in the physics of foams [102] , network models describe epithelial tissues as networks of polygonal cells [103] . Thus, albeit in less detail than lattice and phase-field models, these models still describe sub-cellular features of cell shape. They encompass two subtypes of models: vertex and Voronoi models.
Vertex and Voronoi models
In vertex models, the degrees of freedom are the vertices of the polygons. Alternatively, the network can be described by the cell centers, which reduces the number of degrees of freedom. These descriptions are known as Voronoi models because, given the positions of the cell centers, the cell-cell boundaries are delineated by the Voronoi tessellation (Fig. 5a) . The difference in the number of degrees of freedom has important consequences for the mechanical properties of the network, which may thus differ between vertex and Voronoi models [104] . Moreover, cell motion, as well as cell division and cell death, may entail topological rearrangements of the network of cell-cell interfaces. In Voronoi models, the network is dynamic, evolving with each recomputation of the tessellation. In vertex models, in contrast, network rearrangements entail the appearance and disappearance of vertices, which requires implementing specific rules.
Energy function
In both descriptions, as in the previous approaches, cellular properties and interactions are encoded in an energy function, usually parametrized in terms of the areas A a and perimeters P a of cells a = 1, . . . , N :
13
Here, κ is the modulus of cell area around its preferred value A 0 (Section 2.2.3). Respectively, Λ = γ c − w/2 is the line tension of the cell-cell interfaces that connect the vertices, which results from the coaction of the cortical tension along cell-cell contacts, γ c , and the cell-cell adhesion energy w (Sections 2.2.1 and 2.2.4) [105, 106] . When cell-cell adhesion dominates, the line tension Λ becomes negative and the cellcell interface tends to expand. This expansion is eventually saturated by other cellular processes. This saturation is encoded in the third term of Eq. (8), which gives rise to a perimeter-dependent line tension. This term is a key difference between models of tissues and foams; for the latter, Λ is always positive and the quadratic perimeter term is absent [102] . The two perimeter contributions in Eq. (8) can be recasted as an energetic penalty for departures from a preferred perimeter P 0 = −Λ/Γ:
Cell migration and force balance
Cell motility can then be implemented by applying active polar forces either on the vertices or on the cell centers, giving rise to Active Vertex Models (AVM) [77, [110] [111] [112] [113] and Self-Propelled Voronoi models (SPV) [107, 114] , respectively. Thus, the corresponding degrees of freedom i = 1, . . . , n move according to Eq. (5), albeit with (Fig. 5b) . In addition, to account for interfacial effects at tissue boundaries, Salm and Pismen added a 'wetting force' at the tissue edge [110] , whereas Barton et al. included surface tension and bending forces [68] .
Polarity dynamics
The most popular orientational interaction in SPV models has been polarity-velocity alignment [68, 108, [114] [115] [116] (Fig. 5c and Section 2.4.1). However, polarity-shape alignment [68, 111] (Section 2.3.4), polarity alignment [68] (Section 2.3.1), CIL [77, 111] and force-induced polarization [110] (Section 2.3.2), as well as couplings to selfsecreted chemoattractants [110] have also been considered. Coburn et al. have proposed a hybrid model that accounts for CIL and polarity-shape alignment [117] .
Collective phenomena
Using the SPV model, Bi et al. studied how cell motility modifies the solid-fluid transition displayed by passive vertex models, showing that both self-propulsion speed and persistence favor the fluid phase [107] (Fig. 5d) . Other studies have focused on the onset of collective motion, showing that cell-autonomous polarity-velocity alignment ( Fig. 5c and Section 2.4.1) gives rise to emergent cell-cell alignment, which leads to coherent rotations [114] and flocking [68, 108, 115] . Altogether, SPV models predict four distinct phases: solid, liquid, solid flock, and liquid flock (Fig. 5e) . The solid phase supports elastic collective oscillations excited by self-propulsion [68, 116] .
Discussion
By construction, most network models describe confluent tissues, in which cells are packed without free space between them. Therefore, these models are restricted to collective migration of epithelial cell groups. This limitation has been addressed in recent 
In a Voronoi tessellation, the area and perimeter of a cell i can be calculated in terms of the vertex positions:
FIG. 6. Cell center positions are specified by vectors frg. They form a Delaunay triangulation (black lines). Its dual is the Voronoi tessellation (red lines), with vertices given by fhg.
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motors, collective gradient sensing is often impaired. Another striking emergent phenomenon in cell monolayers is their ability to propagate mechanical waves. In response to sudden unconfinement, the first row of cells at the monolayer edge spreads and migrates towards the freely available substrate, whereas the cells behind them remain static 66, 75 . With time, every cell row becomes progressively engaged in collective motion following a wave of deformation and force generation. Propagation of mechanical waves has now been observed in confined clusters 76, 77 , in expanding colonies 66, 75 and in colliding monolayers 78 (Fig. 3) . Propagation of mechanical waves in inertial matter is a trivial physical phenomenon that can be simply explained by an exchange of potential and kinetic energy. In cell monolayers, which lack inertia, alternative mechanisms must be at play to introduce second derivatives with respect to time and provide an effective inertia 76 . This could be achieved through the interplay between cell mechanics and molecular circuits involving mechanotransduction, such as those involving the mechanosensing protein merlin, which links forces at cell-cell junctions with the regulation of the protrusive and forcegenerating action of RHO-GTPases 6, 79 . A general feature of cell monolayers-and possibly one that is intuitive to any cell biologist who has ever performed cell cultureis that cells growing on a dish slow down their motion as the cell density increases 80 . From a physical perspective, this behaviour is reminiscent of that of granular materials such as sand or coffee beans close to a jamming transition; as the system density increases, each constitutive element becomes trapped by its neighbours, the energy required for structural rearrangements rises, and the system transitions from a fluid to a disordered solid 81 . Careful analysis of cell velocity fields in proliferating cell monolayers showed that the analogy between the behaviour of cell monolayers and granular materials close to a jamming transition is deeper than expected. Like particles in granular materials, cells in dense monolayers move in large groups whose length scale grows with cell density 5 .
Moreover, cells in a monolayer exhibit dynamic heterogeneities in cell migration, a non-Arrhenius dependence of relaxation times on cell density, peaks in the vibrational density of states, and a shift in the position of the four-point susceptibility function 80 .
A perhaps less intuitive observation is that fluid-to-solid transitions in cell monolayers can also occur at constant density. This between three the success of exchanges. In exchanges in one edge betw is created at t identified tha tex model is a the target sha perimeter and with the num p 0 = 3.81 for a below a critic system behav energy barrie behaves like a extended to 3D a jamming tra dent of tissue bronchial epit the maturatio change in the down. Remark exhibited high time than cell
The ability ming transitio that they did n their substrate self-propulsio opment of SP evant states in the characteri These states a solid (or jamm acterized by th movement. If dicted to enter remains low b phases are ana 
the first shell of a Voronoi tessellation, instead of metric ones. 30 Given interactions in the SPV are controlled by topology and not by metric distance, this finding suggests the possibility that a continuous transition may be a generic property of systems with metric-free interactions. Secondly, we examine the interplay of alignment and structural properties in both solid and liquid states and show that alignment promotes solidification by suppressing fluctuations transverse to the direction of mean motion. Flocking glassy and crystalline states have been reported before in particle models 31, 32 and in continuum theories, 33 but alignment was suggested to drive fluidification in particulate systems. 32 Extending tools from statistical physics to these far-from-equilibrium systems, we also develop a generalized expression for the effective temperature and caging timescale to self-propelled systems that helps us understand how alignment interactions drive solidification in confluent models. Finally, the flocking states are characterized by strongly anisotropic fluctuations. In the fluid such anisotropy is evident in both structural and dynamical properties that reveal a behavior similar to that of 2D smectics, as recently suggested for incompressible particulate flocking fluids. 34 Collective rearrangements observed
We consider N cells in a square box of area L with periodic boundary conditions. In the following, we set both the average cell area % A = L 2 /N and the target area A 0 equal to one, % A = A 0 = 1, though changing A 0 in a periodic system has no effect on the cell dynamics. 40 The system is initialized with random initial positions for the N cells. The configurational energy in eqn (1) has been extensively used in the past to model biological tissues, but only recently it has been shown that this simple model exhibits a rigidity transition that takes place at constant density and it is controlled by a single non-dimensional parameter, the target shape index p 0 P 0 ffiffiffiffiffi ffi A 0 p . 21 In our model, we Published To better understand why persistence is so important in dense tissues, we first have to characterize the transitions between different cellular structures. In the limit of zero cell motility, the system can be described by a potential energy landscape where each allowable arrangement of cell neighbors corresponds to a metastable minimum in the landscape. There are many possible pathways out of each metastable state: some of them correspond to localized cell rearrangements, while others correspond to large-scale collective modes. The maximum energy required to transition out of a metastable state along each pathway is called an energy barrier [27] .
We observe that tissue fluidity can increase drastically with decreasing D r at finite cell speeds. This suggests that different pathways (with lower energy barriers) must become dynamically accessible at lower values of D r .
One hint about these pathways comes from the instantaneous cell displacements, shown for different values of D r in Fig. 4 . At high values of D r (p 0 ¼ 3.78, v 0 ¼ 0.1), the instantaneous displacement field is essentially random and 
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Fluid-like Propulsion speed Persistence Shape index Figure 5 Active Network Models. a, Cell centers at positions { r} are connected by the Delaunay triangulation (black). Its dual is the Voronoi tessellation (red) that defines cell boundaries and vertices at positions { h}. Reprinted from [107] . b, Cells are parametrized by an area Ai and a perimeter Pi, and experience a self-propulsion force Ta pi (orange) and an interaction force F int i = − ∇ r i F (dashed black), which give the resultant force (black). Adapted from [108] with permission from The Royal Society of Chemistry. c, Polarity-velocity alignment with a time-scale τ . Adapted from [108] with permission from The Royal Society of Chemistry. d, Schematic phase diagram of the fluid-solid transition in the SPV model in terms of the shape index p0 = P0/ √ A0, and the self-propulsion speed v0 = Ta/ξ and persistence D −1 r . Adapted from [107] . e, Schematic phase diagram of the SPV model with polarity-velocity alignment at rate J = τ −1 (see c). Reprinted from [109] by permission from Springer Nature.
work that generalizes the Voronoi model to non-confluent tissues [118] . In general, network models are particularly suited to study the role of cell geometry and topological rearrangements on cell motion. Similar to the CPM, a current limitation of network models is that they account for neither internal dissipation nor anisotropic active stresses in the tissue. Recent efforts to include cell-cell friction [119] and to relate network geometry to the tissue stress tensor [120] offer possible ways to address these limitations.
Particle models
Particle models are rooted in the physics of particulate media such as granular materials. Compared to previous descriptions, particle models resolve even less details of cell shape by treating each cell as one or two circular particles. Using two particles cells "escape." Consequently, they reach a ors close to the maximum interaction disce for maximal adhesion) and experience s. At the same time, they make room for lso exert large propulsion forces, because rs is low and CIL is weak. The ability to orces, however, increases the cell length, where distributions of traction stresses were measured, and we calculated the distribution of the x component of instantaneous particle traction forces in a strip in the center of the tissue (Fig.  3G) . At late stages of tissue spreading with high cell density, our traction force distribution agrees well with the measured data. It is broader than Gaussian and well-fitted by an exponential function. At the early stages of tissue growth, however, the Table S1 . All units are simulation units (Fig. S1 and Movie S2). phenomenological descriptions have provided important insights into the generic behaviors of collective cellular movements at length scales much larger than cell size 24, 25 . Discrete SPP models inspired by flocking or schooling behavior of animal groups can reproduce coherent collective cell behavior through local velocity alignment rules 24, 29 . These models have been shown to successfully reproduce important features of large scale collective cell behavior, but do not explain important features of the dynamics of small groups of cells in which the specific characteristics of cellular interactions, including behaviors such as CIL or FIR, may play an important role. In general, SPP models can be used to describe the dynamics of small groups of cells and study the effects of important cell behaviors and parameters. Indeed, models of SPP have started to explore the role of CIL in the collective dynamics of cells in 2D, but either focus on large 2D monolayers or do not account for FIR [30] [31] [32] . It remains unclear how cell behaviors such as CIL and FIR contribute to collective cell migration, especially for small groups of cells, such as those observed in developing embryos or during cancer metastasis.
We introduce a theoretical description that successfully describes the motion of groups of cells of arbitrary numbers, from single cell motion to the collective migration of small groups of cells and large scale sheet migrations. The collective dynamics is obtained by balancing the forces in the system and specifying the dynamics of traction forces (or cell polarization) for individual cells, accounting for both CIL and FIR. We show that small groups of cells (3 or more cells) display coherent collective behavior, with persistence times that depend on the group size, despite their effective repulsion during the collision of cells pairs. We find an optimal size for small groups of cells that depends on cellular adhesion and traction strengths and maximizes the persistence of their coherent motion. Beyond small groups of cells, our description reproduces the diffusive behavior of individual cells in the absence of external cues, the observed behaviors upon pairwise cell collisions, as well as the traction force profiles reported in large scale cell migrations. Finally, we show that groups of identical cells can display coherent collective behavior or dispersal behavior by changing their confinement.
We seek a minimal theoretical description accounting for key phenomenological observations regarding cell-cell interactions, namely CIL and FIR. To this end, we describe cells as particles and consider the pairwise physical interactions between them when moving along a 1D strip (Fig. 1A) . While minimal, the 1D geometry has proven very useful to study collective cell migration at the experimental level 13, 14, 33 , as it simplifies the system considerably while preserving the essential features of collective cell migration.
In order to control their movements, cells regulate the forces they apply on their surroundings. A given cell generates a traction force T that causes its movement. Both dissipative processes inside the cell and friction with the substrate lead to a friction force opposing the cell movement which, in its most basic form, reads ξ − v , with ξ being an effective friction coefficient and v the cell velocity. For the specific case of a single cell, it is instructive to consider also the effect of an external force F ext , as previously done experimentally by applying a controlled force with optical or magnetic tweezers 15, 16 . Neglecting inertial terms, force balance on the cell reads 
ij ddij the cell-cell adhesion energy (red in Fig. 1A) . Accordingly, the total interaction force (black in Fig. 1A) reads
In turn, CIL tends to orient the cell polarity p i in the direction p tacting cells (Fig. 1C and SI Appendix) . Similarly to ref. 18 , model this interaction via a harmonic potential for the polari tion angle ✓i that, in addition to rotational noise, yieldṡ
Here, f cil is the cellular repolarization rate upon cell-cell co tact, whereas ⇠ (t) is a typified Gaussian white noise, and Dr the rotational diffusion coefficient of cell motion.
The parameters of the model may be reduced to five dime sionless quantities: the packing fraction of cells , cell-c and cell-substrate adhesion energies W c := Wc/(2RFm ) a W s := Ws /(2RFm ), cell-cell friction := / s , and a para eter := f cil / (2Dr ) that compares the timescale of cytoske tal repolarization associated to CIL to the rotational diffusi Hereafter, we set = 0.85, W s = 1, and = 0 and focus on t effects of intercellular adhesion and CIL on the organization cell colonies. The results are summarized in the phase diagram Fig. 2 . Including cell-cell friction leads to jammed configuratio of cohesive tissues (SI Appendix), in line with ref. 16 . In tu cell density does not affect the phase transitions but modifies t dynamical behavior of the cell colony (SI Appendix). Thus, c proliferation may drive the colony through different dynami states (SI Appendix).
Results
Noncohesive Phase. We first study the transition between a coh sive phase in which cells remain in contact, dij < 2R, and noncohesive phase in which they lose contact. Loss of c 14622 | www.pnas.org/cgi/doi/10.1073/pnas. 1521151113 Smeets e
CIL repolarization
Collective motion ization rate is, the faster the increase of polarity with N (SI Appendix). At sufficiently large sizes, multiple misaligned polarity domains appear that restore the random scaling (Fig. 5B) . Hence, we define the onset of macroscopic polarization (circles in Fig. 2 ) by the condition that p N PN has a maximum at N = 75, namely that connected clusters consisting of up to 75 cells may form a single polarity domain. The appropriate choice of N depends on system size. However, for the sizes explored, the transition line (circles in Fig. 2) is hardly sensitive to values around N = 75 (SI Appendix). In conclusion, by ensuring a complete phase separation while still allowing for cell rearrangements, sufficiently strong cell-cell adhesion and CIL are required to form a polar, collectively moving cell monolayer.
Finally, the effective potential energy Ep of cell-cell interactions gives information on the mechanics of the colony. Positive (negative) potential energies correspond to tensile (compressive) intercellular stresses. Noncohesive colonies at low cell-cell A B C complete phase separation while still allowing for cell rear ments, sufficiently strong cell-cell adhesion and CIL are req to form a polar, collectively moving cell monolayer.
Finally, the effective potential energy Ep of cell-cell in tions gives information on the mechanics of the colony. P (negative) potential energies correspond to tensile (com sive) intercellular stresses. Noncohesive colonies at low ce A B Finally, the effective potential energy Ep of cell-cell interactions gives information on the mechanics of the colony. Positive (negative) potential energies correspond to tensile (compressive) intercellular stresses. Noncohesive colonies at low cell-cell A B C dynamics [24] . Such polarization is not, however, permanent, but rather it is actively regulated by both biochemical processes inside the cell and feedback from neighboring cells. Finally, we define dimensionless quantities by scaling all lengths with the average radius a of the spheres and all times with the lag time τ . Additionally, we fix µk = 10 and σ = 10 −1 . Using this model, we perform molecular dynamics simulations with N t = 64 to 10 000 particles. Unless otherwise specified, we show results for N t = 1000 particles. To eliminate the global translational mode obtained at high density in an open system, we confine the particles to a circular box of radius R with soft repulsive boundary conditions. These are implemented by "gluing" a row of soft spheres to the box's boundary, as shown in Fig. 1 . We explore the phase diagram by varying the self-propulsion speed v 0 and the packing fraction φ = i a 2 i /R 2 . We first characterize the state of the system by studying the mean-square displacement (MSD) of individual particles as a function of time, shown on the left side of Fig. 2 . At low packing fraction or high velocity, the MSD grows monotonically well beyond a, corresponding to a flowing system. Conversely, at high φ or low v 0 , the and smaller than a, i.e., the particles are tr formed by their neighbors. Typical snapsh in each phase are shown in Fig. 1 . At v 0 degree of freedom ψ i becomes irrelevant is equivalent to the athermal jamming of transition between a flowing phase and a tr low v 0 is consistent with this limit; in part packing fraction coincides with the expected By extension, we call the two active ph "jammed," respectively. The shape of the (φ, as inferred from the MSD is shown on Fig. The liquid phase can be further divide the behavior of the MSD is not unifor density, interactions are negligible and ea pendently performs a persistent random w r(0)]
0 / Here, σ −2 = 10 2 and ballistic behavior is o the longest times (but shorter than the lim box size, not shown on Fig. 2) , as expec self-propelled particles [25] . At intermediate clusters of aligned particles start to form and ballistic at all observed times. This behav of those observed in other active systems signature of the symmetry breaking introdu velocity in the liquid phase is the existence fluctuations" [6, 7, 12, 26] . The scaling of the N of the number of particles with the a particles N in subsystems of various sizes i We see a transition from N ∼ N 1/2 , as ex gas or in a passive thermal liquid, to N ∼ at packing fraction φ ∼ 0.5, consistent w behavior observed in the MSD and with prev on self-propelled systems [6, 7, 12, 26] .
In the jammed phase, we observe regular particle displacements around their mean p 
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Active polar fluid Jammed
Cell-cell distance Force Figure 6 Particle Models. a, Schematic representation of forces in particle models. In different situations, cells experience various amounts of cell-cell repulsion (blue) and adhesion (orange), and cell-substrate active traction (red) and passive friction (green). Adapted from [46] . b, In a simple model, CIL rotates cell polarity pi towards the direction p CIL i pointing away from cell-cell contacts. With these interactions, a cell cluster can spontaneously polarize and undergo collective motion, as indicated by the center-of-mass velocity v. The color code indicates the cell polarity angle θi. Adapted from [123] . c, In growing tissues, CIL gives rise to tension profiles similar to experimental measurements. Reprinted from [76] . d, Increasing the packing fraction of confined self-propelled particles leads to jamming. The jammed phase supports undamped low-frequency modes. Red arrows indicate cell velocity. Adapted with permission from [124] . Copyright (2011) by the American Physical Society.
still allows capturing cell shape anisotropy [121] , and even a head-tail asymmetry if the particles have different size [122] . Otherwise, details of cell shape are entirely overlooked.
Cell-cell interaction potential
Positional cell-cell interactions are implemented via a central interparticle potential V (| r i − r j |). As for the other kinds of energy functions, no general principle predicts the exact form of the potential. Rather, simple forms are often proposed on phenomenological grounds. Typically, the potential features a short-range repulsion, which usually includes a hard core to prevent cell overlaps (Section 2.2.3). However, to capture cell extrusion, a recent model proposed a soft-core repulsion with a finite energy plateau [123] . In addition to the repulsive part, the potential often features a mid-range attraction to account for cell-cell adhesion (Fig. 6a and Section 2.2.1). Unless modeling biochemical signaling or substrate-mediated elastic interactions, longrange non-contact interactions are not included and, hence, the potential is cut off at the maximal cell radius.
Cell migration and force balance
As in other approaches, cell motility is often accounted for by an active polar force T a p i on the particles. In addition to central and self-propulsion forces, cell-substrate viscous friction −ξ v i and cell-cell friction with coefficient ξ c can also be added to the force balance (Fig. 6a) . Thus, the equation of motion of cell i = 1, . . . , N reads
Here, the sum is restricted to contacting cells. In addition, to account for interfacial phenomena, Tarle et al. added surface tension along the tissue edge as well as a coupling of the motility force to the edge curvature [125] .
Polarity dynamics
A wide range of polarity interactions have been studied in particle models. Interestingly, as in phase-field and SPV models, the combination of short-range forces with autonomous polarity-velocity alignment (Section 2.4.1) can lead to cell-cell velocity alignment and flocking [121, 126] . Nevertheless, other studies have explicitly implemented Vicsek-like velocity alignment rules [127] . Other polarity interactions that have been modeled include CIL [45, 46, 76, 122, 123, [128] [129] [130] , CFL [45] , and force-induced repolarization [46] (Section 2.3.2).
Collective phenomena
Particle models have unveiled that not only polarity-velocity alignment but also CRL interactions can give rise to collective motion [45, 46, 123, 129] . In particular, because it tends to anti-align the polarities of cell pairs, CIL would not be expected to lead to a state with net polarity. However, in cell clusters, CIL induces a coupling between the polarity and density fields that gives rise to a spontaneous symmetry breaking towards collective motion [123] (Fig. 6b) . Moreover, adjusting CIL strength to the local concentration of a chemoattractant enables intrinsically collective modes of chemotaxis [131] . Particle models have also shown that CIL can stabilize cell monolayers against dewetting [123] and ensure tensile intercellular stresses during tissue spreading [76] (Fig. 6c) . Finally, jamming due to increasing cell density and friction has also been studied using particle models [32, 124] . As in the SPV model, jammed packings of self-propelled particles exhibit collective oscillations [124] (Fig. 6d) .
Discussion
On the one hand, particle models miss details related to cell shape and its coupling to polarity, which are relevant for some aspects of epithelial dynamics. On the other hand, the particle description is suited to study collective migration not only of epithelial but also of mesenchymal cells, which is coordinated by weak and transient cell-cell contacts [132] . Moreover, the description of cell-cell interactions in terms of a potential allows to compute the tissue stress tensor, thus enabling to study how and which interactions determine the tensile mechanical state of a tissue [46, 76, 123] . Finally, including active cell-cell forces in the force balance Eq. (10) is possible and it may lead to important insights in the future.
Continuum models
Continuum models do not describe individual cells but set the coarse-graining level at the multicellular scale [133] . In this approach, the cell colony is described by fields such as velocity v( r, t), polarity p( r, t), and cell density ρ( r, t) that locally average these variables over many cells. Then, generic dynamical equations for the fields can be written based on the principles of hydrodynamic descriptions, observing symmetries and conservation laws. Here, we review how the dynamics of compressible polar media may be applied to model collective cell migration in epithelial monolayers. Because they contain many terms, the general equations are usually simplified to include only a few effects that are deemed most important for a particular phenomenon. We discuss the most common simplifications.
Free energy of compressible polar media
The starting point is the free energy of quiescent compressible polar media [134] [135] [136] , which reads
(11) The first term penalizes density variations δρ( r, t) = ρ( r, t) − ρ 0 around ρ 0 with a bulk modulus κ (Section 2.2.3). The second and third terms correspond to a Landau expansion on the polarity field. The non-polarized and polarized state are stable for a > 0 and a < 0, respectively, with b > 0 for stability. The fourth term couples the density and the polarity fields. In equilibrium, this term contributes a polarity p ∝ w ∇ρ, pointing towards increasing or decreasing density for w > 0 and w < 0, respectively. Thus, with w < 0, this term may model interactions like CIL [137] (Section 2.3.2), which favor cell motility away from dense regions. Finally, the last two terms penalize spatial variations of the density and polarity fields, thus endowing them with a finite correlation length. In fact, the fifth term corresponds to the orientational Frank elasticity of liquid crystals in the so-called one constant approximation, which assumes that bend and splay deformations have a common modulus K [138] . This term captures polarity alignment interactions between cells (Section 2.3.1).
Density and polarity dynamics
Then, one writes down dynamical equations. First, cell number balance is imposed by means of a continuity equation for the density field:
where k(ρ) is the net cell proliferation rate combining cell divisions and deaths [139] . Second, the long-wavelength dynamics of the polarity field is given by the theory of polar media,
where we have neglected higher-order active terms [6] [7] [8] . Here, the corotational derivative of a vector A reads D A/Dt = (
T )/2 is the vorticity tensor. This derivative accounts for the advective and co-rotational transport of the polarity field. In the first term on the right-hand side of Eq. (13), the so-called molecular field h = −δF/δ p is the generalized force (torque) acting on the polarity field to minimize the free energy F. The ensuing polarity changes are damped by the rotational friction γ, which may capture dissipation due to both cell-substrate friction (Section 2.1.2) and cytoskeleton reorganizations. The following two terms express the couplings of the polarity to bulk and shear flows, with coefficientsν and ν, respectively. Bulk flows are described by the velocity divergence ∇ · v, whereas shear flows are described by the symmetric and traceless part of the strain rate tensor,
T − ∇ · v I)/2. These terms might capture the tendency of the polarity to align with normal stresses [64] (plithotaxis, Section 2.3.3). Finally, the last term couples the polarity to uniform flows, with coefficient ν s . This coupling might capture polarity-velocity alignment interactions (Section 2.4.1), but it has not been considered yet in continuum models of collective cell migration.
Force balance
In addition to the dynamical equations Eqs. (12) and (13), force balance is established between the internal forces in the tissue, given in terms of its stress tensor σ( r, t), and cell-substrate (traction) forces T ( r, t),
It is convenient to separate the stress tensor into the pressure P and the deviatoric stress with symmetric and antisymmetric parts σ s and σ a = 1/2 ( p h − h p). The pressure can be computed via the Gibbs-Duhem thermodynamic relation: P = µρ − f , where µ = δF/δρ is the chemical potential and f is the free energy density, namely the integrand of Eq. (11) . Then, the key modeling step is to specify constitutive equations that relate the deviatoric stress tensor σ s and the traction forces T to the velocity, polarity, and density fields, thus phenomenologically capturing cellular interactions at a coarse-grained level. Given the tissue rheology, the theory of active polar media provides generic constitutive equations [6] [7] [8] , which we review in the following two subsections.
Different models in the literature have described migrating tissues as either elastic or fluid media, and both descriptions have successfully reproduced experimental observations. Elastic models have been recently reviewed [133] . Here, we present the basis and general formulation of viscoelastic fluid models. Nevertheless, most of the formalism can be readily adapted to elastic descriptions by taking the limit of a long viscoelastic relaxation time τ → ∞. We discuss key differences between how elastic and fluid models describe tissue spreading in Section 3.5.8.
Constitutive equation for the deviatoric stress
Cell aggregates largely devoid of extracellular matrix behave as viscoelastic fluids, exhibiting an elastic response at high frequencies and a viscous response at low frequencies [25, 140] . Thus, the simplest rheological choice is the Maxwell model, for which stress relaxes with a time-scale τ . In this case, the constitutive equation reads
The corotational derivative of a second rank tensor A reads DA/Dt = (
is the vorticity tensor. The relaxation time τ is set by the processes that dominate energy dissipation. These processes may be intracellular, such as cytoskeleton reorganizations, or intercellular, such as cell-cell sliding. They are thought to release stress at time-scales of protein turnover in the cytoskeleton and in cell-cell junctions, which are of the order of tens of minutes at most [25, 141] . In addition, other processes such as cell division, death, and extrusion [142, 143] , as well as cell shape fluctuations [144] [145] [146] and topological rearrangements [145, 147] also fluidize the tissue over different time-scales. In general, cell migration is a really slow process, imposing strain rates of ∼ h −1
, which are slower than the fastest relaxation times. Hence, migrating cell monolayers are generally expected to behave as liquids and, indeed, they exhibit liquid-like phenomena like wetting transitions [140, 148, 149] and fingering instabilities [10, 150] (further discussion in Section 3.5.8).
Besides the rheological model, the constitutive equation includes different types of stresses. Shear and bulk viscous stresses, proportional to the respective viscosities η andη, account for cell-cell friction (Section 2.2.2) and for the dissipation associated to density changes (Section 2.2.3). For elastic deformations, η/τ andη/τ are, respectively, the shear (Section 2.2.1) and bulk (Section 2.2.3) moduli of the cell monolayer. In turn, anisotropic active stresses are proportional to the nematic tensor Q = p p−1/2 | p | 2 I, with coefficient ζ, whereas isotropic active stresses have the coefficientsζ, ζ (Section 2.2.4). Finally, the terms with ν andν are the stresses associated to the flow-polarity coupling discussed above (Sections 2.3.3 and 3.5.2).
Constitutive equation for the traction forces
The next step is to specify the constitutive equation for the traction forces. Its expression is less conventional than that for the internal stress, but it was recently shown to read [72] T
in the long-time limit. Here, the first term is a cell-substrate viscous friction (Section 2.1.2), the second term is the active polar force that drives cell migration (Section 2.1.1 and Fig. 7a ), and the third term accounts for the cell-substrate forces associated to polarity-velocity alignment (Section 2.4.1 and Eq. (13)).
Boundary conditions
In addition to the equations, boundary conditions must be specified. First, many models impose vanishing density and stress at the tissue edge. Alternatively, to capture interfacial effects, some models include a line tension [150] [151] [152] . Second, the tendency of several cell types to polarize towards free space (Section 2.3.2) can be captured by imposing perpendicular (homeotropic) anchoring of the polarity at the tissue edge [149, 150] . In this case, for an unpolarized tissue (a > 0 in Eq. (11)), the polarity decays from the boundary with the characteristic length L c = K/a, which defines the width of the polarized boundary layer observed in experiments [28, 149] (Fig. 7a) . If cells align rather tangential the boundary, planar or tilted anchoring may be imposed [65] 
Common simplifications
Different models have simplified the equations in different ways. Most models that focus on tissue flow do not describe the density field altogether. Moreover, many of these models neglect flow-polarity interactions [28, 149, 150, 153] and even consider the polarity dynamics to be quasi-static (∂ t p ≈ 0) [28, 149, 150] . Other models work in the limit of small correlation length of the polarity field, L c = K/a → 0, whereby the polarity field drops from the description [139, 152, 154, 155] . In this case, active tractions are strictly localized at the tissue edge, amounting to a non-zero boundary stress. Another common simplification is to focus on a single dissipation source, thus only keeping either internal viscosity [38, 149, 156] or cell-substrate friction [154, 157] . Friction dominates over hydrodynamic interactions above the screening length λ = η/ξ. However, some studies suggest that this length may sometimes be comparable to tissue size, and hence both friction and internal viscosity must be kept [65, 150, 158] . On a related note, some continuum models approximate two-dimensional tissue flows as incompressible [154] . Even though it may be a valid approximation in some situations, monolayer area is not conserved (Section 2.2.3), and hence 2D incompressibility is not a general feature of epithelial monolayers. Finally, different models have included only isotropic [75, 159] or anisotropic [36, 64, 65] active stresses, or a combination of them [149, 153] .
Collective phenomena
Continuum models have focused on the spreading of epithelial monolayers, in particular addressing the formation of multicellular fingers [150, 153, 160, 161] . Consistent with experiments [53] (Fig. 7b ), a recent model has shown that, even in the absence of motility regulation at the monolayer edge, there is an active instability that leads to a fingering pattern with an intrinsic wavelength [150] (Fig. 7c) . Using the same model, recent work demonstrated a wetting transition between tissue spreading and retraction as a result of the competition between active tractions and contractile stresses. The balance between these active forces depends on monolayer size and, hence, only monolayers larger than a critical size can spread [149] (Fig. 7d) . This model has been extended to account for the role of substrate stiffness on tissue spreading, hence making predictions about tissue durotaxis [158] .
A long-standing discussion in the field has been whether elastic or fluid models are more appropriate to describe tissue spreading [133] . Whereas spreading monolayers are expected and observed to behave like liquids (see Section 3.5.4), they also exhibit effective elastic responses even at long times [11, 163] , probably due to mechanotransduction processes. To capture this behavior, some models directly assume an elastic rheology of the monolayer [75, 159, 160, 164] , whereas others explain it based on a viscous model with time-dependent parameters [28] . This controversy has also led to different explanations of the elastic-like mechanical waves observed during spreading [11] . Elastic models posit mechanochemical feedbacks, whereby either active stresses are coupled to the concentration of a strain-regulated protein [75, 159, 160, 164] (Fig. 7e) , or the polarity is coupled to strain [157] . In contrast, fluid models rely on the combination of active forces and either flow-polarity [64] or density-polarity [162] couplings to obtain effectively elastic waves (Fig. 7f) . in comparison to the control case. Remarkably, in each case, the force correlation length matched the corresponding leader-toleader distance (Fig. 3a-c, Supplementary Fig. 8 , Supplementary movie 9). HaCaT cells also showed similar trends of changes in leader-to-leader distance (Supplementary Fig. 7 ). Complementing the chemical perturbation, we also altered the force correlation length by physical means, by changing the stiffness of substrate over which the cells migrated (Fig. 3c, right panel) . In this case, both force correlation length and leader-to-leader distance increased with increasing stiffness of the substrate (Fig. 3a-d) .
Together, these results confirmed systematic mechano-biological regulation of leader cell generation during collective migration of propagating waves, the stress initially shows a few local maxima [ Fig. 1(b) ], which evolve towards a single maximum at the center of the monolayer, as observed in experiments [8, 22] . The concentration of contractile elements also oscillates and builds up at the center of the monolayer [ Fig. 1(c) ]. The stress waves propagate nearly in phase with the strain field, whereas the strain rate fluctuates nearly out of phase with the stress [ Fig. 1(d) ]. Thus, the response of the material is dominated by elastic relaxation with dissipation induced by turnovers in contractility on a time scale τ. The waves span the entire length of the monolayer and consist of a strain rate wave front that propagates inwards from the edge, and then travels back to the edge, resembling an X pattern, as observed experimentally [8] . With the given parameter values our numerical simulations capture the mechanical waves as evident in the kymographs of stress, strain rate, and concentration of contractile units [
To understand the origin of wave propagation and estimate the wave frequency, it is useful to examine the linear fluctuations in the strain field δε and the concentration field δc, about the quiescent homogeneous state u ¼ 0, c ¼ c 0 , and no spreading force. Using Eqs. (1) and (2), one can then eliminate δc from such linearized equations to obtain the linearized dynamics of strain fluctuations,
The above equation shows concentration field yields a tia), τΓ, and viscoelasticity elastic modulus,
The estimate for the time per time period determined from Fig. 3(a) ] and with the val ments [8] . Finally, we note conserved (τ → ∞; α ¼ 0 are spontaneously gener [21] . In the opp turnovers in contractility (τ diffusively at a rate ≃Bh 0 = Mean field model.-The tinuum model is obtained by c and ε and it is formulate height (h), and the averag elements,cðtÞ ¼ ð1=LÞ a noise of small amplitude. We used a finite-difference method and integrated eqn (14)- (16) on a discretized 1D space with mesh size Dx = 0.01 and time step Dt = 0.0001 as follows: given the density field r(x,t) and the polarity field p(x,t) at a time step t, we solve eqn (15) for the velocity field v(x,t). Next, using eqn (14) and eqn (16), we determine the density field r(x,t + Dt) and the polarity field p(x,t + Dt) at the next time step t + Dt with the explicit Euler method.
In Fig. 2 , we set all parameters to one (K = re = a2 = Z = l = Gp = ga = ta = aa = da = 1) except for x = p 0 = 0.5 and K4 = 0.0005. As predicted by the linear stability analysis in the previous section, we confirm numerically that the instability occurs and the propagation velocity (c B 1.07) is slightly larger than the mean tissue velocity v0 = tap 0/x = 1. The transient time scale is of the order of 10 2 . In Fig. 3 , we show for the same parameter values the spatial profiles of the cell density, stress and strain rate _ exx = qxv(x,t) at t = 1000. The stress and strain rate are out-ofphase, while the stress and the cell density are in antiphase. If we consider that the cell area measured experimentally corresponds to the inverse of the cell density, both phase relations agree with experimental observations, which have been interpreted as evidence for an elastic rheology. 8 However, our constitutive eqn (7) is that of a compressible, viscous material, also endowed with active and polar properties. Numerical simulations allow to mimic inhibition assays by tuning the value(s) of parameter(s) that would be changed due to the application of a drug. When we lower the value of the active parameters to da = 0.5, ga = 0.5 at t = 20 the traveling wave rapidly disappears (see Fig  experimentally when inhibiting contractility. ner, when we change the reference polarity v p 0 to p 0 = 0 (by setting a2 = À500 at t = 200), t also disappears quickly (see Fig. 4b ), as obs tally when inhibiting Arp 2/3.
Finally, Fig. 5 shows an example of a travel farther from threshold, with aa = 2, ga = d parameters as in Fig. 2 . The propagation velo larger c B 1.3. as a function of wave number q. All parameters are set equal to 1 (including ga and da), except p0 = 0.5, x = 0.5. We find qmax = argmaxq(s r +(q)) = 0.56, with a wave velocity c = s i +(qmax)/qmax = 1.07 greater than the mean tissue velocity v0 = tap0/x = 1. We checked that s r À(q) o 0, 8q. (b) Bifurcation diagram in the (ga,da) plane. The yellow (resp. blue) domain corresponds to a stable (resp. unstable) homogeneous state. Fig. 2 A traveling wave: all parameters are set equa Z = l = Gp = ta = aa = da = ga = 1, except for x = p0 = The cell density (a) and velocity (b) kymographs t Z 1000, after transients have died out. The pola also exhibit stable traveling wave solutions for the sa (not shown). Monolayer radius R (µm) Figure 7 Continuum Models. a, Scheme of a continuum model of a spreading monolayer. The red shade indicates the polarized boundary layer of width Lc. The stress σ accounts for intercellular and intracellular tension. Adapted from [149] . b, The monolayer edge develops multicellular fingers (red arrows) with a typical spacing. Scale bar, 100 µm. Reprinted from [53] . c, Positive growth rates of tissue shape perturbations of wavenumber q indicate a fingering instability. The maximal growth rate identifies the wavelength of the fingering pattern (dashed line). Adapted from [150] . Copyright (2019) by the American Physical Society. d, Phase diagram of tissue spreading. For a given contractility, monolayers larger than a critical radius spread (wetting) whereas smaller monolayers retract (dewetting). Adapted from [149] . e, Stability diagram of mechanochemical waves in an elastic model. The active stress is −ζ = β ln(c/c0), where c is the concentration of a strain-regulated protein. Adapted from [159] . Copyright (2015) by the American Physical Society. f, Stability diagram of mechanical waves in a fluid model. δa adds an active contribution to the polarity-density coupling w in Eq. (11) , and γa adds a density-dependent term to the contractility: −ζ + γaρ.
Adapted from [162] by permission of The Royal Society of Chemistry.
Discussion
A different type of continuum models are not based on liquid crystal physics but on the Toner-Tu equations for flocking [165] [166] [167] . Even though they also describe compressible polar fluids, the Toner-Tu equations do not include hydrodynamic interactions ("dry fluids" [6] ) and do not distinguish between the polarity and the velocity fields. The facts that traction forces are observed even in static cell monolayers [75, 149, 168] , and that traction and velocity fields are sometimes misaligned (kenotaxis) [74, 75] , calls for a separation of polarity and velocity. Hence, even though they may correctly capture some phenomena, flocking-type continuum models do not seem generically appropriate to describe collective cell migration. As network models, continuum models mostly restrict to describing the migration of cohesive cell groups. The main strength of this approach is the analytical tractability of the field equations, which often allows getting analytical predictions, hence yielding insights without having to explore parameter space in simulations. However, the high degree of coarse-graining is double-edged. On the one hand, the generic equations are versatile, physically well-grounded, and can be written even without knowledge of microscopic details. On the other hand, this means that cell-cell interactions are not implemented at the cellular level but rather encoded in phenomenological couplings whose relationship to cellular processes may be unclear. Finally, at the vicinity of the jamming transition, cell shape fluctuations become a slow field that must be incorporated into hydrodynamic descriptions. To this end, Czajkowski et al. have recently proposed a model that couples a cell shape anisotropy field to the polarity field [169] .
Conclusions and outlook
Concurrent advances in experiments and theory are quickly shaping a solid understanding of collective cell migration. Following the footsteps of more mature areas of physics, the field can now aim towards making quantitative predictions and testing specific models and assumptions in theory-inspired experiments. Besides progress in this direction, fundamental challenges remain.
For example, here we have restricted our attention to 2D migrating cell sheets. However, as mentioned in the introduction, cells also migrate within 3D environments, which are remodeled by and mediate mechanical interactions between cells, and even provide single cells with migration modes that are unavailable in 2D [170, 171] . Whether and how cells integrate these modes and interactions to move collectively is unknown. Moreover, techniques to probe mechanical forces in 3D remain limited in accuracy and throughput [5] . Generalizing 2D theories and techniques to 3D environments is thus one of the current challenges of cell migration biophysics.
Another central challenge is to bridge descriptions at different scales. For example, deriving continuum models from cell-scale models would map cellular interactions to tissue-scale mechanical properties and phenomena. Another pending task is to link the molecular mechanisms of actin polymerization and cell-substrate adhesion with the actual self-propulsion and friction forces included in models of collective cell migration. In particular, the most appropriate type of cell-substrate friction is still unclear [172] , largely due to the lack of experimental evidence.
A third limitation is the lack of a unifying picture that captures the mechanical consequences of cell-cell contact interactions. Upon collision, cells can adhere, repel, or ignore each other. Within each of these three behaviors there exist many nuances as well (see Section 2) . A better understanding of the mechanisms that define the mechanics and migration of two cells upon contact is crucial to advance our understanding of collective cell migration. A closer collaboration between physicists and life scientists is needed to incorporate the broad diversity of biological mechanisms involved in collective cell migration into a unifying physical picture.
