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Résumé – Le problème considéré dans cet article concerne l’optimisation des hyperparamètres d’une fonction noyau Gaussienne à l’aide de mesures
de similitude entre matrices. Deux contributions sont proposées : 1) une nouvelle mesure de similarité entre fonctions noyaux et 2) une nouvelle
paramétrisation pour les noyaux Gaussiens. Des améliorations des temps de calculs et des taux de bonnes classifications par rapport à la validation
croisée pour un classifier k-nn sont obtenues sur des jeux de données standards.
Abstract – The problem considered in this paper concerns the optimization of the hyperparameters of a Gaussian kernel function using a similarity
measure between matrices. Two contributions are proposed: 1) a new measure of similarity between kernel functions and 2) a new parameterization
for the Gaussian kernel. Improvements in terms of computation time and classification accuracies by comparison to cross-validation are obtained on
standard data set for a k-nn classifier.
1 Introduction
Les méthodes à noyaux ont montré des performances remar-
quables dans de nombreux domaines d’applications [1]. Si un large
choix d’algorithmes existe pour la classification, la régression,
l’estimation de problèmes inverses ou pour le démélange spec-
tral [2, 3], la qualité des résultats dépend grandement de la fonc-
tion noyau utilisée ainsi que du réglage des hyperpapramètres du
noyau. En pratique, pour une grande majorité de jeux de données,
le noyau radial donne de très bon résultats, sinon les meilleurs. Il
s’écrit :
k(x, z) = exp (−γd (x, z)) (1)
où d est une semi-métrique entre x et z. Toutes les semi-métriques
peuvent être utilisées en fonction des propriétés des données [4],
mais on a très souvent x ∈ Rd, γ > 0, d(x, z) = ‖x−z‖2 et il suf-
fit de rechercher la valeur optimale de l’hyperparamètre d’échelle
γ. Pour cela, des techniques comme la validation croisée [5] per-
mettent une bonne estimation de la valeur optimale de γ. Cepen-
dant, la validation croisée peut être difficile à mettre en œuvre en
pratique : temps de calculs importants, définition de l’intervalle de
recherche, faible nombre d’hyperparamètres . . . Or, il a été montré
que l’utilisation de métriques du type d (x, z) = (x−z)tQ(x−z)
donnait des résultats intéressants par rapport à une métrique Eu-
clidienne [6, 7]. Plusieurs stratégies ont été proposées pour l’opti-
misation de la matrice Q et deux types d’approches peuvent être
identifiés :
– Minimisation d’une estimation régularisée de l’erreur, néces-
sitant d’optimiser l’algorithme à noyau (classification SVM,
régression ridge . . . ) [6, 8, 9],
– Minimisation d’une erreur d’approximation entre le noyau
utilisé et un noyau idéal pour un traitement donné (aligne-
ment de matrices . . . ) [10].
L’avantage de la seconde approche vient du fait qu’il n’est pas
nécessaire d’apprendre la règle de décision lors de l’optimisation
des hyperparamètres, ce qui réduit la charge calculatoire et permet
de ne pas restreindre Q à un scalaire ou à une matrice diagonale.
Dans cet article, nous proposons d’une part une nouvelle me-
sure pour l’approximation de matrice noyau, basée sur la distance
de Frobenius entre matrices, et d’autre part une paramétrisation
de Q, basée sur la factorisation de Choleski, permettant de définir
une métrique. Dans la suite de l’article, nous nous limiterons à la
classification, mais il est possible d’étendre les concepts présentés
à d’autres problèmes d’apprentissage comme la régression.
2 Approximation de matrice noyau
L’approximation de noyau à l’aide de l’alignement a été pro-
posée par [10]. L’idée est d’approcher une matrice noyau idéale
à l’aide d’une famille de noyaux paramétrées par les hyperpara-
mètres à optimiser (par exemple, l’hyperparamètre d’échelle pour
le noyau Gaussien). On notera S = {xi, yi}
n
i=1 l’ensemble des
échantillons d’entraînement, où yi représente le label de la classe.
Le noyau Gaussien (1) est une mesure de similitude entre deux
échantillons xi et xj : elle vaut 1 dans le cas où les deux échan-
tillons sont très proches ou identiques, dans le sens de la dis-
tance utilisée, et elle vaut 0 lorsque les échantillons sont très éloi-
gnés. On définit le comportement de la fonction noyau idéale kI
comme : kI(xi,xj) = 1 si yi = yj et 0 sinon.
2.1 Mesure de similitude entre matrices
L’alignement est couramment utilisé pour mesurer la similitude
entre deux noyaux [11]. En notant K la matrice de Gram des éva-






〈·, ·〉F représente le produit scalaire de Frobenius et ‖·‖F la norme
associée. Dans [12], nous avons proposé la distance (empirique)








A est compris entre -1 et 1 et F est compris entre 0 et 1. Pour
l’optimisation, on cherche à maximiser A et à minimiser F . No-
tons que (2) est une semi-métrique tandis que (3) est une métrique.
Pour le problème d’optimisation, cela implique la résolution d’un
problème non-convexe dans le premier cas et convexe dans le se-
cond cas. Par ailleurs, (3) possède le même propriété que (2) pour
la concentration [11] :
Théorème 1. Pour une fonction noyau Gaussienne, l’estimateur





∣∣F(σ,S)−F(σ)∣∣ ≥ ǫˆ} ≤ δ. (4)
Démonstration. On utilise l’inégalité de McDiarmid pour démon-
trer (4). On note F(σ) = ES [F(σ,S)] et S
′ = S\(xt, yt) ∪
(x′t, y
′





















Finalement, (2) et (3) sont optimisées à l’aide d’une méthode
de Newton classique [13]. Le gradient de (2) et de (3) doit être
calculé lors de l’optimisation. Le produit de Frobenius étant un
opérateur linaire, les fonctions dérivées s’écrivent simplement en






































Le noyau Gaussien paramété par Q s’écrit








où Q est une matrice carrée de taille d définie positive. Nous pro-
posons trois paramétrisations pour Q, les deux premières étant
classiques dans la littérature. La troisième se distingue des para-
métrisations proposées par le fait que la matrice est définie posi-
tive, et non semi-définie positive [14]. Les trois paramétrisations
sont dénommées sphérique, elliptique et de Choleski :
1. Q = σ2I avec σ > 0. Pour simplifier le problème d’opti-
misation en éliminant la contrainte de positivité, nous proposons
d’utiliser la paramétrisation suivante : Q = exp(σ)I. Sous cette













2. Q = diag[σ21 , σ
2
2 , . . . , σ
2
d]. Là encore, pour éliminer les con-
traintes de positivité, la paramétrisation suivante est utilisée :
Q = diag[exp(σ1), exp(σ2), . . . , exp(σd)].









3. Q = LLT avec L une matrice triangulaire inférieure dont les
éléments diagonaux sont strictement positifs. L est la factorisation
de Choleski de Q. En imposant la positivité pour les éléments dia-




exp(σ11) σ21 . . . σd1





0 0 0 exp(σdd)

 (11)
La dérivée de la fonction noyau s’obtient de la manière suivante










































Des expériences ont été menées sur des données de l’UCI Ma-
chine Learning Repository (http://archive.ics.uci-.
edu/ml/). Un k-nn à noyau a été utilisé comme classifieur. Un
classifieur plus évolué (type SVM) ne permettrait pas de voir l’in-
fluence des différentes paramétrisations sur les résultats de classi-
fication. Pour chaque jeu de données, deux tiers des échantillons
ont été utilisés pour l’entraînement et le tiers restant a été utilisé
pour la validation. 50 répétitions ont été effectuées pour chaque
jeu de données, la moyenne et l’écart type de la précision globale
TABLE 1 – Résultats de classification en termes de pourcentage d’échantillons bien classés. n représente le nombre d’échantillons et
d le nombre de variables. s, e, et c représentent respectivement les paramétrisations sphérique, elliptique et de Choleski. Les valeurs
entre parenthèses correspondent à l’écart type sur les 50 répétitions (20 pour flc1). Pour A et F est retournée la valeur de la mesure de
similitude en fonction de la paramétrisation.
Données Alignement Distance de Frobenius vc
n d s e c A s e c F s
Iris 150 4 94.9 (2.7) 95.8 (2.8) 96.0 (2.1) 0.84, 0.90, 0.93 94.9 (2.7) 95.8 (2.9) 96.0 (2.3) 0.10, 0.06, 0.04 93.3 (3.7)
Wine 178 13 94.2 (2.6) 96.5 (2.0) 97.6 (2.2) 0.80, 0.87, 0.94 94.2 (2.6) 95.9 (2.0) 97.5 (2.3) 0.13, 0.09, 0.04 92.9 (4.6)
Ionosphere 351 34 86.3 (2.7) 90.6 (2.4) 89.2 (2.4) 0.76, 0.81, 0.88 86.3 (2.7) 90.9 (2.3) 89.3 (2.6) 0.23, 0.18, 0.13 83.9 (8.0)
Diabete 768 8 70.1 (1.9) 68.9 (2.4) 68.9 (2.6) 0.75, 0.75, 0.76 70.1 (1.9) 69.9 (2.4) 69.7 (2.5) 0.25, 0.24, 0.23 68.5 (5.6)
Cancer 683 10 95.7 (1.1) 95.3 (1.4) 95.3 (1.1) 0.91, 0.92, 0.95 95.7 (1.1) 95.1 (1.4) 95.2 (1.2) 0.10, 0.09, 0.06 95.1 (3.4)
Flc1 70810 9 92.2 (0.2) 92.4 (0.3) 92.4 (0.2) 0.67, 0.69, 0.69 92.2 (0.2) 92.5 (0.3) 92.2 (0.4) 0.06, 0.06, 0.06 91.9 (0.6)
sont reportés. Pour la paramétrisation sphérique, l’approche pro-
posée pour la sélection de l’hyperparamètre a été comparée à la
validation croisée. Les résultats sont donnés dans la Table 1.
Excepté pour Diabete, les paramétrisations elliptique et Cho-
leski permettent une amélioration des résultats en termes de préci-
sion globale, avec des performances similaires pour A et F . Pour
Diabete, F donne de meilleurs résultats que A pour les deux pa-
ramétrisations elliptique et Choleski. Pour ce jeu de données, on
peut voir que les valeurs de similitude sont très proches quelle que
soit la paramétrisation utilisée. Dans ce cas là, autres paramétri-
sation n’apportent pas d’amélioration par rapport à la paramétri-
sation sphérique. Pour ces jeux de données et le classifieur k-nn,
la validation croisée donne les moins bons résultats. On remarque
une bonne corrélation entre les valeurs hautes (basses) de A (F)
et le taux de bonnes classifications.
Les résultats obtenus sur les 50 répétitions ont été soumis au test
de Wilcoxon pour valider statistiquement les différences obser-
vées. Pour le jeu de données Iris, les différences entre les résultats
obtenus pour les différentes paramétrisations ne sont pas signifi-
catives. Par contre, elles le sont toutes par rapport à la validation
croisée. Pour les autres jeux de données, les résultats sont reportés
dans la Table 2. Globalement, on peut remarquer que pour ces 4
jeux de données les différences entre les résultats obtenus pour les
critères A et F pour un même modèle (s, e et c) ne sont pas signi-
ficatifs, l’amélioration est plutôt dans les temps de calculs (voir
paragraphe suivant). Néanmoins, les résultats obtenus par les mo-
dèles proposés sont significativement meilleurs que ceux obtenus
avec la validation croisée.
Le temps de calculs pour l’optimisation des modèles pour les
données Cancer sur un PC portable standard sont pour les trois
paramétrisations 0.14s, 0.38s et 5.90s pour F et 0.20s, 0.65s et
6.87s pour A. L’amélioration des temps de calculs vient d’une
part que le problème d’optimisation est convexe pour F et d’autre
part que (3) et (7) sont plus simples à calculer que (2) et (6).
La Figure 1 illustre l’effet de la paramétrisation de Choleski sur
les données Iris. Après transformation, les données sont davantage
séparables linéairement.
3.2 Données satellitaires
Le jeu de données considéré ici est l’image multispectrale Sou-
thern Tippecanoe County, Indiana, USA, acquis par le capteur
Flightline C1. Neuf classes ont été définies pour un total de 70810
pixels labélisés. 400 pixels par classe ont été extraits pour l’entraî-
(a) (b)
FIGURE 1 – Scatter plot des deux premières variables pour les
données Iris originales (a) et après projection sur les axes issus
du modèle de Choleski (b). Chaque couleur représente une classe
différente.
nement, le reste des pixels a été utilisé pour la validation. 20 ré-
pétitions ont été effectuées en tirant aléatoirement les pixels d’en-
trainements à chaque fois.
Les résultats en termes de pourcentage de bonnes classifications
sont reportés dans la Table 1 et les tests de signification statis-
tique dans la Table 2. Excepté pour Fc, tout les modèles donnent
des résultats légèrement supérieurs à ceux obtenus par validation
croisée.
Les temps de calculs des paramètres sont donnés à la figure 2.
Excepté pour As et Fs, les différences sont toutes statistiquement
significatives. Pour les modèles sphériques, les temps de calculs
sont réduit d’un facteur dix par rapport à la validation croisée.
Pour les modèles elliptique et de Choleski, optimiser F prend en
moyenne deux fois moins de temps que d’optimiser A. De plus, il
est possible d’optimiser Fe pour un coût calculatoire moindre que
la validation croisée.
4 Conclusion
Dans cet article, deux contributions ont été proposées pour l’op-
timisation des hyperparamètres d’une fonction noyau Gausienne.
La première contribution est la définition d’une mesure de simila-
rité basée sur la distance de Frobenius. La concentration de l’esti-
mateur empirique de la distance de Frobenius a été étudié. Com-
parée à l’alignement de noyaux, la distance de Frobenius permet
de mettre en œuvre une procédure d’optimisation convexe ce qui
améliore les temps de calculs. La seconde contribution concerne
la définition d’une paramétrisation basée sur la factorisation de
Choleski. Combinée au critère de similitude, elle permet la défini-
TABLE 2 – Test de Wilcoxon pour les jeux de données UCI wine, Ionosphere, Diabete et Cancer, et les données flc1. Les cases blanches
indiquent que les différences entre les précisions observées sur les 50 répétitions ne sont pas statistiquement significatives tandis que
les cases grises indiquent que les différences sont significatives. Comme les tests sont symétriques, seule la partie supérieure/inférieure
a été représentée : a\b signifie que les résultats pour le jeu de données a, respectivement b, sont les éléments non-diagonaux inférieurs,
respectivement supérieur, du tableau.
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FIGURE 2 – Temps de calculs moyen et écart type pour les diffé-
rent modèles pour les données satellitaires.
tion d’une métrique maximisant la séparation entre les différentes
classes. En termes de précision de classification, les résultats ob-
tenus sont significativement meilleurs que ceux obtenus par vali-
dation croisée.
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