In a recent paper [l], KO and Davis have considered the problem of deriving the exact message delay for TDMA channels with multiple contiguous output. Their analysis yields an expression for the average message delay, under the assumption of a Poisson message arrival process. In the present paper a much more general treatment of the same problem is presented, resulting in a closed form expression for the whole probability generating function of the message delay, which is valid for a general arrival process.
A I. STATEMENT OF THE PROBLEM TIME division multiple access (TDMA) system (or a loop communication system) with multiple contiguous output is considered. In such a system, time is divided into time slots of constant length and a fixed number, say u , of contiguous slots is allocated to each station in a periodical fashion. For a given station, a frame is defined as the time period between the ends of two adjacent groups of u contiguous transmission slots (Fig.   1) . It is assumed that the stations have at their disposal an unlimited buffer for the temporary storage of messages awaiting transmission. The messages have the same constant length of one slot each and are transmitted on a first-comefirst-served basis. They arrive at each station according to a general uncorrelated arrival process, i.e., the numbers of arrivals at a station during the subsequent frames are described as a sequence of i. i.d. random variables. Let E ( z ) denote the (common) probability generating function of these random variables. The purpose of the paper is to derive the delay performance of the messages at a given station in terms of the quantity u and the function E(z).
The queueing analysis of TDMA or similar systems has been addressed previously in the scientific literature on many occasions; see, for instance, . However, to the best of the author's knowledge, the analysis of the message delay for the case u > 1 has been addressed only once, namely, in a recent paper by KO and Davis [l] . Their analysis is valid for a Poisson arrival process only and yields an expression for the average delay. Using a different analytic approach, we obtain in this paper the whole probability generating function of the message delay for a general uncorrelated message arrival process. 
QUEUE LENGTH AS SEEN BY NEW ARRIVALS
In the sequel we assume that the length of u contiguous slots is much less than the frame length. In these circumstances it is justified to analyze the buffer behavior at a given station as if departures from the queue were only possible at the end of a frame ( Fig.  l ) , an approximation which was also tacitly introduced by KO and Davis [I].
Let uk denote the queue length at any given station just prior to the kth frame, and ek the number of messages arriving at this station during the kth frame; then the following state equation holds:
u k + , = ( u k + e k -u ) +
(1)
where c+ denotes max (0, c).
The equilibrium queue length distribution at frame marks is then described by the probability generating function V(Z), defined as
V ( Z ) 4 lim E [ z U k ]
(2)
where E [ . . -1 indicates the expected value of the expression between square brackets.
The function V(z), defined in ( 2 ) , can be derived from (1) in a straightforward and well-known fashion. It is given by (see, for instance, [6]) k + m where zlr z2, . . , zu-I are the u -1 zeros of E ( @z u inside the unit circle of the complex plane.
The number of messages in the queue as seen by a new arrival depends on the order that the arrival comes in (within the frame) and on the queue length at the beginning of this frame. It can be shown (see [SI) that the probability generating function X(z) of the queue length at arrival instants can be derived from the function V(z) by means of the formula
The proof of this equation is based on the uncorrelated nature of the arrival process and also assumes single arrivals (as opposed to bulk arrivals).
Combination of (3) and (4) yields an explicit expression for the function X ( @ :
We define the message delay (d) at any given station as the time duration between the message arrival and its transmission ( Fig. 2 ). I n view of the approximation mentioned at the beginning of Section 11, the message delay consists of one fractional frame (namely, the remainder of the frame of arrival) and an integer number ( r ) of frames, which will be referred to as the discrete message delay. In this section we derive the probability distribution of the random variable r . We proceed as follows.
Let x denote the number of messages in the queue at the arrival instant of a message. Then the discrete message delay r o'f this message is given by
where [ c ] denotes the integer part of c. Note that the random variable. x is described by the probability generating function This can also be written as Here 6 ( n ) denotes the Kronecker delta function, which equals I for n = 0 and 0 for all other n . Now we make use of the following identity:
In words: the left-hand side of (10) equals zero unless the integer i is a multiple of u , when it equals unity. The proof of this identity presents n o difficulties. Using the identity in (9), we obtain where we have used the fact that as'' equals 1 regardless of the value of s.
Equation (13) gives a closed form expression for the generating function of the discrete message delay (for the argument z " ) in terms of the (known) function X ( z ) . Notice that. in the special case u = 1, (13) yields R ( z ) = X ( z ) , as it should. The function, R( .) characterizes the whole probability distribution of the random variable r . The moments of r can be found from this function by using the moment generating property of the generating function. For instance, the average discrete nwssage delay E r r ] is given by (,=, or, using expression ( 5 ) for X ( z ) .
Assuming a uniform distribution of the arrivals over the whole frame length, the expected value of the total message delay E [ d ] can then be obtained as 1 2
IV. EXAMPLES

E [ d ] = E [ r ] +-. (16)
A . Poisson Arrival Process
A Poisson arrival process is characterized by the generating function
where X denotes the mean arrival rate of messages per frame.
In this special case, E ' ( 1 ) = h and E " ( 1 ) = A', so that the 
B. Geometric Arrival Process
From an analytic point of view, a very attractive alternative to the Poisson arrival process is provided by the geometric arrival process, characterized by E [ d ] , as determined by (16) and (21), is plotted versus the channel utilization p = X/u for various values of u. V. CONCLUSIONS A method has been presented to derive the message delay distribution for a TDMA or loop communication system with multiple contiguous output. The study is an extension of the work of KO and Davis [l] towards general arrival statistics instead of Poisson arrivals, and towards the derivation of the whole distribution instead of merely the mean value of the message delay. For a Poisson arrival process, our results are in full agreement with the ones obtained by KO and Davis. In addition, a simple formula for the mean message delay has been derived, assuming a geometric distribution for the number of arrivals per frame.
