Introduction and main results
This is the second part of our study of Bessel functions and Bessel distributions on GL(3, F ), where F is a nonarchimedean local field. In the first part, [1] , we attached Bessel functions to every generic representation of GL(3, F ) and showed that their asymptotics are given by certain orbital integrals. Here we show that these orbital integrals give rise to locally integrable functions. Hence the Bessel functions are locally integrable. We also prove a kernel formula in the Whittaker model involving the Bessel function. This kernel formula will allow us to show that the Bessel distributions are given by Bessel functions, which is our main result.
Main results.
We state here our main results. We will use the notations introduced in [1] , which we recall now.
Let G = GL(3, F ) and let B be the Borel subgroup of upper triangular matrices, A the subgroup of diagonal matrices, and Z the center of G. Let N be the subgroup of upper unipotent matrices and N the subgroup of lower unipotent matrices. Let W = N (A)/A be the Weyl group, where N (A) is the normalizer of A. We identify W with the set of six permutation matrices in N (A). Let
be the longest Weyl element in W. Let ψ F be a nontrivial character of F and let ψ be a character of N defined by ψ(n) = ψ F (n 1,2 + n 2,3 ), (1.1) where n i,j is the i, j entry of n ∈ N . It is clear that ψ(w t 0 nw 0 ) = ψ(n) (1.2) for all n ∈ N . Let ω be a quasicharacter of Z. Let f ∈ C ∞ c (G) and g ∈ N B. We define I f,ω,ψ (g) = f ( t n 1 zgn 2 )ω −1 (z)ψ −1 (n 1 )ψ −1 (n 2 ) dn 1 dz dn 2 . (1.
3) It follows from [7] that this integral is absolutely convergent for every g in N B. We extend I f,ω,ψ to a function on G by setting I f,ω,ψ (g) = 0 when g ∈ N B.
Theorem 1.1. I f,ω,ψ is locally integrable as a function on G.
Define
This integral converges absolutely for every g ∈ Bw 0 B. We extend it to a function on G as above.
Corollary 1.2. J f,ω,ψ is locally integrable as a function on G.
Proof. 
Let (π, V ) be a generic irreducible admissible representation of G, and ω π the central character of π. Let j π,ψ be the Bessel function defined in [1, 6.5] .
Corollary 1.3. j π,ψ is a locally integrable function on G.
Proof. By [1, Theorem 1.7] , for every g ∈ G there exist an open compact neighborhood U of g and a function f ∈ C ∞ c (G) such that j π,ψ = J f,ωπ,ψ as functions on U . Since J f,ωπ,ψ is locally integrable for every f ∈ C ∞ c (G) the result follows.
Remark 1.4.
It is clear from the relation between J f,ω,ψ and I f,ω,ψ that it is enough to study one of these integrals. We will focus on I f,ω,ψ in order to match the notation of [7] and [8] , which studies the asymptotics of I f,ω,ψ .
Let W(π, ψ) be the Whittaker model of π (see (5.1)) and let W 0 (π, ψ) be the subspace defined in [1, Definition 4.1] . Let N 2 be the subgroup of upper unipotent matrices in GL(2, F ), B 2 the subgroup of upper triangular matrices in GL(2, F ) and w a GL(2) Weyl element (see Section 5).
it is easy to show that (1.4) holds for every W ∈ W(π, ψ) and every g ∈ GL(2, F ). This gives a kernel formula for the action of the Weyl elements in the Kirillov model of a supercuspidal representation.
Finally, the main theorem of our paper is the following. Let J π,ψ be the Bessel distribution defined in [2] (see (6. 3)).
Notations and preliminaries
We recall some notations from [1] . Let F be a nonarchimedean local field.
Let O be the ring of integers in F and let P be the maximal ideal in O. Let be a generator of P . We denote by |x| the normalized absolute value of x ∈ F . Let q = |O/P | be the order of the residue field of F . Then | | = q −1 . Let G = GL(3, F ) and K = GL (3, O) . Let A be the subgroup of diagonal matrices in G consisting of matrices of the form
We let
For each α ∈ X we let |α| : A → R and α ∨ ∈ X ∨ be the obvious maps. For i, j ∈ {1, 2, 3}, i = j, we let α i,j : A → F be the functions defined by
Let Φ = {α i ,j } be the root system of G and let Φ ∨ = {α ∨ : α ∈ Φ}. We have Φ = Φ + ∪Φ − , where Φ + = {α i ,j : i < j} is the set of positive roots and Φ − is the set of negative roots. Similarly, Φ ∨ = Φ ∨,+ ∪ Φ ∨,− . Let B = {α 1,2 , α 2,3 } be the set of simple roots. Finally, if g ∈ G we let ∆ i (g) be the principal i × i minor of g. We define ∆ : G → R by
It is easy to see that ∆( t n 1 gn 2 ) = ∆(g) for every n 1 , n 2 ∈ N and g ∈ G.
Also, ∆(g) = 0 if g ∈ N B and
∆ −1/2+ is locally integrable
In this section we shall use the results of D ' abrowski and Reeder, [4] , to show that ∆ −1/2+ is locally integrable for every > 0.
Let f ∈ C ∞ c (G) and let g ∈ N B. We define the orbital integral:
The convergence of this integral follows from [7] . D ' abrowski and Reeder studied this integral when f = f 0 is the characteristic function of the maximal compact subgroup K. For each a ∈ A there exist a unique
, λ a is not a nonnegative integral linear combination of positive coroots. If λ a is such a linear combination we write
where κ(m) is the number of strictly positive coordinates of m, and m runs over all possible decompositions (3.1).
Each λ a ∈ X ∨ that can be written as in (3.1) can be written in the form
where m 1 (a), m 2 (a) are nonnegative integers uniquely determined by a. It is easy to see that for such a we have
Corollary 3.2. Assume that a is such that λ a can be written as in (3.1). Then
Proof. Let R(a) = R(λ a ) be the number of possibilities of writing λ a as in (3.1). Then it follows from (3.2) that
It is easy to see that
, m 2 (a)) = (0, 0) then R(a) = 1 and our inequality holds.
The following corollary is essential to the question of local integrability of the Bessel function. This result is analogous to Harish-Chandra's result in [6] that D −1/2 is locally integrable. (See [6] for the definition of D.)
Proof. It is enough to show that
for every characteristic function f of Kg 0 , where g 0 ∈ G. Write g 0 = k 0 b 0 for some b 0 ∈ B and k 0 ∈ K. Hence it is enough to show that (3.5) holds for
where ρ r is right translation. Writing b 0 = a 0 n 0 for a 0 ∈ A and n 0 ∈ N we have
Hence it is enough to prove (3.5) for f = f 0 . Using the invariance properties of ∆ and writing dg = ∆(a) dn 1 da dn 2 on the set of elements of the form t n 1 an 2 , where n 1 , n 2 ∈ N and a ∈ A, we get
We can assume that da assigns measure 1 to A ∩ K. By Theorem 3.1 the sum over λ ∈ X ∨ takes place for λ of the form
, where m 1 and m 2 are nonnegative integers. By Corollary 3.2 we have, for λ written as above,
Hence our integral is majorized by
which is finite when > 0.
ψ-orbital integrals are locally integrable
In this section we shall use the results of Jacquet and Ye, [7] and [8] , to show that the ψ orbital integrals are locally integrable. Consequently, by Corollary 1.3 Bessel functions attached to irreducible representations are locally integrable. Let I f,ψ be the ψ orbital integral defined in [7] by
Here g ∈ N B. Notice that I f,ψ does not have the integration over the center that appears in the definition of I f,ω,ψ in (1.3). Let
For z = 0 we define
where γ(2/z, ψ) is the Weil constant as in [7, Proposition 2.3] . Let m be large enough so that the map z → z 2 is an analytic bijection of 1 + P m to 1 + 2P m . If µ ∈ 1 + 2P m we denote by √ µ the inverse image of µ under this map. Let a, b ∈ F * be such that |a| < q −m and |b| ≤ 1. Let µ = a + bx 2 . Define
where the range of integration is µ ≡ 1 mod 2P m . We define K 0 on the set (a, 
for all a such that |∆ 1 (a)| < , |∆ 2 (a)| = C 2 and |∆ 3 (a)| = C 3 . Moreover, we can choose small enough that
for all a such that
Moreover, we can choose to be small enough so that
Moreover, we can choose to be small enough so that I f,ψ (a) = 0 if a cannot be written in the form a = za(x, y) with z ∈ Z.
Combining Theorem 4.2 and Lemma 4.1 we get: Let g ∈ Q be of the form g = t n 1 an 2 . Then a satisfies the assumptions in Theorem 4.2 (a) and we have
It is easy to see that this sum has at most two summands, and also that |z| = C
where B 1 , B 2 are some positive constants independent of g ∈ Q.
If |∆ 1 (g 0 )| = C 1 = 0 and ∆ 2 (g 0 ) = 0 similar arguments apply. Now assume ∆ 1 (g 0 ) = 0, ∆ 2 (g 0 ) = 0 and |∆ 3 (g 0 )| = C 3 .We can choose = (f, C 3 ) > 0 as in Theorem 4.2 (c) and a neighborhood Q of g 0 such that |∆ i (g)| < , i = 1, 2, and |∆ 3 (g)| = C 3 for all g ∈ Q. Let g ∈ Q be of the form g = t n 1 an 2 . Then a satisfies the assumptions in Theorem 4.2 (c) and we have
Dividing into cases where |y| = 1, |y| < 1 and |y| > 1 and using parts (2), (3) and (4) of Lemma 4.1, the conclusion follows.
Corollary 4.4. Fix f ∈ C ∞ c (G). Then |I f,ω,ψ (g)∆ 3/8 (g)| is bounded on compact sets in G.
Proof. Let Q 1 be the support of f . Since Q 1 is compact it follows that |det(g)| is bounded for g ∈ Q. Hence, the support of I f,ψ is also on a set on which the determinant is bounded.
Let Q 2 be a compact set in G. We will show that |I f,ω,ψ (g)∆ 3/8 (g)| is bounded on Q 2 . If g ∈ Q 2 , z ∈ Z and gz is in the support of I ψ,f we have det(gz) = det g det z is in some fixed compact set in F * hence z is in a fixed compact set P in Z independent of g ∈ Q 2 . Let C 1 = max z∈P (|ω(z)|) and g ∈ Q 2 . By Corollary 4.3 there exist a constant
Here we have used that
It follows from Corollary 4.4 and from Corollary 3.3 that I f,ω,ψ is locally integrable, which is the content of Theorem 1.1 stated in the introduction. Consequently, we have proved Corollary 1.2 from the introduction, which states that the Bessel function j π,ψ , where π is an irreducible admissible representation of G with a Whittaker model, is locally integrable. This corollary will be used in the next section to prove the kernel formula promised in the introduction.
A kernel formula
Let N 2 , A 2 , K 2 be subgroups of GL(2, F ), where A 2 is the subgroup of diagonal matrices, K 2 = GL(2, O) and
Let t(r) = r 1 and w = 1 1 .
Let 
Let j π,ψ be the Bessel function of π. j π,ψ is defined by equation (1.4) of [1] :
where g ∈ Bw 0 B, W ∈ W(π, ψ) and
Here is compactly supported in N , and hence we can write
where in this case we use the standard integration.
Proof. Each h ∈ H is in a Bruhat cell BwB with S 0 (w) = {α 1,2 , α 2,3 } (see [1, 4.2] ). We write the Iwasawa decomposition of h h = n a k, (5.4) where
Let a = diag(a 1 , a 2 ) ∈ A 2 and a = diag (a 1 , a 2 , 1) . By the definition of W 0 in [1, Definition 4.1] we have that if W ∈ W 0 and W (h) = 0 then α 1,2 (a) = a 1 /a 2 is in a compact set in F * and α 2,3 (a) = a 2 is in a compact set in F * , where both compact sets are independent of n and k in the Iwasawa decomposition of h. Hence a 1 and a 2 are in a compact set in F * and it follows that the support of W on H is compact mod N 2 .
The next proposition follows from [1, Theorem 4.6].
Proposition 5.2. Let W ∈ W 0 and h ∈ GL(2, F ) then the function
converges absolutely for all g ∈ GL(2, F ).
Proof. Since changing variables h → gh −1 amounts to changing W to a different W satisfying the same hypothesis we can assume that g = e.
We let Y 1 be the open dense set of G given by elements of the form
where u 1 , u 2 ∈ F 2 , h ∈ GL(2, F ) and r ∈ F * . Let dx = du 1 |det h| dh |r| −2 d * r du 2 be a Haar measure on GL(3, F ) restricted to Y 1 . Since j π,ψ is locally integrable on Y it follows that the function
, it means that the function |det h| appearing in the above integral is bounded on the support of f . Hence we can drop |det h| in the integral and still have absolute convergence. Integrating by steps we have
Here, the measure dh on the right-hand side is a Haar measure on GL(2, F ) and the measure dh on the left side is a GL(2, F ) invariant measure on N 2 GL(2, F ). We view the inner integral as a function on GL(2, F ). It is well-known (see [1, Lemma 7.1] ) that any smooth function on GL(2, F ) that is compactly supported mod N 2 and is ψ equivariant under left translations by N 2 can be obtained this way, in particular the function h → W (h) is such a function.
Our main theorem of this section is the following:
Theorem 5.4. Let W ∈ W 0 and y ∈ GL(2, F ). Assume further that y ∈ B 2 wB 2 . Then
Proof. By Lemma 5.1 and Lemma 5.3 this integral converges. For each W ∈ W 0 and y ∈ GL(2, F ) we define a function
where u = t (u 1 , u 2 ) is a column vector and ψ(u) = ψ F (u 2 ). By Proposition 5.2, this integral converges. For h ∈ GL(2, F ) we define ψ h (u) = ψ(hu). We have
Let F 2 be the space of column vectors and let f ∈ C ∞ c (F 2 ). Let ψ be a character on F 2 as above. Definef : GL(2, F ) → C bŷ
It is easy to see that f (ph) = f (h) for every p ∈ P 2 , h ∈ GL(2, F ). Using the identification of P 2 GL(2, F ) with F 2 − {0} it is easy to see thatf is exactly the Fourier transform of f . Since the |det| equivariant measure dh on P 2 GL(2, F ) is identified with the measure dv on F 2 − {0} we can use the standard Fourier inversion formula to conclude that
In particular taking u = 0 we get
We now pick f to be the function
and get
It follows from [1, Theorem 4.6 ] that the function
from F to C is compactly supported for every fixed y ∈ B 2 wB 2 , where w is the long Weyl element of GL(2, F ) that was defined in the beginning of this section. It is easy to see that
Hence by (5.3) we have
An argument similar to the one above shows that
Applying Fourier inversion to the function
we get
Combining (5.5) with (5.6) we get
If f is an absolutely integrable function on N 2 GL(2, F ) then
where dm is a GL(2, F ) invariant measure on N 2 GL(2, F ) and dh is a |det| equivariant measure on P 2 GL(2, F ) with an appropriate normalization. Hence the integral above matches the integral in the statement.
Corollary 5.5. Let g ∈ Bw 0 B and W ∈ W 0 . Then
Proof. By Theorem 5.4, this statement is true for all g ∈ Bw 0 B of the form g = 1 g 0 with g 0 ∈ B 2 wB 2 . Using the equivariance of W and j π,ψ under N and Z we get the statement for all g ∈ Bw 0 N α 1,2 , where
Corollary 5.6. Letπ be a the contragredient representation to π and let
Proof. By [1, Corollary 6.12], jπ ,ψ −1 (g) = j π,ψ (g −1 ). We get our result by applying this to Corollary 5.5.
Bessel Distributions are given by Bessel functions
In this section we prove the main result of this work. We shall show that for G = GL(3, F ) the Bessel distributions are given by Bessel functions. In [2] we showed using a different method that Bessel distributions for quasisplit reductive groups over local fields are given by Bessel functions on the open cell. The following result provides more evidence toward the conjecture that Bessel distributions are given by Bessel functions on the whole group. Let (π, V ) be an irreducible admissible representation of G with a ψ Whittaker functional L and let (π,V ) be the representation contragredient to π. We think ofV as the space of smooth linear functionals on V . LetL be a ψ −1 Whittaker functional onV . It follows from [3] that we can (and will) normalizeL so that if v ∈ V andv ∈V are such that either g → W v (h) or g →Ŵv(h) have compact support in GL(2, It is clear that ρ(f )T is a smooth linear functional hence we can identify ρ(f )T with a vector v f,T ∈ V . We now define the Bessel distribution (first defined by Gelfand and Kazhdan in [5] We notice that G f (h −1 g)j π,ψ (g) dg is absolutely convergent and that the absolute integral gives a locally constant function in the variable h. Sincê W (h) is compactly supported mod N 2 we get absolute convergence for the iterated integral hence we can use Fubini's theorem to change the order. The G integration is in fact taking place on the open and dense set Bw 0 B, hence we can use Corollary 5.6 to obtain the last equality. By (6.4) this last integral equals N 2 GL(2,F ) J π (ρ l (hf )Ŵ (h) dh and using the assumptions onŴ as above we get that this integral equals J π (f ).
