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Resumo
Baseado na construção dos entrelaçamentos aleatórios bidimensionais (Comets, F.; Popov,
S.; Vachkovskaia, M., 2016), definimos a versão unidimensional do processo. Para isso,
consideramos passeios aleatórios condicionados a não entrar na origem. Nós comparamos
esse processo com o passeio aleatório condicionado no grafo anel. Nossos resultados são
a convergência do conjunto vacante do passeio no grafo anel em lei para o conjunto
vacante dos entrelaçamentos, um teorema central do limite para os tempos locais dos
entrelaçamentos e a convergência em lei dos tempos locais do passeio no grafo anel para
os tempos locais dos entrelaçamentos.
Palavras-chave: entrelaçamentos aleatórios. tempos locais. passeio aleatório em uma
faixa. passeio aleatório condicional. transformada h de Doob.
Abstract
Based on the construction of the two-dimensional random interlacements (Comets, F.;
Popov, S.; Vachkovskaia, M., 2016), we define the one-dimensional version of the process.
For this, we consider simple random walks conditioned on never hitting the origin. We
compare this process to the conditional random walk on the ring graph. Our results are
the convergence of the vacant set on the ring graph to the vacant set of one-dimensional
random interlacements, a central limit theorem for the interlacements’ local time and the
convergence in law of the local times of the conditional walk on the ring graph to the
interlacements’ local times.
Keywords: random interlacements. local times. random walk on a stripe. conditional
random walk. Doob’s h-transform.
List of symbols
Zn  Z{nZ Ring graph or one-dimensional torus.
Zdn  pZ{nZqd d-dimensional torus.
Xra,bs Range of stochastic process Xt on the time interval ra, bs.
B  Borel sigma-algebra of R .
Qu Probability measure for the original random interlacements model at
level u with d ¥ 3.
Iαd Interlacement set for the random interlacements in dimension d, includ-
ing the cases d  1, 2.
Vαd Vacant set for the random interlacements in dimension d, including the
cases d  1, 2.
`pxq Local time for the one-dimensional random interlacements model at site
x P Z.
Lnpxq Local time for the conditional random walk on Zn started on tn{2u and
running up to time tαn3{p2π2qu.
apxq Potential kernel for the simple random walk.
CappAq Capacity of set A.
rP Probability measure of the conditional walk on Z .
pPt Probability measure for the conditional random walk on Zn, running
up to time t.
Px Probability measure for the simple random walk on Z starting on x.
hnpx, tq Probability that a simple random walk started on x avoids 0 and n up
to time t
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1 Introduction
1.1 The original random interlacements process
The process of random interlacements was initially introduced by Alain Sol
Sznitman in (Sznitman, A. S., 2010). The original problem that motivates its definition
comes from the fragmentation of a d-dimensional torus (with d ¥ 3) by a random
walk. Let Zdn  pZ{nZqd be the d dimensional torus of size n and let Xt be the simple
symmetric random walk on Zdn. If we denote the range of the random walk at time
t by Xr0,ts  tX0, X1, . . . , Xtu, then the vacant set of the torus by time t is defined by
Vt  ZdnzXr0,ts. It turns out that one can find non-trivial fractal properties on Vt considering
times of the form tu  und, which includes a phase transition on u about the fragmentation
of the torus.
Roughly speaking, the random interlacements process can be viewed as a
Poissonian soup of (transient) doubly infinite trajectories of simple random walks in Zd for
d ¥ 3. To be defined rigorously, consider the following space of doubly-infinite trajectories
W  tω : ZÑ Zd : }ωpk   1q  ωpkq}  1 and |ω1ptxuq|   8 for all k P Z and x P Zdu.
This space has an issue, where different elements represent the same trajectory in Zd, to
solve this we consider an equivalence relation , where
ω  ω1 ô ωpq  ω1p   kq for some k P Z.
We denote the space of trajectories modulo the equivalence relations by W  
W z  and denote the σ-algebra generated by the canonical projections of this space by
W. There is a positive parameter u entering the intensity measure of the corresponding
Poisson process on the space of such trajectories. The process is then defined as a Poisson
point process on the space pW R ,WB q. The use of the space R  is a coupling to
construct the process for all parameters at once. If we denote each point of the Poisson
point process by pω, vq, then the process at level u is the restriction of the points where
v ¤ u.
In this definition we are intentionally omitting the intensity measure of the
Poisson point process due to the complexity of its definition. We refer to equation p3.9q of
(Teixeira, A.; Černỳ, J., 2012) to the definition of the measure and for Theorem 3.1 of
(Teixeira, A.; Černỳ, J., 2012) to a proof of existence and uniqueness of such measure.
The process is then almost-surely characterized by the law of its vacant set by
PrA  Vus  exp   uCappAq(,
Chapter 1. Introduction 12
where Cap stands for the classical capacity for the simple random walk.
The main initial questions about the process were about percolative properties
of the vacant set (i.e. the set of unvisited sites), where Theorem 3.4 of (Sznitman, A. S.;
Sidoravicius, V., 2009) says that for d ¥ 3 we have a non-trivial phase transition for the
vacant set percolation, i.e. there exist a positive finite u such that
If u   u, then Qurthere is a infinite connected component inside Vus  1;
If u ¡ u, then Qurthere is a infinite connected component inside Vus   1,
where Qu stands for the probability measure of the random interlacements at level u.
We give the full definition of the process in Section 2.1.
1.2 The two-dimensional random interlacements process
In (Comets, F.; Popov, S.; Vachkovskaia, M., 2016; Comets, F.; Popov, S.,
2017) the model of random interlacements in two dimensions was introduced and studied.
This process could not be defined using the classical approach, as the simple random walk
in two dimensions is recurrent and so just one trajectory would cover the entire discrete
plane Z2, leaving nothing to be seen. Therefore, in order to construct the process, one uses
simple random walks conditioned to never hitting the origin. This conditioning makes the
walk transient and the construction of the process becomes possible, at cost of losing the
stationarity (there is, however, a so-called conditional stationarity, see Theorem 2.3 (i)
of (Comets, F.; Popov, S.; Vachkovskaia, M., 2016)). In its construction a parameter
change was made to make the formulas cleaner, so the law of the vacant set is characterized
by
PrA  Vαs  eαπCappAYt0uq. (1.1)
Later we will introduce this model properties with more details.
1.3 Introduction to the model and objectives
Here we base ourselves on the approach of (Comets, F.; Popov, S.; Vachkovskaia,
M., 2016) to construct the one-dimensional random interlacements process. Analogously to
the two-dimensional case, we define the process making use of conditional random walks
in this construction. It turns out that for any A  Z an analogous to (2.3) formula holds:
PrA  Vαs  eαCappAYt0uq  eαDiampAYt0uq{2, (1.2)
where DiampAq stands for the diameter of the set.
As usual in dimension 1, percolation questions are not of interest, since our
vacant set is an interval containing the origin; so, we focus on other problems, mainly
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about the relation to random walks on the ring graph (the “one-dimensional torus”) and
the local times of the process.
A well studied problem about random interlacements is how it represents the
local picture of a random walk on a torus, when it is left to run for a certain fixed time.
Consider the d-dimensional torus Zd{nZd and denote the trace left for a random walk
until time t for Xr0,ts. In Theorem 1.1 of (Teixeira, A.; Windisch, D., 2011) it was shown
that for any u ¡ 0, δ ¡ 0 and ε P p0, 1q one can construct a coupling between the random
interlacements and the random walk on this torus in such a way that for a constant c
depending on u, δ, ε we have
PrIup1εq X A  Xr0,tundus X A  Iup1 εq X As ¥ 1 cnδ, (1.3)
where A is a “mesoscopic” d-dimensional box of size np1εq (i.e., of volume np1εqd). More
recently in Theorem 4.1 of (Černỳ, J.; Teixeira, A., 2016) this result was improved for a
box of size p1 δqn and success probability 1C1 exptC2nC3u, where C1, C2 and C3 are
constants. From now on we will work with weak convergence between random subsets of
the torus and Zd. To be precise, let π : Zdn Ñ Zd be the canonical projection between the
torus and Zd. We will say that a random set An  Zdn converges weakly to A  Zd and
denote this by An
lawñ A iff for every fixed B  Zdn (with n large enough to contain B) it
holds
lim
nÑ8PrB  Ans  PrπpBq  As.
Denoting the vacant set left by the random walk on the torus by V dt  pZ{nZqdzXr0,ts for
d ¥ 3, it holds that
V dtundu
lawñ Vud ,
where Vud stands for the vacant set for the random interlacements in Zd.
In Theorem 2.6 of (Comets, F.; Popov, S.; Vachkovskaia, M., 2016) this result
was extended to the random interlacements in two dimensions and a simple random walk
on the torus conditioned to never hitting the origin. For d  2 we use an analogous
notation for the multidimensional version of vacant set, only with conditional random
walks. So, let tX̂tut¥0 be the random walk on the two-dimensional torus conditioned to
never hitting the origin and X̂r0,ts its trajectory until time t. Denoting Vt  Z2zX̂r0,ts,
Theorem 2.6 of (Comets, F.; Popov, S.; Vachkovskaia, M., 2016) states that
V 2t 4απ n2 ln
2 nu
lawñ Vα2 . (1.4)
1.3.1 Main Theorems
The first result we prove is the one-dimensional random interlacements version
of this theorem. The one-dimensional discrete torus Zn : Z{nZ with n sites is in fact a
“ring” graph with n vertices; we usually identify Zn with t0, . . . , n 1u, remembering that
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the sites 0 and n  1 are neighbors as well. In the following, we will consider a simple
random walk conditioned to never hitting the origin (i.e., the site 0 P Zn).
Theorem 1.3.1. Let Xt be the conditional random walk on Zn started at tn{2u and
Vt  tx P Zn | Xk  x for all k ¤ tu. Then
VYαn3
2π2
] lawñ Vα1 , as nÑ 8.
Our next results are about the local times (sometimes called occupation times)
of the random walk. For random interlacements, the local time in x is the total number
of visits to x of all particles. Some previous results regarding local times of random
interlacements, such as a Ray-Knight-type theorems and large deviations, can be found
in (Sznitman, A.S., 2012) and (Li, X; Sznitman, A.S., 2015).
Theorem 1.3.2. Let `pxq be the local time of the one-dimensional random interlacements






Our last result is about the local times convergence for the random walk on
the ring graph. Our approach in the proof is to construct a coupling of local times with
independent trajectories of the conditional random walk in Z .
Theorem 1.3.3. Let `pxq be the local time in x of the one-dimensional random interlace-
ments, and Lnpxq the local time in x for the random walk in Zn started at tn{2u up to time
tαn3{p2π2qu conditioned on not hitting the origin. Then as nÑ 8
Lnpxq lawñ `pxq.
Observe that Theorem 1.3.1 is, in fact, a corollary of Theorem 1.3.3. We opted
to state the former one separately because the proof of Theorem 1.3.1 is much more simple




Now we will give the rigorous definition of the original random interlacements
process. As before, we first consider the space of doubly-infinite trajectories
W  tω : ZÑ Zd : }ωpk   1q  ωpkq}1  1 for every k P Z
and |ω1ptxuq|   8 for every x P Zdu.
Where ω1pq stands for the inverse image of the function ω. We will also consider the
space W  which is the space of trajectories with a initial point (therefore they are not
doubly-infinite).
W   tω : NÑ Zd : }ωpk   1q  ωpkq}1  1 for every k P N
and |ω1ptxuq|   8 for every x P Zdu.
Observe that here we have a space of functions, but the graph of each of those
functions represents a trajectory of a simple random walk in Zd , and it also also replicates
the random walk behavior of only visiting finite subsets for a finite amount of time. Using
these spaces we consider the σ-algebras generated by the canonical projections, W and
W  respectively.
For A  Zd we define the space WA of trajectories that visits A at some point,
i.e.
WA  tω P W : ωpkq P A for some k P Z.
We also denote by θk the time-shift operator, i.e.
θkpωqpq  ωp   kq, for k P Z.
The shift operator points out to a representation problem in the space W , where multiple
different functions represent the same trajectory, and to solve this problem we consider an
equivalence relation  defined as
ω  ω1 ô ωpq  ω1p   kq for some k P Z.
With this we can consider the space W   W {  of trajectories modulo time shifts. In
this space we consider elements in which we have the same trajectory and order of visits
to be the same.
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If π denotes the canonical projection from W to W , i.e. the mapping that
takes each element ω P W to its corresponding equivalence class in W . Using π we
induce a sigma algebra on W  by
W  tA  W  : pπq1pAq PWu.
Which is the largest σ-algebra such that the mapping π from pW,Wq to pW ,Wq is
measurable. Analogously to the definition of WA, for A  Zd we can define the space W A
of trajectories that visit A modulo time-shifts
W A  πpWAq.
The random interlacements process will then be a Poisson point process on the space
pW   R ,W b BpR qq with intensity measure τ  λ, where λ stands for the Lebesgue
measure and η will be a suitable measure, which we will define now.
Consider the coordinate mapping Xn  Xnpωq  ωpnq for the elements of W .
To define the measure η first we define the measure QA on (pW,Wq by
QArpXnqn¥0 P F,X0  x, pXnqn¥0 P Gs  PxrF |τA   8seApxqPxrGs.
The intensity measure of the Poisson point process defining the random interlacements, η,
is then defined as the unique σ-finite measure on the space pW ,Wq satisfying, for every
finite set A  Zd the following relation
1WA
 η  π QA.






δpωi,uiq : ωi P W , ui P R 
and ρpW G  r0, usq   8 for all finite G  Zd and u ¥ 0
)
.
We endow this space with the σ-algebra A generated by the evaluation maps ρÑ ρpDq
for D PW b BpR q.
2.2 Capacity in one dimension
To work with capacity in lower dimensions we need to make use of the potential
kernel of the random walk. The potential kernel apxq for any random walk Xt in Zd is





P0rXk  0s  P0rXk  xs

.
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If the random walk is transient, then we can relate apxq to the Green function Gpxq by
apxq  Gp0q  Gpxq, but if the random walk is recurrent, the Green function does not
exist. Theorem 4.4.8 of (Lawler, G.; Limic, V., 2010) states that for the simple random
walk in one dimension the potential kernel is given by apxq  |x|.
Now we define the capacity for one dimension, this definition is analogous to
the one of section 6.6 of (Lawler, G.; Limic, V., 2010) for two dimensions and also used
in (Comets, F.; Popov, S.; Vachkovskaia, M., 2016). The capacity of a set A  Z containing










and for any other subset B the capacity is given by the capacity of any translation of B
that contains the origin.
As the harmonic measure can only be non null on the extremal points of a set,
we have that CappAq  CapprminA; maxAsq. The explicit form of the harmonic measure
and the translation invariance of capacity then imply that for any finite subset A of Z we
have
CappAq  DiampAq2 .
2.3 The conditional random walk
Here we construct random walks conditioned on never hitting 0; since such a
walk never changes its sign, let us consider it only on Z . Let x ¥ 1 be a positive integer,
and let us figure out the “right” way to define a simple random walk pXtqt¥0 started at x
and conditioned on not hitting 0. To define the law of Xt, let us condition it on hitting N
before 0 and take a limit in law. So for x   N we have the following transition probabilities
px,x 1  1 px,x1
 PxrX1  x  1|τ0 ¡ τN s
 PxrX1  x  1sPx 1rτ0 ¡ τN s
Pxrτ0 ¡ τN s
 x  12x . (2.1)
We then send N to infinity to take the restriction on x off, thus obtaining transition
probabilities from any site x ¥ 1. Now, the “canonical” way to define this kind of
conditioned random walk is to apply the Doob’s h-transform, using the potential kernel
for one dimension apxq  |x|. The Doob’s h-transform with a non-negative function h
defined on the state space S and a Markov chain with transitions P px, yq, such that h is
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P -harmonic outside the set tx : hpxq  0u, is defined in the following way. For all sites x
with hpxq  0 the new transition probabilities P px, yq are
P px, yq  P px, yqhpyq
hpxq ; (2.2)





So, when we apply the Doob’s h-transform for the simple random walk St with
constant transition probabilities P px, x   1q  1{2 we get a new random walk Xt with
transition probabilities given by




The same walk could also be seen as a random walk with conductances on Z , where the
conductances are given by cx,x 1  apxqapx  1q  xpx  1q.
The following lemma is a standard fact, which is usually very useful for calcu-
lating exit probabilities and alike for the conditioned walk.
Lema 2.1. Let pXtqt¥0 be a Markov chain in a countable state space S with transition
probabilities P px, yq. Let pXt qt¥0 be the Doob’s h-transform of pXtqt¥0 with respect to a
function h, which is non-negative and harmonic outside the set tx : hpxq  0u. Let
S   x P S : there exists y with P px, yq ¡ 0 and hpyq  0(.
Then the process
 phpXt^τS qq1t¥0 with hpX0q  0 is a martingale.
Proof. Recall the definition (2.2). The following is just a straightforward calculation; being
tFtut¥0 the associated filtration for the process pphpXt^τS qq1qt¥0, we have
E
phpXpt 1q^τS qq1 | Ft  ¸
yPS:hpyq0















hpXpt 1q^τS q  0 | Ft

 phpXt^τS qq1,
and this completes the proof.
For the conditional random walk Xt, Lemma 2.1 implies that the process
tpXt^τ1q1ut¥0 is a martingale. This fact will help us with calculations.
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From now on rP will stand for the probability measure of the conditional walk
on Z . Next, we need
Lema 2.2. Let Xt be the conditional random walk on Z  started at y with N ¡ y ¡ x ¡ 1.
Then
(i) rPyrτx   τN s  xpN  yq
ypN  xq ,
(ii) rPyrτx   8s  x
y
,
(iii) rPxrτx  8s  12x .
Proof. These are also very straightforward calculations using the optional stopping theorem.






rPyrτx   τN s   1
N
p1 rPyrτx   τN sq,
and then isolating the probability in the expression give us the desired result. For the
second relation we just need to take limit in N , as clearly τN will diverge. For the last
expression we observe that the first step should be to x  1 and then







This concludes the proof.
An important consequence of Lemma 2.2 (iii) is that the random walk condi-
tioned on never hitting the origin is transient.
2.4 The two dimensional random interlacements
Most definition we use here, as potential kernel and capacity are analogous
to the one-dimensional versions previously defined and therefore we will not define them
again unless necessary.
Differently from the original version of the random interlacements, which is
based on what is left of the torus when corroded by a random walk for some time such
that this set have fractal properties, the two dimensional version of the process is defined
based on another problem, which is: what does the last particle to be covered by a random
walk in the two dimensional torus see around her? not only this model has a different
construction than the original one, but the percolative properties and overall behavior are
completely unexpected. This model is more interesting when defining the one dimensional
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version of the interlacements, since they share the problem keeping the original definition
of working at all: recurrence.
We cannot define the random interlacements in dimension d  2 directly
because of the recurrence of the random walk, which means that each trajectory covers the
entire plane and therefore the vacant set and interlacements set are trivial. One simple way
to solve this would be to consider conditional random walks, which are basically simple
random walks conditioned on never hitting the origin. Although it is intuitive what we
mean when we say "define the random interlacements using conditional random walks", to
rigorously define it we use (Teixeira, A., 2009), which defines the interlacements for any
weighted graph in which the random walk is transient.
This definition is possible because the conditional random walk is the same
as the simple random walk transformed by Doob’s h-transform using as the h function
the two dimensional potential kernel apxq, later we will see the same holds for the one
dimensional process. Observing the transition probabilities we can tell that the conditional
random walk is then the same as a random walk on the weighted lattice Z2, where each
edge exy has weight apxqapyq.
Using this random walk with the construction of (Teixeira, A., 2009) we have
the two dimensional version of the process, which analogously to the original process is
characterized by its vacant set law by
PrA  Vα2 s  eαπCappAYt0uq. (2.3)
As stated before, the constant π was introduced to simplify all formulas and expressions,
and being just a scaling of the parameter α, it makes no difference for the process behavior,
but only to the parameter related to such behaviors.
The first meaningful difference between the behavior of the two dimensional
version of the process and the original one is the fact that the two dimensional version
has two phase-transitions, while in the original process both phase transitions coincide.
The following theorem of (Comets, F.; Popov, S.; Vachkovskaia, M., 2016) shows these
phase-transitions.




2 α  r
2α, for α   2,
2πCα  ln r, for α  2,
Constant, for α ¡ 2.
• For α ¡ 1 it holds that Vα2 is finite almost surely. Moreover PrVα2  t0us ¡ 0 and
PrVα2  t0us Ñ 0 as αÑ 8.
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This shows that we have an interval for the parameter α where the process’s
vacant set is almost surely finite, but the expectation of its size is infinite. More recently
it was shown in (Comets, F.; Popov, S., 2017) that for α  1 the vacant set of the two
dimensional random interlacements is infinite.
Another result worth mentioning is part piiiq of Theorem 2.3 from (Comets,
F.; Popov, S.; Vachkovskaia, M., 2016), which states that for A such that 0 P A  Bprq
and x P Z2 such hat }x} ¥ 2r it holds
PrA  Vα2 | x P Vα2 s  exp

πα4 Cappaq






With this, if we consider any finite A and take the limit with}x} Ñ 8 we get
lim
}x}Ñ8





So conditioned on a infinitely far point being vacant, the rate of the process in some fixed
set A get reduced to 1{4 of the original process, this is not only interesting but it also
shows that we do not have asymptotic independence between sites.
2.5 Definition of the process
Even though there is a rigorous way to define the process that uses the Poisson
process of trajectories, we first will present a constructive approach which also works
in higher dimensions (substituting the conditioned random walks by its unconditioned
version) and heuristically make it easier to understand the process behavior.
Recall that α is a parameter that rules over the number of trajectories in our
process. Consider the following procedure depending on N :
• Consider ppα,Nq  PoissonpαNq independent particles.
• Each particle choose a starting point at random from N and N .
• Each particle realize an independent conditional random walk, which is transient.
• Taking limit in N and then we have the random interlacements process.
Now to define rigorously the process, we will use the construction of (Teixeira, A.,
2009), where the process of random interlacements is constructed for any weighted transient
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graph (i.e., a graph on which the random walk is transient). The graph considered here is
Z, so our weights (or conductances) cx,y are only positive if |x y|  1. The conductances
that generate the conditional random walk defined in (2.1) are
cx,x 1  cx 1,x  xpx  1q2 .
Then, the random walk on the graph with conductances is reversible with reversible
measure µx : cx,x 1   cx,x1  x2, and its transition probabilities are
P px, x  1q  cx,x 1
µx
 x  12x ,
as it should be. In accordance to (Teixeira, A., 2009), the capacity (denoted here by





where eApxq is the equilibrium measure defined by
eApxq  1rx P AsrPxrτA  8sµx.
This definition uses the equilibrium measure of the conditional random walk, so its
straightforward to see that for any finite A  Z we have CappAq  CappAY t0uq.
We now show that for any set A containing the origin we have
CappAq  CappAq.
Since the capacity of any finite set A is the same as the capacity of the shortest interval
containing it, we can assume without loss of generality that A  ra, bs. In the definition
of CappAq we consider a set containing the origin, and for any other set we consider a
translation of it containing the origin (this capacity is translation invariant). So we consider





 era,bspaq   era,bspbq
 rParτa  8sa2   rPbrτ b  8sb2
 b a2  Cappra, bsq.
With this we can relate both capacities by
CappAq  CappAY t0uq.
Let W  be the space of doubly infinite trajectories that spend a finite time in each finite
set, the random interlacements process is defined as a Poisson point process on the space
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W   R  with intensity by a measure ν  λ, where λ is the Lebesgue measure on R  and
ν is a measure on W  characterized by
νptω P W  : ωpZq X A  Huq  CappAq.
With this we can characterize the law of the process as
PrA  Vαs  exptνptω P W  : ωpZq X A  Huq  λpr0, αsqu
 exptαCappAqu.
For a complete description of the construction see (Teixeira, A., 2009).
One property of the construction that will be useful is that the number of
trajectories that hit a set A (we will denote it by NA) in the random interlacements process
at level α is such that








The local time or occupation time of a transient random walk in site x can be
defined as the time the random walk spends at site x. By the symmetry of the process
around 0, we will consider x ¡ 0 in this section. The local time of the random interlacements
process is the sum of the local times of each trajectory. We know we have Poisson
 
αx{2
trajectories that hit x. For each of those trajectories, at each visit to x a particle has
a constant probability of escaping, making the local time of each particle a geometric
random variable with success probability p2xq1 (see Lemma 2.2). Therefore, the random

















Proof. This follows from a straightforward calculation of the characteristic function of a
compound Poisson of geometric random variables with Ntxu being a Poisson variable with
parameter αCappt0, xuq  αx{2. The characteristic function of geometric variables is also
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2.7 Random walk on the ring graph
In higher dimensions it is known that we can approximate the trace left by the
random walk in a torus by the random interlacements process, main results about this
can be found in (Teixeira, A.; Windisch, D., 2011) and more recently for two-dimensional
random interlacements in (Comets, F.; Popov, S.; Vachkovskaia, M., 2016). Here we wish
to establish the same fact in dimension one.
For the simple random walk (on the ring) conditioned on not hitting the origin
until time t, we denote its law by pPt and its respective vacant set by Vt. This random walk
can be seen as a random walk on Z conditioned to not hitting 0 and n. Let us define the
quantity
hnpx, tq  Pxrτt0,nu ¡ ts.
Then the law for the walk conditioned on not hitting 0 P Zn until time s is given bypPsxrX1  x  1s  1 pPsxrX1  x 1s
 PxrX1  x  1|τt0,nu ¡ ss
 PxrX1  x  1, τt0,nu ¡ ss
Pxrτt0,nu ¡ ss
 hnpx  1, s 1q2hnpx, sq ,
and then the probability of a path γ of size m starting at x when the remaining time is t
is given by (note that γm is the last site of that path)
pPtxrγs  hnpγm, tmq2mhnpx, tq . (2.6)
Observe also that the conditional random walk law for the same path (as it is always a
valid path in Z ) is rPxrγs  γm2mx. (2.7)
Now we need to understand better the asymptotic behavior of hnpx, tq, this
will be crucial in all the results we will prove.
We now analyze hnpx, tq. First we present an application of result 5.7 from
chapter XIV of (Feller, W., 1968).
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Lema 2.4. Consider the simple random walk in Z, if 0   x   n it holds that

















The utility of this comes from the fact that it includes the symmetric case
Pxrτ0 ¡ τn, τn  ks  Pnxrτ0   τn, τ0  ks and so we can write
Pxrτt0,nu  ks  Pxrτ0   τn, τ0  ks   Pxrτ0 ¡ τn, τn  ks. (2.8)
With this we can obtain an expression for hnpx, tq:
Lema 2.5. For any integer x P r0, ns it holds




















































So when we sum the probabilities in (2.8) and use Lemma 2.4, all terms with even j’s
disappear and we get










































































This concludes the proof.
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Our main concern now is to turn the expression in Lemma 2.5 into something
tractable. In order to do this we first need to show that the only term asymptotically
relevant in the sum is the first one.

































Proof. First we get an upper bound for (2.9) without the first term. Let us denote the first
term of (2.9) by T1; using the fact that cos and cot are decreasing functions on r0, π{2s we
have




















cost πp2j  1qn 	






































 1sinπxn 	 . (2.11)
Let us study the asymptotic behavior of the right-hand side of (2.11). We have that
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If x  cn, then our bound isOpe3tπ2{p2n2qq and if x  opnq then our bound isOpnx1e3tπ2{p2n2qq.
As we do not need really sharp estimates at this point, we will just work with the worst
case bound, so hnpx, tqT1  1
  Opne3tπ2{p2n2qq.
Since for sufficiently large n we have 3tπ
2
2n2 ¥ 3 lnn, then ne
3tπ2{p2n2q ¤ n2. Therefore
































and this gives us the asymptotic relation for hnpx, tq.
This concludes the preliminaries we need in order to prove our main results.
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3 Convergence of vacant set law
We want to show that the random walk on the torus conditioned on not hitting
the origin for a fixed time has as a limit the random interlacements process when we look
at a fixed subset around the origin. The main question here is about how much time the
conditional walk on the ring graph (the one-dimensional discrete torus) needs in order to
match the random interlacements behavior. It turns out that here the time for the random




Now let us begin the proof.
Proof of Theorem 1.3.1. Although we already specified the value of tn,α, here we will work
with a generic t and then find the “right” value. The only assumption we have here is that
t should satisfy the condition of Lemma 2.6.
Our aim here is to find a time t such that for any fixed interval ra, bs with
a, b ¡ 0 we have for a starting point x  tn{2u outside the interval
pPtxra, bs  VtÑ exp"αpa  bq2
*
.
The choice of x  tn{2u is to keep the walk starting sufficiently away from the limit points
of the interval so that the initial points do not affect the law of the vacant set. For this
consider the conditional random walk on the ring graph as a random walk on Z conditioned
on not hitting 0 or n for time t, so the site a will be equivalent of point n  a in this
walk.
With this we have
pPtxra, bs  Vt  Pxrτtb,nau ¡ t | τt0,nu ¡ ts
 Pxrτtb,nau ¡ ts
Pxrτt0,nu ¡ ts ; (3.2)
here we used that the simple random walk necessarily needs to hit tb, nau in order to hit
t0, nu. Now that we are working with the simple random walk, we can use its symmetry
to rewrite the probability in the numerator of (3.2):
Pxrτtb,nau ¡ ts  Pxbrτt0,nabu ¡ ts.
Using this in (3.2), we obtain
pPtxra, bs  Vt  hnabpx b, tqhnpx, tq .
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Now using Lemma 2.6 we have




















As x  tn{2u, both sines in the above expression are asymptotic to 1. Then,
using again the asymptotic relation cosx  ex2{2 as xÑ 0

















So, by continuity of the exponential function we need this exponent to be asymptotic to










n2 lnn  8.
This concludes the proof of Theorem 1.3.1, as for any fixed interval ra, bs








4 Central Limit Theorem
Now we prove the central limit theorem for the local times. This will be done
using the characteristic function of the local time together with Lévy’s continuity theorem.








We need to study the asymptotic behavior of the exponent when tÑ 0 and xÑ 8. Here












 peit  1q






2x p2x 1qeit  it 










2 p4x 1q  Opx
2t3q,
and using the asymptotic expansion





2x p2x 1qeit  1  p2x 1qp1 eitq
 1Opxtq,
therefore
peit  1q  itp2x p2x 1qeitq
2x p2x 1qeit 






2 p4x 1q  Opx
2t3q,
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, where `pxq  `pxq  αx
2a
αp4x 1qx.
Then, as xÑ 8 this characteristic function converges to the one of the standard normal
distribution, and, by the continuity theorem (see e.g. Theorem 9.5.2 of (Resnick, S., 2013)),
we conclude our proof.
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5 Convergence of Local Times
5.1 Lemmas
In order to prove Theorem 1.3.3 we need more preliminaries. Again we will
represent the conditional random walk in the ring graph as the simple random walk in
Z conditioned to the event τ0,n ¡ t, where t  αn3{p2π2q is the random interlacements
convergence time.
Lema 5.1. Consider the conditional random walk on the ring graph with n sites. Let
t  tpnq and ∆  ∆pnq be such that t, ∆ and t  ∆ satisfy condition (2.10). For any
1   x   tn{2u the time until the conditional random walk hits the site tn{2u satisfies
pPtxrτtn{2u ¡ ∆s ¤ p1 Op∆n3qq 8π cosπxn 	 exp! 3π2∆2n2 ).
Proof. Splitting the above probability into the sum of the probabilities of each path, we
consider the set Γ of paths which does not include the sites 0 or tn{2u and have length ∆.








As t and t∆ satisfy condition (2.10), we can use Lemma 2.6 to obtain that







































Now, as ∆ also satisfies condition (2.10), we again use Lemma 2.6 and get
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Using the asymptotic expansion of cosine cospxq  ex2{2p1 Opx4qq we have














This concludes the proof.
Lema 5.2. Let tXtutPZ  be a simple random walk on Z. Consider ∆  ∆pnq satisfying







| τt0,nu ¡ ∆

 p1 Opn2qqπ4 .
Proof. Consider a quantity t ¡ ∆ such that t∆ satisfies (2.10). Then we have
hnpa, tq  Parτt0,nu ¡ ts
 Parτt0,nu ¡ ∆sParτt0,nu ¡ t | τt0,nu ¡ ∆s.
Using the Markov property we obtain
Parτt0,nu ¡ t | τt0,nu ¡ ∆s  EarPX∆rτt0,nu ¡ t∆s | τt0,nu ¡ ∆s
 EarhnpX∆, t∆q | τt0,nu ¡ ∆s.
That gives the relation
hnpa, tq  hnpa,∆q  EarhnpX∆, t∆q | τt0,nu ¡ ∆s
or, equivalently
EarhnpX∆, t∆q | τt0,nu ¡ ∆s  hnpa, tq
hnpa,∆q .










































| τt0,nu ¡ ∆

 p1 Opn2qqπ4 ,
which concludes the proof of Lemma 5.2.
Lema 5.3. Consider the conditional random walk on the ring graph with n sites, Zn.
Assume x P Z  is fixed, t  tpnq and ∆  ∆pnq are such that both ∆ and t  ∆ satisfy
(2.10). Then as nÑ 8 we have
pPttn{2urτx ¡ ∆s  p1 Opn1q  Opn4∆qq exp! ∆xπ2n3 ).
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Proof. First we calculate the probability that there will be no visits to a fixed site x in
this interval by the random walk with initial site n:
pPttn{2urτx ¡ ∆s  Ptn{2urτx ¡ ∆ | τt0,nu ¡ ts
 Ptn{2urτtx,nu ¡ ∆sPtn{2urτt0,nu ¡ t | τtx,nu ¡ ∆s
Ptn{2urτt0,nu ¡ ts
 Ptn{2uxrτt0,nxu ¡ ∆sPtn{2urτt0,nu ¡ t | τtx,nu ¡ ∆s
Ptn{2urτt0,nu ¡ ts
 hnxptn{2u x,∆q
hnptn{2u, tq Ptn{2urτt0,nu ¡ t | τtx,nu ¡ ∆s
 hnxptn{2u x,∆q
hnptn{2u, tq Etn{2urhnpX∆, t∆q | τtx,nu ¡ ∆s.
We can use Lemma 2.6 to obtain
hnxptn{2u x,∆q




















































| τtx,nu ¡ ∆

.
Again using cosx  ex
2






































| τtx,nu ¡ ∆

. (5.1)
An important point here is that this probability asymptotically does not depend on t,
just on n, ∆ and x. Now, to work with the expectation, we will show that its value is
asymptotically equal to π{4, using Lemma 5.2 for this. Consider the set Γn,∆ of all paths
started in tn{2u and of length ∆, so we can write the following expectation in terms of a
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| τt0,nxu ¡ ∆

(5.3)




| τt0,nxu ¡ ∆s. (5.4)










































| τt0,nxu ¡ ∆

.



































| τt0,nxu ¡ ∆

 Opn1q. (5.5)
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Using this in (5.1), we conclude the proof of Lemma 5.3.
Lema 5.4. Suppose x ¡ 1 is fixed and y2  op∆q. It holds that





Proof. Let us calculate this probability by splitting it according to the endpoints of the
paths:
rPxrX∆ ¤ ys  y̧
k1
k
x2∆ |tγ : γ0  x, γi  0, γ∆  yu|, (5.7)
where |A| stands for the cardinality of the set A. We need to estimate Nk : |tγ : γ0 
x, γi  0, γ∆  ku|. In this sum we have some problems with parity. If ∆ is even, then
both x and γ∆ need to have the same parity. Otherwise they need to have opposite parity.
As we are mostly interested in asymptotic results, let us assume that ∆ is even and so x
and k are of the same parity.
Let us consider paths from p0, xq to p∆, yq that do not touch the line y  0.
The value of Nk can be explicitly calculated using the reflection principle (see section 1 of










































We have two fractions to work with, so as ∆  k goes to infinity, we use the asymptotic
expansions valid for any real constant a:
Γpn  a  1q


































1 2kx∆  k  Opk
2∆2q
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Using the Stirling approximation n! 
?
2πnpn{eqnp1   Opn1qq we can work with the








































We want to use (5.9) in (5.7), but we need to worry about the parity before. First, if x is
even we get














It is straightforward to see that rPxrX∆ ¤ ys is decreasing in x. This monotonicity property
allow us to extend (5.10) to any value of x. The same argument can be used for ∆, as
the positive drift makes rPxrX∆ ¤ ys also decreasing in ∆. This makes this asymptotic
expression valid for all x, y, and ∆ satisfying the condition in the hypothesis, which
concludes the proof of Lemma 5.4.
Corollary 5.1.1. Consider the conditional random walk on the ring graph of size n. For
a fixed x ¡ 0, consider quantities ∆ and y possibly depending on n such that ∆  opn2q,
y2  op∆q, y  opnq and t satisfy Condition (2.10). Then
pPtxrX∆ ¤ ys  p1 Op∆n2q  Opy2∆1qqc 2π y33∆3{2 .
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Proof. Consider the set Γ of paths γ of length ∆ with the property: γ0  x, γi R t0, nu for
all i and γ∆ ¤ y. Then, using Lemma 5.4








































This concludes the proof of Corollary 5.1.1.
5.2 Proof
Now we prove the convergence of the local time for a fixed x. First we present
a sketch of the proof: Let Xt be our conditional random walk on the ring. We will define a
second walk Yt such that with high probability Xt  Yt for all t and for Yt we can prove
that its local times converge to these of the random interlacements.
• The particle Yt will follow Xt until the time Xt hits x.
• When Yt hits x, Yt will follow the law of the conditional random walk on Z  for a
fixed time T (that will depend on n and will be specified later).
• During this time T we will consider this pieces of trajectory as random elements and
couple the walks Xt and Yt using the maximal coupling.
• After T , if Xt and Yt are on the same site (i.e. the maximal coupling worked), they
will continue moving together afterwards. Otherwise we say our coupling procedure
failed.
To make our calculations work, we will also impose a condition on the number
of pieces of trajectories of length T . For this we split our time interval (from 0 to
t  αn3{p2π2q) in m  tlnnu intervals, and only allow at most one “initial” visit to x
(and therefore at most one alteration of Yt for each interval). If this does not hold, we will
also say our procedure failed.
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As we are only interested in the situation where the procedure worked (which
we will prove that have a high probability), we will refer to any particle as Xt during the
proof.
Now in the proof of Theorem 1.3.3 we will rigorously define the terms used in
the sketch.
Proof of Theorem 1.3.3. We begin by considering the ring graph of size n with the condi-
tional random walk started at site tn{2u. The vacant set convergence time is t  αn3{p2π2q
by Theorem 1.3.1. We will split this interval in m  tlnnu random intervals. For this
purpose let us define the sequence of points Aj in the following way: Let η  tt{ lnnu and
with it define
A0  0;
Aj 1  inftt ¥ Aj   η : Xt  tn{2uu, if j   m;
Am 1  t.
Then, the interval Ij for j ¤ m is defined as
Ij : rAj1, Ajq, (5.11)
and the remaining time interval R is defined as
R : rAm, Am 1s. (5.12)
Now we want to show that, almost surely, the lengths of all above intervals are asymptotic
to η; by definition of Ij we can say that its length can be represented as Ij  η Tj , where
Tj satisfies
PrTj  as  Etn{2u
pPtAj1ηXη rτtn{2u  as | τt0,nu ¡ t  Aj1. (5.13)
This is because from the moment Aj1 on, the process still has t  Aj1 steps to run
without hitting the origin. Also, we want the first time where Xt  tn{2u after η, so the
starting point is Xη, and from there we are considering the hitting time of tn{2u, which
justifies the expression for the probability inside the expectation.
Consider j   m, then, for any ε ¡ 0 we have
Pr|Ij| ¡ p1  εqηs  PrTj ¡ εηs
 Etn{2urpPtAj1ηXη rτn ¡ εηs | τt0,nu ¡ t  Aj1s. (5.14)
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Observe also that εη, t  Aj1  η, and the difference t  Aj1  p1   εqη all satisfy
condition (2.10), so we use Lemma 5.1 and get














| τt0,nu ¡ t  Aj1
















So, we have a summable bound (in n) for the tail probability, and therefore this shows
that Ij  η a.s..
Before constructing the coupling, let us discuss the probability of a successful
coupling between trajectories of conditional random walks on the ring graph up to time
t and on Z . Assume that t is of order n3 and let x be a fixed value, we are interested
in coupling the paths of both processes up to a time T  nµ (where µ   1), using the
maximal coupling. Then the coupling event probability PrCs can be estimated using the
expressions for the laws (2.6) and (2.7). Let Γ be the set of all paths started in x and with
length T .





We use Lemma 2.6, but we have the stronger condition that t is of order n3; so, instead
we use expression (2.12) inside the proof and for each term in the sum we haverPxrγs  pPtxrγs   γT2Tx  hnpγT , t T q2Thnpx, tq

 12T
















 1  Opn2T q, the error term in the cosine asymptotic approximation







rPxrγs  pPtxrγs  12T
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	  1. (5.16)





























As the maximum value that XT can achieve starting at x is x T , we have that XT  opnq



















 Opn2qEx |XT |3 . (5.17)
By the fact that XT is a simple random walk, we can represent the steps as a sequence
of i.i.d. random variables Yi, where Yi take values  1 and 1 with probability 1{2, so
Xt  x  St, where St  Y1   Y2   . . .  Yt. We will use this to bound Ex |XT |3.
Ex |XT |3  E |x  St|3
¤ E |ST |3   3xEx |ST |2  OpT 1{2q
 E |ST |3  OpT q
Theorem 7.1.1 of (Matoušek, J.; Vondrák, J., 2001) shows that for the simple random
walk St started at 0 and positive x it holds
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For any constant β ¡ 0 we have











a stretched exponential bound in T .
With this we can finally estimate Ex |ST |3. Let D be the event t|ST |3 ¥ βT 2u,
then, since |ST | ¤ T , we have







T 3   βT 2  OpT 2q.
Finally,
Ex
XT 3 ¤ E |ST |3  OpT q  OpT 2q. (5.18)






 Opn2qOpT 2q  Opn2T q  Opn2T 2q. (5.19)
We still have to estimate the probability that our procedure fails because the
random walk has at least two excursions in at least one of the intervals.
Let us consider excursions of length T starting at x. The initial times of the
first and (possibly) second excursion starting in x are denoted by
τ 1xpkq  inftt P Ik : Xt  xu,
τ 2xpkq  inftt ¡ τ 1xpkq   T : Xt  xu.
Observe that we do not necessarily have τ 2xpkq P Ik, so the event that two or more excursions
happen during Ik is tτ 2xpkq P Iku. We want to calculate the probability of this event. The
initial point of interval Ik is Ak1, so the process still has time t Ak1 to run. So, using
the Markov property, we have
pPtAk1tn{2u rτ 2xpkq P Iks
 pPtAk1tn{2u rτ 1xpkq P Iks  pPtAk1tn{2u rτ 2xpkq P Ik | τ 1xpkq P Iks. (5.20)
Now let us work with each term of (5.20) separately. As both |Ik| and t  Ak1  |Ik|
satisfy almost surely condition (2.10), we can use Lemma 5.3 and the fact that |Ik| is of
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order n3plnnq1, then we get





Ptn{2urτx ¤ |Ik| | τt0,nu ¡ t  Ak1s | σpIkq

 1 EErp1 Opn1q  Op|Ik|n4qqe|Ik|π2x{n3 | σpIkqs
 1 p1 Opn1qqEe|Ik|π2x{n3
 1 p1 Opn1qqeηπ2x{n3EeTkπ2x{n3 .
Using Lemma 5.1 in the same way as we did in (5.14), we have
EeTkπ2x{n3  PrTk ¡ n2 lnn{π2sEreTkπ2x{n3 | Tk ¡ n2 lnn{π2s
  PrTk ¤ n2 lnn{π2sEreTkπ2x{n3 | Tk ¤ n2 lnn{π2s
 Opn 32 q   p1Opn 32 qqsEreTkπ2x{n3 | Tk ¤ n2 lnn{π2s
 Opn 32 q   p1Opn 32 qqp1Opn1 lnnqq
 1Opn1 lnnq,
and therefore
pPtAk1tn{2u rτ 1xpkq P Iks  1 p1 Opn1 lnnqqeηπ2x{n3
 1 p1 Opn1 lnnqqeαx{p2 lnnq.
As eαx{p2 lnnq  1 αx2 lnn  Opplnnq
2q, we obtain
pPtAk1tn{2u rτ 1xpkq P Iks  1 p1 Opn1 lnnqq1 αx2 lnn  Opplnnq2q	
 αx2 lnn  Opn
1 lnnq. (5.21)
Now we work with the second probability of (5.20):
pPtAk1tn{2u rτ 2xpkq P Ik | τ 1xpkq P Iks
 pEtAk1x PXT rτx ¤ |Ik|  τ 1xpkq  T | τt0,nu ¡ t  Pk1  τ 1xpkqs.
Let us abbreviate t  t  Ak1. Again we use Corollary 5.1.1 and Lemma 5.3; then, as
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T  nµ we get
pEtx PXT rτx ¤ |Ik|  τ 1xpkq  T | τt0,2nu ¡ t  Ak1  τ 1xpkqs
 pPtx rXT ¤ nµ3 spEtx  PXT rτx ¤ |Ik|  τ 1xpkq  T | τt0,nu ¡ t  Pk1  τ 1xpkqs | XT ¤ nµ3 
  pPtx rXT ¡ nµ3 spEtx  PXT rτx ¤ |Ik|  τ 1xpkq  T | τt0,nu ¡ t  Pk1  τ 1xpkqs | XT ¡ nµ3 
 Opnµ2 q   p1Opnµ2 qq

1 p1 Opn1qqpEtx ep|Ik|τ1xpkqT qxπ2{n3	
¤ Opnµ2 q   p1Opnµ2 qq

1 p1 Opn1 lnnqqpEtx e|Ik|xπ2{n3	
 Opnµ2 q   p1Opnµ2 qq

1 p1 Opn1 lnnqqeαx{p2 lnnq
	








So, we can bound the probability that a specific interval Ij contains at least two excursions
to x:





Finally we bound the probability that at least one interval contain at least two excursions:
pPttn{2u m¤
k1














2q Ñ 0 as nÑ 8. (5.22)
After this we only need to worry about the remaining time R. We surely have
that it is smaller than any of the intervals, as for any j ¤ m we have |Ij| ¥ η, but
pm   1qη ¡ t. Let us bound the probability that the process visits x in the remaining
time.
We want to estimate pPRtn{2urτx ¡ Rs; consider the function f : Z  Ñ r0, 1s
defined by
fptq  pPttn{2urτx ¡ ts
By definition we have
pPttn{2urτx ¡ ts  Ptn{2urτtx,nu ¡ tsPtn{2urτt0,nu ¡ t
 hnxptn{2u x, tq
hnptn{2u, tq .
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So, asymptotically the function is decreasing. We now show that R satisfies condition (2.10).
Fix a constant β ¡ 4{π2, then write















t mβηn2 lnn. (5.23)







 pEtn{2upPtAk1ηXη τtn{2u ¡ 4n2 lnnπ2  | τt0,nu ¡ t  Ak1
¤ p1 Opn2 lnnqq 8
π
n6.
Also, as each Tk is bounded by t, we have
ETk  E







































PrR ¡ βn2 lnns ¥ 1
°m
k1 ETk
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Then with high probability R satisfies condition (2.10), consequently
pPRtn{2urτx ¡ Rs  EfpRq
¥ ErfpRq | R ¡ βn2 lnnsPrR ¡ βn2 lnns
 Erp1 OpRn4qqqeRπ2x{n3 | R ¡ βn2 lnnsp1Opplnnq3n1qq
¥ eβ lnnπ2x{np1Opplnnq3n1qq
 1Opplnnq3n1q. (5.24)
So, we have that pPRn rτx ¤ Rs  Opplnnq3n1q, which is an upper bound for the probability
of a visit in the remaining time.
Now, we construct the coupling. The motivation behind the procedure is that
all visits to x usually happen in “batches”, so when a initial visit to x happens, the walk
visits x again at some moments during a small time interval and then goes away again.
When trying to couple the entire process we get an error of large order that turns the
coupling almost impossible to happen, so, as we are only interested in the visits to x, we
just need to couple then for these small time intervals of the excursions.
As x is fixed and we are working with asymptotic behaviors, these “batches” of
visits are rare and, since we splitted our time in the intervals defined in (5.11) such that
in each of them probability of hitting x is almost the same; this makes our calculations
possible. So, again let us recall our definitions and the coupling procedure:
• Consider a conditional random walk on the ring graph of size n that will run for a
time t  αn3{p2π2q. We split the time into m intervals as defined in (5.11) and the
remaining time.
• In each interval we have a small chance of visiting x. When the visit happens, from
that moment on we couple the walk on the ring with the conditional random walk
on Z  for a time T  nµ.
Our procedure can fail if and only if any of the following happens:
• At least one of the m intervals has 2 or more excursions.
• There is a visit to x in the remaining time.
• The maximal coupling fails for at least one excursion.
Let us denote these three events by F1, F2 and F3 respectively, and the event that the
coupling fails by F , so F  F1 Y F2 Y F3. Also, denote the local time of this walk in site x
by Lnpxq.
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The probability of F1 was already bounded in (5.22) and we bounded the
probability of F3 in (5.24). As for F2, the probability that the coupling of one excursion
fails was dealt with in (5.19); since we have at most m excursions, it holds that
PrF2s ¤ mOpn2T 2q  Opn2p1µq lnnq.
Consequently,









Now we have an estimate on the probability that the procedure fails; we need
then to see which is the distribution of the number of visits to x of an excursion. We have
a conditional random walk on Z  running up to time nµ. Let us consider each excursion
as a part of a random walk in Z  started in x and denote by Vi the number of visits of
ith random walk to x if we let it run indefinitely; also denote by Ti,k the time between the
kth and pk  1qth visits. With this the number of visits of ith excursion Wi can be defined














Ti,k is the time of the last visit; by Lemma 2.2 it is finite as the number of visits
is finite. This means that Wi Ñ Vi almost surely, and since |eitWi |  1, by the dominated
convergence theorem
ϕWiptq  EeitWi Ñ ϕViptq.
Each coupled excursion is independent, so if we denote by Bi the Bernoulli











rPrBi  0s   PrBi  1sϕW ptqs.
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The probability that the interval Ii has a visit (and then an excursion) was calculated in


























As |ϕW ptq  1| ¤ 2, we can use the asymptotic expansion lnp1  xq  x Opx2q and
ϕLnpxqptq  exp
!mxα
2 lnnpϕW ptq  1q  Opmplnnq
2q
)
and, since m  tlnnu, this becomes
ϕLnpxqptq  exp
!αx





2 pϕV ptq  1q
)
.













Then, since ϕ`pxqptq is continuous at 0, one can use the continuity theorem (cf. e.g.
Theorem 9.5.2 of (Resnick, S., 2013)) and obtain that
Lnpxq lawñ `pxq,
as desired. This concludes the proof of Theorem 1.3.3.
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