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1. INTRODUCTION 
Let F be a field of characteristic 0, and let x1 ,..., x,, y, ,..., y,, t be 
independent indeterminates. A polynomial p in F[x ,,..., x,, y1 ,..., yn] is 
said to be doubly symmetric if: 
(1) p is invariant under permutations of x,,..., x,. 
(2) p is invariant under permutations of y,,..., yn. 
One can easily show that if a,,..., a, generate the symmetric polynomials 
in F[x, ,..., x,] and b, ,..., b, generate the symmetric polynomials in 
FCY ,,..., y,,l, then a,,..., a,,, h,..., 6, generate the doubly symmetric 
polynomials in F[x, ,..., x,, y, ,..., y,]. 
A doubly symmetric polynomial p in F[x, ,..., x,, y, ,..., y,] is said to be 
supersymmetric if 
(3) when the substitution x, = t, yI = t is made in p, the resulting 
polynomial is independent oft. 
Let T(m, n) denote the set of supersymmetric polynomials in F[x,,..., 
X ma yI,..., y,]. One can easily verify that T(m, n) is an F-algebra. 
For r 3 1, define 
cJg!,=(X;+X;+ . ..xL)-(yi+yG+ ... -tyL). (1) 
It is easy to see that each 0E.L is supersymmetric. Let S(m, n) denote the 
subalgebra of T(m, n) generated by 1 and G;,!, (r > 1). 
Recently, M. Scheunert Cl J, using the work of V. KaE [2,3], was led to 
conjecture that S(m, n) = T(m, n). We will give a proof of this result 
(Theorem 1 below). KaE has shown that the Casimir elements of the 
general inear Lie superalgebra pl( V,, V,), where m = dim V,, n = dim V,, 
can be embedded in the algebra T(m, n). On the other hand, Scheunert 
gave a specific construction of certain Casimir elements of pl( V,,, VI), and 
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was able to show that the subalgebra they generate, when embedded in 
T(m, n), is S(m, n). 
Since we will show that S(m, n) = T(m, n), we may immediately deduce 
that the set of Casimir elements of pl( V,, V,) is isomorphic to r(m, n) as 
an algebra (i.e., the embedding is surjective), and that the Casimir elements 
constructed by Scheunert actually generate all of the Casimir elements. 
2. THE THEOREM 
In this section, we give a proof of 
THEOREM 1. S(m, n) = T(m, n); i.e., every supersymmetric polynomial is 
a polynomial in 1, crgi, 0:: ,.... 
Proof We proceed by induction on n. 
For n = 0, the fact that S(m, 0) = T(m, 0) is the classical result that over 
any field of characteristic 0, every symmetric polynomial is a polynomial in 
the power-sum symmetric polynomials (o$J, cE&...). 
The induction hypothesis is that S(m, n - 1) = T(m, n - 1) for all m > 0. 
We will show that S(m, n) = T(m, n) for all m 2 0. Let m be arbitrary and 
pick p in T(m, n). 
Consider the polynomial p(x, = yn = 0). (The notation p(x, = y, = 0) 
means the polynomial obtained from p by substituting x, = 0, yn = 0.) 
Clearly, p(x, = yn = 0) is supersymmetric, since if p(x, = y, = t) is indepen- 
dent of t, then surely p(x, = y, = t, x, = y, = 0) is too. 
Hence, p(x, = yn = 0) E T(m - 1, n - 1 ), so by the induction hypothesis 
on n, we have p(x, = y, = 0) E S(m - 1, 12 - 1); say, 
Pb, = yn = 0) =f(o;l ,,n- ,,“‘, dL ,,n- 11, 
for some polynomial f: Consider the polynomial p* given by 
(2) 
p* =f(og!,..., f$;,. (3) 
We would like to conclude that p = p*, but this need not be the case. 
Observe that 
cJgJxm = y, = 0) = &) m-l,n~l, (4) 
so it follows that (p - p*) (x, = yn = t) = 0, so x, - y, divides p - p*. But 
p - p* is doubly symmetric, so xi - yj divides p - p* for all 1 G id m, 
1 < j d n. Hence, we may write p = p* + q A,,, for some polynomial q, 
where 
A m,n= n Cxi- Yjh (5) 
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Since p, p* and A,,, are doubly symmetric, then so is q. Note that qd,,, is 
supersymmetric for any doubly symmetric polynomial q. Since p* E S(m, n), 
we have reduced Theorem 1 to the following: 
LEMMA If q is doubly symmetric, then qd,,, E S(m, n). 
Recall that the degree of a monomial z;l.*. z:’ is cxl + . .. + ~1,. A 
polynomial is said to be homogeneous (of degree k) if it is a sum of 
monomials of the same degree (k). Note that if q is doubly symmetric, and 
q is written in the form q = q0 + q, + ... , where qk = the terms in q of 
degree k, then each qk is also doubly symmetric. 
Hence, to prove the Lemma, we prove by induction on k that if q is 
doubly symmetric and homogeneous of degree k, then qd,,” E S(m, n). We 
emphasize that m is still allowed to be arbitrary. 
Proof of Lemma. We assume that if q is doubly symmetric and 
deg q<k then qA,,,ES(m, n). Suppose that deg q= k (possibly k=O). 
Consider the polynomial 
qA,,,(y,=O)=q(y,=O)~~ . ..x.,,A,,,,,-~ E T(m, n- 1). (6) 
By the induction hypothesis on n, we can find a polynomial g such that 
qAm,,,bn = 0) = gM,f.!, ~ , v..., 4,$ ~ ,I. (7) 
Observe that 
rT;!n(xm = y, = t) = a;;,_ ,(x, = O), (8) 
so it follows that 
g(f+,..., rT;; )(x, = y, = t) = qAm,Jx, = y, = 0) = 0. (9) 
Hence, x,-y, divides g(c$!,..., c$$). But g(aX,‘,..., 0:;) is doubly sym- 
metric, so this means that 
q*A,,, = g(oi,‘,..., CT;:) E S(m, n), (10) 
for some doubly symmetric polynomial q*. Note that since q is 
homogeneous of degree k then so is q*. Furthermore, note that 
q*4 (y =O)= g(a”’ ~ m,n II m,n , t..., 4ii,; - 1) = qA,,,b, = 01, (11) 
so y, divides (q - q*) d,,n. Again by the double symmetry of q and q*, this 
means that 
qAm,H =q*A,,, + (Y, . ..Y.) rAm,,,, (12) 
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for some doubly symmetric polynomial r. Since q and q* are of degree k, 
then r is homogeneous of degree k -n. In particular, if k < n this says that 
r = 0, so qd,,, = q*A,,, E S(m, n) as desired. 
Otherwise, we have k 3 n. Let r* be any homogeneous doubly symmetric 
polynomial in F[x, ,..., x, + i, y1 ,..., y,] of degree k-n such that 
r*(x,+ 1 = 0) = r. That such an r* exists can be seen as follows: write r as a 
polynomial in the power-sum symmetric functions a!,&., o$j, ah’,),..., a6”,), 
and replace each occurence of c$, by cQ+ ,,O. 
By our induction hypothesis on k, we know that r*A,+ I,n E S(m + 1, n), 
since deg r* < k. Hence, 
r*A m+ l,n = w?% l,n>“‘v 4??+ ,,A (13) 
for some polynomial h. But then 
Yl -*.w 4, =(-l)nr*A,+l,,(x,+l=O) 
= (- l)“h(~;,),..., 0;;). (14) 
Thus, q*A,,, and y, ... y,,r A,,, E S(m, n) and by (12), we get 
qA m,n E S(m, n). This completes the induction on k, so the Lemma and 
Theorem 1 follow. 
3. RELATED RESULTS 
One can easily formulate an infinite version of Theorem 1. There is an 
obvious way to extend the definition of doubly symmetric and supersym- 
metric to formal power series over F in the variables xi, x2, x3,...; 
Yl, Y2, Y37.-. 
Let T be the algebra of sypersymmetric formal power series, and let S be 
the subalgebra generated by 1 and 
&‘=(x;+x;+ .-.)-(y;+ y;+ . ..) (r> 1). (15) 
THEOREM 2. S= T. 
Proof. Pick any p E T. Without loss of generality, we may assume that p 
is homogeneous of degree k. Let pO = p(xi = yi = 0; i > k). Note that p,, is in 
T(k, k), so by Theorem 1, we can find a polynomial f such that 
po =f(Q,..., a&?)). (16) 
Consider the formal power series 
p* =f(fJ"' .@') )...) . 
Note that p - p* has the property that no monomial can depend only on 
XI,..., xk, Yl,...r yk. But P - !‘* is homogeneous of degree k, so any 
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monomial appearing in p - p* has at most k terms. But by the double sym- 
metry of p -p*, we know that if p #p*, then some monomial in p-p* 
must use only the variables xi ,..., xk, y1 ,..., yk. 
Hence, we must have p = p*, so the theorem follows. 
Theorem 2 can also be proved without appealing to Theorem 1. It would 
be nice to be able to deduce Theorem 1 from Theorem 2 directly, in order 
to avoid the intricate proof of Theorem 1 given in Section 2. The “obvious” 
method of deducing Theorem 1 from Theorem 2 would proceed by taking 
an arbitrary PE T(m, n) and extending p to a p* E T in such a way that 
p= p*(x, = y,=O; i>m, j>n). However, it is far from obvious how to 
find p*. 
One of the differences which makes Theorem 1 seem intrinsically harder 
than Theorem 2 is the following: even though at most m + n of the c$! are 
algebraically independent, one can show that T(m, n) is not finitely 
generated, provided m, n 3 1. This can be seen from the fact that 
T(1,l)={c+(x,-y,)~(x,,y,):~~FCx,,~,l}, 
which is not finitely generated. 
(18) 
As a final remark, we note that the supersymmetric polynomials have 
appeared outside the context of Lie superalgebras, in the work of 
Metropolis et al., [4], where they are called bisymmetric. In their work, 
they show that the formal power series z(‘) defined by the generating 
function 
2 ++ = n (1 -XJ) 
?$O i> 1 t1 - Yit) 
(which are obviously supersymmetric) generate T. We may also deduce this 
immediately from Theorem 2, since the vector spaces 
S, = (p E T: p is of degree k, and generated by 
Si = {p E 77 p is of degree k, and generated by 
both have dimension p(k), the number of partitions of k. 
In fact, if we define the finite analog of the z(‘)‘s by the generating 
function 
c 
+) t’= (1 -x,t)... (1 -&It) 
m,n 
r30 (I-y,t)...(l-y,t)’ 
then an easy application of Theorem 1 yields 
COROLLARY. T(m, n) is generated by 1, zg:, t$A,.... 
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