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Abstract
In order to begin to understand the behavior of an ice-free coastal ocean exposed
to winter time cooling, the evolution of an initially homogeneous body of water
undergoing uniform surface heat loss and wind forcing is examined. The dynamics
of this model ocean are modulated by the intense vertical mixing driven by the
surface cooling, which in the initially homogeneous ocean is sufficient to mix the
entire water column in less than an inertial period. This strong vertical mixing
prevents the formation of geostrophic flows and so flows are nearly down pressure
gradient and downwind. Cross-shelf temperature gradients are formed by uniform
cooling over water of differing depths, and these temperature gradients lead to cross-
shelf density gradients. The cross-shelf density gradients and flows can prevent the
cooling-driven vertical mixing from reaching the bottom when the cross-shelf bottom
velocity exceeds
(where h is the water depth, Q is the surface density flux representing cooling, and
Op/Dy is the cross-shelf density gradient).
Once the surface cooling is prevented from mixing the entire water column,
alongshore geostrophic flows form, and these flows can be baroclinically unstable.
The unstable flow quickly can achieve a steady state in which the length scale of
the eddies is governed by either the Rhines arrest scale or a frictional arrest scale,
and the surface heat flux is balanced by a cross-shelf heat flux driven by the eddies.
Scales are found for the cross-shelf density gradient which results from this balance,
and these scales are tested successfully in a numerical model. It is found with the
numerical model that the balance between surface cooling and the cross-shelf heat
flux can be attained in less than a winter with conditions typical of the Mid-Atlantic
Bight.
Linear internal waves shoal and are dissipated as they cross the continental
shelf, and, in order to understand how this affects the internal wave climate on
the shelf, internal wave solutions are found for a wedge-shaped bathymetry. These
solutions for linear internal waves in the presence of linear bottom friction and
barotropic alongshore mean flows are approximate; they are based on flat-bottom
vertical modes, and the horizontal propagation is found by ray-tracing. It is found
that bottom friction is capable of entirely dissipating the waves before they reach
the coast, that waves traveling obliquely offshore are reflected back to the coast
from an offshore caustic, and that without a mean current, the maximum distance
an internal wave ray can travel along the coast is twice the distance from the shore
to the offshore caustic.
The solutions for internal waves propagating over a wedge-shaped bathymetry
are used to predict the evolution of an ensemble of internal waves whose properties
match those of a Garrett and Munk internal wave spectrum at a point offshore.
This is meant to be a simple model of the evolution of an oceanic internal wave
spectrum across a continental shelf. The shape of the current ellipse caused by this
ensemble of internal waves at a given frequency is found to be largely independent
of frequency. It is also found that the orientation of the current ellipse is controlled
by the alongshore mean currents and the "redness" of the oceanic internal wave
spectrum. Because of friction, it is found that internal waves generated in the deep
ocean are more likely to be important to the internal wave climate of narrow shelves
than wide shelves.
The internal wave climate near two moorings of the Coastal Ocean Dynamics
Experiment observation program is analyzed. It is found that the high frequency
internal wave energy levels are elevated above the Garrett and Munk spectrum,
and the spectrum becomes less red as one moves towards shore. The shape of
the current ellipses is largely independent of frequency in the internal wave band,
and the major axis is approximately perpendicular to the isobaths. The wave field
is dominated by vertical-mode one waves. It is concluded that the internal wave
energy is predominantly moving towards the shore from the shelf break, but that a
significant portion of the internal wave energy over the continental shelf is generated
over the continental shelf.
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Chapter 1
Introduction
1.1 Winter Time Cooling and the Coastal Ocean
A hydrographic section taken off of Nantucket Shoals at the end of the winter, figure
1.1, shows cold dense water near the coast which becomes warmer and less dense
offshore, until the shelf break front [Beardsley et al., 1985]. The isopynenals have
sufficient slope to intersect the surface and the bottom, satisfying a necessary but not
sufficient criterion for baroclinic instability [Pedlosky, 1987].
Chapters two and three present a simple model of the origin of this hydrography
inshore of the shelf break front during the winter. Along the east coast of the United
States, the winter differs from the summer by being stormier and colder. The simple
model concentrates on the effect of cooling and largely neglects the effects of winds
on the coastal ocean.
Surface cooling makes the water at the surface denser. This drives convection,
and this convection can mix the water column vertically. The cooling can be strong
enough to mix the water column in less than an inertial period, erasing vertical density
gradients and transporting momentum from the surface to the bottom boundary layer.
When the momentum is mixed through the water column in less than an inertial
too
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Figure 1.1: The temperature, salinity, and potential density of a hydrographic section of the
Middle Atlantic Bight taken in march of 1980 as part of Nantucket Shoals Flux Experiment
(NSFE79). Defd as: fig-nsfe
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period, the water becomes part of the inner shelf, where merged bottom and surface
boundary layers reduce the role of rotation. This is a very different dynamical regime
from that which normally obtains over the shelf, and it is thus important to discover
when the winter time ocean is caused by cooling to be part of the inner shelf [Lentz,
1995]. The second chapter discusses when the cooling is capable of mixing the entire
water column in less than an inertial period, and how this effects the dynamics.
If there is no ice to insulate the water, the length scales of atmospheric cool-
ing are likely to be set by the large scales of the atmospheric weather systems. If
heat is not transported efficiently across the shelf by the ocean circulation, this large
scale atmospheric cooling will make the shallower waters colder than the deeper wa-
ters. This cross-shelf temperature gradient will produce a cross-shelf density gradient
with denser water near the shore. When convectively driven turbulence mixes to
the bottom it can suppress the cross-shelf transport of heat, allowing the cross-shelf
density gradients to grow stronger as the cooling continues [Nunes Vas, Lennon and
de Silva Samarasinghe, 1989]. Once the cooling is prevented from mixing straight
to the bottom and the effects of rotation dominate the flow, the cross-shelf density
gradients mainly drive alongshelf geostrophic flows. In either case, the cross-shelf
flows driven by the cross-shelf density gradients are ageostrophic, small, and inca-
pable of driving a significant cross-shelf heat flux. The cross-shelf density gradients,
however, have the potential to be baroclinically unstable. In the mid-latitudes of
the atmosphere, baroclinic instabilities driven by meridional density gradients drive
meridional heat fluxes which balance the solar heating [Green, 1970; Stone, 1972].
These baroclinic instabilities in the atmosphere are also important in transporting
tracers meridionally in the atmosphere [James, 1994]. Motivated by these atmo-
spheric dynamics, and by the related oceanic work of Visbeck, Marshall and Jones
[1996] and Chapman and Gawarkiewicz [1997], chapter 3 examines a balance between
surface cooling and the cross-shelf heat flux driven by instabilities in the flow field.
The transport of passive tracers (nutrients, pollution, etc.) by these instabilities are
also examined.
1.2 Observations and Theory of High Frequency
Internal Waves over the Continental Shelf
Non-barotropic variability over a stratified continental shelf in the frequency band
between the inertial frequency and the buoyancy frequency will likely be dominated
by internal wave dynamics, and so a first step to understanding this variability is to
understand the dynamics of linear internal waves over a sloping bottom.
One source of this high frequency energy is the deep ocean. It is estimated that
10% of all tidal energy is dissipated by internal waves impinging on the shelf break
[Hendershott, 1981 p. 337]. The fate of this internal wave energy after it crosses
the shelf break is not well understood. Some predict it will be dissipated by wave
breaking [Gordon, 1978], while others suggest bottom friction [Brink, 1988].
This energy flux carried from the deep ocean by the internal waves can affect the
coastal ocean. The internal wave energy flux onto the shelf, if it were used entirely
to mix away the stratification, would do so relatively rapidly. It can be shown that
the energy flux onto the shelf given by assuming a Garrett and Munk [1972] spectrum
at the shelf break is capable of mixing a typical west-coast shelf in 0(10 days). This
calculation could be very misleading, however, because it is unclear how much of the
internal wave energy dissipated by bottom friction and other mechanisms is available
to mix stratified water.
Understanding the evolution of internal waves as they propagate across the shelf
is also important to understanding observations of internal waves on the shelf. If
one were to observe the horizontal wave number spectrum of an internal wave field,
one could trace the waves back past where they were generated. If one has only a
horizontally incoherent array of current meters, it is impossible to find the horizontal
wavenumber spectrum of the waves, and one way to begin to understand the sources
and sinks of the internal waves is to hypothesize a source and calculate how the
internal wave spectrum evolves across the shelf. This can then be compared to the
observations.
Chapter 4 takes three steps towards understanding the evolution of the high fre-
quency internal wave spectrum across the shelf. First, the evolution of a single linear
internal wave over a sloping bottom in an inviscid ocean is derived. A solution to
this was found by McKee [1973]; however, that solution, while exact, involves Bessel
functions of high imaginary orders, making it difficult to evaluate and difficult to
extend to differing bottom geometries. The solution in chapter 4 is an approximate
one found by assuming that the vertical structure of the waves is given by flat bottom
vertical modes and using ray tracing to solve for the horizontal propagation of the
waves. While this solution is only valid for waves whose frequency is higher than the
frequency for critical reflection from the bottom. the solution is considerably easier
to manipulate than the exact solutions. The solutions are then extended to include
bottom friction and mean barotropic alongshore flows.
The solutions for individual internal waves are then used to derive the evolution
of the internal wave spectra across the shelf given the assumption that a Garrett and
Munk [1972] spectrum impinges on the shelf break.
In chapter 5 these results are used to help interpret observations of internal waves
taken as part of the CODE II experiment on the California continental shelf. It
is found that internal wave energy was propagating in from the ocean to the coast
and being dissipated along the way, but that an appreciable fraction of the internal
wave energy over the continental shelf was likely to have been generated over the
continental shelf.
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Chapter 2
The Effect of Surface
Cooling-Driven Vertical Mixing on
Larger Scale Coastal Dynamics,
and Vice Versa.
Abstract
A coastal ocean undergoing spatially-uniform winter-time cooling will become colder
in the shallows near the shore than in the deeper waters as the same heat loss is
distributed over less depth. This cross-shelf temperature gradient can cause a cross-
shelf density gradient which can drive a circulation over the shelf. This circulation
can be in one of two differing regimes, depending on whether the vertical mixing
caused by cooling-driven convection mixes the entire water column in less than an in-
ertial period, or not. The cross-shelf circulation can prevent convection from mixing
the entire water column by advectively restratifying the water near the bottom.
The two dynamical regimes are studied, and a criterion for the transition between
them is found. The criterion is tested in a primitive equation model. Oscillations
between the two regimes and dependencies on the history of the forcing are found
and explained.
2.1 Introduction
In the more northern latitudes, coastal waters are subject to strong cooling for much
of the winter. In the absence of ice, the spatial scale for the surface heat flux is set
by the large spatial scales of the atmosphere. The effect of the cooling on the coastal
waters is governed by the depth of the water (for shallower waters will become colder
than deeper waters for a given heat loss), and by the circulation of the water which
can transport heat across the shelf.
The circulation that transports heat across the shelf is driven by the wind and the
cross-shelf density gradients formed when shallower nearshore waters become cooler
than deeper offshore waters. The circulation is modified by the vertical mixing
driven by cooling and two regimes can be identified: one where vertical mixing
dominates the solution and the Earth's rotation little affects the flow, and another
where vertical mixing is suppressed by the cross-shelf circulation so that the Earth's
rotation strongly affects the flow. This chapter describes the dynamics of these two
regimes and the transition between them.
Previous works examining cooling of a coastal'ocean have not specifically con-
sidered the effect of cooling-driven vertical mixing. In Chapman and Gawarkiewicz
[1997] and Chapman [1998], cooling-driven convective mixing was not examined
because the cooling was only applied to a limited portion of the domain and the cir-
culation examined was primarily outside of the cooling region. Condie and Rhines
[1994] apply cooling over the entire domain, but assume a priori that the cross-shelf
flow is capable of preventing convection from mixing to the bottom in all but a small
portion of the domain. They run their laboratory experiments until this true.
The simplest model of the response of shelf waters to cooling is a wedge shaped
bathymetry with a surface heat loss that is uniform everywhere (figure 2.1). The
forcing, geometry and flow are assumed not to vary in the alongshore direction. This
model will be used to address the following questions:
Surface Effective Density Flux Q
Depth h(v)
y=o
h=10 m
z
y=80 km
h=90 m
Figure 2.1: The geometry and forcing of the model considered here.
What are the bulk effects of convection on the flow field, e.g. how can one
represent the overall effect of many small convection cells?
- What does the flow field look like when the vertical mixing driven by cooling
dominates the solution?
- When does the circulation prevent the cooling-driven mixing from mixing the
entire water column?
- How does the circulation change when the cooling-driven mixing is prevented
from mixing the entire water column?
These questions will be addressed both analytically and numerically. The nu-
merical model used is SPEM 5.1, a rigid lid, Boussinesq, finite difference primitive
equation model whose adaptation to this problem is described in the appendix. The
equation of state for both the analytic and numerical work is linear, which allows
the heat flux to be represented as a density flux. The geometry and cooling are
chosen to be representative of the Mid-Atlantic Bight, which has a gentle bottom
slope of O(10) and experiences winter time cooling rates of 0(200 W m-2) [Brown
and Beardsley, 1978; Mountain, Stout and Beardsley, 1996]. The cooling will be rep-
resented as a density flux, Q, of 7 x 10~6 kg m-2 s-1, which is equivalent to a heat
loss of 170 W m-2 out of 100C water or 300 W m- 2 out of 30C water.
2.2 The Parameterization of Convection
The dynamics of convection are non-hydrostatic and occur on horizontal scales of
the same order as the water depth [Emanuel, 1994]. This work parameterizes the
effects of convection in order to focus on the larger scale flow. The parameterization
below gives vertical diffusivities of the same order as Mellor and Yamada [1982] and
is used instead of Mellor and Yamada [1982] for simplicity.
A diffusive parameterization of convection implies eddy diffusivities which scale
as the product of a convective length scale and a convective velocity scale. A rea-
sonable length scale for the vertical mixing caused by convection on the shelf is the
water depth. Given a buoyancy flux at the surface of gQ/po and the depth h, the
only parameter with units of velocity one can assemble is
1
U* = -- Q (2.1)
PO.
In both atmospheric boundary layer experiments [Mellor and Yamada, 1982; Stull,
1988] and laboratory experiments with water [Fernando, Chen and Boyer, 1991;
Maxworthy and Narimousa, 1994], this scale has proven to be a good one for the
vertical velocity of a non-rotationally controlled convective region.
Using w* as a velocity scale and the water depth h as a length scale, a diffusivity
for heat, v, and momentum, A, can be scaled as A = v = O(w*h). The constant of
proportionality relating w*h to A and v will be assumed to be 0.25 hereafter in order
to agree better with measurements of w presented in Mellor and Yamada [1982] and
Stull [1988] (They observe turbulent convective velocities of about 0.5w*, and if the
0.45
0.4
0.35
0.3
0.25
> 0.2
0.15
20 40 60
depth in meters
Figure 2.2: The mass diffusivity and momentum viscosity as a function of water depth
during unstable stratification for Q = 7 x 10-6.
mixing length is about the distance from a boundary, 0.5h is a good length scale.)
1 1
A = v = -w*h = -h3 -- Q (2.2)4 4 PO
A density flux of Q = 7 x 10-6 kg m- 2s-1 gives the diffusivities shown in figure 2.2.
The generation of turbulence by the wind has been neglected even though it
would be expected to increase the turbulent diffusivities. A 0.1 N m- 2 wind stress
produces a turbulent velocity u* of
U* = = 102 m s 1 . (2.3)
The free convective velocities w* from (2.1) range from 102 m s-1 in 20 meters of
water to 2 x 10-2 m s-' in 100 meters of water for the cooling used in this paper,
and so are of the same order as u*. It is unclear in the literature how the additional
turbulence from the wind would be distributed through the water column, but if it
worked over the entire water column it could as much as double the eddy diffusivity.
Since the scaling for v and A is only meant to be good to an 0(1) constant, the
effect of wind-generated turbulence is less than the uncertainty of the convective
diffusivity.
It is important to determine when rotation affects convection. Rotation ought
not to affect convection when the time scale of convection, 2hw* 1 , is less than an
inertial period, 27f -. 2hw* 1 is less than 2rf 1 when
h < Q (2.4)
2 pof 3 '
Experiments bear out this depth limit, though the constant before (2.4) is often a
value other than (0.57)2 (about 2). Maxworthy and Narimousa [1994] find that the
constant should be 12.7, and Fernando, Chen and Boyer [1991] in their experiments
find a value of 4.5.
This length scale is 700 meters for a mass flux of Q = 7 x 10-6 kg m-2 s1. Thus
a convection cell in the the 10 to 100 meter ocean that is examined here will not
feel the Earth's rotation.
2.3 Flow Fields When Convection Reaches the
Bottom
When surface cooling is started in the homogeneous fluid of density po, convection
quickly extends to the bottom. The fluid then has very high vertical mixing coef-
ficients, and thus the two dimensional flow field is unable to transport significant
heat across the shelf, and the heat balance is one dimensional (this will be justi-
fied in section 2.4). The density field forced by a surface density flux Q is thus
approximately
p Q= + po, (2.5)
and the cross-shelf density gradient is
Op Qtoh (2.6)
Oy h2 ay
where t is the amount of time the cooling has been active and y is the cross-shelf
direction. The time scale of the change in this density gradient is the time since
cooling began, and the time it takes for the momentum dynamics to adjust to the
density gradient is the much smaller diffusion time scale h t 1 (of order hours).
The momentum equations can thus be solved as if they were steady. The non-
linear terms can be neglected because of the large spatial scale of the forcing. The
equations of motion
+ UVu - fv = 4  ,A ) (2.7a)
at Oz Oz
+ EVo + 1 + - (A ,v (2.7b)
at po ay + Oz
P = Po+ jgpdz (2.7c)
vY + wz = 0, (2.7d)
can then be reduced to
fv = 24 (2.8a)
1 IOP a ( 8vfu =+ A ( ) (2.8b)
po Dy Oz Oz'
P aPo+  z, (2.8c)
By
where Po is the surface pressure.
The ratio of the Ekman depth, V2A/f, to the water depth varies from 4 to
1.4 for the viscosities given in (2.2) and the cooling rate used here of 7 x 10-6
kg m- 2 s-1. Since the Ekman depth is greater than the water depth, it would seem
that rotation could be ignored. However, if the forcing in one direction is greater
than the forcing in the other direction this may not be true. This can be seen by
scaling the equations with (where primes denote non-dimensional variables)
z = hz', (2.9a)
U U (uo 2 o'), (2.9b)
v = V v 2 v' , (2.9c)
where 3 E is the Ekman depth, U is the scale alongshelf velocity and V the scale cross-
shelf velocity. The parameter h2 /6 is assumed small, though when the results are
compared to full solutions, they are found to be reasonable even for h216 1
When the alongshelf and cross-shelf forcing are of the same order, and U V, the
equations can then be written in a non-dimensional form as
02U,
2 (2.10a)
h2 po gsj Op 02VI
0 = 0  zp + (2.10b)VApo Oy VA&y &z' 2 '
to first order and with
02U/
V' (2.11a)
U Oz'2'
U h2 19p1 02V'n' = 
_ - + (2.11b)V' V.I/IApo Oy OZ'2'
as a second order correction. (PO' and Pol are surface pressure gradients associated
with the first and second order solutions, and are not part of the forcing. They
will be found as part of the solution.) The boundary conditions for the first order
equations are:
OU' x' h
0___ win dh
0_ _ ___in_ (Oq Z- 0 (2.12a)
0 Z UApo
-0 - U' z = -h (2.12b)
Oz A
O 0 - Wldh @ z 0 (2.12c)
OV' rh
" = v' z =-h (2.12d)Oz A
0 = o'dz, (2.12e)
and for the second order equations the boundary conditions are:
Ou'
= 0 (z = 0 (2.13a)
rh
-1 = C O z -h (2.13b)Oz A
OV'
= 0 @ z = 0 (2.13c)
OV - rh @ (z= 
-h (2.13d)
Oz A 4
0 = -oh'dz. (2.13e)
The depth-integral of the cross-shelf velocity is zero by the combination of (2.7d) and
no flow through the coast, and Tind and Tind are the along- and cross-shelf wind
stress respectively. The bottom boundary condition is a linear drag law. Because the
windstress and density gradient forcing enter only in the first order equations, the
non-dimensionalization indicates that the cross-shelf velocity will not be affected by
rotation except for a correction of order h26- 2 of the alongshelf velocity, and similarly
the alongshelf velocity will only be affected by rotation to an amount which scales
as h2 6- 2 the cross-shelf velocity.
When the forcing is predominantly in the alongshelf direction and U is much
greater than V, (2.1Ob) and (2.11b) are no longer consistent because (U/V)*(h 2 )
will be order one. However, the solution to (2.10b) and (2.11b) can be summed in
order to find a solution valid to within an error of h'/64uo. In this case the sum of the
solutions to (2.10b) and (2.11b) represent the first order solution to the cross-shelf
momentum balance, and implies cross-shelf velocities of order h2/62uo. The sum
of the solutions to (2.10a) and (2.11a) are similarly valid even when the cross-shelf
forcing is much greater than the alongshelf forcing.
Because of the residual effects of rotation, rotation can only be neglected for a
flow in a given direction if the flow in the orthogonal direction is much less than
h26E2 its strength.
The solutions to (2.10) and (2.11) are, in dimensional terms,
0 - O p T h+ h h2 Tx~a-(g Dh 3 +Twindh  2 wind h6Apo Dy Apo Apo
9 g (P 3 1 OPO Twind 1 +0  Ph2±Twinz + z+ z+ -h + Ol
6Apo y 2Apo Dy Apo r po Dy 2po Oy PO
1 POh2+ 9 'Ph 3Tindh
2ApO Oy 6Apo oy Apo .
h 2 z 3  x2 A z 2  1F x 4 \Tx-
+2 wind 2 wid wind ( + h) +
oE2 6Apo h2 2Apo r h r hpo r 2po_
TX A'~ hrjxfd1 (h 4e h'
- wind +h) + J+± +O Uo +0 0 ,
2Apo r 6ApO 64 6(
(2.14)
where
S3h + Ah3 h2 +Ah)
DPO Op 24 2r _ , 2 +
Dy Oy~ 3 Ar ) wt 3 
__
2 3h4 +Ah 3h 2 24 2r ) ind A
22h+ Ah2h + 2
E 3 r
(2.15)
h4 Opo
E0 y
The solution for the alongshelf velocity is similar in structure. Because the following
sections will be concerned primarily with the cross-shelf flow, and because the second
order solution to the alongshelf velocity is algebraically formidable, only the first
order solution will be given:
wsind 1 h h2 h 4UO= "Z- -+ vo+ u (2.16)
Apo p Yr A 62 o
The analytical solutions for the density, the first order solution for the cross-shelf
velocity v, and the full solution (2.14) are compared with a numerical model with no
windstress (figure 2.3), and with a model with a 0.1 N M-2 (a 10m s-1) alongshore,
downwelling favorable, wind stress (figure 2.4). There is an open boundary at the
seaward edge that lets the flow leave the domain undisturbed, and it is described in
the appendix to this chapter. The numerical model uses the same parameterization
for convection as the analytical work when the convection mixes to the bottom. The
numerical model agrees nicely with (2.14), even near the offshore boundary where
h2 /6 1. The cross-shelf order one solution, vo, which includes no rotational
effects, predicts the cross-shelf velocity in the numerical model well when there is
no alongshelf forcing, but both the first and second order solutions are needed when
there is an alongshore windstress. When there is an alongshore windstress, the
cross-shelf wind forced velocity is about one-quarter the alongshelf velocity at the
seaward edge of the model.
2.4 When Does Convection Not Mix the Entire
Water Column?
When convection extends through the water column, the flow is sluggish and the
water is viscous and weakly stratified, incapable of driving a significant horizontal
mass flux. Only when convection is prevented from mixing through to the bottom,
and thus prevented from transmitting stress and buoyancy from the surface to the
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Figure 2.3: The solutions for the cross-shelf velocity and the density from (2.14), (2.5)
and the numerical model. The bottom panel is the lowest order analytic solution for the
cross-shelf flow. Dashed contours are negative.
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Figure 2.4: The solutions for the cross-shelf velocity and the density from (2.14), (2.5)
and the numerical model. The bottom panel is the lowest order analytic solution for the
cross-shelf flow. Dashed contours are negative.
bottom, can significant stratification form and a strongly rotationally affected cir-
culation develop. Once this occurs, significant amounts of heat can be transported
offshore (c.f. chapter 3).
In the atmospheric boundary layer, turbulent convection extends from the sur-
face to where the air becomes stably stratified, and the mean stratification of the
convective region is slightly unstable [Mellor and Yamada, 1982; Stull, 1988]. This
is assumed to be true in the ocean, and the mean unstable stratification formed by
the cooling is compared to the stable stratification formed advectively by the cir-
culation to determine when convection mixes to the bottom. Once the water near
the bottom is stably stratified, it is assumed that convection does not penetrate
through it and the diffusivity in the stably stratified water is much reduced. (In the
numerical models the diffusivity of heat and momentum of the stably stratified water
are calculated according to a scheme by Pacanowski and Philander [1981], though
other parameterizations yield comparable results. The diffusivity of any statically
unstable region is still given by 2.2.)
The unstable stratification formed by the cooling, pOoing, is found from the
system:
pt =(2.17a)
vpz = Q #z = 0 (2.17b)
Pz = 0 @z = -h (2.17c)
In the limit of time much longer than the time of a convective overturning, (h2 V-),
and assuming the viscosity varies slowly compared to this time scale, the solution is
pcooling 
_Q (z + h). (2.18)PZ hv
The solution for pcooling is valid even if v varies with depth. This is important,
for more realistic parameterization of convection-driven mixing will prescribe mixing
that varies with, among other things, the distance from the wall and the local vertical
stratification (including that forced by advective processes).
The stratification induced by the cross-shelf circulation near the bottom, padvec
can be found from:
vpY = v'P (2.19a)
vPz = 0 @z =- h1,0. (2.19b)
This system of equations assumes that wpz, the vertical advective term, is negligible
(which is justified below), and that the horizontal advection of density does not
change the mean density of the water column, i.e. the heat/density balance is
one dimensional. This is a good approximation when the depth mean density-flux
divergence is much less then the density-flux divergence in most of the water column:
- vpydz < |vpy| . (2.20)
/I 
_h
Since the depth integral of v is zero to enforce no flow through the coast, this can
be scaled as
| hvpyz| < VPy. (2.21)
Substituting (2.18) and (2.5) into (2.21) gives
t 1
< - (2.22)h2 V
This is easily true for h ~~ 50m, t ~ 106s, and v ~ 0.1m 2 s-1. The advectively
driven stratification near the bottom can now be found by integrating (2.19a) from
the bottom, again assuming that pyz 0, to get
p vdz = v padvec (2.23)YZ 
6-h
where 6 is an arbitrary height above the bottom. To compare this result near the
bottom with the stratification from cooling, the integral of v must be approximated.
The Taylor series approximation
vdz =6 vz=-h+6 (2.24)
is accurate near the bottom if a stress condition is used as the bottom boundary
condition for the momentum equation. An example stress condition is
Av, = rv @Q) z = -h, (2.25)
where r is the bottom linear drag coefficient. Near the bottom, the length scale of
velocity change is A/r, which for realistic values of A (10-3 to 10-1 m2 s-) and
r (10-4 m s- 1) gives length scales of tens to thousands of meters, depending on
whether the water column is stable or not. (This does not mean that the boundary
layer extends that far, only that there is a region near the bottom where v is ap-
proximately constant). If near the bottom a log-layer boundary condition is used,
(2.24) has a slightly different interpretation but is till approximately valid. In the
log-layer, the velocity profile is
Vu + In , (2.26)
K z0 I
where K is von Karman's constant and zo is the roughness scale of the bottom (Stull,
1988, p. 376]. Equation (2.24) is then tantamount to approximating
I o-hvad z ~ 6 Vu =6.h
Integrating (2.26) directly and taking the ratio of the integral and (2.27) allows one
to estimate the error caused by neglecting the log layer:
V/6z-6h (i-hvudz) (2.28)
Assuming 6 im and z0 ~O0cm, this ratio is about 1.16, indicating that (2.24)
over-estimates the transport by about 16%. The stratification formed by advection
near the bottom, (2.23), can now be written with (2.24) as
advec - 6PY z=6-h (2.29)
PZ-h - V (.9
Again, this solution is valid even if v varies with depth.
At this point the assumption that wpz is negligible compared to Vpy can be
checked. w is scaled as
W = 0 V ,h (2.30)
so wpz is much less than Vp, when
Py >h pz. (2.31)
Substituting (2.29) for pz and rearranging the resulting equation leads to
(z + h)v oh
1 > , (2.32)
V hye
which is easily true for the cases presented here where v is 0(10-2 m s-'), Oh/Dy is
(2.27)
= ln -(in .
O(10-3) and v is O(10-' to 10- 3m S2).
The total stratification forced by the cooling and advection is, near the bottom
and from (2.18) and (2.29),
- = - - h + . (2.33)
19z g, p 6-h O h
The water column is thus stably stratified near the bottom when
Op Q(234)
Oy h I
which is when the divergence of the advective flux of density is greater than the
divergence of the density flux caused by cooling. This can be solved for the minimum
velocity needed to make the water stably stratified near the bottom, vc,
c Q y) = (2.35)
This can then be written
Vc ( h 7  (2.36)
t Oy
with ap/&y from (2.6). Once the cross-shelf velocity near the bottom exceeds v,
convection cannot reach the bottom, so the enhanced mixing due to convection
cannot reach the bottom. The velocity vc should be compared with the velocity
either at the bottom, when A is constant, or at the top of the log-layer, when
there is one. The diffusivity of density, v, does not enter into (2.35) or (2.36)
because both the unstable stratification forced by the cooling, (2.18), and the stable
stratification forced by the circulation, (2.29), scale linearly with v'. It takes a
smaller cross-shelf velocity to make the water stably stratified as time increases
because as time increases the cross-shelf density gradient increases, increasing the
stabilizing stratification caused by a given cross-shelf velocity (2.29).
To test the criterion (2.36), five numerical model runs were made, each with the
same geometry and surface cooling as previously described, and each with initially
homogeneous water. The model uses the exact same vertical viscosity and density
diffusion as the analytic work. In one model run , no wind forcing was used, and in
the other four an 0.1 N m- (~ 10 m s-1) wind was applied in the onshore, offshore,
or one of the alongshore directions. The cross-shelf velocities near the coast in the
model within 0.3 days of the onset of stable stratification are plotted in figure 2.5
after being scaled by (2.36). All five models first become stratified near the coastal
boundary, and in all five cases the scaled cross-shelf velocity is very nearly one where
the water becomes stably stratified. Thus (2.35) and (2.36) are good measures of
when the cross-shelf current can prevent convection from reaching the bottom.
In section 2.3, an analytic solution was found which predicted the flow fields of
the numerical model well, and in this section a criterion was found for the cross-shelf
velocity needed to make the water column stable. It is possible to combine equations
(2.14) and (2.36) to provide an expression for the onset of stable stratification in the
model, but the result is algebraically formidable. However, in the limit of Ar-1 > h,
the near bottom velocity can be written as:
v _ot = h3 g Op f Thrd in (2.37)
2A ( 4A Oy Apo 6Apo
This scale for the bottom velocity is compared with the velocity from the numerical
model, the full analytic solution (2.14), and the criterion for the onset of stability
(2.36) in figure 2.6. The velocity scale Vbot compares well with both the numeri-
cal model and (2.14), and when these three estimates of the near bottom velocity
exceed (2.36) the increased cross-shelf currents associated with the onset of stable
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The time for the onset of stability can be found by solving (2.38) with the quadratic
equation. These times are marked in figure 2.6. From (2.38) it can be seen that
the water will become stable where A is the least. When the mixing is driven
by the cooling alone and increases as the four thirds power of depth, (2.2), this
occurs where the water is shallowest (in the numerical model stability first occurs 3
gridpoints (or 3 ki) from the coastal wall because of the boundary layer associated
with the coastal wall). However, in a real ocean the mixing may increase as the
water gets shallower (if, for instance, the mixing is driven by surface gravity waves),
so this result may well break down as the water becomes shallow. Furthermore,
(2.38) depends on a cross-shelf gradient of density which increases as h 2, (2.6).
As the water become shallower and the cross-shelf density gradient increases, it is
likely that some form of lateral mixing would reduce the gradient, reducing the
effectiveness of advective restratification and moving the location of the first stable
stratification offshore. Equation (2.38) also illustrates that an alongshelf wind is
less able to make the water stable than a comparable cross-shelf windstress by a
factor O(h2/6), because the alongshelf wind generates a cross-shelf current that
is O(h 2 /61) weaker than an equivalent cross-shelf windstress. The importance of a
density-driven circulation relative to wind-driven circulation is seen to increase with
time, because the strength of the density driven circulation increases in time while
the wind driven circulation remains steady.
'The velocity in the numerical model exhibits small At noise, which is damped every 3.6 days
by an Euler timestep. Removing it more often would introduce spurious numerical diffusion.
In the absence of wind, the water is predicted to become stable by (2.38) when
24Apo (Bh -1
t =y) (2.39)
gqQ Oy
38.4 days for the no wind case.
The numerical model becomes stable at about 39.9 days, and the discrepancy arises
not from the failure of the scale for v but, as can be seen from figure 2.6, from
the approximation of the bottom velocity by (2.37). An 0.1 N m 2 alongshore
windstress drives cross-shelf velocities of about 10-m s-. This retards the onset
of stable stratification by 8.1 days when the alongshore wind is upwelling favorable,
and advances the onset by 4.5 days when the wind is downwelling favorable. The
change in time from the no wind case is unequal because, as can be seen from
(2.38) and figure 2.6, vc scales as t-1, so reducing the bottom velocity by a constant
changes the time when V =Vbot by more than increasing the bottom velocity. An
0.1 N m 2 cross-shelf wind drives cross-shelf currents almost seven times greater
then the equivalent alongshelf windstress, and so changes the time of the onset of
stable stratification by more than the equally strong alongshelf wind. An offshore
wind retards the onset of stable stratification by 49.5 days while an onshore wind
advances it by 21.9 days.
The solution for the near-bottom velocity needed to make the water stably strat-
ified does not depend on the magnitude or shape of the eddy viscosity A or density
diffusion v except to the extent that a vanishing eddy viscosity near the bottom
introduces errors into (2.24), and these errors are shown to be small in (2.28). The
estimates of the actual cross-shelf velocity in (2.37) and (2.14) do, however, depend
on the magnitude and the vertical profile of A. From the expression for V 7t, (2.37),
the effect of changing the magnitude of A can be estimated: the cross-shelf flow
driven by cross-shelf winds and density gradients scales as A-, and the cross-shelf
flow driven by alongshelf winds scales as A .
The cross-shelf velocity profile also depends on the vertical structure of 4. Ob-
servations of the turbulent velocity for free convection find that it varies with height
above the boundary and goes towards zero at the boundaries [Mellor and Yamada,
1982; Stull, 19881. Realistic mixing schemes account for this by varying A with the
distance from the boundary. The level 2 turbulence closure presented in Mellor and
Yamada [1982] varies the mixing approximately quadratically, so that
A oc - z (z + h) (2.40)h
[Nunes Vas and Simpson, 1994]. Another approach which has been used is to assume
that the vertical mixing varies linearly with distance away from the wall,
A oc w*( _ z + - (2.41)(2 2
which could be regarded as an extension of the log-layer throughout the water
column. These and other schemes are presented and discussed in the context of wall-
generated turbulence by Lentz [1995] ((2.40) reduces to the cubic case in Lentz when
w* is used to scale the turbulent velocity). To get a rough idea of the sensitivity of
the near bottom velocity to the vertical profile of A, the cross-shelf velocity is found
for the two profiles given in (2.40) and (2.41), and for a constant eddy viscosity. Each
will be normalized so the depth average A will be 0.25w*h, as in (2.2). Since the
viscosities in (2.40) and (2.41) go to zero at the bottom and top, the full numerical
model cannot be used to solve for the velocity profiles. Instead, (2.10) is solved by
a Runge-Kutta solver with the boundary conditions
Ov
= 0 @z = -zO, (2.42a)
V 0 Cz = -h + zo, (2.42b)
where zo is a surface roughness scale, to which the solutions are not very sensitive
[Lentz, 1995]. Herein, zo = 10- 2 m. The constant eddy viscosity solution is that of
(2.14), and as long as Ar- > h, it is not sensitive to the value of r. Figure 2.7
shows A and the cross-shelf velocity for the three vertical eddy viscosity profiles.
The cross-shelf velocities in 13 meters of water are found for day 39.6 of the no
wind case, which is where and just before the water column becomes stable in the
vertically uniform A case. The only qualitative difference in the cross-shelf velocity
profiles is at the bottom, where the velocities in the depth variable A cases go to zero
in a log-layer. This is caused by the boundary condition (2.42), and as discussed
above v is then compared to the velocity many zo above the bottom. The velocity
one meter above the bottom, which is approximately where the peak cross-shelf
velocities occur in the depth dependent A cases, is about 30% lower than the near
bottom velocities in the constant A case. The velocity is about 12% lower when A is
given by (2.40) then when given by (2.41). (In both cases (2.28) accurately predicts
the error in (2.24), about 18%.) Since the changes in the near bottom velocities
for the more realistic mixing profiles are relatively small, it seems reasonable to use
(2.37), (2.2), and (2.35) to estimate the time for the onset of stable stratification in
the ocean. In a case with no wind, a 30% reduction in the near bottom cross-shelf
velocity implies a 20% increase in the time until Vbot > vc and the water column
becomes stable (2.39).
2.5 When Convection no Longer Mixes to the
Bottom
When convection extends to the bottom, pressure gradients and wind forcing can be
balanced directly against bottom friction. Once the velocity near the bottom exceeds
v, and convection no longer mixes to the bottom, the viscosity near the bottom is
reduced to levels appropriate for neutral and stably stratified waters. This allows
rotation to affect the circulation strongly. Wind will then force a transport to the
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ferent profiles of vertical eddy viscosity. Day 39.6 of the no wind case.
right of the wind (when f > 0), and cross-shelf density gradients will drive velocities
by thermal wind. If this new flow field maintains a bottom velocity greater than
ve, convection will not remix to the bottom and the rotationally affected circulation
will persist.
When the model with no wind forcing makes the transition to stable stratifica-
tion near the bottom, the offshore flow in the bottom boundary layer remains strong
enough to prevent convection from mixing back down to the bottom, and an along-
shore flow in thermal wind balance develops (figure 2.8). The cross-shelf flow after
the onset of stability is also shown scaled by v in figure 2.8, and the scaled velocity
is greater than one everywhere the water column is stable. In a model which allows
alongshore variability in the flow, the alongshore flow then quickly forms baroclinic
instabilities which develop into geostrophic turbulence which extends over the entire
model domain (chapter 3). This unsteady flow field can transport cold dense water
offshore quickly enough to balance the surface cooling, and this balance is examined
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Figure 2.8: The density, the alongshore velocity, and the dimensional and scaled cross-
shelf velocity for the numerical model with no wind forcing at day 46, shortly after the
onset of stable stratification. The contour interval of the density is 0.12 kg m- 3.
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in chapter 3.
In contrast, the model with the alongshore upwelling favorable wind does not
retain its stable stratification once it gains it. When the downwelling circulation
driven by the cross-shelf density gradient exceeds v, near the bottom, convection is
prevented from reaching the bottom and, as before, rotation begins to affect the flow.
Unlike the no wind case, the rotationally affected flow in this case works to reverse
the velocity near the bottom in waters deeper than 15 meters, for the wind driven
flow in the bottom boundary layer with an upwelling favorable wind is towards the
coast. Once the upwelling flow begins to develop, the near bottom velocity falls
below v and convection again reaches the bottom, allowing the density gradient
driven flow to resume and prevent convection from reaching the bottom again. This
oscillation is illustrated in figure 2.9, in which the water column can be seen to
become unstably stratified as the scaled cross-shelf velocity falls below one.
2.6 When Cooling Falters
When the cooling falters and there is no longer convection to mix to the bottom,
rotation will again affect the circulation. When the cooling resumes, convection will
not mix to the bottom if the cross-shelf velocity near the bottom exceeds vc. To
illustrate this, a numerical model is run with cooling and a 0.1 N m 2 downwelling
favorable alongshore wind, and the cooling is interrupted for 2 days after 15 days
of cooling. In figure 2.10 the scaled cross-shelf velocity of this model is plotted
before, during, and after the pause in cooling, along with plots from the same time
in the model with no pause in cooling but the same wind forcing. In the model
with the pause in cooling, a wind driven downwelling circulation develops when
the cooling ceases, and this circulation drives an offshore velocity near the bottom
which is greater than vc. Thus, when the cooling resumes, convection does not mix
to the bottom, and the alongshore wind continues to drive a downwelling circulation.
The model without the pause in cooling remains mixed through to the bottom by
convection in all three plots, and this does not change until 35.4 days after the onset
of cooling when the density driven cross-shelf circulation becomes strong enough to
prevent convection from reaching the bottom (c.f. section 2.4).
2.7 Conclusions
If the cooling over a continental shelf is strong enough that
1
h <7r2 ( ,o (2.43)
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Figure 2.10: Scaled cross-shelf velocity for models with alongshore downwelling favorable
winds. The left hand plots are for a model with a pause in the cooling, the right hand
plots are for a model without a pause in the cooling.
convection can mix the water column in less than an inertial period, and if the
cross-shelf velocity near the bottom is less than
Vc =7 (OP) 1 (2.44)
it will. If the water column is mixed to the bottom by convection in less than
an inertial period, pressure gradients and wind forcing can be balanced by bottom
friction. If these forces are balanced by bottom friction, the familiar rotationally
dominated flow, with boundary layer transport to the right of the wind (f > 0),
interior flow along isobars, and viscous effects confined to boundary layers, will not
occur. Instead, viscous effects will dominate the entire water column, with flow
nearly down-wind and down pressure gradient. If the cross-shelf velocity near the
bottom is greater than vc the water column stabilizes and cooling-driven mixing will
not reach the bottom and rotation can affect the flow.
These simple rules can lead to complex behaviors because the cross-shelf velocity
near the bottom depends on whether convection mixes to the bottom or not. Thus,
as seen in section 2.6, convection can be prevented from mixing to the bottom by
a cross-shelf flow that exists because convective mixing does not reach the bottom.
Conversely, in 2.5, a model run is presented in which the convective mixing is pre-
vented from reaching the bottom by the cross-shelf flow, allowing a new cross-shelf
flow to be established which then allows mixing to reach the bottom again. This
is repeated ad infinitum. The former case illustrates that the dynamics of the flow
can depend on the past history of the forcing, while the later example shows that
the dynamics can oscillate between two different regimes.
These complex behaviors are a symptom of the non-linearities of a continental
shelf undergoing surface cooling. The chief non-linearity addressed here is the dra-
matic change in vertical mixing that can be brought about by a small change in
the vertical stratification, from stable to unstable. The transition from unstable to
stable stratification occurs when the near bottom flow exceeds vc, and thus even
small changes in the wind or thermal forcing can cause dramatic changes in the flow
field if they nudge the near bottom flow past vc.
2.8 Appendix
The numerical model is SPEM 5.1, an enhanced version of the model described in
Hedstrom [1994]. This version of SPEM uses finite differences in the vertical and
uses an implicit mixing scheme. The model is now built on a full 3D Arakawa C
grid and is a rigid lid primitive equation model.
The model uses a modified sigma coordinate system in the vertical, in which
the vertical resolution near the top and bottom is kept constant while the interior
vertical resolution scales with the water depth [Song and Haidvogel, 1994]. The
model was run with thirty levels in the vertical, concentrating eight levels in both
the top and bottom ten meters in order to resolve the boundary layers.
I made two changes to the numerics of the model which have improved the
computational speed by about an order of magnitude for these runs. The 2D case
was changed so that the vorticity is no longer inverted by a general elliptic equation
solver, but by a tri-diagonal solver. This improves the speed of the model by a
factor of 3. This has no effect on the model solution. The implicit vertical mixing
scheme can now run at a shorter timestep than the rest of the model. This is
necessary because of the extremely high diffusivities needed to model convection.
This approach works if the time scale of diffusion, Az 2 vI, is much less than the
timescale over which the flow and density fields evolve, which is true for these runs.
The general approach used is to write the equations of the model (using the scalar
equation as an example) with all but the diffusion terms as forcing terms, e.g.
Pt - Oz (v (p)) = V (Wp) + F,, (2.45)
where F, are the physical forcing terms. The left hand side is then computed on a
smaller time step assuming the right hand side is a constant, and the right hand side
is re-evaluated at the coarser time step. This keeps the solution to the equation well
conditioned, keeping numerical noise from corrupting the model. The same implicit
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Figure 2.11: The model geometry that is used. The intersection of the lines are the
density points, and the rest of the points are staggered as in an Arakawa C grid.
Crank-Nicolson scheme is used to evaluate the diffusion equation as originally used
in SPEM 5.1. The slow time step is 80 seconds and the fast one 26 2/3 seconds,
giving another factor of 3 improvement in speed for the parameter range used below.
The model domain is two dimensional, 80km in the cross-shelf direction with
1km resolution offshore and a slope of one part in a thousand, so that the water
depth ranges from 10 meters to 90 meters. Figure 2.11 displays the grid of the
model.
The seaward boundary is open. The boundary conditions assume that the dy-
namics are quasi-balanced, i.e. that the flow field can be diagnosed from the mass
field. This is, of course, an approximation, for if it were true, there would be no
internal gravity waves. An open boundary condition at the seaward edge consistent
with this is no cross-shelf gradients in u and v and no cross-shelf gradients in the
gradients of density, so 2p& 2 = 0. This insures that where there is no cross-shelf
variation in u and v, there is no cross-shelf variation in the pressure gradients which
force the flow. The grid point immediately outside the model domain is assumed to
have the same depth as the grid point immediately inside the domain. Several runs
were done to compare the open boundary to a case where the domain was extended,
and the comparison was good (errors in the near boundary velocity < 5%). The lack
of any flow irregularities at the boundary also supports the validity of this scheme.
The model was run with the Pacanowski and Philander (1981) Richardson num-
ber dependent mixing scheme. This mixing scheme has given good results in previous
studies [Allen and Newberger, 1996; Nunes Vas and Simpson, 1994]. The diffusivity
and viscosity at each stably stratified point are given as a function of the gradient
Richardson number:
10-2A (1 =) 2 + 10-4 m S- 2  (2.46)
(1 +5Ri)
v A + 10- 5 m S-2 (2.47)(1+5Ri)
where
Ri = gPz (2.48)
pou + v
Convective adjustment is handled at each unstably stratified point by an enhanced
eddy diffusivity, with a scheme described in section 2.2.
The heat flux at the surface has been converted to a mass flux for the model runs
described here. If one assumes a linear equation of state, this is straightforward.
Multiplying the boundary condition on temperature,
F
vT2 = @z = 0, (2.49)
Cpo
by the thermal expansion coefficient, a = T, gives a boundary condition on density
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Figure 2.12: This is a plot of the equivalent mass flux for a heat flux of 300 Watts per
meter squared as a function of water temperature.
of
Vp - Q @z = 0, (2.50)
where F is the heat flux in watts per meter squared, and Q the equivalent surface
density flux in kilograms per meter squared per second. A problem arises from the
fact that a is a strong function of temperature, unlike po and Cp. For a given heat
flux, the equivalent mass flux is 2.2 times greater at 50C than at 0 0C. Figure 2.12
is a plot of the equivalent mass flux for a heat loss of 300 W m-2 as a function of
water temperature. I use a mass flux of 7 x 10-6 kg m-2s- 1, which is equivalent to
300 W m- 2 into 3 'C water or 170 W m-2 into 10 'C water.
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Chapter 3
The Role of Cross-Shelf Eddy
Transport in the Steady State
Response of a Wind-Free Coastal
Ocean to Winter Time Cooling
Abstract
The steady state cross-shelf density gradient of a wind-free coastal ocean undergoing
winter time cooling is found for geometries and cooling distributions which do not
vary in the alongshore direction. To do this, a relation is found between the gradient
in the depth averaged density and the cross-shelf transport of heat by eddies in the
flow field. This scaling is also applied to the cross-shelf transport of a passive tracer
by eddies and to the transient response of an ocean being cooled only near the
shore. The scaling differs from those of Visbeck, Marshall and Jones [1996], and
Chapman and Gawarkiewicz [1997] because it is a turbulent mixing scaling, not an
eddy propagation model. The regimes in which Chapman and Gawarkiewicz [1997]
and the scalings below are valid are discussed. The scalings are compared favorably
to the results of a primitive equation numerical model.
SYMBOL
A
C
C
F
Fo
Fe
h
Ld
LRh
Lfr
L*
L
overbar
Q
r
'Tadvec
Tfr
x
y
ycool
Yo
V*
a
B
DEFINED BY
eq. (3.46) and (3.38)
eq. (3.46)
eq. (3.25)
eq. (3.4)
eq. (3.6)
eq. (3.45)
Table of Symbols
DESCRIPTION
horizontal diffusivity of density or tracer
concentration of passive tracer
fit between scaling and numerical model
cross-shelf depth integrated density flux,
F = f vpdz averaged in the along-shelf
direction
cross-shelf depth integrated density flux at
ocean boundary
depth integrated cross-shelf flux of tracer
water depth
first internal radius of deformation
Rhines arrest scale
frictional arrest scale
cross-shelf length scale of eddies
numerical model length scale divided by L*
LRh/Lfr
alongshore and depth average operator
surface density flux, kg m-2 s
bottom friction in linear drag law T = pors'
advective time scale
diffusive time scale
frictional time scale
alongshelf direction
cross-shelf direction
offshore limit of cooling
offshore boundary location
velocity scale
numerical model velocity divided by veloc-
itv scale
negative of bottom slope
topographic QG potential vorticity
gradient
correlation between depth averaged den-
sity and depth averaged cross-shelf velocity
alongshore average of cross-shelf gradient
of depth averaged density
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(3.20)
(3.33)
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eq. (3.16)
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eq. (3.48)
eq. (3.16)
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eq. (3.31)
eq. (3.7)
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eq. (3.11)
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3.1 Introduction
An ice-free coastal ocean in the winter will be cooled over length scales large com-
pared to the shelf width or an internal radius of deformation of the coastal ocean.
The shallow waters become colder than the deeper waters, thus causing a cross-
shelf density gradient. Because of rotation, this temperature gradient forces a mean
alongshore flow which is unable to drive a cross-shelf heat flux strong enough to
balance the surface cooling. A cross-shelf heat flux that balances the cooling can,
however, be driven by eddies in the mean alongshore flow.
This situation is very similar to that found in the atmosphere, where meridional
gradients in solar heating are balanced by meridional heat fluxes driven by instabil-
ities in the mean zonal flow. Green [1970] and Stone [1972] developed parameteri-
zations based on various eddy closure schemes for the instability-driven meridional
transport of heat in the atmosphere. The work of Green [1970] has been extended
to isolated cooling in the deep ocean [Visbeck, Marshall and Jones, 1996] and the
coastal ocean [Chapman, 1998; Chapman and Gawarkiewicz, 1997]. The dynamics
responsible for the success of the scalings in the oceanic papers has been explained
by Spall and Chapman [1998]. They attribute the heat flux to the self advection of
isolated eddy pairs away from the cooling region.
The work below analyzes the case in which the cross-shelf heat flux is driven by
eddies which are not isolated, but instead interact and form a turbulent flow field
which cascades to larger scales. The eddies are forced to interact because the large
spatial scales of cooling create baroclinically unstable density fields over the entire
shelf, so that eddies are generated everywhere across the shelf and are unable to
escape the shelf without interacting. Furthermore, even when the cooling is limited
to a small portion of the shelf, bottom friction inhibits the cross-shelf propagation
of eddies, again forcing the eddies to interact.
First, a representative numerical model run with a bottom slope and cooling
similar to the Mid-Atlantic Bight will be presented in order to provide context for
the following scaling arguments.
Next, a scaling for the cross-shelf density gradient needed to drive a cross-shelf
heat flux sufficient to balance the surface cooling and maintain a statistically steady
state flow field will be presented. This is the heart of this work: all else is an
elaboration on this theme.
This scaling will then be tested in numerical models. Once it has been found
sufficient, the scaling will be used to devise a simple model of the transient response
of a wind-free coastal ocean to surface cooling, under the assumption that the time
scales of change for the density field are long enough to consider the response of the
ocean to be quasi-steady. This simple model is then tested and compared to the
ideas of Chapman and Gawarkiewicz [1997] and Spall and Chapman [1998].
The simple model is then used to describe the transport of a passive tracer in
an eddy-filled coastal ocean.
3.2 Demonstration
Before deriving scalings for the steady state density structure for a continental shelf
exposed to winter time cooling, it is useful to choose one geometry and one surface
heat flux distribution and examine in a numerical model the evolution of a coastal
ocean from a homogeneous state to one with a steady state cross-shelf density gra-
dient. The geometry chosen has a linear bottom slope of 10' between a depth of 10
m and a 170 m, and is meant to model crudely the northeast coast of North America
[Brown and Beardsley, 1978; Mountain, Stout and Beardsley, 1996]. This geometry
is illustrated in figure 3.1. The cooling is modeled with a density flux of 7 x 10-6
kg m-2S1, which is equivalent to a heat loss of 300 W m-2 from 3C water or 170
W m-2 from 100C water. (The details of this conversion are given in the appendix.)
This cooling is also meant to be typical of the northeast coast of North America.
The model used is SPEM 5.1 [Hedstrom, 1994], a primitive equation, modified sigma
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Figure 3.1: The geometry and forcing of the model described in section 3.2.
coordinate, hydrostatic model. The model is run in an alongshelf periodic domain
with walls at the coast and at the "offshore" boundary (runs are made later with
an open offshore boundary). The vertical walls have free slip boundary conditions.
The details of the model are given in the appendix.
When cooling is imposed on the initially homogeneous water of the model, con-
vection initially mixes the water from top to bottom in less then an inertial period
(27rf-1), and keeps the entire water column slightly unstably stratified. This strong
vertical mixing inhibits the cross-shelf heat flux while preventing the earth's rotation
from affecting the flow strongly. During this regime, the cross-shelf heat transport
is small, the heat balance is essentially one dimensional, and the density evolves as
(3.1a)
Ot h'Qt
p h . (3. 1b)h
Since there is a bottom slope, there is a cross-shelf density gradient of
Op Qt h (3.2)
By h2 Oy'
which drives a weak (< 1 cm s-1) ageostrophic cross-shelf flow. The top panels of
figure 3.2 shows the density field in the model run during this regime, at t = 40
days.
Chapter 2 shows that the cross-shelf flow v driven by the cross-shelf density
gradient forces the water column to become stably stratified near the bottom when
the cross-shelf flow near the bottom exceeds
h h ,&h,
olz- ;> h)-- (3.3)
-t By
This first occurs in this run at the coastal edge after 40 days of cooling. Once
the cross-shelf flow stabilizes the water column, convection no longer reaches the
bottom. The stable stratification reduces mixing at the base of the water column
and allows rotation to affect the dynamics, allowing baroclinic instabilities to form.
The onset of the instabilities is illustrated in the middle panel of figure 3.2.
Once instabilities in the flow form, they quickly start to transport heat across
the shelf, reducing the cross-shelf density gradient by 40% in 15 days (fig 3.3). In
another week, the cross-shelf density gradient achieves a statistical steady state in
which surface cooling is balanced by a cross-shelf heat flux driven by the cross-shelf
density gradient. It is for this steady state that the scaling below solves. Because
there is a wall for the "offshore" boundary, and the surface is everywhere cooled,
the mean density of the domain always increases. However, it increases everywhere
at the same rate, so the mean cross-shelf density gradient does not change. The
time evolution of the mean cross-shelf density gradient plotted in figure 3.3 and
the density field for the steady state density gradient is shown in the bottom panels
of figure 3.2.
The cross-shelf heat flux which leads to the statistical steady state in the cross-
shelf density field is caused by turbulent mixing driven by a dense field of eddies.
This eddy field is illustrated in figure 3.4. The eddies seen in this picture are
transient, appearing only to be sheared apart in a few days. No consistent cross-
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Figure 3.2: The lefthand plots are of the depth averaged density, the righthand of the
alongshelf averaged density. Panel A is from 40 days after the start of cooling, panel B
after 53 days, and panel C after 80 days.
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Figure 3.3: The cross-shelf averaged cross-shelf gradient in the depth and alongshelf
averaged density. The average is computed across the entire model domain. The letters
on the abscissa refer to the panels of figure 3.2.
shelf eddy propagation is seen in the model.
It is not only the cross-shelf density gradient that reaches steady state. The
mean velocities, the length scales of the eddies, and the variance of the velocities
all reach statistically steady states. The flow at this point appears turbulent in the
sense that the flow at a point is unpredictable (i.e. decorrelates after a finite time).
Another route to this steady state, which may be more likely in reality, is a
cessation of cooling for a short time any time after the density gradient predicted by
the one dimensional model becomes greater than the eventual steady state cross-shelf
density gradient (day 25 in this case). While the cooling is halted, the instabilities
which transport heat across the shelf can spin up, providing the mechanism to
maintain the steady state once the cooling resumes.
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3.3 Outline of the Scaling for the Steady State
p/oy
In the preceding section, numerical model results were shown that described the
evolution of a coastal ocean from a homogeneous body of water to a stratified ocean
with a statistically steady cross-shelf density gradient. This density gradient was
forced by a surface heat loss, and the density gradient reached steady state when it
drove a cross-shelf heat flux sufficient to maintain that steady state.
The scalings below solve for that cross-shelf density gradient in two steps. First,
given the distribution of surface cooling and assuming the heat flux at the shelf break
is known, the cross-shelf heat flux for a steady state temperature (and hence density)
gradient is diagnosed. Assuming that the cross-shelf heat flux at the seaward side
of the domain is known is clearly artificial, but making that assumption allows one
to focus on the processes occurring on the shelf. It is important to note that unless
the cross-shelf heat flux at the oceanward boundary exactly matches the surface
cooling, the mean density of the water over the shelf changes with time. This in no
way precludes the existence of a statistically steady cross-shelf density gradient or a
statistically steady flow field. It is also assumed that the geometry, surface cooling,
and heat flux at the shelf break do not vary in time or the alongshelf direction.
Once the cross-shelf heat (and thus density) flux has been diagnosed, it can be
converted to a mean cross-shelf temperature (density) gradient by finding a relation
between the cross-shelf heat flux and the cross-shelf density gradient that drives it.
Thus the second step in deriving the cross-shelf temperature (density) gradient is
finding that scaling which relates the cross-shelf density gradient to the cross-shelf
flux it forces.
3.4 Buoyancy/Heat Balance
The derivation below solves for the cross-shelf flux of density which leaves the mean
flow fields in a statistical steady state even as the water is being cooled by the
atmosphere. For the currents to be in a statistical steady state, the cross-shelf
density gradient must also be in a statistical steady state. For the cross-shelf density
gradient to be in a steady state, the time rate of change of density must be the same
everywhere on the shelf. Thus the derivation below solves for the cross-shelf density
flux for which the time rate of change of density, Dp/&t, is a constant across the shelf.
Density is used instead of temperature because it is the density gradient, not the
temperature gradient, which drives the flow fields. The derivation below assumes a
linear equation of state, which, while a rather cavalier assumption in near-freezing
water, greatly simplifies the analysis of this idealized problem.
The assumption of a linear equation of state allows one to write the conservation
of buoyancy and volume as
&op 1 8F _QOP+ - = Q (3.4)8t h By h'
where the overbar is a depth and alongshore averaging operator and F is the depth
integrated cross-shelf heat flux
F -- hi p. (3.5)
The density flux at the seaward edge of the shelf, F0 = F(yo), is assumed to be
known, and the flux at the coast must be zero. Since O-p/&t must be the same
everywhere, (3.4) can be solved for
_j' Q(y)dy - Fo h(y)dy
F = Q(y)dy - 9 -'f h(y)dy.
(3.6a)
(3.6b)
To illustrate the solution to (3.4), (3.6), three sets of bathymetry and cooling
are examined below and in figure 3.5, for both the case when FO = 0 and when FO
balances the surface forcing. All three cases are subsets of
h o y + ho
Q{Q
0
If the offshore lateral flux of
cooling of the water, e.g. F
(3.7a)
(3.7b)for y < ycool
for y > ycool
density balances the surface cooling so there is no net
= Qyc00 1, the steady state F for this geometry is
F Qay
Qoycool
for y < ycool
for y > ycool
(3.8)
If there is no heat flux from the ocean (FO = 0), the steady state F for this geometry
is
0.5ay 2 + hoyQoY - Qoyc0~ ool y +hy
0.5ay 2 + hoy
Qoyco0o - Qoyco0o 2 + hoyo0.5ay! oy
for y < ycool
for y > ycool
It is important to note that the existence of a non-zero cross-shelf heat flux does not
depend on the existence of a cross-shelf gradient in the surface heat flux or bottom
depth, but can be driven by the oceanic boundary condition.
F = (3.9)
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Figure 3.5: The cross-shelf, depth-integrated density flux for three different cooling dis-
tributions and geometry. The top panel is for a z 0, ycool = yo, the middle panel for
a 0, ycool = yo, and the bottom panel is for a = 0, Ycool < Yo.
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3.5 Scaling Op/Oy from F
In the previous section, the cross-shelf depth-integrated density flux which leaves
the flow fields and density gradients in a statistical steady state were found. In this
section the relation between the cross-shelf depth-integrated density flux and the
gradient in the depth-mean density is obtained, and then that relation is inverted
for the gradient of the depth-mean density implied by the surface cooling.
The cross-shelf depth integrated density flux F can be written
F =hip. (3.10)
This quantity can be scaled as
F hyV*p*, (3.11a)
p*= PL*, (3.11b)
where V* is a cross-shelf velocity scale, p* is a density anomaly scale, - is the
alongshore averaged cross-shelf gradient in the depth-mean density, L* is the cross-
shelf length scale of the eddies which transport heat across the shelf, and -y is the
correlation between the cross-shelf velocity and the density field. -y will not be
used as a fitting parameter in this work. This scale for the cross-shelf flux assumes
that the flux is the product of the depth averaged velocity times the depth average
density anomaly and that the transport carried by the mean overturning circulation
is small. The scale is a classical turbulent mixing scale, which makes the strong
assumption that there is no transport of density in the absence of a mean density
gradient. A good examination of the restrictions on a flow field needed for this last
approximation to be valid is given in Davis [1987].
The scalings below for V* and L* will make a further limiting assumption: they
will be based on the local cross-shelf density gradient. It is possible to conceive of a
turbulent mixing scale with the form of (3.11) where the eddies represented by V*
and L* are remotelv forced. There are circumstances where this must be correct,
e.g. near a jet radiating eddies. Nonetheless, I shall neglect this case.
3.5.1 The Velocity Scale V*
The velocity scale is
gh-V* gh Py (3.12)
po f
which is an assumption that the cross-shelf velocity perturbation scales as the mean
alongslielf thermal wind velocity, and that the bottom Ekman layer occupies a neg-
ligible fraction of the water column. This assumption is traditionally justified by
invoking an equipartition of kinetic and potential energy in the instability, which is
the same as assuming that the length scale of the instabilities is the radius of de-
formation [Pedlosky, 1987 p. 374 , VMJ]. Since, in general, the length scales found
below are not the radius of deformation. this argument is not very convincing in this
case. There is some hope in deriving a rigorous upper bound on 1V-* by the method of
Shepherd [1988] but with a more realistic dissipation scheme (c.f. Held and Larichev
[1995]). As of now, however, the scale must be regarded as an ad hoc assumption
with a good pedigree [Chapman, 1998; Chapman and Gawarkiewicz, 1997; Stone,
1972, VMJ].
3.5.2 The Correlation Between v and p: -y
The theoretical basis for choosing a correlation between the crossshelf velocity and
the density perturbation is currently limited to linear instability theory. It is unclear
what relevance linear instability theory has to finite amplitude eddies. However, it is
not unreasonable to expect the linear instability analysis to capture approximately
the dynamics of the eddies, and several authors have gone so far as to base eddy
turbulence closure schemes on the linear instability solutions [Killworth, 1998; Stone,
1972]. Blumsack and Gierasch [1972] have performed a linear stability analysis for
an Eady instability over a sloping bottom, and found a correlation coefficient -y
which varies from - 0.4 for a flat bottom to - 0.7 for a bottom slope half that of
the isopyncnal slope.
3.5.3 The Cross-Shelf Length Scale: L*
It is in its particular specification of a cross-shelf (meridional) length scale that this
work differs most significantly from previous coastal [Chapman and Gawarkiewicz,
1997], oceanic [Killworth, 1998, VMJ] and atmospheric [Green, 1970; Stone, 1972]
work. Simply choosing the radius of deformation or the wavelength of the most
unstable mode ignores much work that shows a cascade to larger horizontal and
vertical scales in unstable geostrophic flows. Rhines [1977], Held and Larichev [1995],
and LaCasce [1996] show that in flows where the internal radius of deformation Ld
is less than the Rhines arrest scale LRh, a turbulent flow will experience a cascade
to larger horizontal and vertical scales until the cross-shelf length scale is the Rhines
arrest scale
LRh = . (3.13)
This scale is most easily understood as the scale at which advective terms in the
quasigeostrophic potential vorticity equations becomes smaller than the topographic
3 term where
f Ah
h fOh (3.14)h &y
Once the scales of flow have increased to LRh, linear terms dominate the non-linear
terms, thus preventing a further cascade to large scales [Pedlosky, 1987, p. 174].
Thus one candidate for the cross-shelf length scale of the eddies which transport
heat is LRh.
However, the time scale of the cascade of energy to larger scales, and the time
scale for the conversion of potential to kinetic energy, is
L*
Tadvect (3.15)
[Pedlosky, 1987, p. 1741. The time scale for the dissipation by bottom friction of
barotropic features, and baroclinic features where L* > LD, is
fric = - (3.16)
where r is the friction coefficient for a linear drag law of the form 7 porU [St-
Maurice and Veronis, 1975]. If Tadvec > Tric, the energy at the largest scales would
be dissipated by bottom friction faster than energy could cascade to that scale. If
the choice of L* = La, caused 'T-vec > Tric it is improbable that LRh be the length
scale, and instead it seems probable that the energy-containing scale would be the
one for which the conversion of potential energy to kinetic would be balanced by
the dissipation of energy by friction, e.g.
Tadvec = Tfric, (3.17)
or
L _hL- =- (3.18)
SO
Lf, = J*. (3.19)
L* can thus have one of two values,
L* = LRh if L < 1 (3.20)
Lf5r if L > 1
where
S= LRh (3.21)
Lfr
A problem with the derivation of Lfric is the assumption that the flow is close
to barotropic - e.g. that V* is the appropriate scale to use for the bottom stress
estimate. In favor of this approximation is the fact that. as the flow cascades to
larger scales, L* > LD and the flow becomes more barotropic. This problem is
re-addressed in section 3.6.3.
The derivation of LRI, begs the question of the fate of the energy that has cas-
caded to that scale. In the barotropic numerical experiments of Rhines [1977], and
in the later baroclinic work of Held and Larichev [19951 and LaCasce [1996], the
flow forms zonal (alongshore) barotropic jets once the cascade has occurred. Here it
is assumed that the jets will grow in strength till their dissipation through bottom
friction matches the cascade of energy to the jets. In the numerical runs discussed
below, this seems to be the case - however, if the friction is small enough, the rel-
ative vorticity of the jets dominates the planetary vorticity, and so LRh becomes
irrelevant. In the real ocean, this point is likely moot since the shelf and slope is a
waveguide, and the energy which cascades to LRh can propagate down the coast as
coastal trapped waves away from the cooling region.
3.5.4 Given V* and L*, what are F, - and L?
The scales for V* and L* can be substituted into (3.11) to obtain an estimate of F:
r-7 'YY h 3 if L Lfr, i.e. L > 1
F =I1 
_ . (3.22)
2py 2  ifL=L hi.e. C1<
These can be solved for -p-
r31 4 F3 if(.>2
p3 =9 (3.23)
Dy 3 4h~yhsp05 f 2
1 26 3 F s if L < 1
Oy 25 7 y h a g s
which can be substituted into (3.21) to get L
38h-I 1n i
rI 0F-; ifr>1
L = O(3.24)
Dh-92ipsF i
r Y0 F-§ ifL<1
OY g 5h 5f 1-
(Since both estimates of L are equal to one at the same time, this is mathematically
consistent.) These scales can be combined with (3.6) to find jg and L for a given
bathymetry and cooling distribution.
Some implications of these scales are:
" Bottom friction does not affect the solution when L < 1 (but see section 3.6.4,
"Where the Scalings Fail and Why").
" Bottom slope does not affect the solution when L > 1 (but see section 3.6.4,
"Where the Scalings Fail and Why").
" The steady state cross-shelf density gradient is only weakly dependent on the
cooling rate.
3.6 Testing the Scales in a Numerical Model
The scalings derived above are tested in a series of numerical model experiments
for the geometry given in (3.7). The models are run until they reach a statistical
steady state, and then they are run for 50-100 days more to reduce the errors in the
averaged quantities. The model is defined as being in a steady state when the RMS
cross-shelf velocities, the mean eddy length scales, and the mean cross-shelf density
gradients no longer evolve in time.
The scales for the density gradient are first tested for a flat bottom (C = oc), and
then the transition from the frictional length scale (EC > 1) to the Rhines arrest scale
(E < 1) is examined. The limits of validity of the scaling are then discussed, and
the scales for the velocity and length of the eddies are compared to the numerical
model.
3.6.1 Flat Bottom Results
Over a flat bottom, the Rhines arrest scale is infinite and thus irrelevant. Runs over
a flat bottom allow one to check the L > 1 solutions without being concerned about
which dynamical regime is relevant. For the runs described below, the cooling is
limited to the first 10 km offshore (ycooi = 10 km), and the shelf is 160 km wide. The
offshore boundary has no flux through it (Fo = 0). The base case chosen to vary the
parameters around has a surface cooling represented by a density flux of 1 x 10-'
kg m-2 s-1, a depth of 100m, and a bottom drag of 4.5 x 10-4 m s-1. The surface
density flux is about twice the base case of Chapman and Gawarkiewicz [1997], as is
the water depth. The time it takes for the entire 160 km wide shelf to reach steady
state is 50 to 100 days, a time not short compared to a winter. Thus these models,
while useful in examining the scalings, are not likely to be directly relevant to an
existing ocean. However, the transient response of the models to cooling is likely to
be relevant to the arctic, and this response is studied in section 3.7. Section 3.7 also
examines the relation between the scalings in (3.23) and the work of Chapman and
Gawarkiewicz [19971].
Once the models have reached steady state, eddies inhabit the entire domain,
mixing density across the shelf. Figure 3.6 gives the depth averaged density and
the transport streamfunction for a day in the base flat-bottom model. The eddies
appear, propagate a short distance, and then get sheared apart by other eddies.
Even though the forcing is confined to within 10km of the coast, the eddies are not
generated solely at this region, but can be generated outside this region as well. The
lives of four eddies are followed for twelve days in figure 3.7, starting from the day
shown in 3.6.
In figure 3.8, the cross-shelf depth-integrated density flux F from the base case
is plotted. F is broken into two parts- FDI, which is the flux caused by the depth
averaged velocity and depth averaged density field, and FDD, which is the flux forced
by the depth dependent parts of the velocity and density. The flux in the model
is dominated by FDI. Since the scaling in section 3.5 assumes that the cross-shelf
density flux is driven by the depth average velocity and density fields, it is reassuring
that it is so in the model.
The results of the model runs are compared to the scales derived above by fitting
the O&p/ay observed in the model:
Numerical model = C x Scale . (3.25)
By Oy
The fit is made by computing a scale for the cross-shelf density gradient by inte-
grating 3.23 across the shelf, computing the depth, time and alongshore averaged
density from the steady state of the numerical model, de-meaning both, and finding
the least squares optimal regression between the two. The fit is done at least one
eddy length scale from the walls at y = 0 and y = 160 km. Error bars on the fit are
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Figure 3.6: The depth averaged density and transport streamfunction for day 151 of the
base flat bottom case. The contour interval for the streamfunction is 5 x 104 m3 s-1.
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Figure 3.7: The paths of four eddies tracked for 12 days (heavy line) overlaying the
transport streamfunction from the base flat bottom case, with bottom friction. The first
day corresponds to figure 3.6. The eddy locations are defined by the local maximum
or minimum in streamfunction. The paths are only plotted while the eddies exist. The
contour interval for the streamfunction is 5 x 104 m3 S-1.
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Figure 3.8: The alongshelf averaged depth integrated cross-shelf density flux from the
scale (3.9) and the numerical model for the base flat bottom case. The numerical model
flux, Fmodel is broken up into a flux carried by the depth averaged velocity, FDI, and
flux carried by the depth varying portion of the density and velocity fields, FDD. This
decomposition is described in section 3.6.1.
computed from the standard deviation and degrees of freedom of C computed every
model day once the model had reached steady state. There is also a systematic
error in C because the domain is periodic in the alongshelf direction, and thus there
must be an integer number of eddies in the alongshelf direction. This error is esti-
mated and included in the error bars by calculating what effect a ±0.5L'eI L- 1
change in the lengthscale L* would have on the cross-shelf density gradient scale,
where Lmodel is the eddy length observed in the model, and Ldomain is the alongshelf
size of the domain. No estimate of the error induced by cross-shelf quantization was
made, since that would be an error in the scaling, not the numerical model. For
the fits presented below, -y, the correlation between the crossshelf depth averaged
velocity and the depth averaged density field, is computed from the model runs, and
varies between 0.39 and 0.52. If a fixed y of 0.44 is used, none of the fits change
by more than 6%. For checking the assumptions of the scaling, it is most correct to
use the y computed in the model. For prediction, one should use the typical -y of
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Figure 3.9: The depth and alongshelf averaged density from the base flat bottom model
run and from the scaling (3.25). The scale density has not been fit to the density from
the full numerical model.
0.44. It is reassuring that this matters little. A compilation of -y, and other relevant
model parameters, is found in table 3.1.
For the base case, the fit C is 1.05 ± 0.07, and the agreement between the depth
averaged density in the model and the cross-shelf integral of the scale Opa/y, shown
in figure 3.9, is good except near the walls at y = 0 and y = 160km. Near the walls
the scaling goes awry as the length scale of the eddies is inhibited by the vertical
walls. It is tempting but incorrect to say this scaling is good because the fit C is
very near one. The scale can be deemed successful if C is 0(1) and if the cross-
shelf density gradient in the scaling varies as that in the model when the external
parameters are varied, i.e. if the fit C remains a constant as h, r, Q, etc. are varied.
The scaling (3.23) is thus tested by varying the depth, bottom friction and cooling
from the base case, and comparing the percent change in the cross-shelf density
gradient predicted by the scaling and observed in the numerical model. The percent
run number
fl
f2
f3
f4
f5
f6
f7
f8
f9
fl 0
f1 1
fl 2
geometry
flat
flat
flat
flat
flat
flat
flat
flat
flat
flat
flat
flat
bottom
bottom
bottom
bottom
bottom
bottom
bottom
bottom
bottom
bottom
bottom
bottom
local cooling
local cooling
open wedge
closed wedge
local cooling
open wedge
local cooling
open wedge
closed wedge
closed wedge
local cooling
local cooling
local cooling
closed wedge
local cooling
local cooling
local cooling
local cooling
local cooling
local cooling
S -Ax change from base case
0.45 2 base case
0.47
0.43
0.48
0.44
0.39
0.40
0.44
0.47
0.50
0.51
0.52
0.31
0.38
0.40
0.43
0.38
0.45
0.34
0.40
0.45
0.47
0.38
0.39
0.42
0.47
0.37
0.42
0.42
0.45
0.44
0.45
h/2
2h
r/4
r/2
2r
Q/4
Q/2
2Q
h/2,
h/2,
r/2
r/4
r/10
2Q, 2f, 1/2f
r/4
r/2
r/2
r/2
2f
double slope
base case
2Q
base case
base case
slope/1.6
slope/2
slope/2
2r
slope/5
slope/10
slope/24
slope/60
slope/160
Table 3.1: A table of the geometry and changes from the base case for the model runs
enumerated in figures 3.11 and 3.10. -y is the correlation between the depth averaged v
and p fields observed in the model. Ax is the alongshelf grid spacing in kilometers. 2Q
means double the cooling of the base case, 2f means double the rotation rate, etc. r is
bottom friction, "Slope" is the bottom slope, h is the water depth.
change in the model is computed from the fit C as
%change = 100 C Opscae (Pbase>~ - (3.26)
Cbase OY Oy
where Cbase is an average of all the C's from the h = 100m runs. Cbase = 0.98 ± 0.03.
These comparisons and the corresponding values of C are given in figure 3.10. The
scaling correctly predicts the percent change in the mean density gradient to within
the error bars except when the depth is halved to 50 meters. This discrepancy likely
occurs because the scalings assume that the Ekman depth is a negligible portion
of the water column. In the model runs presented in chapter 2, the Ekman depths
were about 10m, and if all depths are reduced by this amount, the scalings for the
h = 50m case are improved. The adjusted comparison is also shown in figure 3.10.
3.6.2 The Transition Between L < 1 to L > 1
L is the ratio between the Rhines arrest scale LRh and the friction arrest scale Lfr.
Any cascade of energy to large scales will be arrested at the lesser of the two length
scales, thus if L > 1 the friction length scale should govern the dynamics, and if
L < 1, the Rhines arrest scale should dominate the dynamics. Thus if L < 1, the
scale to use is (3.23a) and if L > 1, the scale to use is (3.23b). The fit to each scale
will be CRh and Cjr respectively.
In order to test the two scales, many model runs were made over a broad range
of L. The models were run with three geometry and cooling configurations. One
configuration, called "local cooling," has the same cooling and boundary conditions
as the model in the previous section (Q = 1 x 10-4 kg m-2s-1 when y < 10km,
FO = 0). The bottom is, however, sloping:
h = a (y - 23.33 x 103) + 100 meters, (3.27)
The Boxes are the Predictions of the Scaling of the Percent Change of Op/y From
the Base Case, and the Gray Bars are the Numerical Model Results
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Figure 3.10: The percent change of the cross-shelf density gradient from the base case.
The hollow boxes are the predictions from the scaling, the gray filling the results from
the numerical model. The horizontal lines are one standard deviation error bars. The
righthand side has been adjusted for a finite Ekman depth, the lefthand side has not.
f2 half depth
fi base
f3 double depth
f4 quarter friction
f5 half friction
f6 double friction
f7 quarter cooling
fB half cooling
f9 double cooling
where a = 0.5 x 10-3 in the base case. This geometry and cooling are used for most
runs because they are computationally convenient (the water depth does not become
very shallow, and C is nearly constant over the domain). It is also convenient because
as a -+ 0, the configuration limits to the flat bottom L = oc case of the previous
section. The two other configurations are more realistic, with a base case density
flux of Q = 7 x 10- kg m-2 s-1 into the entire domain, equivalent to 300W m-2 out
of 3'C water or 170W m- out of 100 C water. In both configurations the bottom
slopes uniformly from 10m depth, i.e.
h = ay + 10 meters, (3.28)
where a = 10-3 in the base case. For one configuration, called the "closed wedge,",
FO = 0, while in the "open wedge" configuration the surface cooling is entirely
balanced by the heat flux from the ocean and FO = Qyo. For all of the base cases,
r = 4.5 x 104m s-1, as in the flat bottom base case. For all of the runs, the stated
E will be an average of L over the region that the fit C is made.
For each run, CRh and Cf, are computed. The scalings can be considered suc-
cessful if CRb limits to a constant as E -± 0 and Cf, limits to a constant as L -± 00.
Physically, this would mean that when L < 1, 1&7 does not depend on the bottom
friction r, and when / > 1, 717 does not depend on the background potential vorticity
gradient.
In figure 3.11, CRh and Cf, are plotted against L for a series of model runs whose
parameters are given in table 3.1. CRh and Cjr are computed with -y's computed
from the model runs, but, as discussed below, this makes little difference. As L goes
to zero, CRI, goes to 0.65 and Cfr increases. As C goes to infinity, Cr, goes to 0.98
and CRh goes to infinity. This is consistent with the scalings derived above, and a
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Figure 3.11: The fit between Pscale, and the numerical model for the L < 1 case, CRh,
and the L > 1 case, Cfr. -y is computed from the model. The fit for L = 00 is Cbase from
section 3.6.1. The error bars are ±1 standard error as described in section 3.6.1.
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Figure 3.12: The alongshore and depth averaged steady state density anomaly from the
numerical model runs (solid line) and the cross-shelf integral of (3.29) (dashed line). The
run number is on each panel.
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Pmodel and the cross-shelf integral of (3.29) are shown for every other model run in
figure 3.12.
The two scalings have different implications for coastal oceans. The physics
based on the frictional length scale are local, while the Rhines arrest based physics
imply the generation of topographic waves which can propagate down the coast.
Nonetheless, the shape and character of the eddies does not seem to change in the
two limits, as can be seen by comparing figure 3.4 of the L* = LRh limit with figure
3.6 of the L* = Lf limit.
As in the previous section, -y is computed from the model runs when the scalings
are evaluated. This is appropriate when checking whether the physics of the scaling
agrees with the numerical model, but is less useful when trying to make an a priori
prediction of 757. Thus it is reassuring that figure 3.11 does not change much when
ploted in figure 3.13 with the CRh and Cj, calculated with a -y given by the rule
0.44 if L > 1 (3.30)
0.38 if L < 1
Values for -y from any model run can be found in table 3.1.
3.6.3 Testing the Length and Velocity Scales
The scales developed for the depth-averaged cross-shelf velocity, V*, and the cross-
shelf length scale, L*, are of interest both in their own right and as tools towards
understanding sources of error in the theory which underlies (3.23). The Rhines
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Figure 3.13: The same plot as figure 3.11 except the fits are computed with a -y obtained
from (3.30).
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arrest scale has been examined in previous work and so this section concentrates
on the frictional scalings [LaCasce and Brink, 1998; Rhincs, 1977]. The numerical
model runs suggest that V* is a good scale for the cross-shelf velocity when L* is
LRh-
The velocity scalings can be evaluated by calculating V'
V' -- model Pof P , (3.31)gh Dy
where V ,model is 2 times the root mean square of the depth averaged cross-shelf
velocity, which makes it, hypothetically, the swirl speed of an eddy. It is difficult to
calculate the cross shelf length scale of the model since the length scale L* changes
in the cross-shelf direction, but the alongshore length scale, Lmodel , can be calculated
easily as four times the alongshore decorrelation length scale of the depth averaged
density. The alongshore length scale can be related to the cross-shelf length scale
with the continuity equation
U model VV
Umodel I(3.32)Lmodel L'IL*'
where L'L* is the cross-shelf length scale in in the model and Umodel is 2 times
the root mean square of the depth-averaged alongshelf velocity in the model. The
alongshelf length scale and (3.19) can then be used to evaluate L'
rLmodel
L' = V'.(3.33)h Umodel
Table 3.2 tabulates the cross-shelf average of V' and L' for six flat bottom cases
where the depth and bottom friction are varied. V'L' is included in the table because
the scale F is linearly dependent on it, and (V'L')-- is included because the frictional
scale for -p/8y is linearly dependent on it.
If the scalings were completely successful, h and r could be halved or doubled
run type L V L'V' ( L'V')-i
half depth 7.7 0.20 1.5 0.87
base case 6.6 0.22 1.5 0.88
double depth 5.8 0.21 1.2 0.93
quarter friction 3.9 0.49 1.9 0.81
half friction 4.8 0.31 1.5 0.87
base case 6.6 0.23 1.5 0.87
double friction 9.1 0.19 1.7 0.83
Table 3.2: The cross-shelf average of L', V', L'V', and (L'V')-3 for six flat bottom cases.
and 17' and L' would remain constant.
If h were to half and the depth averaged velocities and alongshelf length scales
did not change, V/' would half and L' would double. When h is doubled and halved
in the model, I' remains around 0.22. When h is increased, L' decreases very slowly.
The scalings for the velocity and length thus do well as h changes.
If r were to half and the depth averaged velocities and alongshelf length scales
did not change, V' would not change and L' would half. When r is halved in the
model, 17' increases by about 40% and L' decreases by about 30%, and likewise when
r is doubled. Thus the scalings over predict the change in the flow field caused by
a change in r. Indeed,
r mLodel
r's LodeI(3.34)
h Umodel
is much more nearly constant then L', though it cannot be a complete non-dimen-
sional L', for it has units.
These results are consistent with LaCasce [1998], who found that bottom friction
inhibited the cascade to the barotropic state (which would reduce V'), but that
doubling friction less than halved the decay time of energy (which would increase
L'). In a very different calculation, Allen [1984] found that linear coastal-trapped
waves on the shelf were damped more slowly than hr-1, and that doubling friction
did not halve the decay time of the waves. In both Allen's and LaCasce's work,
energy loss to the bottom was reduced because the flow in a stratified ocean arranged
itself so that the flow near the bottom was weakened.
There is a strong correlation between the inverse of the Burger number computed
from the model (LmodeI/Ld) and V', and a corresponding anti-correlation between
L' and the inverse Burger number in the flat bottom runs (figure 3.14). This is an
intriguing result which highlights the need for a scale for the vertical stratification.
Similar results were found by Held and Larichev [1995] and Shepherd [1988], even
though their work depends on the existence of ), a background potential vorticity
gradient. This is an intriguing result worthy of further work.
Nonetheless, V'L' remains much more nearly constant than V' or L' individually
as h and r are varied, and (I"L') is even more nearly constant. Whether the
constancy of 1"L' is fundamental to the dynamics controlling V" and L' or merely
fortuitous, it has the result of making the scale for Dp/ay more robust than the
scales for the velocity and length scale individually.
3.6.4 Where the Scaling Breaks Down
The scales presented above breakdown in three limits, when r goes to zero, when r
becomes large, and when f becomes small but the Ekman number remains small.
When C < 1, alongshore jets form, and in the scales above, it is assumed that
energy is removed from the system by the dissipation of these jets by bottom friction.
If friction is weak enough, the alongshore jets can become strong enough that the
gradients of their potential vorticity are of the same order as #. At that point,
the scalings fail because they assume the relevant potential vorticity gradient is the
topographic #. The physics of flows where the vorticity of jets dominates the mean
vorticity has been extensively studied since it is relevant to the dynamics of Jupiter,
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Figure 3.14: V' and L' against the inverse Burger number (LmodeI/Ld) as computed from
the flat bottom model runs.
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Saturn, and Neptune. A good review of the literature can be found in Dowling
[1995]. It is this breakdown in the scalings that prevents the numerical modeling
from being extended to L < 0.15. (,C is a relevant parameter because, when L < 1,
L is both the ratio of the Rhines arrest scale to the friction length scale and the ratio
of the time scale of energy generation, Tadvec, to the time scale of energy dissipation,
Trc.) It is unclear if this breakdown of the scalings is relevant in the real ocean
because the energy that cascades to the arrest scale can be radiated down the coast,
away from the cooling, as coastal trapped waves, a mechanism not available to these
model runs which are periodic in the alongshelf direction. For the base case "local
cooling" run to breakdown in this fashion, the cooling would have to increase by
~ 8000, the friction decrease by 6, the bottom slope increase by 20, or the earth's
rotation increase by 80.
Regardless of L, the scalings break down if the length scale predicted by the
scaling exceeds the width of the shelf.
When friction increases to the point that the friction decay time is less than an
inertial period, hr 1 < 27rf -1, the scalings break down. For the flat bottom runs, as
the friction time scale becomes less than the inertial period, more of the cross-shelf
flux of density is carried by a mean overturning circulation, and so the fraction of
the cross-shelf flux of density carried by the eddies is reduced. Nonetheless, even
when the friction time scale is half an inertial period, the error in (3.29) is less than
30%. When there is a bottom slope, the character of the flow changes very quickly
when the friction time scale becomes less than an inertial period. When the friction
becomes large, the flow breaks up into a series of gravity currents which flow offshore.
However, because of rotation. the flow field associated with the gravity currents
extend to the surface. This is akin to the gravity current instabilities discussed in
Swaters [1991].
The scalings also fail if both vertical mixing and f become small, so that the
internal radius of deformation becomes larger than the cross-shelf extent of the
domain but the Ekman number remains small. This limit leads to a Hadley cell
like flow in which a single rotationally affected convection cell occupies the domain.
Held and Hou [1980] find the meridional extent of the Hadley cell in the atmosphere
to equal an internal radius of deformation as defined by the total meridional (cross-
shelf) density difference (c.f. James [1994]). Thus the scalings above are likely to
be invalid if
Yo < yHadley, (3.35)
Apgh
YHadley 2(3.36)
Ap Y dy, (3.37)fo Oy
where 97/8y is from (3.23). YHadley is about 10 km for the runs presented here.
Condie and Rhines [1994] analyze a coastal Hadley cell circulation which is appro-
priate to the yo YHadley case.
3.7 Can the Scalings Above be Used to Under-
stand The Transient Behavior of the Density
Field?
The scaling for the cross-shelf flux of density was found under the assumption that
the flow was in statistical steady state. However, (3.4) and (3.22) can be written as
a diffusion equation
opi 1a I _p
+L h y "A = , (3.38)
where
r- 1C)- 7Y py2 if L Lfr, i.e. L > 1
A =h1 2 , (3.39)
1 Ogh 
-274 h 2 
_22C 2 py 2  if L RL , .e. L < 1
po2 f 2
and it is tempting to use (3.38) to provide a simple model for the time evolution
of the depth averaged density field, avoiding the need to resolve the eddies which
transport density offshore. However, since the scales in (3.23) assume a spun up
eddy-field, this simple model will not be valid until the eddies have had a chance
to form and interact. In a field that is everywhere baroclinically unstable, the time
scale of the growth of the instabilities is Ld/V * (where Ld is the internal radius of
deformation), and the time scale of the cascade to large scales is L*/Vr* [Larichev and
Held, 1995; Pedlosky, 1987]. (L* /V* = h/r if L* = Lf, and L*/V* = V2/(V*) if
L* = LRh)-
An interesting test of the simple model is given when the cooling is limited to
the region within 10 km of the coast. This problem has been studied by Chapman
and Gawarkiewicz [1997] and Spall and Chapman [1998] for a coastal polyna, where
the cooling has a finite cross-shore and alongshore extent, but the solution can be
extended to include cooling with no alongshore variation. (It is the limit a > b in
Chapman and Gawarkiewicz [1997] with ' = Ld [Chapman, 1998]). In numerical
model runs without bottom friction but with a flat bottom, Spall and Chapman
[1998] and Chapman [1998] find that the density averaged over the cooling region
stops increasing in a time
j ) 2 o y e 0tsteady 2 poy (3.40)
ce j \gQ )
and the steady state density is
Psteady Qi (3.41)
where the scalings have been written for the cooling geometry and notation used
here. The length ycool is the offshore extent of the cooling. Spall and Chapman
[1998] interpret ce as the ratio of the propagation speed of hetons moving away
from the cooling region and the swirl speed of the eddies which compose the heton.
The swirl velocity is scaled with thermal wind. In Spall and Chapman [19981, as
illustrated in the top panel of the cartoon in figure 3.15, these hetons are assumed to
carry dense water away from the cooling region, and the cooling region is assumed
to spawn hetons frequently enough to keep the density in steady state. They find,
from theory, that ce is about 0.04, so the hetons leave the cooling region at a speed
about 1/25 of their swirl speed.
In figure 3.16, the evolution of the mean density of the cooling region is plotted
for two full numerical model runs, each with the same parameters as the base case
of section 3.6.1 (cooling inshore of 10km, Q = 10-4 kg m- 2 s-, h = 100m), but one
with bottom friction (r = 4.5 x 10-4 m s-) and one without (r = 0).
In the full numerical model run without bottom friction, the density averaged
over the cooling region is seen to reach a nearly steady state of about 0.4 kg m- 3 at
day 8, which agrees well with the prediction of about 0.6 kg m-3 from (3.41). (Spall
and Chapman [1998] discuss why using the theoretical ce will slightly underestimate
the steady state density.) There is a very small upward trend in the density between
days 8 and 40, perhaps because the water entering the cooling region to replace the
water removed by the hetons has been slightly cooled by the previous hietons leaving
the domain. This upward trend is so slight that it is not visible if the density is
averaged over an alongshore extent which contains only four or five eddies. The
density begins to increase more rapidly after day 40 when the eddies are stopped by
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Figure 3.15: Two cartoons illustrating eddy transport of heat offshore in a model with and
without bottom friction, and plots of the barotropic streamfunction overlaying the depth
averaged density from day 20 of two corresponding model runs. Negative streamlines are
dashed, and the contour interval is 5 x 104 m3 S-1.
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Figure 3.16: The average density of the cooling region for two full numerical model runs
with cooling limited to within 10km of the coast. Each curve is the result of the average of
four model runs, each initialized with an RMS noise in the density field of 10-3 kg m .
the offshore wall and prevented from removing heat from the domain. Because the
offshore wall is, to some extent, artificial, Chapman and Gawarkiewicz [1997] stop
their model runs before eddies reach it.
In the full numerical model run with bottom friction, however, the density in the
cooling region does not reach a steady state but always increases as only part of the
surface cooling is balanced by a cross-shelf eddy driven heat flux. Understanding the
difference between these two cases is important to understanding when the simple
model (3.38) becomes valid.
What prevents the steady state in the frictional case? The model of heton
0o.1
0.2
propagation in Hogg and Stommel [1985] and Spall and Chapman [1998] has only
been formalized in layered systems, where the heton is composed of two horizontally-
offset counter-rotating eddies, one intensified at the surface, one at the bottom.
Either of these two eddies alone would not propagate horizontally, but the pair
together can. Bottom friction in the layer model would consume the bottom eddy,
leaving the surface intensified eddy unable to propagate across the shelf. The surface
intensified eddy would then be trapped, unable to escape its generation region at the
boundary of the cooling region. This is illustrated in the lower panel of figure 3.15.
(A similar mechanism for disrupting hieton propagation over a frictionless sloping
bottom is given in LaCase [1996].)
It is reasonable to expect similar dynamics in continuously stratified flows, and
thus to expect friction to retard the cross-shelf propagation of hetons within a friction
time scale (h/r) of their generation. Once bottom friction prevents the eddies from
propagating across the shelf, the heton mechanism posited by Spall and Chapman
[1998] for maintaining a steady state density in the cooling region breaks down,
and there is no reason to expect the density in the cooling region to remain steady.
Once the eddies are no longer able to propagate across the shelf, they will begin to
interact with other eddies created at the boundary of the cooling region. Since the
friction time scale is about 2.5 days in the base flat bottom case, short compared to
the time scale for the achievement of a steady state density in the cooling region in
the inviscid case, (3.40), it is unlikely that heton dynamics are ever important in the
run with bottom friction. Figure 3.17 shows the streamfunction and the sense of the
relative vorticity for day 8 both with and without bottom friction, and the difference
is striking: the case without bottom friction is populated by counter-rotating pairs
of eddies, while the case with bottom friction contains almost exclusively cyclonic
eddies. The positive relative vorticity anomalies are also strengthened relative to
the negative anomalies in the frictional case. There is scant evidence of heton pairs
in the case with bottom friction. The cross-shelf structure of the density fields in
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Figure 3.17: The transport streamfunction TI, dashed where negative and shaded where
VT> 0. Day 8 of base case geometry and forcing, with and without bottom friction.
Note the lack of counter rotating eddy pairs in the run without bottom friction.
the base frictional case and the no bottom friction case are compared in figure 3.18,
and the faster transport of density across the shelf in the latter case can be seen.
Once the eddies begin to interact, it becomes impossible to track any one eddy a
significant distance across the shelf, for new eddies are continuously being spawned
only to be sheared apart a few days later (c.f. figure 3.7).
Once the eddies in the model have grown vigorous enough to make the heat
balance in the cooling region no longer one dimensional (which in all cases described
below occurs in a time predicted well by the scalings in Chapman and Gawarkiewicz
[1997] given in (3.40)), and a time comparable to the cascade to larger scales has
passed, the simple model of equation (3.38) describes the evolution of the depth
averaged density. Equation (3.38) can be integrated numerically with the same
boundary conditions as on (3.4). The solution for the base friction case are compared
to -p from the model in figure 3.19, and the solution to the simple model agrees well
with the full numerical model after day 14. The density near the coast is slightly
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Figure 3.18: The depth averaged density for the base flat bottom case, and for a model
with the same geometry and forcing but no bottom friction. Plotted for days 8, 10, and
40 after the inception of cooling.
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Figure 3.19: The solid line is Ti from the full numerical model run of the base flat bottom
case, while the dashed line is j5 from the simple model. As before, four full numerical
model runs were averaged to find 5.
high because the length scale of the eddies are reduced near the coastal wall by the
wall. (Cf, for the simple model presented here and later is taken from (3.29) and y
from (3.30).)
The density averaged over the cooling region is computed from both the simple
model and the full numerical model for the base case and for runs with friction
one half, one quarter and one eighth the base friction. These results are compared
with the no bottom friction case in figure 3.20. In none of the cases with bottom
friction is the density in the cooling region constant, and in all cases the simple
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model accurately describes the density increase of the cooled region after the initial
transient.
The simple model cannot describe the behavior of the run with no bottom fric-
tion, for Lf, and LRh are both infinite, causing the simple model to break down
(c.f. 3.6.4). The model of Chapman and Gawarkiewicz [1997] breaks down when
the eddies encounter the offshore wall on day 40. While perhaps of little relevance
to an actual ocean, it is interesting to note that once the eddies are confined by
the offshore wall, they merge to fill the entire domain with a single eddy, as pre-
dicted by models of f-plane turbulence [Larichev and Held, 1995]. A snapshot of
this domain-filling eddy is given in figure 3.21.
L* = Lj, for all of the flat bottom runs, and so to test the simple model when
L = LRh, a run was made with half the cooling of the base flat bottom case (5 x 10-
kg m 2 s' inshore of 10 km), with a depth of 50 meters at the coast and increasing
with a slope of 10- offshore, and with a bottom friction of 5 x 10-4 m S1. L = 0.5
when the model is fully spun-up. The geometry, forcing, and bottom friction are the
same as that used in figures 10 and 11 of Chapman and Gawarkiewicz [1997], except
for the infinite alongshore extent of the cooling. This is the only model run they
present which includes bottom friction or bottom slope. A plot of the evolution of
the average density of the cooling region in the full numerical model and the simple
model is given in figure 3.22. The increase in the average density of the cooling
region slows between day six and eight in the full numerical model, which agrees
well with the estimate of Chapman and Gawarkiewicz [1997] of 6.3 days (3.40). The
density remains nearly steady until day 20, when it begins to agree with the simple
model and increase. The apparent steady state density of the cooling region shown
in figure 10 of Chapman and Gawarkiewicz [1997] is likely an illusory one caused by
their stopping of the model run at day 24. They are forced to stop the model run
at day 24 when the eddies begin to reach their "offshore" boundary, 75 km from
the coast. In the model run shown in figure 3.22, the offshore boundary is 160 km
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Figure 3.20: The average density beneath the cooling region for four flat bottom runs
made with varying bottom friction, and one with no bottom friction. The geometry and
cooling are as the base flat bottom case. The solid line is from the full numerical model,
and the dashed line is from the simple model. As before, four full numerical model runs
were averaged to find the density beneath the cooling region. The units of r are meters
per second. No simple model run is made for the run without bottom friction because the
simple model is not valid when there is no bottom friction.
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Figure 3.21: The depth averaged density from day 140 of a model run whose geometry
and forcing were the same as the base flat bottom case, but with no friction.
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offshore, and the eddies do not reach it until day 50, well after the density of the
cooling region began to increase again at day 20.
It is possible, however, that the steady state shown in figure 10 of Chapman and
Gawarkiewicz [1997] would persist if the model domain were enlarged and the model
run for a longer time, because in their model the cooling has a limited alongshore
extent. The eddies could avoid interacting by propagating along the shelf (though
their figures do not seem to show much alongshelf eddy propagation at the time
their model run is stopped.) This illustrates a weakness of the simple model given
by (3.38): since it is based on forcing which does not vary in the alongshelf, it
cannot, yet, be used for forcing that varies in the alongshelf direction.
Even though the simple model does well in the runs above, it still could not be
used to model completely a coastal ocean undergoing winter time cooling. Even
if the forcing is assumed not to vary in the alongshore, the simple model is not
complete. Some failures of the simple model can be illustrated by several simple
thought experiments. If the ocean being modeled has a cross-shelf density gradient,
sloping bottom, but no cooling:
h = ay + ho, (3.42a)
Q = 0, (3.42b)
ap_
- a constant, (3.42c)
and if the slopes of the isopyncnals are less than the slope of the bottom:
OP (P) < a, (3.43)
By Oz
the flow is stable to infinitesimal perturbations, and thus there will be no instabilities
to transport heat across the shelf [Blumsack and Gierasch, 1972; Pedlosky, 19871.
Nevertheless, the simple model would predict a cross-shelf eddy driven density flux
and thus an evolving density field simply because there is a mean cross-shelf density
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Figure 3.22: The average density beneath the cooling region for a run made with half
the cooling of the base flat bottom case (5 x 10-5 kg m-2 s-1 inshore of 10 km), with a
depth of 50 meters at the coast and increasing with a slope of 10-3 offshore, and with a
bottom friction of 5 x 10-4 m s-1. The solid line is from the full numerical model, and
the dashed line is from the simple model. As before, four full numerical model runs were
averaged to find the density beneath the cooling region.
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gradient. (This case cannot happen forever when there is cooling, for when there is
cooling and no cross-shelf flux, Bp/&y increases until the the system is unstable.)
Another case where the simple model breaks down is described in section 3.2,
where the vertical mixing caused by cooling extends to the bottom and the entire
water column is statically unstable. As described in chapter 2, when this occurs on
the shelf, geostrophic motions are inhibited by vertical mixing and the heat balance
is one dimensional. Nevertheless, the simple model would predict a cross-shelf heat
flux regardless of the mixing as long there was a cross-shelf density gradient.
It would be difficult to modify the simple model to account for these cases, be-
cause the simple model does not predict the vertical stratification needed to diagnose
whether convection extends to the bottom, and whether the flow field is baroclini-
cally unstable. Thus while the simple model provides insight into the time evolution
of the density field when the cross-shelf density flux is dominated by eddies in the
flow field, it is not a general purpose parameterization for the flux of density across
the shelf.
In order to extend the simple model, one could start by finding a scale for the
vertical stratification, and then devising tests for the scenarios above. The question
of how the turbulent field reacts to wind driven flows also needs to be addressed for
a more complete simple model.
3.8 Extending the Scalings to Passive Tracers
In the previous sections, the depth-integrated cross-shelf density flux was modeled
successfully as
F= h-yV* L*p (3.44)
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and it seems reasonable to attempt to model the transport of a passive tracer c in
the same fashion:
Fc = hyV*L*Ty, (3.45a)
_+ h- 4= 0. (3.45b)
at Oy
Again modeling the transport as a diffusive process and assuming the flow has
reached a steady state. (3.45), (3.20), and (3.12) can be written:
1 2 1
2 F3 if L>1
r 3 p3 f 3
A , (3.46a)
2 -C2 7 9shi F if E < 1
+ hI hA 0, (3.46b)
at Oy By
where C is the fit found in the previous sections. The value of - is assumed to be
the same for both density and passive tracer, which is an assumption that the arrest
or friction scale is much larger than the radius of deformation [Rhines, 1977].
However, when the time and space scales of the tracer are small compared to
the eddy scales, diffusion becomes an inappropriate model for the turbulent mixing
process. The reason for this is explained in detail in Davis [1987], and is explained
heuristically below: the fastest a tracer can be advected in the turbulent flow field
is the velocity of the field, V*. Thus the least possible time it can take tracer to
move a distance L is
L
Tadvec = L . (3.47)
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The time scale of diffusion over the same length scale is
'diff A (3.48)
This time scale is less than the smallest possible time scale advec when
L < L*. (3.49)
Thus when the length scales of the tracer are less than the eddy length scales, diffu-
sion over predicts the cross-shelf flux of tracer because it under predicts the time it
takes the tracer to move across an eddy. Because of this, diffusive parameterizations
like (3.46) are only trustworthy when the length scale of the tracer is greater than
an eddy length scale.
Figure 3.23 illustrates the success of (3.46) when the length scales are larger
than an eddy length, and the failure when length scales are less than an eddy
length. These plots illustrate the evolution of an alongshore uniform bar of tracer
placed between 70 and 90 km offshore in a fully spun up flow field of the base flat
bottom case, and compare it to the prediction of that evolution by (3.46). The depth
and alongshore averaged tracer concentration are calculated from ten independent
realizations of the flow field, which represent an average over a 50 eddies in the
alongshore direction. The snapshots of the depth averaged tracer field are taken
from one of these realizations. (3.46) over predicts the diffusion at day 2 after the
initialization, but then agrees nicely with the model results at later times. This
occurs because the initial distribution is a tophat, with a length scale much less
than an eddy lengthscale (~ 30km). Once the length scale is enlarged by mixing,
the diffusion parameterization of turbulent mixing is valid.
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Figure 3.23: The lefthand side is the depth averaged tracer concentration, the righthand
side the alongshelf and depth averaged tracer distribution from the diffusion model (3.46)
(the solid line) and from the numerical model (the gray region, which is ±1 standard error
wide).
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3.9 How do the Cross-Shelf Eddy Heat Fluxes
Compare With The Wind Driven Heat
Fluxes?
Throughout this study, the wind driven heat flux across the shelf has been ignored.
This could be justified if the heat flux driven by the wind were small compared to the
eddy heat flux, and the effect of the wind on the eddies were negligible. The latter is
not tested here, but the former can be judged from figure 3.2. The cross-shelf heat
flux carried by eddies across the middle of the shelf at y = 80 km is about one half
of the heat flux taken out of the water inshore of y = 80 km (3.6). The density flux
is then 0.25yoQ, or 0.28 kg m-1 s-1. The top to bottom density difference at y = 80
kin, Ap, on day 80 of the model discussed in section 3.2 is about 0.15 kg m-3 . A
downwelling-favorable alongshore wind would force a cross-shelf density flux of
Feind Ekman Transport x Ap (3.50)
= X Ap (3.51)
Pof
(this assumes thin Ekman layers, but errors in this approximation would only de-
crease the wind driven density flux). For a 10 m s1 wind, the wind stress is about
10-1 kg m' s-1, so F,i,,= 0.15kg m 1 s-1, or about half of the eddy driven flux.
This supports the idea that eddy driven heat fluxes can be important on the shelf,
but are unlikely to always predominate over wind effects. This scaling must be
treated with caution, however, because the cross-shelf transport of heat by the wind
could alter the stratification upon which the scaling is based. Careful study is needed
on the interaction of the winds and eddies. It is conceivable that larger downwelling-
favorable alongshore winds could obviate the need for eddy-driven fluxes, but that
upwelling-favorable winds will place a greater demand on the eddy fluxes.
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3.10 Conclusion
The cross-shelf heat flux driven by a given cross-shelf density gradient is found for
a coastal ocean with no mean alongshore variation in forcing or geometry (3.22). It
is found under the assumption that the baroclinic instabilities in the flow field have
grown to form eddies, and that the cascade of these eddies to larger length scales
has been completed. The resulting length scales are estimated with the lesser of the
Rhines arrest scale (3.13) or a friction arrest scale (3.19).
This relation between the cross-shelf density gradient and the cross-shelf heat
flux is then used to find a scale for the steady-state cross-shelf density gradient
of a continental shelf exposed to steady winter-time cooling and a known flux of
heat from the deep ocean (3.23). The steady state is attained when the sum of
the divergence of the cross-shelf heat flux and the surface cooling is everywhere the
same, so that the density of the water increases everywhere at the same rate, leaving
the cross-shelf density gradient unchanged (3.6).
The steady-state cross-shelf density gradient scaling is tested in numerical models
of the continental shelf run over a broad range of parameters (table 3.1), and it is
found that the scaling predicts the cross-shelf density gradient well (figure 3.13). In
numerical model runs with geometry and forcing similar to the Mid-Atlantic Bight,
the density gradient reaches a steady state in a time comparable with a winter
(figure 3.3).
Emboldened by the success of the scaling for the cross-shelf density gradient
when the model was run to steady state, the scaling for the cross-shelf flux was
written to predict the evolution of the depth averaged density field (3.38). While
not strictly valid (for if the density gradient is evolving, the eddy field is not in
steady state), (3.38) is found to predict well the evolution of the depth averaged
density field in a case where the cooling is suddenly applied near the coast (section
3.7).
The results of section 3.7 indicate that the solution to a similar problem by Spall
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and Chapman [1998] is changed by the addition of bottom friction. Bottom friction
disrupts the propogation of hetons accross the shelf, thus preventing the density of
a cooling region confined near the coast from reaching a steady state.
The eddy mixing scaling is applied to the transport of a passive tracer (3.46),
and the parameterization is found to work well once the length scales of the tracer
field are larger than an eddy length scale (figure 3.23).
The scales for the cross-shelf transport of heat do not predict the vertical density
gradient. Because the vertical density gradient is important for better velocity and
length scales (figure 3.14), and is important in predicting the baroclinic stability of
the ocean (section 3.7), this is an important deficiency in this scaling.
The effect of ageostrophic wind-driven boundary-layer currents forced by the
wind on the eddies has not been considered. Since these currents can be considerable,
their effect on the eddies must be considered in any more complete theory.
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3.11 Appendix
The numerical model is SPEM 5.1, an enhanced version of the model described in
Hedstrom [19941. This version of SPEM uses finite differences in the vertical and
uses an implicit mixing scheme. The model is now built on a full 3D Arakawa C
grid and is a rigid lid primitive equation model.
The model uses a modified sigma coordinate system in the vertical, in which
the vertical resolution near the top and bottom is kept constant while the interior
vertical resolution scales with the water depth [Song and Haidvogel, 1994]. The
model was run with thirty levels in the vertical, concentrating eight levels in both
the top and bottom ten meters in order to resolve the boundary layers. The cross-
shelf resolution was 2 kin, and the alongshelf resolution was between 2 and 4 ki,
as required to resolve eddies with at least 7 grid-points.
The numerics of the model were changed in order to improve the computational
speed by a factor of three for these runs. The implicit vertical mixing scheme is now
run at a shorter timestep than the rest of the model. This is necessary because of
the extremely high diffusivities needed to model convection. This approach works if
the time scale of diffusion, Az2,- 1 , is much less than the timescale over which the
flow and density fields evolve, which is true for these runs. The general approach
used is to write the equations of the model (using the scalar equation as an example)
with all but the diffusion terms as forcing terms, e.g.
Pt - 0z (vOZ (p)) = V ('p) + FE, (3.52)
where F, are the physical forcing terms. The left hand side is then computed on a
smaller time step assuming the right hand side is a constant, and the right hand side
is re-evaluated at the coarser time step. This keeps the solution to the equation well
conditioned, keeping numerical noise from corrupting the model. The same implicit
Crank-Nicolson scheme is used to evaluate the diffusion equation as originally used
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in SPEM 5.1. The slow time step is 80 seconds and the fast one 26 2/3 seconds,
giving another factor of 3 improvement in speed for the parameter range used below.
The seaward boundary is a free slip vertical wall in the FO = 0 cases. When
the seaward boundary is required to supply an FO capable of balancing the surface
cooling, the boundary is modeled with a 15 km seaward extension to the model
domain in which the density is relaxed back to po with a time scale of 3 days. The
bottom is flat in this region. The horizontal eddy viscosity in that region is raised
to 20 m s-2 in the boundary region to dissipate the eddy momentum.
The model was run with the Pacanowski and Philander (1981) Richardson num-
ber dependent mixing scheme. This mixing scheme has given good results in previous
studies [Allen and Newberger, 1996; Nunes Vas and Simpson, 1994]. The diffusiv-
ity and viscosity during stable stratification are given as a function of the gradient
Richardson number:
A 10-2 + 104 M S-2 (3.53)
(1 +5Ri) 2
A -(1= + 10-1 m s-2, (3.54)(1 +5Ri)
where
Ri = P . (3.55)
pio(U2 + V2)*
Convective adjustment is handled by an enhanced eddy diffusivity, with a scheme
described in chapter 2.
The heat flux at the surface has been converted to a mass flux for the model runs
described here. If one assumes a linear equation of state, this is straightforward.
Multiplying the boundary condition on temperature
F
vTz z = 0, (3.56)Cppo
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6 mass flux Q as a function of water temperature for a heat flux of -300.0
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Figure 3.24: This is a plot of the equivalent mass flux for a heat flux of 300 Watts per
meter squared as a function of water temperature.
by the thermal expansion coefficient, a = 9, gives a boundary condition on density
of
vPz Q @z = 0, (3.57)
where F is the heat flux in watts per meter squared, and Q the equivalent surface
density flux in kilograms per meter squared per second. A problem arises from the
fact that a is a strong function of temperature, unlike po and Cp. For a given heat
flux, the equivalent mass flux is 2.2 times greater at 50C than at 0 'C. Figure 3.24
is a plot of the equivalent mass flux for a heat loss of 300 W m 2 as a function of
water temperature. A mass flux of 7 x 10-6 kg m- 2s 1 is used for the base sloping
bottom cases, which is equivalent to a heat loss of 300 W m-2 from 3 'C water or
170 W m-2 from 10 0C water. The surface density flux is fourteen times greater in
the base flat bottom cases.
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Chapter 4
High Frequency Linear Internal
Waves on a Sloping Shelf
Abstract
The behavior of an internal wave in a continuously stratified fluid over a sloping
bottom is examined by finding approximate solutions for constant bottom slope, linear
bottom friction, and barotropic mean flows. These solutions are valid for frequencies
higher than the frequency of critical reflection from the sloping bottom. The solutions
show that internal waves propagating towards the shore are refracted so that their
crests become parallel to shore as they approach the shore, and outward propagating
waves are reflected back toward shore from a caustic. Inviscid solutions predict that
the amplitude of a wave goes to infinity at the shore, but these infinite amplitudes
are removed by even infinitesimal bottom friction.
These solutions for individual rays are then integrated for an ensemble of inter-
nal wave rays of random orientation which originate at the shelf break and propagate
across the shelf. It is found that for much of the shelf the shape of the current el-
lipse caused by these waves is independent of the waves' frequency. The orientation
of the current ellipse relative to isobaths is controlled by the redness of the internal
wave spectra at the shelf break and the strength of mean currents and current shear.
Friction is relatively more important on broader shelves, and consequently on broad
shelves the internal wave climate is likely to be dominated by any internal waves
generated on the shelf, not waves propagating in from the deep ocean.
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4.1 Introduction
An internal wave propagating obliquely into a coast will turn into the coast, so that its
crests will become more parallel to the shore as it moves inwards. A wave propagating
obliquely offshore will turn so that its crests become more perpendicular to the shore.
This effect, noted by Wunsch [1969] and McKee [1973], will modify the directional
spectra of an internal wave field propagating across a shelf, and hence control the high
frequency variability on the shelf. The analysis below will examine the evolution of
the high frequency internal wave field on the shelf as it is modified by this refraction,
mean barotropic currents, and bottom friction.
The study of the cross-shelf evolution of the internal wave field is begun by
finding a solution for the amplitude of a progressive, linear internal wave crossing
a wedge shaped bathymetry obliquely in the presence of linear bottom friction and
barotropic mean alongshore currents. These solutions extend the results of McKee
[1973], who gave the solution for an internal wave obliquely crossing an inviscid, qui-
escent wedge shaped shelf, and Wunsch [1969], who correctly described a progressive
internal wave normal to the coast crossing a wedge shaped shelf. Like the solutions
of McKee [1973], the solutions derived below are limited to frequencies higher than
that of critical reflection from the bathymetry.
The solutions for the propagation of individual internal waves across the shelf
are then used to model the evolution of an ensemble of internal waves propagating
across the shelf. This ensemble is chosen to resemble the Garrett and Munk [1972]
spectrum at a distance offshore chosen to represent the shelf break. It is clearly naive
to assume that the spectrum at the shelf break is a Garrett and Munk spectrum
[Garrett and Munk, 1972], nevertheless, observations at the shelf break and over the
shelf find that the Garrett and Munk spectrum is not a very bad approximation of
the internal wave climate near the shelf break (Chapter 5). More detailed modeling
of the propagation of internal waves across a shelf break in the limit of a steep shelf
break is given in Chapman and Hendershott [1981].
This analysis does not model the effect on internal waves of a baroclinic mean
flow, nor does it attempt to explain the non-linear evolution of nearly linear waves
due to wave-wave interactions as the waves move onshore. It also ignores the possible
effects of alongshore variation in the mean flow and bathymetry. These are quite
possibly important effects, and deserve further attention. Nevertheless, the solutions
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derived below can be used as the basis functions for scattering solutions to weakly
interacting non-linear problems and the small baroclinic shear problem. The solutions
are used to indicate what scales of alongshore variation are important. Because the
present analysis does not model the evolution of a wave moving over a topography
whose bottom slope is the same as or greater than that needed for critical reflection
from the bottom, the following analysis is not valid for near-inertial waves. (For a
typical west coast slope of 5 x 10', the frequency must be at least 5% greater than
f for an N of 100 cpd).
In chapter 5, the internal waves observed off the coast of California, USA as
part of the 1982 CODE II experiment are analyzed.
4.2 Plain Internal Wave Solution
In a flat bottom ocean, the internal wave spectrum can be broken into vertical modes
which are orthogonal to each other (e.g. LeBlond and Mysak [1978]). Defining u and
v as horizontal velocities, and w as the vertical velocity, the linearized inviscid system
of equations on an f-plane is:
at V PO 0, (4.1a)
av 1 iaP
a+ fu = , (4.1b)
at po 0y
aw 1 OP pg (4.1c)
at Po az Po
au+ v+ aw 0 (4.1d)
Ox Oy 0 z
and
ap -N2(z)w 0. (4.le)
at g
N is the buoyancy frequency, P the pressure, g the local gravitational acceleration, f
the Coriolis frequency, po the mean water density, and p the local deviation of density
from po. The coordinate system is righthanded with z positive upward. This system
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admits internal wave solutions of the form
U R I ( ik dW' Ci(kx+ly-wt) (4.2a)
Uw dz
vl = l- f d eitkx+l-wt) (4.2b)V W dzJ
W 1j" {I(Z)ei(kx±Iy wt)} (4. 2c)
where # is an arbitrary phase, k the horizontal wave number, w the angular frequency,
and W1(z) the vertical modal structure. W1(z) and k are determined for a given W by
+ (k2 + 12) (W = 0, (4.3a)
dz2 W2 _f2
w = 0 at the top and bottom. (4.3b)
If N is independent of depth,.W has the form
W sinl M = 1...0C, (4.4)(D )
where D is the water depth and M the mode number. When N varies with depth, (4.3)
must usually be solved numerically and the modal structure is no longer independent
of w. Nonetheless, the structure does not vary strongly with changes in w or with
changes in the N profile as long as W2 < N2. This is because any change in
N 2(z) -2 (4.5)
2 f 2
only affects the solution to the extent that (4.5) varies from its depth averaged value.
Any constant multiplicative change to its value is absorbed into the eigenvalue k2 +/2
and does not affect WV(z). To illustrate this, the first and second vertical modes for
two different frequencies, 2 and 40 cpd, are calculated for both a constant N and an N
which varies realistically from 100 cpd at the surface to 50 cpd at the bottom (figure
4.1. This is the average profile used in chapter 5.) The modes are plotted in figure
4.2, and it can be seen that neither changes in frequency nor a depth-dependent N
affect the modal structure very much. Because of this, there are only small differences
in the dispersion relation for a constant N and the dispersion relation for a variable
N, as long as W2 < N 2. Thus, in the following, a constant N is used that corresponds
to the depth averaged N of a real profile.
The modal solutions suppose a flat bottom in their bottom boundary condition.
The true boundary condition for a sloping bottom is that the velocity normal to
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Figure 4.1: The average buoyancy profile for July, 1982 at 130 meters depth in the
CODE-II region of coastal California, USA. (Chapter 5)
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Figure 4.2: The top two panels are of mode 1, on the left, and mode 2, on the right.
The dashed line is for o = 2 cpd, and the solid line is 40 cpd. The N in the top panel
is from figure 4.1. The bottom two panels plot the same modes for N constant (solid
line) and the N profile in figure 4.1 (dashed line) for w = 10 cpd.
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the boundary be zero. Wunsch [1969] shows that the solution over a wedge-shaped
topography limits to the flat bottom result when the slope of the wave characteristics,
C,
2_f2
C = (4.6)
becomes more then twice the bottom slope a. (This can be most easily seen by
directly comparing equations (8) and (12) of Wunsch [1969]. The error in using the
flat-bottom modal solution is less than 10% when 0.5c > a.) The criterion for the
validity of vertical modes can thus be obtained by solving equation (4.6) for frequency,
and substituting twice the bottom slope for the characteristic wave slope, leading to:
x2 > f 2 + 4 2 N2. (4.7)
For an f of 1.24 cpd, and an N of 100 cpd, this is true for frequencies 28% higher than
f for a slope of 5 x 10-3, and 90% higher than f for a slope of 10-2. This frequency
criterion is equivalently the condition for avoiding critical reflection off the bottom,
thus any wave whose vertical structure is well described by (4.3) is not subject to
critical reflection from the bottom. The relation between these two facts is explored
in Wunsch [1969).
4.3 The Path of a Wave with No Mean Flow
The first step in understanding the propagation of internal waves on the shelf is to
study the behavior of a single plane wave on a shelf with no mean flow, constant N,
and no alongshore variability in topography.
Basic ray tracing theory (e.g. Lighthill [1978]) states that if there is no variation
of N or D in the alongshore direction, 1 is conserved along a ray, and if the mean
currents do not vary with time, the observed frequency w is conserved along a ray.
From (4.3) the dispersion relation for the modal internal waves in the absence of mean
flow is, for ac-1 < 1,
r/(k2_+ l)N 2  ( f2 2)k2 + + A(4.8)
0 D 2
where lo is the conserved alongshore wave number. Given a depth, Do, and a cross
shelf wave number, ko, at any point on the ray path, one can find the cross shelf
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wavenumber, km, at any other point on the ray path where one knows the depth Dm
D2k = (k - (4.9)
(Throughout the following, the subscripts m and 0 will be used denote properties of
waves at two locations along the same ray.)
Because the internal wave dispersion relation (4.8) depends only on the hori-
zontal wave vector magnitude, not its direction, the group velocity is parallel to the
wave vector. It will often be useful to consider the angle the wave vector, and thus
the ray path, makes with the onshore direction. This angle, 0, is
0 = arctan , (4.10)
and can be related to the depth and angle at some point with the depth at another
point by substituting (4.9) into (4.10) to get
Om = arctan ( sin (00) ) (4.11)
Several important phenomena are revealed by (4.11) and (4.9). As D, de-
creases, km increases, and so the angle the ray makes to the cross shelf direction
decreases. Thus the ray path turns towards shore as the water gets shallower. Con-
versely, as long as l0 f 0 there is always some depth Dm > Do where k -± 0. This
could be naively interpreted as the point where 00 = 90', and the wave moves straight
along an isobath. However, ray tracing theory breaks down when the cross shelf wave-
length, 27rk-1, exceeds the topographic length scale D (M)1 [Lighthill, 1978]. As
appendices A and B detail, the ray tracing assumption remains valid until very near
the location where k becomes zero, at which point the energy in the wave is reflected
back to shore, with w and 1o unchanged.
To analyze the behavior of the wave further, a specific bathymetry, D(x), must
be specified. For the sake of simplicity, a linear wedge-shaped topography is chosen,
with the coast at x = 0, and the sea extending to x = -oc. The depth is D = -ax.
None of the results below are qualitatively affected by the choice of depth profile, as
long as the bottom slope remains finite as one approaches the shore.
The ray tracing theories presented here correspond to the solutions in equation
37 of Wunsch [1969] as long as aic > 1, but are easier to work with than his Bessel
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functions of large, complex, and non-integer order. The ray theory solution allows
one to trace energy propagation more easily and understand the effects of friction
more readily than Wunsch's wave modes allow.
Since the group velocity is in the direction of the wave vector, and since the
group velocity defines the ray path, the equation of the ray path is
dy dy/dt c'-j /0
- g- (4.12)dx dx/dt c -i km
Equation (4.9) can be substituted for km and (4.12) integrated to get the ray path
k2 + 2 ko
y = ±Xo ~2+ 2 + -Xo + YO). (4.13)
The wave can move in either direction along this path. If xo is chosen as the location
where k would vanish, "-xc", and yo is taken as zero, the solution has the very simple
form
Y =ic 1- 2 (4.14)
where, from (4.8)
M17c
xc = . (4.15)
This path is a circle whose radius is xc. The path is plotted in figure 4.3 with the axes
scaled by xc. The ray path in (4.14) defines the path along which the internal wave
energy will propagate as long as ray tracing remains valid. As is shown in appendix
B, ray tracing remains valid except near -xc. Ray tracing is not valid when
2
< 2- . (4.16)
Since ca-1 > 1 is the condition for the validity of vertical modes, the region where
ray tracing fails is a small portion of the region to which the wave is trapped. For
a mode 1 wave with w = 10 cpd, N = 100 cpd, f=1.24 cpd, and a bottom slope of
5 x 10-3 , ray tracing is valid for 95% of the distance between the shore and -xc. The
location of the caustic is defined by (4.16), and the energy in the wave is reflected
back to the coast from this region. Thus -xc marks the point past which the energy
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density falls rapidly to zero. This is examined in more detail in appendix B. The only
way a wave with l : 0 can travel farther offshore than xc is for the vertical modal
structure to break down, or for the mode to "stop feeling" the bottom. The vertical
mode assumption can break down if the bottom slope exceeds the critical value in
(4.6). Alternatively the vertical mode can cease to feel the bottom, and hence cease
to be steered by the topography, if the stratification N near the bottom falls below
W. Likewise, waves propagating onshore from the deep ocean will only begin to be
governed by (4.14) when N > w near the bottom and the bottom slope is less than
the critical slope. Offshore of either of these points, topography will no longer govern
the ray paths.
The derivation above assumes that there is no alongshore variation in the
bathymetry. (4.14) shows that a wave trapped inside of x = -xc will travel a distance
of 2xc along the coast before the ray intersects the coast. This implies that alongshore
variation has to be small over a distance of 2xc for these derivations to be valid. Thus
a shelf can be considered uniform in the alongshelf direction if the bathymetry and
mean currents do not vary much over an alongshore distance comparable to the
distance between the shelf break and the shore.
The wavenumber vector (ko, lo, A) at a point defines an internal wave and its
ray path, as does (0, w, M) at a point. The quantities (lo, w, Ml) also define a wave,
and remain the same everywhere along the wave's ray path. However, in the next
several sections, (xc, W, A) will be used to label waves because x, can define a ray
path alone. All the labels are equivalent and (4.9), (4.11) and (4.8) can be used to
switch among them.
4.4 Wave Amplitude: the Inviscid Problem
A wave traveling in the absence of a mean current in an inviscid ocean conserves
its energy, and the energy is carried at the wave's group velocity c' [Lighthill, 1978,
p321]. This means that the conservation of the areal energy density can be expressed
as
V. (CE ) = 0 (4.17)
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internal wave ray path
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Figure 4.3: The path of an internal wave over a sloping bottom of constant slope in
the absence of mean flows. The distance alongshore and cross shore have both been
normalized by xc
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It is easier to work with the depth-averaged volume energy density (Ed) of the wave
1 N2 _ f2 WI2poN 2
(Ed) = po 4h =N2 ) 4w 2  (4.18)
where W' is the amplitude of the vertical velocity mode (4.3c), and Ah is the amplitude
of the horizontal velocity mode (4.3a). Using the depth averaged volume energy
density, (4.17) becomes
V- (cD(Ed)) =0. (4.19)
where D is the water depth. Since there is no variation in the alongshore direction
(4.19) can be written as
a
C- - Z D(Ed)) = 0. (4.20)Ox
This can also be expressed in terms of the magnitude of the group velocity and the
angle of the wave vector to the onshore direction:
Ic-| cos(0)D(Ed) = constant. (4.21)
The group velocity magnitude can be found by taking the wave number derivative of
(4.8) and using (4.9) to find the local k in terms of the water depth D. This yields
I; = SD, (4.22a)
and
S_ =c(N 2  f 2 ) (4.22b)
A17 (1 + c2 ) ? (c2N 2 + f2)-2
where S is a constant with units of time-1 and c is as defined by (4.6).
Since the wave is inviscid, the energy density only depends on the depth of the
water and the initial amplitude and orientation of the ray, as can be seen from (4.21)
and (4.11). Thus a wave which had at depth Do an angle of Oo and an energy density
of (Ed)a will have an energy density of
D2 cos(0o)(Edm =d(E) D 2 .(4.23)
Rm 1 -- D2 smr2 (00)
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when it reaches water of depth Din. However, to be more consistent with the follow-
ing analysis, the energy density can be cast in terms of xc and position x with the
assumption of a wedge shaped topography. Thus
C
(E) = , (4.24)
where C is a constant.
From (4.23) and (4.24), it can be seen that as Dm + 0, (Ed) grows as D -.
Equivalently, for the constant bottom slope case of (4.24), as x -* 0, (Ed) grows
as x. 2 This amplification has two causes. First, from (4.21), as the water depth
decreases the volume energy density for a given areal energy density increases as
D-'. Second, from (4.22), the magnitude of the group velocity decreases with D, and
so the areal energy density has to increase as D- to keep the energy flux constant.
However, as will be shown in the next section, even the smallest amount of friction
will limit the magnitude of (Ed) in shallow water, and (Ed) will fall to zero at the
coast.
From (4.24) it appears that as x -+ -xc, the energy density increases to infinity
because, as the wave vector, and hence the group velocity, turns to parallel the coast,
the areal energy density must increase to keep the product of the cross shelf group
velocity with the areal energy density a constant. However, as appendix B shows,
the amplitude of the wave only increases until ray tracing theory breaks down in the
caustic, at which point the amplitude falls rapidly to zero as the energy is reflected
back to the coast.
4.5 Wave Amplitude: the Frictional Problem
The presence of friction in the ray tracing problem has several important ramifica-
tions. The first is that while the path of the ray may still be reversible, the wave's
amplitude is no longer independent of the direction of propagation: the total wave
energy flux always decreases in the direction of propagation. Further, as mentioned
above, the addition of friction also keeps the energy density bounded as the wave
approaches the coast.
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The frictional analysis is based on Brink [19881, who analyzed the effect of a
linear bottom drag law
Tbottom = porubottom, (4.25)
and assumed that the friction is weak, i.e. that the time scale of friction D/r is much
greater then the time scale of the wave w-'. The assumption that friction is weak
means that the group and phase velocities are unchanged from the inviscid case. The
restriction that
r
- < (4.26)
D
remains valid for a reasonable value of r, r = 5 x 10-4 m s- 1, and w, 10 cpd, until
the water is only five meters deep. A comparison of more complicated drag laws with
the linear law is given in Sanford and Grant [1987], while a discussion of the validity
of Brink [1988], along with an extension and re-derivation of the result, is given in
appendix A.
Brink [1988] shows that the energy density of a plane wave in constant strati-
fication over a flat bottom decays as
r (+f 2 )t
(Ed) =E ) exp -2- (1 + ) t . (4.27)
The time scale of energy decay, T, will be approximated here as
D (f 2T = + o -. (4.28)2r W2)
To integrate this into a ray tracing model, it is necessary to include this energy sink
term in equation (4.17):
D -
cg D(Ed) = -T-'(Ed)D, (4.29)Dt
or
C-I - ID(Ed))= -T 1 (Ed)D. (4.30)Ox
By assuming a water depth of the form D = -ax this can be written in terms of the
distance offshore using equations (4.22) and (4.11).
S(2 r 2r
x21 "(a)= E) (4.31)
ox 2 S"2
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The right hand side is positive when the wave is propagating offshore, and negative
when the wave is propagating towards the coast. Equation (4.31) can be solved to
obtain
exp
(Ed) = C (SC2 ) (4.32)
.2 V1Fil4'
for a wave traveling onshore and
exp )
(Ed) =C 2a (4.33)
X2  1 jX2
for a wave traveling offshore. These solutions contain only two length scales, xc and
2rS- -2, so the solution is controlled by these two length scales. The length scale
K = 2rS - 2 is not the frictional length scale. The friction length scale, the distance
defined by the group velocity times the friction time scale 2-lr- 1D, is
L -SD2 X2SL 2  . (4.34)
2 r K
The ratio of Lf to xc, averaged inshore of xc, is thus
Lf - XC (4.35)
xe 3K
When this ratio is large, the wave can travel over a distance of x, without being
dissipated. If the ratio is small, dissipation claims the wave before it can travel a
distance comparable to xc. Thus if xc > K the wave is little affected by friction,
and if xc < K the wave is frictionally dominated. To illustrate this, the evolution
of (Ed) 2 has been computed for a wave which originates at -0.5xc, travels to -xc,
and is reflected back to the coast. The path of this wave is plotted in figure 4.4. For
simplicity, the reflection at the caustic is assumed here to occur without significant
loss of energy, which is not always the case (appendix B covers the caustic in more
detail). (Ed)' is plotted in figure 4.5 for the inviscid, xc > K, xc ~ K, and xc < K
cases. (Ed) 2 is proportional to the velocity amplitude of the wave. For the inviscid
case (figure 4.5a), the wave has the same energy leaving and approaching the coast,
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and (Ed)2 goes to infinity as the wave approaches the coast. However, even with
weak friction, xc > K, (Ed) falls to zero as the wave approaches the coast. For both
the xc ~ K and xc < K cases, (Ed) always decreases after being reflected at xc.
Friction causes (Ed) to decay rapidly before the wave reaches the coast because the
group velocity decreases linearly with the depth, and thus the wave takes infinitely
long to reach the coast for any bottom topography whose slope remains finite and
non-zero as the shore is approached. Since bottom friction has a finite time scale, the
wave will be dissipated before it reaches the coast. Because of this, wave breaking or
other nonlinear effects are not required to explain the disappearance of the internal
waves as they propagate towards the coast. Further, when K > xc, (Ed) decays
monotonically as the wave moves to the coast and so internal waves are unlikely to
break if K > xc.
It should be noted that the effect of friction on internal waves in a continuously
stratified fluid is fundamentally different than the response of surface gravity waves
or interfacial waves in a two layer system. Linear surface gravity waves and internal
waves on the interface of a two layer fluid reach the beach before being entirely
dissipated. This is because the latter waves have group velocities that depend on
the square root of the water depth, instead of linearly with the water depth, and
thus reach the shore in a finite time. This difference is not caused by a fundamental
difference in the physics of gravity waves. Long surface gravity waves, long interfacial
waves, and internal gravity waves all have group velocities that scale with the square
root of the top to bottom (or air/water) density difference and the square root of the
water depth. It is just that for an internal wave in a continuously stratified ocean,
the top to bottom density difference scales as the water depth, and thus the group
velocity scales as depth.
For a typical buoyancy frequency of 100 cpd and an r of 5 x 10-4 m s-1, the
frictional length scale K is of order 20 to 30 km for a mode 1 wave of 5-70 cycles per
day over a typical United States west coast slope of 5 x 10-. For the same waves on
a typical United States east coast slope of 1 x 10-3 the length is 25 times longer, of
order 500 to 750 ki, and thus friction more completely attenuates waves during their
passage over the broader east coast shelf. The frictional length scale increases as the
frequency increases because, as seen in figure 4.6, the group velocity, and hence S,
decrease as frequency increases. However, the fractional increase is order one until
the frequency reaches 0.7N, after which it increases rapidly.
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Figure 4.4: The path of an internal wave that starts at the point marked A, propagates
offshore, is reflected back to shore at the caustic marked B, and continues into the
shore past the point marked C. Both axes have been normalized by the distance
offshore of the point of reflection, xc.
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Figure 4.5: The evolution of the square root of the energy density (Ed) as a function
of offshore distance for the internal wave whose path was traced in figure 4.4. The
points marked A, B, and C are the points where the ray originated, was reflected
back to shore, and passed by on the way to the coast. The solid line is the wave
moving offshore, from points A to B, and the dashed line the wave moving inshore,
from points B to C to the coast. The top left plot is the inviscid case, the top right
plot the nearly inviscid xc > K case, the bottom left plot where x, ~ K, and the
bottom right plot is the frictionally dominated xc < K case.
138
A
inviscid case
3 1x10
0.5
o 20 40 60 80 100
frequency in CPD
frictional length scale K
200-
180-
160-
140-
120-
00
so-
6o-
40-
20
0o 20 40 60 80 100
frequency in CPD
Figure 4.6: The top panel is a plot of S, the quantity defined by (4.22) which, when
multiplied by the depth, gives the group velocity of the wave for a mode one wave
with N=100 cpd and f =1.24 cpd. A mode two wave would have half the speed, a
mode three wave a third the speed, etc. The bottom panel is the frictional length
scale K as a function of frequency. It is for a drag of r=5 x 10-4 m s-- and a bottom
slope of 5 x 10'. All other parameters are as in the top plot. If the wave were mode
2, the length scale would be twice as large because the group speed would be half as
large.
139
4.6 Internal Waves in the Presence of a Barotropic
Mean Flow
Horizontal current shear causes an asymmetry in the propagation of internal waves
over the shelf. To analyze this effect, the alongshore flow is idealized as a barotropic
current V(x) which varies in the cross shelf direction only. Olbers [1981] studied the
problem of internal waves in a vertically sheared, geostrophic, and inviscid mean flow
in an infinitely deep ocean, and his work illustrates the existence of critical layers in
the vertical which are not possible in the present barotropic formulation.
In order to make the presentation clearer, 1o will always be taken to be positive,
which means the waves would always move in the direction of increasing y in the
absence of a mean flow. A mean current V is then said to increase if it becomes more
positive, and decrease if it becomes less positive. Only the cross-shelf shear of the
mean velocity matters, for the spatial mean of the mean velocity can be removed by
a change of reference frame. It is more natural to present the effects of a constant V
in the later sections describing what a current meter would measure, for the current
meter does not translate alongshelf with the mean current.
The other major assumption, besides that of barotropic flow, is that the ef-
fective change in the local rate of rotation caused by the mean flow relative vorticity
does not appreciably alter the dispersion relation for the intrinsic frequency of the
wave, the frequency of the un-Doppler shifted wave given by (4.8). This amounts
to an assumption that the intrinsic frequency is several times f, so that a change
in f does not affect the dispersion relation significantly, or that the mean flow has
a low Rossby number. This criterion can be stated more formally by substituting
the effective rotation rate of the flow from Kunze [1985], (f2 + f V 2, into (4.8) and
solving for the criterion for neglecting V . This criterion is
1 8V
- < f 2 + c2N 2, (4.36)2 Ox
and is easily met for realistic coastal flows and internal wave frequencies. Kunze
[19851 studies the effect of trapping of near inertial waves by the variations in rel-
ative vorticity in a mean flow where this assumption is not met. It should also be
remembered that if the wave's intrinsic frequency approaches f, the vertical mode
assumption will break down as described by equation (4.6).
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Within these assumptions, the dispersion relation for modal internal waves can
be written as
o = V(x)lo + Wr (k, lo, AI, D) , (4.37)
where wr is the intrinsic frequency found from the dispersion relation for the un-
Doppler shifted wave (4.8). Since the mean flow does not vary in y or time, w, lo, and
M1 are, as before, conserved along a ray. Thus as the wave encounters shear in the
mean flow, wr is constrained to vary between N, as Ik| - oc, and wmin, as |k| - 0,
where omin is
1 2'N2 + f 2 AL!2
Wmin = or (k 0, lo, A, D) - .+ D 2 (4.38)
is + AL210 D 2
Thus the wave can only exist when
Wmin < W - V(x)lo < N. (4.39)
The group velocity is altered by the addition of the alongshore flow V to the
intrinsic group velocity:
c~,=Iz +) j W =V(x)j + c', (4.40)
where cg, is the group velocity of the wave in the absence of the flow, which is defined
by (4.22).
The energy E of the wave is not conserved in the presence of a mean sheared
flow, for the mean flow can serve as an infinite source or sink or internal wave energy.
However, Lighthill [1978] shows that the wave action
E
Ea = (4.41)
Wr
is conserved by a wave. Thus equation (4.29) becomes
0 D ( |cEd) I cos(6) - ,DKEd (4.42)
where the time scale of dissipation T is as before. The absence of V"'(x) in (4.42) is
because, by definition, no component of the mean flow is in the cross shelf direction.
It is not possible to get general solutions for realistic V7(x) profiles, because of the
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complex dependence of |cgr on wr and thus V(x). It is easy, however, to solve (4.42)
with standard numerical techniques. Before examining the full solutions, however, it
is worth examining some of the limits of the equation.
If friction is negligible (which, as was shown earlier, is never true near the
shore), then (4.42) becomes
D (Ed) Icgr I cos(0) = constant. (4.43)
Wr g
For the moment, assume Wr does not approach Wmin or N and neglect the change of
depth. If a wave is entering a region of increasing currents, it can be seen from (4.37)
that Wr decreases. As wr decreases, c, increases unless Wr ~ f, as can be seen in
figure 4.6. In order for wr to decrease, k must decrease, thus 101 increases and cos 0
decreases. Whether the change in (Ed) is dominated by the change in , and Cgr,
which tend to cause (Ed) to decrease, or the change in cos 0 which tends to increase
(Ed) , depends on the details of the ray.
As a wave moves into a region of decreasing currents, Wr increases, c'r de-
creases, 101 decreases and cos 0 increases. As above, the change of (Ed) depends on
the relative changes in the cos 0 term versus the changes in c' and Wr.
Friction introduces another effect. As wr increases, the friction length K in-
creases (see figure 4.6). As K increases, the wave is dissipated more rapidly.
The effects of a mean current on a ray will be small if the current does not
alter the intrinsic frequency w, greatly. This is true when
<1. (4.44)
Solving for 1o from the dispersion relation for un-Doppler shifted waves and assuming
that f 2 < W2 < N 2, this criterion is met if
Naxe
y' < , (4.45)Mr
which for N=100 cpd and xc = 30km, means V < 30 cm s-1, and for an xc of 60 km,
V < 60cm s .
If V increases to the point that Wr + Wmin then k -± 0, which produces a
caustic of the same form as described earlier in the x -+ xc case. As in the x -- xc
caustic, the wave energy is reflected from whence it came. The infinite amplitude
suggested by (4.43) as jc', goes to zero does not occur, and instead there is only a
weak local maximum in (Ed) as in the x -- xc caustic.
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If V decreases to the point that w. -± N then k - ±oo. Because wr -+ N,
|crl -+ 0, as illustrated in figure 4.6. The ray tracing theory does not break down,
since as k -+ ±o the horizontal scale of the wave becomes less. The ray does not get
reflected back but instead asymptotically approaches the location where W, = N. As
in the case where the ray goes to the shore, friction dominates the cross shelf evolution
of (Ed) as |c'r -+ 0, causing the amplitude to go eventually to zero instead of the
infinity predicted by the inviscid equations. The power in the horizontal currents
does not increase as much as (Ed)because the increase is offset by the change of
proportionality constant between horizontal power and (Ed) with wr. The local
increase in amplitude, and the subsequent decrease in amplitude as friction begins
to dominate, are illustrated in figure 4.7. This figure follows the square root of (Ed)
along a ray launched near its xc, where V = 0, into a region where V decreases. The
steady decrease of the group velocity as the wave approaches 10 km offshore can be
seen in the slope of the position versus time plot.
The velocity needed to force wr -± N depends on w and lo, while the velocity
needed to force wr ± wmin depends on w, 1o, M and the depth. The velocities needed
to force w, -+ N have been plotted in figure 4.8 as a function of 0 for a wave at the
200 m isobath, where V is presumed to be zero. Since the velocity needed to force
or -+ Wmin depends on the water depth, figure 4.9 plots this velocity for a wave at a
depth of 100 meters as a function of the onshore angle 0 of the wave at the 200 m
isobath, where V is again presumed to be zero.
The asymmetry with respect to the alongshore direction of the response to
w, -± N and Wr ± Wmin raises the possibility of an alongshore internal waveguide for
waves with alongshore intrinsic group velocity oriented so that V (x) increases toward
the coast. If the shear in V1(x) is strong enough, the wave will move inshore until
W- Winn. It will then be reflected back to deeper water. If it then reaches xc before
Wr - N, it will be reflected back toward shore, reflecting between the two caustics
until it has dissipated. A wave whose alongshore intrinsic group velocity is in the
other direction will experience a V(x) that decreases in the onshore direction, and
will thus be dissipated at the coast or where w -+ N.
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Figure 4.7: The top panel is a plot of the square root of (Ed) for a wave launched from
60 km offshore into a region where the mean currents are becoming more negative.
The point where Wr N is 10 km offshore. The bottom panel is a plot of the number
of days since launch that it has taken the ray to get to a point. N=100, f=1.24. w
is 20 cpd and current goes linearly from 0 at 60 km offshore to -2.8 m s-1 15 km
offshore.
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Figure 4.8: The contours of this figure are the velocities in m s- needed to make
w, -+ N for a wave with a given frequency and whose angle to the coast at the 200
meter isobath was 0. The water is assumed to be quiescent at the 200 meter isobath.
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Figure 4.9: This is a plot of the velocity needed to make w, -+ Wmin at 100 meters
depth in terms of the frequency and the angle the wave had to the cross shore direction
at the 200 meter isobath, where V is assumed to be zero. The shaded region in the
lower left hand corner is where Wmin is close enough to f that the vertical mode
assumption breaks down for a bottom slope of 5 x 10-3
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4.7 Current Meter Observations- The No Mean
Flow Case
The preceding sections have discussed the evolution of a single ray as it travels on- or
offshore. Since most observational techniques only measure currents or temperatures
at a point, it is necessary to integrate over all the rays that go through a point to
predict the currents at that point. This section illustrates how a very simple model of
internal waves on the shelf can predict the observations at a current meter mooring.
Vertical current resolution at a point is assumed to be dense enough to resolve the
vertical modes. The observables discussed are the total power at a frequency and the
ellipticity of the current ellipse at that frequency (The ellipticity is the square of the
ratio of the major and minor axes of the current ellipse).
The model assumes that all waves propagating onshore have the same ampli-
tude, regardless of orientation. This assumption may not be valid in general, but,
lacking a better knowledge of the internal wave climate at the shelf break, it is a useful
first assumption. This spectrum begins to "feel" the bottom at a distance offshore
of Lb. As discussed above, Lb could be either where the line of N = ) intersects the
bottom, where the bottom slope stops exceeding the characteristic slope of internal
waves, c, or where the bottom becomes flat. The mean alongshore current is taken
to be zero in this section, but this assumption is relaxed in the next section. The
bottom inshore of Lb has constant slope a as before.
By assumption the rays at zb all have the same amplitude for a given frequency,
and are distributed over the angles -90' < 0 < 900 where 0 is the angle of the ray
at Lb. To model this, the constant C in (4.32) has been set so that each ray has
amplitude ir-- at Lb. Thus (4.32), which is the energy density along a ray, becomes
b csi n - sing cos(0)) 2r
(Ed) = exp . (4.46)
7F x2 1J - x2sin 2(g) x xb a
Lb
In order to convert this into the power observed at a fixed site, it is assumed
the rays have random phase. Then the observed power in a mode, (Ed), is just the
integral of (4.46) over -90' < 0 < 90'. This integral is simple to evaluate numerically.
To calculate ellipticity, however, it is necessary to rotate the wave velocity
components in (4.2) into the angle of the ray at the current meter, 0 m. Once this
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is done, the power in the cross shelf direction, P,, and the power in the alongshore
direction, P,, can be calculated as
PUU (Ed) cos2(Om) + sin2(m)) , (4.47a)
and P,= (Ed) sin2(Om) + 2 cos2(Om)) , (4.47b)
where Om can be calculated from (4.11) and the definition of the depth D = -ax:
Om = arctan ( sin(6) (4.48)
- sin2(g)
The expressions for Pu, and P,, must be integrated over all 0 to account for all rays
the current meters observe, which leads to an ellipticity of
f 90 o P ud0
ellipticity -900 (4.49)
f 90o P dO(
As with the power, the integrals are easily solved numerically.
The limits of ellipticity and power as x limits to zb and the coast are visible
by inspection. As x approaches zb, (Ed) of a ray goes to 7r1 , because that is the
initial condition. The local angle 0m will limit to 0 at the same time. Thus the energy
density observed by the current meter (Ed), which is the integral of (Ed) over 0, will
approach one as x goes to Xb. The ellipticity will also go to one as x goes to Xb. This
recovers the initial condition of an isotropic wave field with an (Ed) of one.
It was shown in section (4.5) that with even infinitesimal bottom friction, as
x goes to zero (Ed) on each ray goes to zero, and thus the power integrated over all
rays goes to zero at the coast. The ellipticity, however, is the ratio of two powers and
does not go to zero. As x goes to zero, Om approaches OX/xb. Thus cos(Om) limits
to one and sin(Om) limits to OX/xb as x - 0. (4.49) then limits to w2 /f 2 . This is
intuitively acceptable because as the waves approaches the shore, they becomes more
tightly focused in the cross shore direction, until all of the rays are headed very nearly
inshore. Thus the ellipticity asymptotes to the plane wave limit of w2 f 2.
The strength of friction does not affect the ellipticity significantly if the only
internal wave signal on the shelf is that of the internal waves arriving from offshore.
As seen in figure 4.10 a factor of 16 increase in the ratio of K to Xb, from 0.25 to 4,
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greatly increases the attenuation of power going onshore but only marginally affects
the ellipticity of the wave. This is because the waves are very quickly turned towards
the shore by the bathymetry, and the subsequent variation in the path length between
different waves is minimal. Thus friction attenuates all waves to a similar extent.
Perhaps more surprisingly, the ellipticity is not strongly dependent on fre-
quency until X/lXb becomes small, as can be seen in figure 4.11. Also plotted in this
figure is the ellipticity of a group of waves whose individual ellipticities are infinite
(this is the f = 0 case). The independence of the ellipticity from w holds when the
ellipticity predicted for the f 0 case is less than 2/f 2  the ellipticity of a single
wave. In that limit, the ellipticity is dominated by the angular distribution of rays,
not the ellipticity of the currents of each individual ray.
Friction does, however, play a strong role in the observed power. The higher
the friction, the lower the power as one moves inshore. The plots of (Ed) versus cross
shelf distance in figure 4.10 have the same qualitative dependence on the ratio of K/Xb
as the individual rays had to the ratio of K/xc in previous sections. Since the friction
length scale increases with frequency and mode (see figure 4.6), higher frequencies
and higher modes are more attenuated as they move onshore. Thus, whatever the
frequency spectrum at Lb. it should redden as one moves inshore, and become more
dominated by low mode waves.
It is unrealistic to expect that the only internal waves on a shelf are the ones
propagating from offshore. To represent the presence of waves generated on the
shelf, the model has been modified to include an isotropic background noise whose
amplitude is everywhere 10% of the energy density at zb. This isotropic wave field is
meant to be a representation of the waves generated on the shelf itself. It must be a
poor model, if for no other reason than that the wave field generated on the shelf is
unlikely to be isotropic. In the absence of some knowledge of the mechanism for the
generation of internal waves on the shelf, it is unclear what would be more sensible,
however. While the total internal wave energy is only slightly altered by the addition
of the isotropic wave field, the observed ellipticity near the coast is dominated by
the isotropic wave field, since the energy of the waves propagating from Lb has been
attenuated by the passage across the shelf. This is clearly seen in figure 4.12, in which
the ellipticity and (Ed) are plotted for the same three ratios of K to Xb as in figure
4.10, but with the added isotropic wave field. All of the ellipticities now approach one
near the coast because the signal is dominated by the isotropic wave field near the
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Figure 4.10: The top panel is a plot of the ellipticity observed by current meters for
a frequency of 10f and for three different values of the ratio K/xb, the dotted line for
0.25, or weak friction, the solid line for 1, and the dashed line for 4, or strong friction.
The bottom panel is a plot of the energy density observed by a current meter for the
same three ratios of K/lXb. The cross shore distance has been normalized by zb for
both plots.
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Figure 4.11: The ellipticity of the current ellipse observed at frequencies of 10, 20 and
40 times f as a function of the cross shore distance normalized by Lb. The dotted,
solid, and dashed lines correspond to o equaling 10f, 20f and 40f. K= zb. The
heavy line is the ellipticity observed for an ensemble of waves each of whose ellipticity
is infinite. This would be the case if f = 0.
151
coast, and the greater the friction, the faster the waves from offshore are attenuated
and the more the isotropic wave field dominates the ellipticity. The lesson in this is
not in the exact shape of the curves in figure 4.12, since the model of waves generated
on the shelf is naive. The lesson is that the broader a shelf is, or the stronger friction
is, the less the propagation of waves from the deep ocean matters and the more the
generation of waves on the shelf matters to the wave climate on the shelf. Because
friction is more effective for higher frequency and higher vertical modes, observations
of higher frequency and higher mode waves will be more affected by the generation
of waves on the shelf.
4.8 Current Meter Observations- The Mean Flow
Case
The model described above can be extended to include mean currents, so that the
anisotropy introduced by the mean currents can be studied. However, the interpreta-
tion of the results becomes more difficult. The problem lies not only in the prediction
of the evolution of any given ray, but the identification of which rays will have a
frequency w at the current meter, and what the initial amplitude of those rays was.
Because of this a V which does not vary in the cross shelf direction will have im-
portant effects that were not present in the analysis of single rays in the presence of
mean flows. To make the extension of the model simpler, the shears are chosen to
be small enough that w, does not go to wm, so no waves are reflected back to the
shelf break. This assumption places constraints on the alongshore currents that can
be surmised from figure 4.9 and equation 4.38.
The initial conditions of the rays at Lb are now modeled as a Garrett and Munk
(GM) spectrum even though the GM spectrum is not meant to be applicable near
vertical or horizontal boundaries [Garrett and Munk, 1972]. The amplitude of the
internal waves at zb is taken to depend on wr 2. This means the spectrum is isotropic
at Lb in the moving reference frame defined by V(4b), or, equivalently, the reference
frame in which V(r)= 0 is special for the whole shelf. In any other reference frame,
the internal wave field at Lb is anisotropic, for waves at a given W which are Doppler
shifted from lower Wr will have greater amplitudes than those Doppler shifted from
higher Wr. Thus waves traveling with the current (V and l of the same sign) will
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Figure 4.12: The same plot as figure 4.10 except an isotropic noise field whose (Ed) is
ten percent of the (Ed) at Xb has been added. The top panel is a plot of the ellipticity
observed by current meters for a frequency of 10f and for three different values of
the ratio K/xb, the dotted line for 0.25, the solid line for 1, and the dashed line for
4. The bottom panel is a plot of the energy density observed by a current meter for
the same three ratios of K/xb. The cross shore distance has been normalized by Xb
for both plots.Notice that the ellipticities are so greatly reduced by the addition of
the noise that the scale on the top panel is different from figure 4.10.
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be observed by a fixed observer at Xb to have greater amplitude than those moving
against the current. Whether this is a correct initial condition depends on what sets
the GM spectra, and how quickly it equilibrates, questions not addressed here.
The solution for these initial conditions involves a straightforward substitution
of equation (4.42) for (4.31) in the previous model with two modifications. The first is
that a current meter observes not the energy density of a wave, but the power in the
horizontal currents. Thus (4.47) must be multiplied by the conversion from (Ed) to
to horizontal current power given in equation (4.18) before (4.47) is integrated over
all incoming rays. This conversion factor is a function of Wr.
The second complication is that for a given angle 0 of the horizontal wave
vector to the onshore direction at 3 b, there can be more than one ray with frequency
w. In order to find all the rays with a frequency w and an angle 0, the dispersion
relation (4.37) is written in terms of 0 and the magnitude of the horizontal wave
vector k
2
k N2 + A±f 2
to = k sin() + k2 
(A4
2
.r
2
k + D2
The ± in front of w is necessary to include all waves that a current meter would observe
with a frequency w. wr must always be positive, as it is defined to be in (4.8), (4.37)
and (4.50), so that the wavenumber vector k unambiguously indicates the direction
of propagation of an un-Doppler shifted wave, but this does not constrain the sign of
w. The model first solves for k for an evenly spaced subset of all 0 onshore, and then
for each 0 traces the resulting rays toward the coast using (4.42). The total power
and covariance are summed over all the possible waves. This is like the numerical
integration over 0 in the last section, but includes the possibility of multiple rays at
a given 0.
The anisotropy introduced by the addition of a mean current is quantified by
examining the angle of the principal axis of the current ellipse to the cross shore
direction. This is derived from the energy density of each ray, again assuming that
the waves have random phase. Following Godin [1988] the angle of the major axis is
found from
elip = arctan , (4.51)
" 2 PUU - P. '
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where P, and P,, are the cross and alongshore powers as before, and Co"', is the
cospectrum of the alongshore and cross shore velocities.
One source of anisotropy is the anisotropy in the initial amplitude of the rays
at Xb caused by the dependence of or on the orientation of the ray when V'(3b) # 0.
This will tend to tilt 0e1ipr, downstream since waves moving with the current will have
been Doppler shifted from a lower wr and thus have greater amplitude.
However, even when V (Xb) = 0 and the rays have the same amplitude when
they leave Xb, the shear can alter the horizontal currents observed at a current meter.
Not only can a mean sheared flow alter the energy density via the mechanisms outlined
in section 4.6, but as w, increases, a given (Ed) produces less horizontal current power
(equation 4.18).
To describe the current meter observations in the presence of a mean shear
flow, two mean current profiles will be examined. The first is a constant alongshore
flow I. Since V is the same everywhere, Wr is constant along a ray, and since Wr is
constant along a ray, only the effect of the anisotropy of the initial condition at zb,
and the different K for each ray, affects 0 e,p,. The other current profile varies from 0
at Xb linearly to V7 at the shore. Since Wr = w at Xb, all the rays start with the same
amplitude and 0 elipum is only affected by the change in Wr along the ray.
The actual parameters used in the model runs are meant to resemble those
for the CODE region on the northern Californian shelf. Data from this region are
examined in chapter 5. The bottom friction is 5 x 10-4 m s-1, the bottom slope is
5 x 10-3, Xb is 30 km, f is 1.24 cpd, and N is 100 cpd. The magnitude of the current
V o is chosen as 0.1 m s 1, and each current profile is studied with w equal to 10 and
40 cpd. These runs were repeated with different values of r, and the ellipticity and
the orientation of the current ellipses were found to be insensitive to friction.
The first current profile, 10 cm s-1 everywhere, does not have a symmetric
distribution of energy around 00 = 0 because the intrinsic frequency Wr, and hence the
initial power in each ray, are asymmetric around 0 - 0. All rays oriented downstream
(0 > 0) have Wr < w and all upstream rays have or > w, as can be seen in figures 4.13
and 4.14. For every 0 < 0, there are three possible Wr, though two are near N and
so contribute less than 5% of the observed currents at a given location. These rays
whose Wr is near N have small group velocities, and thus their ray paths are obliquely
incident to the coast in figures 4.13 and 4.14. The angle of the major axis to the
shore moves to zero as observations are made closer to shore, again as illustrated in
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Figure 4.13: This is a plot of the current meter observation model for the W 10 cpd,
V=10cm s- 1 case. The top left panel shows the ray paths for all rays which reach 15
km offshore within 30 days. The top right panel shows the initial W, of the rays as
a function of 0 at 1 . The dotted horizontal lines are f, w and N. The bottom left
panel is the evolution of the horizontal current power observed by a current meter as
a function of cross shelf distance, while the bottom left panel is the angle that the
major axis of the current ellipse makes with the cross shelf direction.
figures 4.13 and 4.14. This is because as the rays approach the shore, the angle they
make to the cross shelf direction goes to zero, and thus the angle of the major axis
of the current ellipse approaches zero. This occurs rapidly, with the angle becoming
less than 10 for the w = 10 cpd case when the wave has only moved one quarter of
the way toward the shore. Doubling or halving the bottom friction changes the major
axis angle less than 10%, though of course as friction increases the solution would
become more sensitive to the generation of internal waves over the shelf.
There are no qualitative changes between the w = 10 and 40 cpd cases, though
the power decays faster in the cross shelf direction and 0 elipm is greater in the 40 cpd
case. The faster decay in power comes about because of the greater K for higher
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Figure 4.14: This is a plot of current meter observation model for the W 40 cpd,
V=10cm s-1 case. The panels are as in 4.13.
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ray paths
frequencies, and 0 eliprm is greater because the Doppler shifting around ' increases as
because o increased. Because of this increase in 0 elipm, the internal wave needs to
move 40% of the way to the coast before the angle falls below 100.
When the model is run with an alongshore current varying linearly between
V(Xb) = 0 and V(0) = 10 cm s-1, the angle of the major axis of the current ellipse
to the cross shore direction, eCirpm, is much less than it was when 1 was a constant
10 cm s-. This is because all the rays have , = L at Xb, so they all have the
same initial amplitude. At X = Xb, 0 elipm is undefined because the current ellipse is
a circle. As soon as the waves move into a region where V is no longer zero and o,.
no longer equals w, the current ellipse becomes non-circular. This can be seen for
L = 10 cpd and 40 cpd in figures 4.15 and 4.16. 9 elip., jumps to about 35' for both
frequencies, but within 3% of the distance onshore, 0elip,, falls to less than 1'. The
initial high value of 6 elipm is deceptive because the ellipticity is very low near Xb. As
in the constant V case, the effect of changing friction is minor, yielding less than a
10% change in angle. For both frequencies, Belipm remains less than 30 for the rest of
the distance inshore. The angle is less than in the constant V case until very near
the coast. This result remains true as V is increased to 60 cm s- in the sheared and
non-sheared cases.
Thus the assumption that the initial energy on the ray scales as o o- domi-
nates the solution, which is disturbing, for this assumption is based only on the GM
spectrum, which is not meant to hold near the coast. This dependence on the initial
condition is also disturbing because the choice of zb is arbitrary to the extent that it
can be made greater, i.e. moved farther out into the ocean, with only minor modifica-
tions to the ray tracing theory to account for a different bottom slope. But then the
V(Xb) which sets or and thus the initial amplitude of the ray would be different, and
thus what would propagate onto the shelf would be different. This is a difficulty that
can only be avoided by a knowledge of what sets the Garrett and Munk spectrum in
the deep ocean or what determines the internal wave climate at Xb.
4.9 Conclusions
The ray tracing results for individual waves can be summarized in three points.
158
ray paths
50[
CSo
0
0
~?o -25 -20 -15 -10 -5 C
cross shore distance, km
observed power
-25 -20 -15 -10 -5
distance offshore in km
omegar as a function of theta_0
-0 80
60
40
o .
01
-50 0 50
theta_0 in degrees
angle of major axis of current ellipse
5
-O -25 -20 -15 -10 -5
distance offshore in km
Figure 4.15: This is a plot of current meter observation model for the W = 10 cpd,
V(Xb)=10cm s-1, V(0) = 0 case. The panels are as in 4.13 except that the scale of
the lower right hand plot of 0 elipm has been reduced.
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ray paths
Unless the vertical mode assumption breaks down, or o becomes greater than N
near the bottom, waves generated on the shelf cannot propagate into the deep
ocean unless the initial wavevector points nearly directly offshore.
- In the absence of a horizontally sheared flow, all waves are dissipated as they
approach the shore, and for reasonable values of friction, xe < K, the amplitude
of the wave never increases as the wave propagates onshore, removing the need
to appeal to wave breaking in order to limit internal wave energy near the shore.
- A horizontally sheared flow can reflect waves which are traveling in one direction
alongshore, while the same flow can cause a wave traveling in the opposite
alongshore direction to be dissipated. A wave can thus be trapped between
two isobaths by a sheared flow, while a wave moving in the other alongshore
direction would be absorbed in the current or against the coast.
The results of integrating over all internal waves passing through a location can be
summarized in a further four points.
- The ellipticity of a current ellipse at a given frequency is independent of the
frequency for much of the shelf.
- The greater friction, or the wider the shelf, the more waves generated on the shelf
will dominate the observations.
Higher mode and higher frequency waves are more dissipated by friction across
the shelf, and so the frequency spectrum of waves propagating from the shelf
break should become redder onshore.
- A mean current at the shelf break will introduce an asymmetry in the internal
wave field on the shelf primarily because the modeled internal wave amplitude
at the shelf break depends on the wave's intrinsic frequency at the shelf break.
This analysis provides only an incomplete understanding of the propagation
of linear internal waves onto a shelf. The most important phenomena that are not
considered in this analysis are baroclinic mean flows, time varying mean flows, and
mean flows which vary in the along shelf direction. Baroclinic flows, as shown in
Olbers [1981], can cause critical layers across which internal waves can cross vertically
in only one direction. This would dramatically alter a vertical modal structure. Time
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varying mean flows can change the frequency of an internal wave [Lighthill, 1978]
and also lead to freely propagating waves generated by topographical irregularities,
e.g. Lamb [1994]. Alongshore variability in the mean flow would force alongshore
variability in the internal waves. The waves could be focused or dispersed, leading to
changes in the local internal wave power levels.
Even if the above mechanisms were perfectly understood, it would not be
possible to understand the internal wave climate on the shelf without a better under-
standing of sources of internal waves on the shelf itself, and the nature of the internal
waves propagating from the deep sea and shelf break onto the shelf.
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4.10 Appendix A: The Internal Wave Bottom
Boundary Condition
In the derivations presented above, the bottom has been assumed to be locally flat,
and it has been assumed that friction is an effect that does not make an O(1) change
to the modal structure of the internal wave. Ray tracing and energy conservation
were used to examine the gradual evolution of the internal wave solutions as the
waves shoaled and dissipated. In order to confirm these approximate solutions, and
to demarcate the regions of their validity, it is useful to consider the true bottom
boundary condition. The bottom boundary condition will be derived assuming that
the boundary layer is "thin" in a sense described below. Then this bottom boundary
condition will be used to define the sense in which friction is small, and in what
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senses the bottom in nearly flat. In appendix B, the boundary condition will be used
to diagnose the energy loss in a caustic, where ray tracing breaks down.
To derive the bottom boundary conditions, it is necessary to modify equations
(4.1a) and (4.lb) so that the horizontal momentum equations have vertical stress
divergence terms:
Ou 18OP aX
-Dfo = + D (Ala)
at po Ox Oz
Dv 1lDP DY
+fu + O. (Alb)
at po Oy OZ
Following the derivations of Clarke and Brink [1985], but without making any geo-
strophic or semi-geostrophic approximations, the volume conservation equation (4.1d)
is integrated from the sea floor to the top of the boundary layer, which is defined as
where the stress divergence becomes negligible. Thus
-D+6 -D+6 - D+6 DV
5 dz = _w- + -+ dz -dz =0, (A2)
-D J-D X DY
where 6 is the boundary layer thickness. No flow through the bottom implies that
w u at the bottom. Using this condition and the chain rule, equation (A2)
becomes
0 -D+6Ou -D+6 7
WI-D+6 + (D - 6) Ul-D+6 + -D -d + dz = 0. (A3)10j LII J OX JD DY
This equation states that the vertical velocity at the top of the boundary layer is equal
to the velocity of water flowing into the boundary layer plus the convergence and
divergence of the horizontal flow in the bottom boundary layer. In order to evaluate
this expression, it is necessary to assume that the pressure and its derivatives do not
vary significantly through the boundary layer, so that the integrals of pressure and
its derivatives through the boundary layer are the pressure and its derivatives at the
bottom of the boundary layer times the boundary layer thickness, 6. This is consistent
with a nearly modal solution if 6 < DM- . Eliminating the velocities from (A3) for
the pressure and stress evaluated at z = -D, assuming that 6 does not vary in x, and
substituting P(x, z) exp(i(ly - wt)) for pressure (it is the only consistent form for a
bathymetry that does not vary in y) leads to
2 DP (P if P\ (6 2 P DX If 6 P if YC2- +0a + P - + -+O z Dx Ox2  DX w Dx wX ,
1(26p + dy- _if )P if- -26  lY - _ X at z = -D, ( A4)
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where again a is the slope of the bottom. To evaluate the stress terms, a drag law
must be chosen. As in Brink [1988], the drag law is chosen to be linear so that
X = r u -D and Y = r o_ Dwhere u and v are the inviscid velocities. Thus the stress
is:
-r (_P
X = iw + iflP (A5a)W2 _ OX z=-D
and
Y = 2  lP - fP) . (A5b)W2 _-f2 09X z=-D
The stress term in equation (A4) can be shown to be larger than the terms multiplied
by 6 if 1 < rw1 5-1. This is not in general the case for internal waves, and thus this
derivation retains the terms containing 6, unlike Brink [1988] and Clarke and Brink
[1985]. The magnitude of 6 will be discussed below. Equations (A4) and (A5) can be
solved to give the bottom boundary condition
_P (aP lf ir iw\ (& 2 P
c2 +a + i P +- 1+ -) 02 P =0 at z=-D. (A6)Oz (x OX W o r ) O2
With this boundary condition, one can determine when friction is small in the sense
that the inviscid vertical modal solution is changed only slightly. Vertical modes
are useful for they allow the field equation for the internal waves to be represented
approximately as an ordinary differential equation, which makes the analysis in the
body of the paper and in appendix B simpler.
To examine friction, the boundary condition for a flat bottom (a = 0) is used,
2 0P ir iO 2P
c +- + -2 =0 at z=-D, (A7)
along with a field equation for pressure outside the bottom boundary layer derived
from equations (4.1)
02p 2 2p
-c2 _ 2p =0. (A8)
Ox2  OZ2
The top boundary condition is a rigid lid, which implies no vertical pressure gradient
at the top. The inviscid solutions (r=6=0) to equation (A8) for a flat bottom are
P = cos z) P(x) M= 1,2, ... OC. (A9)(D
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Assuming that the solution to the problem with friction can be found by perturbing
M\ slightly [Brink, 1988], the solution
P = cos (M (1 eric) z) P(x) (A10)
is substituted into equation (A7), and, using equation (A8) to evaluate 82 P/ax2 _12 p,
Efric is found to be
ir io__
Efric = - + - for e I < 1. (All)
wD r
efric is small, and hence the modal solution approximately correct, if
r 6
<I and -<1, (A12)
wD D
the latter condition already being necessary for the validity of equation (A6). Sub-
stituting the perturbed Al into equation (A8) leads to (again, simplifying with the
assumption Cf ric < 1)
+ [C2 2  12  + P = 0. (A13)
X2 D2 wD D I
It can be seen from this equation that, to first order in 6D-1, the magnitude of 6
only affects the horizontal wavelength of the wave, not the rate of dissipation per unit
length of the wave, and that the horizontal wavelength is altered to O(6D-1) by 3.
So what is 3? It is in general less than the Ekman depth. For a constant eddy
viscosity model,
6 = -- , (A14)
where A is an eddy viscosity which may depend on the mean current fields, surface
waves, and many other disparate factors. For more sophisticated treatments of this
issue, see Sanford and Grant [1987] and Trowbridge and Madsen [19841.
The effect of the sloping bottom is interesting, mathematically. The flat bot-
tom solution, (A9), meets the boundary condition (A6), but only satisfies the field
equation (A8) to order ac'. Because of this, while (A8) captures the local wavelike
nature of the solution., it does not capture the shoaling caused by topography. This
is why section 4.4, which solves for the evolution of wave amplitude, uses energy con-
servation techniques to find the amplitude instead of analyzing (A8). It is possible,
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however, to cast the field equation as an ordinary differential equation for the ampli-
tude of a flat bottom vertical mode and to include the effect of topography on the
amplitude of the vertical mode in the ordinary differential equation. This is useful
because in doing so one finds when the vertical structure over a sloping bottom can
be approximated by the vertical modal structure for a flat bottom. In order to do
this, a scattering technique will be used. Again, the bottom slope is assumed to be
constant, and the depth will be of the form D = -ax.
The field equation (A8) is converted into an ordinary differential equation for
the amplitude of a flat bottom vertical mode by multiplying the equation for the flat
bottom vertical mode j, P(z),
82p jr 2 7
0z 2  a2 2
OP= 0  @ z=O,-D
by the full solution to (A8), P(x, z), adding this to (A8) times c
over the depth to obtain
0 = 0dz P + P + c-2p& 2p
-D 02 a2x2 X2
c-212p p _
(A15a)
(A15b)
2 P, and integrating
(A16)
Using the boundary conditions (A15b) and (A6), (A16) can be written as
if [P ( 20 -2 ) P (2 l2p-0=a/ P- + dz c2 22 P+ .X2 (A17)
w W x ,9 -D 2, 2 X
In order to examine the evolution of a vertical mode j in a wave whose energy is
Drimarilv in mode Al solutions for P and P of the form
P cos (Fz)
ax
(AIirnP PAI(x) cos -z + En (x) cos ( -z)
x a nx
(A18a)
(A18b)
are chosen. If these solutions are substituted into (A17), the resulting equations can
be consistently grouped only if En scales as ac- . The leading orders of the equation
for the evolution of PA is found by settingj = M:
o2A 2 AA/M272 PM I Op" 2 -
+ c2 - 2 PAI+ - _ +O(a 2c ) 0. (A19)
0(1) O(ac71 )
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Figure Al: This is the horizontal velocity solution predicted by (A13) (solid line) and
the wave amplitude predicted with WKB methods in (4.24) (dashed line). The cross
shelf distance has been normalized by xc, in this case 60 km. M=1, w = 10 cpd,
a = 5 x 10--3 and N ~ 100 cpd.
This equation governs the growth in amplitude of the internal wave as it crosses the
shelf as long as mode M1 dominates the vertical structure of P. It is shown below that
mode M dominates the vertical structure only as long as ac- is small, and so (A19)
is valid only when ac-1 is small, but is accurate to O(a 2c-2). The solution to (A19)
is evaluated numerically and plotted in figure Al along with the inviscid amplitude
predicted by (4.24), and the agreement is good for ac-1 = 0.05, which is appropriate
for a 10 cpd wave with a = 5 x 10-3 and N ~ 100 cpd.
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The sizes of the e, can be shown to be of order ac' by setting j f Al to
obtain
02 j+( 2 A12ir 2" +- 2 en= + C1 (n, M1)x + C2(n, M)x -PAIOX2 a2X2 OX
O(ac-1)
+ O(a2c-2) = 0 (A20)
where C1 and C2 depend only on n and m. (A20) is non-resonantly forced by terms
containing PAl of order ac-1, and hence it is consistent for all e, to be O(ac-1). Thus
the vertical structure of P is dominated by mode M when ac- is small.
4.11 Appendix B: The Caustic at Xc
Ray tracing fails at the caustic where the ray approaches -xc. Thus the ray tracing
theory developed in the main text cannot predict the amplitude of the wave leaving
the caustic given the amplitude of the wave entering the caustic. In the absence of
friction, of course, the solution is easy: all waves are reversible, thus the outgoing
wave has the same energy flux as the incoming wave, but oriented away from the
caustic. The calculation that follows predicts the amplitude of a ray leaving a caustic
as a function of the amplitude and orientation of the incoming ray, the bathymetry,
and the strength of friction.
The derivation starts with (A13). It is useful to write (A13) as
(2 (1 + 2c) (2k 2X 2 (Bl1a)
C
and
+ k2P = 0, (BIb)
OX2
where
M7rc (B2a)
ir i' __
c =1 + , (B2b)
Waxc Tw
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and xc is as before. ( can be thought of as a scaled characteristic slope of an internal
wave, and C can be thought of as the strength of friction at the caustic. Approx-
imations in the main text limit ( > 1 and cC < 1. Following Lighthill [1978], k2
can be expanded as a Taylor series around the caustic in the inviscid problem, where
x -x:
k2(2 (2_cck2=(2 + 6ec) X3(X + Xc) + ". (B33)
C c
This implies a solution to P of
P = Ai (- ((2 + 6ec)) (x + xc (1 + C)) (B4)
where Ai is the Airy function. This is a good approximation of the solution to P as
long as the Taylor expansion of k2 is valid, which it is when
2 (5
-XC > X +xe. (B35)
3
(B4) can be analyzed with WKBJ / ray tracing methods when
x + xc > 2-2(-3XC (B6)
[Lighthill, 1978]. Where (B4) (and thus (B1)) can be ray traced, the ray solutions
derived earlier in the paper can be equated to the rays leaving and entering the
caustic, and thus the amplitude of a wave leaving the caustic can be found from the
amplitude of a wave entering a caustic. It is best to fit the rays to the Airy function
approximation inside the region where the WKBJ approximation to (B4) is valid, or,
from (B6), when
2
Xgood = #2-1 (-Xc - Xc, (B7)
where # is an 0(1) positive constant. The choice of # is somewhat arbitrary, but as
it gets larger, the WKBJ approximation to the Airy function becomes more accurate
but the Airy function approximation to (B1) becomes less accurate. Both the Airy
function approximation to (B1) and the WKBJ approximation to the Airy function
are valid at xgood when both (B6) and (B5) are true, or when
4
23 2
3. (B8)3/3
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The WKBJ/Ray Tracing approximation to (B4) is
1
Pair[yWKBJ [(1 + 6c,) (2 +] 4 xc (1 + c)]
cos2 (1+ 6ec)2 (c (x + xc (1 + c))2 - (B9)
3 41
[Lighthill, 1978]. The ray tracing approximation to the incoming and outgoing waves
is, locally,
Prays = Pin6 -ikx + Pote ikx, (B 10)
where Pi is the amplitude of the wave entering the caustic, Past the amplitude of
the wave leaving the caustic, and k is the x wavenumber from (Bla). (B10) can be
solved for the amplitude of Pi, and Pst as a function of Prays and its derivative in x,
and then PairyWKBJ can be substituted for Prays, giving
|Pin= 0.5 PairyW KBJ + ik -1 OPairyVK BJ (1B11a)OX
and
Pout 0.5 PairyW KBJ - ik-1 OPairyWKBJ (1B11b)
Evaluating the ratio of Pout to Pi at xgood gives the amplitude lost in the caustic and
between the caustic and xgood. It is sensitive to # only insofar as some energy is lost
between the caustic and xgood. A ) of 1.5 is found to work well in numerical solutions
of (B1).
The expression gained from substituting (B7), (B4), and (Bla) into (B11) is
unwieldy, but the amplitude loss, the ratio of JPtj to jPi|, can be easily contoured.
Because eC contains a and w in a different combination, (wa), than ( contains a and
w (approximately (w- 1)), it makes no sense to hold cC constant as (is varied. Thus
for figure BI the amplitude loss is plotted with CC varying as it would when ( varies
because w varies and a is constant , and in figure B2 CC varies as it would when (
varies because a varies and w is constant.
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Figure BI: A plot of the amplitude lost in a caustic as given by POutPi;X. Cc is
calculated as a function of ( and xc assuming that az and r are constant and w varies.
w for a mode 1 wave is printed on the right hand side. Since ( oc A-1, a mode 2
wave has a ( half that of a mode one wave. The thick, nearly vertical line delimits
where the solution is invalid because c, is no longer small, and the thick horizontal
line delimits where (B8) fails.
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amplitude loss in caustic
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Figure B2: A plot of the amplitude lost in a caustic as given by PoP . c is
calculated as a function of ( and xc assuming that o and r are constant and a varies.
a for a mode 1 wave is printed on the right hand side. Since ( OC M-1 a mode 2 wave
has a ( half that of a mode one wave. The thick, line delimits where the solution is
invalid because cc is no longer small.
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Chapter 5
Observations of High Frequency
Internal Waves in the CODE
Region
Abstract
Current meter data from the second Coastal Ocean Dynamics Experiment (CODE-
II) for July 1982 are analyzed for internal waves in the 6 to 40 cycles per day (cpd)
frequency band. It is found that the wave field is anisotropic, and that the current
ellipses are oriented in approximately the cross-isobath direction. The square of the
ratio of the major to minor axes of the current ellipses (the "ellipticity") is consistent
with a continuum of internal waves propagating onshore, but is not consistent with
a single wave propagating onshore. The reduction of internal wave energy across
the shelf is consistent with propagation from the deep ocean or shelf break, as is
the correlation between vertical velocities and velocities parallel to the minor axis.
However, there is evidence for the generation of additional internal wave energy on
the shelf in the evolution of the current ellipses across the shelf, and in the "bluing"
of the internal wave spectra across the shelf. Internal wave energy levels on the shelf
are elevated relative to Garrett and Munk [1972] levels, and the first vertical mode
dominates the internal wave spectra on the shelf.
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5.1 Introduction
In the deep ocean, away from horizontal and vertical boundaries, the high frequency
internal wave spectrum is well modeled by the Garrett & Munk spectrum [Garrett
and Munk, 1972, hereafter GM]. In shallow coastal regions there is no such universal
description of the internal wave field. Thus it is useful and interesting to examine
the internal wave climate at a particular shelf location. The current meters and
thermistors deployed during the Coastal Ocean Dynamics Experiment (CODE) al-
low one to examine how the high frequency internal wave spectrum changes across
the continental shelf. This is done for the central current meter array of the CODE
II experiment for the month of July, 1982, and an accompanying study in chapter 4,
(hereafter referred to as PB) models linear internal wave propagation from the shelf
break to the coast using a GM spectrum as the deep ocean initial condition. To
the extent that the observations and theory can be compared and differ, it gives
an idea of how much of the internal wave energy on the shelf is generated on the
shelf, and how much propagates in from the ocean. (A detailed comparison of PB
and the data is impossible because the data are unable to resolve the horizontal
wave number spectrum of the internal waves, and the internal wave spectrum in the
ocean adjacent to the shelf is also unknown.)
For the CODE region, high frequency waves have been defined, somewhat arbi-
trarily, as those with frequencies between 6 and 40 cycles per day. This range of
frequencies is between the highest frequency of critical topographical reflection of
internal waves (6 cpd) and the lowest buoyancy frequency observed on the shelf for
the time of the analysis (40 cpd). The month of July, 1982, was chosen because the
stratification was relatively constant throughout the month, and the hydrographic
structure was generally simple.
The high frequency internal wave climate on the shelf is interesting not only in its
own right, but because it can affect diapycnal mixing [Sandstrom and Elliott, 1984;
Sanford and Grant, 1987], and the propagation of acoustic energy on the shelf [Lynch
et al., 1996]. It has been studied by several authors, including Gordon [1978] who
analyzed internal waves using current meter data taken off Spanish Sahara at 21'N,
17 OW as part of the 1974 JOINT-1 experiment. That shelf has a bottom slope,
2 x 10-4, between those typical of the east and west coasts of North America. He
concluded from an empirical orthogonal function analysis that most of the energy is
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in the first mode internal waves, and that those waves propagated toward the shore.
He claimed that energy dissipation was dominated by the effects of shoaling as the
waves entered shallow water, and by the subsequent non-linear dissipative effects of
wave breaking.
Another analysis of internal wave data by Howell and Brown [1985] is of interest
because it was done at the same site as the present analysis. Howell and Brown
analyzed six internal wave soliton events which occurred during a six day period in
April of 1981. They conclude that they did observe solitons with a period of about
25 minutes, and that the events corresponded well with two layer soliton theory.
Howell and Brown's conclusions would have to be included in any more complete
analysis of internal waves on the shelf.
5.2 Internal Wave Background
Garrett and Munk [1972] codified the deep water internal wave spectrum, and their
scheme has proven to be surprisingly robust away from horizontal boundaries, ver-
tical boundaries, and the equator [ Wunsch, 1976]. There is no reason to expect that
it will be correct on or near the shelf. However, since deep ocean internal waves may
propagate onto the shelf, and since whatever processes maintain the deep ocean at
the GM spectrum may also drive the coastal internal wave spectrum locally, the
GM spectrum makes a useful point of reference for any observed spectrum. In PB
the propagation of a GM spectrum onto the shelf is explicitly modeled, but what-
ever non-linear processes equilibrate the GM spectrum in the deep ocean are not
considered.
The GM spectral power density is, for horizontal currents observed by a current
meter which moves with the sub-inertial current,
2' w2 + f2(u2) + (V2 ) per unit frequency = (4Eb2 No)Nfw 3  (5.1)
where (4Eb2 No) is a scale power spectral density of 2.2 m2 s 1 . (U2) and (v2) are the
horizontal current variances, and N, f, and w are the local buoyancy, inertial, and
internal wave frequencies. When w2  f 2, the power spectrum can be simplified to
(u 2 ) + (V2 ) per unit frequency = (4E b2 No)Nf w 2 (5.2)
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with very little error.
Wunsch and McKee examined internal waves propagating in a uniformly strat-
ified wedge [McKee, 1973; Wunsch, 1968, 1969]. The McKee solutions show that
incoming internal wave crests turn to parallel the beach in the same way that surface
gravity waves do. They also derive the slope c for critical internal wave reflection
off the bottom:
c = (5.3)
If the bottom slope is steeper than c, the wave will be reflected back to deeper
water. If the slope is less than 0.5c, the bottom appears locally flat, and if the slope
is nearly equal to c, a region of strong shear will exist near the bottom (c.f. PB).
5.3 Topography and Coordinates
The CODE region, which is described in Beardsley and Lentz [19871, is centered
around 123030 W and 38'30N, between Pt. Arena and Pt. Reyes, California. Figure
5.1 shows the location of the current meter moorings used in the present analysis.
The coastline is straight for about 75 km, the straight portion being approximately
centered on the central ("C") moorings. The alongshore and cross-shelf directions
are defined by the mean orientation of the coast around the central array: the cross-
shore axis points to 47 0true, and the alongshore axis points to 3170 true. [Beardsley,
Limeburner and Rosenfeld, 1985]. The shelf break, however, is not parallel to the
shore. A coordinate system defined by the 365 m isobath is rotated by about
17'clockwise from the coordinate system defined at the shelf.
The shelf break is at about 200 meters, and the slope of the shelf averages 5 x 10-3
between the C4 and C3 (130 and 90 meters respectively), and 5 x 10-2 at C5. C5
is in 365 meters of water, beyond the shelf break at 200 meters.
Wunsch [1969] solves for the characteristic slope of an internal wave. If the
bottom slope is greater then the characteristic slope of an internal wave, the wave
can no longer be represented with vertical modes (PB). Since much of the analysis
here depends on the existence of vertical modes, the analysis will be restricted to
frequencies whose characteristic slope is everywhere greater than the bottom slope.
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Figure 5.1: The CODE experimental region, showing the central line of moorings
from the CODE II experiment. The C5, C4, and C3 moorings are used herein.
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This is true when
f 2L+ a2N2 ' 2]-o > 2  r/f + N 2 , (5.4)
1 + a2
where a is the bottom slope. An N of 100 cpd, an f of 1.24 cpd, and a maximum
bottom slope on the shelf break of 6 x 10-2 restricts the analysis to frequencies
greater then 6 cycles per day. This also avoids internal waves at the tidal and
inertial frequencies, whose forcing mechanisms are likely to be different than the
forcing mechanisms of the higher frequency internal waves. The critical frequency
on the shelf, with its slope of 5 x 10-3, is only 5% higher than f, and so is not near
the frequencies analyzed here.
5.4 Hydrography
The month of July, 1982, was chosen for analysis because the hydrography had a
simple relationship between temperature and density, which allows the calculation
of density, o, from the temperatures, T, observed at the current meters. The overall
hydrography is typified by figure 5.2, an average for the April to July upwelling
season. It is similar to the two sections taken in July 16th and 19th, 1982, and the
many other CTD casts taken in July [Huyer, Fleischbein and Schramm, 1983].
A relation between temperature and potential density was formed from the CTD
casts taken during July in the CODE region on the shelf and shelf break. Only data
from less than 400 meters were used to obtain the relation
-0.1781T + 27 T > 7.74 C (5.5a)
u = -0.2633T + 28 7.740C < T < 9.2120C (5.5b)
or -0.1975T + 28 T > 9.212"C (5.5c)
This includes both the effect of the nonlinearity of the equation of state and the
observed T/S relation. The RMS difference between (5.5) and the density com-
puted with the full equation of state is 0.085 kg m- . To provide confidence in
this empirical relation, the buoyancy frequency from the CTD sections is plotted as
computed from the full equation of state and as computed from equation 5.5 (figure
5.3). Though not a rigorous test, since it uses the same data as used to derive the
j/T relation, it is reassuring that there are few outliers. This a/T relation allows
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Figure 5.2: The top plots are the hydrography for the CODE region for the April-
July upwelling regime, while the bottom plots are the standard deviation. They are
taken from Kosro and Huyer [1986].
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Figure 5.3: A plot of the average
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with a full equation of state, while
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of 1982. The thick line is the value computed
the thin line uses the empirical relation between
given by (5.5). The data has been smoothed by
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Figure 5.4: The buoyancy frequency of water between 55 and 70 meters at C4 as
a function of time. The data was low-pass filtered with a filter which had a half
amplitude pass at 3.25 times the inertial period (f=1.24 cpd), and a full pass at 4
times the inertial period.
one to compute densities from the temperature records at each current meter. A
representative mid-depth time series of N2 is shown for the water between 55 and
70 meters at the C4 mooring in figure 5.4. The temperature data used for figure 5.4
were low pass filtered with a half amplitude pass at 3.25 times the inertial period
(f=1.24 cpd), and a full amplitude pass at 4 times the inertial period. This removes
the displacements in the density field caused by the internal waves.
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5.5 Low Frequency Currents
Unfortunately, the high frequency (7.5 minute) data needed to study internal waves
were only archived for the moorings at the 130 and 365 meter isobaths. There are
only hourly data available for the moorings shoreward of 130 meters. Thus most of
the following analysis can only be done with the C5 mooring in 365m of water, and
the C4 mooring in 130 meters of water. The C4 mooring had usable current meters
at 10 and 20 meters on a surface mooring, and at 35, 55, 70, 90 and 121 meters
on a subsurface mooring 100 meters away. The C5 mooring had instruments at 20,
35, 55, 70, 90, 110, 150, 250, and 350 meters [Beardsley, Limeburner and Rosenfeld,
1985].
The alongshore sub-inertial currents during July had two main characteristics.
At the 90 meter (C3) and 365 meter (C5) moorings alongshore flow was equatorward
(v e -5 to -15 cm s 1 ) for the first 15 days of the month, and poleward the next 16
days (v - 5 to 15 cm s1). This was also true of the alongshore currents at 90 meters
and below at the 130 meter (C4) mooring. However, the currents were persistently
equatorward in the water above 90 meters at C4. The cross-shelf currents were less
vigorous than the alongshore currents. The barotropic current at C4 is equatorward
for the first 15 days, and nearly zero for the next 15 days. Figure 5.5 shows plots
of representative alongshore currents at C3, C4, and C5. For more information on
the low frequency currents, see Winant, Beardsley and Davis [1987].
5.6 Analysis at individual Current Meters
The GM model makes three strong statements about the internal wave spectrum
in the deep ocean. The shape of the power spectrum of horizontal currents goes
roughly as a;2, the energy level is fixed, and the spectrum is isotropic. However,
it will be shown below that the shape of the internal wave spectrum on the shelf
varies across the shelf, the internal wave energy levels vary with mooring and time,
and the spectra are never isotropic.
Figure 5.6 shows spectra from the C5, C4 and C3 moorings, chosen because they
illustrate well the general trends of the spectra. The spectra become less red as one
moves onshore, the energy levels decrease, and the current ellipses are not the circles
that GM predicts for the deep ocean. (Each of these quantities are plotted separately
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Figure 5.5: Plots of the lowpass filtered along and cross-shore currents. From top
to bottom the panels are 35 meters deep at C3, 20 meters deep at C4, 90 meters
deep at C4, and 110 meters deep at C5. The same lowpass filter was used as was
used in 5.4.
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latter for all the current meters.) In the section on the modal decomposition of the
waves, it will be shown with energy arguments that the high frequency data are
consistent with internal waves.
5.6.1 Power
The total mean square currents, (U2 + v2), in the 6 to 40 cpd wave band is plotted
for each C4 and C5 current meter in figure 5.7. The mean square current has been
scaled by the GM spectrum for the time averaged buoyancy frequency, so a value
of one would match the kinetic energy in the GM spectrum. The power at both
locations is consistently larger than the GM power. The power at the C5 mooring
is greater than at the C4 mooring, both when integrated over the water column and
averaged over the water column. This reduction of power is consistent in magnitude
with the frictional dissipation of shoreward propagating internal waves as described
in Brink [1988] and modeled in PB, and it strongly supports the idea that most
of the internal wave energy on the shelf is propagating in from the deep ocean or
shelf break and being dissipated as it moves shoreward. If energy were propagating
adiabatically from offshore, both the power integrated over the water column and
the power per vertical distance should increase as the waves shoal (PB). If the
waves were propagating from the coast outward, the power should likewise increase
shoreward, with or without friction, because both friction and shoaling work to
reduce the energy in the wave as it moves offshore. Thus the reduction of internal
wave power as one moves close to the shore is a robust indication that energy is
propagating from the deep ocean or shelf break, and is being dissipated as it moves
to the shore.
The enhanced energy near the surface and the bottom at C4 suggests that the
internal waves there are dominated by the first baroclinic mode, which is consistent
with the modal analysis presented below. The lack of a similar enhancement at C5
argues that mode one is not dominant in the deeper water.
5.6.2 Spectral Shape
In figure 5.6, one can see that the log/log spectral slope becomes less steep as one
moves toward the shore. This bluing of the spectra is confirmed by figure 5.8, which
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Figure 5.6: The power spectra of cross and along shelf velocity for current meters
at 90 meters depth at C5, 90 meters depth at C4, and 70 meters depth at C3. The
solid line is the cross-shore power, the dashed the alongshore power, and the thick
solid line the GM power. The stars on the frequency axis mark the limits of the
frequency range analyzed. The spectrum have units of cm2 8-1, frequency in cycles
per day.
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Figure 5.7: Plots of power in the 6 - 40 cpd frequency band normalized by the GM
spectrum. The top plot is for the C5 mooring, the second for C4 mooring.
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shows the spectral slopes at all the current meters on the 365 meter and 130 meter
moorings. The slope is computed from a linear least squares fit between the log of
the power and the log of the frequencies analyzed. There were not enough spectral
data to analyze robustly the power laws at the C3 site. The slopes at the 365 meter
mooring are around 1.8, except for the deepest current meter where the slope is
steeper. The slopes for the 130m mooring cluster around 1.5. Since the one standard
deviation uncertainty of the fits is less then 0.06, these are significantly different.
This bluing of the shallow water spectra is puzzling if one views the internal waves
as propagating in from the deep sea. Since the waves decay at a roughly constant
rate per unit time, [Brink, 1988; Sanford and Grant, 1987, PB], one would expect
the high frequency waves, which are slower, to be dissipated more strongly per unit
distance as they move onshore. This would redden the spectrum by selectively
dissipating the higher frequency waves. The resolution of this discrepancy may lie
in a conjectural non-linear interaction which transfers energy from low frequency
waves to higher frequency waves, or in the preferential generation of high frequency
internal waves on the shelf or shelf break. This is the greatest disagreement between
PB and the data.
5.6.3 The Lack of Isotropy- Predictions from PB
The GM spectrum is isotropic, but it is no surprise that the internal wave spectrum
has a strong polarization near the coast. McKee [1973] studied internal waves prop-
agating into a wedge-shaped topography. He noted that internal wave crests turn to
parallel the coast as surface gravity waves do. This tends to focus the wave energy
toward the coast.
If the internal waves start at the shelf break with no preferred orientation, those
that propagate toward the coast turn so that their crests become more parallel to
the coast. Since internal waves have current ellipses whose major axes are oriented
in the direction the waves are propagating, this turning toward the coast tends to
make the current ellipses perpendicular to the local bathymetry.
If the waves are generated near the shore and radiate outward, their orientation
depends sensitively on the source location and the orientation of the waves generated
at the source. Since current ellipses are symmetric around their major and minor
axes, the shape of the ellipse does not indicate whether a wave is coming on or
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Figure 5.8: Slope of the power spectrum of each current meter in log/log space. The
top plot is from C5 and the bottom from C4.
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offshore. Waves which are generated at the shore but radiate at an angle to the
shore will be trapped shoreward of a depth which decreases as the magnitude of the
angle to the normal of the shore increases. The ellipse orientation of a trapped wave
depends sensitively on the trapping depth and varies as the wave crosses the shelf,
and so depends sensitively on the source geometry.
A mean flow can also alter the internal wave geometry. There are many possible
effects. Current shear alters the local relative vorticity and hence the apparent f
[Kunze, 1985]. The internal wave can trade energy back and forth with the mean
current [Lighthill, 1978]. The effect that is found in PB to be dominant at these
frequencies and for realistic mean currents is the effect of Doppler shifting a red
spectrum. A current will Doppler shift the observed wave, so waves traveling with
the mean current will be observed at frequencies higher than their intrinsic frequency,
and those traveling against the current will be observed at lower than their intrinsic
frequency. If the spectrum of the internal waves in the reference frame of the mean
current is red, as it almost certainly is, then the amplitude of the waves traveling
with the current, which have lower intrinsic frequencies, will be greater. Because of
this, the current ellipse will be shifted in the direction of the current.
All of these effects operate at the same time, so distinguishing the relative con-
tributions of each in the data is hard. PB presents a model of these effects for
waves of a GM spectrum at the shelf break propagating over the shelf. The model
is a linear ray tracing model which assumes that near the shelf break the path of
the internal waves becomes controlled by the bathymetry. This naive treatment of
the shelf break, as well as the lack of any alongshore variation in currents and the
disregard of any non-linear effects other than wave interaction with a mean flow are
the primary weaknesses of the model. However, its simplicity has the advantage
that its predictions can be easily summarized:
- Topographic refraction makes the major axis of the current ellipses perpendicular
to the isobaths.
- The ellipticity of the current ellipse, which is the ratio of the horizontal current
power in the major axis direction to the power in the minor axis direction,
will increase closer to shore, but will not depend strongly on wave frequency.
Currents of the magnitude seen in the CODE region will not greatly change
the ellipticity.
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The current will tend to shift the major axis of the current ellipse downstream,
i.e. for a positive mean current, the angle of the major axis to the cross-
shore direction is positive (See figure 5.9). For a bathymetry like that in the
CODE region, the mean currents will shift the major axis of the current ellipse
of vertical mode one and two waves by only 5 to 15 degrees away from the
cross-isobath direction for mean currents less than 20 cm s-1.
The effects of Doppler shifting will be stronger for higher vertical modes and
higher frequencies, because their wavelengths are shorter.
In order to disentangle the effects of topography and alongshore current in the
data, two types of analysis will be performed. First, the ellipticity and orientation
of the currents as a function of frequency for each current meter will be analyzed for
two time subperiods, one for when the mean currents were predominantly poleward,
one for when they were predominantly equatorward. Then, since the predictions of
the effects of the alongshore current depend on the vertical mode structure of the
wave, a similar analysis will be done on the the modally decomposed data. It is
also with this decomposition that the direction of propagation of the waves can be
determined, and the power in the vertical and horizontal currents can be compared
to internal wave theory.
5.6.4 Ellipticity
One observable which indicates anisotropy is the square of the ratio of the major to
minor axis of the current ellipse (the "ellipticity"). This is the ratio of the powers
in the horizontal currents in a coordinate system aligned with the major axis. For
a single plane wave it varies with frequency as w2 f 2 . For an isotropic spectrum
on a f-plane it is, of course, 1. The theory in PB predicts that the ellipticity of a
continuum of waves over the shelf should not be a function of vertical mode, and
only a weak function of w. The basic result of the theory is that as waves propagate
in from the shelf break they are confined by topographic refraction to a wedge of
angles between -0c and 0c. Oc does not depend on mode or frequency but depends
strongly on the water depth. Therefore, even in the high frequency limit where each
individual wave's currents are only in the direction of propagation, the net current
ellipse of all the waves has the same shape as the wedge of allowable angles. Thus,
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if waves of equal amplitude have been confined to propagate in a direction between
-45'and 450from the offshore direction, the minor axis amplitude should be sin(450)
of the major axis. Of course, as w becomes less and the current ellipse for each wave
becomes more circular, the ellipticity will drop, but for the range of frequencies
considered here this only affects the ellipticity by 30-40%.
In order to collapse the data at each current meter in each subperiod into a single
number, the ellipticity is calculated for each frequency between 6 and 40 cpd, and
those ellipticities are averaged with a constant weighting, ignoring the differences
in energy at each frequency. Since the spectra are red, any power-weighted average
is approximately the ellipticity at 6 cpd, and thus not much more useful than only
examining the ellipticity at 6 cpd. The averages are therefore made without power
weighting. Averaging the ellipticity over a range of frequencies is a sensible thing
to do for a random isotropic wave spectrum, for each frequency is an independent
sample of the same quantity. Thus the tests presented below for distinguishing
the observed wave field from an isotropic random wave field become more robust
when the ellipticity is averaged over frequency. However, averaging the observed
ellipticity over a range of frequencies is still troublesome, for in the real world the
different frequencies are not independent samples of one quantity but are samples of
different yet perhaps correlated quantities. However, there is no consistent variation
of ellipticity with frequency for various current meters, an observation that agrees
with the result in PB that ellipticity should be a weak function of w.
As ai observed quantity, ellipticity is difficult to analyze, for any random time
series of currents will have an ellipticity of one or greater. Thus the sample average
ellipticity of an observed isotropic spectrum will be greater than one, even though
the expected average will asymptote to one as the length of the record increases.
However, for this analysis, the ellipticity at a given frequency is different from an
isotropic spectrum with 80% confidence if its ellipticity is greater then 1.37, and the
average ellipticity over the 6 to 40 cpd frequency band considered here is different
from an isotropic spectrum at the 95% level if the ellipticity is greater then 1.37.
That both significance levels are 1.37 is a coincidence. These significance levels
were found by a Monte Carlo technique: the distributions of ellipticity from 105
synthetic isotropic time series was computed, and from this the confidence levels
were obtained.
Only one of the 32 estimates of the average ellipticity of the data in table 5.1 fails
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definition of current ellipse angle
Figure 5.9: The major axis of the illustrated current ellipse is the heavy line, and 0
is the angle of the major axis to the cross shore direction. 0 is positive as drawn.
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Figure 5.10: These are plots of the power spectra (top) and the angle the major
axis of the current meter makes with the cross-shelf direction (bottom) for the first
(left) and last (right) half of the July for the current meter in 55 meters of water
at the C5 mooring. The stars on the bottom axis mark the frequency limits of the
analysis.
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to be different from white noise at 95% confidence, so the data must be considered
anisotropic. The average ellipticities in table 5.1 lie between 2.8 and 1.4, except for
the bottommost current meter at C4 whose ellipticity is ~ 4.75 for the whole record.
At C4 the ellipticities are enhanced near the top and bottom to levels that are near
the levels that will be obtained for the mode one waves in the modal decomposition
below. This is consistent with the idea that the internal wave energy at the C4 is
dominated by mode one, and suggests that this is not true for C5. None of the
current records have ellipticities near the 2f -2 predicted for a single internal wave,
so the internal wave field cannot be made up of a single wave propagating in from
the shelf break, but is consistent with an ensemble of internal waves propagating
across the shelf.
PB predicts that if all of the internal waves on the shelf had originated as an
isotropic wave field in the deep ocean, the ellipticity of the current ellipses should
increase as the waves move toward the coast. This is not observed, again suggesting
that there is wave generation or scattering on the shelf. Waves generated on the
shelf would also tend to be turned toward the coast by the topography and thus
become consistent with the PB picture closer to shore. A more detailed comparison
to the model in PB is not practical for there is not enough information in the
current meter records to compute the horizontal wave number spectra at the current
meter moorings, and thus it is impossible to compensate for the naivete of PB's
internal wave boundary conditions at the shelf break., or to diagnose what waves are
generated on the shelf or at the shelf break between C5 and C4.
Interestingly, 13 out of 16 current meters at C5 and C4 had greater elliptici-
ties in the second half of the month, when the water was flowing poleward or less
equatorwards. The PB model does not predict this effect, which may be caused by
alongshore variation in the mean flow, or localized generation of internal waves on
the shelf or shelf break.
5.6.5 Current Ellipse Orientation
From the angle of the major axis of the current ellipse to the cross shore direction,
one can get a good constraint on the direction of propagation of energy since the
current ellipse, horizontal wave vector, and intrinsic group velocity are parallel for a
single wave. The mean current will Doppler shift the frequency, but not change the
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before 7/15
Mooring Depth Mean Angle
10 -36±6
C4
C5
20
35
55
70
90
121
20
35
55
70
90
110
150
250
350
-72±7
-16±53
-22±9
-20±15
-12±16
-16±5
-4±27
-8±24
-17±5
-9±9
-13±11
-20±7
-12±6
-26±37
-14±7
ellipticity
2.49±0.37
1.83±0.39
1.35±0.21
1.64±0.25
1.83±0.38
1.53±0.25
4.41±1.17
1.34±0.16
1.37±0.22
1.79±0.31
2.27±0.47
1.93±0.27
2.31±0.43
2.81±0.69
1.53±0.33
2.73±0.79
after 7/15
sig Mean Angle ellipticity sig
-23±5 2.79±0.42
-49±4 2.83±0.28
no -49±21 1.60±0.40
-17±18 1.53±0.23
-2±9 1.95±0.36
4±9 2.03±0.35
-16±4 5.02±0.80
-15±15
-10±10
-26±5
-13±3
-9±6
-22±7
-20±10
-34±21
-22±8
1.91±0.34
2.00±0.54
2.35±0.38
2.42±0.39
2.49±0.31
3.21±0.62
2.06±0.63
1.47±0.31
2.62±0.68
Table 5.1: The angle that the average current ellipse makes with the cross-shore
direction, and the ellipticity of the current ellipse, for the C4 and C5 moorings for
the two week periods before and after July 15, 1982. The averages are made by
calculating the ellipticity and angle at each frequency in the 6 to 40 cpd frequency
range, and then averaging the results with an even weighting. The number after the
± is the standard deviation of the data, not the expected error in the estimation of
the mean. The significance column says no if either the ellipticity or the angle of
the current ellipses is not significant at the 95% level from white noise, using the
tests described in the text.
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current ellipse angle, of a single wave. However, the orientation of the major axis is
ambiguous to the direction of wave propagation by 1800, so the final determination
of the direction of energy propagation must use other methods, such as the evolution
of cross-shelf power presented above, or the correlation between velocities presented
later.
The orientation of the major axis of the current ellipse is given as the angle
the major axis makes to the cross-shore direction. The angle is constrained to be
between -90'and 900, and is defined in figure 5.9 as being positive in the counter
clockwise sense.
Figure 5.10 includes plots of the ellipse orientation angle for the 55 m current
meter at the C5 mooring. It illustrates a surprisingly constant major axis angle
over the 6-40 cpd range of the analysis. The scatter of the angles in figure 5.10 is
smaller than in most other records, but none of the other records show a trend in
the ellipse orientation with frequency. Since the observed angles show no consistent
relation to frequency, they have been averaged over the usual range of frequencies.
The averages are in table 5.1. The significance estimate was again formed with a
Monte Carlo technique. 10' synthetic isotropic random time series were formed,
and ellipse orientations as a function of frequency were formed as with the data.
The mean angle was defined as the angle which is closest to all the angles in a
least squared distance sense. Angular distance was defined as being between -7/2
and r/2 because ellipse angle is ambiguous to a 7r radian rotation. The standard
deviation of angles around this mean was found for each synthetic isotropic series,
and a distribution of these standard deviations was found. The standard deviation
of the angles in the data was then compared to the distributions of the synthetic
data. All but one of the current meter records have angles whose distributions are
significantly (>95% confidence) different from an isotropic wave field. This again
shows that the wave field must be considered anisotropic
Several conclusions can be drawn from the angles in table 5.1. 31 of 32 averaged
angles are negative, and many are near the -17' value consistent with bathymetric
steering and thus are consistent with linear internal wave energy propagating to the
shore. (The shelf break is rotated relative to the shore by -17'.) The angles at C4
are more negative when the bottom half of the water column flows to the equator, as
the Doppler shift theory in PB would predict. Conversely, the angles at C5 are less
negative when the currents are flowing equatorward. This is puzzling, for it is riot
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what PB would predict, and the difference is in the sign of the effect, not just the
magnitude. Perhaps some alongshore variability in the currents is focusing internal
waves. There is one other puzzling thing in the table: the 20 m current meter at C4
has current ellipses with angles of ~ -60'to the cross-shelf direction with very little
scatter with frequency. It is unclear what could cause this.
5.7 Modal Decomposition
From a modal decomposition of the data, the direction of wave propagation can be
found, the vertical structure of the waves can be found, and more detailed com-
parisons can be made to the PB theory. The power in the horizontal and vertical
currents can also be shown to be consistent with linearized internal waves. Unfor-
tunately, decomposition into vertical modes can only be done at C4, for the current
meters at C5 are badly spaced for a decomposition, and the hourly data at the
shallower site make it difficult to compute robust statistics. The details of the de-
composition have been left to the appendix, but a summary follows. Using the mean
buoyancy profile for the month, figure 5.11, the vertical modal structures are calcu-
lated for a frequency of 10 cpd, so f2 < < N2 . These modes, also illustrated in
figure 5.11, are shown in PB not to vary substantially with frequency for frequen-
cies greater than the critical frequency of reflection and lower than the buoyancy
frequency. It is these restrictions which define the 6 to 40 cpd frequency range to
which the gathering of statistics is confined. The modes are fit at each time step to
the current meter data, with u, v, and w fit independently. The fit is optimal in a
least squares sense. w is determined from the time derivative of temperature and
the vertical gradients of temperature.
For this decomposition, only the first two modes are estimated with confidence.
These two modes account for 71% of the cross-shore current variance, 50% of the
alongshore variance, and 66% of the vertical velocity variance in the frequency range
analyzed. Table 5.2 breaks this down by variable and mode. The angle of the current
ellipses and the ellipticity of the current ellipse for the mode 1 wave are shown in
figure 5.12.
The ratio of the power in the horizontal currents to that in the vertical currents
for a given mode can be used to check if the high frequency data are consistent with
internal waves. The ratio of the horizontal current power to the vertical current
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horizontal velocity structure of first three modes
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Figure 5.11: The left hand panel is a plot of the horizontal velocity structure of
the first three modes, while the right hand plot is a plot of the buoyancy frequency
profile. The stars on the vertical axis mark the position of the current meters at
C4.
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Figure 5.12: Plots of the angle of the current ellipses (top), the ellipticity of the
current ellipse (middle), and the correlation between the currents parallel to the
minor axis of the ellipse and the vertical velocity (bottom) for mode 1. The stars
on the horizontal axis mark the frequency limit of analysis.
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Mode Alongshore velocity Cross-shore velocity Vertical velocity
1 35% 53% 53 %
2 15% 17% 15%
3,/Barotropic 11% 4% 10 %
Residual 32% 27% 22 %
Total Variance 94% 101% 100 %
Table 5.2: The percent variance explained by mode for the modal decomposition.
The third mode for the horizontal velocities is the barotropic mode, not the real
third mode. It is fit to reduce the crossing of any barotropic mode into the first
and second modes. The total variance does not sum to 100% because the discretely
sampled modes are not orthogonal. Details are in the appendix.
power for a given mode should be [FoforOff, 1969, PB]
(V2) + (U2) N2 - (5.6
(1 + f 2 - 2 ) (5.6)
for an ocean with a constant N, where wr is the frequency of the wave in a frame of
reference moving with the barotropic water velocity. PB demonstrates that replacing
the constant N with a depth averaged N makes little difference if w2 < N2n, where
Nmin is the smallest N in the water column, in this case about 50 cpd. Wr differs
from w by (PB)
Mwr
or = w - sin(0)V Dc, (5.7)D
where 1V- is the alongshelf barotropic current, A the mode number, D the water
depth, 0 the orientation of the internal wave to the cross-shelf direction, and c is
the characteristic slope of an internal wave, from (5.3). V varies with time, and
at any given frequency there is an ensemble of waves with varying orientations and
amplitudes. In figure 5.13, the results for modes one and two are plotted with the
curves predicted by (5.6) and (5.7) for V - ±10cm s-1 and 0 = ±24', the latter
being the current ellipse angle for mode one, described below. The data agree well
with the curves from (5.6), especially with the curve in which 0 and V are oriented
in the same direction, as they are in the data.
The most robust result of the decomposition is that the first mode is dominant
at C4. In the cross-shelf velocity, the first mode explains 53% of the variance, the
second 17%. In the alongshelf , the numbers are 35% for the first mode, 15% for
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Figure 5.13: The ratio of the horizontal and vertical current powers for mode 1, top,
and mode 2, bottom. The solid line is the solution to (5.6) when V = 0 and/or
o = 0, while the dashed lines are for V = ±10cm s-1 and 0 ± i240. The lower
curve is for when the sign of V and 0 differ, the upper for when they are of the same
sign. The error bars on the data are ± one standard deviation.
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the second, and in the vertical velocity, 53% in the first mode, 15% in the second.
The lower power in the first mode alongshore currents compared to the cross-shelf
and vertical velocities suggests that waves trapped to the coast are less dominated
by the first mode. The higher power in mode one is consistent with Brink [1988],
which predicts that modal internal waves decay at a constant rate per time. Thus,
if the waves are coming from the shelf break, those which travel faster will be the
least dissipated when they reach a mooring on the shelf. Since second mode waves
have group velocities half as large as first mode waves, they ought to be, and appear
to be, more attenuated than first mode waves. Of course, there may have simply
been less mode 2 energy entering the shelf from the deep ocean or generated at the
shelf break. A more detailed comparison between model and theory is thwarted by
a lack of knowledge of the relative strength of the modes at the shelf break.
The orientation of the current ellipses is nearly cross-isobath, though the orien-
tation changes somewhat with time and mean currents. The depth mean current
is equatorward for the first 15 days of July, and nearly zero subsequently Winant,
Bcardsley and Davis, 1987]. Nevertheless, the first mode angle is hardly changed,
remaining about -24' as the current changes, while the slower second mode changes
its angle from -33' when the bottom current is equatorward to -13' when the
current is poleward. This 200 change in angle is comparable to the 10' swing
predicted by PB for a 10 cm/s barotropic current and an isotropic GM spectrum
at a 400m shelf break. In the end, however, the magnitude of the predicted effect
of mean current on angle is small, and the uncertainties in the predictions and the
data analysis are large. Thus while the second mode data are not inconsistent with
the Doppler shift model in PB, nor are the data inconsistent with the simpler model
that ignores currents and says that the waves will be perpendicular to the local
bathymetry and propagating towards the shore.
PB predicts that the internal wave field propagating in from the shelf break will
be focused into a narrow range of angles, and thus the ellipticity of the currents
will become independent of frequency and mode. Unfortunately, the predictions
of what the ellipticity will be in PB are sensitive to even small amounts of wave
energy generated on the shelf. Any waves generated on the shelf can reduce the
ellipticity by an order of magnitude if the maximum offshore extent of those waves
coincides with the position of the mooring, even if the energy generated on the shelf
is much less than the incoming internal waves. The ellipticity of the observed mode
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one waves is about 3.6 while that of the second mode is 2.3, with neither showing
an obvious frequency dependence. This suggests there is relatively more alongshore
propagating energy in the second mode than in the first. Also, for both modes, the
ellipticity increases in the second half of the month, though only in the first mode
is this increase significant, from 3.29 to 4.34. This suggests a decrease in alongshore
energy in the second part of the month. The tentativeness of this analysis indicates
the difficulty of understanding the internal wave field without some measure of the
horizontal wave number spectrum.
The modal data can help to determine the direction of internal wave propagation.
To do this, it is necessary to define the "spectral correlation coefficient." This is the
normalized cospectrum of two time series at a given frequency, defined as
CoV
(Vw) = "" , (5.8)
where Covw is the cospectrum of v and w, and Pv, and Pww are the power at a given
frequency in v and w respectively. The structure of an internal wave propagating in
the x direction is, when represented modally
1 dW sn(xw±)
U = dl sin (kx - ofI + #) ,(5.9a)
k dz
f dWV
V kw dz cos (kx - wt + ), (5.9b)kw d z
and
w =W(z) cos (kx - wt + #), (5.9c)
where k is the wave number, w the angular frequency, and # is a phase (PB).
From (5.9a) it is easy to see that for a single plane wave traveling in the positive
x direction, the correlation (vw) is one, and the major axis of the internal wave
is oriented along the x axis. Thus, for a single wave, once the angle of the major
axis of the current ellipse has been determined for a given frequency, the mean
direction of wave propagation along the major axis can be determined from the sign
of the correlation of the vertical velocity and the current in the minor axis direction.
Unfortunately, for a set of internal waves propagating onto the coast with a range
of angles, the computation of the correlation is more complicated. As a simplified
version the the model in PB, the correlation is calculated assuming waves of equal
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amplitude and random phase propagating at angles from -0c to 0c around the major
axis. Computing the theoretical correlation of the minor axis velocities and the
vertical velocities for modally decomposed waves of random phase and constant
amplitude, one obtains
2fsin()
K(ow) = (5.10)
20c (1 + + csn(c) -1
where 0c is computed in PB as a function of 6, the ratio of the water depth at the
observation site to the depth where an internal wave first "feels" the bottom:
Oc = arctan . (5.11)
Oc is shown as a function of 6, and (vw) as a function of Oc, in figure 5.14. Assuming
6 ~ 0.3 to 0.4 for the 130 meter site, the correlation should lie between 0.1 and 0.4.
Correlations of 0.1 to 0.4 for a single frequency are hard to distinguish from white
noise. However, it becomes possible to test for propagation onshore if the test is
whether the correlation is positive. This test distinguishes waves going onshore from
a random wave field, whose correlation would be randomly distributed around zero,
and also from waves propagating offshore. It cannot test between various models
of the distribution of energy with angle. The test is made by rotating the data at
each frequency so that u is in the direction of the major axis that points onshore,
and v is parallel to the minor axis which makes the coordinate system righthanded.
Then the correlation (vw) is formed, and plotted in figure 5.12. Table 5.3 gives
the percentage of frequencies whose correlation is positive and the confidence that
this percentage is distinguishable from an isotropic internal wave field. Since u is
rotated so that the onshore component of a positive u is positive, when (vw) is
positive the waves are propagating onshore. All of the mode one data are consistent
with onshore propagation at a better than 93% level, while the mode 2 data are
only consistent with onshore propagation before July 15. The mode 2 correlations
after July 15 are indistinguishable from white noise.
There are some caveats to this method. The correlation is very sensitive to the
range of angles over which the waves are propagating. Thus, if an ensemble of waves
propagated onshore at a range of angles from -10' to 10' and the same amount of
energy went offshore spread between -30' and 30', this method would indicate that
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the correlation of alongshore and vertical velocities
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frequency in cpd
maximum angle of internal waves to cross shore direction90[
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ratio of depth at shelf break to depth of current meter
Figure 5.14: The top panel is a plot of the correlation between the vertical velocity
and the horizontal velocity parallel to the minor axis as a function of angular beam
width and wave frequency. The bottom panel plot is the beam width as a function
of the ratio of depth at which the waves feel the bottom to the depth of the current
meter.
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Mode 1 Confidence Mode 2 Confidence
before July 15 100% >95% 71% 93%
after July 15 71% 93% 45% none
Table 5.3: The percentages are the percentages of frequency bins whose vertical
velocity versus minor axis velocity correlation is greater than zero. For waves trav-
eling onshore, this should be 100%, for a isotropic wave field it should be 50%. The
confidence level is the confidence that it is the former, not the later.
energy was propagating into the shore. These are limitations of not measuring the
wave number spectrum directly.
5.8 Variation in Power with Space and Time
Inherent in the GM spectrum is an assumption that the energy levels of the internal
wave spectrum are constant with time. This is not true for the internal waves on
the shelf in the CODE region. The determination that the energy levels are not
stationary is tricky, for any finite length moving average of a truly random time
series will fluctuate. These fluctuations are larger for a red spectrum. Figure 5.15 is
a plot of a two day moving average of the power over the 6 to 40 cpd frequency band
from the 35, 70, 90 and 121 meter current meters at C4, along with one standard
deviation error bars computed from the periodograms. The error bars account
for the redness of the spectrum. The mean energy is also plotted. The standard
deviations of the data are small enough, and the degrees of freedom large enough,
that the chi square distributions can be considered Gaussian. The observations
from 35 meters were more than one standard deviation from the month-long mean
32% of the time, at 70 meters 68% of the time, at 90 meters 67% of the time, and
at 121 meters 80% of the time. For a stationary Gaussian distributed time series,
this should only be true 34% of the time, indicating that the power levels are not
stationary.
Neither the fluctuations in N plotted in figure 5.4 or the fluctuations in the
alongshore wind in figure 5.16 show any correlation with the power fluctuations. This
is also true for the time series of N at the other depths, the time series of winds at
other nearby locations, and the time series of alongshore current and current shear.
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Figure 5.15: Plots of a two day moving average of the power from the 35, 70, 90 and
121 meter current meters at the 130 meter site, along with one standard deviation
error bars. The mean power is plotted as the heavy horizontal line.
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Figure 5.16: This is a plot of the along shelf winds at C4 for the month of July. The
winds have been lowpassed filtered with the same filter as used for figures 5.4 and
5.5.
Perhaps the fluctuations in internal wave power are the results of the focusing of
internal waves by alongshore variations in the current field.
5.9 Discussion and Conclusion
The observations can be summarized by contrasting those results that are consis-
tent with internal wave energy existing in the deep ocean as a GM spectrum and
propagating onto the shelf, and those results that suggest that waves must also be
generated, or at least severely modified from the predictions of a linear theory, on
the shelf.
The decline of total energy levels approaching the shore strongly supports the
model of waves originating in deep water or at the shelf break and being eroded by
friction as they propagate onshore. In a scenario with no friction, or any scenario
for generation of outward propagating waves near the shore, the energy levels would
be expected to increase near the coast.
The orientation and ellipticity of the current ellipses is consistent with an ensern-
ble of internal waves propagating in from the deep ocean, though the failure of the
ellipticity to increase shoreward (as predicted by PB) suggests that waves generated
on the shelf are also propagating onshore, thus broadening the angular distribution
of the waves. Propagation toward the coast is also supported by the sign of the
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correlation of the vertical and minor axis velocities of mode one and two waves.
The dominance of mode 1 waves at the C4 site is again consistent with the
frictional model in PB, since mode 1 waves are the least affected by friction. This
argument cannot be made more convincing, however, without a better knowledge
of how deep water modes penetrate onto the shelf. It seems that mode 1 does not
dominate at C5.
There are facts that conflict with the picture in PB and indicate that while a
GM spectrum propagating in from the deep ocean or shelf break is probably the
dominant source of internal waves on the shelf, it is certainly not the only one. It
may be that a significant portion of the internal wave energy on the shelf is generated
on the shelf. It may also be that the theory is too naive in its linearity, in its simple
assumption that the alongshore current is barotropic, or in its assumption of no
alongshore variability in topography on frequency .
The most puzzling finding is that the spectrum becomes less red closer to shore.
The slower high frequency waves should be dissipated more rapidly than the low
frequency waves. The observed bluing of the spectrum means that either energy is
being generated preferentially at higher frequencies on the shelf, or that non-linear
interactions are shifting the energy in the spectrum to the higher frequencies.
Thus the most plausible qualitative synthesis of observations is of a GM spectrum
propagating onto the shelf accompanied by shoreward propagating waves generated
on the shelf. In order to clarify this possibility it would be necessary to have obser-
vations of the modal structure of the waves at several different locations, and ideally
some knowledge of the directional spectrum of the waves.
It is also worth observing that on continental shelves broader than at the CODE
region, PB indicates that it is likely that dissipation would eliminate all waves from
the deep ocean before the shore is reached, which would considerably alter the
internal wave climate.
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5.11 Appendix: The Modal Decomposition
In a flat bottom ocean, the internal wave spectrum can be broken into vertical modes
which are orthogonal to each other (e.g. LeBlond and Mysak [1978]). Given u and
i as horizontal velocities, and w as the vertical velocity, the linearized system of
equations on an f-plane is
- fv = - , (Ala)
at Po ax
Dv fu 1 DP (Alb)
at P oay
Dw_ 1 DP pg (le
-w = - - - - (A lc)
at po az Po
Ou Ov Dw
-+- + = 0, (Ald)
Dx Dy Dz
and
- N2(z)w = 0. (Ale)
at g
This system admits internal wave solutions of the form:
U = -- dIV sin (kx - ot +), (A2a)
k dz
f dWV = d cos (kx - wt +), (A2b)
kw dz
and
w = W(z) cos (kx - wt + #), (A2c)
where # is a phase, k the horizontal wave number, w the angular frequency, and
W(z) the vertical modal structure. W(z) is determined by
d2W (N 2 (z) -w 2 ) Aad2  + k2 I = 0 (A3a)
dz2 ( W2 _ f2
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and
WV = 0 at the top and bottom. (A3b)
If N is constant, IV has the form
MTr
sin ('Dz) M = 0...00. (A4)
If N depends on depth, the structure of the mode is no longer independent of w2.
However, as shown in PB, if N 2 >W 2, as is true of this analysis, the modal structure
is independent of w2 to a very good approximation. Thus the modal decomposition
will be done for the w = 10 cpd modes. The results are insensitive to the choice of
W.
This analysis is only true for a flat bottom, however, since the boundary condition
is W = 0 at the bottom. However, Wunsch [1969] showed that the vertical modal
solution is approximately valid for waves whose frequencies are much less than the
frequency of critical reflection, which is true for this analysis. This approximation
is justified in greater detail in PB.
The actual decomposition of the data was done on the horizontal velocities and
vertical velocities. The vertical velocities were estimated by assuming the tempera-
ture balance
Tt +wTz = 0 (A5)
and computing Tz from low pass filtered current meter data. The modal functions
were computed for the mean hydrography. This is less critical than it may appear,
for the low modes are not very sensitive to changes in N. The amplitude of each
mode was found by fitting the computed modes to the current meter data at each
time record, fitting u, v, and "w" independently. The data were depth weighted,
but this made little difference because the current meters were nearly evenly spaced.
The fit was optimal in a least squares sense.
This straightforward method obscures several subtle issues in the decompo-
sition. The first problem is that, while the internal wave modes are orthogo-
nal, a set of discrete measurements in the water column are not in general or-
thogonal. Unfortunately, to speak meaningfully of power in a mode, that mode
must be orthogonal to all others. In order that all of the modes that are fit are
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nearly orthogonal to each other (in the sense that for two modes W1 and 11'2,
11 12/ (1 1' 1 )(WV12 W2) < 1 where i - W/2 is the inner product of 11"i and W72
evaluated at the measurement points), only 5 modes can be fit to the seven current
meters. The fit is judged successful because the sum of the power in each mode and
the residual (as shown in table 5.2) is never more than 6% different from the total
power. If the data from the top two current meters are discarded, the power in the
modes explains 180% of the variance, with most of the duplication of power being
in the lowest two modes. Thus discarding the top two current meters is untenable.
It is unfortunate that the need for orthogonality forces one to use the top two
current meters, since they are on a different mooring. This mooring is described as
nominally being one hundred meters to the northwest of the subsurface mooring,
and was certainly not more than 200m away [Beardsley, Limeburner and Rosenfeld,
1985, and S. J. Lentz, pers. com.]. The horizontal decorrelation length scale for
horizontal currents will be half a wavelength for waves with a finite beam width.
Figure 3.17 is a plot of the wavelengths of the first 5 modes as a function of
frequency. From this it can be seen that if the separation between the first two
moorings is 100m, mode 2 becomes nearly decorrelated at 40 cycles per day. In the
worst case, with a separation of 200m, the second mode becomes decorrelated at
about 23 cycles per day.
The amount of power in a real mode that is spuriously transfered to another
mode because of any decorrelation of the top two meters from the lower current
meters can be calculated. This calculation shows that, at the worst case of 200 m
separation, 20% of mode 1 horizontal current power will leak into mode 2, while 20
% of the horizontal current power in mode 2 can leak into mode 1. However, only
5% percent of the vertical current power in mode 2 can leak into mode 1 vertical
current power and vice versa. Little mode 1 and 2 power would be leaked to the
higher modes. The vertical power is 53% in the first mode and 15% in the second
mode, and the cross-shore power is 53% in the first mode and 17% in the second
(table 5.2). This partition remains true for frequencies in the 25-40 cpd range. If'
the two moorings were so far apart that mode 1 would decorrelate, the cross-shore
mode 2 power would be greater than the vertical mode 2 power, since more of the
horizontal mode 1 power would leak into horizontal mode 2 than vertical mode 1
power into vertical mode 2. Likewise, if only mode 2 decorrelated, the fraction of
cross-shore power in mode 2 would be less than the fraction of vertical power in
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Figure 5.17: This is a plot of the wavelength of the first three internal wave modes
in 130 meters of water as a function of frequency.
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mode 2 since more mode 2 power would leak in the horizontal modes than vertical
modes. Thus the the moorings are probably 100m or less apart.
Even with only a hundred meters between the two current meter moorings, it
must be assumed that modes higher than the second are decorrelated. Similar
calculations to the ones above show that it becomes impossible to sort out the
energy in the higher but resolvable modes, but that the partition of about 30% of
the energy to modes higher than the second mode is robust.
The possibility of modes higher than the theoretically observable fifth mode
being aliased into the low modes is impossible to rule out, but seems improbable
because the energy decreases monotonically for the first five modes.
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Chapter 6
Conclusion
The preceding chapters are only the beginnings of what need to be studied in order
to understand the effect of winter time cooling on the coastal ocean and the internal
wave climate in the coastal ocean. This conclusion section presents what I think
would be the most useful next steps to understanding these phenomena better.
6.1 Winter Time Cooling and the Coastal Ocean
The second chapter describes the transition between a flow dominated by the verti-
cal mixing driven by surface cooling and a turbulent geostrophic flow. In order to
understand the transition, the vertical mixing driven by convective overturning was
parameterized with a scheme based, like Mellor and Yamada [1982], on laboratory
results which neglect rotation and background horizontal density gradients. This is
troubling and hard to justify a priori. It should be, however, just within the grasp
of modern computers to resolve all scales from convective to geostrophic arrest in
one computer simulation and directly simulate the transition from vertically convect-
ing flows to nearly geostrophic turbulent flows. This would be an ambitious project.
Intellectually it spans the space from geostrophic turbulence to convection. Computa-
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tionally it would require a non-hydrostatic simulation capable of resolving convective
scales, i. e. horizontal scales of order the water depth, yet with a domain large enough
to contain geostrophic turbulence, i. e. a domain size of the same order or larger than
the relevant turbulence arrest scale. Even with a turbulence submodel to span the
range of scales from sub-convective to Kolmogorov, this implies a computational task
similar in size to a large global ocean general circulation model, which makes it just
within the reach of a graduate student starting a thesis in the late 1990's.
The third chapter uses simple models of geostrophic turbulence to scale for the
eddy flux of heat across-the shelf. These scalings assume that the velocity anomaly
of the geostrophic turbulence scales as the product of the mean thermal wind shear
and the water depth. It is difficult to justify this rigorously, though it is a common
assumption [Stone, 1972; Visbeck, Marshall and Jones, 1996]. Attempts to find a
better scale for the velocity multiply the thermal wind velocity scale by a function
of the Burger number [Held and Larichev, 1995]. Extending the work in chapter 3 to
include scales for the stratification would allow one to use these more sophisticated
scales for the velocity anomaly, and perhaps explain why the product of the length
of the instabilities and the velocity anomaly are predicted more accurately by the
scalings than either quantity alone.
Chapter 3 also ignores wind forcing, which can both change the eddies which
move heat offshore and drive flows which transport heat offshore. An alongshore
wind will set up ageostrophic cross-shelf flows in the surface and bottom boundary
layers. These flows would shear the top and bottoms of the eddies, and it would be
useful to understand how and if this affects the eddies. The wind-forced boundary
layer flows will also transport heat on- or offshore and, in so doing, alter the depth
averaged stratification which controls the static and baroclinic stability of the fluid.
It would thus be useful to understand both the wind driven heat flux and the wind's
effect on the mean stratification.
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It is also assumed in the above work that temperature is the sole determinant of
density. There is, however, a mean cross-shelf salinity gradient over most continental
shelves created by riverine runoff, and this salinity gradient tends to make the near
shore waters less dense than the offshore waters. Further, as the temperature of the
water falls, the importance of the salinity in the equation of state of seawater increases
[Gill, 1982]. In the Nantucket Shoals Flux Experiment the density field at the end of
the 1979-1980 winter was temperature-dominated to the 100 meter isobath, at which
point the density increased offshore due to the salinity gradient (figure 1.1, Beardsley
et al. [1985]). It is an open theoretical question whether an eddy could propagate
through a region where the cross-shelf density gradient reverses, and it is further
unclear whether a mixing formulation as given in chapter 3 would be appropriate in
such a case. This question is further complicated on the Mid-Atlantic Bight by the
existence of the shelf break front nearby.
The shelf break and the shelf break front further complicate applying chapter 3 to
the actual ocean by making it difficult to estimate the heat flux from the deep ocean
onto the shelf. It is assumed in chapter 3 that this heat flux is known, but it is even
unclear to what extent the heat transport across the shelf break is set by the water
properties on the shelf, meteorological events, or external forcing from the deep ocean
(such as warm core rings).
Despite these uncertainties, chapters two and three begin to explain how an ice-
free coastal ocean responds to winter time cooling. It is found that the strong vertical
mixing driven by cooling need not always mix the entire water column, and when it
does not cross-shelf eddy fluxes of heat can be sufficient to balance surface cooling.
This mechanism is likely to be important in establishing the hydrography of a winter
time coastal ocean.
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6.2 Observations and Theory of High Frequency
Internal Waves over the Continental Shelf
The study of internal waves in the coastal ocean can be advanced most rapidly by
new observations. The non-linear interactions between internal waves on the shelf, the
mechanisms of generation of internal waves on the shelf, and the response of internal
waves on the shelf to vertically sheared flows are all important areas of theoretical
interest. Nonetheless, the almost complete lack of knowledge of the evolution of the
horizontal wave number spectrum of internal waves crossing the shelf makes it hard
to know which of the outstanding theoretical questions to concentrate on.
Given a horizontal wave number spectrum of internal waves at a locations on the
shelf, one could trace the waves back past their origin, though the location of the point
of generation along the ray path would be unknown. By observing the evolution of
the spectrum across the shelf, the location of wave generation on the shelf can be
pinned down. This would give valuable information about the non-linear processes
and generation mechanisms of the internal waves created on the coast.
Observations of the horizontal wave number spectrum would also help to define
the internal wave flux across the shelf break. Chapter four assumes that the internal
wave spectrum at the shelf break can be modeled as a Garrett and Munk spectrum,
despite the explicit disavowal in Garrett and Munk [1972] of any applicability of
the spectrum near horizontal or vertical boundaries. Since understanding what the
spectrum should be at the shelf break requires understanding what sets the Garrett
and Munk internal wave spectrum, and since this has not vet been done convincingly,
observations may be the best way to proceed.
The horizontal wave number spectrum is a difficult quantity to observe because
of the broad temporal and spatial bandwidth of the internal waves over the shelf.
Because spatially broad band processes have decorrelation length scales of the order
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of the wavelength being observed, any observation of the spatial spectrum would need
to be done with an instrument or instruments capable of taking measurements spaced
much less than a wavelength apart. Making the task somewhat easier, waves of small
spatial scale have high frequencies, and can thus be prevented from contaminating
the measurements with temporal filters.
The difficulty of this measurement task can be seen by estimating the horizontal
wavelength of a vertical mode one internal wave, Ah
ND
Ah r 2w
where N is the buoyancy frequency, D is the water depth, and w the frequency of
the wave. For a quarter daily internal wave in a hundred meter deep ocean with a
buoyancy period of a quarter hour, the wave length of the wave would be 1.2 x 103
meters. Thus to find the horizontal wave number spectrum of waves of this frequency,
an array of independent measurements must be taken within 1.2 x 103 meters of each
other over a time short compared to the wave period. The design of this array could
be optimized by creating artificial data sets with the solutions given in chapter 4 and
"observing" the waves with the proposed measuring system.
However, even without measurements of the horizontal wave number spectrum of
internal waves over a shelf, the solutions in chapter four allow one to make better
assumptions about the internal wave climate in the coastal ocean: Friction can be
assumed to be important in dissipating the waves near the coast. The internal waves
forced by the deep ocean are more important over narrow shelves. The current ellipse
forced by an ensemble of internal waves of a given frequency may have an ellipticity
considerably less than a single wave, and the orientation of the current ellipse will be
controlled primarily by the bathymetry and to a lesser extent by mean currents.
The observations analyzed in chapter five, though insufficient to determine the
horizontal wave number spectrum, do allow one to make several conclusions about
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the internal wave climate in July of 1982 at the Coastal Ocean Dynamics Experiment
II site. The internal wave energy at the moorings analyzed came mainly from the
deep ocean, and was being dissipated as it moved onshore. Some internal wave energy
must be generated on the shelf, and the internal wave energy levels are not stationary
in time. Energy levels are elevated from the Garrett and Munk spectrum, but the
spectral shape remains similar, though less red closer to shore.
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