ABSTRACT Deep learning has gained a lot of successes in various areas, including computer vision, natural language process, and robot control. Convolution neural network (CNN) is the most commonly used model in deep neural networks. Despite their effectiveness on feature abstraction, CNNs need powerful computation even in the inference stage, which becomes a major obstacle in their deployment in embedded and mobile devices. In order to solve this problem, we 1) propose to make decomposition on convolution layers and full connected layers in CNNs with naïve semi-discrete matrix decomposition (SDD), which achieves the low-rank decomposition and parameters sparse at the same time; and 2) we propose a layer-merging scheme which merges two out of all the three result matrices, which can avoid the explode of the intermediate data come with the naïve semi-discrete matrix decomposition; 3) we propose a progressive training strategy to speed up the converging. We implement this optimized method in image classification and object detection networks. Under the loss of network accuracy by 1%, we achieve significant running time and model size reduction. The full-connected layer of the LeNet network achieves 7× speedup in the inference stage. In the Faster-Rcnn, the weight parameters are reduced by the factor of 5.85×, and it can have a speedup by the factor of 1.75×.
I. INTRODUCTION
Deep learning has proved its extraordinary effectiveness in various areas, for higher accuracy, faster speed, smaller memory footprint, the development of image classification and object detection neural networks gradually become diverse, but normally the implementations of deep neural networks are supported by the hardware with large computing resources such as GPU. These successes also explode the attempts of deploying deep learning applications on embedded or mobile devices. The convolution neural networks are the most commonly used kind of DNN for supporting the image and video analysis on the embedded and mobile devices. However, limited resources in those kinds of devices could not support running convolution neural network learning models that supposedly occupy a couple of hundreds of megabytes storage space and several gigabyte runtime memory.
In order to solve this problem, plenty of ways have been proposed to speed up and compress convolutional neural networks. Making the matrices in neural network models sparse is one of the major efforts to fit deep learning applications into embedded or mobile devices, though it is always a difficult problem to determine the optimal sparsity of each convolution layer in the network model. In general, many attempts and retraining are needed to determine the sparsity of the model.
Low-rank decomposition is a commonly used model optimization scheme. CP decomposition is a typical low-rank optimization, and it has a good acceleration effect in a single layer and can achieve 4× times of acceleration in AlexNet in a single convolution layer [1] . However, due to the uncertainty of its optimal decomposition rank, a large number of experiments need to be performed in the decomposition. At the same time, CP decomposition can not decompose all the convolution layers in the network, which has great limitations in practical applications. Tucker can get better ranks, and all convolutional layers can be decomposed in the model. Unfortunately, decomposing a convolutional layer into three convolutional layers leads to too much intermediate data in the computation and the network is deeper and more difficult to train [9] .
Reference [2] tries to find the optimal degree of the sparseness of the convolutional neural network in a bandwidth-bounded and the computing performancebounded optimization problem. The determination of sparsity at each layer depends on a lot of factors, depending on the characteristics of the layer and the features of different platforms.
Semi-Discrete Decomposition is an effective approach to transfer a matrix to a group of approximate low-rank matrices. Motivated by related works on deploy CP Matrix Decomposition, and TUCKER Matrix Decomposition in deep convolution networks, we use Semi-Discrete Decomposition to reduce the neural network model size. Beside the low-rank decomposition, Semi-Discrete Decomposition could also achieve a certain degree of sparsity from the original matrices in the network model.
We propose a scheme to build a sparse convolutional neural network based on semi-discrete matrix factorization. The contributions of this paper are as follows:
1) We apply semi-discrete matrix decomposition to the convolution kernel of a convolutional neural network and we propose a progressively training strategy to retrain the decomposed model. By the proposed methods, deep neural network models could be decomposed to low rank and sparse matrices and could be retrained in a shorter time as well. 2) We identify the memory footprints explosion problem in naïve semi-discrete decomposition and then we propose a lay-merging approach to avoid it. 3) We apply this scheme to image classification networks (LeNet and AlexNet) and object detection neural networks (we take Faster-Rcnn as an example), experimental results show that it can effectively sparsify and accelerating these deep convolution networks. This paper is structured as follows. In the second section, we summarize the existing acceleration and compression methods of convolution neural networks. In the third section, the naïve semi-discrete decomposition in the convolution neuron neural network is presented. In the fourth section, the challenge of the naïve method is discussed and lay-merging idea to solve it was proposed and analyzed. In the fifth section, we implement our solution on three representative networks, LeNet, AlexNet, and Faster-Rcnn. The paper is then summarized in the final section.
II. RELATED WORK
Deep neural networks have achieved great success in many fields. However, its application in embedded devices is limited due to a large amount of complex computing and large storage space required. In the current study, a number of methods have been proposed to optimize it, which can be mainly divided into the following five categories.
Sparse network: By comparing the importance of parameters and setting the unimportant parameters to 0, the number of effective parameters can be reduced. Some works focus on sparse the parameters in the full-connected layers [3] , [4] . In the case of a very small loss, about 90% of the parameters can be set to 0. Other works are working on convolution layers [2] .
Parameter Quantization: Use shorter-length fixed-point number representations to approximate long-length floatingpoint numbers. In this process of quantization, the parameters can be quantified by fewer bits(even binary(+1, −1) network also works [5] ). By quantifying the weight parameters, the number of bits can be reduced directly, and the size of the model can be reduced effectively. The parameter quantization is orthogonal to our proposed technique.
Network Distillation: The network distillation technique means to train a relative small neural network model by a relatively large and more sophisticated model until the small model can almost imitate the behavior of the large model while occupying smaller resources, as the work in [6] . This is also an orthogonal technique to our proposed method.
Pruning: Pruning is another way to reduce the size of the model by cutting out some unimportant connections between some neural network layers. The essential work of pruning is to assess the importance of neurons [4] , [7] , [8] . Pruning could be considered individually or as a combination with other optimizations, such as what we proposed in this paper.
Low-rank decomposition: Using the low-rank decomposition method, the weight matrix in the convolution operation is decomposed and reduced in terms of dimension. Although it may increase the depth of the network, it also effectively decrease the computation required for convolution operations. Reference [3] first proposed low-rank decomposition, and our method could also be categorized into low-rank decomposition.
III. THE NAÏVE SEMI-DISCRETE DECOMPOSITION
We apply the semi-discrete decomposition in the parameters matrices in the convolutional neural networks. The two main types of layers in deep neural networks are the convolutional layer and the full-connected layer.
In this case, we only discuss the implementation of the convolutional layer. However, semi-discrete matrix decomposition also applies to full-connected layers. And full connected layers could be regarded as convolution layers with a 1 * 1 convolution kernel.
A. FORMAL SEMI-DISCRETE MATRIX DECOMPOSITION IN CONVOLUTION NETWORKS
The traditional convolution operation is shown in Figure 1 . On this basis, we apply the semi-discrete decomposition and give the formal decomposition in the convolution kernel in convolution layers.
In the semi-discrete matrix decomposition, the k-dimension of an m×n matrix A is decomposed into a product of three parts.
:
Where D is a diagonal matrix, x i is an m-dimensional column vector, and y i is an n-dimensional row vector. Regarding the decomposition of semi-discrete matrix decomposition(SDD), [10] proposed an approximate algorithm to solve. This method can effectively and quickly semi-discretely decompose two-dimensional matrices.
In the traditional convolution neural network, the input tensor is assumed to be I ∈ R h×w×c , where h is the height, w is the width, c is the number of channels. The convolution kernel is K ∈ R s×s×c×n , where s is the kernel size and n is the number of output tensor channels. Then the output tensor O ∈ R (w−s+1)×(h−s+1)×n can be expressed as O = K * I (where ' * ' represents convolution multiplication).
We use the SDD to decompose the convolution kernel as shown in Figure 2 . Since the SDD decomposition algorithm is only for two-dimensional tensors, and the weight tensor composed of convolution kernels is four-dimensional. We need to reduce the dimension of the convolution kernel before the decomposition. The method of dimension reduction is the same as that is done on convolution kernels (im2col) when the convolution operation is performed in Caffe [11] . The decomposed matrix does not need to be converted to a four-dimensional tensor and can be used directly in the convolution operation. The output tensor can be expressed as:
By SDD, the original convolution operation is actually converted into three convolution layers whose convolution kernel sizes are s × s × c × k, 1 × 1 × k × k and 1 × 1 × k × n, as shown in Figure 3 . Due to the mathematical characteristics of SDD, most of the elements exist in all the convolution kernels are zero. 
B. RETRAINING STRATEGY
The current mainstream sparse approach is to go through uncertain times of sparsing-retraining iterations. It is difficult to achieve one step sparsity while keeping good precision. According to the actual situation, it takes a long time of retraining and manual adjustment to achieve a higher degree of sparseness. And the determination of each optimal sparsity in the network model has always been a difficult problem. The general practice requires multiple attempts and retraining to determine the sparsity of the model.
We tried a simple one-step sparse approach as a benchmark, considering the weighting parameters in the convolution kernel. There is a premise that the smaller the weight parameter value, the smaller the effect of the weight on the final discriminant. We use the quick sort method to filter out the smaller weight values and set them to 0 to get the effect of sparse. We tried our decomposition in a small model (LeNet) and a big model(AlexNet). We found that when the degree of sparseness is 60%, the accuracy of the two methods is almost unchanged in the network with fewer weight parameters (LeNet). In AlexNet, due to the large number of weight parameters of the network, when the degree of sparsity is high, the accuracy has changed significantly. The semi-discrete matrix decomposition method is better than the baseline(Quick sort) method, which makes the retraining more quickly to achieve the expected accuracy. At the same time, even without the further possible compression on sparse matrices, the model size is significantly reduced due to the mathematical characteristics of the semi-discrete decomposition as shown in Figure 4 .
Detailed data on runtime and a number of weight parameters can be found in Section V.
IV. LAYER-MERGING IN SEMI-DISCRETE DECOMPOSITION
After semi-discrete decomposition, the model size is significantly smaller than the original model (around the original quarter). However, in the runtime of inference, since a highdimensional convolution kernel is replaced by three lowrank convolution kernels, more intermediate data have to be maintained compared to the original network.
These intermedia data will occupy extra capacity of memory, and raise the demand for more memory bandwidth, which will exacerbate the resource shortage in embedded or mobile devices.
The intermediate data could be computed as follows. The input of a convolution operation is an h × w × c matrix and the output is an (h − s + 1) × (w − s + 1) × n matrix. After the semi-discrete matrix decomposition, the extra intermediate data is the output of the decomposed first and second convolution operations, as 2 × (h − s + 1) × (w − s + 1) × k. This is just that we do not consider the deep learning framework, only consider the memory footprint caused by the decomposition algorithm itself. For example, in Caffe, the im2col operation in the convolutional layer also brings some memory usage. As additional layers introduce the memory usage as shown in Figure 5 , the batch size of the neural network has to compromise for the memory usage, which will hurt the throughput of the application.
As the memory on the chip is the major bottleneck of the inference process, and considering that putting multiple images into a batch is the most efficient way to improve the system throughput, the doubled intermediate data will cut down the batch size into the half. It means that the system throughput is declined by the factor of 50%.
In order to solve this problem, we propose the idea of layermerging and fuse the second and third layer operations in the post-decomposition convolution kernels.
In terms of formal expression, our proposed layer merging is as follows. We consider the product of X and D in equation (3) as a new convolutional layer, and the multiplication does not affect the degree of sparsity of the convolution after decomposition. which is
The matrix X is a k × n matrix, which can be seen as a four-dimensional (1 × 1 × k × n) matrix, attaching a new convolutional layer with kernel size of 1 × 1. After the convolution kernel, the number of input channels is k, and the number of output channels is n.
According to the layer-merging decomposition result, the convolution kernel K' that has been processed with low rank can be expressed as the product of two convolution kernels, expressed as:
It should be noted that K and K are only approximately equal instead of completely equivalent. The output tensor can be expressed as:
By this lay-merging approach as shown in Figure 6 , the original high-dimensional convolution operation after fusion will become two low-rank convolution operations while reducing the memory footprint at runtime.
With this fusion method, the amount of intermediate data is about 50% less as shown in Figure 7 . When the value of k satisfies a certain condition, the purpose of reducing the number of parameters and the number of floating-point operations can be achieved. We give the discussion of the choice of k values in the next section.
A. COMPUTATIONAL COMPLEXITY
We use the floating-point multiplication operation needed in the operation as a metrics to measure the computational complexity under two different methods. In traditional convolutional neural networks, the number of floating-point multiplication operations that a single convolutional layer needs to perform is:
where h is the input tensor height, w is the input tensor width, c is the number of input tensor channels, s is the kernel size and n is the number of output tensor channels.
After the lay-merging SDD decomposition, the number of floating-point multiplication operations required is:
The sparsity is the degree of sparseness, which is the proportion of zero-value elements. Then the computational complexity is less than the original one when the choice of k meets the following conditions k < cns 2 sparse × (n + cs 2 )
We perform lay-merging SDD decomposition at both convolutional layers and the full-connected layers to minimize the size of the model. Since the full-connected layer has a large number of weights, the effect after decomposition is better. Without considering the sparse representation, it is very likely that a better model reduction effect can be achieved by only reducing the number of weight parameters after decomposition, the result in an experiment in Section V confirm our expectation.
For networks with more parameters or network layers, we use a progressively training strategy. Decompose some of the layers first, and then decompose some of the layers when the accuracy reaches the expected value. Using this method can make the accuracy recovery time during the retraining process faster. The accuracy of deep neural network image classification or target detection after decomposition is guaranteed. The specific retraining process and results are as follows.
V. EXPERIMENT A. METHODOLOGY
In this section, we conducted experiments on two types of convolutional neural networks: image classification and object detection. In image classification, we chose two models, LeNet [14] and AlexNet [15] , and used MNIST [12] and ImageNet LSVRC [13] datasets, respectively. We selected Faster-Rcnn [16] in the object detection network, using the PASCAL VOC data set.
We use Caffee as a deep learning framework and uses a GeForce GTX 970 GPU to perform the training and inference. For all network models, we first performed SDD and then retrain them on the GPU. For comparison with the Tucker decomposition [9] , we choose the same k-value as Tucker's decomposed R4 value. It should be noted that in order to keep the degree of sparsity in each epoch of retraining, at the time of model decomposition, we record the zero and non-zero-bit elements in a matrice. When performing model retraining, every iteration of 100 iterations requires that the weights of the convolutional layers and the full-connected layers be multiplied by the 0-element position matrix recorded at the time of decomposition. Therefore, during the retraining, the matrix Y and X will keep the 0-elements.
B. ACCURACY AFTER BEING SPARSED
The matrix decomposition is performed on the two convolutional layers as well as on the full-connected layer of the LeNet network by SDD. In Table 1 , after retraining, the accuracy of TOP1 increased from the original 0.986 to 0.989 and the loss value decreased to 0.046. At the same time, the model size was reduced from the original 1.64Mb to 0.38Mb, AlexNet is more complex than LeNet, with more convolutional and full-connected layers and more weight parameters. In the decomposition of AlexNet, it is similar to the LeNet network. Decompose all convolutional layers and full-connected layers. In the retraining process, it is divided into two parts. First, conv1 to conv4 are decomposed and then retrained. After the loss of precision does not exceed 1%, the remaining conv5 to fc8 are decomposed and then retrained. The TOP5 accuracy after retraining will be 0.797 from 0.811, but the model size will also be reduced from 232.57 Mb to 46.01 Mb, reaching 5.055× acceleration, running at 1.436× speedup on the CPU and 1.4809× on the GPU.
The object detection network involves the division of subgraphs, then identifies the images in the various subgraphs, and surrounds each of the subgraphs to frame the objects' borders. In this regard, we performed a convolutional decomposition of Faster-Rcnn and used mAP to measure the accuracy of the test. The mAP decreased from 0.691 to 0.685, and the model size decreased from 522.91 Mb to 495.03 Mb. The speedup is 1.75× in the CPU running time and 1.28× in the GPU running time.
The k-value selection for each convolutional layer and fullconnected layer in the network is shown in the appendix. In order to compare with Tucker, the k values in AlexNet and Faster Rcnn are the same under the premise of satisfying the conditions.
C. WEIGHTS PARAMETERS
In this section, we analyze the weight parameters for Lenet, AlexNet, and Faster-Rcnn, and compare them with the number of original weight parameters, Tucker decomposition, naïve SDD, and lay-merging SDD results as shown in Figure 8 and Figure 9 . It is worth noting that we do not consider the number of weights that equal 0 in the convolution kernel because this part of the weight is not stored after compression.
In LeNet, as shown in Figure 8 , the number of weight parameters of naïve SDD decomposition and lay-merging SDD decomposition is not much different, but they are obviously smaller than the original weight. This is because the first full-connected layer with a large number of weight parameters in LeNet is decomposed. It is worth to notice that, before the retraining, the accuracy of the post-decomposition model is reduced by only 0.1%. After retraining, the accuracy has improved. By comparison, we can clearly find that the number of weights of the layer-merging SDD decomposition is much smaller than that of the original convolution layer, and our proposed method has certain advantages over Tucker decomposition. It shows that after SDD decomposition, the number of weights of convolutional neural networks is greatly reduced. 
D. PERFORMANCE
In this section, we compare the performance of the original model and the decomposed model on the CPU and GPU as shown in Figure 10 , Figure 11 and Figure 12 .
By comparing the overall performance between different sparse scheme on the GPU and the CPU, even without compression, the overall latency is effectively reduced. At the same time, we can find that the SDD method with lay-merging can significantly reduce the memory footprint, and it also has a dramatic advantage in terms of latency. For a single convolution or full-connected operation, there is also a good acceleration effect, with a maximum of 7× acceleration in some layers.
E. SPARSITY
We call the proportion of zeros in the weights of this layer as the sparsity range. The sparsity range of lay-merging SDD of the convolutional and full-connected layer in LeNet, AlexNet, and Faster Rcnn are shown in Figure 13 , Figure 14 and Figure 15 . The sparsity range of the three models remained between 40% and 70%. After SDD decomposition, most of the weights are also set to 0 while effectively reducing the weight parameters. The number of effective weights has decreased significantly.
VI. CONCLUSION
In this paper, we propose a method of sparsing and lowrank decomposing over convolution neural networks based on semi-discrete matrix decomposition, to reduce the size of the model and improve the performance. This method is applicable to the decomposition of the entire network, and the reduction in the number of weights is better than the Tucker decomposition. To solve the problem of the increase of memory footprint caused by intermediate data at the runtime of the actual applications, we propose a layer-merging method. This method can effectively reduce half of the intermediate data.
As the post-decomposition network is hard to be trained due to the additional layers, we propose a method of progressive training to implement the decomposition step by step while maintaining the accuracy. On models of LeNet, AlexNet, and Faster-Rcnn, the number of weights is reduced by the factor of 9.88×, 2.01×, and 5.85×, respectively. The time acceleration on CPU running time is 1.35×, 1.53×, 1.75×. The time acceleration on the GPU is 1.05×, 1.48×, and 1.28×.
In future work, we will implement this method on more models, such as GoogleNet [17] , [18] and SSD [18] . At the same time, for this sparse approach, we will perform sparse compression and look for better ways to dynamically select k values in order to expect better acceleration and compression. 
