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A finales del siglo XIX, los científicos suponían que la mayoría de los fenómenos físi-
cos presentes en el Universo eran explicables mediante la “Física Clásica”: La Mecáni-
ca de Newton, desarrollada en el siglo XVII, proporcionaba un marco totalmente fiable
para el tratamiento dinámico de los cuerpos materiales; El desarrollo de la Termodiná-
mica había contribuido a la mejora del motor de vapor y, de hecho, había posibilitado
un transporte rápido y económico a través de los continentes; Complementando a la
Mecánica Clásica se tenía la Electrodinámica Clásica, que con la contribución magis-
tral que James Clerk Maxwell hizo en la segunda mitad del siglo XIX, unificando la
electricidad y el magnetismo, ayudó a dar una explicación inteligible de la naturaleza
ondulatoria de la luz.
Por supuesto, aún quedaban algunos fenómenos sin resolver relacionados con la
estructura de los átomos o la emisión y adsorción de luz que se produce en estos.
Se descubrieron en la Naturaleza ejemplos en los que ciertas variables físicas sólo
tomaban valores cuantizados o discretos, en contraste con la continuidad de valores
que se desprendía de la Física Clásica. En 1900 se creía que la luz era una onda,
mientras que los electrones eran partículas. En contraposición a esto, Albert Einstein
presentó en 1905 su teoría del efecto fotoeléctrico, la cual indicaba que un rayo de luz
de frecuencia ν se comporta como si fuese una colección de partículas, cada una de las
cuales tiene la energía E=hν. Con referencia a la naturaleza del electrón, se demostró
que dispersando un haz de electrones de cantidad de movimiento p mediante una red
cristalina de átomos se podían obtener figuras de difracción similares a las obtenidas
mediante una onda cuya longitud de onda fuese λ = h/p. Estos resultados implicaban
una “dualidad onda–corpúsculo” en la Naturaleza que no podía explicarse mediante
conceptos clásicos. La investigación de estos problemas condujo a una revolución en
las ideas de la Física gracias a los trabajos de W. Heisenberg, E. Schrödinger, M. Born,
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N. Bohr, P. A. M. Dirac y muchos otros científicos dando lugar a un nuevo sistema
de Mecánica conocido por el nombre de Mecánica Cuántica (MC). Los principios
fundamentales de la MC son, en muchos aspectos, totalmente extraños a los conceptos
y actitudes de la Física Clásica, pero basándonos en los resultados de los últimos
100 años, podemos afirmar el éxito abrumador de sus predicciones. La MC se hace
necesaria cuando el tamaño del sistema es del orden de las dimensiones atómicas; esto
es, del orden del Angstrom (1 AA=10−10 m) o inlcuso del nanómetro (1 nm=10−9 m).
Fenómenos físicos tales como la difracción de electrones, el efecto túnel, los enlaces
químicos o el origen del magnetismo entre muchísimos otros son hoy en día campos
propios de la MC.
La Física del Estado Sólido estudia las propiedades físicas de los sólidos haciendo
uso de numerosas ramas de la Ciencia y la Tecnología entre las cuales la MC juega un
papel predominante. A la vez que se avanza en el entendimiento de las propiedades
de un sólido desde un punto de vista fundamental, también se ha abierto un amplio
campo en el diseño y fabricación de materiales “a la carta” controlando su composición
y propiedades. La carrera por reducir los tamaños de los dispositivos, optimizando su
consumo energético y/o velocidad de transmisión de la señal se inició en el campo de
la computación extendiéndose también a otras áreas y en la actualidad representa una
de las vías más activas de investigación. Sin embargo, dicha reducción lleva asociada
numerosas complicaciones ya que cuando la MC entra en juego no basta con re-escalar
los resultados microscópicos sino que aparecenen numerosos nuevos fenómenos sin
análogo clásico.
De manera general se puede definir el término nanotecnología (NT) como la fa-
bricación de materiales, estructuras, dispositivos y sistemas funcionales a través del
control y ensamblado de la materia a la escala del nanómetro, así como la aplicación
de nuevos conceptos y propiedades físicas, químicas, biológicas, mecánicas, eléctricas,
etc., que surgen como consecuencia de esa escala tan reducida y que se denominan
efectos cuánticos de tamaño [1]. Así, ha sido desde hace algunas décadas cuándo se
comenzó a investigar y fabricar nanoestructuras artificiales, como es el caso de los ma-
teriales formados por multicapas o los agregados atómicos denominados nanopartícu-
las (NPs). Hoy end día la NT abarca un gran conjunto de sistemas y problemas, de
entre los que podemos citar, entre otros muchos, la catálisis, la electrónica molecu-
lar, los nanotubos, las multicapas magnéticas, las válvulas de espín, la manipulación
atómica, las mismas NPs y más recientemente el grafeno, etc.
Los avances en NT no hubiesen sido posibles sin el trabajo conjunto de científi-
cos experimentales y teóricos. En el primer caso, los sistemas de medida han venido
mejorándose permitiendo la medición de fenómenos que involucran muy poca ener-
gía a la vez que han aparecido nuevas técnicas que han revolucionado la microscopía
tradicional. Podemos destacar la radiación sincrotrón, proporcionando resoluciones
energéticas del orden del meV, la nueva generación de microscopios de transmisión
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electrónica (TEM) que alcanzan resolución atómica ya de forma rutinaria, o los nuevos
microscopios tanto de efecto túnel (STM) como de fuerzas (AFM) que permiten la ma-
nipulación atómica así como la adquisición de imágenes en el espacio real con resolu-
ciones nanométricas. Aunque la colaboración entre los experimentales y teóricos no
siempre es directa, los segundos tratan de reproducir los resultados experimentales
y al revés, los grupos experimentales acuden a simulaciones teóricas que ayuden a
explicar sus medidas. Las simulaciones teóricas tienden a menudo a tener un carác-
ter de predicción, de modo que con frecuencia es posible estudiar los parámetros que
optimizan cierto dispositivo desde el propio ordenador sin tener que recurrir a cos-
tosos experimentos. No es de extrañar que las compañías pioneras en estudios de NT
cuenten con un equipo de teóricos en sus laboratorios.
Centrándonos en una descripción teórica de los fenómenos físicos a nivel atómico,
se puede decir que a pesar de los enormes avances que se han llevado a cabo en
aproximadamente 100 años, aún sigue siendo imposible proporcionar una descripción
detallada de un simple trozo de materia. Baste decir que en 1 cm3 de sólido tenemos
del orden de 1023 partículas. Resolver el hamiltoniano de tal número de partículas
para poder conocer la energía y demás propiedades del sistema, es tarea imposible.
Ya P.M.A. Dirac vaticinó poco después de que Schrödinger enunciase las ecuaciones
fundamentales de la Mecánica Cuántica [2] la dificultad existente en la descripción
cuántica de la materia:
Las leyes necesarias para construir la teoría matemática de una gran
parte de la Física y de toda la Química ya son completamente conocidas, y
ahora la dificultad estriba unicamente en que la aplicación exacta de estas
leyes conduce a ecuaciones demasiado complicadas para ser resueltas [3].
Debido a esto, en el estudio de los sólidos nos encontramos con la necesidad de re-
currir a métodos aproximados, a veces con aproximaciones muy drásticas y a resolver
las ecuaciones involucradas de forma numérica. Estos métodos resultan ser extraor-
dinariamente útiles y poderosos, como lo demuestra la actual capacidad para diseñar
dispositivos de estado sólido como pueden ser los transistores, memorias de computa-
dores, diodos de emisión de luz, sensores, etc. Como veremos en el capítulo siguiente,
numerosas son las aproximaciones realizadas por los físicos teóricos para poder abor-
dar el problema de muchos cuerpos. Hay que hacer notar, sin embargo, que “resolver”
la ecuación de Schrödinger o de Dirac es sólo una parte del problema planteado. Di-
señar un modelo adecuado del sistema que se desea estudiar es crucial para poder
establecer una conexión útil con el experimento así como la elección de las aproxima-
ciones a emplear nos permitirá o no, predecir correctamente sus propiedades como las
energías de enlace, posiciones atómicas, polarizabilidades, etc.
Los avances tecnológicos que han tenido lugar en el campo computacional, sobre
todo en el último medio siglo, han permitido una aplicación cada vez más rigurosa
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de la MC al estudio de los sistemas nanométricos y de los efectos derivados de su
tamaño. Simultáneamente, la creciente capacidad de cálculo de las computadoras ha
hecho que se puedan estudiar sistemas cada vez más complejos y se ha elevado el nivel
de precisión y exactitud exigido a los cálculos teóricos. Este proceso continúa ya que
la potencia y capacidad de los sistemas informáticos sigue en aumento y persiste el
desarrollo de nuevos métodos y modelos. Por lo tanto, cualquier clasificación exacta
de éstos corre el riesgo de ser incompleta y quedar desfasada en unos pocos años.
Sin embargo, puede establecerse una clasificación general de los modelos teóricos más
empleados en el estudio de los efectos cuánticos, según el modo en que se describen
los distintos constituyentes del sistema.
Los métodos “semiempíricos” introducen gran cantidad de aproximaciones, des-
preciando el valor de ciertas integrales, sustituyendo otras por parámetros empíricos,
ignorando a menudo la autoconsistencia, etc. A pesar de ello, resultan a menudo muy
atractivos dado su reducido coste computacional, a la vez que pueden explicar nu-
merosos fenómenos al menos de forma cualitativa. Por otro lado, los llamados métodos
ab initio parten de principios teóricos y resuelven el problema electrónico de forma au-
toconsistente introduciendo aproximaciones en ciertos conceptos o en la forma de la
solución, pero no hacen uso de parámetros experimentales en los cálculos. A cambio,
son computacionalmente muy costosos por lo que no pueden tratar, en general, sis-
temas de gran complejidad que los semi-empíricos sí pueden. La tarea de escoger uno
u otro de estos métodos recae sobre el investigador, quien, en función del sistema y
las propiedades que pretende estudiar, debe seleccionar las aproximaciones más con-
venientes para obtener resultados significativos.
La teoría del funcional de la densidad (DFT) proporciona un formalismo sencillo
desarrollado en los años 60 por Hohenberg and Kohn [4] y por Kohn y Sham [5], siendo
galardonados con el premio Nobel en 1998. La idea fundamental de la DFT es que
cualquier propiedad de un sistema de partículas interaccionantes será un funcional
de la densidad electrónica del estado fundamental ρ0(r); esto es, una función escalar
de la posicion r determina toda la información del sistema de partículas en lugar de
la función de onda total. El principal valor de la DFT es haber hecho accesible el
cálculo a nivel ab initio de la estructura electrónica de los sólidos así como de su
energía total. No es de extrañar pot tanto, su implantación en la gran mayoría de los
laboratorios teóricos del mundo siendo empleado tanto por físicos como químicos. Si
bien la DFT ha resultado enormemente exitosa a la hora de predecir las geometrías
de una enorme variedad de sistemas, son también numerosas las excepciones y en
dichos casos se suele recurrir a correcciones generalemente denominadas post-DFT y
que actualemente son también objeto de mucha investigación.
Mencionamos para terminar, el auge que los sistemas magnéticos están teniendo en
diferentes dispostivos actuales, primordialmente (pero no exclusivamente) en el cam-
po de las memorias magnéticas. Esto fue recientemente reconocido con la concesión
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del premio Nobel a A. Fert y P. Gruenberg en 2007. La teoría DFT ha jugado también
un papel crucial a la hora de entender los fenómenos básicos que regulan la magne-
toresistencia (MR) en multicapas magnéticas o válvulas de espín. Pero de nuevo, las
deficiencias de la DFT a la hora de tratar sistemas magnéticos en general son bien
conocidas.
1.2. Resumen por capítulos
En la presente tesis hemos abordado dos tipos de sistemas bien diferenciados y
de amplia repercusión en el campo de la NT. Nos hemos centrado en sus posibles
propiedades magnéticas para lo cual, y además con ánimo de obtener un paquete de
programación preciso y de amplio espectro de aplicación, hemos implementado el aco-
plo SO en los cálculos. De una parte, las NPs de Au cubiertas con tioles y motivados
por las recientes medidas realizadas sobre ellas mediante las cuales se les clasifica-
ban como ferromagnéticas, hemos realizado un exhaustivo estudio de sus propiedades
estructurales, electrónicas y magnéticas. Por otro, las ftalocianinas son moléculas con
un amplísimo rango de aplicaciones. El estudio de su adsorción sobre superficies viene
realizándose durante las últimas décadas desde un punto de vista experimental pero,
por contra, y debido a su gran tamaño, cálculos teóricos precisos no han sido realiza-
dos hasta muy recientemente. En nuestro caso, estudiamos el CoPc, el cual tiene la
dificultad adicional de contener un átomo magnético en el centro de la molécula.
En el capítulo 2 mostraré las bases teóricas sobre las que se asienta la totalidad de
los cálculos realizados en esta tesis. Resumiremos cómo se puede abordar el cálculo,
a nivel cuántico, de las propiedades de un sistema, planteando primero las ecuaciones
a nivel general, haciendo un breve resumen historico de las distintas aproximaciones
que se han ido desarrollando para poder solucionar este complejo problema, y poste-
riormente hacer especial hincapie en la teoría del funcional de la densidad (DFT)
puesto que ésta es la que se ha empleado a lo largo de toda esta tesis. Más en con-
creto, y puesto que en esta tesis hemos venido utilizando el formalismo del programa
SIESTA, describiremos como las ecuaciones de DFT han sido reformuladas e imple-
mentadas en dicho paquete. Discutiremos diferentes detalles del cálculo, tales como:
pseudopotenciales, bases, fuerzas, correcciones al canje-correlación, etc. Asimismo,
describiremos brevemente el program GREEN y su interfase con SIESTA, ya que ha
sido éste el código empleado en todos los cálculos. Si bien en la mayoría de los cálcu-
los el uso de esta interfase equivale a un cálculo SIESTA estándar, GREEN tambien
permite calcular la estructura electrónica de forma autoconsistente para sistemas sin
simetría traslacional, como es el caso de una superficie semi-infinita. Finalmente, des-
cribiremos los metodos empleados para encontrar las geometrías mas estables; esto
es, distintos métodos para encontrar el mínimo de la energía total del sistema.
Tras un repaso al formalismo de DFT, se continúa en el capítulo 3 con el desa-
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rrollo de la parte teórica principal de esta tesis: la obtención del término energético
que da cuenta del acoplo espín-órbita (SO). Se hará un repaso de su origen así co-
mo de las consecuencias que éste tiene en los átomos y en los sólidos. Se evaluará
la implementación realizada en la interfase GREEN-SIESTA mediante la simulación de
diferentes sistemas en los cuáles la inclusión de este término en el hamiltoniano es im-
portante, como son los desdoblamientos en los espectros atómicos de átomos pesados
o en los estados de superficie del Au(111). También hemos estudiado la ansiotropía
magnética derivada del acoplo SO para diversos sistemas. Existe una implemetación en
SIESTA “on-site” realizadada por Ferrer et al [6], sin embargo, nuestra implementación
nos permite obtener anisotropias magneticristalinas en sustemas magnéticos.
En el capítulo 4 se estudian las nanopartículas (NPs) de Au cubiertas con tioles. Se
hace un análisis detallado de la estructura molecular y electrónica de diferentes con-
figuraciones. Dos son los principales factores que influyen en la estructura molecular
final de estas (NPs): la forma en que se reorganizan los átomos de Au del núcleo, y
el modo en que se adsorben los tioles en la superficie. Según esto, se mostrará que
las NPs sufren una enorme reconstrucción en el proceso de relajación diferenciandolas
en tres tipos en función de la forma del núcleo: esférica, tubular e icosahédrica. En
cuanto al modo de adsorberse los tioles se observa que se produce en top, en bridge o
formando agregados moleculares más complejos denominados staples o grapas. Da-
da la complejidad del espacio de fases estructurales, hemos desarrollado el estudio de
las propiedades de estas NPs mediante promedios estadísticos. Se ve que existe una
transferencia de carga entre los átomos de Au y los tioles provocada por la pérdida de
carga desde los átomos de la superficie hacia los tioles. A partir de las simulaciones
realizadas sobre todas las NPs mostradas en esta tesis con la inclusión del acoplo SO,
hemos obtenido indicios de la presencia de ferromagnetismo a bajas temperaturas y
solo en algunas estructuras que no corresponden, por otro lado, a las más estables.
En el capítulo 5 analizaremos el modo que tienen de adsorberse las moléculas
ftalocianinas de Co (CoPc) sobre una superficie de Cu(111). Este trabajo se ha realiza-
do en colaboración con el grupo del Prof. Richard Berndt en la Universidad Christian-
Albrechts en Kiel. Hemos considerado diferentes posiciones de adsorción y empleado
varios funcionales de intercambio y correlación: LDA, GGA y GGA+vdW. Sólo para el
último tipo de funcional se reproduce la pérdida de simetría de C4 a C2 que presenta
esta molécula en las imágenes de STM. Se hace un estudio de la estructura molecular
resultante tras realizar la relajación del sistema así como cuáles serán las posiciones
de adsorción más favorables. Para ello se evalúan las distancias entre la molécula y la
superficie para una monocapa (ML). Además, como parte fundamental del análisis se
obtendrán resultados de la estructura electrónica.
Capítulo 2
Herramientas teóricas
En una primera aproximación, se puede considerar que las moléculas y los sólidos
están formados por átomos situados en posiciones más o menos fijas denominadas
posiciones de equilibrio. A su vez, en los átomos constituyentes se pueden distinguir
dos zonas: el núcleo compuesto de protones y neutrones, y los electrones “orbitando”
alrededor del núcleo. En ausencia de campos externos, la energía total de cualquiera
de estos sistemas se puede separar en dos contribuciones generales. Una de ellas se
debe a las energías cinéticas de los núcleos y electrones, y la otra se corresponde con
las fuerzas de Coulomb entre ellos. Estas últimas se pueden dividir en tres partes:
núcleos con electrones, electrones con electrones y núcleos con núcleos.
Si se pudiese calcular exáctamente cada uno de los términos de la energía total, se
estaría en condiciones de predecir cualquier propiedad de un sistema, diseñar nuevos
materiales, además de ahondar en el conocimiento fundamental de los constituyentes
de la materia. El principal problema surge cuando las dimensiones del sistema son
del orden de los nanómetros (1 nm=10−9 m), en cuyo caso no se puede llevar a cabo
un tratamiento clásico, ya que a esta escala la materia posee propiedades que sólo
la Mecánica Cuántica es capaz de explicar. Por ejemplo, la interacción de canje y co-
rrelación (XC) entre electrones, son efectos cuánticos sin análogo clásico, derivados
del hecho de que los electrones se comportan como fermiones. Así, el canje surge del
principio de exclusión de Pauli que establece que no es posible que dos electrones
en un átomo tengan los mismos números cuánticos. Por otro lado, el movimiento de
los electrones esta correlacionado, es decir, la presencia de un electrón en un lugar del
espacio esta influenciada por los restantes electrones presentes en el sistema. A estas
dificultades se les puede añadir la complejidad matemática que conlleva resolver ecua-
ciones que den cuenta de todas estas interacciones para N electrones y M núcleos, ya
que el número de coordenadas total será 3(N+M). Desde los albores de la Física Cuán-
tica, a principios del siglo XX, se han ido desarrollando varios métodos aproximados
con el ánimo de resolver estas dificultades y poder predecir el comportamiento de áto-
8mos, moléculas y sólidos. La primera aproximación fue hecha por Born y Oppenheimer
(BO) [7] en la cual se separan los movimientos de los electrones y núcleos debido a la
gran diferencia de masa entre ambos. Los electrones mas livianos que los núcleos,
y por tanto más rápidos, se adaptan instantáneamente a las posiciones nucleares.
Esta aproximación permite separar la energía total del sistema en una contribución
nuclear y otra electrónica y resolver cada familia de partículas por separado. Si bien
el movimiento de los núcleos se puede abordar cúanticamente mediante formalismos
complejos y costosos, lo más común es tratarlos clásicamente dada su gran masa.
Para los N electrones interactuantes en presencia del potencial externo generado por
los núcleos “fijos” en posiciones determinadas hay numerosos métodos que aproximan
la solución mediante cálculos ab initio.
Dentro de la aproximación de BO la energía total de un sistema de electrones genéri-
co se puede desglosar en una componente cinética, y otras dos coulombianas de in-
teracción electrón-núcleos e interacción electrón-electrón. Cualquier propiedad del sis-
tema, incluida la energía total, se puede obtener, en principio, a partir de la función
de onda total del sistema, solución de la ecuación de Schrödinger. El problema surge
cuando el sistema está compuesto por muchas partículas, en cuyo caso, el calculo
del canje y correlación se hace inabordable computacionalmente. Hartree propuso una
función de onda producto de funciones monoelectrónicas, lo cual permite obtener un
conjunto de ecuaciones cada una de las cuales proporciona la función de onda de ca-
da electrón. En esta aproximación se considera que cada electrón interacciona con los
demás electrones considerandoles formando parte de una “nube” de carga electrónica.
Esto quiere decir que para resolver las ecuaciones es necesario conocer la densidad
de carga de los restantes electrones, es decir, hay que resolver autoconsistentemente
el sistema electrónico. Esta aproximación no tiene en cuenta el espín y por tanto el
principio de exclusión de Pauli. No considera entonces la antisimetría que debe ten-
er una función de onda que pretenda describir un sistema de fermiones (electrones).
Además, el término debido a la energía cinética en esta aproximación de electrones
independientes no tiene en cuenta la correlación entre ellos. Para intentar solventar
algunas de las fallas de la aproximación de Hartree, se introdujo posteriormente una
función de onda antisimétrica formada por un determinante de Slater [8] teniendo en
cuenta la interacción de canje, pero no la correlación. Este es el formalismo de Hartree-
Fock ampliamente empleado en química cuántica durante las últimas décadas [9]. Se
idearon diversos métodos para incluir la correlación como por ejemplo la interacción de
las configuraciones (CI) proponiendo como función de onda solución de la ecuación de
Schrödinger una combinación de lineal de determinantes de Slater de configuraciones
excitadas del átomo permitiendo así explorar todos los posibles estados electrónicos
posibles. Otro modo de incluir la correlación es añadir un término adicional en el ha-
miltoniano y tratarlo perturbativamente.
Entre 1964-65 Hohenberg y Kohn [4] y Kohn y Sham [5] publicaron dos artículos en
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los que se introdujo una teoría en la que se usaba la densidad electrónica ρ(r) en lugar
de la función de onda Φ como variable fundamental. Se la denominó la Teoría del
Funcional de la Densidad (DFT). En ella, la energía total y cualquier otra propiedad
de un sistema cuántico se puede expresar mediante un funcional 1 de ρ(r). Kohn y
Sham idearon un método basado en la aproximación de electrones independientes con
el cual se puede obtener la densidad electrónica a partir de un conjunto de orbitales
monoelectrónicos, ψKSi , los orbitales de Kohn-Sham (KS), obtenidos tras resolver un
conjunto de ecuaciones autoconsistentemente. El funcional de la energía total E[ρ(r)]
para un sistema de electrones interactuantes en presencia de un potencial externo se
puede escribir como suma de dos contribuciones
E[ρ(r)] = Econocido[ρ(r)] + EXC [ρ(r)]
donde el primer término de la derecha representa las cantidades que se pueden cal-
cular bajo la aproximación de electrones independientes (energía cinética, atracción
coulombiana entre electrones y núcleos y repulsión interelectrónica), y el segundo,
EXC , las contribuciones cuánticas de canje y correlación no incluidas en el primero.
Este último término es el gran desconocido, y durante los últimos cincuenta años
se han llevado a cabo numerosos intentos para obtener formas mejoradas para este
funcional. La aproximación más sencilla es la Aproximación Local de la Densidad
(LDA), y consiste en aproximar la contribucion del XC en cada punto r del espacio por
la calculada para un gas electrónico homogéneo de densidad de carga ρ(r). La aprox-
imación LDA proporciona buenos resultados, pero también posee algunos defectos.
Por ejemplo, tiende a proporcionar una sobreestimación de las energías de enlace re-
specto a los valores experimentales, causando un acortamiento en las distancias entre
átomos. Además, la auto-interacción electrónica (SI) introducida en el término de re-
pulsión entre electrones no es cancelada bajo LDA. Una correccion natural a la LDA
es la Aproximación del Gradiente Generalizado (GGA). En ésta se tienen en cuenta
las inhomogeneidades de la densidad electrónica de un punto a otro mediante el uso
del gradiente, ∇ρ(r). En el caso de GGA las energías de enlace tienden a infraestimarse,
suponiendo esto un alargamiento de las distancias de enlace. Hay además un tipo de
interacción de correlación que LDA y GGA no describen correctamente: las fuerzas de
van der Waals (vdW). Estas fuerzas son relevantes cuando las moléculas o átomos no
están enlazadas químicamente y cuyo rango de actuación es de largo alcance. El origen
físico se debe a que la fluctuación en la densidad electrónica de una de ellas creará un
campo eléctrico que influirá en la densidad electrónica de la otra. En el apartado 2.3.2
se describirá más en detalle el comportamiento de este tipo de fuerza.
1Un funcional es una regla que asocia a cada función f un número. Por ejemplo, la función f(x) = x3













Por otro lado, la formulación inicial de la DFT no hace referencia al espín del elec-
trón, por lo que es incapaz de tratar sistemas magnéticos. En este sentido se desar-
rolló la Aproximación Local de la Densidad de Espín (LSDA), que desglosa ρ(r) en
la suma de cada una de las poblaciones de espín, ρ(r) = ρ↑(r) + ρ↓(r), pero mantiene
cada subespacio de espín independiente del otro, de modo que las ecuaciones de KS se
ven poco alteradas. Debido a que la LDA no describe de forma correcta los electrones
fuertemente correlacionados en orbitales d o f en un mismo átomo [10], surge la aproxi-
mación LDA+U para tratar en una forma más adecuada la interacción electrón-electrón
intra-atómica. En LDA+U se agrega un término adicional basado en el hamiltoniano
de Hubbard [11], incluyendo un potencial dependiente de la ocupación del orbital y del
espín con el objeto de tratar directamente la repulsión de Coulomb entre electrones d
o f con distinto espín.
Debido a que son los electrones de valencia los que se ven más perturbados cuando
los átomos se enlazan entre si, una simplificación muy frecuente es extraer los elec-
trones más internos (core) del cálculo electrónico y reemplazar el potencial que sienten
los electrones de valencia por un pseudopotencial (PP) que da cuenta del núcleo y del
efecto de apantallamiento (screening) de los electrones del core [12, 13]. La sutitución
de los electrones del core más el potencial culombiano del nucleo por un PP implicará
una considerable reducción en el coste computacional de los cálculos ab-initio. Por
ejemplo, para el átomo de Au, con 79 electrones, queda reducido a un cálculo en el
que se tuviesen en cuenta tan solo 11.
Las posibles fases estables o metaestables de un sistema corresponden a mínimos
globales o locales en su energía total. Para cada caso, el método más apropiado de
minimización de la energía es diferente. Para los mínimos locales, lo más eficiente
es aprovechar la información que nos dan las fuerzas sobre los átomos –estas son
obtenidas a partir del teorema de Helmann-Feynman– y utilizar metódos basados en
el gradiente para encontrar el mínimo local más cercano a una configuración inicial.
Por otro lado, para poder discriminar un mínimo global de entre muchos locales, se ha
de explorar el espacio de fases a nivel global, para lo que existen diversas técnicas de
minimización tales como el recocido simulado (SA), métodos genéticos, etc.
Existen numerosos códigos que realizan cálculos ab initio basados en DFT [14, 15,
16, 17, 18]. Las principales diferencias entre ellos residen bien en el uso o no de PPs,
las base empleada para resolver las ec. KS (ondas planas, orbitales atomicos, gaus-
sianas, mezclas de tipos de funciones base, etc.) y los algoritmos numericos empleados
para resolverlas. Por ejemplo, algunos programas que usan ondas planas como base
son VASP [14], CASTEP [15], entre otros. Si por el contrario usan orbitales atómicos
podemos citar por ejemplo SIESTA [16], OpenMX [17], entre otros. Otro de los códigos
más empleados y desarrollados en la actualidad es el GAUSSIAN, basado en una base
de funciones gaussianas [18]. Es común encontrar discrepancias en los resultados
obtenidos mediante un código u otro, si bien cuando las aproximaciones empleadas
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por ambos son las mismas, los resultados deberían de ser idénticos si los cálculos
están bien convergidos. A lo largo de esta tesis se ha hecho uso del código SIESTA
(Spanish Initiative for Electronic Simulations with Thousands of Atoms) que tiene co-
mo principales aproximaciones el uso de PPs para tratar la interacción de los electrones
de valencia con el núcleo y los electrones más internos del átomo, así como el uso de
una base reducida de orbitales atómicos numéricos estrictamente localizados.
2.1. El problema electrónico
En ausencia de campos externos, los átomos, moléculas o sólidos están compuestos
por electrones y núcleos que interaccionan entre sí debido a las fuerzas de Coulomb.









































El primer y segundo término de la derecha, Tˆe y TˆI , representan la energía cinética de
los electrones y núcleos, respectivamente. Los tres últimos son las contribuciones a la
energía total producidas por las interacciones culombianas entre electrones y núcleos,
VˆiI , electrones con electrones, Vˆee y, núcleos con núcleos, VˆIJ . Respecto al origen de
coordenadas, ri y RI representan las posiciones de los electrones y los núcleos, respec-
tivamente. riI = |riI | = |ri−RI | es la posición relativa del electrón i respecto al nucleo I.
La distancia entre dos electrones viene dada por rij = |rij | = |ri− rj | y entre los núcleos
la fórmula equivalente es RIJ = |RIJ | = |RI − RJ |. En la figura 2.1 se puede ver una
representación esquemática de un sistema compuesto por dos electrones ra y rb y dos
núcleos A y B.
Como se ha explicado en la sección anterior, la aproximación BO permite desacoplar
el movimiento de los núcleos del de los electrones, por lo que para unas posiciones
nucleares dadas, RI, se tendrá que resolver el Hamiltoniano electrónico:
Hˆae = Tˆe + VˆiI + Vˆee. (2.2)
El subíndice ae en el hamiltoniano anterior, all electron en inglés, quiere enfatizar el
hecho de que a pesar de que se ha realizado la aproximación de BO en 2.1, seguimos
teniendo que resolver una ecuación de autovalores con 3N variables acopladas {ri}
para los electrones:
HˆaeΦae = EaeΦae (2.3)
La principal dificultad en la ecuación de arriba proviene del hecho de que los elec-
trones interactuan entre ellos via las fuerzas culombianas y como consecuencia de
ello, la presencia de un electrón en una región del espacio esta influenciada por las













rij = ri − rj
rjB = rj −RB
riA = ri −RA
Figura 2.1: Representación esquemática de dos núcleos con un electrón cada uno y
sus correspondientes vectores de posición y posiciones relativas. Para los electrones,
los vectores de posición respecto al origen de coordenadas vienen dados por ri y rj.
También respecto al origen, los núcleos tendrán vectores dados por RA y RB. Los
vectores relativos entre electrones, electrones y núcleos y núcleos con núcleos vienen
proporcionados por: rij , riA, rjB, RAB, respectivamente
posiciones de los otros electrones, sus posiciones, y por tanto sus movimientos están
correlacionados. En 1928 Hartree propuso una simplificación para obtener la solu-
ción a la ecuación 2.3 escribiendo la función de onda all electron Φae como producto de
orbitales monoelectrónicos
Φae(r1, r2, ..., rN ) = ψ1(r1)ψ2(r2) · · ·ψN (rN ) (2.4)
Además, supuso que cada electrón i-ésimo en el átomo se movería en el campo elec-
trostático medio (clásico) creado por los restantes N − 1 electrones, de manera que:









La aproximación Hartree permite resolver el hamiltoniano 2.2 dentro de la aprox-
imación de electrones independientes, de forma que se obtienen las ecuaciones de
Hartree que para cada estado monoelectrónico ocupado ψi(r) es:[
Tˆe + VˆiI(r) + VˆH(r)
]
ψi(r) = i ψi(r). (2.6)
donde i es el autovalor para cada ψi. El conjunto de ecuaciones 2.6 se resolverá auto-
consistentemente. Para ello se elige un conjunto de funciones ψ1, ψ2,..., ψN y se evalúa
el potencial Hartree 2.5. Con éste se resuelven las ecuaciones 2.6 y se obtiene otro
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conjunto mejorado de funciones de onda ψi, que a su vez generarán de nuevo VˆH(r). El
proceso continúa hasta que el nuevo potencial sea el mismo (o muy parecido) que el
del paso anterior. Se dice entonces que se ha alcanzado la autoconsistencia (SCF).
Dado que los electrones son fermiones, la función de onda total Φae en realidad no
será un simple producto de funciones monoelectrónicas como en la ec. 2.4, sino que
debe estar representada por una función de onda antisimétrica. El siguiente pa-
so para subsanar en parte esta deficiencia en la aproximación de Hartree consiste en
sustituir la función de onda total Φae por un determinante de Slater [8], que cumplirá
con los requerimientos de indistinguibilidad para los electrones. Al conjunto de ecua-
ciones que se derivan de añadir el canje al potencial Hartree se le denomina sistema
de ecuaciones de Hartree-Fock (HF). A pesar de la mejora en la descripción inter-
electrónica, la aproximación de HF no incluye la correlación electrónica.
Dentro de la aproximación de electrones independientes, la forma exacta del Hamil-
toniano electrónico será:
Hˆ = Tˆe + VˆiI + VˆH + VˆX + VˆC . (2.7)
donde VˆX representa el potencial de canje y VˆC la correlación. Se acostumbra a englo-
bar los dos últimos sumandos en uno solo, VˆXC = VˆX + VˆC , el potencial de canje y
correlación. Este término representa la diferencia entre la energía real del sistema y
la del sistema de electrones no interactuantes, es decir, incluirá los efectos de canje y
correlación no tenidos en cuenta en los otros términos.
Existen diversos métodos que introducen la correlación entre los electrones, de en-
tre los que destacamos la interacción de la configuraciones (CI) que se basa en pro-
poner una función de onda como combinación de varios determinantes de Slater de
configuraciones atómicas excitadas permitiendo explorar todos los posibles estados
electrónicos.
2.2. Teoría del Funcional de la Densidad
2.2.1. Hamiltoniano de Kohn-Sham
Una forma alternativa de abordar el problema de la resolución de la ec. 2.3 nos lo
proporciona la Teoría del Funcional de la Densidad (DFT), publicada en 1964 por
Hohenberg y Kohn [4] (HK). Principalmente consiste en usar como variable fundamen-
tal la densidad electrónica ρ(r) en lugar de la función de onda electrónica Φae. Bajo
esta teoría cualquier propiedad del sistema que desemos obtener será un funcional
de la densidad de carga ρ(r), y en particular la energía total E[ρ], que, a partir de la
ecuación 2.7 vendrá dada por:








′ + EXC [ρ]. (2.8)
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donde VeI(r) es la interacción entre el electrón y el núcleo y EXC es la contribución
energética del XC que será discutida en la sección 2.3. A la ecuación 2.8 se le llama
funcional de Kohn-Sham [5] para la energía total del sistema electrónico.
Utilizando el cálculo de variaciones para minimizar este funcional con respecto a
ρ(r) se obtienen las ecuaciones de Kohn-Sham [19] bajo la aproximación de electrones
independientes. [







con el hamiltoniano de KS dado por
hˆKS = Tˆe + VˆeI + VˆH + VˆXC (2.10)
y ψKSi los orbitales de Kohn-Sham y 
KS
i los autovalores. La teoría de DFT conlleva dos
importantes consecuencias:
1. La energía KS total obtenida se corresponderá con el estado fundamental, no
pudiéndose obtener de esta forma estados excitados del sistema.
2. Las funciones de onda de KS que aparecen en las ecuaciónes 2.9, ψKSi , no tienen
significado físico directo, ya que son funciones auxiliares en la construcción idea-
da por KS que representarán a los orbitales del sistema de electrones no inter-
actuantes, y por tanto no se corresponderán con las funciones de onda de los
electrones del sistema real. Nótese, por ejemplo, que ni tan siquiera serán fun-
ciones antisimétricas.






donde ni(i, T ) son las ocupaciones de cada estado KS a temperatura kT y vienen dadas
por la distribucion de Fermi-Dirac: ni = 2/(e(i−EF )kT + 1) donde el factor 2 da cuenta
de la degeneracion de espin de cada orbital.
La resolución de las ecuaciones de KS 2.9, requerirá un cálculo autoconsistente de
los autovalores y las autofunciones. Esquematizando el proceso, inicialmente se pro-
pone una densidad electrónica ρ(r) con la que se forma el operador hˆKS y se resuelve el
conjunto de ecuaciones direnciales 2.9. Una vez hecho esto, se obtienen una nueva ρ y
se repite el proceso hasta que las densidades electrónicas entre dos pasos consecutivos
no difieran en más de cierto valor elegido, δρ. Diremos entonces que se ha alcanzado
la autoconsistencia electrónica. En la figura 2.2 muestro esquemáticamente cómo
se procede en un cálculo típico de autoconsistencia. En general, el ρout no se usa como
ρin, sino que se mezcla con el anterior ya que si no, el proceso diverge en la mayoria de
los casos. Otra forma de realizar la autoconsistencia, y que hemos venido empleando
durante esta tesis es mezclar el Hamiltonian de KS en vez de ρ, siguiendo el esquema
de la derecha en la figura 2.2.
2. Herramientas teóricas 15














′ + EXC [ρ]−
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VXC(r)ρ(r)dr+EIJ . (2.12)





















Introduciendo 2.13 en 2.12 se recupera el funcional 2.8. Se acostumbra a denominar
a la suma de los autovalores de KS, con el término Band Structure (BS), y a los tres
siguientes sumandos las correcciones de doble conteo (DC) que se produce en la suma
de autovalores para los términos hartree y para el intercambio y la correlación. El
último término de 2.12 es la interacción culombiana entre iones.
2.2.2. Aproximación local de la densidad de espín (LSDA)
El formalismo arriba descrito no hace mención alguna al espín electrónico, ya que
considera cada orbital degenerado en espín. Se puede extender la DFT para sistemas
con polarización de espín y así explorar sus propiedades magnéticas.
Una forma práctica y eficiente de introducir el número cuántico de espín en las
ecuaciones de KS es la denominada aproximación local de la densidad de espín
(LSDA). Consiste en desacoplar los espines ↑ y ↓ y aplicar las ecuaciones de forma
independiente para cada uno. Para ello, será suficiente descomponer la densidad elec-
trónica en sus densidades de espín, ρ(r) = ρ↑(r) + ρ↓(r). Cada una de estas densidades
será construida con los espín-orbitales de KS, que satisfaran las ecuaciones de KS para
cada σ =↑, ↓ [









En este caso, los orbitales moleculares de KS, ψKSi (r) están formados por dos com-
ponentes, en función de σ y se les acostumbra denominar espinores. Se les puede







Vemos que en la aproximación LSDA la energía de canje y correlación para cada espín




nσi |ψKS,σi (r)|2, (2.16)
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Elegimos las funciones ψKSi
Construimos ρ(r) =
∑N











Se compara ρin(r) con ρout(r) ó h
KS
in (r) con h
KS
out (r)
Calcularemos la Energía, las fuerzas, etc
¿Autoconsistencia?No
Si
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Figura 2.2: Diagrama de flujo para un cálculo DFT autoconsistente.
con nσi el número de ocupación de cada orbital con proyección de espín σ. El número
total de electrones en el sistema N vendrá dado por la suma: N = n↑ + n↓.


















Para sistemas polarizados en espín, los valores de nσ diferirán, dando un momento
magnético (MM) total:
MM = n↑ − n↓ (2.18)
La LSDA asume espines colineales y no hace mención alguna a la dirección de po-
larización de espín. En el apartado 3.3.2 veremos como se extiende la DFT al caso más
general en el que las direcciones de espín pueden variar de átomo a átomo, mientras
que en la sección 3.3.2, se extenderá al caso donde existe interacción entre espines.
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2.3. Funcionales de energía de canje y correlación
Dentro de la DFT, la energía de XC es la gran desconocida debido a la complejidad
en hallar una expresión para ella. La aproximación local de la densidad (LDA) es la
más sencilla de las aproximaciones llevadas a cabo para obtenerla. Afortunadamente,
se han desarrollado esquemas eficientes que permiten la evaluación de dicho término
en función de la densidad electrónica en cada punto, ρ(r), por lo que pueden ser in-
corporados en la DFT de forma más o menos trivial. Veremos a continuación las dos
aproximaciones más comúnmente utilizadas.
Basándose en las ideas originales de Thomas [20] y Fermi [21, 22], Kohn y Sham [5]
propusieron que la energía de canje y correlación en el punto r, depende sólo de la
densidad de carga en ese punto, EXC [ρ(r)], y su valor puede ser aproximado al de un
gas homogeneo de electrones (HEG), para el cual la energía XC se conoce con bastante





donde xc(ρ(r)) es la energía de canje y correlación por electrón de un gas uniforme de
electrones interactuantes con densidad ρ(r). El potencial de canje y correlación vendrá
dado tras hacer la derivada funcional de EXC [ρ(r)] por
V LDAXC (r) =
δELDAXC [ρ]
δρ(r)




Para simplificar la implementación dentro de los códigos de DFT, la EXC se parametriza
en función de ρ(r). Existen diferentes parametrizaciones publicadas, pero en nue-
stro caso hemos realizado todos los cálculos LDA siguiendo el esquema de Ceperley
y Alder [23], que es el más típico.
En LDA, EXC tiene caracter local, es decir, solo depende del valor de ρ en un
punto r, pero en los sistemas reales la densidad electrónica no es homogénea en la
escala de decenas de Å, especialmente cerca de los núcleos. La contribución LDA puede
ser, en primera aproximación, corregida incluyendo el gradiente ∇ρ, derivándose la
aproximación generalizada del gradiente [24, 25, 26] (GGA) que sin entrar en




donde xc(ρ(r),∇ρ(r)) suele ser una función analítica dependiente de algunos parámet-
ros. Al igual que la LDA, existen diversas parametrizaciones dependientes del gradi-
ente; en nuestros cálculos GGA hemos usado funcional propuesto por Perdew, Burke
y Ernzerhof [25].
Como se ha explicado en el apartado 2.2.2, en sistemas magnéticos se separa la
densidad de carga, ρ(r), en dos contribuciones, ρ↑(r) y ρ↓(r) para cada proyección del
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espín. Puesto que dentro de la LSDA los espines son independientes, la energía XC se








Louie et at [27] propusieron una mejora al cálculo del XC fundamentalmente para
sistemas magnéticos mediante las correcciones denominadas del pseudo-core (cc). En
este esquema, la XC(ρ) no se evalúa únicamente para la densidad de carga de valencia,
ρ(r), sino que se le suma también la correspondiente a los electrones del core, ρc(r),
ya que XC(ρ(r) + ρc(r)) 6= XC(ρ(r)) + XC(ρc(r)). En general, esta corrección sólo será
significativa en la región donde exista un solape apreciable entre ambas densidades de
carga. Por ello, y puesto que la ρ(r) de valencia suele hacerse cero cerca del núcleo, se
acostumbra a reemplazar la densidad del core por una función más suave cerca del
núcleo pero idéntica a ρc(r) más allá de cierto radio, rpsc . En la figura 2.3 mostramos
un ejemplo para el caso del átomo de Fe, donde hemos elegido rpsc = 0.6 bohr. Podemos
ver que en la parte cercana al núcleo que la densidad de carga del core oscila mucho,
por lo que ha sido reemplazada por una función mucho más suave. Sin embargo, en la
zona de solape entre las densidades de carga del core y de valencia (r entre 0.2 y 1.4),
la primera es reproducida fielmente por el cc.
Figura 2.3: Densidades de carga del core (línea verde) y de valencia (línea azul) para el
átomo de Fe.
Los funcionales LDA y GGA han venido proporcionando durante las últimas dé-
cadas resultados satisfactorios a la hora de interpretar o predecir las propiedades de
numerosos sistemas de diferente índole. Existe aún todavía una fuerte controversia so-
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bre cual de las dos aproximaciones da resultados más precisos. En general, LDA (GGA)
sobrestima (subestima) las energías de enlace a la vez que subestima (sobrestima) las
distancias de enlace, pero el grado de desviación respecto de los valores experimen-
tales dependerá del sistema en cuestión. Además, ambas aproximaciones presentan
deficiencias bien conocidas, en cuyos casos se hacen necesarias correcciones denom-
inadas post-DFT ya que no dependen explícitamente de la densidad de carga ρ(r). La
más reportada es la sistemática subestimación de los gaps en semiconductores y ais-
lantes, lo cual no es de extrañar si recordamos que la DFT puede aplicarse de forma
estricta únicamente para el estado fundamental; los estados excitados correspondien-
tes a la banda de conducción no son descritos de forma adecuada. Los formalismos
denominados GW [28] y TDDFT (time dependent−DFT ) [29] dan cuenta de estos esta-
dos excitados, si bien resultan muy costosas computacionalmente y hay pocos grupos
en el mundo que las apliquen. En el siguiente subapartado se describirán en más
detalle otras dos correcciones post-DFT que se han empleado en esta tesis.
2.3.1. LDA+U
En óxidos metálicos, compuestos de tierras raras e inclusive metales de transición
3d, ciertos electrones se encuentran muy localizados en torno al núcleo y sus interac-
ciones no son bien descritas por la LDA/GGA [30, 10]. Son los denominados sistemas
de electrones fuertemente correlacionados. Actualmente, la corrección más extendida
es la propuesta por Anisimov et al [30] que consite en corregir la LDA con un tér-
mino tipo Hubbard [11] (LDA+U) que da cuenta de la repulsión interelectrónica. La
LDA+U incluye un potencial dependiente de la ocupación del orbital con el objeto de
tratar directamente la repulsión de Coulomb entre electrones d ó f . El funcional en la
aproximación LDA+U vendrá dado por:
ELDA+U [ρσ(r), {nσ}] = ELSDA[ρσ(r)] + EU [{nσ}]− Edc[{nσ}] (2.23)
donde ELSDA corresponde al funcional de la energía usado usualmente en DFT (ecuación
2.22), ρσ(r) es la densidad de carga para electrones con espín σ y {nσ} es la matriz de
ocupación de los orbitales para los que se desea aplicar la corrección. EU es el nuevo
funcional de Hubbard que da cuenta de la interacción de Coulomb en la aproximación
del campo medio en el modelo de Hubbard [11] y Edc el funcional que elimina el doble
conteo de la auto-interacción incluida ya en el funcional LSDA.
La energía total de un sistema se puede escribir [30]






m 6=m′σ(Umm′ − Jmm′)nmσnm′σ
U [N↑(N↑ − 1)/2 +N↓(N↓ − 1)/2 +N↑N↓]
+J [N↑(N↑ − 1)/2 +N↓(N↓ − 1)/2]
(2.24)
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donde N↑ y N↓ son los números totales de electrones paralelos y antiparalelos al eje de
cuantización en la capa d(f), respectivamente, m es el número cuántico magnético y
nm±σ serán los números de ocupación de los orbitales. J y U son, respectivamente, las
constantes de la interacción de canje y Coulomb. A pesar de que las integrales Umm′ y
Jmm′ se pueden calcular a partir del potencial atómico de interacción electrón-electrón,
es práctica habitual considerarlos parámetros semi-empíricos independientes dem que
se ajustan a propiedades electrónicas y/o magnéticas específicas. Como se verá en el
apartado 3.5.1 y en el capítulo 5, el efecto de la LDA+U es típicamente incrementar el
desdoblamiento magnético así como aumentar los gaps.
En esta tesis hemos empleado la reciente implementación desarrollada por D. Sanchez-
Portal dentro del programa SIESTA [31]. Sin entrar en detalles, diremos que se ha for-
mulado mediante proyectores del tipo Kleinman-Bylander, los cuales se describirán en
el apartado 2.4.3.
2.3.2. Fuerzas de van der Waals
Las aproximaciones LDA y GGA no proporcionan buenos resultados en la descrip-
ción numerosos sistemas tales como cristales líquidos, polímeros, proteínas, grafito o
moléculas pi-conjugadas adsorbidas sobre metales. En estos casos, las interacciones
molécula-molécula, molécula-metal o entre los planos atómicos son de carácter débil
ya que no existe un enlace covalente entre ellos. Son las fuerzas de van der Waals
(vdW) las principales responsables de estas interacciones, dando cuenta de la interac-
ción dipolo-dipolo entre los átomos, moléculas o planos. Dicha interacción es atractiva
y de largo alcance ya que decrece con la distancia como 1/R6. Puesto que el potencial
que sufre una partícula se ve afectado por la configuración del resto de dipolos, que a
su vez dependen de la orientación de la primera, se trata de un efecto de correlación.
Dado su largo alcance y el carácter local de LDA/GGA, no es sorprendente que estas
últimas describan a menudo erróneamente los sistemas arriba mencionados. En es-
ta tesis nos hemos centrado en la aproximación tradicional consistente en tratar las





donde R = |RI − RJ | es la distancia entre los átomos I y J . La función de amor-
tiguamiento fIJ(R) tenderá a cero a distancias pequeñas y a la unidad para R grande.
En concreto, hemos implementado en SIESTA la la parametrización propuesta por
Ortmann et al [32], según la cual la función de amortiguamiento fIJ(R) viene dada por









donde rI/Jcov son los radios covalentes de cada átomo [33], mientras que λ = 7.5× 10−4 y
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con II/J y αI/J los potenciales de ionización y las polarizabilidades de cada átomo,
respectivamente, para los cuales usaremos los valores experimentales [33].
La ecuación 2.25 reproduce el comportamiento que debe tener la interacción de
vdW: entorno a R ≈ 0 la interacción de vdW no juega ningún papel importante, vdWIJ →
0. Por el contrario, para R → ∞ se recupera la forma propuesta por London. Para






La contribución total debida a la interacción de vdW, EvdW , se obtendrá calculando







y se añadirá al funcional total DFT. Para sistemas periódicos el rango de interacción
requerido para obtener una convergencia en la energía total inferior a 5 meV asciende
a más de 100 Å, lo que da una idea del largo alcance de estas interacciones.
Los dos problemas principales asociados a esta corrección semi-empírica son:
1. La interacción a distancias intermedias, donde 0 < f < 1, no es precisa ya que la
ecuación para fIJ 2.26 no es única.
2. El sumatorio sobre pares realizado en la ecuación 2.28 no tiene en cuenta el
apantallamiento que los átomos localizados entre I y J ejercerán en la interacción
IJ .
La consecuencias de estas aproximaciones serán discutidas en el capítulo 5.
Finalmente, cabe destacar que en los últimos años se han desarrollado formalismos
de vdW dependientes de la densidad electrónica, es decir, que encajan dentro de la
DFT. Los cálculos asociados son muy costosos, si bien J.M. Soler ha desarrollado
recientemente aproximaciones precisas a dicho formalismo muy eficientes en términos
computacionales y ya han sido implementadas dentro del código SIESTA. En nuestro
caso, la inclusión de las interacciones vdW se hizo necesaria durante el estudio de la
adsorción de la molécula de CoPc sobre Cu(111) (ver capítulo 5), el cual se realizó
antes de la aparición de estos trabajos.
2.4. Aproximación del pseudopotencial
2.4.1. Pseudopotenciales atómicos
Cuando las diferentes especies atómicas se unen para formar moléculas y sólidos,
podemos clasificar los estados electrónicos de cada átomo en dos tipos: i) Los más
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internos que corresponden a capas cerradas y que llamaremos orbitales del core; y
ii) los más extendidos u orbitales de valencia, que corresponden a capas vacías o
parcialmente ocupadas. Esta distinción surge del hecho de que en la formación del
enlace químico entre átomos se puede considerar que son los orbitales de valencia los
que entran principalmente en juego, ya que los orbitales del core están más localizados
y no participan significativamente en la unión. Este argumento se puede aprovechar
con objeto de aliviar el coste computacional de los cálculos DFT mediante el uso del
denominado pseudopotencial (PP). Si asumimos que los electrones del core no se
ven modificados al formarse el enlace (frozen core) podemos agrupar el efecto del nu-
cleo apantallado por éstos en un potencial efectivo, el PP, que solo actuará sobre los
electrones de valencia.
Debido a que son las colas de los orbitales de valencia las que participan más
activamente en la formación del enlace , se puede definir un radio a partir del cual
ésta interacción sea mucho menor. Le denominaremos radio de core, rc. Dentro de
la región limitada por este radio sustituiremos las funciones de onda por otras más
suaves, evitando así las oscilaciones de los orbitales de valencia debida a la ortogonali-
dad que tienen que mantener con los orbitales del core en las proximidades del nucleo
atómico. A estas nuevas funciones las llamaremos pseudofunciones de onda (pWFs) y
se comportarán para valores mayores a rc de forma idéntica a los orbitales de valencia
reales.
A pesar de que actualmente el modo teórico en que se construyen los PPs es algo
distinto al modo originario ideado por Phillips y Kleinman [12] (PK), resumiré la deduc-
ción que siguieron ya que nos será de utilidad para ahondar en los fundaments físicos
de los PPs. Supongamos que podemos construir unas funciones de onda de valencia
suaves ψpsv . Para ello, consideremos la separación explícita de los orbitales de valen-
cia y del core como |φv〉 and |φc〉, respectivamente. Estos dos conjuntos de funciones
satisfaran sendas ecuaciones de Schrödinger:{
Hˆ |φc〉 = c|φc〉
Hˆ |φv〉 = v|φv〉
(2.29)
donde Hˆ es el operador hamiltoniano de Kohn-Sham para un solo electrón (ecuación 2.9).
Combinando los autoestados del core y valencia se definen unos nuevos pseudo-
estados, |ψpsv 〉, del modo siguiente:




Obviamente, el subespacio expandido por los {|ψpsv 〉} será ortogonal al subespacio del
core {|ψc〉}.
Si hacemos actuar H sobre esta ecuación tendremos:
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es decir,
Hˆ |ψpsv 〉 −
[∑
core





= v|ψpsv 〉 (2.32)








|ψpsv 〉 = v|ψpsv 〉 (2.33)
Por tanto, vemos que se puede construir un pseudo-hamiltoniano Hˆ ps, restringido
al subespacio de los electrones de valencia con los mismos autovalores que el original.
El PP en sí se define como:





(v − c)|φc〉〈φc| (2.34)
Así pues, el PP representa un potencial efectivo para los electrones de valencia en el que
se incluye el potencial del núcleo apantallado por los electrones del core. En el segundo
sumando podemos observar que al ser v > c, tendremos una cantidad positiva, luego
este término será repulsivo y por tanto tiende a “expulsar” los estados |ψpsv 〉 fuera del
core.






V psl,I (r)|lm〉〈lm| =
∞∑
l=0
V psl,I (r)Pˆl, (2.35)
donde 〈r|lm〉 = Ylm(θ, φ) serán los armónicos esféricos, V psl,I (r) es el PP para l y Pˆl el





e I el átomo para el cual se han obtenido los PPs.
El significado del operador Vˆ psI lo podemos resumir diciendo que cuando éste actúa
sobre los diferentes orbitales, Pˆl selecciona las diferentes componentes angulares de la
función de onda para luego ser multiplicadas por el correspondiente pseudopotencial
V psl,I (r). Seguídamente, se sumarán todas las componentes de cada momento angular
para formar el PP total para posteriomente obtener los elementos de matriz del hamil-
toniano del sistema que estemos estudiando. A pesar de que el uso de este PP actúa de
manera diferente en cada componente de momento angular de la función de onda, no
será así para las partes radiales V psl,I (r) y se conviene en llamar semi-local a éste tipo
de operador que actúa no-localmente en las partes angulares y localmente en las radi-
ales. En el apartado 2.4.3 se mostrará cómo es posible transformar un PP semi-local
en uno totalmente no-local.
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En la práctica, V psl,I (r) no coincide exactamente con 2.35 sino que, con objeto de
facilitar las operaciones computacionales, se suaviza su parte radial cerca del nucleo.
Además, una propiedad fundamental que deben poseer los PPs atómicos es su trans-
ferabilidad, es decir, la capacidad para ser usados en otro entorno distinto al que
han sido construidos como por ejemplo, moléculas, sólidos o configuraciones átomicas
excitadas.
Sin ánimo de profundizar en los diferentes métodos que existen para construir los
PPs [34, 35, 36, 37, 38], citaremos las principales condiciones que se imponen en todos
ellos:
1. Los autovalores de las pWFs coincidirán con los de la función de onda all-electron
para una configuración electrónica elegida del átomo, es decir, han de cumplir la
ecuación 2.33.
2. La pseudofunción de onda no tendrá nodos para r < rc, y será idéntica a la función




ps(r) para r < rc,
Rae(r) para r ≥ rc.
(2.37)
En r = rc ambas funciones de onda habrán de cumplir unas condiciones de con-
tinuidad muy severas.
3. La norma de las dos funciones de onda dentro de la región (r < rc) coincidirá






A los PPs que cumplen estas condiciones se les denomina pseudopotenciales con
conservación de la norma (NCPPs). Alternativamente, Vanderbilt propuso unos PPs
“ultra-suaves” que no conservan la norma, por lo que requieren de correcciones poste-
riores para neutralizar la diferencia de carga. Nosotros a lo largo de esta tesis hemos
generado todos los PPs empleados utilizando el esquema propuesto por Troullier y
Martins [38] según los códigos distribuidos con el paquete SIESTA.
En resumen, podemos decir que la aproximación del PP simplifica enormemente el
cálculo de la estructura electrónica eliminando los estados del core y el fuerte potencial
que les mantiene unidos. El proceso para obtenerlos a partir de primeros principios
pasa por un cálculo atómico autoconsistente basado en DFT usando para el funcional
de canje y correlación las aproximaciones LDA o GGA. Con los PPs, se obtendrán
también las pWFs sin nodos y serán idénticas a las funciones de onda all-electron a
partir de cierto radio de core, rc. Generalmente, el valor de estos radios se eligen menor
o igual que el máximo más alejado en la función de onda all-electron. Como ejemplo,
en la figura 2.4 se muestra el PP y las pWFs para el átomo de Aluminio.










































Figura 2.4: Izquierda: Pseudopotenciales (PPs) (línea continua) para el átomo de Al
para l = 0, 1 junto con el potencial real que sienten los electrones de valencia Zv/r (línea
discontinua); Derecha: Pseudofunciones de onda (pWFs) (línea continua) y funciones
de onda reales (líneas discontinuas). El PP ha sido construido con el programa atom
bajo la aproximación LDA para el XC.
2.4.2. Construcción de un pseudopotencial
Para realizar los cálculos mostrados en esta tesis hemos tenido que construir PPs
para diferentes especies atómicas. Para hacerlo, hemos usado el programa atom dis-
tribuido junto con el programa SIESTA. atom nos permite realizar cálculos atómicos
all-electron basados en DFT para cualquier configuración atómica y la posterior ge-
neración de los PPs. Para tratar el funcional de canje y correlación dispone de las
aproximaciones LDA y GGA. Se pueden obtener PPs no relativistas, relativistas y con
polarización de espín. Además, el programa puede generar PPs incluyendo corecciones
del core [27]. También es posible usar atom para testear la calidad de los PPs realizan-
do simulaciones atomísticas para otras configuraciones electrónicas distintas a las
empleadas en su construcción. Si bien a lo largo de esta tesis prácticamente todos los
PPs generados se realizaron bajo la corrección relativista, dejamos su descripción para
el siguiente capítulo, y en esta sección describiremos únicamente el caso no relativista
con objeto de simplificar las ecuaciones.
El primer paso en la construcción de los pseudopotenciales consiste en realizar un
cálculo all electron para el átomo aislado que queramos obtener el PP eligiendo para
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ello una configuración de referencia que usualmente se corresponderá con su estado
fundamental. En el caso del átomo aislado, al ser el potencial central, la ecuación de










+ V ael (r)
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donde V ael (r) es el potencial monoelectrónico
V ael (r) = −
Z
r
+ VH(r) + VXC(r) (2.40)
Para cada l, se tiene que resolver la ecuación 2.39 de forma autoconsistente. Una vez
alcanzada la autoconsistencia se tendrá el potencial V ael (r), los autovalores 
ae
i y las
funciones de onda Raei (r) asociadas, que incluirán tanto los estados de valencia como
los de core. Utilizamos el índice i para designar los números cuánticos n, l,m propios
de cada estado. La función de onda tomará la forma:
ψaei (r) = rR
ae
l (r) Ylm(rˆ) (2.41)
donde Rael (r) es la parte radial e Ylm(rˆ) son los armónicos esféricos. Una vez que
se dispone de todas estas cantidades se puede seguir cualquiera de los esquemas
disponibles para generar los PPs [34, 37, 39, 38] y obtener las funciones V psl,I (r) intro-




según las prescripciones dadas por cada autor.
2.4.3. Peudopotenciales del tipo Kleinman-Bylander
Supongamos que queremos obtener los elementos de matriz de Vˆ psI en una base
cualquiera {|φµ〉}:








donde el subíndice I indica el átomo para el que se crea el PP. Estas integrales resultan
costosas computacionalmente con el agravante que el número de ellas que se tienen
que calcular es del orden de MN2, donde M es el número de átomos en el sistema y N
el número de funciones base.
Leonard Kleinman y D. M. Bylander [40] (KB) propusieron un método para evitar
este problema construyendo un PP totalmente no local:
Vˆ psI = Vlocal(r) + Vˆ
KB
I (2.44)
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donde Vˆ KBI se construirá haciendo uso de la parte semilocal δV
ps
l (r) = V
ps
l (r)−Vlocal(r).
El PP totalmente separable viene dado por la ecuación:
Vˆ psI = Vlocal(r) +
VˆKBI︷ ︸︸ ︷∑
l
|χKBl 〉EKBl 〈χKBl | (2.45)
donde χKBl son las autofunciones de Vˆ
KB
I con autovalor E
KB
l (denominado energía de
KB) y vienen dadas por:
|χKBl (r)〉 =
|δV psl (r)ψpslm(r)〉
〈ψpslm(r)δV psl (r)|δV psl (r)ψpslm(r)〉1/2
(2.46)
Los autovectores normalizados de la ecuación 2.46 les denomiraremos proyectores, y
se obtendrán a partir del PP mediante SIESTA. Las energías de KB, EKBl viene dadas
por la ecuación:
EKBl =
〈ψpslm(r)δV psl (r)|δV psl (r)ψpslm(r)〉
〈ψpslm(r)|δV psl (r)|ψpslm(r)〉
(2.47)
La forma de KB permite reducir enormemente el cálculo computacional ya que los
elementos de matriz dados por la ecuación 2.43 pueden escribirse ahora como:








Con lo que el número de integrales a realizar se reduce a NM, al tiempo que las inte-
grales χKB,µl = 〈φµ|χKBl 〉 son más sencillas que las que aparecen en ecuación 2.43.
2.5. Bases
Las funciones de onda de Kohn-Sham ψKS,mi (r) se pueden poner como combinación





donde m indica cualquier número cuántico relevante, por ejemplo el índice de banda
y/o punto k en sólidos y cµi = 〈φµ|ψi〉. Las bases que consisten de orbitales atómicos
centrados en las posiciones de los iones se conocen usualmente con el nombre de
Combinación Lineal de Orbitales Atómicos (LCAO).
Los autoestados ψ se obtienen tras diagonalizar el hamiltoniano de KS que vendrá










Para sistemas polarizados en espín (caso LSDA visto en el apartado 2.2.2), se pre-







Esto es, las mismas funciones φµ(r) son empleadas para los dos subespacios de espín,
si bien los subespacios son ortogonales en todo momento. Por ello, se construye y















En concreto, SIESTA utiliza orbitales numéricos localizados como funciones
base, los cuales se obtienen resolviendo la ecuación de Schrödinger para el átomo
aislado y dentro de la aproximación del PP –recuérdese que nuestra base sólo incluirá
los estados de valencia. Para cumplir con el propósito de orbitales estrictamente local-
izados será necesario que sean cero a partir de cierto radio, rc. Para ello, se añade un
potencial de confinamiento a la ecuación de Schrodinger. Las funciones resultantes se
las denominará orbitales pseudo-atómicos (PAOs) y constarán de una función radial
multiplicada por un armónico esférico:
φnlm(rI) = χnl(rI)Ylm(rˆI) (2.54)
donde nlm denota los números cúanticos principal, de momento angular y magnético,
respectivamente. rI = r−RI corresponde a la posición del orbital respecto a la posición
atómica RI, χnl(rI) representa la parte radial del orbital.
La compresión impuesta en la construcción de los PAOs produce un aumento en
la autoenergía de los orbitales dada por δshift. Es usual fijar el valor de shift para
cada especie en lugar del radio, obteniendo así un valor diferente de rc para cada
especie y cada momento angular. El hecho de que los PAOs tengan un radio finito
permite reducir en coste computacional ya que muchos elementos de matriz hKSij serán
estrictamente cero, reduciendo por tanto los requerimientos de cálculo y almacenaje
de estas matrices –diremos que se trata de matrices dispersas o sparse matrix.
Una vez considerado el tipo de funciones que vamos a usar surge la tarea de decidir
cuántas debemos tener en cuenta. La aproximación más sencilla consiste en elegir una
para cada orbital atómico ocupado en el estado fundamental del átomo correspondien-
te. Esta elección es lo que se llama tener una base mínima o simple-ζ (SZ). Este tipo
sería adecuado para describir átomos aislados, pero no así para moléculas o sólidos.
Tendremos entonces que ampliar el número de funciones en la base y obtener lo que
se denomina una base extendida. Hay dos criterios fundamentales para extender una
base. El primero consiste en aumentar el número de funciones que representen a cada
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uno de los orbitales atómicos y el segundo en añadir orbitales desocupados con difer-
ente simetría, es decir, funciones con distinto momento angular. Por supuesto estos
dos modos de ampliar la base no son excluyentes, sino que serán complementarios.
Para construir más funciones base del primer tipo, SIESTA construye partes radiales
diferentes manteniendo la parte angular. Nosotros hemos empleado siempre el esque-
ma splitnorm, con un valor en todos los casos de 0.15 [16]. Si hay dos funciones por
orbital tendremos una base doble o doble-ζ (DZ). En general las bases con multiples
funciones se las denominará multiple-ζ (MZ). En cuanto al segundo tipo, pueden ser
contruídas bien polarizando un orbital con l o empleando el autoestado l+1 vacío co-
rrespondiente. En el primer caso la extension del orbital será la misma que el de la capa
que polariza, mientras que en el segundo será muy extendido y computacionalmente
más costoso. En esta tesis hemos usado el esquema DZP con Eshift=100 meV en casi
todos los casos. Sólo en aquellos cálculos donde se hayan empleado otros parámetros
para la construcción de la base se hará mención a ellos.
Del mismo modo que hemos desarrollado en función de una base de orbitales atómi-
cos el orbital molecular ψi(r), tambien podemos incluir aquí el caso visto en el aparta-
do 2.2.2 para los casos en los que incluyamos las diferentes poblaciones del espín y
escribir la matriz densidad 2 × 2, ρσσ(r), en función de una base de orbitales atómicos








































2.6. Hamiltoniano electrónico de SIESTA
Con la aproximación nolocal del PP –vista en el apartado 2.4.3– el hamiltoniano









V NAI + δVH(r) + VXC(r) . (2.57)
Donde Tˆ = − 12∇2 es el operador de la energía cinética para el átomo I, Vˆ KBI son los
PPs no locales, VH(r) y VXC(r) son los potenciales Hartree y XC, y V NAI es un potencial
construido para eliminar el largo alcance de la parte local de los PPs. Se denominar
potencial apantallado del átomo neutro (NA). Se ha separado el hamiltoniano en dos




0 es la parte del h
KS que no entra en el
proceso de autoconsistencia, al contrario que hKSSCF que sí lo hace.
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donde δρ = ρ −∑I ρatomI . El primer término es la energía cinética cuyos elementos de





El segundo término viene dado por el segundo término de la ecuación 2.48. Los térmi-
nos del tercero al séptimo se corresponden con las correcciónes de largo alcance entre
distintos iones [16]. Es decir, cuando las densidades del core son extendidas, es posible
que aparezcan solapes entre densidades de carga de los diferentes iones. Con la inten-
ción de evitar estas interacciones de largo alcance producidas por el último término de
la ecuación 2.1 se puede reorganizar la expresión como se explica en detalle en [16]
para los términos tercero al sexto de 2.58. Por último, el octavo término de 2.58 es la
contribución de la energía de canje y correlación.
2.7. Fuerzas atómicas
Para obtener la contribución a la fuerza sobre el átomo I debido al a la expresión
de la energía total, EKSscf , tendremos que utilizar el teorema de Hellmann-Feynman y
derivar la ecuación 2.58 con respecto a las coordenadas atómicas:
FI = − ∂
∂RI
EKSsfc (2.60)
Sin profundizar en el proceso explícito para obtener la derivada término a térmi-






































donde α es un índice que representa al proyector KB, y χKB,να son integrales definidas
ya en el apartado 2.4.3. Los términos tercero y cuarto de la ecuación 2.58 son poten-
ciales de interacción a pares cuya contribución a la fuerza se calcularán mediante su
interpolación lineal (spline). El quinto término no depende de las posiciones atómicas,
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Finalmente, teniendo en cuenta que ν ∈ I y que ∂φν(r)/∂RI = −∇φν , la derivada de la











2.8. Funciones de Green
2.8.1. Funciones de Green
Los cálculos DFT estándar emplean una celda tridimensional (3D) para describir el
sistema bajo estudio. Por tanto, asumen que existe simetría traslacional en las 3 direc-
ciones. Cuando se modelizan sistemas de baja dimensionalidad (moléculas aisladas,
hilos o películas) se suele escoger vectores muy largos a lo largo de las direcciones no
periódicas para evitar interacciones entre celdas repetidas a lo largo de esa dirección.
Para bases de ondas planas esto puede suponer un problema dado que las funciones
base están deslocalizadas en toda la celda. Sin embargo, puesto que SIESTA emplea
PAOs estrictamente localizados, las interacciones entre átomos se hacen cero a partir
de cierta distancia, y basta con escoger vectores suficientemente largos que aseguren
que las interacciones inter-celda son cero.
Las superficies de los sólidos suelen ser modelizadas como películas (slabs) bidi-
mensionales de espesor finito con un vector largo alineado con la normal a la superficie,
de modo que se introduce una región de vacío entre las dos superficies de la película.
Si bien esta modelización suele ser satisfactoria para calcular importantes propiedades
como la energía de adsorción o las relajaciones atómicas que sufren las capas de la su-
perficie, no resulta conveniente para describir con precisión ciertos aspectos “sutiles”
de la estructura electrónica. Un ejemplo paradigmático son los estados de superficie en
metales nobles, que veremos en la sección 3.4.4 y en el capítulo 5. En dichos casos es
preciso modelizar la superficie como un sistema semi-infinito formado por unas capas
atómicas superficiales que se empalman al bulk del material (substrato). Puesto que
el Hamiltoniano de este sistema es semi-infinito, no es posible su diagonalización y se
ha de recurrir a técnicas de función de Green (entre otras) para resolverlo.
Resumimos a continuación las ecuaciones básicas para tratar superficies mediante
técnicas de empalme de funciones de Green empleando una base de orbitales estricta-
mente localizados. La figura 2.5 muestra el sistema semi-infinito que se ha subdividido
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Figura 2.5: Interfase GREEN-SIESTA
en capas principales (PLs) cada una de las cuales contiene un cierto número de ca-
pas atómicas. La anchura de dichas capas ha de ser lo suficiente para asegurar que
no existen términos en el Hamiltoniano que conectan PLs que no sean adyacentes. El
Hamiltoniano toma así una estructura tridigonal, como se muestra en la figura 2.5(b).
La función de Green proyectada sobre la PL de la superficie s, viene dada por:
Gss(E) = (ESss −Hss +Σsbs(E))−1 (2.66)
donde Hss y Sss son el Hamiltoniano y el solape intra-PL (caja superior izquierda en
la figura 2.5(b)), y Σsbs(E) es la denominada autoenergía que acopla los estados de
s con los del substrato. Es la responsable del ensanchamiento, desdoblamiento y/o
desplazamiento de los estados derivados de la superficie aislada. La matriz a invertir
en la ecuación 2.66 es de dimensiones Ns×Ns, siendo Ns el número de funciones base
empleadas para la PL s. Cuando se hace un sampleado del espacio recíproco, la matriz
es invertida para cada punto k.
La función de Green proporciona de forma trivial la PDOS sobre cualquier orbital µ
según:
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2.8.2. Interfase Green-SIESTA
Las evaluación de las proyecciones de la función de Green sobre cualquier PL de un
sistema de cualquier periodicidad está implementada en el código GREEN desarrollado
a lo largo de los últimos años por J.Cerdá [?]. El código incluye una interfase con el
programa SIESTA de manera que GREEN llama a las subrutinas propias de SIESTA
para generar (o leer si están ya almacenados) las matrices del Hamiltoniano (las cajas
que aparecen en la figura 2.5(b)). Para una superficie, dichos elementos son obtenido a
partir de dos cálculos SIESTA independientes. Como se muestra en la figura 2.5(c), uno
se realiza para el substrato (bulk) de donde se obtienen todos los elementos de matriz
para las cajas Hbb, Hb1b/bb1 y Hbb±1 y otro para la superficie (slab finito) obteniéndose
las matrices Hss y Hsb1/b1s y Hb1b1. Para obtener una solución autoconsistente, este
último cálculo ha de realizarse para un slab que incluya, aparte de las PLs s y b1, otra
PL b adicional. Típicamente, cada PL contiene de 3 a 4 capas atómicas (además del
adsorbato para s), por lo que al cálculo slab requiere entre 9 y 12 capas del substrato.
Este cálculo se realiza para la geometría previamente optimizada empleando un slab
más fino. La calidad de la autoconsistencia es comprobada comparando las energías
on-site de los orbitales en la caja Hb1b1 evaluados del cálculo slab con los evaluados
del cálculo bulk. Después de un alineamiento de los niveles del vacío entre los cálculos
slab y bulk, las desviaciones entre los on-site energies no sobrepasan unas decenas de
meV, lo que demuestra que el Hamiltonian semi-infinito es autoconsistente.
El código GREEN emplea las subrutinas de SIESTA únicamente para la generación
del Hamiltoniano; su resolución, bien sea mediante diagonalización o funciones de
Green, lo realiza enteramente GREEN, así como los ciclos de autoconsistencia, la min-
imización energética (ya sea mediante CG o SA-MD) y las PDOS junto con el resto de
cantidades asociadas. De hecho, los cálculos en esta tesis se han realizado en su gran
mayoría con GREEN, si bien sólo lo citaremos cuando el cálculo involucre cantidades
que SIESTA no proporciona –por ejemplo, las funciones de GREEN.
2.9. Métodos de minimización
En los apartados anteriores se ha explicado los métodos basados en DFT para
obtener la solución aproximada de la parte electrónica del problema de muchas partícu-
las en una configuración iónica determinada. Al resolver la ecuación de Schrödinger
electrónica 2.3 se halla la energía para una determinada posición de los iones E({RI}).
El valor de esta energía para todas las configuraciones iónicas posibles es lo que se
conoce por hipersuperficie de potencial. El principal problema para obtener la topología
de esta hipersuperficie de potencial radica en la elevada dimensionalidad de la misma,
por ejemplo, si se usan coordenadas cartesianas, la dimensión de un determinado
sistema compuesto por M átomos es 3M, y la hipersuperficie estará inmersa en un es-
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pacio 3M+1 dimensional. El modo de abordar este problema es diseñar estrategias que
permitan analizar las zonas de interés químico, que en general, consiste en localizar
la configuración iónica de mínima energía. En el caso más general, la hipersuperficie
de potencial estará compuesta por máximos y mínimos locales conectados por puntos
de silla. El mínimo global nos proporcionaría las posiciones de equilibrio del sistema,
mientras que los locales corresponderán a fases metaestables. Para encontrar los mín-
imos de una función multidimensional existen numerosos métodos de optimización
numérica [41]. A lo largo de esta tesis se ha hecho uso del método del gradiente
conjugado (CG) 2.9.1 así como del de recocido simulado o Simulated Annealing
(SA) 2.9.2, por lo que los revisaremos brevemente a continuación.
2.9.1. Método de los gradientes conjugados
A menudo, la intuición química nos permite proponer configuraciones de prueba
cercanas a un mínimo local –por ejemplo basándose en valores típicos para las longi-
tudes y ángulos de enlace–, por lo que en dichos casos no es necesario explorar toda la
hipersuperficie sino sólo la región alrededor de esta configuración inicial. Para dichos
casos, las técnicas de minimización más eficientes son las basadas en el uso del gra-
diente. Dado que el teorema de Hellmann-Feynman nos proporciona dicho gradiente
vía las fuerzas sobre los átomos –vistas en el apartado 2.7– estas técnicas pueden ser
incorporadas al programa de DFT sin demasiados problemas.
El algoritmo matemático basado en gradientes más eficiente es el método de los
gradientes conjugados (CG) [41]. Si bien la intución nos diría que la forma más
rápida de acceder a un mínimo local sería mover las coordenadas atómicas en la di-
rección de las fuerzas (método del máximo descenso), no es así el caso cuando la
hipersuperficie tiene una topología complicada y anisotrópica. Esto se puede ver en
la figura 2.9.1(a); el paraboloide alrededor del mínimo es alargado y si realizamos
minimizaciones unidimensionales únicamente a lo largo del gradiente en cada punto,
nuestra trayectoria será en zig-zag. El método CG evita este problema introduciendo,
tras cada minimización unidimensional, una nueva dirección ortogonal (conjugada) a
la anterior. Como puede verse en la figura 2.9.1(b), este método nos llevaría al mínimo
de una forma más directa.
2.9.2. Método del recocido simulado (Simulated Annealing)
Una técnica ampliamente usada para encontrar el mínimo global de una hipersu-
perfice es la del recocido simulado (Simulated Annealing) (SA) [42]. El algoritmo se
inspira en la propia naturaleza: cuando un líquido se encuentra a alta temperatu-
ra, sus moléculas poseen una alta energía permitiendo que su movimiento sea más o
menos libre siendo capaces de situarse en diferentes posiciones. En general, la proba-
bilidad de que el sistema se encuentre en una configuración iónica determinada, i, con
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b b
a) Descenso por la máxima pendiente b) Gradientes conjugados
Figura 2.6: Representación esquemática de las curvas de nivel de una superficie en
tres dimensiones próximas a un mínimo para los dos principales métodos que usan los
gradientes en los sucesivos pasos: a)máximo descenso; y b) gradientes conjugados.
energía Ei, viene dada por:
p(Ei) ∝ e−(Ei−Ej)/kT (2.68)
donde Ej se refiere al valor de la energía del sistema en la configuración inicial. Cuan-
do T es grande, el sistema tiene probabilidades similares de estar en cualquier estado
y evolucionará recorriendo toda la hipersuperficie. Si se enfría el sistema lentamente,
estas moléculas irán perdiendo su movilidad e irán tomando posiciones cercanas a
alguna fase metaestable. Lo asombroso es que para sistemas enfriados muy lenta-
mente, la naturaleza es capaz de colocar los átomos en posiciones tales que hacen
que la energía del sistema sea mínima; en el caso del líquido sería una fase cristalina.
Según esta analogía, es posible llevar a cabo la búsqueda de la configuración de
equilibrio de una molécula o sólido mediante la aplicación del SA. Básicamente, se
introduce una temperatura ficticia inicial alta al sistema dejando que evolucione mien-
tras que se reduce paulatinamente la T en cada paso. Existen dos formas de de-
jar que el sistema evolucione: bien cogiendo configuraciones al azar en cada paso
(procedimiento de Metrópolis [43]) o utilizando la Dinámica Molecular (MD).
En nuestro caso hemos empleado el SA en conjunción con la MD según se ha im-
plementado en SIESTA (opción: MD.TypeOfRun = Anneal). Básicamente, consiste en
integrar las ecuaciones del movimiento clásico (ecuaciones de Newton) en pequeños
pasos temporales δt. Puesto que la temperatura instantánea, Tkin, del sistema depende
las las velocidades iónicas, dichas velocidades son re-escaladas con objeto de que Tkin
se aproxime a TSA, siendo ésta la temperatura del SA en cada paso. Esto es lo que
hemos hecho en las simulaciones llevadas a cabo en las NPs de Au (capítulo 4): se
elige una temperatura inicial más o menos alta (dependiendo del sistema) y se van
reescalando las velocidades a través de sus dependencia con la energía cinética, con-
siguiéndose así una disminución “controlada” de la temperatura y, por tanto, de las
velocidades de los átomos.
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2.10. Métodos de análisis de la extructura electrónica
Describiremos en este apartado las principales técnicas empleadas para analizar la
estructura electrónica de los sistemas estudiados.
PDOS:
La distribución de los estados electrónicos en función de la energía suele ser anal-
izada en términos de la densidad electrónica proyectada sobre los átomos u orbitales
(PDOS). Así, una vez resueltas las ecuaciones KS, contaremos con los autoestados
ψKS,mi y sus respectivas autoenergías 
KS,m
i . La PDOS sobre un conjunto de orbitales
viene dada por:












(Er − KS,mi (σ))2 + E2i
(2.69)
donde se ha usado una función lorentziana de anchura Ei para ensanchar los autoes-
tados. La PDOS nos dará información de cómo se comportan los estados de la base
cuando se forman los enlaces. Veremos ejemplos en los capítulos 4 y 5.
COOP:
La PDOS puede descomponerse en una contribución diagonal, Qαα y una serie de
términos no diagonales, COOPαβ . Los segundos dan cuenta de las características del
enlace entre los dos orbitales α y β en función de la energía; si el valor es positivo,
se dirá que la interacción es enlazante (bonding), si es negativo será antienlazante
(antibonding) y si es cero será no-enlazante (no-bonding).












(Er − KS,mi (σ))2 + E2i
(2.70)
Cargas Mulliken:












Su interpretación es la carga asociada a cada orbital y generalmente se utilizan para
determinar las transferencias de carga entre átomos enlazados.
BOPs:
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se obtienen las Poblaciones de Orden de Enlace (BOPs) entre orbitales. Así, si su valor
es positivo (negativo) diremos que en el enlace se acumula (remueve) carga.
Se ha de tener en cuenta que todas las cantidades descritas arriba (PDOS, COOP,
Q y BOP) proporcionan únicamente información cualitativa respecto a los enlaces y
transferencias de carga, debido a que sus valores dependen de la base de orbitales





La Mecánica Cuántica no relativista describe el movimiento de los electrones y los
núcleos así como sus interacciones mutuas reproduciendo el comportamiento quími-
co con bastante precisión cuando los elementos a tratar son ligeros. Los efectos de la
relatividad en los átomos tendrán un caracter más acusado en los electrones próximos
al núcleo debido al fuerte confinamiento al que se ven sometidos y la elevada energía
cinética asociada. La importancia de estos efectos en las capas de valencia aumentará
aproximadamente como Z2, es decir, se manifiestarán en mayor medida en los com-
puestos formados por elementos de la parte inferior de la tabla periódica. Debido a la
alteración que sufren los electrones de valencia, y siendo estos en primera instancia
los responsables del enlace químico entre átomos, es de esperar que la inclusión de
la relatividad en el hamiltoniano que describe su movimiento altere, en cierta medida,
las propiedades de los enlaces y la energía del sistema. Es por esto que si se desea
realizar un preciso estudio de compuestos en los que los números atómicos de sus
componentes sea elevado se hace necesario incluir los efectos relativistas.
Dentro de la Teoría Especial de la Relatividad de Einstein la masa de cualquier
objeto que se encuentre en movimiento cambiará de acuerdo con
m = m0[1− (v/c)2]−1/2 (3.1)
donde m0 es la masa en reposo del objeto. Si la velocidad es pequeña, el término (v/c)2
es muy pequeño, y los efectos relativistas son insignificantes. Sin embargo, si v es
suficientemente elevada, la razón m/m0 empieza a ser algo mayor que la unidad y los
efectos relativistas empezarán a cobrar importancia. Se puede ver cualitativamente
esta dependencia de la masa con la velocidad aplicando la fórmula 3.1 a un modelo
simplificado de átomo hidrogenoide y obtener la energía, velocidad y el radio orbital
de un electrón [44]. Para los elementos de los tres primeros períodos la razón m/m0
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cambia en menos de un 1% (mSi ≈1.0052). Para el cuarto período varía entre 0.9% y
3.6% (mCu ≈1.023). Para el quinto la variación se aproxima al 7% (mAg ≈1.064), y es
para los períodos sexto y septimo cuando la variación es mayor a un 10% (mAu ≈1.22).
Los efectos relativistas en los átomos pueden medirse experimentalmente median-
te el denominado desdoblamiento (splitting) espín-órbita; en los espectros atómicos
se rompe la degeneración en m para cada capa nl y aparecen dos estados separados
en energía. Como su propio nombre indica, el origen de este desdoblamiento es la de-
nominada interacción espín-órbita (SO). Además, existen materiales magnéticos que
poseen una propiedad denominada anisotropía magnética (MA) que da cuenta de la
energía involucrada en la rotación de la magnetización desde una dirección de energía
menor (eje fácil) hasta otra con energía mayor (eje dificil). A pesar de que el orden de
magnitud es típicamente de tan solo 10−6 a 10−3 eV/at [45], la MA tiene importantes
aplicaciones tecnológicas hoy en día, sobre todo en el campo de los ordenadores.
Desde un punto de vista fundamental, el térmimo SO resulta del acoplamiento en-
tre el momento magnético intrínseco del electrón (proporcional a su momento angular
de espín) con el campo magnético visto en su movimiento orbital alrededor del núcleo
(proporcional a el momento angular orbital del electrón) y se trata de un efecto pura-
mente relativista. Por ello, no está contemplada en la ecuación de Schrödinger ni, por
extensión, en las ecuaciones KS de la DFT descritas en el capítulo anterior. La forma
exacta de tratar las correcciones relativistas es mediante la ecuación de Dirac [46].
Existen diversos formalismos implementados que incluyen el acoplo SO dentro de la
DFT. La mayoría de ellos involucran cálculos all electron (full potential) ya que, como se
ha comentado arriba, son los orbitales del core los que experimentan en mayor medida
los efectos relativistas. La desventaja estriba en que se trata de cálculos muy costosos
por lo que se suelen aplicar únicamente a sistemas con celdas unidad pequeñas y en
las que las posiciones atómicas no han sido relajadas.
Dentro de la aproximación del PP vista en el capítulo anterior, el modo usual de
incluir correcciones realativistas es despreciar la interacción SO, generándose los de-
nominados PPs escalares-relativistas (SR) [35, 39, 38]. Sin embargo, si se quieren
estudiar propiedades que dependen del acoplo SO (la MA o los desdoblamientos), será
necesario ir un paso más allá y añadir al hamiltoniano total un término que de cuen-
ta de esto. Kleinman [47] y posteriormente Bachelet y Schlüter [48], introdujeron la
corrección SO en los PPs relativistas en su forma semilocal (véase la ecuación 2.35).
Este formalismo se ha aplicado con éxito en el cálculo del desdoblamiento SO en el
germanio [49] así como en semiconductores como GaAs y InSb [50]. Posteriormente,
Hemstreet desarrolló PPs totalmente separables [51], obteniendo de nuevo valores para
los desdoblamientos SO en semiconductores precisos. Finalmente, comentamos tam-
bien la aproximación "on-site" desarrollada por el grupo de Ferrer [6], donde se tiene en
cuenta que la corrección SO será intra-atómica, es decir, la inclusión de la interacción
SO no producirá interacciones SO entre átomos. Se consigue reducir así el número de
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elementos de matriz a calcular.
Cuando se introduce en el hamiltoniano total la interacción SO no será suficiente
resolver las ecuaciones de KS para el caso con polarización de espín (LSDA) vistas en el
capítulo 2, ya que ahora los dos subespacios de espín no son independientes e interac-
tuarán entre sí, de manera que el eje de cuantización del momento magnético variará
su orientación de un punto a otro en el espacio, haciéndose necesario un tratamiento
no colineal de los espines.
3.2. Origen del acoplo espín-órbita (SO)
La ecuación de Dirac describe el comportamiento de un electrón teniendo en cuenta
los efectos relativistas. Un desarrollo de esta ecuación hasta segundo orden en v/c



























L · S︸ ︷︷ ︸
HSO
(3.2)
donde el primer término a la derecha de la igualdad es la masa en reposo del electrón, el
segundo y el tercero, HNR, será el hamiltoniano no relativista compuesto por la energía
cinética y el potencial V (r) –véase ecuación 2.9. Los tres siguientes términos se les
denomina términos de estructura fina y son los responsables como su propio nombre
indica, de la estructura fina observada en los espectros atómicos [45]. Demos una
explicación física a cada uno de ellos. El cuarto término, HMV , representa la primera
corrección a la energía debido a la variación relativista de la masa con la velocidad.
El quinto, HD, se le denomina término de Darwin y puede interpretarse como una
modificación de la energía del electrón debida a un movimiento aleatorio alrededor de
su trayectoria media con desviación cuadrática media del orden de la longitud de onda
Compton λc = ~/mc. Se suele hacer referencia a estas fluctuaciones con el término
alemán zitterbewegung. Al último término, HSO, se le conoce como la interacción
espín-órbita (SO).
Para entender el origen físico de este término consideremos un electrón moviéndose
con una velocidad ve=p/me en el campo electroestático, E, creado por el núcleo. La rel-
atividad especial indica que aparecerá, en el sistema de referencia propio del electrón,
un campo magnético B′ dado por
B′ = − 1
c2
v × E (3.3)
siendo este campo magnético B′ el campo experimentado por el electrón. Como el elec-
trón posee un momento magnético intrínseco ~µs=qS/me, interaccionará con este campo
B′ siendo la energía de interacción
E′SO = −~µs ·B′ (3.4)
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Se puede sustituir 3.5 en la expresión de B′ (ecuación 3.3) y poniendo la velocidad el e











Además, como p×r = – L, con L el momento angular del electrón, obtenemos finalmente








L · S (3.7)
Se puede observar que salvo un factor 1/2, esta expresión es idéntica al último tér-
mino, HSO, en la ecuación 3.2. Esto se debe a que hemos realizado la obtención del
término SO en el sistema de referencia del electrón, sin embargo, nos interesa el sis-
tema en el que el núcleo está en reposo. Deshaciendo el cambio de un sistema a otro
se recupera la expresión exacta.
Se puede decir entonces que el acoplo espín-órbita representa la interacción del
momento magnético intrínseco de espín con el campo magnético creado por el núcleo,
orbitando en el sistema de referencia en reposo del electrón (ver figura 3.1). Esta inter-
acción hace que se acoplen L y S provocando que la orientación de cada uno dependa












Figura 3.1: (a) Representación simplificada de un electrón moviéndose en una órbita
circular entorno a un núcleo hidrogenoide con carga +Ze en el sistema de referencia
fijo del núcleo; (b) Considerado el sistema de referencia fijo en el electrón, éste “verá”
al núcleo moverse en una órbita circular con velocidad -ve, similar a una espira de
corrientre positiva, sintiendo por tanto un campo magnético B′ creado por el núcleo.
En el dibujo se puede ver que el campo magnético saldrá hacia afuera de la hoja de
papel.
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3.2.1. El momento angular total: J=L+S
De acuerdo con las reglas generales de los momentos angulares en MC, los cuadra-
dos de los momentos angulares orbital L y de espín S conmutarán, cada uno de ellos,
con cualquiera de sus componentes cartesianas [53, 54]. Esto permite elegir cualquiera
de estas componentes, digamos la componente z, y construir una base de autoestados
comunes para L2 y Lz, {|lm〉}, y otra para S2 y Sz, {|sσ〉}, donde l es el número cuántico
de momento angular, m es el número cuántico magnético, s=1/2 es el espín y σ=±1/2
su proyección en z. Como ahora lo que se desea es incluir el espín en la teoría, se
tendrá que construir un espacio de estados que sea compatible con el nuevo grado de
libertad electrónico. Para hacer esto se obtendrá el espacio de estados producto tenso-
rial de El y Es, El ⊗ Es, donde el primero es el espacio de estados de L y el segundo el de
S. La dimensión del nuevo espacio será (2l + 1)(2s+ 1) = 2(2l + 1). Los estados así con-
struidos serán autoestados de {L2,S2,Lz,Sz} y cumplirán las ecuaciones de autovalores
siguientes:
L2 |mσ〉 = l(l+ 1)~2 |mσ〉
Lz |mσ〉 = m~ |mσ〉
S2 |mσ〉 = 3~2/4 |mσ〉
Sz |mσ〉 = ±~/2 |mσ〉
(3.8)
donde se ha empleado la notación |lm〉 ⊗ |sσ〉 = |ls;mσ〉 ≡ |mσ〉. En ausencia de interac-
ción SO, cualquier componente de L y S conmutará con el hamiltoniano total, siendo
{|lm〉} y {|sσ〉} buenos números cuánticos. Sin embargo, si se tiene en cuenta el acoplo
SO, aparecerá un término adicional en el hamiltoniano proporcional a L·S que provo-
cará que L y S no conmuten con H. Para solventar esta dificultad, se puede construir
un conjunto de autoestados comunes a {L2,S2,J2,Jz}, con J=L+S el momento angular
total, ya que J2 y Jz sí que conmutarán con H. Denominaremos los autoestados co-
munes a este conjunto de operadores mediante |ls; JmJ〉 ≡ |JmJ〉, y las ecuaciones de
autovalores correspondientes serán
L2 |JmJ〉 = l(l + 1)~2 |JmJ〉
S2 |JmJ〉 = 3~2/4 |JmJ〉
J2 |JmJ〉 = J(J + 1)~2 |JmJ〉
Jz |JmJ〉 = mJ~ |JmJ 〉
(3.9)
De acuerdo con la teoría de suma de momentos angulares en MC [53], los valores que
tomarán J y mJ , en función de los números cuánticos l y s = 1/2 serán:
J± = l ± 1/2 (3.10)
y para cada valor de J±
mJ± = −J,−J + 1, ..., J (3.11)
Por ejemplo, para l = 2, podemos ver en la parte derecha de la figura 3.2.1 que los dos
valores posibles de J± son 5/2 y 3/2, y las posibles proyecciones en z serán para cada























Figura 3.2: (a) Representación esquemática del acoplo L·Smediante el modelo vectorial
del átomo. Los vectores J, L y S vienen descritos mediante flechas. Vemos que J precede
entorno al eje Z, pero L y S se preceden entre sí y alrededor de J ; (b) Diagrama de
vectores para sumar los números cuánticos l = 2 y s = 1/2 y obtener los valores de
J y mJ correspondientes. Los dos valores de J se obtiene cuando l es paralelo a s,
J = l + s = 2 + 1/2 = 5/2 y cuando son antiparalelos J = l − s = 2− 1/2 = 3/2. Para cada
J las proyecciones en Z son ±5/2 y ±3/2 para J = 5/2 y ±3/2, ±1/2 para J = 3/2
J±: mJ = ±5/2, ±3/2 para J = 5/2 y mJ = ±3/2, ±1/2 para J = 3/2.
Obviamente, la representación {|JmJ〉} es la más adecuada para el cálculo de la
interacción SO, ya que serán tambien autoestados del operador L·S:
L · S |JmJ〉 = ~
2
2
[J(J + 1)− L(L+ 1)− S(S + 1)] |JmJ〉 (3.12)
Debido a que ambas bases, {|mσ〉} y {|JmJ〉}, generan el mismo espacio de Hilbert, se
podrá pasar de una a otra sin más que realizar un cambio de base. Los coeficientes del
cambio de representación se les conoce como coeficientes de Clebsch-Gordan (CG)
[53]:
Cl(m,σ; J±,mJ±) = 〈m,σ|J±,mJ±〉 (3.13)
Para un m dado, los únicos coeficientes no nulos serán, aquellos que cumplan la
relación mJ = m+1/2 por lo que los espinores |JmJ〉 se pueden esribir de forma matri-






Cl(m ↑; J±,mJ±) |l,mJ − 1/2〉
Cl(m ↓; J±,mJ±) |l,mJ + 1/2〉
)
(3.14)
El proyector Pˆl definido en la ecuación 2.36 habrá de ser ahora generalizado para
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3.3. El Hamiltoniano KS con acoplo SO
3.3.1. Obtención del acoplo SO bajo la aproximación del pseudo-
potencial
Kleinman [47] y Bachelet y Schlüter [48] (BS) dedujeron como se podía incorporar
la interacción SO dentro del formalismo del PP. Ambos trabajos hacen uso de las solu-
ciones radiales de la ecuación de Dirac para el átomo aislado. Dichas ecuaciones se
presentan resumidas en el apéndice A, y aquí asumiremos que, de forma análoga al
caso no relativista (ver ecuación 2.39), sabemos construir PPs para cada lJ , esto es:




V pslJ (r)PˆJ =
∑
l,J,mJ
|JmJ〉V pslJ (r)〈JmJ | (3.16)
No es difícil demostrar que dicho operador puede expresarse en función del operador
SO L·S según:
Vˆ psI (r) =
∑
l,m
|lm〉[V SRl (r) + V SOl (r)L · S]〈lm| (3.17)
donde el primer término contendrá las parte escalar-relativista (SR) del pseudopoten-
cial (variación de la masa con la velocidad y el Término de Darwin), y el segundo corre-
sponderá a la interacción SO. Las funciones radiales V SRl (r) y V
SO
l (r) vienen definidas
por
(2l+ 1)V SRl (r) = (l + 1)VlJ+(r) + lVlJ−(r)
(2l+ 1)V SOl (r) = 2[VlJ+(r)− VlJ−(r)].
(3.18)
Estas funciones así construidas proporcionan la suma (para la parte SR) ponderada
en l de ambos PPs V pslJ (r) y la diferencia para la parte SO.
Fijándonos en la ecuación 3.17, vemos que el primer término sí se puede reem-
plazar por un operador totalmente separable (2.4.3) cosa que no es factible con el
segundo debido al operador L·S que aparece explícitamente. En 1993 Hemstreet et
al [51] propusieron un esquema para construir el operador Vˆ psI (r) de una forma total-
mente separable tanto en la parte SR como en la parte SO partiendo del operador KB
dado por 2.45. Para ello, separaremos de nuevo una componente local del PP común a













Donde la pWF vista en la ecuación 2.42 ahora se ha sustituido por su análoga rela-
tivista ΨpslJ±(r) (ver apéndice A).
El operador relativista PPs definido en la ecuación 3.16 toma así la forma totalmente
separable:





|χKBlJ 〉EKBlJ 〈χKBlJ | (3.20)
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Donde EKBlJ se obtiene del mismo modo que en el caso no relativista sin más que
sustituir ψpslm(r) de la ecuación 2.47 por la función de onda relativista Ψ
ps
lJ±
(r) y δV psl (r)
por δV pslJ±(r).
Si bien esta expresión no distingue la contribución SR de la SO, podemos sustituir
las ecuaciones 3.18 por
(2l + 1)vSRl (r) = (l + 1)vlJ+(r) + lvlJ−(r)
(2l + 1)vSOl (r) = 2[vlJ+(r) − vlJ−(r)].
(3.21)
para rescribir el pseudopotencial como suma de tres contribuciones: local, escalar-
relativista y espín-órbita, Vˆ loc, Vˆ SR y Vˆ SO, respectivamente
Vˆ psI (r) = Vˆ
local(r) + Vˆ SR(r) + Vˆ SO(r) (3.22)






















|vSRlm 〉〈vSOlm |+ |vSOlm 〉〈vSRlm |
]
(3.24)
con |vlm〉 = |vlm(r)〉 = |vl(r)Ylm(rˆ)〉 para ambas partes SR y SO.
Lo que hemos conseguido al formar el operador Vˆ psI (r) de esta forma, es separar
en la ecuación 2.45 los efectos relativistas atómicos en dos partes bien diferenciadas,
Vˆ SR(r) y Vˆ SO(r), además de conseguir operadores totalmente separables. Se puede
englobar ambos términos en uno y denominarlo
Vˆ NL(r) = Vˆ SR(r) + Vˆ SO(r). (3.25)
Como ejemplo de PPs relativista, muestro en la figura 3.3 las diferentes compo-
nentes del PP para el átomo de Au en función del número cuántico l. La configuración
electrónica de valencia para el Au es 6s16p05d105f0 cuyos radios de core rcl para los di-
ferentes valores de s, p, d y f son: 2.0, 3.0, 2.0 y 2.0, respectivamente. Para los estados
p y d del Au tendremos un fuerte caracter no-local, mientras que para los obitales d
y f no ocurrirá lo mismo, ya que se encuentran muy próximos en energía. Es signi-
ficativo la diferencia energética entre los orbitales d. Esto nos conduce a decir que los
electrones 5d experimentarán un fuerte potencial atractivo del nucleo.
3.3.2. Espines no colineales
Como ya se ha comentado en el apartado 2.2.2, la teoría LSDA asume espines co-
lineales e independientes; es decir, se asume un eje de cuantización arbitrario pero
común a todo el sistema a lo largo del cual se tendrán dos proyecciones del espín,
ρ↑↑(r) y ρ↓↓(r) para espines paralelos y antiparalelos a dicho eje, respectivamente. No
existirán por tanto términos cruzados de espín ρ↑↓ o ρ↓↑. La inclusión del término SO,








































Figura 3.3: PPs relativistas para el átomo de Au construido con el programa atom bajo
la aproximación LDA para l = 0, 1, 2, 3. Los diferentes colores representan los PPs para
cada valor de momento angular V pslJ . Al no apreciarse entorno a r = 0 los desdoblamien-
tos para los orbitales p y d de ambos átomos he aumentado entorno a este valor sus
gráficas para mejorar su visualización. Se puede observar que sólo para los estados p
y d aparecen desoblamientos SO, curvas verdes y azules, respectivamente.
sin embargo, hace que los espines no sean ya independientes dado que se introducen
en el Hamiltoniano términos cruzados en espín. La densidad de carga resultante, ρ(r),
vendrá dada por una matriz (2×2) en el espacio de espines como se vió en el aparta-
do 2.5 lo cual se traduce, en una variación del eje de cuantización del momento mag-
nético con la posición r. Se dice en este caso que el sistema presenta espines no no
colineales. A pesar de que el trabajo de von Barth y Hedin no está limitado al caso
colineal [55], la formulación correspondiente al no colineal no fue desarrollado hasta
la publicación del trabajo de Kübler et al [56].
Si asumimos que conocemos los elementos de la matriz ρσσ
′
(r), la densidad de mo-
mento magnético, m(r) viene dada por:
m(r) = Tr[ρ(r)σ] (3.26)
con ~σ = (σx, σy, σz) las matrices de Pauli. Las componentes dem y su módulo se pueden
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mx(r) = ρ↑↓ + ρ↓↑
my(r) = i(ρ↑↓ − ρ↓↑)
mz(r) = ρ↑↑ − ρ↓↓
=⇒ |m| = [(ρ↑↑ − ρ↓↓)2 + 4(Re{ρ↑↓}2 + Im{ρ↑↓}2)]1/2 (3.27)
Podemos ver que la aparición de términos no-diagonales introduce componentes en
general no nulas en las proyecciones de mx y my que, a su vez, variarán de un punto a
otro del espacio.
El formalismo de Klüber consiste en diagonalizar la matriz ρ(r) en cada punto y
obtener localmente una matriz diagonal ρ˜σ(r):






donde ρ˜σ(r) son los elementos diagonales y U(r) la matriz unitaria de autovectores
asociada a la diagonalización. Los autovalores pueden escribirse de forma sencilla a









donde ρ(r) = ρ↑↑(r)+ρ↓↓(r) representa la densidad de carga total. Nótese que, en general,
y debido a la hermiticidad de ρ(r):
ρ(r) = ρ↑↑(r) + ρ↓↓(r) = ρ˜↑(r) + ρ˜↓(r) (3.30)
La matriz U(r) corresponde a una rotación unitaria del eje de cuantización z [56]
que nos da la dirección de la magnetización en cada punto. En general, dicha dirección
se escribe en función de los ángulos polares θ(r) y φ(r), que vendrán dados por:
tan θ(r) =
2{[Re ρ↑↓]2 + [Im ρ↑↓]2}1/2
[ρ↑↑ − ρ↓↓]




La forma diagonal de la densidad de carga ρ˜(r) resulta conveniente para la evalu-
ación del potencial de XC dado su carácter local. Así, podremos evaluar V˜ σXC(r) de for-
ma análoga a la descrita en el caso de LSDA (ecuación 2.20). Posteriormente, los térmi-
nos V σσ
′
XC (r) pueden ser trivialmente evaluados mediante la matriz U . Este tratamiento
equivale a resolver la parte de XC a lo largo del eje de cuantización en cada punto.
Las cuatro componentes del potencial del canje y correlación Vˆ σσ
′
XC (r) se pueden
escribir en función de los valores del potencial de canje y correlación en el sistema











(V˜ ↑XC − V˜ ↓XC) σ · mˆ(r) (3.32)
con mˆ(r) el vector unitario a lo largo de la magnetización m(r) y 1 una matriz unitaria
2×2.
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3.3.3. Energía debida a la interacción SO
La energía SO la podremos obtener mediante la expresión:









pero para poder obtener los elementos de matriz de Vˆ SO en una base de AO {φµ(r)}
será necesario previamente calcular los términos proporcionados por la ecuación 3.25,
V NL,σσ
′
µν , y restarle los términos V
SR
µν (r) (ver apéndice B).
El primero de ellos le podremos obtener a partir del operador 3.20 que representa
la parte no-local del pseudopotencial expresada en la forma KB. Así pues, para dos










Donde hemos empleado la misma notación para χKB,µσlJ que la usada en la ecuación 2.48
para el caso no relativista.
El término correspondiente a la parte SR le podemos obtener a partir del operador
dado en la ecuación B.9. Dejando los detalles más tediosos para el apartado B.2 del
apéndice escribiremos la parte SR como




























donde SJ± representan las integrales entre los orbitales φµ(r) y los proyectores. Las
funciones f(l) vienen dadas por B.12.
3.3.4. Anisotropía magnetocristalina (MCA)
Usualmente se asume que el campo magnético externo B está orientado a lo largo
del eje z, por lo que los espines se alinearán a lo largo de dicha dirección siendo las
proyecciones (σ =↑, ↓) los autoestados de Sz. Como se ha comentado en la introducción,
en los materiales magnéticos que presentan anisotropía magnetocristalina, la energía
varía en función de la orientación del campo B, que en general será a lo largo de un
eje cualquiera u. Si se pretende calcular la energía total para esta orientación de B
tendremos dos opciones: (i) rotar el cristal para que el eje z coincida con el u y asumir
que B se mantiene a lo largo de z, o (ii) girar el eje de cuantización magnética Sz a
Su, por lo que habríamos de rotar todos los estados y operadores dependientes del es-
pín ya que las proyecciones (σ =↑, ↓) serán ahora los autoestados de Su. Ambos casos
resultan computacionalmente muy ineficientes en el sentido que para cada u necesi-
taríamos realizar un nuevo cálculo completo. Sin embargo, si notamos que el único
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término en el Hamiltoniano que variará con u será precisamente Vˆ SO podemos recal-
cular únicamente este término para cada u y utilizar el resto de términos obtenidos
para un u anterior. Obviamente, al modificar Vˆ SO tendremos que repetir el ciclo de
autoconsistencia pero dado que se trata de una interacción bastante débil el número
de pasos serán pocos.
Así pues, nuestra tarea se centrará el calcular Vˆ SO para cualquier ángulo formado
entre u y z. Veamos como hacer esto: Si tenemos un nuevo eje u orientado respecto de
z los ángulos (θ, φ), se pueden escribir las proyecciones del espín σu en función de las




cσ(θ, φ) |σ〉 (3.36)
tal que cada uno de los autovectores |σu〉 cumplirá la relación
Su|σu〉 = ±1/2|σu〉
con Su = S·u = Sx sinθ cosφ + Sy sinθ sinφ + Sz cosθ. Las constantes del cambio de
base 3.36 se podrán obtener mediante el producto escalar cσ(θ, φ) = 〈σ|σu〉. Explícita-
mente, | ↑u〉 y | ↓u〉 en función de | ↑〉, | ↓〉 será
| ↑u〉 = cos θ2 e−iφ/2 | ↑〉+ sin θ2 eiφ/2 | ↓〉
| ↓u〉 = − sin θ2 e−iφ/2 | ↑〉+ cos θ2 eiφ/2 | ↓〉
(3.37)
Los espinores esféricos |JmJ 〉 (definidos en el apartado 3.2.1) se escriben como
combinación lineal de armónicos esféricos Ylm(rˆ) multiplicados por las proyecciones
del espín a lo largo del eje z. Si se cambia el eje de cuantización, habrá que reescribir
explícitamente los espinores esféricos para que aparezca explícitamente la dependencia


















Podemos obtener los elementos de matriz equivalentes a los dados en las ecuaciones 3.34
sin más que reemplazar 3.38 en las ecuaciones 3.19.
3.3.5. Implementación del acoplo SO en el código SIESTA
Si bien es tradicional usar métodos perturbativos para resolver el desdoblamiento
SO, en esta tesis hemos querido desarrollar un formalismo exacto. Veremos aquí cómo
las modificaciones que el uso de PPs complementamente relativistas requiere han sido
implementadas dentro de la interfase GREEN-SIESTA.
Los PPs relativistas son proporcionados por el programa atom descrito en el aparta-
do 2.4.2 separados en sus partes SR y SO (véase 3.3.1). Ambas partes son transfor-
madas a las componentes V pslJ (r) según se puede ver a partir de la ecuación 3.18 y los
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PPs de tipo KB son generados a partir de la ecuación 3.19. Para ello, hemos modifica-
do la subroutina –KBgen– teniendo que añadir un índice adicional a dichos PPs para
almacenar los dos valores de J en los que se desdobla cada l.
Partiendo del Hamiltoniano SIESTA descrito en la sección 2.6, vemos que, en primer
lugar, tendremos que añadir la parte SO del Hamiltoniano, Vˆ SO, obtenido a partir de
la ecuación 3.25, restando a la ecuación 3.20 la parte SR dada por B.9. La imple-
mentación de estas ecuaciones se ha realizado modificando la subrutina –nlefsm– que
ahora trata tanto el caso SR como el de SR+SO dependiendo si el PP incluye o no el tér-
mino SO. El término no-local V SO,σσ
′
µν no entra en el ciclo de autoconsistencia ya que no
depende de la matrix densidad, ρσσ
′
µν , por lo que podrá ser evaluado al inicio del cálculo
y, en principio, ser incorporado a hKS0 . Sin embargo, los elementos de matriz V
SO,σσ′
µν
dependen de los espines σ y σ′ de los AOs y serán, en general, complejos, mientras
que los de hKS0 definidos en la ecuación 2.57 no contienen dependencia con el espín
y además sus elementos de matriz son reales. Por ello, en nuestra implementación
V SO,σσ
′
µν es almacenado de forma independiente como variable compleja y con cuatro
componentes de espín (una para cada par es espines σ, σ′). La estructura de almace-
naje, por otro lado, será la misma que la de hKS0 y h
KS
SCF ; es decir, la apropiada para
matrices dispersas.
En cuanto a la parte del Hamiltoniano que sí entra en el ciclo de autoconsistencia,
hKSSCF , el único término que se verá alterado será el cálculo de VˆXC que, como acabamos
de ver, también tendrá en general cuatro componentes de espín. Para realizar dicho
cálculo, primero se construye la densidad de carga total ρ(r) según:
ρσσ
′
(r) = ρNA(r) + δρ(r) + ρcc(r) (3.39)
donde el última término, ρcc(r), designa la contribución del pseudo-core si éste ha
sido incluido en los PPs. Puesto que ρσσ
′
(r) es hermítico y además los elementos de las
cajas diagonales son reales, basta almecenar las cuatro cantidades reales ρ↑↑(r), ρ↓↓(r),
Re{ρ↑↓(r)} e Im{ρ↑↓(r)}.
Seguidamente se diagonaliza ρσσ
′
(r) en sus componentes de espín para todos los
puntos r según la ecuación 3.28, obteniéndose ρ˜σσ(r). En este proceso de diagonal-
ización puede tambien calcularse la densidad de magnetización m(r) que nos indicará
cómo varía el momento magnético de punto a punto en el sistema. El potencial de XC,
V˜ σσXC [ρ˜(r)] es entonces evaluado en cada punto r en la base de espines diagonal, para lo
cual se llama a la misma subrutina original de SIESTA (–cellxc–) que para el caso de
dos componentes de espín (LSDA). Una vez evaluado V˜ σσXC [ρ˜(r)], se deshace el cambio
para cada r obteniéndose V σσ
′
XC .
El Hamiltoniano KS cuando se tiene en cuenta el término SO vendrá dado por:(
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Su resolución involucra diagonalizar un matriz (2N×2N), donde N es el número
total de funciones base en el sistema (o la celda unidad si se trata de sólidos). Este
aumento de las dimensiones de la matriz respecto al caso LSDA, donde tenemos dos
matrices (N ×N), es la que añade un coste computacional mayor al cálculo. Las auto-
funciones resultantes de la diagonalización serán espinores con las dos componentes
de espín (dimension 2N). Tras evaluarse el nivel de Fermi del sistema a partir de los




fFD(Ei − Ef , T ) (3.41)
se procede a construir la matriz densidad, ρσσ
′
µν (r), según la ecuación 2.56.
3.3.6. Testeo de la implementación SO
En este apartado se explican algunos test que hemos realizado de nuestra imple-
mentación. En primer lugar hemos hecho un cálculo LS sobre el átomo de Au aislado
igualando los dos PPs J = 1 ± 1/2 con el ánimo de recuperar los resultados SR ya
que proporciona SIESTA. El resultado fue satisfactorio ya que se obtenían los mismos
valores para los autovalores así como para la energía total. En segundo lugar, hemos
comprobado en función de los ángulos (ver apartado 3.3.4) que la matriz correspon-
diente al acoplo SO obtenida mediante nuestra implementación es equivalente a la
obtenida por Elsässer et al [57]. Finalmente, hemos comprobado que este tratamiento
es exacto mediante la obtención de la energía total en dos orientaciones perpendicu-
lares girando un cristal de FePt L10. Como se ve en la figura 3.4, el valor de la energía
total en la orientación A, EAtot, es igual al que se obtiene si giramos el cristal θ = 90
◦,
EBtot
3.4. Ejemplos del desdoblamiento SO
En los siguientes apartados voy a mostrar algunos ejemplos en los que es signi-
ficativo la inclusión del acoplo espín-órbita en el hamiltoniano debido a la influencia
que éste tiene en algunas de las propiedades de los átomos, moléculas y sólidos, como
por ejemplo los desdoblamientos atómicos debido a la rotura de degeneración de los
estados con l > 0, los desdoblamientos en las bandas de los elementos pesados como
el Au y el Pt, o los valores de las anisotropías magnéticas en materiales magnéticos.
En los casos en los que sea posible se compararán los valores obtenidos con los datos
experimentales.
En el apartado 3.4.1 se verá como aumenta el desdoblamiento de los estados según
se incrementa el valor de Z para el oro, la plata, el cobre y el carbono. En el aparta-
do 3.4.2 se mostrará la influencia que tiene el acoplo SO en las bandas para el Au




















Figura 3.4: Cálculo de la energía total para dos orientaciones diferentes de un cristal de
FePt L10. Izquierda: El eje Z está dispuesto paralelamente al eje dificil y el X paralelo
al eje fácil. EAtot(θ) representan las energía en ambas orientaciones, X e Y ; Derecha:
Cristal orientado perpendicularmente al caso A. Las energías ahora se representan por
EBtot(θ).
y el Pt, y se calcularán valores característicos para algunos de los puntos de alta
simetría en la zona de brillouin. Del mismo modo, en el apartado 3.4.3, se obtendrán
los desdoblamientos producidos por la interacción SO en las bandas para algunos
semiconductores. Una propiedad significativa del Au en su estado sólido, es la apari-
ción de un estado de superficie justicado mediante la interacción SO como veremos en
el apartado 3.4.4. Por último, se intentará justificar en el apartado 3.5 las propiedades
magnéticas de algunos materiales mediante el cálculo de las anisotropías magnéticas.
3.4.1. Átomos islados
En la figura 3.5 se muestran las DOS para los átomos aislados de Au, Ag y Cu.
Se han dibujado las DOS cuando no se incluye la interacción espín-órbita (líneas
verdes) y cuando sí se incluye (líneas azules). Con el ánimo de comparar los resul-
tados obtenidos a partir de la implementación del acoplo SO en SIESTA con los valores
que se obtienen al resolver la ecuación de Dirac, se han superpuesto líneas verticales
rojas en los puntos donde se tienen los autovalores correspondientes solución a esta
ecuación. Como característica principal se puede apreciar el aumento que se produce
en los desdoblamientos de los estados d (distancia entre los estados d5/2 y d3/2) a me-
dida que aumentamos el número atómico de derecha a izquierda en la figura 3.5.
En la tabla 3.1 se pueden ver los valores de los estados d y p referidos al nivel















































































Figura 3.5: Representación de la densidad de estados para los átomos de Au, Ag y Cu.
Cada una de las dos curvas coloreadas de las gráficas muestran la inclusión del acoplo
espín-órbita en la energía total (curva azul) o no (curva verde). Se han superpuesto
a las gráficas mencionadas líneas verticales rojas en las posiciónes de los autovalores
cuando se resuelve la ecuación de Dirac. En los tres casos, las curvas verdes muestran
los estados d degenerados a -1.04 eV para el Au, -2.92 eV para la Ag y -0.38 para el Cu.
Tras la inclusión del acoplo SO se rompe la degeneración en J obteniendo dos picos
para l = 2, d5/2,3/2 y uno para l = 0, s1/2. Los desdoblamientos disminuyen desde 1.52
eV para el Au hasta 0.27 eV para el Cu (ver tabla 3.1).
de fermi de los átomos de Au, Ag, Cu y C cuando se ha incluido el acoplo SO en el
hamiltoniano. La tabla está dividida en dos partes generales: la primera muestra las
especies atómicas con los correspondientes momentos angulares y la segunda presenta
los autovalores y desdoblamientos según se tenga en cuenta o no el acoplo SO en la
simulación, respectivamente. En la columna tercera se muestran los valores para los
estados p y d para cada átomo, ED. En las cuatro columnas siguientes se obtienen
estos mismos estados y sus correspondientes desdoblamientos cuando se incluye la
interacción SO mediante la inclusión de un término en el hamiltoniano autoconsistente
(columnas 4 y 5), ESO y ∆ESO, o mediante teoría de perturbaciones (columnas 6 y
7), EP y ∆EP . Se ha especificado en este último caso las correcciones a primer y
segundo orden, E1 y E2, respectivamente. Se puede observar a partir de los valores de
la tabla 3.1 el aumento que se produce en los desdoblamientos SO a medida que se
aumenta el número atómico. Por ejemplo, para el Au se tiene que ∆EAuSO(d) = Ed5/2 −
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Ed3/2 ≈ 1.5 eV para Z=79 y ∆ECuSO(d) ≈ 0.27 eV para el Cu con Z=29. En la Tabla también
se ha incluido el átomo de C cuyo Z=6. Según el trabajo de Bachelet y Schlüter [48],
para este átomo se tendrá un desdoblamiento de 0.01 eV. El valor obtenido en nuestros
cálculos están en buen acuerdo con este valor.
Átomos E0(l) ED(l) ESO(l) ∆ESO(l) EP (l) ∆EP (l) E1 E2
Au (d) -1.049 -2.041 -1.983 -1.967 -0.906 -0.017
-0.508 -0.464 1.52 -0.462 1.50 0.599 -0.017
(s) 0.000 0.000 0.000 0.00 0.000 0.00 0.000 0.000
(p) 5.145 4.742 4.816 4.811 -0.320 0.000
5.303 5.319 0.37 5.314 0.50 0.183 0.000
Ag (d) -2.923 -3.318 -3.259 -3.259 -0.335 -0.002
-2.757 -2.700 0.56 -2.696 0.56 0.223 -0.002
(s) 0.000 0.000 0.000 0.00 0.000 0.00 0.000 0.000
(p) 3.844 3.763 3.758 3.758 -0.085 0.000
3.894 3.888 0.13 3.888 0.13 0.044 0.000
Cu (d) -0.385 -0.649 -0.548 -0.548 -0.162 -0.001
-0.378 -0.278 0.27 -0.278 0.27 0.108 -0.001
(s) 0.000 0.000 0.000 0.00 0.000 0.00 0.000 0.000
(p) 4.054 4.038 4.027 4.026 -0.029 0.000
4.079 4.068 0.04 4.068 0.04 0.013 0.000
C (s) -8.207 -8.220 -8.206 0.00 -8.217 – 0.000 0.000
(p) 0.000 -0.009 0.001 -0.009 -0.006 0.000
0.000 0.010 0.01 0.000 0.009 0.003 0.000
Tabla 3.1: Esta tabla complementa a la figura 3.5 ya que proporciona los valores de
los estados respecto al nivel de Fermi y los correspondientes desdoblamientos de los
orbitales d para los átomos de Au, Ag y Cu, y los p para el C cuando se incluye el
acoplo SO. Además, como referencia para todos los valores calculados se puede ver en
la tercera columna los estados obtenidos al resolver la ecuación de Dirac ED(l). Los
valores cuando se ha incluido el acoplo SO se les denomirará por ESO(l) y EP (l), y los
desdoblamientos correspondientes por ∆ESO(l) y ∆EP (l). Las dos últimas columnas de
la tabla representan las correcciones necesarias a primer y segundo orden en teoría de
perturbaciones necesarios para corregir los valores de los estados respecto al sistema
sin perturbar (columna segunda).
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3.4.2. Metales de transición 5d: Au y Pt
La inclusión de la interacción SO en el hamiltoniano que describe el sistema rompe
las degeneraciones en la estructura de bandas de los materiales. Si los átomos consti-
tuyentes de estos materiales poseen un número atómico grande, el efecto estará más
acusado. Por ejemplo, los elementos de la quinta fila del sistema periódico como el Au
y el Pt serán buenos candidatos para ver este comportamiento.
En la figura 3.6 se muestra la estructura de bandas para el Au fcc (izquierda) y
para el Pt fcc (derecha) a lo largo de varias líneas de simetría de la zona de Brillouin.
Se presentan las bandas para ambos elementos en los que no se ha tenido en cuenta
el acoplo SO (líneas continuas) así como teniéndo en cuenta la introducción del LS
(líneas discontinuas). Los cálculos realizados aquí se han hecho bajo la aproximación
LDA para el funcional de XC usando la parametrización de Ceperley y Alder. El número
de puntos k utilizados en zona de Brillouin en ambos casos es de 9×9×9. Las bandas
para ambos elementos se han calculado usando los parámetros de red obtenidos teóri-
camente en este trabajo que para el Au serán: (a0)SR=4.07 Å y (a0)SO=4.07 Å y para
el Pt: (a0)SR=3.93 Å y (a0)SO=3.95 Å. Los valores podemos verlos en la columna de la
derecha en la tabla 3.2. En la misma tabla, también se presentan los valores de las
constantes de red obtenidas en otros trabajos teóricos como con el uso de ondas planas
(PWSCF) [58], usando calculos totalmente relativistas (KKR) [59] o el método de ondas
planas aumentadas (APW) [60]. También se han añadido algunos valores característi-
cos de la energía en el punto Γ, i. Los valores correspondientes a la primera columna
representan la aproximación SIESTA+on-site llevada a cabo por Fernández-Seivane et
al [6].
3.4.3. Semiconductores
Con el ánimo de comparar los valores de los desdoblamientos SO experimentales
de algunas bandas en semiconductores de los grupos III-V del Sistema Periódico en el
punto Γ, se han calculado los desdoblamientos del Si, Ge, AlAs, AlSb, GaAs y GaSb. En
la tabla 3.3 se muestran los valores de los desdoblamientos en Γ obtenidos mediante
la implementación realizada en esta tesis. También se muestra la obtenida mediante
la aproximación on-site [6] y los valores experimentales. En la figura 3.7 se puede ver
cómo se produce el desdoblemiento en el punto Γ debido a la inclusión del acoplo
SO. Es notable el acuerdo que hay entre los valores obtenidos experimentalmente y
los proporcionados por mediante nuestra implementación en SIESTA de la interacción
SO.
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3.4.4. Estados de superfie del Au(111)
Debido a la brusca transición que se produce en un metal cuando se pasa del vol-
umen a la superficie, aparecen novedosas propiedades físicas y químicas que variarán
drásticamente respecto a las del volumen. En la dirección normal a la superficie, se
produce una rotura de simetría traslacional provocando la existencia de estados elec-
trónicos perpendiculares a la superficie, denominados estados superficiales. Para el
caso del Au(111), LaShell et al [61] realizaron experimentos de fotoemisión de alta res-
olución obteniendo un desdoblamiento en los estados superficiales del Au, justificando
su existencia mediante el acoplo SO.
Mostramos en este apartado los desdoblamientos en los estados superficiales del
Au(111). Para ello se ha hecho uso de la implementación del acoplo SO realizada
en esta tesis bajo la aproximación GGA para el canje y correlación. El valor del des-
doblamiento resultante es de ∆k = 0.017 1/Å, en buen acuerdo con el resultado exper-
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Figura 3.6: Estructura de bandas teórica para el Au y el Pt fcc obtenidas para las
constantes de red teóricas en equilibrio dadas en el texto. Las líneas discontinuas
representan las bandas donde se ha tenido en cuenta la interacción SO, mientras que
las contínuas no se ha tenido en cuenta. También se muestra en la figura valores de
la energía en Γ, i.
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Pt SIESTA+LS(EXP.) PWSCF [58] KKR [59] APW [60] On-site [6]
a0(Å) 3.95(3.92) 3.92 3.89 3.92 3.95
1(eV) -10.17 -10.45 -10.56 -10.35 -10.53
2(eV) -4.26 -4.38 -4.48 -4.24 -4.38
3(eV) -3.30 -3.39 -3.47 -3.28 -3.38
4(eV) -1.54 -1.53 -1.65 -1.48 -1.62
Au SIESTA+LS(EXP.) PWSCF KKR APW On-site
a0(Å) 4.07(4.08) 4.04 4.03 4.04 4.03
1(eV) -10.11 -10.18 -10.23 -9.95 -10.61
2(eV) -5.45 -5.43 -5.41 -5.32 -5.65
3(eV) -4.27 -4.23 -4.23 -4.14 -4.46
4(eV) -3.03 -2.97 -3.04 -2.96 -3.11
Tabla 3.2: Constantes de red a0 y valores de las energías i en el punto Γ para el Au y el
Pt en volumen. En la primera columna se muestran los valores calculados mediante la
implementación en SIESTA del acoplo SO realizada en esta tesis. En las demás colum-
nas se han especificado los obtenidos mediante otros métodos: PWSCF [58], KKR [59],
APW [60] y On-site [6].
Figura 3.7: Representación de las bandas del AlSb y Ge cuando no se incluye el des-
doblamiento SO (líneas continuas) y cuando se tiene en cuenta en el cálculo (líneas
discontinuas).
3.5. Ejemplos de anisotropía magnética
Hasta donde sabemos, no se ha realizado todavía ningún cálculo de la anisotropía
magnética (MA) para sistemas magnéticos utilizando el formalismo de PPs. Ello es de-
bido a que las energías de MA suelen ser muy pequeñas (del orden de meV o incluso
décimas de meV) mientras que no se espera que la aproximación del PP sea lo suficien-
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SIESTA+LS(eV) On site(eV)
Semicond. ∆0 ∆0 ∆0(EXP.) a0(Å)(EXP.)
AlSb 0.685 0.685 0.75 6.12(6.14)
AlAs 0.280 0.307 0.28 5.67(5.66)
GaAs 0.330 0.357 0.34 5.61(5.65)
GaSb 0.728 0.727 0.64 6.02(6.09)
Si 0.046 0.044 0.04 5.40(5.43)
Ge 0.288 0.296 0.29 5.61(5.65)
Tabla 3.3: Valores calculados mediante las aproximaciones SIESTA+LS, On-site [6] y
experiemntales de los desdoblamientos SO en algunos semiconductores de los grupos
III-V del sistema periódico. En huerva: Desktop/Test-LS
Figura 3.8: Desdoblamientos SO de los estados de superficie del Au(111). Las diferen-
tes figuras representan las bandas desde la superficie (de izquierda a derecha y de
arriba hacia abajo) hacia el bulk. El desdoblamiento en el espacio k obtenido es de, ∆k
= 0.017 1/Å.
temente precisa para dar cuenta de estas pequeñas diferencias. Aún así, y ya que su
implementación no resultó demasiado costosa, hemos aplicado el formalismo descrito
en la sección 3.3.4 para calcular la MA en diversos sistemas magnéticos –esto es, que
presentan una polarización de espín neta. Hemos elegido casos que nos permiten hacer
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una comparación directa de la MA calculada aquí, con la obtenida bien experimental-
mente o mediante formalismos más exactos que no emplean PPs (full-potential, LMTO,
etc.) sino que incluyen explícitamente el acoplo SO para todos los electrones, tanto del
core como de valencia.
Primero haremos un estudio de la fase L10 para diferentes aleaciones binarias M-
NM, donde M es un metal 3d magnético (Fe o Co) y NM es otro metal no magnético
(Au, Pt, Pd). En concreto, calcularemos la denominada anisotropía magnetocristalina
(MCA) como la diferencia de energía total cuando los espines se alinean paralelos o
perpendiculares a los planos atómicos. Realizaremos también un estudio exhaustivo
de la influencia de los parámetros de cálculo empleados en SIESTA sobre los valores
de la MCA en los casos del FePt y el CoPt. En la segunda subsección abordaremos dos
moléculas, Mn6 y Co4, y calcularemos la MA en función de los ángulos θ y φ para así
determinar los ejes de magnetización fáciles y duros.
3.5.1. MCA en aleaciones metálicas L10
En la Figura 3.9 representamos la celda unidad de la fase L10 existente para nu-
merosas aleaciones metálicas. Consiste de dos celdas fcc desplazadas a lo largo de la
diagonal del cubo. Además, la presencia de dos átomos distintos genera una distorsión
vertical por lo que su estructura está determinada por dos parámetros (véase Figu-
ra 3.9), las constantes de red en el plano, a, y fuera del plano, c. Las películas delgadas
fabricadas mediante fases ordenadas L10 de FePt o CoPt pueden ser usadas para cons-
truir materiales con alta densidad de grabación magnética, ya que poseen valores altos
de la MAE. En lo sucesivo, nos referiremos a al valor de MAE como la diferencia en la
energía total cuando el eje de magnetización está en el plano y cuando está fuera del
plano:
MCAL10 = Etot(θ = 90
◦)− Etot(θ = 0◦) = E‖tot − E⊥tot (3.42)
Así, un valor positivo (negativo) de MCA indicará que el eje fácil (duro) es el de fuera
de plano.
Estudio preliminar:
Nos hemos centrado primero en las aleaciones FePt y CoPt para realizar un estudio
sistemático de la precisión de SIESTA en el cálculo de los momentos magnéticos y la
MAs. Para ello, hemos contruído diferentes PPs para cada átomo, variando el radio del
pseudo-core tanto bajo LDA como GGA. Como ya se ha comentado en la sección 2.3,
utilizar radios grandes (pequeños) excluímos (incluimos) las correcciones de la carga
del core al XC. Además, hemos empleado dos tipos de bases diferentes; DZP y SPD (ver
apartado 2.5).
En primer lugar, examinamos la influencia del core correction (cc) sobre las MCA
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y los momentos magnéticos (MMs). En la Figura 3.10 mostramos su evolución para
los dos funcionales y las dos bases. Se puede comprobar de inmediato la relevancia
del cc, puesto que las MCAs varían entre 5 y 15 meV para el CoPt y 0 y 7 meV para
el FePt. Los MMs muestran también grandes variaciones, entorno a 0.5 µB para los
materiales magnéticos y la mitad para los no magnéticos. Afortunadamente, vemos una
convergencia aceptable para todos los esquemas según reducimos el radio rpsc ; esto es,
para rpsc <0.5 bohr las MCAs convergen dentro de un 1 meV. En lo que resta de sección
sólo consideraremos valores de rpsc convergidos, si bien requieren una resolución del
grid en espacio real bastante grande (Mesh 500 Rydberg para LDA y hasta 1000 para
GGA), lo cual incrementa sensiblemente los tiempos de cálculo.
Un segundo estudio se muestra en la Figura 3.11, donde representamos la energía
total, la MCA, y los MMs atómicos frente al parámetro a. Se ha fijado al cociente c/a
igual al valor experimental 0.968 para el CoPt y 0.981 para el FePt. Si nos fijamos en
la energía total vemos que tanto la elección de la base como el XC tienen una gran
influencia. Si utilizamos la base más precisa (SPD) encontramos el comportamiento
típico; LDA da un parámetro de red menor y GGA mayor que el experimental. Sin
embargo, para la segunda base (DZP) en el caso del CoPt esta tendencia se invierte.
Para el FePt ambos XC sobrestiman el parámetro de red. Las diferencias en la MCA,
por otro lado, son de hasta 1 meV entre los dos funcionales y las dos bases. Vemos que
para la base DZP la MCA es práctimamente independiente del XC (MCA(FePt)=0.5 meV
y MCA(CoPt)=5.4 meV) mientras que las obtenidas con SPD presentan los valores más
extermos y además una dependencia más fuerte con a –ya que sus pendientes son
mayores que las de las DZP. La misma tendencia se infiere de los MMs, teniéndose para
el caso DZP µ(Co)=1.87 µB y µ(Pt)=0.30 µB en el CoPt y µ(Fe)=3.10 µB y µ(Pt)=0.19 µB
en el FePt. La base SPD, por otro lado, da MMs mayores en el CoPt e igual o menor
para el FePt.
Figura 3.9: Representación esquemática de la estructura L10.
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Figura 3.10: MAE y mm en función del cc para las aleaciones de FePt y CoPt.
Resultados:
La Tabla 3.4 muestra los resultados obtenidos con parámetros convergidos para
las distintas aleaciones binarias consideradas. Las MCAs que se sepresentan han sido
evaluadas para los parámetros estructurales experimentales, segunda y tercera colum-
nas. Hemos realizado también cálculos incluyendo correcciones de tip U (sección 2.3.1)
empleando los mismos valores que Mryasov et al [62] para los parámetros U y J :
UCo = 1.70, JCo = 0.911; UFe = 1.52, JFe = 0.844 y UPt = 0.54 y JPt = 0.544. También
listamos los valores de la MCA experimental, así como el rango de valores publicados
por otros grupos generalemente empleando formalismos full-potential o LMTO.
La comparación de los resultados nos da un comportamiento cualitativo razonable.
Así, se obtienen anisotropías con el eje fácil fuera del plano para el CoPt y el FePt,
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Figura 3.11: Representación de la energía total, la anisotropía magnetocristalina y
los MMs atómicos para las aleaciones metálicas CoPt (izquierda) y FePt (derecha) en
función del parámetro de red a.
en acuerdo con el experimento. Sin embargo, su valor está sobrestimado en el caso
del CoPt y subestimado en el FePt respecto al resto de estudios teóricos. En el caso
del FeAu y FePd las desviaciones son parecidas. En la tabla 3.5 se muestran los MM
totales de cada átomo. Desafortunadamente, no hemos encontrado una razón clara
para explicar las desviaciones que presentan nuestros cálculos de los obtenidos ba-
jo full-potential. Notamos, sin embargo, que nuestros cálculos SIESTA ya presentan
desviaciones considerables en el valor de a (véase figura 3.11), así como en el de los
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a c exp XC SIESTA SIESTA+U Galanakis [63]
FePt 3.86 0.981 1.2 [64] LDA 1.24 2.61 3.81
GGA 0.31 1.49 3.99
CoPt 3.81 0.968 1.0 [65] LDA 5.03 7.40 2.14
GGA 6.09 7.43 1.86
FeAu 4.08 0.939 – LDA -0.82 -0.68 0.15
GGA -1.59 -1.52 1.14
FePd 4.08 0.939 0.37 [66] LDA 0.13 0.11 -0.07
GGA 0.02 -0.05 -0.47
Tabla 3.4: Valores obtenidos de la MAE para las aleaciones de FePt, CoPt, FeAu y
FePd. La quinta columna representa los valores de la MAE con el acoplo SO. La sexta
presenta el mismo cálculo pero incluyendo el término Hubbard (ver sección 2.3.1). En
la tercera columna se muestran los valores experimentales de las MAEs para los casos
de que se dispone de ellos.
SIESTA SIESTA+U
LDA GGA LDA GGA
FePt Fe 3.00 3.12 3.10 3.17
Pt 0.22 0.17 0.19 0.15
CoPt Co 1.91 1.99 2.04 2.12
Pt 0.30 0.29 0.28 0.25
FeAu Fe 2.99 3.07 3.22 3.30
Au -0.09 -0.09 -0.13 -0.18
FePd Fe 3.04 3.10 3.14 3.25
Pd 0.23 0.17 0.20 0.15
Tabla 3.5: Momentos magnéticos atómicos para las diferentes aleaciones simuladas en
esta tesis.
momentos magnéticos Puesto que estos dos valores vienen determinados por el cál-
culo LSDA –el acoplo SO no los varía apenas. Podemos concluir que la causa de las
desviaciones no es un tratamiento impreciso del acoplo SO, sino más bien del propio
LSDA. En este punto no sabemos si se trata de un efecto de las bases (AOs frente a
ondas planas) o una deficiencia del formalismo del PP, a pesar de haber utilizado la
corrección cc.
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3.5.2. MCA en moléculas magnéticas
En la figura 3.12 mostramos las estructuras optimizadas bajo LDA para las molécu-
las Mn6O2(H-sao)6(O2CH)2(MeOH)4 –de ahora en adelante Mn6 y Co4(hpm)4(CH3OH)4Cl4
–de ahora en adelante Co4. La estructura del Mn6 se puede considerarse formada
por dos planos paralelos, cada uno de los cuales está formado por tres ramas termi-
nadas en un benceno. Si bien la molécula no contiene elementos pesados, presenta
una anisotropía magnética de aproximadamente 2.4 meV [67]. La molécula de Co4 la
podemos ver en la parte dercha de la figura 3.12 y está compuesta por un cubo central
distorsionado cuyos vértices son átomos de oxígenos y cobaltos alternos. Unidos a la
parte superior e inferior del cubo se tienen cuatro ramas formadas por bencenos.
Según los valores teóricos de Cremades el al [67] la molécula de Mn6 presenta
un valor de ≈2.4 meV de la MCA, mientras que con nuestra implementación hemos
obtenido un valor de 0.6 meV. Para la molécula de Co4 el valor teórico obtenido por
Baruah et al [] es de 1.98 meV en perfecto acuerdo con nuestros cálculos que propor-
cionan un valor de 1.9 meV de la MAE.
Figura 3.12: Izquierda: Moléculas de Mn6 y derecha: molécula de Co4. Los átomos de
C se representan mediante esferas verdes, los O rojas, los H blancas, los N azul oscuro,
los Mn mediante esferas color turquesa, los Cl rosas y los cobaltos turquesa.

Capítulo 4
Estudio ab initio de
nanopartículas de Au cubiertas
con Tioles
4.1. Introducción
Una area de la nanotecnología se centra en el estudio de nanopartículas (NPs)
metálicas compuestas por un número de átomos que variará entre unos pocos y al-
gunos cientos. Estas NPs jugarán un papel importante en dispositivos optoelectróni-
cos [68, 69], sensores biológicos [70], reacciones catalíticas [71] y aplicaciones biomédi-
cas [72, 73]. El interés suscitado no está ligado únicamente a estas aplicaciones sino
también a un interés desde un punto de vista fundamental [74]. Las NPs muestran una
gran afinidad por adsorber diferentes moléculas orgánicas con objeto de ocupar sus or-
bitales frontera no saturados, produciendo un efecto estabilizador en la NP [75, 76].
Mediante la funcionalización de las NPs se puede controlar las propiedades físicas y
químicas en función del tamaño y el recubrimiento de éstas.
Los organismos vivos están formados por células cuyo tamaño es del orden de 10
µm. Las partes que forman estas células tienen sin embargo tamaños del orden de los
nm, como por ejemplo, las proteinas. El tamaño de estos constituyentes es comparable
con las NPs que puede fabricar el hombre. Esto sugiere la idea de utilizarlas para “es-
piar” el funcionamiento de las células [77, 78]. Para ello, las NPs serían cubiertas con
medicamentos y transportadas hasta zonas tumorales o incluso utilizadas en la local-
ización de virus [72]. Esto sin embargo no es tan sencillo, ya que en función del uso que
se quiera hacer de ellas es necesario que cumplan ciertas propiedades. Principalmente,
en biomedicina es necesario que sean inertes en contacto con los tejidos vivos, además,
hay que controlar el tamaño y la forma, ya que las NPs no interaccionarán del mismo
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modo con agregados cuyo tamaño es del orden de µm que con otros constituyentes
de menor tamaño, es decir, será necesario elegir si deseamos NPs de igual, menor o
mayor tamaño que el objetivo biológico a tratar. Una propiedad no menos necesaria es
la capacidad de respuesta de las NPs a la presencia de campos magnéticos, ya que de
esto depende en gran medida su manipulación.
En la última decada, las NPs de Au cubiertas con tioles (Ths) han sido ampliamente
estudiadas tanto desde un punto de vista experimental [79, 80, 75, 81, 82, 83, 84, 85,
76, 86, 87, 88, 89, 90, 91, 92] como teórico [93, 94, 95, 96, 97, 98, 99, 100, 101, 102,
103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116], pero a pesar
de estos trabajos ya se encuentren cubiertas por algún tipo de grupo molecular o no,
la estructura atómica final y sus propiedades resultantes son aún desconocidas.
Si partimos de la base de que las NPs están constituidas por un core de X átomos
de Au, AuX , cubierto por un número de tioles, Nth, se puede decir que dos van ha
ser las causas principales que hacen dificil su caracterización: la primera radica en la
dificultad de saber cuál será el modo en que los grupos funcionales de Ths se adsorben
en la superficie y, por otro lado, cómo se reorganizarán los átomos en el interior de
la NP debido a esta adsorción. Maksymovych et al [117] estudió desde un punto de
vista experimental la adsorción de tioles en monocapas auto-organizadas (SAMs) de
Au(111) basándose en imágenes de Microscopía de Efecto Tunel (STM) proponiendo
un modelo en el cual los azufres de los Ths se unían con un átomo de Au extraido
de la superficie (111) para formar grapas o usando el término anglosajón staples1;
es decir, se formaban grupos RS-Au-SR como podemos ver en la figura 4.3(c). Este
característico modo de adsorción fue inmediatamente confirmado por Jadzinsky et al
[90] mediante el uso de rayos X en NPs compuestas por 102 átomos de Au y cubiertas
con 44 grupos de ácido mercaptobenzoico (p-MBA). Encontraron que la estructura
átomica de los cluster consistían de un core con simetría D5h de 79 átomos de Au
protegidos por una capa compuesta de Au23(p-MBA)44, formada ésta última por staples
dobles, Au(SR)2, y triples, Au2(SR)3, ver la figura 4.3(d). Recientemente, Zhu et al
[103] han conseguido cristalizar NPs compuestas por 25 átomos de Au cuyo core,
Au13, posee simetría D2h encontrándose rodeadas de staples simples y dobles. Sólo
unas pocas NPs han podido ser cristalizadas dada su gran estabilidad. Un análisis
de su estructura electrónica reveló que se comportan como “super-átomos” [118], en
los cuales se considera que hay unos “super-orbitales atómicos” deslocalizados por
toda la molécula ocupados por los electrones formando capas electrónicas cerradas,
en analogía con el modelo electrónico de capas atómico. Esto producirá una estabilidad
en las NPs similar a la que presentan un gas noble. Existen ejemplos que dan cuenta
de esta estabilidad como son los trabajos de López-Acevedo [108] para NPs Au144(SR)60,
o para NPs de menor tamaño, Au25(SR)
q
18, los de De-enJiang [109].
1A lo largo de todo el capítulo emplearé el término staple en itálica en lugar de su traducción en castellano
de grapa.
4. Estudio ab initio de nanopartículas de Au cubiertas con Tioles 69
Desde un punto de vista teórico, y hasta los estudios realizados por Maksymovich
et al, el modo de adsorberse los Ths en la superficie de Au(111) favorecían tanto la
adsorción de los átomos de azufre en posiciones top [119, 120], como la adsorción en
2 ó 3-fold [121]. En cuanto a los trabajos realizados sobre NPs, la mayoría se basan
en clusters de 38 oros, Au38, cubiertos con grupos (SR=SCH3). Häkkinen et al [94]
propuso un modelo para la adsorción de los S en la superficie del Au para moléculas
compuestas por 24 Ths, Au38(SR)24. En éstas, los azufres se adsorbían en posiciones
bridge cubriendo un octahedro truncado con simetría cúbica centrada en las caras
(fcc). Posteriormente, el modelo propuesto por Häkkinen fue mejorado reemplazando la
adsorción de los S en bridge por la formación de staples simples [100] y dobles [107] así
como formando tetraunidades [97]. La estructura más estable hasta la fecha consiste
de un core compuesto por dos icosahedros adheridos por una de sus caras y cubiertos
a su vez por nueve staples-simples y -dobles: [Au]5+18[Au(SR)2]3[Au2(SR)3]6 [105].
El Au es un buen cadidato para la fabricación de NPs para uso médico, ya que es
inerte en contacto con los tejidos biológicos. Uno de los resultados más inesperados
encontrados recientemente en NPs de Au cubiertas con tioles es su caracter ferromag-
nético y su anisotropía magnetocristalina [75, 81, 83, 92]. La existencia de magnetismo
en estas NPs resultaría importante en aplicaciones médicas. Según los trabajos de
Zhang [75, 81], Crespo et al [83] y Garitaonandia et al [92], como consecuencia de la
adsorción de Ths en la superficie limpia de las NPs de Au, se produce una transferencia
de carga desde los orbitales d de los Au superficiales al tiol de aproximadamente 0.036
e/atomo. Se puede estimar el momento magnético por átomo de Au unido a un átomo
de S en µat = 0.036µB, donde µB es el magnetón de Bohr. Esta transferencia produce
un incremento en el número de huecos del Au, posibilitando, en principio, el caracter
magnético observado en estas NPs. El tamaño de las NPs estudiadas en este trabajo
son de aproximadamente 1.6 nm, estimándo que la NPs limpia está formada por 79
átomos, de los cuales el 75% se encuentran en la superficie.
Hasta la fecha, no ha sido posible cristalizar este sistema y los trabajos experimen-
tales existentes muestran dispersión en la composición, el tamaño y las propiedades
electrónicas de éstas NPs, por lo que no es posible obtener una estructura definitiva
única. Por tanto, las medidas realizadas sobre estas NPs no corresponderán a estruc-
turas máxima estabilidad, sino que serán valores promedios de fases metaestables
siendo los recubrimientos, el tamaño y la configuración del core así como la estructura
de la capa protectora diferente de una NP a otra. Al hilo de esto, De-en Jiang el al
[100] ha realizado un estudio DFT usando dinámica molecular (MD) sobre NPs de Au
variando el recubrimiento x de Ths, desde 2 hasta 24, Au38(SR)x. Encontraron que la
presencia de staples en la formación de las NPs produce una mayor estabilidad con
respecto a la adsorción en bridge así como una reestructuración del core de átomos de
Au. Además de esto, para altos recubrimientos, la optimización geométrica de las NPs
produce una dimerización de las staples, -Au2(SR)3- [100].
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La parte energética y estructural de nuestro trabajo es similar al realizado por De-
en Jiang et al pero con la salvedad de que nosotros hemos realizado una exploración
más exahustiva para cada recubrimiento. Hemos realizado simulaciones de dinámica
molecular para clusters compuestos por 38 átomos de Au con recubrimientos desde 1
hasta 32 Ths. Hemos considerado tres tipos bien diferenciados de cores para las NPs
y para cada caso, los Ths se dispusieron inicialmente adsorbidos en bridge o forman-
do staples. Para todas las NPs relajadas hemos obtenido valores para la energía, las
posiciones atómicas y hemos realizado una carcaterización electrónica sistemática. El
estudio confirma la importancia de la reconstrucción del core: cuando el número de
Ths que cubren la NP es pequeño el core forma una estructura “esférica” fcc cubierta
por una mezcla de tioles adsorbidos en forma de staples y en posiciones bridge; para
recubrimientos intermedios, las NPs más estables corresponden a un nuevo tipo de
geometría del core que hemos denominado tubular cubierta en su mayor parte por
staples; cuando el número de tioles es 24, recuperamos la estructura bi-icosahédrica
de Pei et al; finalmente, para altos recubrimientos sólo se han considerado estructuras
fcc para el core hayándose un descenso en la estabilidad de las NPs con este incre-
mento. En cuanto al análisis de la carga de las NPs podemos decir que se produce una
transferencia entre los átomos superficiales de Au y los tioles de ≈ 0.2e. Es notable el
hecho de que esta transferencia de carga es independiente del tipo de reconstrucción
así como del tipo de recubrimiento que se tenga en las NPs. La densidad de estados
proyectada (PDOS) sobre átomos u orbitales atómicos (AOs) no muestra evidencia de
la formación de capas cerradas electrónicas, implicando que el concepto de superá-
tomo no es aplicable a estas NPs. También se ha realizado un análisis cualitativo del
enlace entre los átomos de Au superficiales y los azufres de los tioles mediante las
COOP. Como resultado se obtiene que el enlace se produce entre los orbitales d y p de
los oros y azufres, respectivamente, independientemente de si se adsorben en posición
bridge o en formando staples. En cuanto a la parte magnética, no se han encontrado
en ninguno de los casos indicios de ferromagnetismo.
4.2. Detalles teóricos
A lo largo de este trabajo asumiremos NPs cuya estructura vendrá dada por Au38(SC2H5)NTh
donde NTh representa el número de tioles adsorbidos y variará desde 1 hasta 32. Para
las configuraciones esféricas se considerará que el recubrimiento variará desde θth = 0
tioles adsorbidos a la superficie hasta θth ≈ 100%, en cuyo caso se tendría un tiol por
cada átomo superficial de Au, ya que como veremos en el apartado 4.3 la superficie
inicial de las NPs esféricas tienen 32 átomos de Au. En cuanto a los tioles podemos
apuntar que en nuestro caso están compuestos por 2 átomos de carbono en contraste
con los trabajos teóricos previos cuyas cadenas son de 1 C. Esto se hace para asegurar
que las propiedades químicas entorno a los azufres sean más similares a las poseí-
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das en cadenas más largas. El coste computacional resultado de añadir este átomo de
carbono con sus dos átomos de H resultó ser asequible.
Salvo en algunos trabajos en los que se ha usado la aproximación LDA para tratar
el potencial de canje y correlación en las simulaciones de las NPs de Au cubiertas con
tioles [116, 94], la mayoría ha empleado la aproximación GGA (ver por ejemplo [97,
100, 107, 105]). Nosotros hemos realizado el estudio bajo LDA, ya que tras realizar
algunas comparaciones para GGA y LDA de algunas de las NPs obteníamos geometrías
y tendencias energéticas muy similares si bien LDA proporcionaba distancias Au–Au
más cercanas a los valores experimentales del Au bulk, dAu−Au = 2.83Å, ya que en
nuestro caso dLDAAu−Au = 2.80Å. Así pues, en todo el estudio llevado a cabo para las
NPs se ha empleado la aproximación LDA para la energía de intercambio y correlación
usando la parametrización de Ceperley y Adler [23]. Los PPs se han generado bajo el
esquema de Troullier y Martins bajo LDA [38]. Para la base de orbitales atómicos (AO)
se ha usado un potencial de confinamiento 100 meV. Las integrales a tres centros
han sido calculadas sobre un mallado tridimensional en el espacio real usando como
parámetro de corte 200 Ry. La temperatura usada en la distribución de Fermi-Dirac
para calcular los números de ocupación fue de 50 meV.
La energía total de cualquier NP para un recubrimiento determinado de Ths depen-
derá de las coordenadas de los átomos constituyentes. Tratada como función matemáti-
ca se puede imaginar que la energía está representada por una hipersuperficie com-
puesta de un número enorme de máximos, mínimos y puntos de silla. El problema en
la búsqueda del mínimo surge cuando el espacio que se intenta explorar es tan grande
que no somos capaces de rastrearlo en su totalidad. Una herramienta ampliamente us-
ada en estos casos consiste en el método de Recocido Simulado (SA), explicado en el
apartado 2.9.2. El método de SA nos permite mediante una elevación de la temperatu-
ra del sistema buscar otros mínimos que proporcionen configuraciones para las NPs
más estables, ya que al aumentar la temperatura y por tanto la energía, sera posible
sobrepasar barreras energéticas que con métodos basados en los gradientes no suced-
erá, ya que en éstos se parte de una configuración atómica elegida intuitivamente y se
finaliza en el mínimo local más cercano.
Para cada recubrimiento de Ths se ha realizado una amplia exploración del espacio
de fases con el ánimo de obtener el mayor número de fases metaestables para cada
recubrimiento de tioles y disponer de una tendencia general de su comportamiento. Se
puede decir que para cada Nth existen numerosas configuraciones dependiendo de: la
estructura del core, de como se adsorban los tioles, así como de la proximidad entre
ellos en la superficie de la NP. En general, el proceso que hemos seguido para obtener
todas las configuraciones de las NPs mostradas en esta tesis se puede resumir como
sigue: primero hemos realizado un proceso de relajación usando el método CG (ver
apartado 2.9.1) tras situar a los átomos en posiciones iniciales intuitivas. A la estruc-
tura resultante se le ha sometido a un proceso de SA comenzando con una temperatura




















Figura 4.1: Evolución de la temperatura frente al número de pasos para tres con-
figuraciones con distintos grados de recubrimiento. Los colores atienden a los tres
tipos de estructuras iniciales del core utilizadas: rojo(esférico), verde (tubular) y azul
(icosahédrico).
inicial alta y enfriando el sistema lentamente. Para finalizar, se las volvía a someter a
otra minimización por CG. La temperatura inicial para los SA se ha tomado como 5000
K para permitir que en el proceso de “enfriamiento” los tioles se moviesen por la su-
perficie de la NP brindándoles la posibilidad de desplazarse hasta otras posiciones y
conseguir configuraciones más estables. Se puede elegir una temperatura aún mayor,
por ejemplo 7000 K, pero en este caso se producía con frecuencia una deshidroge-
nación de los tioles.
Cuando el proceso de SA empieza, la energía del sistema es elevada y por tanto los
tioles y los átomos del core son libres de moverse alrededor de la superficie de la NP, los
primeros, y variar las posiciones internas los segundos. A medida que la temperatura
disminuye, los átomos se irán “fijando” en posiciones que en principio proporcionarán
configuraciones atómicas más favorables energéticamente. Cuando entre un paso y el
siguiente las posiciones de los átomos no varíen apreciablemente, se puede considerar
que la NP ya se ha “enfriado” lo suficiente y se detiene el proceso. En la figura 4.1 se
muestra cómo disminuye la temperatura de tres NPs en función del número de pa-
sos. El esquema de colores es idéntico al seguido en todo el capítulo: las líneas roja,
verde y azul, corresponden a bajo (esférica), intermedio (tubular) y alto recubrimiento
(bi-icosahédricas), respectivamente. Se puede ver que el comportamiento en las tres
es similar con la salvedad de que cada una termina en un paso distinto. Esto es de-
bido a que para los valores de temperatura en ese paso no se obtenían diferencias
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apreciables en las posiciones atómicas, que eran aproximadamente de 1×10−3, con-
siderando en ese momento terminado el proceso de enfriamiento. Durante el proceso
de minimización de las NPs, es destacable que para bajos recubrimientos, y a pesar
de haber alcanzado valores bajos de la temperatura, los átomos continuaban movién-
dose hasta alcanzar la relajación completa de los sistemas. Por el contrario, para altos
recubrimientos, los átomos se desplazaban menos para un mismo valor de paso. Esto
es atribuible a que para Nth bajo, la libertad de movimiento es mayor que cuando el
número de átomos es alto, estando para Nth altos más compactamente estructurada,
limitando por tanto los movimientos de los Ths. Se puede pensar en elevar la tem-
peratura inicial para permitir este movimiento de los Aus y Th, pero el resultado era
una deshidrogenación o incluso la separación de los Ths de la superficie de la NP.
Otra resultado destacable es la “extracción” de átomos de Au del core de la NP hacia
la superficie. La causa principal se puede atribuir al número de Ths adheridos en la
superficie y la formación de staples, como se verá más adelante.
4.2.1. Promedios estadísticos
Una propiedad importante a la hora de caracterizar cada una de las NPs estudiadas




Au − ENth (4.1)
donde Egth es la energía total del tiol en estado gaseoso, E
Au es la energía del cluster
aislado de oro y ENth la energía de la NP cubierta con Nth tioles. El cálculo de E
Au se
ha llevado a cabo para cluster esférico, el cual es considerado el más estable para NP
limpias de Au38 [116]. Sin embargo, no tenemos que olvidar que debido a la enorme
reestructuración de las NP tras las relajaciones, el sistema no permanecerá con esa
ordenación inicial. Por tanto, EadsNth será la suma competitiva de dos contribuciones
importantes: por un lado la energía de interacción entre los grupos SRs y los átomos
de Au y por otro la energía de relajación del cluster de Au limpio.
La fórmula 4.1 no incluye correcciones a la base finita empleada (BSSD). Dichos
errores son a menudo considerables, pero no suelen alterar la jerarquía energética,
sino los valores de adsorción absolutos.
Para algunos valores del recubrimiento se han corrido hasta siete simulaciones par-
tiendo de configuraciones diferentes atendiendo al modo en que se adsorben los tioles
(bridge, motifs o mixtos), así como la forma inicial del core de la NP (esférica, icosahé-
drica o tubular) como es el caso de Nth=18. Para otros, únicamente se realizaron dos:
Nth=1, 22, 25–32. Debido a que el número total de configuraciones estudiadas asciende
a 127 hemos decidido presentar los resultados para cualquiera de las propiedades cal-
culadas mediante valores promediados sobre todas las configuraciones consideradas
de cada recubrimiento Nth.
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con N ith el número de configuraciones calculadas para un mismo recubrimiento de
Nth tioles, EadsNith
su correspondiente energía de adsorción y ENth el valor de la energía
más favorable para ese recubrimiento. El objetivo de usar esta fórmula para calcular
promedios, es el de asignar mayor peso al mejor valor de la energía de adsorción de





de esta asignación a cada valor de N ith.
4.3. Estructura de las NPs
4.3.1. Modelos estructurales
Cualitativamente, se pueden distinguir dos “regiones” en cada una de las NPs es-
tudiadas en esta tesis. La primera, el core, esta formada por el conjunto de átomos de
Au más internos, Aucore. Se les distingue de los demás Aus teniendo en cuenta que su
número de coordinación (nc) es mayor que la de los otros Aus y además no están en-
lazados a azufre alguno. La segunda, la superficie, está compuesta por todos los demás
átomos de Au enlazados o no a Ss y con un nc menor, Ausup. También incluida en esta
región se tienen los tioles.
Figura 4.2: Representación de los tres tipos de estructuras internas iniciales usadas
en esta tesis para las NPs. De izquierda a derecha: (a) núcleo esférico Au38, (b) tubular
Au28 y (c) icosahédrico Au23 .
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Figura 4.3: Diferentes maneras de adsorción de los tioles SR≡SC2H5 en la superficie
de la NP de Au. En a) vemos una típica adsorción en top, en b) el átomo de azufre
se ha adsorbido en bridge, en c) se ha producido la extracción de un átomo de Au de
la superficie que ahora pasa a ser compartido por los dos átomos de S que forman el
staple Au(SR)2. Por último en d) se ve la formación de una cadena compuesta por tres
tioles (staple doble) Au2(SR)3.
Inicialmente, consideramos dos estructuras de referencia diferentes para descri-
bir el core. La primera de ellas corresponde a un octahedro truncado fcc como se
muestra en la figura 4.2(a). Esta estructura, limpia de Ths, está formada por cuatro
planos paralelos. Contando de arriba hacia abajo, vemos que el primer y el último
plano poseen 7 átomos cada uno, seis de los cuales se encuentran en los vértices de
un hexágono y un último en su centro. Los planos centrales con 12 átomos cada uno
mantiene 9 en la superficie y 3 en su interior. Esto deja una NP límpia con una razón
superficie/volumen = 32/6. En lo sucesivo, nos referiremos a este tipo de configuración
por esférica. La segunda estructura corresponde a la propuesta por Pei et al y está for-
mada por una parte interna semejante a dos icosahedros unidos por una de sus caras
triangulares con un total de 23 átomos de Au. La superficie de esta estructura limpia
estará compuesta de 21 átomos ocupando los vértices de los icosahedros dejando sólo
2 átomos en la parte interna, ver figura 4.2(c). De ahora en adelante llamaremos a este
tipo de estructura bi-icosahédrica. En el transcurso de los SA para los recubrimien-
tos y estructuras mencionadas hemos encontrado un tipo de reconstrucción del core
particularmente estable para recubrimientos intermedios. Esta nueva estructura que
llamaremos tubular, consiste como podemos apreciar en la figura 4.2(b) de cuatro
planos con simetría hexagonal, cada uno de los cuales consiste de un átomo de Au
rodeado de seis Au vecinos. La estructura plana se apila siguiendo una secuencia hcp.
En cuanto al recubrimiento de las NPs, si nos guiamos por la representación es-
quemática de los tioles de la figura 4.3 de izquierda a derecha vemos que los tioles
serán capaces de: adsorberse en la superficie individualmente, ya sea en posiciones
top a) o bridge b); si en el proceso de adsorción se extrae un átomo de Au de la super-
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ficie y se forman staples nos encontraremos en c) y; en algunas ocasiones, también
se pueden formar cadenas de tioles más largas, dobles, como en la figura d), o incluso
triples.
Partiendo de los tres tipos de estructuras de referencia, hemos generado numerosas
configuraciones para los distintos recubrimientos de acuerdo con los siguientes crite-
rios:
Esférico: En los trabajos teóricos publicados por Häkkinen et al. [94], la prefer-
encia seguida por los tioles al adsorberse en la superficie de Au era en posición
bridge. Debido a esto, para cada recubrimiento situamos inicialmente los tioles
adsorbidos en posiciones bridge en la superficie límpia de las NPs. Para este tipo
de adsorción estudiamos dos series de NPs: en la primera dispusimos las molécu-
las aleatoriamente en la superficie, sin tener en cuenta la proximidad entre Ths;
en la segunda supusimos que situando a los Ths estratégicamente en posiciones
bridge adyacentes fomentaríamos que el átomo de Au de la superficie situado
entre ambos Ths formase con ellos staples.
Bi-icosahédrico: En este caso, considerando la estructura propuesta por Yong
Pei et al. [105], cubrimos los dos icosahedros “pegados” por una de sus caras
con 9 motivos staple, seis de los cuales eran dobles y tres simples. Para simular
las siguientes configuraciones simplemente eliminábamos tioles de uno en uno y
manteníamos el oro de los motivos en su posición tal que siempre el número de
oros fuese 38. En las simulaciones, estos átomos aislados eran inmediatamente
“adsorbidos” en la superficie de Au.
Tubular: Para estas estructuras se partió de un recubrimiento con Nth=19, que
era particularmente estable frente a las demás estudiadas, e igualmente que con
la anterior configuración se fueron removiendo Ths manteniendo el átomo de Au
del staple para estudiar la estabilidad de estas nuevas estructuras.
4.3.2. Energías totales y propiedades estructurales
La figura 4.4 resume la estabilidad de las diferentes NPs simuladas en esta tesis.
En la parte superior e inferior se grafica la energía de adsorción calculada mediante la
ecuación 4.1, con la salvedad de que en 4.1(a) cada uno de los valores no están nor-
malizados al número de tioles Nth y en 4.1(b) sí. Tanto en (a) como en (b), las líneas
discontinuas unen las estructuras más estables para cada recubrimiento, mientras
que las lineas continuas proporcionan la media dada por la ecuación 4.2. Los símbo-
los rojos, verdes y azules corresponden a las estructuras iniciales internas esféricas,
tubulares y bi-icosahédricas, respectivamente.
También es apreciable en los gráficos superior e inferior de 4.4 las cuatro zonas
separadas mediante líneas grises verticales. La primera engloba las NPs con Nth ≤11,



































Figura 4.4: (a) Energía de adsorción en función del número de tioles Nth. (b) En esta
curva se presenta la energía de adsorción por tiol Eads/Nth. La simbología emplea-
da en ambas gráficas tiene el mismo significado. Los símbolos rojos, verdes y azules
corresponden a estructuras relajadas cuyos cores iniciales eran esféricos, tubulares e
icosahédricos, respectivamente. Las cruces (círculos) indican que las NPs están úni-
camente cubiertas por staples (tioles adsorbidos en posición bridge), mientras que los
cuadrados indicarán mezcla de motivos. La línea continua proporciona la media pon-
derada para cada recubrimiento (ecuación 4.2), mientras que la línea discontinua une
las estructuras más favorables. Para separar las cuatro regiones que se discuten en el
texto se han dibujado en el gráfico líneas verticales de separación.
la segunda desde 12 hasta 19, la tercera Nth varía desde 20 hasta 24 y en la última
24<Nth ≤32.
En la parte superior de la figura 4.4, la estabilidad de las NPs presenta un com-
portamiento lineal en las zonas 1 y 2. Para recubrimientos mayores, la estabilidad
de los modelos icosahédricos es patente y la pendiente aumenta, zona 3. Por encima
de Nth=24, zona 4, se vuelve al modelo esférico y la pendiente vuelve a ser igual que
para recubrimientos bajos. El aumento de la pendiente en la tercera zona muestra
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una mayor estabilidad del conjunto de NPs precisamente para el modelo de Pei et al.
Sin embargo, esta estructura corresponderá a una fase metaestable ya que para un
recubrimiento con 32 tioles encontramos que las NPs son más estables y, presumi-
blemente, para mayores recubrimientos se podrían conseguir mayores estabilidades.
Este resultado demuestra que: (i) las NPs tienen una gran capacidad para adsorber
tioles y, (ii) que el modelo de bi-icosahedros es de dificil acceso experimentalmente,
ya que si añadimos dos o más tioles a la NP esférica ésta se hará más estable sin su-
perar las altas barreras de energía asociadas con la reconstrucción bi-icosahédrica del
core. La representación de la energía de adsorción por tiol en la figura 4.4(b) revela el
mecanismo de estabilización con la adsorción de Ths. Al hilo de esto, se puede decir
que a pesar de que existen desviaciones entre las estructuras más estables y el valor
medio, línea discontinua vs. línea continua, ambas curvas muestran el mismo com-
portamiento cualitativo, con un decrecimiento de Eads/Nth con el número de tioles. De
acuerdo con De-en Jian et al se ve un decrecimiento abrupto en la zona 1 mientras
que después se alcanza un valor más o menos constante de aproximadamente 3.8 eV
hasta la zona 3. Para recubrimientos mayores, zona 4, vemos que se produce un nuevo
abrupto decrecimiento.
Figura 4.5: Representación de tres NPs relajadas considerando como geometría para el
core estructuras esféricas con Nth=2, 5 y 7. Con el motivo de hacer una presentación
más clara de la estructura de la NP se han eliminado los grupos C2H5 dejando úni-
camente los Ss. (a) Los dos azufres de los tioles se encuentran adsorbidos en posi-
ciones bridge, Au38[SR]2; (b) Dos staples más un tiol adsorbido en posición bridge,
Au36[Au(SR)2]2(SR); (c) Todos los grupos funcionales presentes están adsorbidos for-
mando un staple doble y dos simples, Au34[Au(SR)2]2[Au2(SR)3]. Si observamos de
izquierda a derecha, la reestrucuración de las NPs a medida que añadimos Ths au-
menta.
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Para bajos recubrimientos, zona 1, las mejores configuraciones surgen a partir de
estructuras iniciales esféricas (símbolos rojos en la figura 4.4). En esta region, la ad-
sorción en posicion bridge predomina cuando sólo un tiol es añadido a la NP, mientras
que para los demás casos encontramos mezclado el tipo de adsorción para los tioles,
a saber, en bridge y en forma de staple. Hay que hacer notar que las estructuras con
únicamente staples no son necesariamente las más estables, sólo para recubrimien-
tos de Nth=2, 7 y 10 se corresponden con las mejores como se aprecia a partir de las
cruces rojas en la figura 4.4. En la figura 4.5(a-c) se presentan tres tipos diferentes de
geometrías relajadas para configuraciones esféricas. Se han eliminado los grupos C2H5
de los tioles manteniendo los átomos de azufre con el motivo de ofrecer una mayor
claridad en la comprensión estructural. En (a), los dos Ths se adhieren a la superficie
del oro en posiciones bridge y como se ve los átomos del core permanecen más o menos
en sus posiciones originales. Esta configuración particular de las 5 de que disponemos
para un recubrimiento con Nth=2, no corresponde con la estructura más estable, ya
que para dos tioles vendrá dada por la formación de un staple (cruz roja en la parte
1b de la figura 4.4). Además, se puede observar que para las cuatro configuraciones
en las que no se produce la adsorción en bridge, cruces rojas y azules en 4.4, las
diferencias en energía para un mismo modo de adsorción serán causadas por la alta
reestructuración que sufre el core de Au. Un caso particular para Nth=5 se puede ver
en la parte (b) de 4.5. Ésta corresponde a la más estable para este grado de recubrim-
iento en la que ambos mecanismos de adsorción están presentes. Dos staples y un
Th en bridge junto con una recolocación de los átomos de Au superficiales le hacen la
configuración más estable respecto a las demás. En la última de las NPs mostradas en
la figura 4.5 sólo dos Ths más se han añadido respecto a la NP anterior, es decir, Nth=7.
En este caso se aprecia la pérdida total de simetría del core, además se han formado
tres staples de diferente longitud.
Para recubrimientos intermedios, zona 2, las NPs más estables corresponden a las
que poseen una reestructuración tubular del core “protegido” por staples. La figu-
ra 4.6 muestra la estructura más estable que hemos obtenido para Nth=19. En la
parte izquierda y derecha de la figura se muestra la vista lateral y desde arriba, respec-
tivamente. Como se puede ver, la parte interna de la NP está compuesta por 4 planos
atómicos ocupando cada uno de los átomos los vértices de un hexágono más un átomo
en el centro. Además, en los vértices de una de las aristas se les une un átomo en
bridge. El apilamiento entre planos es hcp. También es notorio que no en todos los
planos los vértices de los hexágonos están ocupados por átomos, es decir, se producen
“vacantes”. La justificación se debe a la formación de motivos de tipo staple en el pro-
ceso de adsorción ya que serán necesarios algunos átomos superficiales de Au para
formarles. 6 staples simples y dos dobles ancladas en la superficie del tubo más un tiol
en posición bridge en uno de los extremos protegen la NP. Están dispuestas altenati-
vamente, es decir, los Ss están unidos a los Au de la superficie lateral en los planos
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1-3 y 2-4 donde hemos convenido en enumerar los planos de arriba (plano 1) hacia
abajo (plano 4). En la figura 4.7 queda clara la estructura de los cuatro planos con las
respectivas distancias de enlace y las vacantes representadas con líneas discontinuas
(izquierda). En los vértices donde se unen los Ss con el tubo he utilizado la nomen-
clatura S# para staples simples y SD# para las dobles. El número va desde 1 a 6 en las
simples y 1 a 2 para las dobles. También en la parte derecha se muestra el valor medio
de la distancia interplanar. Las líneas rojas representan esquemáticamente los motivos
y los puntos de anclaje en la superficie de la NP. En los 4 planos quedan sin enlazar
2, 4, 2 y 0 átomos de Au, respectivamente, representados en amarillo en las figuras.
Esto deja 8 átomos de Au superficiales no enlazados permitiendo la adsorción de más
tioles. A pesar de ello, para recubrimientos mayores, zona 3, las mejores estructuras
son las bi-icosahédricas.
En la zona 3, la estructura bi-icosahédrica Au23 con todos los átomos superficiales
enlazados a Ss es sin duda la más estable. En la figura 4.4 se puede ver el aumento de
la energía de adsorción para estas estructuras (cruces azules) en contraposición con
la tendencia a la disminución de Eads que siguen los demás casos con altos valores
del recubrimiento (cuadrados rojos). En la figura 4.8 se puede ver una representación
Figura 4.6: Representación detallada de la estructura interna de la molécula de
Au28[Au(SR)2]6[Au2(SR)3]2(SR) más estable de todas las analizadas para ese recubrim-
iento. En la parte izquierda se puede apreciar la vista lateral de la NP completándose
ésta con la vista superior de la derecha. Al igual que en la figura 4.5 no se han repre-
sentado los grupos CcH5 para mayor claridad. A pesar de que tanto los átomos internos
como los pertenecientes a los motivos corresponden a oros se ha elegido colores dife-
rentes para cada uno de los dos tipos, a saber, verdes para el core y ocres para los Au
de los staples.
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Figura 4.7: Representación detallada de la estructura interna de la molécula de
Au28[Au(SR)2]6[Au2(SR)3]2(SR) más estable de todas las analizadas para ese recubrim-
iento. Izquierda: Distancias de enlace entre los átomos que forman los cuatro planos
atómicos internos y distancia media entre planos. Para los átomos de Au (bolas verdes)
que se enlazan con los Ss de los motivos, se ha convenido en usar la nomenclatura de
S# para staples simples y SD# para las dobles con # el número de staples simples y
dobles presentes en la NP. Por otro lado, las líneas discontinuas corresponden a va-
cantes atómicas. Derecha: Apilamiento hcp de los diferentes planos atómicos mostra-
dos en la parte izquierda. Las líneas rojas continuas y discontinuas representan es-
quemáticamente las staples simples y dobles, respectivamente. En la parte superior se
puede ver la distancia media entre los cuatro planos.
esquemática de cómo los dos icosahedros separados (parte izquierda) se unen para
formar la estructura final del core tras la fusión por una de sus caras triangulares
(parte derecha). En realidad no se tienen 13×2=26 átomos de Au en el core, sino que
los átomos representados en color rojo son compartidos por ambos icosahedros, es
decir, el core de la NP está formado por 13×2–3=23 átomos de Au. En la figura 4.8 se
puede ver la NP [Au]5+18[Au(SR)2]3[Au2(SR)3]6 sin los Ths. Todos los átomos de Au de la
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superficie están “protegidos” por átomos de S. Esto no es del todo cierto, ya que debido
a que el core del bi-icosahedro es el resultado de “pegar” dos icosahedros por una de sus
caras triangulares, estos tres átomos compartidos por ambos icosahedros no forman
enlace con ningún Th. Una posibilidad sería añadir más Ths en estas posiciones, pero
debido a la alta coordinación de estos átomos “superficiales” (8 vecinos) es improbable
que el resultado de añadir algún Th más resultase beneficioso energéticamente frente
a otras estructuras como las esféricas (región 4).
Figura 4.8: Proceso de fusión entre dos icosahedros mediante una de sus caras triangu-
lares. Los átomos responsables de la unión están representados en color rojo, mientras
que los demás átomos de Au lo están en verde. En la parte izquierda se presentan los
dos icosahedros separados y en la derecha el resutado de la fusión. El número total de
átomos presentes en el core de la NP es de 13×2–3=23 átomos de Au.
Para la última región del gráfico 4.4, zona 4, sólo hemos considerado estructuras
esféricas para las configuraciones nucleares iniciales. Las energías de adsorción re-
sultantes muestran un descenso abrupto respecto a las estructura bi-icosahédricas y
básicamente continúa con la tendencia para recubrimientos más bajos. Como podemos
ver en la figura 4.9(f) la reconstrucción que sufre el core para estos recubrimientos es
enorme perdiéndose como en los casos anteriores cualquier rasgo de simetría inter-
na. El tipo de motivos que cubren la NP serán de tres tipos: staples simples, staples
dobles e incluso aparecen cadenas más largas de tioles, Au3(SR)4. Además, algúno de
los tioles se puede ver que permanece en posición bridge.
En la figura 4.10 se representa la distancia media a primeros vecinos para los
átomos de Au. Cada gráfica se corresponde con cada uno de los tres tipos de recon-
strucción estudiadas. En la izquierda se tienen las esféricas, en el centro las tubulares
y a la derecha las bi-icosahédricas. En los tres casos se ordenan de abajo hacia arriba
en orden creciente con Nth. En los tres casos se puede observar que para bajos re-
cubrimientos, las distancias a primeros vecinos se encuentran entorno a 2.75 Å, pero
a medida que se aumenta Nth, éstas aumentan hasta 2.86 Å en el caso esférico, e
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Figura 4.9: Representación esquemática de algunas de las configuraciones obtenidas
en esta tesis: Las columnas (a-c) muestran tres estructuras esféricas relajadas en las
cuales se puede apreciar los diferentes tipos de motivos adsorbidos en la superficie de
la NP: bridge, staples simples y staples dobles; (d) Vista lateral y desde arriba de la
estructura Nth=19; (e) En esta columna aparece la estructura icosahédrica con Nth=24
siendo la más estable para este número de tioles; en (f) tenemos una NP compuesta
por Nth=32 y se puede ver que el core a pesar de su gran reestructuración prevalece la
forma esféricos.
incluso hasta valores algo mayores para Nth=24 en el caso icosahédrico y Nth=19 para
las NPs tubulares. Este comportamiento se puede entender teniendo en cuenta que a
medida que se añaden Ths a la superficie limpia de cada tipo de NP, los Ss enlazados
con los átomos superficiales de Au debilitan los enlaces Au–Au, provocando un incre-
mento en las distancias Au–Au del core de aproximadamente 5%. Este aumento en las
distancias entre átomos de Au de las NPs cubiertos con distintos tipos de moléculas,
está de acuerdo con los valores experimentales obtenidos en NPs de Au cubiertas con
Ths obtenido por Crespo et al [83], y también cuando en lugar de Ths se tiene otro tipo
de ligandos como las moléculas de ácido p-mercaptobenzoico (p-MBA) [90].
A lo largo de este apartado hemos visto que las NPs de Au cubiertas con tioles
se pueden separar en tres tipos de reconstrucción del core: esféricas, tubulares y
bi-icosahédricas. Energéticamente cada una de estas estructuras predominará en
un rango de recubrimiento. Las esféricas serán las estructuras más estables para re-
cubrimientos de Nth<11 y Nth>24, las tubulares para recubrimientos intermedios, 12
≤ Nth ≤ 19, y las bi-icosahédricas para 20 ≤ Nth ≤ 24. Atendiendo al modo de adsor-
ción de los tioles en la superficie, se puede concluir que predominantemente los Ths
se unen a átomos de Au extraidos del core para formar staples simples o dobles, y que
este tipo de adsorción es más favorable que la predicha en bridge para este tipo de
moléculas.
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Figura 4.10: Representación de las distancias medias entre los átomos de Au del core
entre primeros vecinos para los tres tipos de reconstrucciones estudiadas: esférica
(izquierda), tubular (centro) y bi-icosahédricas (derecha).
4.4. Estructura electrónica
4.4.1. Análisis de carga
Una buena herramienta para un análisis cualitativo de transferencia de carga entre
diferentes especies atómicas nos lo proporciona el análisis de poblaciones de Mulliken
(apartado ??). Mediante su uso podremos observar cualitativamente la transferencia
de carga que se produce internamente entre los distintos grupos de átomos de las NPs
en función del recubrimiento con los Ths. Es pues lógico para facilitar este análisis
agrupar los átomos pertenecientes a regiones más o menos bien diferenciadas en las
NPs en: core, surface y motifs. El primer grupo representará a los átomos que no se
encuentran directamente enlazados a Ss y que además poseen una coordinación alta
con otros Au, y en general se corresponden con los átomos más internos de las NPs. El
segundo grupo estará formado por los restantes átomos de Au. A este grupo pertenecen
los enlazados a Ss formando parte de los staples o enlazados a Ss y al core de la NP. Por
último, para el tercer grupo, consideraremos la carga total de los Ths sin hacer distin-
ción en la forma de adsorción en la superficie. Hemos decidido agrupar de este modo
los átomos ya que hemos visto que para cuaquier otra agrupación, el comportamiento
cualitativo sigue la misma tendencia en función del recubrimiento. Por ejemplo, otra
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Figura 4.11: Evolución de la distribución de carga en función del recubrimiento con los
Ths para tres distintos grupos atómicos: los cuadrados rojos representan los átomos
del core, los triángulos verdes los átomos de la superficie y los rombos azules los tioles.
En función de si el recubrimiento es bajo, intermedio o alto, se hace una separación
en tres regiones a-c, respectivamente. Además, se añade un dibujo esquemático que
reprenta su comportamiento global de las NPs para las diferentes zonas.
posible distinción podría ser el estudio por separado de los átomos de Au de los staples
respecto de los Au superficiales, pero un análisis minucioso de las cargas de ambos
tipos de átomos en función del recubrimiento producía el mismo comportamiento. La
figura 4.11 representa el valor medio ponderado de las cargas Mulliken proyectadas so-
bre cada uno de los grupos átomicos mencionados en función del recubrimiento. Los
distintos símbolos que aparecen en ésta se corresponden con los átomos del core para
los rombos azules, triángulos verdes para los átomos superficiales y cuadrados rojos
para los Ths. Los mismos colores se han usado para esquematizar las tres regiones de
las NPs en las representaciones (a)-(c) en la parte inferior derecha de la misma figura.
El eje vertical de coordenadas muestra valores de las cargas cedidas (valores negativos)
o captadas (valores positivos) entre grupos atómicos. Por ejemplo, si nos fijamos cuan-
do NTh=0 (NP limpia), los 6 átomos del núcleo ceden una carga de aproximadamente
-0.6e a los átomos de la superficie habiendo ganado entonces 0.6e. De manera general
se puede observar que a medida que se van añadiendo Ths a la superficie de la NP,
la transferencia de carga a los Ths, que siempre captan aproximadamente 0.2e/Nth,
se invierte de los átomos del core (cuadrados rojos) a los de la superficie (triángulos
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verdes). Esta tendencia muestra que la química del proceso de adsorción se centra
principalmente entre los átomos superficiales de Au y los átomos de S de los Ths per-
maneciendo el core neutro a partir de Nth ≥17. He creido conveniente analizar con algo
más de detalle cada una de las regiones (a)-(c) de la figura, separandolas por líneas
verticales para bajo, intermedio y alto recubrimiento, respectivamente. En (a), con un
sólo tiol añadido a la superficie de la NP límpia se observa una transferencia electróni-
ca de los 6 átomos internos a la superficie y el Tiol de 0.55e. En la región intermedia,
3≤NTh ≤9, la tendencia de los átomos del core a ceder su carga va disminuyendo según
se añaden tioles. Este comportamiento viene correlacionado con la disminución de car-
ga aceptada por parte de los átomos superficiales. A pesar de todo, si observamos la
tendencia de los rombos azules (tioles) en esta región e independientemente de quién
les ceda la carga se produce igual transferencia de aproximadamente 0.2e/Nth. Por úl-
timo, para 10≤NTh ≤32, pasan a ser los átomos superficiales los que cederán la carga
a los Ths quedando el núcleo neutro. Es de resaltar que para estos altos recubrim-
ientos no se aprecia todavía ningún astisbo de saturación en las cargas; esto es, los
átomos de la superficie pueden ceder aún más carga. Todo este proceso de pérdida-
transferencia de carga se puede seguir en el dibujo esquemático en el interior de la
figura 4.11. De izquierda a derecha se representa la adsorción de Ths y la consecuente
pérdida o ganancia por parte de los distintos grupos atómicos de la correspondiente
carga asociada. Se puede observar cierta correspondencia entre la evolución de las
cargas Mulliken de los átomos superficiales y la estabilización en la energía de adsor-
ción para recubrimientos con Nth ≥9 en la figura 4.4(b). Para recubrimientos Nth ≤9
se observa un decrecimiento abrupto en la Eads, pero a partir de aquí se produce una
estabilización a 3.8eV que se puede explicar mediante la neutralización del exceso de
carga en la superficie de la NP. Otro punto importante a destacar es que si se realiza
un análisis de cargas similar al mostrado aquí pero separando por grupos las dife-
rentes estructuras iniciales del core, se obtiene el mismo comportamiento cualitativo
según aumenta el recubrimiento, por lo que el comportamiento electrostático de las
NPs descrito en la figura 4.11 es de carácter general.
La primera fila de la figura 4.4.1 representa la densidad de carga total para tres
NPs diferentes con Nth = 2, 6 y 24. La formación de enlaces covalentes dentro de los
ditioles así como entre tiol y metal es bastante patente al notar al acumulación de
carga existente entre los átomos enlazados. Sin embargo, la carga cedida, captada o
compartida por los átomos se representa mejor mediante la diferencia entre la densidad
de carga total de la NP respecto la que poseen los átomos aislados. Denominaremos por
δρ(r) a esta cantidad y es lo que se puede ver en la segunda fila de esta figura. Hemos
usado superficies azules para valores negativos de δρ (carga cedida) y blancas para
valores positivos (carga captada). Como cabría esperar de la discusión de arriba, son
los átomos de Au los que ceden carga (superficie azul) a los tioles (superficie blanca).
Nótese tambien que para recubrimientos altos, las isosuperficies de carga cedida son
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Figura 4.12: En esta figura se representan las superficies de densidad de carga ρ (fila
superior) y diferencias entre la densidad de carga de los átomos aislados y la de las
NPs δρ (fila inferior). En cuanto a la distinción de colores para δρ, las superficies azules
corresponden a carga cedida y las rojas la captada. En ambos casos se muestran las
estructuras Au37[Au(SR)2], Au37[Au(SR)2](SR)4 y [Au]23[Au(SR)2]3[Au2(SR)3]6, de izquier-
da a derecha, respectivamente.
más grandes en los Au de la superficie que en los del interior, de acuerdo con la
figura 4.4.1.
4.4.2. Análisis de la densidad de estados
La figura 4.13 representa la PDOS promediada sobre todas las estructuras de que
se dispone para valores de Nth = 6, 19, 24 y 30. Los colores se corresponden con los
elegidos anteriormente para las estructuras esféricas (rojo), las tubulares (verdes) y las
bi-icosahédricas (azules). En cada una de las subfiguras (a)-(d) se ha dibujado la DOS
proyectada en diferentes grupos atómicos. De abajo hacia arriba las curvas represen-
tan: los átomos de Au del core, Aucore, los de la superficie no enlazados con Ss, Ausurf ,
los unidos directamente a los Ss, Auleg, los Au pertenecientes a los motivos, Aumotifs,
y por último los tioles. En las curvas de la PDOS para los átomos que forman el core,
Aucore, la banda d del Au se sitúa entre -7 y -2 eV, con una anchura ∼5.5 eV. Tanto las
88 4.4. Estructura electrónica
Figura 4.13: Presentamos en esta figura la media de la densidad de estados proyectada
(PDOS) sobre varios grupos de átomos de Au y Ths para algunos recubrimientos de
nuestro estudio: Nth=6, 19, 24 and 30 (a-d). En cada una de las gráficas Aumotif ,
Auleg, Ausurf y Aucore muestran los átomos de Au pertenecientes a los motivos, Au
superficiales unidos directamente a Ss, átomos de Au no unidos a motivos y átomos
de Au en el core de la NP, respectivamente. El esquema de colores representa como en
la figura 4.4 las configuraciones iniciales del núcleo que se han considerado. Así, de
izquierda a derecha tendremos esférica, tubular, icosahédrica y esférica.
configuraciones esféricas como tubulares muestran dos picos más pronunciados en
los extremos de la banda, mientras que la bi-icosahédrica es marcadamente diferente
con un pico prominente a -6.6 eV. Es característico también el estado que aparece a
-9 eV para los Aucore en todas las estructras, no existente en los demás grupos. Fijan-
do la atención en el resto de los Aus, se puede apreciar un paulatino estrechamiento
de la banda d. Los Ausurf mantienen aún la estructura de dos picos, mientras que
para los Auleg éstos se sobreponen dando lugar a un plateau. Finalmente, los Aumotifs
presentan un único pico centrado en ∼-4 eV. Estas diferencias en la anchura de la
band d entre grupos de Aus es debida a la menor coordinación que tienen los átomos
de los motivos respecto a los demás, encontrándose los estados de los primeros más
localizados que los de los segundos.
Los valores ponderados de las PDOS sobre diferentes grupos de átomos y para
distintos recubrimientos se muestran en la figura 4.14. Las curvas más inferiores cor-
responden a la PDOS para la NP limpia (las dos gráficas a la izquierda) y al tiol en
fase gas (gráfica a la derecha). Fijándonos en las PDOS sobre los Aucore+surf+leg com-
probamos que el efecto de añadir tioles es un suavizado de los espectros a la vez que
el pico más prominente a -3 eV se desplaza ligeramente a la izquierda alrededor de
0.5 eV. Nótese tambien que para NTh=22-24 se resuelve claramente el estado carac-
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terístico del core bi-icosahédrico a -6.6 eV. En cuanto a los Aumotifs, vemos que ya para
NTh = 4 el pico a -3 eV se ha desplazado respecto a la NP limpia, no sufriendo apenas
modificaciones según aumentamos el recubrimiento. Respecto a las proyecciones so-
bre los tioles (gráfica a la derecha en la figura), vemos que al adsorberse sobre la NP,
y como consecuencia de la carga captada, sus estados se desplazan a la izquierda por
casi 2 eV, y el MO parcialmente ocupado al nivel de Fermi (SOMO) desparece. Según se
aumenta el recubrimiento las principales variaciones ocurren en la banda centrada en
-5 eV. Se puede observar como evoluciona desde una estructura de 2 picos (NTh = 4)
a una con 3 (NTh = 13) y finalmente se termina con una banda mucho más ancha y
plana que abarca desde -8 eV hasta el nivel de Fermi(NTh = 31). Esto indica que los
estados de los tioles se hibridizan más con el metal (y entre ellas) según aumentamos
su densidad, lo que conllevará la deslocalización de los MOs correspondientes.
4.4.3. Análisis del enlace
Un modo cualitativo de estudiar cuáles son los orbitales atómicos implicados en el
enlace entre los átomos de S y Au en un rango de energía, consiste en hacer un análi-
sis de la poblacion de solape de los orbitales (Crystal Orbital Overlap Population
(COOP)).
Como hemos visto, los átomos de S se adsorben mayoritariamente en posiciones
bridge o en forma de staple. Con el ojetivo de encontrar posibles diferencias en cuales
son los orbitales atómicos que participan en el enlace para ambos tipos de adsorción,
he realizado un análisis de las COOPs entre distintos grupos atómicos (figuras 4.16
y 4.15). En la figura 4.15 muestro las COOPs para los dos tipos de adsorción men-
cionada. El staple pertenece a la mejor configuración de que disponemos con Nth=2, y
el tiol enlazado en bridge a la mejor para Nth=1. Las COOPs para cada S se han cal-
culado con los 38 átomos de Au, si bien sólo los más cercanos dan una contribución
apreciable. Fijándonos en el ensanchamiento de los estados y su localización en ener-
gía podemos deducir que los orbitales p de los Ss son los más implicados en el enlace
con los orbitales d de los átomos de Au para los dos tipos de adsorción. Los s también
contribuyen si bien presentan COOPs anti-enlazantes a partir de -8 eV. La diferencia
más apreciable entre ambas configuraciones es que para los Ss del staple las curvas
se encuentran desplazadas hacia valores en energía más negativos, lo que indica un
enlace más fuerte Au-S cuando se forman motivos (véase también la diferencia en las
BOPs).
En la figura 4.16 se muestran las COOPs de staples pertenecientes a las configura-
ciones: (a) Au38[SR]2 (esférica), (b) Au32[Au(SR)2]6(SR)2 (tubular) y (c) Au23[Au(SR)2]3[Au2(SR)3]6
(icosahédrica) (c). El esquema de colores es similar al de la figura 4.15 con la salvedad
de que ahora la línea negra continua representa las COOPs de los átomos de Au de
los staples con los Ss. En las tres NPs mostradas en la figura los Ss de las staples
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Figura 4.14: Izquierda: Valor medio de la densidad total de estados (DOS) de algu-
nas NPs en función del recubrimiento Nth. Derecha: Valor medio de las PDOS sobre
los tioles en función del recubrimiento. Las cuatro regiones coloreadas se correspon-
den como en casos anteriores con la cantidad de Ths adheridos a la superficie (de
abajo hacia arriba): La primera bajos recubrimientos Nth<11 (esférica); La segunda
12<Nth<19 (tubular); la tercera corresponde con las NPs icosahedricas (20<Nth<24); y
finalmente, la últimas líneas rojas muestran recubrimientos de Nth=28, 31 (esférica).
La parte imaginaria para ensanchar los estados en todas las curvas se ha tomado el
valor de 0.08 eV.
presentan un caracter enlazante en los orbitales p (líneas verdes), mientras que para
los átomos de Au de los staples el enlace está a cargo de los orbitales d (líneas negras
en la parte superior de cada figura). Este comportamiento es común para todas las
estructuras estudiadas, es decir, los átomos de S se enlazan mediante los orbitales p y
los Aus mediante los d.
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4.4.4. Gaps y MOs frontera
En función del recubrimiento Nth, el número total de electrones de valencia Zval
de cada NPs será par o impar. Todas las NPs están formadas por 38 átomos de Au
con Zval(Au)=11 electrones cada uno más Zval(Th)=19 electrones para cada tiol. Esto
supone que un número par de Ths produce un número par de electrones totales de
valencia en la NP, Ztotval, mientras que un número impar dará un valor de Z
tot
val impar.
Si asumimos degeneración de espín, la distinción de paridades es importante debido
a que para un número par de electrones la NP puede ser aislante si los MOs están
completamente llenos por debajo del nivel de Fermi, apareciendo entonces un gap entre
el orbital molecular ocupado más alto (HOMO) y el desocupado más bajo (LUMO). Por
el contrario, para Nth impar, Ztotval será también impar, y el nivel de Fermi cae justamente
en el último estado parcialmente ocupado (SOMO), por lo que el sistema siempre será




























Figura 4.15: COOPs entre los átomos de S y Au pertenecientes a los dos tipos de
geometrías de adsorción de los tioles en la superficie de la NP: líneas continuas staple y
discontínuas bridge. Las COOPs se han separado en la tres componentes del momento
angular del S: s, p y d. Se han escrito explícitamente los valores de los BOPs sobre las
curvas para cada contribución orbital al enlace.
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Figura 4.16: Representación de las COOPs y BOPs entre los átomos de Ss y Aus
pertenecientes a S de staples de diferentes NPs en función del recubrimiento y recon-
strucción inicial del core. Los colores y la nomenclatura para los átomos de S tienen el
mismo significado que en la gráfica 4.15. Se han escrito explícitamente los valores de
los BOPs sobre las curvas para cada contribución orbital al enlace.
metálico.
Efectivamente, hemos comprobado que las NPs con Nth par presentan un gap, si
bien el valor de éste varía entre 0.0 y 1.0 eV. En la figura 4.17 representamos los valo-
res de los gaps en función del recubrimiento para todas las configuraciones pares, así
como la media ponderada (línea contínua) o los gaps de las estructuras más estables
(línea discontínua). Los símbolos siguen el mismo esquema de colores y nomenclatura
que los de la gráfica 4.4. Por analogía con el concepto de superátomo, se podría pensar
que para cada valor de Nth, la configuración más favorable energéticamente correspon-
derá a la de mayor gap. Vemos, sin embargo, que ésto no es así para la mayoría de los
recubrimientos (Nth <16). En la gráfica aparecen incluso casos donde la configuración
más estable corresponde a la de gap mínimo (por ejemplo, Nth = 8, 12 o 16). En el rango
Nth ≥18≤26, por el contrario, sí que se cumple la regla mayor gap mayor estabilidad.
Recordemos que en esta región domina la estructura bi-icosahédrica y los valores de
los gaps sufren un aumento considerable. El valor más alto de 0.95 eV se obtiene para
Nth=24, en buen acuerdo con los 0.89 eV obtenidos por Yong Pei et al.














Figura 4.17: Valores de los gaps para todas las NPs Au38(C2H5)Nth . Sólo se incluyen
NPs con un número par de tioles. Las dos líneas muestran para cada recubrimien-
to el valor medio del gap (linea continua) mientras que la línea discontinua une los
gaps correspondientes a las estructuras más estables. Se pueden ver cuatro regiones
separadas por líneas grises verticales: bajos recubrimientos en 1; intermedios en 2;
estructuras icosahédricas en 3 y altos valores de Nth.
En las figuras 4.18 se muestran los orbitales moleculares ocupados más altos (HOMOs)
y los orbitales moleculares desocupados más bajos (LUMOs) para tres de las configu-
raciones más estables con bajo (Nth=2), medio (Nth=6) y alto (Nth=24) recubrimien-
to, respectivamente. En la parte izquierda de las figuras tenemos los HOMOs y en la
derecha los LUMOs. Las configuraciones de arriba hacia abajo corresponderán con
Au37[Au(SR)2], Au37[Au(SR)2](SR)4 y [Au]23[Au(SR)2]3[Au2(SR)3]6. Recuperando el con-
cepto de superátomo, en el cual se puede considerar que la carga se encuentra con-
centrada en el interior de la NPs llenando superorbitales y “cerrando” capas de modo
similar a como ocurre con las configuraciones atómicas, se observa que en los tres
casos dibujados en la figura la carga se encuentra distribuida por toda la molécula, no
dando lugar a la aplicación de este concepto a las NPs estududiadas en esta tesis.
4.5. Estructura magnética
Uno de los resultados recientes más sorprendentes obtenidos para estas NPs es la
aparación de ferromagnetismo [83, 92]. Su origen se mantiene todavía bajo debate,
si bien se ha citado como causa la existencia de huecos en los estados d del Au [83,
122]. Más recientemente, Hernando et al [87] desarrollaron una teoría para dar cuenta
de este ferromagnetismo en la cual se asume que existen unas órbitas circulares de
radios muy grandes (∼ 50 nm) que generarán un momento orbital también grande que
94 4.5. Estructura magnética
Figura 4.18: Representación de los HOMOs (izquierda) y LUMOs (derecha) para las
configuraciones Au37[Au(SR)2], Au37[Au(SR)2](SR)4 y [Au]23[Au(SR)2]3[Au2(SR)3]6, de
arriba hacia abajo, respectivamente. Los HOMOs viene coloreados en rojo, mientras
que los LUMOs lo estrán en azul. Es carcaterístico en los tres casos que ambos tipos
de orbitales se encuentran distribuidos por toda la molécula no existiendo localización
electrónica en el interior de la NP.
interaccionaría con el espín del electrón. Si bien este escenario puede aplicarse a la
superficice Au(111) cubierta por tioles, no así para las NPs, ya que sus radios (entre 2
y 4 Å), son claramente inferiores a las órbitas circulares propuestas.
Con objeto de intentar esclarecer este problema, hemos realizado cálculos polariza-
dos en espín (LSDA) para todas las estructuras analizadas en las secciones anteriores.
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Los primeros resultados, obtenidos con una “temperatura electrónica” kT =50 meV, no
dieron polarización de espín alguna para ninguna de las NPs. Seguidamente, rehici-
mos los cálculos disminuyendo esta temperatura a kT =10 meV y en ésta ocasión si
que obtuvimos momentos magnéticos netos para la mayoría de las estructuras con Nth
impar. En la figura 4.19 representamos los momentos magnéticos totales siguiendo el
esquema de colores correspondiente al tipo de NP. Vemos que los MMs oscilan entre
0.0 y 0.8 µB. Se puede ver también que sólo para las estructuras con recubrimiento
21<Nth, el MM mayor corresponde con la mejor para ese valor del recubrimiento. Si
normalizamos el MM cada NP por el número de átomos de Au, encontramos momentos
magnéticos del orden 0.025 µB/at, lo cual está en razonable acuerdo con las medi-
das de SQUID [83]. La extinción de todos los MMs para kT =50 meV implica que el
desdoblamiento de espín será de tan sólo unos pocas decenas de meV. Estos valores
se pueden comprobar en la figura 4.20, donde representamos la DOS total resuelta
en espín para tres configuraciones diferentes; el desdoblamiento es en todos los casos
de tan sólo 40 meV. Si descomponemos el MM en sus contribuciones atómicas, en-
contramos que éste se encuentra localizado en los átomos Au superficiales, así como
alguna contribución debida a los átomos de S. La densidad de magnetización, m(r), se
ha representado en la Figura 4.21 para los mismos casos que en la figura 4.20.
Finalmente, hemos añadido el acoplo espín-órbita al cálculo de las NPs, siguiendo el
esquema descrito en el capítulo 3. A pesar de que los efectos del acoplo SO son bastante
apreciables en el Au, los MMs obtenidos son básicamente idénticos a los calculados
bajo LSDA. En la Figura 4.22 comparamos las PDOS bajo ambas aproximaciones, y











Figura 4.19: Momento magnético total medio en función del recubrimiento. El esquema
de colores es el seguido a lo largo de este capítulo.
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Figura 4.20: Representación entorno al nivel de Fermi de los DOS total para las con-
figuraciones Nth=19, 21 y 23 resueltos en espín. El valor del MM total para cada una
de ellas aparece sobre cada gráfica. Se puede apreciar el desdoblamiento para los tres
casos.
Los resultados de esta sección pueden por tanto explicar el ferromagnetismomedido
en estas NPs.
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Figura 4.21: Representación de la diferencia de la densidad de carga paralela y anti-
paralela para las mismas configuraciones de la figura 4.20. Se observa que la concen-
tración de cargas se encuentra principalmente en los Ausurf , Aumotifs y algunos casos
entorno a los átomos de S.
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Figura 4.22: PDOS para la mejor de las configuraciones con Nth=23. La línea continua
muestra la densidad de estados total cuando no se incluye en el cálculo el acoplo SO,
mientras que la discontinua representa el cálculo cuando si se tiene en cuenta.
Capítulo 5
Adsorción de CoPc sobre
Cu(111)
5.1. Introducción
En la actualidad, los dispositivos electrónicos orgánicos y optoelectrónicos han si-
do objeto de un intenso estudio. En este contexto las ftalocianinas adsorbidas sobre
superficies han sido ampliamente estudiadas debido al uso que se le puede dar en
numerosas areas tales como tintes y pigmentos [123], cristales líquidos [124], sen-
sores químicos [125, 126], materiales ópticos no lineales [127], células fotovoltaicas
[128, 129], y catálisis [130]. La interacción entre una superficie y una molécula adsor-
bida sobre ella es un factor decisivo en el tipo de nanodispositivos que se pueda fab-
ricar ya que se modificarán las propiedades de la molécula depositada siendo entonces
susceptible de variar las funcionalidades de ésta. Así pues, gran parte de las investiga-
ciones recientes sobre electrónica molecular se centran en entender el comportamiento
del contacto molécula-metal [125, 126, 128, 129, 131, 132, 133, 134, 135].
Un tipo importante de molécula orgánica usada ampliamente son las moléculas
metálicas de ftalocianinas (MPc). Éstas llevan siendo investigadas desde hace más de
20 años haciendo uso del microscopio de efecto tunel (STM) [136, 137, 138, 139, 140,
141, 142, 143, 144, 145, 146]. Propiedades importantes como el efecto Kondo [145], la
resistencia diferencial negativa (NDR) [146], o biestabilidad estructural [142] han sido
observadas haciendo uso de esta técnica de microscopía. Para bajos recubrimientos
las moléculas de MPc se adsorben usualmente de forma plana sobre la superficie y
muestran simetría C4 en las imágenes de STM. Recientemente, se han publicado tra-
bajos que daban cuenta de una reducción en la simetría desde C4 a C2 en moléculas
de CoPc, FePc y CuPc adsorbidas sobre Cu(111) [147, 148] (véase figura 5.1 ) o en
SnPc sobre Ag(111) [149]. A menudo se obtienen tambien simetrías distintas a las
mencionadas más arriba, pero corresponden bien a geometrías de adsorción metaesta-
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bles [147] o bien a altos recubrimientos donde las interacciones con las moléculas
vecinas empiezan a ser relevantes [150, 151]. El desajuste entre las simetrías molec-
ulares y superficiales conducirá a diferentes estructuras atómicas y/o electrónicas a
lo largo de los ejes de la molécula y, en principio, ambos podrían explicar la reducción
en la simetría que aparece en la imágenes de STM. Sin embargo, a pesar de los nu-
merosos trabajos teóricos de MPcs sobre superficies metálicas, todavía no está claro si
es la estructura electrónica o la estructura geométrica el efecto dominante.
Figura 5.1: Imágenes de STM de diferentes tipos de moléculas adsorbidas sobre una
superficie de Cu(111) [147, 148].
En este capítulo presentamos un estudio teórico exahustivo de la adsorción de CoPc
sobre la superficie metálica de Cu(111). El trabajo se ha realizado en conjunción con
el grupo del Profesor Richard Berndt en la Universidad Christian-Albrechts, los cuales
nos proporcionaron las imágenes de STM experimentales que aparecerán en este capí-
tulo. Nosotros, haciendo uso de la DFT hemos optimizado la estructura basándonos
en el valor de la energía total. Debido a las conocidas imprecisiones que aparecen en
la DFT cuando se hacen estudios de adsorción de moléculas orgánicas sobre superfi-
cies metálicas, hemos realizado el estudio para tres tipos distintos de funcionales de
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canje y correlación (XC), a saber, la aproximación de la densidad local (LDA), la aprox-
imación del gradiente generalizado (GGA) y por último se ha añadido al funcional GGA
correcciones de van der Waals (vdW). Estas aproximaciones han sido ya discutidas en
el capítulo 2. Como se podrá ver más adelante, la elección el funcional de XC elegido
será determinante en la estructura geométrica final de las moléculas de CoPc. Antic-
iparemos que la reducción de simetría mencionado de las moléculas –C4 a C2– se ha
obtenido teóricamente únicamente con el uso del funcional para el XC de GGA+vdW.
Otro aspecto importante en el sistema Cu(111)+CoPc es la interacción del estado de
superficie con las moléculas adsorbidas. Un estudio reciente demostró la interrelación
entre la rotura de simetría de la molécula y su interacción con el estado de superficie.
La competición entre ambos factores determina la forma de esamblaje molecular. En la
figura 5.2 se representa la molécula con dos lóbulos rojos y dos verdes de acuerdo con
la simetría C2. En las imágenes se presentan diferentes fases en función del recubrim-
iento, θ. Para θ < 0.6 ML, las moléculas no se aproximan a menos 2.1 nm, teniéndose
una simetría local de rotación 6. Ambos hechos apuntan a que la interacción entre
moléculas está mediada por el substrato. Según se aumenta el recubrimiento, com-
probamos que las moléculas de CoPc pueden enlazarse directamente mediante sus
lóbulos rojos, con una distancia intermolecular de 1.5 nm mientras que los lóbulos
verdes se mantienen alejados a la misma distancia de 2.1 nm, lo que produce cadenas
de CoPc. Incrementando el recubrimiento hasta 1 ML las fases se hacen más com-
plejas pero podemos todavía comprobar que los lóbulos verdes tienden a mantenerse
más alejados entre sí. Finalmente, para una segunda monocopa, representada en la
figura 5.2 en la parte inferior central, la simetría del CoPc cambia y las moléculas se
empaquetan a distancias de 1.5 nm con enlaces similares para todos los lóbulos, lo
cual es de esperar al desaparecer la interacción molécula-metal en esta segunda capa.
Así pues, en este estudio haremos especial hincapié en una descripción precisa del
estado de superficie, lo que se traduce en costosos cálculos y el uso de las funciones
de Green.
5.2. Método teórico
Los cálculos DFT relativos a el sistema descrito en este capítulo han sido real-
izados con SIESTA usando para el funcional de energía de intercambio y correlación
las aproximaciones LDA y GGA (ver apartado 2.3). Al igual que para las NPs de Au
recubiertas con tioles vistas en el capítulo 4, la interacción de los electrones de va-
lencia con los electrones del core se han descrito bajo la aproximación del PP usando
el esquema propuesto por Troullier-Martins. Hemos generado los PPs para todas las
especies necesarias tanto para bajo LDA como GGA. En el caso del Co y con objeto
de mejorar la descripción de sus propiedades magnéticas se incluyen core-corrections
(véase apartado 2.3). Los valores usados para los parámetros específicos de SIESTA
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Figura 5.2: Imágenes STM de moléculas de CoPc adsorbidas sobre Cu(111) para di-
ferentes recubrimientos, θ. Las moléculas de CoPc se han representado esquemáti-
camente debajo de cada imagen mediante dos lóbulos rojos y verdes. En la fila de
imágenes superior se pueden ver los recubrimientos desde θ =0.6ML hasta θ =1ML y
debajo sus respectivas distancias entre lóbulos. Debajo se muestra imágenes para una
segunda capa.
(bases=DZP, shift=100 meV, Mesh=Rydberg) son los dados por defecto en el capítulo
2.
La superficie ha sido descrita por un slab periódico bidimensional compuesto por
6 capas de Cu orientradas en la dirección (111) sobre la cual las moléculas de CoPc
han sido depositadas en distintas posiciones iniciales. Este número elevado de ca-
pas de metal han sido necesarias para obtener una descripción precisa del estado de
superficie del Cu(111), el cual será uno de los causantes de la interacción con el adsor-
bato [151]. Como se muestra en la figura 5.3, la supercelda superficial está compuesta
por 42 átomos por plano (de ahora en adelante c42). También hemos realizados sim-
ulaciones para superceldas con 56 átomos superficiciales (de ahora en adelante c56).












y corresponden a recubrimientos de θ = 1.1 y 1.5, donde definimos 1 ML como 1 molécu-
la de CoPc por cada 38 átomos de Cu. Por limitaciones computacionales, ho hemos
podido simular la celdas más grandes que las que se muestran en la figura 5.3.
5. Adsorción de CoPc sobre Cu(111) 103
Figura 5.3: En esta figura se muestran los dos tipos de celdas utilizadas en esta tesis,
así como la molécula de CoPc adsorbida.
La molécula de CoPc inicialmente se depositó sobre la superficie con uno de sus
ejes Lx alineado con la dirección (110). Tres geometrías de adsorción han sido consid-
eradas situando el átomo de Co en las posiciones fcc, hcp y en posición bridge. También
la posición top fue estudiada en cálculos iniciales menos precisos, pero debido a su in-
ferior energía de adsorción fue descartada. Tras relajar las estructuras hasta valores
mínimos locales de la energía con valores para la fuerza entre átomos menores que 0.05
eV/Å se consiguieron ciertas estructuras metaestables. En el proceso de minimización,
sólo la molécula y las dos primeras capas de Cu se les permitió que relajasen, dejando
el resto de átomos en el slab fijos en sus posiciones del sólido. Para la integración sobre
la Zona de Brillouin (BZ) se utilizó una supercelda (2×2), es decir 168 y 244 puntos
k relativos a la BZ del Cu(111) para la c42 y la c56, respectivamente. La temperatura
electrónica, kT, usada en la distribución de Fermi-Dirac para obtener los números de
ocupación se fijó a 50 meV.
Como es bien sabido que LDA tiende a sobreestimar la interacción molécula-metal
y GGA a subestimarla, hemos considerado un caso intermedio introduciendo correc-
ciones vdW al GGA, lo cual incrementará estas interacciones. Como se ha explicado en
la sección 2.3.2 hemos utilizado el esquema semi-empírico de Ortmann et al. [32].
La energías de adsorción han sido evaluadas después de sustraer de la energía
total de Cu(111)+CoPc la suma de las energías totales de las moléculas aisladas y
el slab metálico limpio. Los errores asociados a la superposición de los AO (BSSE)
no han sido corregidos [152]. Notamos finalmente que un cálculo similar, realizado
enteramente bajo la LDA, ha sido publicado recientemente por Heinrich et al [148], por
lo que haremos referencia a este trabajo a menudo refiriéndonos a él mediante H10.
Para obtener la superficie semi-infinita sobre la que se adsorberá la 1ML, se pro-
cedió del modo explicado en la sección 2.8. Mostraré también imágenes de STM simu-
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ladas con el código GREEN que fueron necesarias para completar el presente estudio,
pero en las que yo no he participado directamente –es por éso que el método se simu-
lación no es explicado, si bien se puede encontar de varios trabajos [153].
5.3. CoPc aislado
Las ftalocianinas (Pc) mostradas en la figura 5.4(a) están relacionadas estruc-
turalmente al sistema de anillo macrocíclico de la porfirina –figura 5.4(b), pueden co-
ordinar en su cavidad central más de 70 elementos de la tabla periódica, tales como
el hidrógeno o iónes metálicos, por ejemplo, Na, K, Li, Mg, Ca, Fe, Cu. Se acostrum-
bra denominar a la molécula resulatnte por MPc, donde “M” será el nombre del metal
correspondiente. A diferencia de las porfirinas que pueden ser encontradas en la natu-
raleza, por ejemplo, la clorofila, las Pc son completamente sintéticas. La estructura de
Figura 5.4: (a) Molécula de Co-ftalocianina (CoPc) compuesta por la unión de cuatro
grupos isoindol (c) mediante átomos de nitrógeno dando lugar a un anillo de 16 áto-
mos: ocho de N y ocho de C, alternados con dobles enlaces conjugados; (b) Molécula de
porfirina. Está compuesta por un anillo tetrapirrólico unidos mediante C; (c) Molécu-
la de isoindol. Está molécula está formada mediante la unión de un benceno con un
pirrol.
la Pc también está intimamente relacionada con las moléculas denominadas isoindol
mostradas en la figura 5.4(c), formadas mediante la unión de un benceno y un pirrol.
Se puede considerar que la Pc está formada por cuatro de estas moléculas, formando
dos ejes perpendiculares entre sí. La molécula de MPc resultante –figura 5.4(a)– posee
simetría C4.
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En la tabla 5.1 se muestran las posiciones atómicas de la rama superior derecha de









Tabla 5.1: Posiciones atómicas de la rama superior derecha respecto al átomo de Co
situado en (0,0). Sólo se muestran las coordenadas de estos átomos ya que cualquier
otro se puede obtener sin más que realizar una rotación entorno al origen.
Los cálculos de la molécula aislada de CoPc proporcionan polarización de espín.
Se ha dibujado en la figuras 5.5 y 5.6 las densidades de carga para varios estados
por encima del nivel de Fermi, LUMOs, y por debajo (HOMOs). En la figura 5.5 se ha
utilizado para el funcional de XC GGA, mientras que para la 5.6 se ha incluido en el
cálculo la corrección U.
5.4. 1 ML
5.4.1. Geometrías de adsorción
En la tabla 5.2 se resumen los resultados relativos a los cálculos de energías totales
de los sistemas estudiados. Se muestra para las diferentes aproximaciones realizadas
en este trabajo, la energía de adsorción de la molécula de CoPc junto con la altura del
átomo de Co al plano más externo de Cu así como los valores medios de cada uno de
los cuatro anillos de benceno con respecto al Co. Para las posiciónes adsorbidas en
hollow hemos encontrado que el átomo de Co se desplaza 0.2-0.3 Å hacia la posición
bridge –ver el caso hcp en 5.7(a). Según muestra la referencia [148] la adsorción en
hollow es inestable. En ninguno de los casos se ha encontrado polarización de espín,
resultado en acuerdo con los experimentos previos y cálculos sobre Cu(111) [148] y
Au(111) [145]. Tanto LDA como GGA favorecen la adsorción en bridge para el átomo
de Co seguido por la correspondiente en posición hcp y fcc. Podemos también observar
que mientras LDA sitúa la adsorción química de la molécula de CoPc con los átomos de
Co a una altura alrededor de 2.5 Å y una energía de adsorción mayor que 10 eV, para
las estructuras optimizadas con GGA las energías de adsorción son mucho menores
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Figura 5.5: Representación de la densidad electrónica del CoPc aislado. Se han dibuja-
do ambas proyecciones de espín, up y down, así como el HOMO, LUMO y otros estados
por debajo y por encima del nivel de Fermi.
(2.5 eV) y la molécula está a 0.5 Å de la superficie, lo que corresponderá con un
enlace más débil. Estos resultados sí están de acuerdo con el hecho de que LDA (GGA)
sobreestima (infraestima) las energías de interacción. Si además nuestra LDA para la
estructura más estable en posición bridge guarda un acuerdo razonable [148].
Resumimos ahora la estructura obtenida mediante GGA+vdW. Se puede observar
en la tabla 5.2 que el uso de fuerzas de vdW aproxima el átomo de Co a la superficie en
una cantidad de 0.15 Å imcrementando la interacción molécula-metal. La energía de
adsorción se eleva hasta 12.7 eV, pero esto se debe principalmente a la interacción vdW
considerada entre la molécula y el metal (8.3 eV) y, en menor grado debido a la inter-
acción con las moléculas adyacentes (2.1 eV). La estabilidad correspondiente a la posi-
ción de adsorción bridge decrece en comparación con las posiciones hcp (supercelda
c42), o incluso se hace más pequeña que los dos casos 3-fold (supercelda c56). Sin
embargo, si quitamos la contribución vdW de la energía de adsorción GGA+vdW, va-
lores entre paréntesis en la figura 5.2, recuperamos la jerarquía energética que para
funcionales de XC puros: primero bridge seguido por hcp y finalmente fcc.
Esto sugiere una sobreestimación de las energías de vdW debido al simple esque-
ma seguido aquí. De hecho, un estudio reciente [154] analiza el esquema vdW semi-
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Figura 5.6: Representación de la densidad electrónica del CoPc aislado para el fun-
cional de XC GGA+vdW+U. Se han dibujado ambas proyecciones de espín, up y down,
para estados por debajo y por encima del nivel de Fermi.
empírico en el cual se justifica esta sobreestimación debido a que no se tiene en cuenta
ningún tipo de apantallamiento en las interacciones de vdW entre la molécula y los
planos más internos del metal. Aunque esta aproximación falla en el cálculo de los
valores de las energías su inclusión se hace necesaria para reproducir las distorsiones
moleculares.
En la figura 5.7(a) se pueden ver las geometrías relajadas correspondientes a las
posiciones de adsorción del átomo de Co en bridge y hcp. No se muestra la configura-
ción fcc debido a la similitud que guarda con la hcp tras invertir especularmente sobre
el plano y en la figura. En todos los casos, el enlace del átomo de Co con la super-
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XC/celda Co site Eads zCo zLx zLy Simetría
LDA bridge 10.74 2.26 -0.14/-0.14 -0.13/-0.13 C4
c42 hcp 10.67 2.26 -0.13/-0.13 -0.15/-0.10 C4
fcc 10.55 2.25 -0.11/-0.11 -0.09/-0.13 C4
GGA bridge 2.46 2.76 0.19/0.17 0.15/ 0.14 C4
c42 hcp 2.43 2.77 0.10/0.09 0.28/ 0.16 C4
fcc 2.43 2.75 0.11/0.14 0.14/ 0.26 C4
GGA bridge 12.74 (2.27) 2.62 0.17/ 0.14 -0.05/-0.04 C2
+vdW hcp 12.74 (2.21) 2.60 -0.04/-0.09 0.27/ 0.00 plano
c42 fcc 12.71 (2.21) 2.59 -0.05/ 0.01 0.00/ 0.31 plano
GGA bridge 14.40 (2.42) 2.71 0.13/ 0.11 -0.06/-0.01
+vdW hcp 14.49 (2.33) 2.60 -0.12/-0.27 0.32/ 0.17
c56 fcc 14.46 (2.20) 2.54 -0.20/-0.23 0.16/ 0.39
Tabla 5.2: Energías de adsorción, Eads, y alturas del átomo de Co, zCo, y de los anillos
de benceno, zLx/y , con respecto al valor medio del primer plano de Cu y el Co, respecti-
vamente, para las diferentes aproximaciones y modelos de adsorción considerados en
este trabajo. Todas las energías se dan en eV y las distancias en Å. Para GGA+vdW,
los valores entre paréntesis representan la contribución pura GGa a las energías de
adsorción.
ficie metálica provoca un alejamiento de los átomos de N respecto a la superficie de
aproximadamente 0.1 Å. Sin embargo, la distorsión de los Pc varía considerablemente
según la aproximación que usemos. En la parte (b) de la figura se puede ver en detalle
la altura a lo largo de los ejes de la molécula Lx/y para la supercelda c42 y para los
tres funcionales XC usados. Para LDA todos los anillos de benceno serán atraidos por
la superficie y estarán aproximadamente a la misma altura, ∼ −0.1 Å, por debajo del
átomo de Co. Por tanto, y a pesar de que la molécula está bastante distorsionada, es-
encialmente conserva su simetría original C4. La interacción Pc-metal es mucho más
debil cuando se usa la aproximación GGA y el átomo de Co siempre se encuentra por
debajo de los demás átomos de la molécula. En este caso, sí que se pueden ver mar-
cadas diferencias entre ambas posiciones de adsorción; mientras que la adsorción en
bridge se mantiene la simetría C4, para el caso hcp podemos ver que el eje Lx se acerca
a la superficie conservando el plano de simetría especular no siendo así para el eje Ly
que se encuentra ligeramente inclinado. Se puede observar esta inclinación fijándose
en los puntos verdes de la figura 5.7 que representan las ramas positiva y negativa a
derecha e izquierda, respectivamente. La positiva se sitúa aproximadamente 0.1 Å por
encima de la negativa. Para la aproximación GGA+vdW se tiene un caso intermedio
entre LDA y GGA, pero, sorprendentemente, se producen mayores distorsiones en la
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Figura 5.7: (a)Vista superior del modelo empleado para la adsorción de CoPc en las
posiciones bridge y hcp obtenidas para GGA+vdW para la celda c42 representada por
rectángulos azules. (b) Distancias medias perpendiculares de los átomos de Co (punto
rojo) respecto al primer plano de Cu y distancias de los átomos de C y los tres átomos
de N a lo largo de los dos ejes de la molécula, Lx (puntos azules) y Ly (puntos verdes). Se
han representado los resultados para los tres funcionales XC usados en este trabajo.
molécula. En la configuración bridge la simetría C4 se reduce claramente a C2, con el
eje Lx similar al caso GGA pero con Ly 0.2 Å por debajo. En el caso hcp será el eje Lx el
que se aproxima más a la superficie, mientras que Ly sufre una inclinación más pro-
nunciada conduciendo a la molécula a una corrugación total de 0.5 Å. En principio, el
efecto de incrementar el tamaño de la supercelda al caso c56 únicamente produce una
reducción de la interacción intermolecular favoreciendo la adsorción de la molécula.
Como se puede ver en la tabla 5.2 la energías correspondientes a la celda c56 muestran
una energía de adsorción mayor. La estructura encontrada en bridge cambia levemente
respecto a la c42 pero en la posición hollow la inclinación del eje aumenta.
En resumen, LDA proporciona un fuerte enlace entre la molécula de CoPc y la
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superficie metálica con los ejes situados por debajo del átomo de Co; la simetría C4 se
mantiene para el caso bridge y los casos 3-fold. Por el contrario, GGA proporciona un
enlace más débil con los anillos de benceno por encima del átomo de Co; en la posición
bridge la molécula exhibe principalmente simetría 4-fold pero en las posiciones hollow,
sorprendentemente, el impacto en la simetría es grande. Las correcciones de tipo vdW
al caso GGA provocan grandes distorsiones en la molécula tales que la simetría se
reduce a C2 (adsorción en bridge) o incluso a un plano especular (adsorción en hcp y
fcc).
5.4.2. Estructura electrónica
El mecanismo de enlace entre la molécula de CoPc y el metal puede ser explicado
tras observar con detenimiento la densidad de estados (DOS) proyectada sobre los
orbitales moleculares (MOs) de la molécula –véase 5.2.X. En la figura 5.8 mostramos
la MO PDOS para la molécula aislada –sin polarización en espín– así como para la
adsorción en posición bridge para los diferentes funcionales XC usados. Los PDOS para
fcc y hcp son muy similares, por lo que no los representamos. Debido a que para el caso
aislado los picos correspondientes a los MO para LDA, GGA y GGA+vdW no cambian
apenas –véase 5.3.gas–, se han mostrado únicamente los correspondientes al funcional
GGA. Para la molécula aislada, el MO asociado con el estado del Co-d está ocupado
por un solo electrón (SOMO) y se refleja como un pico prominente al nivel de Fermi.
Este pico es el responsable del desdoblamiento de canje que causa que la molécula
aislada presente una polarización de espín neta (véas 5.2). Como se podría esperar
dada la altura del átomo de Co y por las energías de adsorción vistas en la tabla 5.2, la
anchura es mayor para LDA y menor para GGA; esto es, a mayor interacción molécula-
metal mayor el ensanchamiento. Además, la tranferencia de carga que se produce
del metal a la molécula de CoPc produce un desplazamiento de alrededor de 1 eV
para los MOs hacia valores más elevados de energía de ligadura (más internos). Como
resultado, el estado Co-d prácticamente se llena desplazándose del nivel de Fermi y
por tanto convirtiéndose en el HOMO. Esta la la cause de la ausencia de polarización
de espín. El estado HOMO-1, que consiste en enlaces pi entre carbonos adyacentes,
también experimenta un considerable ensanchamiento y por tanto también contribuye
al enlace entre la molécula y la superficie. La diferencia más importante entre los
diferentes funcionales XC se observa para el estado LUMO que bajo LDA sufre un gran
desplazamiento y parece un SOMO.
En la parte derecha de la figura 5.2 se muestran la DOS proyectada sobre el primer
plano de Cu para el sistema adsorbido y la superficie limpia. Estos cálculos se han
realizado asumiendo una superficie semi-infinita y calculando la función de Green
proyectada en la superficie según se ha explicado en 5.X. Se puede ver en la figura
que el estado de superficie para el Cu(111) aparece alrededor de -400 meV tanto para
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LDA como para GGA –sólo se muestran PDOS para este último, lo cual está en acuerdo
con el valor experimental de -X meV. Destacamos que para poder obtener el onset del
estado de superfice bien definido ha sido preciso utilizar hasta 7000 puntos k. La ad-
sorción de CoPc produce algunos cambios en la dispersión; para interacciones débiles
(GGa y GGA+vdW) el estado de superficie se desplaza hacia valores de energías más al-
tas debido a la transferencia de carga a la molécula tal que la superficie quedará vacía.
Para LDA el estado de superficie queda localizado mediante un pico en el espectro.
Figura 5.8: Izquierda: DOS proyectada sobre los MOs de la molécula aislada (líneas
discontinuas) y para geometrías de adsorción en bridge en las celdas c42 para las
diferentes aproximaciones emepleadas (líneas continuas coloreadas). mapas de LDOS
(vista superior) para cada MOmostrado a su derecha. Derecha: DOS proyectados sobre
la primera capa de átomos de Cu para la superficie limpia de Cu(111)-p(1×1) (línea
continua negra) y para los mismos casos descritos a la derecha. Las energía están
referidas al nivel de Fermi (Líneas grises verticales). Los PDOS has sido calculados
para una superficie geométrica semi-infinita usando técnicas basadas en funciones de
Green descritas en la Ref. [155]. Para la descripción del estado de superficie hemos
empleado alrededor de 7,000 (170) puntos-k para la BZ del sistema 1× 1 (c42).
5.4.3. Simulaciones STM
La figura 5.9 muestra dos imágenes topográficas de STM obtenidas para una molécu-
la aislada de CoPc sobre una superficie de Cu(111) para las dos polaridades ±1 V. Para
el voltaje negativo se puede observar una zona brillante en el centro de los cuatro lóbu-
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los de Pc (estados ocupados), mientras que para el voltaje positivo (estados vacíos), el
átomo de Co aparece como un agujero rodeado por cuatro lóbulos brillantes. La inver-
sión de contraste para el átomo de Co permanece para un rango amplio de voltajes y
corrientes tunel y fue siempre reproducido en diferentes experimentos.
Figura 5.9: Imágenes de STM experimentales tomadas a 0.1 nm
Las imágenes de STM simuladas mediante LDA, GGA y GGA+vdW de la molécula
cuando ha sido adsorbida en la superficie en posiciones bridge y hcp para los mis-
mos voltajes que en se muestran en la figura 5.9 se pueden ver en la figura 5.10. Las
imágenes obtenidas con GGA y GGA+vdW reproducen correctamente la inversión de
contraste en el centro de la molécula. Su origen puede ser identificado a partir del
estado d del Co. Como se puede ver en la figura 5.8, este orbital molecular, el cual está
individuamente ocupado para el caso aislado, se encuentra desplazado alrededor de 1
eV hacia valores más negativos produciéndose la ocupación total del orbital. Las imá-
genes obtenidas mediante LDA, sobreestiman cláramente la señal de Co para ambas
polaridades, además las imagenes de los estados vacíos no reproducen las obtenidas
experimentalmente. Esto quiere decir que la LDA no es un funcional apropiado de XC
para describir este sistema. Hay que decir sin embargo que la aproximación LDA ha
sido usada recientemente en un estudio teórico de este sistema [156], proporcionando
valores para las energías de ligadura y las distancias de adsorción similares a los ex-
periementales. Basándose en este trabajo, Heinrich et al [148] sólo consideraron LDA
para el estudio de CoPc sobre Cu(111).
Centrando la atención al caso de las imágenes obtenidas mediante GGA, se puede
ver la simetría C4 del CoPc independientemente de cuál sea la posición de adsorción.
En la figura 5.14 se muestra el perfil de línea a lo largo de los ejes Lx/y de la molécula
para los estados ocupados. En la parte izquierda se tienen las curvas experimentales y
las dos siguientes las teóricas para las adsorciones bridge y hcp. Las líneas continuas
representan el cálculo GGA+vdW y las discontinuas GGA.
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En la parte izquierda de la figura 5.12 se muestran las dos capas adsorbidas de
moléculas de CoPc etiquetadas con 1, las correspondientes a la primera capa, y con 2
las adsorbidas inmediatamente encima (2ML). Más en detalle, en las figuras de STM
de la derecha, se pueden apreciar dos modos de adsorción de la segunda capa (2).
La primera, para voltajes negativos (-1.5 eV), muestra ocho lóbulos externos, ocho
internos y en el centro una parte poco brillante, mientras que para voltajes positivos
se pueden distinguir 8 lóbulos brillantes y una protusión central brillante.
Según estas imágenes se considera que existen dos posibles modos de adsorción de
la molécula sobre una primera ML. La primera se denominará “hollow site”, en la que
el centro de la molécula se encuentra directamente sobre la superficie de Cu(111) que
queda libre entre cada cuatro moléculas de CoPc de la primera ML. Cada una de las
ramas de la molécula superior se encuentra sobre una rama de una molécula distinta
de la primera ML y está rotada 30◦ respecto al eje x. El segundo modo de adsorción,
“top site”, se produce directamente encima de cada molécula de la 1 ML. En este trabajo
se han considerado tres posibles sitios de adsorción en top que denominaremos t1, t2
V=-1 Volt V=+1 Volt V=-1 Volt V=+1 Volt
V=-1 Volt V=+1 Volt V=-1 Volt V=+1 Volt






Figura 5.10: Imágenes teóricas de STM obtenidas a ± 1 V para la adsorción de CoPc
sobre Cu(111) en posiciones bridge y hcp empleando una punta de Pt(100). El tamaño
de las imágenes es de 1.5×1.5 nm2. Las simulaciones se han realizado con LDA, GGA
y GGA+vdW ampleando la supercelda c42 en todos los casos.
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x/y_tip [A] x/y_tip [A] x/y_tip [A]
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GGA+vdW; Lx Ly GGA; Lx Ly
Figura 5.11: Perfil de línea a lo largo de los ejes Lx/y de la molécula de CoPc. (a)
experimento, (b) y (c) simulaciones correspondientes a la adsorción en bridge y hcp ,
respectivamente. Sólo se muestran los casos GGA y GGA+vdW. Los perfiles obtenidos
mediante GGA se han desplazado 1Å para mayor claridad. Las condiciones tunel para
obtener los perfiles son V= -1 V e I=0.1 nA.
Figura 5.12: Izquierda: Imágenes experimentales de la adsorción de una 2ML (número
2 en la figura) de CoPc sobre la 1ML (número 1 en la figura); Inferior derecha: (1)
adsorción en posición hollow y (2) adsorción en top; Superior derecha: Ampliación de
los dos tipos de adsorción mencionados.
y t3.
5.5.1. Geometría de adsorción
En la tabla 5.3 se muestran para los dos tipos de funcionales de energía de XC las
diferencias en energía entre la configuración más estables y las restante (columna 1),
así como las distancias medias entre el átomo de Co de la molécula de CoPc superior y
los vecinos más proximos inmediatamente debajo. También se puede ver en la última
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columna las distancias medias entre cada una de las cuatro ramas de la molécula
superior e inferior.
Figura 5.13: Configuraciones relajadas de la molécula de CoPc adsorbidas en las cu-
atro posiciones estudiadas en este trabajo. En la primera columna se muestran las
correspondientes al funcionald de XC, GGA+vdW y en la segunda las de GGA+vdW+U.
Para ambos funcionales de XC, la estructura más estable correspsonde con la ad-
sorción t2. Las diferencias en energía entre las distintas posiciones de adsorción para
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ambos funcionales es similar, salvo para el caso GGA+vdW+U en hollow que hay una
diferencia de 1.5 eV. En cuanto a los valores de las distancias entre el Co superior
y los átomos inmediatamente debajo, no se aprecian diferencias significativas entre
ambos grupos, salvo para el caso t1 en el las distancia se incrementa en 0.6Å para
GGA+vdW+U respecto a GGA+vdW.
XC/celda Co site ∆E d2MLCo –C rama–rama
GGA+ hollow 0.595 – 3.27/3.34/3.29/3.29
vdW top1 0.227 2.97 –
c42 top2 0.000 3.39 –
top3 0.036 3.46 –
GGA+ hollow 1.423 – 3.31/3.35/3.21/3.24
vdW+ top1 0.269 3.34 –
U top2 0.000 3.40 –
c42 top3 0,005 3.37 –
Tabla 5.3: Diferencias energéticas entre las diferentes posiciones de adsorción para
cada funcional de XC, y distancias del átomo de Co, dCo a los átomos inmediatamente
inferiores, para las diferentes aproximaciones y modelos de adsorción considerados en
este trabajo. Todas las energías se dan en eV y las distancias en Å.
En la figura 5.13 se muestran esquemáticamente los resultados de adsorción de
la moléculade CoPc en la cuatro posiciones hollow, top1–3 para ambos funcionales de
XC utilizados. Como se ve en la figura 5.13 en las posiciones t1–2 el átomo de Co se
encuentra directamente encima de uno de los átomos de C de la molécula inferior.
Por el contrario para la adsorción t3 el Co está adsorbido sobre un átomo de N. Para
las posiciones hollow cada rama de la molécula superior está encima de una rama de
cuatro moléculas distintas de la 1ML.
5.5.2. Estructura electrónica
Simulaciones STM:
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Figura 5.14: Imágenes Tersoff-Hamman de todas las configuraciones para voltajes




En esta tesis se ha usado la teoría del funcional de la densidad para estudiar dife-
rentes propiedades de NPs de Au cubiertas con tioles, así como la adsorción de CoPc
sobre una superficie de Cu(111) para una y dos monocapas.
Hemos implementado el acoplo SO en la interfase GREEN-SIESTA bajo la aproxi-
mación del PP. Para ello se han hecho uso de los PPs totalmente relativistas usando
las soluciónes radiales de la ecuación de Dirac. A partir de estos PPs se ha forma-
do un operador totalmente separable siguiendo el esquema propuesto por Kleinman y
Bylander. Posteriormente se ha extraido de este operador la interacción SO sin más
que restarle la contribución SR siguiendo el formalismo de Hemstreet. Tras realizar la
implementación, la hemos testeado en diferentes sistemas cuya influencia del acoplo
SO en sus propiedades es significante como los desdoblamientos SO en átomos ais-
lados de Au, Ag, Cu y C, o en las bandas del Au y del Pt bulk. Se han obtenido los
desdoblamientos que se producen en el punto Γ de la zona de Brillouin debido a la in-
clusión del término SO en algunos semiconductores: AlSb, AlAs, GaAs, GaSb, Ge y Si.
También se ha obtenido el estado de superficie del Au(111). Un resultado importante
de la implementación es la posibilidad de calcular la MAE en sistemas magnéticos, ya
sean moléculas o sistemas sólidos, prediciendo por tanto cuáles serán los ejes fáciles
y difíciles de magnetización.
Se ha hecho un estudio exhaustivo de las propiedades estructurales, electrónicas
y magnéticas de NPs de Au en función del recubrimiento con tioles Nth. La estruc-
tura final de estas NPs no ha sido obtenida, si bien se han conseguido estructuras
metaestables para cada uno de los recubrimientos tras realizar un análisis estadístico
para cada Nth mediante la técnica de simulated annealing. Podemos decir que se han
determinado los factores cruciales que determinan su estabilidad: reconstrucción del
core, formación de staples y transferencia de carga entre diferentes regiones de la NP.
En función de la reconstrucción del core y la estabilidad hemos dividido las NPs en tres
grupos: esféricas (Nth < 12 y 25 ≤Nth ≤ 32), tubulares (13 ≤Nth ≤ 19) e icosahédricas
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(20 ≤Nth ≤ 24). A su vez, para cada uno de estos tres grupos se ha hecho una distinción
según el modo en el que los tioles se enlazan a la superficie de la NP: bridge, mixed y
motifs. El análisis de las poblaciones Mulliken muestra que son los átomos de Au su-
perficiales los que ceden parte de su carga a los tioles, provocando un incremento en el
número de huecos en el core de la NP. Para intentar obtener el posible comportamiento
magnético medido experimentalmente hemos realizados cálculos LSDA para todas las
estructura, si bien únicamente las que poseen un número impar de electrones son las
que revelan cierta polarización de espín. El valor de ésta polarización varía para un
mismo Nth, no siendo el mayor valor el que corresponde con la NP más estable para
es recubrimiento. Se puede concluir, por tanto, que dichas NPs presentan caracter
ferromagnético.
Se ha realizado un estudio de la adsorción de una primera capa de CoPc sobre una
superficie de Cu(111) en las posiciones bridge, hcp y fcc. Las aproximaciones usadas
para los funcionales de canje y correlación han sido LDA, GGA y GGA+vdW. La correc-
ción vdW entre la molécula y el metal se hizo necesaria para justificar la reducción
de la simetría C4 a C2 que sufre el CoPc al adsorberse sobre la superficie de Cu(111).
La implementación de la interacción de vdW se ha hecho en SIESTA bajo el esque-
ma propuesto por Ortmann. La pérdida de simetría observada justifica las imágenes
de STM experimentales. En cuanto a la adsorción de la segunda capa se han consi-
derado cuatro posiciones de adsorción diferentes: hollow y tres distintas en top. Una
descripción correcta de la estructura electrónica y magnética del CoPc en la segunda
capa requiere el uso de la aproximación U. De este modo hemos podido caracterizar
satisfactoriamente los dos estados de conducción que presentan estas moléculas.
Apéndice A
Separación de variables en la
ecuación radial de Dirac
Cuando se pretende estudiar sistemas compuestos por átomos pesados, puede ser
necesario construir los PPs a partir de un potencial atómico obtenido relativistica-
mente. Para ello será necesario extender el modo de generar los PPs no relativistas [34]
a otro en el que la ecuación de Dirac se tome como punto de partida en lugar de la
ecuación de Schrödinger [47, 48]. La ecuación radial de Dirac se puede separar en un














+ i − V (r)
]
αFi(r) = 0. (A.1)
donde Gi y Fi representan las componentes radiales positivas y negativas de la fun-
ción de onda de Dirac, respectivamente. Repitiendo el argumento de Kleinmann [47] y
Bachelet y Schlüter [48] será posible sustituir las ecuaciones anteriores para los elec-
trones de valencia fuera de la región del core por una ecuación de tipo Schrödinger










Gκ(r) = Gκ(r). (A.2)
Esta sustitución será correcta hasta orden α2. Un punto importante a tener en cuenta
para G y F es la condición de normalización para la función de onda radial total:∫ ∞
0
[|G(r)|2 + |F (r)|2]dr = 1 −→
∫ ∞
0
|G(r)|2dr ≈ 1− α2 ≈ 1 (A.3)
donde se admite un error adicional de α2 al imponer esta condición para G(r) [48].
Para cada l tendremos que resolver la ecuación A.2 para los dos valores de J , l+1/2
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y l − 1/2, relacionados estos dos últimos mediante κ según la relación:
κ =
{
J + 1/2 = l κ > 0
−(J + 1/2) = −(l+ 1) κ < 0 (A.4)
Obtendremos un conjunto de autovalores y autofunciones {lJ± , GlJ±(r)} además de un
potencial autoconsistente V ν(r). Una vez que se dispone de todas estas cantidades se
puede seguir cualquiera de los esquemas disponibles para generar los PPs [34, 37, 39,
38] y obtener las funciones V pslJ±(r). También se obtendrán las pWF de onda radiales
RpslJ±(r) según las prescripciones dadas por cada autor, y se podrá formar a su vez la
función de onda total relativista ΨpslJ±(r) = R
ps
lJ±
(r) ΦJ±mJ± (θ, φ), donde las funciones
angulares ΦJ±mJ± (θ, φ) son los espinores esféricos definidos en el apartado 3.2.1.
Apéndice B
Cálculo explícito de los
elementos de matriz SO
En este apéndice voy a deducir los términos necesarios para la obtención de la ener-
gía SO, a saber, los elementos de matriz no-locales V NL,σσ
′
µν (rI) y los correspondientes
a la parte escalar-relativista V SR,σσ
′
µν (rI).
Con el objeto de que las ecuaciones finales sean lo más claras posibles, usaré una
notación abreviada para designar los valores del momento angular total J . Como se ha
visto en el capítulo 3, para cada valor de l existen dos posibles valores de J , l + 1/2 y
l − 1/2; omitiremos la dependencia en l y designaremos los números cuánticos lJ por
J+ y J− respectivamente.
B.1. Parte no-local
Para dos orbitales cualesquiera φµ(r) y φν(r) un elemento de matriz para Vˆnl vendrá
dado por la ecuación 3.34:
V NL,σσ
′
µν = 〈φµ|Vˆ NL|φν〉 =
∑
lJmJ








Donde los kets |χKBJ 〉 y energías EKBJ han sido ya definidos en el apartado 3.3.1. Las in-
tegrales a dos centros, χKB,µσJ pueden escribirse en términos de los armónicos esféricos










χKB,µl,mJ±1/2 = 〈φµ|δVJ±RJ± ; l,mJ ± 1/2〉
χKB,νl,mJ±1/2 = 〈φν |δVJ±RJ± ; l,mJ ± 1/2〉
(B.2)
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Las constantes AJ±mJ± y BJ±mJ± son los coeficientes CG dados por:
AJ±mJ± = C
l(m ↑; J±mJ±) =
√
(l ±mJ + 1/2)/2l+ 1
BJ±mJ± = C
l(m ↓; J±mJ±) = ±
√
(l ∓mJ + 1/2)/2l+ 1
(B.3)
SIESTA implementa los armónicos esféricos asumiendo que son funciones reales
obtenidos como combinación lineal de los armónicos esféricos complejos. Como ejem-
plo se puede escribir la forma que tienen los armónicos esféricos para l=1:
i) Para l = 1 y m = 1

Y −11 (θ, φ) = 1/2
√
3/2pi sin θ e−iφ
Y 11 (θ, φ) = −1/2
√
3/2pi sin θ eiφ
=⇒ Y1,1(θ, φ) = −
√
3/4pi sin θ cosφ (B.4)
ii) Para l = 1 y m = −1

Y −11 (θ, φ) = 1/2
√
3/2pi sin θ e−iφ
Y 11 (θ, φ) = −1/2
√
3/2pi sin θ eiφ
=⇒ Y1,−1(θ, φ) =
√
3/4pi sin θ sinφ (B.5)
De forma general, designaremos por |l,M〉 la representación real y por |l,m〉 la com-















con M > 0
|l,m = 0〉 = |l,M = 0〉
(B.7)










si m > 0,
(−1)|M|/√2 [SµJ,M + iSµJ,−M] si m < 0 (B.8)
donde SµJ,±M , S
ν
J,±M serán números reales y corresponden al valor de las integrales a
dos centros 〈φµ|χKBJ 〉.
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B.2. Parte escalar relativista
Como ya se ha comentado en el capítulo 3, es posible separar Vˆ psI en dos contribu-






















|vSRlm 〉〈vSOlm |+ |vSOlm 〉〈vSRlm |
]
(B.10)
La demostración de la equivalencia entre esta expresión y su equivalente 3.16 es larga
y tediosa. Baste comentar que para su deducción se emplearán los coeficientes CG
junto con el hecho de que J y mJ son buenos números cuánticos para el operador LS
como se muestra en la ecuación 3.12 del capítulo 3.
En nuestro caso, hemos implementado la ecuación 3.16, por lo que para obtener la
contribución puramente SO restaremos la contribución SR que se puede obtener como
detallo a continuación. Explícitamente, los elementos de matriz de la parte SR para
dos orbitales µ y ν, V SR,σσ
′































Donde las funciones f(l) se han obtenido al hacer el producto del ket |vSRl 〉 por el












Y es inmediato a partir de la ecuación anterior ver que sólo tendremos las partes
diagonales para el término SR.
B.3. Fuerzas debidas al acoplo SO
Las fuerzas debidas a la interacción SO vienen dadas por ecuaciones similares a las
vistas en el apartado 2.7 sin más que tener en cuenta el espín. Así pues, las fórmulas
explícitas para cada una de los términos FSO,σσ
′










































































































Donde se han sustituido los subíndices J±mJ± de los coeficientes de CG, A y B, así








B.4. Algunas relaciones útiles
En este apartado escribiré algunas relaciones útiles entre los elementos de matriz
del hamiltoniano y entre los elementos de matriz SO. En primer lugar como el hamil-
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