

















































sólo	 a	 nivel	 computacional	 sino	 que	 también	 a	 nivel	 de	 red.	 Debido	 al	 constante	
tráfico	que	mueve	un	data	center,	se	ha	tenido	que	buscar	una	mejor	alternativa	de	
la	red	que	se	utilizaba	hasta	ahora.	El	uso	de	Ethernet	o	InfiniBand	provocaba	que	la	
red	 no	 fuese	 lo	 suficientemente	 flexible	 ni	 escalable	 para	 adaptarse	 a	 las	
necesidades	que	requiere	un	data	center	actual.	
	







servidores	 computacionales.	 Estas	 plataformas	 permiten	 orquestar	 de	 forma	
heterogenia	 los	 recursos	 de	 un	 data	 center	 con	 el	 fin	 de	 ofrecer	 a	 terceros	 una	
infraestructura	 cloud	 donde	 alojar	 servicios.	 Este	 espacio	 se	 le	 conoce	 por	 virtual	
data	center.		
	
Este	 proyecto	 se	 enmarca	 dentro	 de	 este	 contexto.	 En	 particular,	 el	 objetivo	
principal	es	definir,	implementar	y	verificar	el	correcto	funcionamiento	de	un	nuevo	
módulo	 que	 permite	 desplegar	 virtual	 data	 centers	 de	 forma	 automática	 y	
























un	 data	 center,	 s'ha	 hagut	 de	 buscar	 una	 millor	 alternativa	 de	 la	 xarxa	 que	
s'utilitzava	fins	ara.	L'ús	de	Ethernet	o	InfiniBand	provocava	que	la	xarxa	no	fos	prou	
flexible	 ni	 escalable	 per	 adaptar-se	 a	 les	 necessitats	 que	 requereix	 un	data	 center	
actual.





Fins	 ara	 no	 s'aprofitava	 de	 forma	 eficient	 els	 recursos	 físics	 que	 compon	 un	 data	
center.	A	causa	d'això,	han	sorgit	noves	plataformes	que	habiliten	un	ús	òptim	dels	
components	 físics	 tals	 com	 la	 xarxa,	 emmagatzematge	 de	 dades	 i	 els	 servidors	
computacionals.	 Aquestes	 plataformes	permeten	orquestrar	 de	 forma	heterogènia	































The	 constant	 technological	 change	 and	 the	 big	 demand	 that	 supposes	 the	 use	 of	
internet	 has	 caused	 the	 need	 to	 review	 the	 infrastructure	 of	 the	 current	 date	
centers,	 no	only	 to	 computational	 level	 but	 that	 also	 to	network	 level.	 Because	of	
the	 constant	 traffic	 that	 moves	 one	 date	 center,	 it	 has	 had	 to	 look	 for	 a	 better	








Up	 to	 now	 it	 did	 not	 take	 advantage	 of	 efficiently	 the	 physical	 resources	 that	
composes	one	date	 center.	On	account	of	 it,	 they	have	 arisen	new	platforms	 that	
enable	an	optimum	use	of	 the	physical	 components	 such	as,	 the	network,	 storage	
devices	and	 the	computational	 servers.	These	platforms	allow	 the	orchestration	of	
heterogeneous	 resources	 of	 one	 date	 center	 with	 the	 purpose	 to	 offer	 to	 third	
parties	 a	 cloud	 infrastructure	where	 lodge	 services.	 This	 space	 is	 known	 as	 virtual	
date	center.		
	
This	 project	 falls	within	 this	 context.	 In	 particular,	 the	main	 objective	 is	 to	 define,	
implement	and	verify	the	correct	operation	of	a	new	module	to	deploy	virtual	data	
centers	 and	 automatically	 optimizing	 the	 resources	 used.	 Thus,	 the	 developed	







The	 work	 is	 part	 of	 the	 European	 project	 called	 COSIGN,	 thus,	 the	 implemented	
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Este	 proyecto	 es	 un	 trabajo	 final	 de	 carrera	 desarrollado	 en	 la	 Facultad	 de	
Informática	de	Barcelona	(FIB),	concretamente	en	el	departamento	de	Teoría	de	 la	
Señal	 y	 Comunicación	 en	 colaboración	 con	 I2CAT,	 entre	 otras	 fundaciones	 y	
universidades	internacionales	[1].	
	
Debido	 al	 avance	 tecnológico	 de	 los	 equipos	 de	 los	 data	 centers	 y	 su	 enorme	
crecimiento	en	la	última	década,	se	ha	tenido	que	considerar	la	revisión	de	la	red	de	
interconexión	 entre	 los	 equipos,	 físicamente	 y	 virtualmente.	 Hasta	 ahora	 las	
tecnologías	 actuales	 no	 eran	 capaces	 de	 ampliar	 la	 capacidad	 de	 las	 redes	 y	
aprovechar	la	escalabilidad	que	estas	podían	ofrecer.	Así	pues,	debido	a	este	avance	
de	 los	 data	 centers,	 se	 requiere	 de	 gastos	 enormes	 para	 adecuar	 la	 capacidad	 y	
conectividad	 de	 las	 redes.	 Consecuentemente,	 se	 deben	 desarrollar	 nuevas	
tecnologías	en	las	redes	que	posibiliten	aprovechar	mejor	los	recursos	que	contiene	









nos	 permite	 que	 el	 control	 de	 la	 red	 sea	 programable,	 ágil	 y	 con	 una	 gestión	
centralizada.	 Además	 se	 debe	 destacar	 que	 su	 uso	 y	 gestión	 se	 abstrae	 de	 las	
aplicaciones	y	de	los	servicios	de	red.	El	principal	objetivo	es	el	de	poder	gestionar	de	
forma	 rápida	 y	 eficiente	 la	 configuración	 de	 la	 red	 teniendo	 en	 cuenta	 los	
requerimientos	 que	 se	 especifiquen.	 La	 principal	 funcionalidad	 es	 la	 de	 diseñar,	
construir	 y	gestionar	 la	 infraestructura	de	 la	 red	de	un	data	 center.	 El	uso	de	esta	
tecnología	 conlleva	 que	 la	 red	 sea	 más	 ágil	 debido	 a	 la	 facilidad	 con	 que	 los	
administradores	 pueden	 alterar	 el	 flujo	 de	 tráfico	 entre	 componentes	 de	 un	data	
center,	 cuando	 por	 ejemplo	 se	 requiere	 reconfigurar	 la	 red	 por	 congestión	 o	 el	
equipo	que	da	el	servicio	no	es	capaz	de	responder	a	 las	peticiones.	Por	otro	 lado,	
posibilita	 tener	 una	 gestión	 centralizada	 debido	 a	 que	 la	 inteligencia	 de	 la	 red	 se	





red	 de	 un	 data	 center	 tal	 que	 sea	 escalable,	 habilitado	 por	 tecnologías	 ópticas	 y	
controlado	 por	 tecnologías	 SDN,	 con	 el	 fin	 de	 satisfacer	 los	 requerimientos	 de	 las	
cargas	de	trabajo	de	 los	actuales	data	centers.	Del	mismo	modo,	COSIGN	pretende	
implementar	 el	 concepto	 de	 Infrastructure	 as	 a	 Service,	 de	 ahora	 en	 adelante	
llamado	IaaS.	
	




de	 la	 infraestructura	 de	 un	data	 center	 tal	 que	 represente	 un	 sistema	 que	 pueda	




Un	 VDC	 representa	 una	 infraestructura	 cloud	 escalable	 compuesta	 de	 máquinas	
virtuales	 conectados	mediante	enlaces	 virtuales.	 El	 servicio	de	un	VDC	 consiste	en	
proveer	y	habilitar	a	un	usuario	de	un	espacio	donde	alojar	aplicaciones	con	el	fin	de	
dar	servicio.	Por	otro	lado,	la	creación	de	un	VDC	implica	el	control	y	optimización	de	





en	 cuenta	 que	 la	 versión	 virtual	 tendrá	 sus	 propios	 recursos	 asociados	 y	 no	 sé	
compartirán	 con	 otros	 entornos	 virtualizados.	 Entre	 los	 recursos	 que	 podemos	
virtualizar	 encontramos	 los	 servidores,	 discos	 duros,	 sistemas	 operativos,	 redes,	
aplicaciones,	entre	otros.	De	este	modo,	la	virtualización	ofrece	un	alto	rendimiento,	








El	 uso	 de	OpenStack	 es	 clave	 para	 conseguir	 lo	 que	 se	 denomina	orquestación	de	
recursos	heterogéneos	de	un	data	center.	Hasta	ahora,	el	aprovisionamiento	de	los	
data	 centers	 tradicionales	 consistía	 en	optimizar	 los	 recursos	 computacionales,	 sin	





un	data	 center	 dinámico,	permitiendo	escalar	 la	 infraestructura	deseada	 según	 los	
requerimientos	 de	 una	 aplicación.	 Además,	 se	 consigue	 un	 ahorro	 en	 tiempo	 y	
energía	debido	a	su	automatización	y	su	gestión	centralizada.	
	




es	 uno	 de	 los	 referentes	 en	 cuanto	 a	 la	 administración	 de	 entornos	 cloud	 del	
mercado	[5].	
	
Referente	 al	 control	 y	 gestión	 de	 la	 configuración	 de	 la	 red	 del	 data	 center,	
OpenDayLight	 es	 un	 proyecto	 open	 source	 que	 tiene	 como	 fin	 ofrecer	 una	
plataforma	funcional	basada	en	SDN.	De	este	modo,	con	esta	nueva	tecnología,	 los	
proveedores	 de	 servicios	 y	 empresas	 pueden	 hacer	 la	 transición	 hacia	 a	 SDN	
enfocándose	 en	 la	 programación	 de	 la	 red.	 OpenDayLight	 permite	 abstraerse	 del	
hardware	que	se	encuentra	en	la	arquitectura	de	la	red,	y	centrarse	en	el	código	que	






En	 este	 apartado	 se	 define	 una	 serie	 de	 personas	 que	 están	 implicadas	 en	 el	
proyecto	 que	 será	 desarrollado,	 sin	 tener	 en	 cuenta	 la	 totalidad	 que	 implica	 el	
proyecto	COSIGN	puesto	que,	el	desarrollador	no	estará	implicado	en	otras	tareas	ni	
en	 contacto	 con	 otras	 personas	 relacionadas	 con	 COSIGN.	 Ahora	 bien,	 aunque	 el	







incluido	en	 la	 arquitectura	de	OpenStack,	 y	 que	permitirán	que	el	data	 center	 sea	











Tanto	 el	 director	 Davide	 como	 el	 codirector	 Albert,	 guiarán	 y	 orientarán	 al	





Por	 otro	 lado,	 Albert	 se	 encargará	 de	 diseñar	 e	 implementar	 los	 algoritmos	 de	
optimización	 que	 permitirán	 calcular	 los	 hosts	 potenciales	 a	 usar	 y	 los	 caminos	





El	desarrollador	 tendrá	que	estar	en	contacto	con	Albert	Vinyés,	 responsable	de	 la	
creación	 de	 la	 extensión	 del	 dashboard,	 correspondiente	 al	 bloque	 Horizon	 de	
OpenStack,	detallado	a	lo	largo	del	documento.	Se	tendrá	que	consensuar	como	se	





Entidad,	 privada	 o	 pública,	 sin	 tener	 en	 cuenta	 su	 dimensión,	 que	 solicitará	 una	








data	 center,	 además	 de	 aprovechar	 la	 escalabilidad	 que	 puede	 soportar	 el	 uso	 de	
tecnologías	ópticas.		
	
Una	 clara	 desventaja	 de	 las	 redes	 de	 los	 actuales	 data	 center,	 son	 los	 cuellos	 de	
botella	 que	 se	 pueden	 encontrar	 en	 el	 primer	 nivel	 de	 acceso	 al	mismo,	 también	
conocido	 como	 core	 switch	 (figura	 1).	 Estos	 se	 encargan	 de	 enrutar	 el	 tráfico	 que	
viene	de	o	 se	dirige	hacia	 fuera	del	data	center.	 En	este	caso,	 se	pueden	observar	







nivel	 de	 switches	 están	 directamente	 conectados	 con	 los	 llamados	 aggregation	
switch,	los	cuales	se	conectan	con	los	access	switches	que	suelen	ubicarse	en	el	Top	
of	 the	rack	 junto	con	 los	servidores.	De	esta	 forma,	se	puede	observar	que	el	 flujo	
transcurre	de	norte	a	sur	entre	los	switches,	generando	muchos	saltos,	más	latencia	
a	 la	hora	de	 transmitir	datos	y	una	distancia	 importante	de	cableado	 lo	cual	no	se	
considera	 ideal	 para	 entornos	 virtuales.	 Pero	no	 sólo	 por	 el	 tráfico	 que	 transcurre	
puede	encontrarse	cuellos	de	botella,	 la	propia	 red	 física	puede	ser	un	 importante	
cuello	 de	 botella	 debido	 al	 procesamiento	 eléctrico	 que	 conducen	 los	 cables	
Ethernet	o	InifiniBand,	compuestos	de	cobre.		
	
Por	 lo	 tanto,	 teniendo	 en	 cuenta	 que	 se	 desea	 tener	 un	 entorno	 óptimo	 para	 la	
explotación	de	VDCs,	se	debe	modificar	la	arquitectura	de	la	red	del	data	center	para	
que	cumpla	con	los	requerimientos	adecuados,	como	por	ejemplo:	una	baja	latencia	
a	 la	 hora	 de	 la	 transmisión	 de	 datos	 entre	 switches,	 aprovechar	 el	 gran	 ancho	 de	
banda	 que	 pueda	 ofrecer	 la	 fibra	 óptica	 y	 que	 soporte	 lo	 que	 se	 denomina	 non-
blocking	 de	 la	 red,	 es	 decir,	 poder	 tener	 suficiente	 ancho	 de	 banda	 para	 que	 la	







La	 figura	 2	muestra	 un	 diseño	 enfocado	 en	 la	 comunicación	 horizontal	 del	 tráfico	
entre	los	switches.	En	esta	nueva	arquitectura,	se	suele	utilizar	paneles	de	conexión	
fija	de	fibra	óptica	con	el	fin	de	que	sea	más	escalable,	más	manejable	y	más	flexible,	


















los	 switches	 de	 acceso.	 Cabe	 destacar	 que	 todos	 los	 puertos	 de	 este	 switch	 son	
ópticos,	 sin	 conmutar	 eléctricamente	 la	 información	 que	 transmite.	 Así	 pues,	 la	




Optical-to-Electrical-to-Optical	 (OEO).	 Si	bien	es	cierto	que	estos	switches	 soportan	
tecnología	 óptica,	 su	 uso	 implica	 un	 mayor	 consumo,	 un	 incremento	 del	 calor	
disipado	y	reduce	la	latencia	de	la	transmisión	de	la	información.	El	motivo	de	estas	
implicaciones	es	debido	a	la	conmutación	eléctrica	que	se	realiza	dentro	del	switch.	
De	 esta	 forma,	 en	 el	 momento	 en	 se	 desea	 transmitir	 cierta	 información	 por	 el	
cableado	óptico,	esta	 llegará	al	switch	 y	 se	 transformará	de	 luz	a	electricidad	y	de	
nuevo	a	luz	para	volver	a	transmitir	la	información	por	la	fibra	óptica	de	salida.	El	uso	
de	 este	 tipo	 de	 switches	 es	 beneficioso	 por	 el	 hecho	 de	 que	 se	 podrá	 combinar	
información	 de	 dos	 orígenes	 que	 se	 dirijan	 hacía	 el	mismo	destino.	 Además,	 cabe	




Anteriormente,	 con	 tal	 de	 provisionar	 recursos,	 se	 requería	 personal	 altamente	
cualificado	con	conocimientos	de	la	red	además	de	la	configuración	de	los	recursos	
desplegados	en	el	data	center	(disco,	servidores,	etc)	con	tal	diseñar	y	construir	una	




más	 compleja,	 se	 pueden	 generar	 errores	 y	 consume	 mucho	 tiempo.	 La	 nueva	
generación	 de	 data	 centers	 pretende	 solucionar	 este	 problema	 con	 el	 uso	 de	















adelante	 llamado	 API,	 para	 poder	 comunicarse	 con	 la	 capa	 de	 control,	 se	 pueden	
realizar	peticiones	para	configurar	conexiones	entre	dos	puntos	creando	un	camino,	
modificar	el	flujo	de	tráfico	y	añadir/quitar	recursos	de	la	red.	En	el	momento	que	la	














respecto	 al	 uso	 de	 cables	 Ethernet	 hace	 que	 la	 gran	mayoría	 de	data	 centers	 que	
diariamente	mueven	grandes	cantidades	de	datos	hayan	hecho	la	transición	hacía	la	
fibra	 óptica	 obteniendo	 así	 una	 gran	mejora	 en	 cuanto	 a	 su	 rendimiento	 [10].	 De	
acuerdo	a	un	estudio	[11],	se	ha	observado	que	el	uso	de	tecnologías	ópticas	puede	









arquitectura	 SDN	 debido	 que	 se	 tienen	 que	 crear	 nuevas	 extensiones	 para	 su	
gestión.	Se	debe	de	tener	en	cuenta	si	la	tecnología	óptica	se	basa	en	la	conmutación	
de	 	 fibras/puertos	o,	por	el	 contrario,	 se	basa	en	 la	 conmutación	de	 longitudes	de	
onda.	Además,	constantemente	se	tendrá	que	monitorizar	el	estado	de	la	red	para	
tener	 una	 mejor	 gestión	 y,	 así,	 controlar	 si	 hay	 suficiente	 ancho	 de	 banda	 para	



























































Como	 ya	 se	 ha	 dicho,	 la	 plataforma	 que	 se	 utilizará	 durante	 el	 proyecto	 será	
OpenStack,	concretamente	la	versión	Liberty.	A	parte,	se	tendrá	que	mantener	una	
base	de	datos,	creada	y	gestionada	en	MySQL	que	permitirá	mantener	información	
relevante	 sobre	 las	 infraestructuras	 	 virtuales	 que	 se	 han	 creado,	 tal	 como	 las	
máquinas,	nodos	y	enlaces	virtuales.		
	
Debido	 al	 hecho	de	que	 cada	 servicio	de	OpenStack	ofrece	una	API	endpoint	 para	
poder	comunicarse	a	través	de	HyperText	Transfer	Protocol	(HTTP),	se	desarrollarán	
clientes	 REST	 API	 para	 realizar	 consultas	 a	 los	 servicios	 de	 OpenStack	 y	
OpenDayLight.	
	
Representational	 state	 transfer	 (REST),	 es	 un	 estilo	 arquitectónico	 que	 permite	
comunicarse	con	servicios	web,	entre	otros	entornos.	En	un	entorno	REST	se	asigna	























desarrollo	 de	 REST	 APIs,	 que	 se	 utilizarán	 para	 realizar	 comunicaciones	 entre	 los	





Debido	 a	 la	 gran	necesidad	de	 recursos	 que	necesita	 el	 desarrollador	 y	 la	 falta	 de	





OpenDayLight	 se	 tendrá	acceso	a	una	máquina	 con	 características	 suficientes	para	
poder	 correr	 en	 máquinas	 virtuales	 el	 servicio	 compute	 (Nova,	 explicado	 más	
adelante)	y	el	nodo	controller	de	OpenStack,	además	de	OpenDayLight.	
	
El	 servicio	 compute	 de	 Nova	 representa	 un	 equipo	 físico	 que	 se	 utilizará	 para	
instanciar	máquinas	virtuales	con	los	recursos	de	los	que	disponga.	Por	el	otro	lado,	

















La	metodología	 que	 se	 llevará	 a	 cabo	 del	 proyecto	 será	 del	 tipo	 incremental	 [15].	








problema	para	 conseguir	 solucionarlo	en	el	menor	 tiempo	posible.	Cada	problema	
pequeño	 se	 llevará	 a	 cabo	 usando	 el	 modelo	 en	 cascada	 [16].	 Este	 consiste	 en	
afrontar	 el	 problema	 analizando	 las	 necesidades,	 realizando	 el	 diseño,	 la	
















Debido	 al	 tipo	 de	 metodología	 que	 se	 llevará	 a	 cabo,	 se	 realizarán	 validaciones	
parciales	en	medida	que	se	vaya	terminando	las	tareas	a	desarrollar.	Se	comprobará	
que	 los	 resultados	 sean	 correctos	 y	 se	 hayan	 usado	 las	 herramientas	 adecuadas	
habiendo	 optimizado	 procesos.	 Una	 vez	 se	 hayan	 terminado	 las	 sub-tareas	 de	 las	








Para	 cada	 problema,	 se	 expondrá	 una	 posible	 solución.	 Según	 el	 alcance	 de	 estos	
problemas,	su	posible	solución	podrá	ser	identificada	1)	por	el	propio	desarrollador	y	
eventualmente	 discutida	 con	 el	 codirector;	 2)	 en	 equipo	 entre	 el	 codirector	 y	 el	
desarrollador	y	eventualmente	discutida	con	el	director;	3)	en	equipo	entre	director,	













Para	 poder	 acceder	 al	 edificio	 D4	 se	 deben	 de	 conceder	 ciertos	 permisos	 al	









Para	 poder	 realizar	 un	 buen	 desarrollo,	 el	 programador	 deberá	 tener	 acceso	 a	
internet	para	poder	realizar	pruebas	sobre	las	REST	APIs	cliente	o	servidor.	
	
Solución:	 Si	 la	 falta	 de	 conexión	 se	 restablece	 en	 un	 tiempo	 corto	 no	 tendrá	 un	
impacto	importante.	En	el	caso	de	que	el	problema	persista,	se	deberá	contemplar	




















El	proyecto	 implica	 la	 implementación	de	sub-tareas	dentro	del	mismo	módulo.	La	
falta	 de	 conocimiento	 o	 la	 complejidad	 de	 la	 tarea	 pueden	 hacer	 retrasar	 ciertas	
entregas.	Cabe	destacar	que	tanto	Albert	como	el	desarrollador	empezarán	de	cero	

























En	 la	 figura	4	se	puede	observar	un	mapa	con	 la	distribución	de	 la	arquitectura	de	
OpenStack	[17].	A	modo	de	recordatorio,	se	debe	tener	en	cuenta	que	el	proyecto	
COSIGN	 está	 formado	 por	 diferentes	 instituciones	 y	 universidades,	 por	 lo	 tanto,	
muchas	 de	 ellas	 tienen	 como	 objetivo	 implementar	 funcionalidades	 extras	 sobre	
módulos	 ya	 existentes	 de	OpenStack.	De	 esta	 forma,	 a	 continuación,	 se	 describirá	










OpenStack,	 entre	 sus	 funciones	 podemos	 encontrar:	 gestionar	 y	 automatizar	 los	
recursos	 del	 equipo	 tanto	 físico	 como	 virtual,	 ofrecer	 máquinas	 virtuales	 bajo	




El	 bloque	Neutron	 se	 encarga	de	 la	 gestión	de	 las	 redes	 y	 direcciones	 IP	 entre	 las	
máquinas	 virtuales,	 teniendo	 especial	 cuidado	 que	 en	 la	 red	 no	 se	 observe	 el	
problema	de	cuello	de	botella.	De	esta	forma,	a	partir	de	Neutron	se	podrán	crear	









comunicaciones	 con	 otros	 bloques	 de	 OpenStack,	 se	 tendrá	 que	 realizar	 ciertas	
autentificaciones	para	así	conseguir	los	token,	que	permitirá	validar	nuestro	acceso	a	
cada	módulo.	Además,	nos	permitirá	 gestionar	 toda	 clase	de	 información	del	 data	
center	 referente	 a	 los	 dominios,	 los	 usuarios,	 los	 grupos,	 los	 proyectos,	 los	 roles,	
entre	otros	[20].	
	











El	 bloque	 Swift	 es	 el	 servicio	 que	 permite	 gestionar	 contenedores	 de	 información	
con	 el	 fin	 de	 acceder	 a	 ellos	 a	 través	 de	 consultas	 REST	 API.	 Se	 destaca	 por	 ser	
escalable,	 por	 su	disponibilidad	 y	 la	 concurrencia	 a	 la	 hora	de	 acceder	 a	 los	 datos	
almacenados	[24].	
	




El	 bloque	 que	 se	 encargará	 de	 definir	 el	 desarrollador	 estará	 directamente	
















para	 completar	 la	 arquitectura	 del	 proyecto.	 Entonces,	 tal	 como	 ya	 se	 ha	 dicho,	
OpenDayLight	 es	 la	 plataforma	 de	 SDN	 encargada	 de	 implementar	 el	 control,	
aprovisionamiento	y	 la	 configuración	de	 la	 infraestructura	 física	de	 la	 red	del	data	
































OpenStack,	 también	 será	 necesario	 para	 poder	 realizar	 las	 peticiones	 sobre	 los	
demás	módulos.	 De	 la	misma	 forma,	 al	 pretender	 instanciar	 VDCs,	 se	 requerirá	 el	








el	 estado	 de	 las	 capacidades	 de	 la	 red	 óptica	 del	 data	 center,	 se	 requerirá	 del	
módulo	de	OpenDayLight.		
	















Por	 último,	 no	 se	 ofrecerá	 el	 servicio,	 desde	 el	 nuevo	 módulo	 a	 desarrollar,	 de	













de	 un	 data	 center	 mediante	 SDN	 y	 un	 servicio	 de	 orquestación	 llamado	
OpenStack	 utilizando	 tecnología	 óptica.	 De	 este	 modo,	 se	 ha	 tenido	 que	



























































La	 primera	 tarea	 que	 tendrá	 que	 llevar	 a	 cabo	 el	 desarrollador	 será	 la	 de	
documentarse	sobre	la	arquitectura	OpenStack,	para	una	correcta	utilización	de	los	
módulos	 de	 la	 misma.	 Se	 tendrán	 que	 tener	 conocimientos	 de	 las	 funciones	
disponibles	que	ofrece	Nova	a	través	de	su	API,	ya	que	se	utilizará	en	cada	ejecución	
que	tenga	relación	con	Nova.	Por	otro	lado,	se	deberá	revisar	con	igual	importancia	
las	API	de	Neutron,	OpenDayLight,	Keystone	y	Heat.	Debido	a	 la	 importancia	de	 la	
seguridad,	 se	 tendrá	 que	 tener	 conocimientos	 de	 los	 diferentes	 métodos	 de	








Por	otro	 lado,	el	desarrollador	 se	documentará	en	 la	 creación	de	REST	API	de	 tipo	
















Existen	 más	 métodos	 HTTP,	 pero	 sólo	 se	 plantea	 utilizar	 los	 explicados	
anteriormente.	Estos	métodos	se	utilizarán	desde	el	dashboard,	creado	a	partir	de	la	
extensión	 aportada	por	 I2CAT,	módulo	Horizon	de	OpenStack.	 Se	 definirá	 una	URI	
para	que	el	servicio	Horizon	se	pueda	comunicar	con	el	servidor.	Serán	los	gestores	y	




necesarios	 serán:	 un	 ordenador,	 IDE	 Eclipse,	 conexión	 a	 internet,	 el	 dashboard	
implementado,	 un	 cliente	 REST	 API	 que	 se	 utilizará	 para	 realizar	 pruebas	 sobre	 el	







módulo	Nova	de	OpenStack.	 Se	 requiere	esta	API	para	poder	obtener	 información	
relevante	sobre	los	flavors	y	los	hosts	del	data	center.		
	
Dentro	 del	módulo	 de	 nova	 podemos	 encontrar	 información	 de	 los	 hosts	 y	 de	 los	
servers.	Los	hosts	referencian	a	las	máquinas	físicas	ubicadas	en	el	data	center	y	los	
servers	a	 las	 instancias	de	 las	máquinas	virtuales	que	se	han	creado.	Requeriremos	
información	 de	 los	 hosts	 para	 saber	 los	 recursos	 físicos	 disponibles	 de	 estos	 y	
tenerlos	en	cuenta	para	utilizarlos	a	la	hora	de	instanciar	máquinas	virtuales.	
	
Por	otro	 lado,	también	se	puede	encontrar	 información	de	 los	flavors.	Un	flavor	es	

































proyecto	 se	 ha	 hecho	 evidente	 que,	 con	 tal	 de	 conseguir	 una	 orquestación	
satisfactoria,	se	tiene	que	tener	en	cuenta	las	direcciones	IP	utilizas	en	las	subredes	
creadas	 hasta	 el	 momento.	 De	 este	 modo,	 es	 necesario	 implementar	 un	 nuevo	
cliente	 REST	 API	 que	 se	 comunicará	 con	 Neutron	 en	 cada	 arranque/reinicio	 del	










se	 han	 hecho	 todos	 los	 cálculos	 necesarios,	 se	 realizará	 una	 petición	 contra	 Heat	
para	que	cree	una	 instancia	VDC,	o	 la	elimine.	Una	vez	se	 le	pase	 la	 información	a	















Mientras	 se	 esté	 desarrollando,	 y	 una	 vez	 acabado	 el	 proyecto	 y	 observado	 un	




desviaciones.	 Los	 recursos	 tecnológicos	 necesarios	 serán	 un	 portátil,	 un	 editor	 de	
texto	y	visualizados	de	PDFs.	Es	necesario	 tener	acceso	a	el	Racó	de	 la	FIB	para	 la	
entrega	 de	 la	memoria	 y	 recomendable	 tener	 una	 cuenta	 de	 Dropbox	 para	 tener	
backups	 del	 trabajo	 que	 se	 realice	 hasta	 el	 momento.	 Cabe	 destacar	 que	 es	
sumamente	útil	tener	un	repositorio	remoto(github)	para	almacenar	todo	el	código	



















La	 siguiente	 tabla	muestra	 las	 horas	 establecidas	 para	 cada	 tarea	 en	 el	 hito	 final.	
Como	 se	 puede	 apreciar,	 ha	 sido	 necesario	 añadir	 una	 nueva	 tarea	 que	 implica	 la	
implementación	 de	 una	 REST	 API	 para	 la	 comunicación	 con	 el	 módulo	 Neutron.	
Como	 he	 comentado	 anteriormente,	 no	 se	 había	 tenido	 en	 cuenta	 incicialmente	




























































































































































• Dropbox:	Herramienta	online	para	almacenar	 todos	 los	documentos	que	 se	
creen	durante	el	proyecto.	








































































los	algoritmos	de	optimización	que	decide,	 teniendo	en	 cuenta	 los	 recursos	 físicos	
del	data	center,	el	aprovisionamiento	de	 los	recursos	óptimos	del	VDC.	Por	último,	
diversos	 clientes	 REST	 API	 que	 se	 encargarán	 de	 interactuar	 con	 los	 diferentes	
módulos	de	OpenStack	para	obtener	 la	 información	necesaria	 con	el	 fin	de	que	el	








































/orchestrator/algorithms/vdc/?tenantID=<tenantid>	 Elimina	 la	 instancia	















VDC.	 Cada	 virtual	 node	 contiene	 una	
lista	de	virtual	machines.	
vlinks	 Vector	de	vlinks	 Lista	 que	 contiene	 los	 virtual	 links	 del	
VDC	
Código	de	retorno	operación	satisfactoria:	201	






los	 recursos	 de	 una	 instancia	 VDC	 ya	 existente,	 se	 utiliza	 el	 mismo	método	 HTTP	
(POST).	 Esto	 es	 debido	 a	 que	 actualizar	 una	 instancia	 VDC	 tiene	 el	 mismo	
comportamiento	 que	 la	 realizar	 la	 operación	 de	 crear	 una	 instancia	 VDC,	 pero	 se	
debe	 de	 tener	 en	 cuenta	 dos	 acciones	 extra	 a	 realizar:	 el	 VDC	 (a	 actualizar)	










Un	 stack	 es	 un	 conjunto	 de	 objetos	 o	 recursos	 que	 puede	 incluir	 VMs,	 redes,	
subredes,	routers,	puertos,	switches,	etc.	
	
Así	 pues,	 en	 el	 momento	 de	 recibir	 una	 petición	 POST,	 el	 servidor	 REST	 Horizon	
validará	si	existe	un	VDC	con	el	tenant	especificado	y	realizará	la	acción	adecuada	a	






un	mismo	 tenant	no	podrá	 representar	dos	 instancias	VDC.	Así,	en	cada	momento	
que	 se	 desee	 crear	 una	 infraestructura	 cloud,	 se	 podrá	 crear	 un	 nuevo	 tenant	 o	
utilizar	 un	 tenant	 existente	 que	 no	 tenga	 asociado	 una	 instancia	 VDC.	 Un	 tenant	















VDC.	 Cada	 virtual	 node	 contiene	 una	
lista	de	virtual	machines.	
vlinks	 Vector	de	vlinks	 Lista	 que	 contiene	 los	 virtual	 links	 del	
VDC	
Código	de	retorno	operación	satisfactoria:	200	

























La	 figura	 7	 representa	 un	 ejemplo	 de	 una	 posible	 instancia	 VDC.	 Tal	 como	 se	
observa,	el	JSON	está	compuesto	del	tenantID,	una	lista	de	virtual	nodes	(VNs),	cada	






objetos	 y	 listas.	 Una	 lista	 puede	 contener	 otras	 listas	 y	 objetos.	 Un	 objeto	 se	

















de	 una	 instancia	 VDC	 su	 valor	 es	 único,	 pero	 entre	 diferentes	
instancias	pueden	compartirlo.	
o El	campo	“label”	es	el	nombre	asociado	al	VN.	De	la	misma	forma,	su	
valor	 es	 único	 en	 una	 instancia	 VDC,	 pero	 diferentes	 instancias	
pueden	compartirlo.	
o El	 campo	 “vms”	 representa	 la	 lista	 de	 máquinas	 virtuales	 (VMs)	
solicitadas.	
§ El	 campo	 “id”	 representa	 el	 identificador	 del	 VM.	 Dentro	 de	





§ El	 campo	 “flavorID”	 representa	 el	 identificador	 del	 flavor	 a	
utilizar	en	la	VM.	














Con	 tal	 de	 mantener	 la	 información	 referente	 a	 una	 instancia	 VDC	 y,	 una	 vez	
orquestada,	 la	 información	 referente	 al	 stack,	 el	 uso	 de	 una	 base	 de	 datos	 es	
obligatorio	para	asegúranos	 la	persistencia	de	 los	datos	en	cualquier	momento.	 La	
base	de	datos	se	utilizará	en	el	momento	que	se	quiera	crear	una	nueva	instancia	de	
un	VDC,	 cuando	 se	desee	actualizar	una	 instancia	de	un	VDC	existente,	 cuando	 se	
quiera	reconstruir	 la	 instancia	VDC	para	devolverla	en	una	operación	de	consulta	o	




Por	otro	 lado,	en	el	momento	que	se	ha	creado	una	 instancia	VDC,	 la	 información	

















El	 cliente	 Keystone	 tiene	 como	misión	proveer	 las	 autentificaciones	 necesarias	 del	
módulo	Keystone	con	tal	de	poder	realizar	todas	las	operaciones	dirigidas	hacia	los	
demás	módulos	de	OpenStack.	El	hecho	de	que	el	 acceso	a	 las	operaciones	de	 los	























El	 cliente	 Neutron	 tiene	 como	 misión	 recopilar	 todas	 las	 IPs	 utilizadas	 hasta	 el	
momento	para	la	creación	de	instancias	VDC.	De	este	modo,	cada	vez	que	se	ejecute	
el	programa,	se	realizará	una	operación	HTTP	GET	a	la	URI	de	subredes	de	Neutron.	
La	 respuesta	 esperada	 será	 un	 objeto	 JSON	 con	 información	 sobre	 todas	 las	
subredes	 que	 tiene	 acceso	 el	 tenant	 referenciado	 en	 el	 token.	 Así	 pues,	 para	





Una	 posible	 respuesta	 del	 módulo	 de	 Neutron	 podría	 ser	 como	 se	 observa	 en	 la	













El	cliente	Nova	tiene	como	misión	obtener	toda	 la	 información	relacionada	con	 los	
recursos	 de	 los	 host	 y	 los	 flavors	 que	 ofrece	 el	 módulo	 Nova	 de	 OpenStack.	 Por	










fin	 de	 tener	 una	 lista	 de	 los	 hosts	 que	 gestiona	 Nova.	 La	 figura	 11	 muestra	 un	
ejemplo	de	la	lista	que	devuelve	Nova.		
Una	 vez	 obtenido	 la	 lista	 de	 los	 nodos	 computacionales,	 se	 extraerá	 los	 nombres	
(host_name)	y	se	realizará	una	operación	para	cada	nodo	HTTP	GET	a	la	URI	de	Nova	















































Para	 obtener	 la	 topología	 física	 se	 realizará	 una	 operación	 HTTP	 GET	 contra	 el	
módulo	Topology	Manager	de	ODL,	y	se	construirá	una	estructura	que	represente	la	
topología	para	que	se	pueda	analizar.	Como	lo	que	se	pretende	es	instanciar	un	VDC;	










Para	poder	relacionar	 los	hosts,	se	consultará	 las	 interfaces	de	red	cada	host.	Cada	
host	 tiene	 dos	 interfaces	 de	 red,	 cada	 una	 asociada	 con	 una	 dirección	 IP.	 Una	
















El	 cliente	Heat	 tiene	como	misión	permitir	desplegar	 las	 instancias	VDC	en	el	data	
center	 o,	 por	 el	 contrario,	 liberar	 los	 recursos	 que	 ocupa	 una	 instancia	 VDC	
desplegada.		
	
Con	este	objetivo,	diferentes	operaciones	HTTP	deben	 ser	usadas	 contra	 la	API	de	
Heat.	Si	se	quiere	crear	una	nueva	instancia	VDC,	la	operación	usada	será	un	POST.	Si	
por	 el	 contrario,	 se	 quiere	 actualizar	 una	 instancia	 VDC	 desplegada,	 la	 operación	
usada	 será	 un	 PUT.	 Para	 ambos	 casos	 se	 deberá	 de	 crear	 un	 objeto	 Heat	






tal	de	asignar	a	 cada	host	 virtual	una	dirección	 IP.	 El	puerto	 representa	 la	 interfaz	
virtual	que	se	asignará	a	la	VM.	Se	requiere	un	puerto	por	VM	para	la	asignación	de	
las	direcciones	IP.	Los	enlaces	virtuales	representa	la	conexión	física	entre	VNs	que	
se	 requiere	 para	 el	 intercambio	 de	 información	 entre	 VMs	 pertenecientes	 a	 VN	





Si	por	el	 contrario	se	desea	 liberar	 los	 recursos	utilizados	por	una	 instancia	VDC,	y	









  test_network_1: 
    type: OS::Neutron::Net 
    properties: 







  test_subnet_1: 
    type: OS::Neutron::Subnet 
    properties: 
      network_id: { get_resource: test_network_1 } 
      name: test_subnet_1 
      cidr: 5.0.0.0/24 
      gateway_ip: “” 
 dhcp_enabled: true 
 
  host1_port: 
    type: OS::Neutron::Port 
    properties: 
      network_id: { get_resource: test_network_1 } 
      fixed_ips: 
        - subnet_id: { get_resource: test_subnet_1 } 
 
  host2_port: 
    type: OS::Neutron::Port 
    properties: 
      network_id: { get_resource: test_network_1 } 
      fixed_ips: 
        - subnet_id: { get_resource: test_subnet_1 } 
 
  host1: 
    type: OS::Nova::Server 
    properties: 
      name: host1 
      image: tinycore 
      flavor: m1.tiny 
 availability_zone: nova:compute1 
      networks: 
        - port: { get_resource: host1_port } 
 
  host2: 
    type: OS::Nova::Server 
    properties: 
      name: host2 
      image: tinycore 
      flavor: m1.tiny 
availability_zone: nova:compute2 
      networks: 
        - port: { get_resource: host2_port } 
 
 
  test_virtualLink: 
    type: OS::Neutron::VirtualLink 
    properties: 
      name: test_virtualLink 
      source_id: ovs1  
      destination_id: ovs2 
      vlink_id: 0001 















































Por	 último,	 con	 el	 fin	 de	 orquestar	 nuevas	 instancias	 VDC,	 se	 debe	 tener	











































































servidor	 HTTP,	 que	 escucha	 en	 una	 IP	 y	 puerto	 determinados	 y	 que	 requiere	 de	
autentificación.		
Tal	 como	 se	 puede	 observar	 en	 el	 siguiente	 diagrama,	 se	 aceptan	 3	 tipos	 de	
peticiones.	 Por	 un	 lado,	 la	 petición	 HTTP	 POST	 se	 utilizará	 para	 orquestar	 una	
instancia	VDC.	Por	el	otro	lado,	la	petición	HTTP	GET	será	la	encargada	de	devolver	la	
información	referente	a	la	instancia	VDC	que	gestione	un	tenant.	Esta	información	se	
compone	 de	 un	 objeto	 JSON	 y	 podemos	 encontrar:	 la	 información	 de	 los	 nodos	






























orquestar	 los	 requerimientos	del	 cliente	dado	un	 tenant.	 Se	 consideran	dos	 flujos:	
que	se	decida	crear	una	instancia	VDC	con	un	tenant	sin	que,	actualmente,	tenga	un	
VDC	 desplegado	 o,	 por	 el	 contrario,	 que	 se	 decida	 actualizar	 los	 recursos	 de	 una	
instancia	VDC	con	un	tenant	que	tenga	un	estructura	cloud	orquestada.		
	
De	 esta	 forma,	 para	 gestionar	 la	 creación	 de	 una	 nueva	 infraestructura	 cloud,	 se	
debe	consultar	en	la	base	de	datos	o	en	la	estructura	de	datos	local	del	programa	si	
se	tiene	un	VDC	que	referencie	al	tenant	solicitado.	Si	existiese,	la	operación	llevada	
a	 cabo	contra	 la	API	de	Heat	 sería	un	PUT	y	 se	eliminaría	en	 local	 y	en	 la	base	de	
datos	toda	la	información	en	referencia	con	el	VDC	antiguo,	sin	borrar	la	información	
que	 referencia	 a	 la	 tabla	 stack	 de	 la	 base	 de	 datos.	 Una	 vez	 se	 ha	 borrado	 la	
información,	 se	 pasaría	 a	 almacenar	 todas	 las	 especificaciones	 de	 la	 nueva	
infraestructura,	 como	 si	 de	 un	 nuevo	 VDC	 se	 tratase.	 El	 motivo	 por	 el	 que	 no	 es	
necesario	 borrar	 la	 información	 referente	 al	 stack	 es	 porque	 al	 tener	 una	




En	 el	 caso	 de	 que	 no	 existiese	 un	 VDC	 con	 el	 tenant	 especificado,	 la	 operación	
llevada	 a	 cabo	 contra	 Heat	 sería	 un	 POST.	 En	 este	 caso,	 si	 la	 operación	 se	 ha	





La	 figura	 18	muestra	 el	 diagrama	 de	 flujo	 de	 la	 sub-etapa	 GET.	 Esta	 sub-etapa	 se	
encarga	de	obtener	 la	 información	de	una	 instancia	VDC,	mediante	el	 identificador	
de	 un	 tenant,	 y	 devolverla	 a	 Horizon.	 Es	 la	 única	 tarea	 que	 no	 tiene	 que	 realizar	
ninguna	 comunicación	 con	 algún	 servicio	 de	 OpenStack	 u	 OpenDayLight.	 La	
información	 estará	 contenida	 en	 una	 estructura	 de	 datos	 en	 la	memoria	 local	 del	





















































































































































































































































realizar	 las	 pruebas.	 Se	puede	observar	 que	 la	 arquitectura	 corresponde	a	 2	hosts	
virtuales	y	3	switches,	dos	OEO	con	conexión	directa	con	los	hosts	físicos	y	un	OOO	











































La	 figura	23	muestra	 la	consulta	que	se	hace	a	Keystone	para	solicitar	el	 token.	Se	
puede	 observar	 el	 token	 devuelto	 en	 la	 cabecera	 de	 la	 imagen,	 como	 valor	 del	
parámetro	X-Subject-Token.	Este	token	tiene	un	tiempo	limitado	de	validación,	pero	
debido	 a	 que	 el	 proceso	 de	 orquestación	 sólo	 conlleva	 pocos	 segundos	 no	 nos	
supondrá	 ningún	problema.	Además,	 cada	 vez	 que	 se	 solicita	 cualquier	 operación,	























caso,	 el	 VM	 definido	 se	 alojará	 en	 el	 nodo	 virtual	 vn1.	 Para	 definir	 un	 VM	 se	

































Pero	para	 ver	el	 trabajo	que	 se	hace	por	debajo	de	 la	 interfaz	 gráfica,	 se	debe	de	
observar	las	trazas	que	ofrece	WireShark.	En	la	figura	28	se	observa	cómo	se	recibe	













Lo	 primero	 que	 se	 hace	 es	 solicitar	 la	 información	 de	 los	 flavors	 que	 se	 han	




















Una	 vez	 se	 obtiene	 la	 lista,	 se	 hace	 un	 filtrado	 con	 los	 hosts	 que	 representen	 un	
servicio	compute.	Estos	hosts	serán	candidatos	a	ser	utilizados	para	instanciar	VMs.	
Para	 cada	 host	 compute	 se	 realiza	 una	 operación	 HTTP	 GET	 para	 obtener	 la	
información	 referente	 al	 CPU	 disponible,	 el	 disco	 disponible	 y	 la	 memoria	 RAM	




















En	 el	 momento	 que	 se	 tiene	 toda	 la	 información	 de	 los	 hosts,	 se	 consulta	 la	






















En	 la	 respuesta	 de	 Heat	 se	 puede	 observar	 que	 nos	 devuelve	 el	 identificador	 del	




















La	 siguiente	 figura	 muestra	 una	 captura	 desde	 el	 WireShark	 donde	 el	 dashboard	
solicita	 la	 información	de	un	VDC	 instanciado	a	 través	de	una	operación	HTTP	GET	













En	 estos	momentos	 se	 decide	modificar	 la	 instancia	 VDC	 creada	 recientemente	 y	
añadir	un	nodo	virtual	que	contenga	una	máquina	virtual,	además	de	una	máquina	

























De	esta	 forma,	 las	operaciones	a	 seguir	 son	 las	mismas	que	en	 la	 creación	de	una	
nueva	instancia	VDC	pero	se	ha	de	tener	en	cuenta	que,	en	el	momento	de	realizar	el	
despliegue	de	los	recursos,	se	ha	de	utilizar	la	operación	HTTP	PUT	sobre	el	módulo	











































presupuesto	del	mismo.	Para	este	propósito	 se	ha	 tenido	en	 cuenta	 los	 siguientes	










Gestión	del	proyecto	 	 	 	 	 	
Ordenador	MacBook	Pro	 1	 1100	 4	 8,95	 8,95	
Microsoft	Office	 1	 122	 3	 1,32	 1,32	
Dropbox	 1	 0	 -	 0	 0	
Atenea	de	la	UPC	 1	 0	 -	 0	 0	
Visualizador	PDF’s	 1	 0	 -	 0	 0	
Racó	de	la	FIB	 1	 0	 -	 0	 0	
Cámara		 1	 100	 4	 0,25	 0,25	
Gantt	Project	 1	 0	 -	 0	 0	
Recursos	 humanos	 (Ingeniero	
Informático)	
75	 20	 -	 -	 1500€	
	 	 	 	 	 	
Documentación	 	 	 	 	 	
Ordenador	MacBook	Pro	 1	 1100	 4	 4,78	 4,78	
OpenStack	 1	 0	 -	 0	 0	
Documentación	Java	 1	 0	 -	 0	 0	
Documentación	MySQL	 1	 0	 -	 0	 0	
Recursos	 humanos(Ingeniero	
Informático)	
40	 20	 -	 -	 800€	
	 	 	 	 	 	
Implementación	 de	 	 REST	 API	
(servidor) 
	 	 	 	 	
Ordenador	MacBook	Pro	 1	 1100	 4	 6	 6	
DHC	 REST	 Client	 (Aplicación	
Google)	
1	 0	 -	 0	 0	
Eclipse	 1	 0	 -	 0	 0	
Servidor	MySQL	 	 0	 -	 0	 0	
Cliente	MySQL	 	 0	 -	 0	 0	
Recursos	 humanos(Ingeniero	
Informático)	
50	 20	 -	 -	 1000€	
Recursos	humanos	(Albert)	 15	 40	 	 	 600€	






Implementación	 de	 	 REST	 API	
(cliente)	Nova 
	 	 	 	 	
Ordenador	MacBook	Pro	 1	 1100	 4	 6	 6	
Eclipse	 1	 0	 -	 0	 0	
Máquina	virtual	con	Nova	 	 1	 0	 -	 0	 0	
Recursos	 humanos(Ingeniero	
Informático)	
50	 20	 -	 -	 1000€	
Recursos	humanos	(Albert)	 10	 40	 	 	 400€	
Imprevistos		 -	 Riesgo	de	10%	 	 	 140,6	
	 	 	 	 	 	
Implementación	 de	 	 REST	 API	
(client)	ODL	
	 	 	 	 	
Ordenador	MacBook	Pro	 1	 1100	 4	 8,4€	 8,4	
Eclipse	 1	 0	 -	 0	 0	
Máquina	virtual	con	ODL	 1	 0	 -	 0	 0	
Recursos	 humanos(Ingeniero	
Informático)	
70	 20	 -	 -	 1400€	
Recursos	humanos	(Albert)	 15	 40	 	 	 600€	
Imprevistos	 -	 Riesgo	de	10%		 	 	 200,84	
	 	 	 	 	 	
Implementación	 de	 	 REST	 API	
(client)	Neutron	
	 	 	 	 	
Ordenador	MacBook	Pro	 1	 1100	 4	 1,2€	 1,2	
Eclipse	 1	 0	 -	 0	 0	
Máquina	virtual	con	Neutron	 1	 0	 -	 0	 0	
Recursos	 humanos(Ingeniero	
Informático)	
10	 20	 -	 -	 200€	
Recursos	humanos	(Albert)	 5	 40	 	 	 200€	
Imprevistos	 -	 Riesgo	de	10%	 	 	 40,12	
	 	 	 	 	 	
Implementación	 de	 	 REST	 API	
(cliente)	Heat 
	 	 	 	 	
Ordenador	MacBook	Pro	 1	 1100	 4	 1,8€	 1,8	
Eclipse	 1	 0	 -	 0	 0	
Máquina	virtual	con	Heat	 1	 0	 -	 0	 0	
Recursos	 humanos(Ingeniero	
Informático)	
15	 20	 -	 -	 300€	
Recursos	humanos	(Albert)	 5	 40	 	 	 200€	
Imprevistos	 -	 Riesgo	de	10%	 	 	 50,18	
	 	 	 	 	 	
Memoria	del	proyecto	 	 	 	 	 	
Ordenador	MacBook	Pro	 1	 1100	 4	 7,2	 7,2	










los	 costes	 de	 los	 recursos	 hardware,	 software	 y	 humanos.	 Para	 el	 cálculo	 de	 los	





realizadas	 por	 un	 estudiante	 de	 Ingeniería	 Informática	 perteneciente	 a	 la	












de	 ADSL	 durante	 el	 proceso	 de	 realización	 del	 trabajo	 final	 de	 carrera	 con	 una	





Por	 otro	 lado,	 se	 ha	 considero	 el	 porcentaje	 de	 contingencia.	 Debido	 al	 nivel	 de	
detalle	del	presupuesto,	se	ha	calculado	un	porcentaje	de	contingencia	del	5%.		
Visualizador	PDF’s	 1	 0	 -	 0	 0	
Racó	FIB	 1	 0	 -	 0	 0	
Cámara	 1	 100	 4	 0,35	 0,35	
Recursos	 humanos(Ingeniero	
Informático)	
60	 20	 -	 -	 1200€	
	 	 	 	 	 	
Costes	indirectos	 	 	 	 	 	
Luz	 4	 10	 	 	 40	
Cuota	ADSL	 4	 45	 	 	 180	
	 	 	 	 	 	
Recursos	humanos	(Davide)	 40	 50	 	 	 2000€	
Coste	total	acumulado	 	 	 	 	 10.996,65	














Debido	 a	 la	 especificación	 de	 realizar	 cada	 tarea	 y	 el	 detalle	 con	 el	 que	 se	 ha	














Todo	 y	 que	 no	 se	 han	 encontrado	 desviaciones,	 el	 hecho	 de	 haber	 añadido	 una	
nueva	 tarea	ha	hecho	modificar	el	presupuesto	que	se	cálculo	 inicialmente.	A	este	

































tratará	 de	 resolver	 el	 impacto	 económico,	 el	 impacto	 social	 y	 el	 impacto	
medioambiental	del	proyecto.	
	
Para	 evaluar	 cada	 apartado	 del	 informe	 de	 sostenibilidad,	 a	 través	 del	 método	
socrático,	 se	 obtendrá	 una	 puntuación	 contestando	 a	 preguntas	 sobre	 cada	
apartado.	
	
La	 siguiente	 tabla	 se	 puede	 observar	 la	 puntuación	 que	 se	 ha	 obtenido	 para	 cada	
caso.	
	
Sostenible?	 Económica	 Social	 Ambiental	








El	 impacto	 ambiental	 que	 conllevará	 la	 realización	 del	 proyecto	 será	 mínimo,	
teniendo	en	cuenta	únicamente	el	 gasto	de	 luz	de	utilizar	el	ordenador	del	propio	
desarrollador	 con	 el	 fin	 de	 realizar	 las	 tareas	 y	 los	 equipos	 del	 edificio	 D4	 para	


















tendrá	 en	 cuenta	 los	 componentes	 tecnológicos	 que	 estén	 directamente	






máquina,	 seguramente	 virtual,	 pudiendo	 estar	 dentro	 o	 fuera	 del	 data	 center.	 La	
orquestación	 de	 un	 VDC	 implicará	 la	 utilización	 de	 uno	 o	 varios	 routers,	 varios	
switches	 y	 comunicación	 entre	 varias	máquinas	 físicas.	 Debido	 a	 esto,	 la	 tarea	 de	






pueden	 encontrar	 sólo	 pueden	 venir	 derivados	 de	 OpenStack.	 El	 proyecto	 no	
depende	de	la	arquitectura	física	del	data	center	ni	depende	de	la	ubicación	dentro	






En	 el	 apartado	 de	 impacto	 económico,	 se	 ha	 obtenido	 una	 nota	 de	 6,5.	
Justificaciones	a	las	preguntas	formuladas	y	a	la	nota	obtenida:	
	
Se	 ha	 realizado	 un	 cálculo	 completo	 e	 íntegro	 para	 obtener	 un	 presupuesto	
aproximado	de	los	recursos	humanos	y	materiales.		En	el	presupuesto	se	ha	definido	




Se	 podría	 ahorrar	 costes	 en	 el	 caso	 de	 que	 el	 desarrollador	 fuese	 más	
experimentado,	consiguiendo	reducir	las	horas	del	proyecto.	
	
Por	 otro	 lado,	 debido	 a	 que	 el	módulo	 desarrollado	 se	 trata	 de	 una	 optimización	





















de	 la	 informática.	Me	ofrecerá	 tener	una	visión	más	 clara	de	un	data	 center.	Muy	
importante	 también,	 el	 hecho	 de	 estar	 incluido	 en	 un	 proyecto	 a	 nivel	 europeo,	
pudiendo	así	tener	relación	con	personas	experimentadas	de	diferentes	sectores.	
	
Existe	 una	 necesidad	 real	 del	 proyecto	 puesto	 que	 diversas	 instituciones	 tanto	














































Como	 conclusión,	 decir	 que	 los	 objetivos	 del	 proyecto	 que	 se	 especificaron	 en	 la	
primera	 reunión	 se	 han	 alcanzado.	 Las	 pruebas	 realizadas	 han	 mostrado	 que	 el	
proyecto	 es	 capaz	 de	 crear,	 actualizar	 y	 eliminar	 stacks	 con	 tal	 de	 crear	 una	












Como	 satisfacción	 personal	 destacar	 que	 este	 proyecto	 me	 ha	 aportado		
conocimientos	de	gestión	y	funcionamiento	de	data	centers.	Las	asignaturas	que	he	
cursado	 relacionadas	 con	 las	 redes,	 como	 redes	 de	 computadores	 (XC)	 y	 redes	 de	
computadores	2	(XC2),	me	han	servido	para	entender	gran	parte	del	funcionamiento	






proyecto	 termina	 en	 junio	 de	 2016,	 no	 se	 podrá	 ver	 inmediatamente	 el	 proyecto	
desarrollado	 en	 un	 entorno	 de	 producción.	 Pero,	 tras	 las	 pruebas	 realizadas	 con	
Albert,	 se	 considera	 que,	 globalmente,	 no	 se	 pueden	 presentar	 problemas	
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