Introduction
 PanDA = Production and Distributed Analysis System -Designed to meet ATLAS production and analysis requirements for a data-driven workload management system capable of operating at LHC data processing scale -All Monte-Carlo simulation and data reprocessing jobs in addition to user and group analysis jobs -Working for 6 years including 2 years of LHC data-taking -5 million jobs in total per week -More than 1400 users submitted analysis jobs in 2011  PD2P = PanDA Dynamic Data Placement -An intelligent subsystem of PanDA to automatically replicate data -Developed to cope with difficulties of data placement for ATLAS  PD2P makes secondary copies at Tier-1 sites when -PD2P didn't make a replica of the data during the past week to a Tier-1 site -The number of data replicas at Tier-1 sites is less than int(log10(Nused))
• Nused = how many times the data was used per job set -Nused is 10 to the power of X, where X is an integer larger than 0
• i.e., Nused = 10,100,1000,… One Tier-1 site is selected based on MoU share Replication request is sent to ATLAS Distributed Data Management (DDM) system When a copy is made at a Tier-1 site, another copy is made at a Tier-2 site at the same time 
