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vABSTRACT
Automatic single document text summarization is a process of condensing an
input text document. In this process, a summary extraction approach summarizes
a document by extracting the most informative sentences in a document. To select
such sentences, a sentence scoring approach is used to assign a score for each input
sentence before ranking them accordingly. Based on user defined summary ratio, only
top ranked sentences are selected to be part of the summary and selecting the most
informative sentences is a challenge for extractive based automatic text summarization
researchers. Thus, this research proposed extraction based automatic single document
text summarization methods by investigating a single meta-heuristic evolutionary
algorithm called Differential Evolution (DE) to generate high quality summaries. The
DE algorithm is used (i) to find out the best feature weight score to discriminate
between important and non-important features, (ii) to perform as a cluster machine
learning method using Normalized Google Distance and Jaccard similarity measures to
generate a highly diversed summary, (iii) to employ opposition-based learning (OBL)
approach to improve the performance of the DE algorithm and (iv) to develop a hybrid
model used to investigate the adavantages of the combination of feature weighting,
diversity and OBL approaches. To evaluate the proposed methods, the standard dataset
from Document Understanding Conference (DUC) 2002 and the Recall-Oriented
Understudy for Gisting Evaluation (ROUGE) as the standard evaluation measurement
toolkit were used. Experimental results showed that the hybrid models as well as all
the proposed individual methods performed well for text summarization as compared
to four benchmark methods: Microsoft Word, Copernic, the best DUC 2002, the
worst DUC 2002 summarizers and a human against another human summarizer. In
addition, the proposed methods in the DE algorithm outperformed Genetic Algorithm
and fuzzy swarm diversity based methods evolutionary based algorithms. The results
of the experiments have proven that the proposed hybrid models generate better quality
text-summaries.
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ABSTRAK
Peringkasan teks dokumen tunggal secara automatik merupakan proses
mengkondensasikan teks dokumen input. Dalam proses ini pendekatan pengekstrakan
ringkasan berfungsi meringkaskan dokumen dengan mengekstrak ayat-ayat yang
penting dalam dokumen. Untuk memilih ayat-ayat penting satu pendekatan penskoran
ayat digunakan untuk menetapkan skor bagi setiap ayat sebelum memberikan susunan
kedudukan ayat-ayat tersebut. Berdasarkan nisbah ringkasan yang ditetapkan oleh
pengguna hanya ayat-ayat yang berada pada susunan kedudukan tertinggi akan dipilih
menjadi sebahagian daripada ringkasan. Pemilihan ayat-ayat penting ini merupakan
satu cabaran kepada penyelidik bidang peringkasan teks secara ekstraktif. Untuk itu
kajian ini mencadangkan peringkasan teks dokumen tunggal secara ekstraktif dengan
mengkaji algoritma evolusi meta-heuristik yang dikenali sebagai Pembezaan Evolusi
(DE) bagi menghasilkan ringkasan yang berkualiti tinggi. Algoritma DE digunakan
untuk (i) mengetahui skor terbaik setiap pemberat ciri bagi membezakan ciri-ciri
penting dan yang tidak penting, (ii) melaksanakan kaedah pembelajaran mesin secara
gugusan menggunakan Jarak Google Ternormal dan ukuran kesamaan Jaccard untuk
menjana pelbagai ringkasan, (iii) menggunakan pembelajaran berasaskan tentangan
(OBL) untuk meningkatkan prestasi algoritma DE, dan (iv) membangunkan model
hibrid untuk mengkaji kebaikan gabungan pemberat ciri, kepelbagaian dan pendekatan
OBL. Untuk menilai kaedah-kaedah yang dicadangkan set data daripada Persidangan
Pemahaman Dokumen (DUC) 2002 dan alat pengukuran piawai yang dikenali sebagai
Recall-Oriented Understudy for Gisting Evaluation (ROUGE) digunakan. Hasil kajian
menunjukkan bahawa model hibrid dan semua kaedah individu yang dicadangkan
mempunyai prestasi lebih baik berbanding dengan empat kaedah tanda aras piawai,
iaitu Microsoft Word, Copernic, kaedah-kaedah terbaik dan paling lemah dalam
pertandingan DUC 2002 dan bandingan hasil ringkasan manusia sesama manusia.
Selain itu penggunaan kaedah algoritma DE mengatasi kaedah-kaedah algoritma
evolusi yang lain seperti algoritma genetik dan kaedah kerumunan kepelbagaian kabur.
Keputusan eksperimen telah membuktikan bahawa model hibrid yang dicadangkan
menghasilkan ringkasan teks yang lebih berkualiti.
