SPONGE systematically computes the difference between the correlation of two genes g1 and g2 and the partial correlation of those genes after accounting for the expression of miRNAs that potentially regulate both genes. This measure, also called multiple miRNA sensitivity correlation (mscor), serves to quantify the strength of the ceRNA relationship between two genes, i.e.,
A null model for sparse partial correlation
SPONGE systematically computes the difference between the correlation of two genes g1 and g2 and the partial correlation of those genes after accounting for the expression of miRNAs that potentially regulate both genes. This measure, also called multiple miRNA sensitivity correlation (mscor), serves to quantify the strength of the ceRNA relationship between two genes, i.e., mscor = cor(g 1 , g 2 ) − pcor(g 1 , g 2 |mir 1 , ..., mir m ) Our null hypothesis is that the miRNAs have no effect on the correlation of the two genes, i.e. mscor = 0 and thus we are interested in the significance of observing mscor > 0. In this document, we illustrate how numerical simulations can be used to model the expected distribution of mscor under this null hypothesis for varying numbers of miRNAs m, varying numbers of samples n and different correlations of g1 and g2. We will demonstrate that all of these parameter influence the null distribution and thus have to be taken into account. The result of the simulations are used in SPONGE to compute p-values for mscor coefficients given the number of samples in the data set and given the number of miRNAs considered for each pair of genes.
Introduction
Given a partitioned vector Z = [g 1 , g 2 , mir 1 , ..., mir m ], we can write its correlation matrix as R = R 11 R 12 R 21 R 22
where R 11 = 1 r 12 r 21 1 is the correlation matrix between the first two entries of Z. In order to compute the conditional co-variance between the first two entries (g 1 , g 2 ) of Z given (mir 1 , ..., mir m ) ∈ Z, we compute the Schur complement of R/R 22 as follows:
R/R 22 = R 11 − R 12 R 
We define the vectors v 1 and v 2 as correlation vector of g1 and g2 with [mir 1 , ..., mir m ], respectively. Afterwards we can obtain the partial correlation from the conditional co-variance as follows:
Our goal is to sample valid examples of correlation matrices for which mscor = 0 holds. Our strategy to achieve this is to first sample K = r 12 and R 22 with −1 ≤ K ≤ 1 and ∀x ∈ R 22 : −1 ≤ x ≤ 1. We then look for sensible values for v 1 and v 2 such that sensitivity correlation (r 12 − r 12.m ) is equal to zero. Replacing r 12.m with r 12 yields
Sampling Correlation Matrices
In the following, we consider two sampling strategies, one for the case of m = 1 and one for the case of m > 1:
3.1 The case of m = 1:
With only one miRNA, (2) can be simplified as r 12 = r 12 − r 13 r 23
(1 − r 2 13 )(1 − r 2 23 )
Substituting a, b and c from (1) yields r 12 − r 13 r 23 = r 12 (1 − r 2 13 )(1 − r 2 23 )
We further substitute K = r 12 as well as Z = r 13 :
This allows us to compute r 23 :
and to construct valid examples of correlation matrices R in which mscor = 0.
The case of m > 1:
When considering several miRNAs obtaining valid instances of R is considerably more complex. Instead of considering individual values r 13 , r 23 and r 12 we have much more degrees of freedom. As before, we sample K = r 12 from [−1, 1]. Moreover, we sample a positive semi-definite correlation matrix R 22 that expresses the correlation between different miRNAs. Diagonal elements of R 22 are 1 and off-diagonal elements are −1 ≤ r ij ≤ 1. More importantly R 22 should be positive definite which means that:
To obtain sensible values for v1 and v2 we modify our problem. Let the vectors u 1 and u 2 be defined as
This allows us to rewrite a, b and c from (1) as
We also define λ = cos θ and substitute a, b, and c in (1) in the form of :
where K, λ are scalars. Our strategy is the following: we sample u 1 ∈ R m , which allows us to compute ||u 1 ||. This allows us to determine ||u 2 || since, knowing that ||u 1 || 2 = u t 1 u 1 = constant, we can simplify (10) and solve a quadratic function w.r.t the ||u 2 ||. We define:
Then we can rewrite equation (10) as :
Solving this equation w.r.t ||.|| of u 2 will give us the following solution:
Suppose F is one of solutions to above equation. To construct a valid instance of R, we now have to sample a vector u 2 that respects the norm we just determined and has the correct angle to u 1 . Finally, since elements of v 2 are correlations, we have to make sure to impose the following constraint on u 2
To test if our chosen u2 has the correct angle, we can use the two alternative definitions of the dot product
We can now obtain a valid solution of u 2 by randomly sampling m − 1 elements of u 2 to obtain u 2 \m . The last elements of u 1 and u 2 are defined as u 1m and u 2m , respectively. To compute a valid element u 2m , we rewrite (15) as follows
Since ||u 2 || depends on u 2m we substitute it with
This yields
We define
and rewrite (18) as
This quadratic equation can be solved as before with
yielding
We now can construct a vector u 2 with the desired angle to u 1 . However, it does not have the correct norm yet. We thus need to scale u 2 to the norm of F we have previously determined in (12. This operation will not affect the angle between both vectors.
Finally, we have to check if the final vector u 2 is still compatible with R with respect to the correlation constraint [-1,1] . We can test this by rewriting (14) as
Should u 2 violate these constraints, we need to repeat the sampling procedure. The same is true if no solutions can be obtained for the quadratic equations in (7) or (13) as well as (24). Our sampling procedure for the case m > 1 can be summarized in the following steps 1. Fix v 1 , R 22 and λ by random sampling.
2. Compute a valid solution for F = ||u 2 || via (13).
3. If the previous step does not yield F , go to step 1.
4. Randomly select m − 1 components of vector u 2 and compute a solution for u 2m via (24).
5. If u 2m is without valid solution go to step 1.
6. Construct u 2m and scale it to F to obtain u 2 .
7. Test if u 2 fulfills the constraints in (26).
8. Construct and return R.
Simulation Results
We used the above algorithm to sample sets of covariance matrices for all combinations of the parameters gene-gene correlation (0.2 -0.9 in steps of 0.1) and number of shared miRNAs (1 to 8). These are incorporated in the SPONGE R package and can be used to construct null models for a given number of samples. Here, we generated null models for varying numbers of samples to study how the three parameters, gene-gene correlation, number of shared miRNAs and number of samples affect the random distribution of mscor coefficients. The results are depicted in Figure 1 of the manuscript and in Supplemental Figure 1 . 
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