ABSTRACT. Complex numbers can be represented in positional notation using certain Gaussian integers as bases and digit sets. We describe a long division algorithm to divide one Gaussian integer by another, so that the quotient is a periodic expansion in such a complex base. To divide by the Gaussian integer w in the complex base b, using a digit set D, the remainder must be in the set wT (b, D) to the complex bases occur if we choose the digit set to be the set of natural numbers f0,1,2,...,Norm(b) 1g. In this case, Kátai and Szabó [6] show that the only valid bases for the complex numbers are n š i, where n is a positive integer, and the digit
Knuth [7, Section 4 .1] describes many positional number systems, including the binary expansion of the complex numbers in the base 1 + i using the digits 0 and 1. For example, in this base, ( 2 i)Û2 can be written as (110. 01) 1+i . If (b, D) is a valid base, then the digit set D must be a complete residue system modulo b, and the number of digits must be bb ≥ Norm(b) [2] . The most obvious generalizations from the real bases to the complex bases occur if we choose the digit set to be the set of natural numbers f0,1,2,...,Norm(b) 1g. In this case, Kátai and Szabó [6] show that the only valid bases for the complex numbers are n š i, where n is a positive integer, and the digit set is f0,1,2,...,n 2 g. However if the digits are allowed to be complex, there are many valid bases.
Each complex base (b, D), gives rise to a tile 
the Bernoulli shift on the sequence of digits to the right of the radix point. Therefore, for any z 2 T(b, D), there exists an infinite sequence a 1 , a 2 , . . . of elements of D such that
for all j. This idea will be used in the Escape Time Algorithm in the next section. The elements of the sequence a 1 , a 2 , . . . are precisely the digits in a base (b, D) expansion of z.
3. The long division algorithm. In [4], we showed how to add, subtract, and multiply numbers in complex bases. We also gave examples of division, but gave no general division algorithm.
The only problem in generalizing the usual long division algorithm to complex bases is to determine what the remainders should be when a Gaussian integer v is divided by the Gaussian integer w. We now show that the long division algorithm will remain bounded 
LONG DIVISION ALGORITHM. Let (b, D) be a valid base for the complex numbers.

If v and w Â ≥ 0 are Gaussian integers, then there exists a Gaussian integer A and digits
There may be choices in the algorithm, but for each choice, 
The integer part A can be expanded in the base
Furthermore any base b expansion of vÛw yields a sequence of bounded remainders and therefore can be obtained in this way. We show in the next section that the remainder set, RemSet(b, D, w), is a finite set of Gaussian integers, and so the remainders r 0 , r 1 , r 2 , . . . must eventually repeat. This implies, as in real bases, that the Long Division Algorithm will eventually be periodic, or will terminate with zero remainder. termine geometrically which integers lie on the fractal boundary. We therefore give an algebraic algorithm for determining the remainder set for division by w in the base b. This Remainder Set Algorithm uses a directed graph on the Gaussian integers, derived from the maps of an iterated function system. The remainder set will be the Gaussian integers in the cycles in this graph.
We first show how to find the remainder set when w and b are coprime. We shall use the functions g a : C ! C defined by g a (z) ≥ (z + aw)Ûb, but restrict them to the Gaussian integers. 
THEOREM. If w and b are coprime Gaussian integers, define the function g: Z[i] ! Z[i] by g(z)
Since there are only a finite number of Gaussian integers with modulus less that R, the orbit of every Gaussian integer z must eventually cycle (or end up at a fixed point). Each small square represents one Gaussian integer. The black square is the origin.
The remainder set for division by 3 in the base ( 1 + i, f0, 1g), computed in Figure 2 , contains 9 elements and, as Norm(3) ≥ 9, there will be no choice in the division algorithm. Since the remainder set in Figure 3 (a) has 121 elements, division by 11 in the base ( 1 + i, f0, 1g) will also yield a unique expansion. Furthermore, this remainder set will tile the Gaussian integers by translations by elements of 11Z [i] .
The remainder sets in Figure 3 (b) and 3(c) however, contain 40 and 8 elements respectively, which is more than Norm(6) ≥ 36 and Norm(2) ≥ 4. Hence sometimes there will be choices in the division algorithm for division by 6 or 2 in the base ( 2 + i, f0, 1, 2, 3, 4g). The analogous Long Division Algorithm holds when the base and all the digits are ordinary integers, with the norm in the real numbers being the absolute value. Matula [8] describes some unusual integer digit sets that give representations of all the real numbers. Matula gives an example of a rational number, 5 . Matula lists the first three of these expansions.
