Element-wise uniqueness, prior knowledge, and data-dependent resolution by Dillon, Keith & Fainman, Yeshaiahu
ar
X
iv
:1
31
2.
74
82
v2
  [
ma
th.
OC
]  
24
 A
pr
 20
15
Noname manuscript No.
(will be inserted by the editor)
Element-wise uniqueness, prior knowledge, and data-dependent
resolution
Keith Dillon · Yeshaiahu Fainman
April 23, 2015
Abstract Techniques for finding regularized solutions
to underdetermined linear systems can be viewed as
imposing prior knowledge on the unknown vector. The
success of modern techniques, which can impose pri-
ors such as sparsity and non-negativity, is the result of
advances in optimization algorithms to solve problems
which lack closed-form solutions. Techniques for char-
acterization and analysis of the system to determined
when information is recoverable, however, still typically
rely on closed-form solution techniques such as singular
value decomposition or a filter cutoff, for example. In
this letter we pose optimization approaches to broaden
the approach to system characterization. We start by
deriving conditions for when each unknown element of
a system admits a unique solution, subject to a broad
class of types of prior knowledge.With this approach we
can pose a convex optimization problem to find “how
unique” each element of the solution is, which may be
viewed as a generalization of resolution to incorporate
prior knowledge. We find that the result varies with the
unknown vector itself, i.e. is data-dependent, such as
when the sparsity of the solution improves the chance
it can be uniquely reconstructed. The approach can be
used to analyze systems on a case-by-case basis, esti-
mate the amount of important information present in
the data, and quantitatively understand the degree to
which the regularized solution may be trusted.
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1 Introduction
We focus on techniques that use norms such as the ℓ1-
norm (sum of absolute elements) or the ℓ∞-norm (max-
imum absolute element) for regularization and/or de-
noising of an underdetermined linear system, Ax = b,
where A is a known m × n matrix with m < n, b is
our known data vector, and x is the unknown vector
we seek. These techniques are generally not solvable
in closed form (unlike for example, regularization with
the ℓ2-norm). However modern optimization techniques
can incorporate such information without difficulty us-
ing convex inequality constraints. In this paper we will
address approaches which may be specifically formu-
lated as linear inequality constraints (see Appendix for
some examples). In broad terms, instead of considering
the restrictions on x in the set {x | Ax = b}, we focus
on the (hopefully smaller and hence more informative)
set {x | Ax = b, Dx ≥ d}. We first ask the question:
subject to this new constraint, has x become unique?
We can extend this to the question: how well does this
new information improve our ability to resolve x?
Uniqueness has been extensively studied for the case
of ℓ1-regularization, where we are concerned for ex-
ample with whether the solution found via Basis Pur-
suit [5] is unique. This is especially interesting because
under the right conditions this solution is the opti-
mally sparse solution (e.g. [9]). Published conditions for
ℓ1-regularized uniqueness come in several forms, such
as the restricted isometry property [3], the null-space
property [9], and neighborliness properties [8,10]. Non-
negativity constraints have received increased interest
recently due to their relationship to the above ℓ1-regularized
case [11,2]. In this application, if the true solution is
sparse enough (and a necessary condition for the ma-
trix holds), then the system has a unique non-negative
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solution. There is no regularization in this case, the
non-negativity is directly applied as deterministic con-
straints on the solution. Box constraints on x are a
related case which has received some interest as well
[16,12]. In all these approaches, however, the goal is a
single cutoff which may be determined for the system
itself. Whereas as we show in this letter, the answer ac-
tually varies, generally depending on the data and even
between elements of the unknown vector.
General views of resolution as relating to uniquely-
determinable solutions have been proposed in inverse
problem theory, in particular Backus-Gilbert theory [1],
where the goal is to find a closed-form resolution esti-
mate involving the ℓ2-norm. Stark [17] proposed a broad
framework to incorporate prior knowledge (and several
other extensions), for which he proposed a general opti-
mization approach, again to find a cutoff for the system
resolution. A different direction is introduced by Cande`s
[4] for super-resolution, where gains due to sparsity of
the unknown vector are described as yielding a super-
resolution factor, essentially a higher resolution cutoff.
In this paper we will formulate a novel approach to
uniqueness by providing conditions on an element-wise
(i.e. coordinate-wise) basis. The element-wise approach
allows us to directly use convex optimization theory, as
well as to make the relationship to the classical case
(i.e. with no prior knowledge) clear. Further, we may
relax the conditions with a test for uniqueness that,
when it fails, can yield a kind of resolution estimate for
the system. Finally, we provide a simulation for a super-
resolution scenario demonstrating how resolution varies
intuitively with the choice of prior knowledge used and
with the object itself.
2 Methods
In our analysis we will neglect noise and model errors,
presuming they are addressed by the denoising tech-
nique, if used, and so assume our underdetermined sys-
tem Ax = b has infinite solutions, which form the set,
FEC = {x ∈ R
n|Ax = b}. (1)
The subscript “EC” implies the solutions are equality-
constrained. In this paper we will consider the follow-
ing set which has an added restriction representing our
prior knowledge about the solution,
FM = {x ∈ R
n | Ax = b,Dx ≥ d}, (2)
where the subscript “M” implies mixed constraints. By
definingA,D, b, and d in Eq. (2) appropriately we may
represent a variety of cases (see Appendix). For exam-
ple, we can consider the incorporation of non-negativity,
as well as forms of regularization and denoising, and
combinations of these.
2.1 Uniqueness Conditions
Our first goal is to derive conditions for uniqueness of
the kth element xk in FM , for any selected k ∈ {1, ..., n}.
To do this we will use optimization problems to solve for
bounds on each element of x. When we refer to bounds
on an element, we imply the maximum and minimum
values that unknown element may take, given the infor-
mation we have, as we investigated in [7]. The bounds
of the kth element (for any k ∈ {1, ..., n}) of a solution
to a system are the scalar values given by
x
(max)
k = max{xk ∈ R|x ∈ F}, (3)
x
(min)
k = min{xk ∈ R|x ∈ F}. (4)
Clearly an element xk is uniquely-determined if x
(max)
k =
x
(min)
k . We can test whether this is the case with the
optimization problem,
δk = max
x
xk
Ax = b
Dx ≥ d
− min
x
xk
Ax = b
Dx ≥ d
= max
x,x′
(xk − x
′
k)
Ax = b
Ax′ = b
Dx ≥ d
Dx′ ≥ d.
(5)
If the optimal value is δk = 0, then x
(max)
k = x
(min)
k
and xk must be uniquely determined.
Eqs. (5) form a linear program, and we can use du-
ality theory for linear programming [6] to find an upper
bound on δk. The dual of Eqs. (5) can be written as
δ˜k = miny,y′,z,z′
bT (y − y′) + dT (z− z′)
ATy +DT z = ek
ATy′ +DT z′ = −ek
z ≤ 0
z′ ≥ 0.
(6)
We form uniqueness conditions by requiring a feasible
point exists such that the objective equals zero, giving
the conditions,
bT (y − y′) + dT (z− z′) = 0
ATy +DT z = ek
ATy′ +DT z′ = −ek
z ≤ 0
z′ ≥ 0.
(7)
As Eqs. (5) is the difference between a maximum and
minimum over the same set, δk ≥ 0. Further, if a solu-
tion exists to Eqs. (7) then δ˜k = 0, since δk ≤ δ˜k, and by
duality theory we have 0 ≤ δk ≤ δ˜k = 0. Further, strong
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Fig. 1 ek versus relaxed result for k = 50 with n = 100.
duality holds for linear programs under very general
conditions (which we presume to hold), which means
δk = δ˜k.
To understand the conditions of Eqs. (7), note that
if D and d are set to zeros (and hence we are back to
the classical case of Eq. (refECset)), then the condi-
tions can be met for any y such that ATy = ek. So
for the classical case y is simply a (transposed) row of
the left inverse of A, and this condition can be viewed
as an element-wise version of the condition that A is
non-singular. Note that this classical condition does not
depend on b, while the conditions of Eqs. (7) do. Since
b = Ax, uniqueness when there is prior knowledge in-
cluded will (in general) depend on the particular value
of x in each case. Further, for the case where there is no
solution to ATy = ek, we may still able able to solve
the equation ATy + DT z = ek, for example, with an
appropriate choice of z. So the prior knowledge repre-
sented byDx ≥ d results in a restriction on the possible
x, and a relaxation of the uniqueness conditions.
2.2 Resolution
Now we will consider a way to relax the uniqueness con-
ditions which provides a metric for the system, which
we can then use to compare the improvement due to
various cases of prior knowledge. To motivate the ap-
proach, consider the non-bounded case again. If a y can
be found such that ATy = ek, then we can compute
yTb = yTAx = eTk x = xk. So y is a linear functional
that computes xk. In the event that finding such a func-
tional is not possible, our goal is to find one that gets
as close as possible. As depicted in Fig. 1, we replace
ek with a vector c that has some spread over multiple
elements. To find the c closest to ek we use an opti-
mization problem such as the following,
d
(EC)
k =
min
c,y
‖c‖
ATy = c
c ≥ 0
ck = 1.
(8)
In the case where ATy = ek has a solution, Eqs.
(8) will achieve c = ek. Otherwise, the result will be a
metric of how similar c could be made to ek, depend-
ing on the choice of norm in the objective. To provide
a intuitively-meaningful metric, we included the con-
straint c ≥ 0 and for the norm use a ℓ2-norm weighted
with distance (in terms of spatial or temporal location
of the samples) from the kth element. If the weighting
increases quadratically, c can be viewed as a distribu-
tion and the metric can be viewed as its variance. So the
optimization seeks the distribution about the element
of interest with the minimum variance, which may be
uniquely-determined.
Similarly, the conditions of Eqs. (7) give the opti-
mization problem subject to prior knowledge,
d
(M)
k =
min
c,y,y′,z,z′
‖c‖
bT (y − y′) + dT (z− z′) = 0
ATy +DT z = ek
ATy′ +DT z′ = −ek
z ≤ 0
z′ ≥ 0
c ≥ 0
ck = 1.
(9)
The constraints are linear so this is a convex optimiza-
tion problem.
3 Simulation
To demonstrate the resolution estimate we simulated a
one-dimensional system which lowpass filters and down-
samples the input. The matrix A convolves the input
vector with a Gaussian-shaped kernel then downsam-
ples the result by a factor of two. So A is m × n with
n = 100 and m = 50. The true x, convolution ker-
nel, and lowpass version are shown in Fig. 2. In Fig.
3 we show x(true) versus some common regularized es-
timates. In addition to the conventional Basis Pursuit
and non-negative techniques, we also used a technique
analogous to non-negative least-squares but with box
constraints (both a lower and upper constraint) on x.
Specifically, we computed the minimum 2-norm subject
to the constraint 0 ≤ xi ≤ 0.3 for each element of x.
We see that ℓ1-regularization did not yield a very
good result; on the left side of x, where the signal is
locally sparse (the number of nonzero values in a local
intervals is low) we have a correct estimate, but on the
right side of the plot where x is denser, the estimate
becomes incorrect. The non-negative least-squares es-
timate gave a better result, but still was incorrect in
the densest region in the center-right of the plot. The
box-constrained least-squares produced an apparently-
perfect result, as we used both the true upper and lower
limits as prior knowledge.
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Fig. 2 Test input x(true), the true values of the unknown
vector, kernel convolved with x prior to downsampling, and
measured data b = Ax(true).
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Fig. 3 Regularized estimates with different techniques: L1-
regularized, a.k.a Basis Pursuit (L1); Non-negative Least-
Squares (NNLS); Box-constrained Least-Squares (BOXLS).
Dashed red trace is estimate, solid black trace is true x for
comparison.
We used CVX [15,14] to solve the optimization prob-
lems. The resolution functions c were estimated for
each element of x for three different cases, equality-
constrained, non-negative, and box-constrained (see Ap-
pendix for formulation as D and d).
The element-wise resolution estimates for the dif-
ferent cases are plotted in Fig. 4, and “Low-resolution”
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Fig. 4 Resolution estimate for each sample for different
cases.
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Fig. 5 Low resolution estimates of x for different cases.
estimates using the resolution cells, i.e. cTb, analogous
to eTk x, are plotted in Fig. 5. We see that the equality-
constrained case returns an essentially constant res-
olution (except for edge effects) which approximates
the amount of low-pass filtering performed by the ker-
nel. The box-constrained case achieves best resolution
(one sample, implying c = ek) for most of the ele-
ments, as we might have guessed given the accurate
reconstruction, except in a small interval around sam-
ple 80. This poorer-resolution region underlines the fact
that an apparently-perfect regularized reconstruction
does not necessarily imply a unique solution and hence
a sufficient system resolution. The non-negative case
achieved results in between. It did achieve maximum
resolution for regions where the signal was locally the
sparsest, i.e. the pair of spikes and the regions of zeros.
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The data-dependent performance for the constrained
cases can be intuitively understood in terms of active
constraints (e.g., an inequality constraint such as xk ≥
0 holds with equality, xk = 0). Recall our data, b, is
a collection of mixtures of elements of x about local
regions, as defined by the shape of the kernel. When
several of those elements are equal to the constraint,
the range of possible combinations gets restricted and
the resolution potentially improves. For non-negativity
constraints, active constraints occur at elements tak-
ing the value zero, hence we see the effect of sparsity
on resolution. Similarly for box constraints we find the
resulting resolution is best for regions where the true
signal is either zero or 0.3.
4 Discussion
In this paper we gave conditions for each element of
an underdetermined linear system of equations and in-
equality constraints to be uniquely determined. We used
element-wise uniqueness as the basis for a definition of
resolution, as the size of the smallest resolution cell that
can be found. This allowed us to compute resolution on
an element-wise basis subject to prior knowledge in the
form of inequality constraints.
The resolution cell estimate is very interesting when
inequality constraints are included, as it yields a data-
dependent result. In the case of non-negativity, this re-
sult depends on the sparsity of the elements which are
mixed with our element of interest. In the case of more
general inequality constraints, the sparsity condition
would be replaced with a metric of the number of active
constraints. For the simulated case, essentially a super-
resolution problem, this mixing is localized so we see the
effect due to the active constraints in local regions. For
such a system, concentrated resolution estimate makes
sense. For more arbitrary systems a concentrated res-
olution cell may not be achievable. This would imply
that the ambiguity between high-resolution elements
cannot be explained with any locally-concentrated com-
bination.
There are a variety of ways one could estimate the
most compact resolution cell for each pixel. The ℓ2-
norm was used here as it yielded an intuitive interpre-
tation in terms of the variance of a distribution over
space or time.
The computational complexity of the technique re-
quires one optimization problem per estimate. When
the low-resolution distributions are large, the estimates
at neighboring elements, are mostly redundant. We can
therefore choose to increase the spacing between esti-
mates such that we still achieve a covering of all ele-
ments. This may follow a variety of strategies, for ex-
ample we may randomly choose uncovered elements in
a greedy approach or simply step across the elements
with a stepsize equal to the size of the previous resolu-
tion cell.
5 Appendix
In this appendix we will describe how a selection of vari-
ations on prior knowledge can be formulated as linear
inequality constraints. First, the classical case, with no
prior knowledge is based on the solution set,
FEC = {x ∈ R
n|Ax = b}. (10)
Application of our bounds testing problem with the fea-
sible set x ∈ FEC forms an equality-constrained linear
program [13], for which the optimality conditions give
the rowspace condition ATy = ek.
5.1 Non-negativity
The simplest restriction on x is non-negativity, result-
ing in the solution set
FNN = {x ∈ R
n|Ax = b,x ≥ 0}. (11)
This can be implemented in our system with the simple
definitions,D = I, d = 0, using the identity matrix and
a vector of zeros.
5.2 Basis Pursuit
Basis pursuit [5] is a regularization technique that uti-
lizes the ℓ1-norm. We are interested in whether we have
a unique optimal solution to the Basis Pursuit problem,
α = min
x
‖x‖1
Ax = b.
(12)
This can be tested by analyzing in the uniqueness of
the solutions in the following set,
FBP = {x ∈ R
n|Ax = b, ‖x‖1 = α}
= {x ∈ Rn|Ax = b, ‖x‖1 ≤ α}. (13)
This is equivalent to the following non-negative system,
FNN = {xˆ ∈ R
2n|Aˆxˆ = bˆ, xˆ ≥ 0}. (14)
With the definitions
Aˆ =
(
A,−A
1T
)
(15)
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bˆ =
(
b
α.
)
(16)
This can be seen by defining x = xˆ(1) − xˆ(2), where
xˆT =
(
xˆT(1), xˆ
T
(2)
)
and xˆ(1) ≥ 0, xˆ(2) ≥ 0. We relate
bounds found using the feasible set of Eq. (14) to the
bounds for the set of Eq. (20) by noting that at the
minimum, where we get α as the optimal for Eq. (12),
xˆ(1) and xˆ(1) are complementary. If they were not, we
could take advantage of this fact to reduce the minimum
of ‖x‖1 = xˆ(1) + xˆ(2) further.
5.3 Box Constrained Regularization
A similar example is box constraints, defined as the
system
FBOX = {x ∈ R
n | Ax = b, dmin ≤ x ≤ dmax}. (17)
Here dmin and dmax are vectors defining the box. We
can formulate this as Eq. (2) with the definitions
D =
(
+I
−I.
)
, (18)
d =
(
+dmin
−dmax.
)
. (19)
We can view this as a case of regularization with the
infinity norm, e.g.,
FBOX = {x ∈ R
n|Ax = b, ‖x‖∞ ≤ d}. (20)
5.4 Denoising
Denoising can be viewed as a dual to regularization,
where rather than require the solution set be regular,
we require the error in the linear system to be regular,
as in the following,
FDN = {x ∈ R
n | ‖Ax− b‖ ≤ σ, }. (21)
Where σ is the minimum over ‖Ax− b‖. We can form
a denoised version of the non-negativity case using the
infinity norm as follows,
FNND = {x ∈ R
n | ‖Ax− b‖∞ ≤ σNN , x ≥ 0}. (22)
This can be formulated as mixed constraints with no
linear constraint term (i.e. “A” and “b” in the original
linear system are all zeros), and with
D =

−AA
I

 , (23)
d =

−b− σNN1b− σNN1
0

 . (24)
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