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Abstract:
We build and investigate a pure gauge theory on arbitrary discrete groups.
A systematic approach to the construction of the differential calculus is
presented. We discuss the metric properties of the models and introduce
the action functionals for unitary gauge theories. A detailed analysis of two
simple models based on Z2 and Z3 follows. Finally we study the method of
combining the discrete and continuous geometry.
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1 INTRODUCTION AND NOTATION
The noncommutative geometry provides us with a far more general frame-
work for physical theories than the usual approaches. Its basic idea is to
substitute an abstract, associative and not necessarily commutative algebra
for the algebra of functions on a smooth manifold 1−5. This allows us to use
nontrivial algebras as a geometrical setup for the field-theoretical purposes,
in particular for the gauge theories, which are of special interest both from
mathematical and physical points of view.
The construction of noncommutative gauge theories has led to a remark-
able result, which is the description of the Higgs field in terms of a gauge
potential. This suggests some possible nontrivial geometry behind the struc-
ture of the Standard Model. Several examples of this kind, with various
choices of fundamental objects of the theory, have been investigated in such
context 6−13. The ”discrete geometry” models, which take as the algebra the
set of functions on a discrete space, seem to be one of the most promising
interpretations 4,5 and suggest that such a geometry may play an important
role in physics. Recently, some more analysis has been carried out for two-
and three-point spaces 15,16 in the context of grand unification and general
relativity.
We propose to develop here a systematic approach towards the construc-
tion of a pure gauge theory on arbitrary discrete groups. The choice of a
group as our base space is crucial for our analysis and allows us to make use
of the correspondence with the gauge theory on Lie groups. The formalism
of finite derivations and invariant forms, which we use in our approach, is
equivalent to the one used in various works 2,4,12,13 for the two-point space,
it also extends considerably our earlier studies 14.
The paper is organized as follows: in the first section we construct the
tools of the differential calculus, then we outline the general formalism of
gauge theories in this case and some problems of the construction of actions.
The discussion of two examples follows. Finally we discuss other possibili-
ties originating from the symmetry principles and we present the method of
combining the discrete and continuous geometry.
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2 DIFFERENTIAL CALCULUS
Let G be a finite group and A be the algebra of complex valued functions on
G. We will denote the group multiplication by ⊙ and the size of the group by
NG. The right and left multiplications on G induce natural automorphisms
of A, Rg and Lg, respectively,
(Rhf) (g) = f(g ⊙ h), (1)
with a similar definition for Lg.
Now we will construct the extension of A into a graded differential alge-
bra. We shall follow the standard procedure of introducing the differential
calculus on manifolds, in particular on Lie groups. Therefore we use almost
the same terminology, although the definitions of certain objects may differ.
First let us identify the vector fields over A with linear operators on A,
which have their kernel equal to the space of constant functions. They form a
subalgebra of GL(NG,C), with an additional structure of a finite dimensional
left module over A. Now, we can define the vector space F of left invariant
vector fields as satisfying the following identity:
∂ ∈ F ⇔ ∀f ∈ A Lh∂(f) = ∂(Lhf). (2)
Before we discuss the algebraic structure of F let us observe that this
vector space is NG − 1 dimensional and it generates the module of vector
fields. This means that for a given basis of F , ∂i, i = 1 . . .NG, every vector
field can be expressed as a linear combination fi∂i, with the coefficients fi
from the algebra A.
F forms an algebra itself and we find the relations of generators to be of
the second order,
∂i∂j =
∑
k
Ckij∂k, (3)
where Ckij are the structure constants. Because of the associativity of the
algebra they must obey the following set of relations,∑
l
C lijC
m
lk =
∑
l
Cmil C
l
jk. (4)
Now we choose a specific basis of F and calculate the relations (3) in this
particular case. It is convenient for our purposes to introduce the basis of F
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labeled by the elements of G′ = G \ {e}, where e is the neutral element of
G. Further on, if not stated otherwise, it should be assumed that all indices
take values in G′.
∂gf = f − Rgf, g ∈ G
′, f ∈ A, (5)
The structure relations (3) become in the chosen basis quite simple,
∂g∂h = ∂g + ∂h − ∂(h⊙g), g, h ∈ G
′. (6)
As a next step let us introduce the Haar integral, which is a complex valued
linear functional on A that remains invariant under the action of Rg,∫
f =
1
NG
∑
g∈G
f(g), (7)
where we normalized it, so that
∫
1 = 1.
Although the elements of F do not satisfy the Leibniz rule, they are
inverse to the integration. Indeed, we notice that for every f ∈ A and every
v ∈ F the integral (7) of v(f) vanishes. For this reason we can consider them
as corresponding to the derivations on the algebra A.
We define now the space of one-forms Ω1 as a left module over A, which is
dual to the space of vector fields. It could be also considered as a right module
with an appropriate definition of the right action of A. This, however, is a
straightforward consequence of the differential structure and we will discuss
it later.
Now we can introduce the notion of left invariant forms, which, when
acting on the elements of F , give constant functions. Having chosen the
basis of F we automatically have the dual basis of F∗ consisting of forms χg,
g ∈ G′, which satisfy
χg(∂h) = δ
g
h. (8)
To build a graded differential algebra we need to construct n-forms and their
products for an arbitrary positive integer n. Of course, we identify zero-
forms with the algebra A itself and their product with the product in the
algebra. The definition for higher forms is natural, we take Ωn to be the
tensor product of n copies of Ω1,
Ωn = Ω1 ⊗ · · · ⊗ Ω1︸ ︷︷ ︸
n times
, (9)
3
and the product of forms to be the tensor product over A. However, let us
remember that we use here the tensor product of modules with different right
and left actions of A.
To complete the construction of the differential algebra we need to define
the external derivative d and this is the subject of the following lemma:
Lemma There exists exactly one linear operator d, d : Ωn → Ωn+1, which
is nilpotent, d2 = 0, satisfies the graded Leibniz rule and for every f ∈ A
and every vector field v df(v) = v(f), provided that the right and left action
of A on F∗ are related as follows,
χgf = (Rgf)χ
g, g ∈ G′, f ∈ A, (10)
and that the following structure relations hold,
dχg = −
∑
h,k
C
g
hkχ
h ⊗ χk, g ∈ G′. (11)
Before we prove the lemma, let us observe that due to the properties
of the tensor product the condition (10) could be extended to the space
of all one-forms. Therefore it gives to Ω1 the structure of a right module,
mentioned earlier. The next requirement (11) is equivalent to the Maurer-
Cartan structure relations for Lie groups.
Proof: Since we want d to satisfy the graded Leibniz rule, it is sufficient
to define the action of d on A and on F∗ because all other forms can be
represented as tensor products of them. The action of d on A is defined by
the requirement stated in the lemma, from which we get that
df =
∑
g
(∂gf)χ
g, (12)
The Leibniz rule applied to the product of any two elements a, b ∈ A, gives
the following identity:∑
g
(ab− Rg(a)Rg(b))χ
g =
∑
g
(a− Rg(a))χ
gb+ a (b− Rg(b))χ
g, (13)
which is satisfied only if (10) holds. The Maurer-Cartan relations arise from
the requirement that d2 acting on an arbitrary a ∈ A must vanish. Indeed,
we calculate,
d2a = d
(∑
h
(∂ha)χ
h
)
= (14)
4
=
∑
h,k
C
g
hk(∂ga)χ
h ⊗ χk +
∑
h
(∂ha)dχ
h,
and this expression vanishes only if (11) is true. This ends the proof.
In our construction we have obtained the differential algebra over the
algebra of complex functions on a discrete group, which may be a starting
point for the analysis of this structure. One may attempt, for instance, to
calculate its cohomology. Let us notice that although the basic algebra was
commutative, in the end we obtained a noncommutative, infinite-dimensional
algebra, which may be an interesting subject of further studies in the pro-
gram of non-commutative geometry. However, in this paper we shall rather
proceed towards the construction of gauge theories on the basis of introduced
formalism.
Let us end this section by constructing the involution on our differential
algebra, which agrees with the complex conjugation on A and (graded) com-
mutes with d, i.e. d(ω⋆) = (−1)degω(dω)⋆. Again, it is sufficient to calculate
it for one-forms,
(χg)⋆ = −χg
−1
. (15)
So far, we restricted ourselves in our approach to the complex-valued
functions. Similarly we can consider a straightforward extension of the model
if we take functions valued in any involutive algebra, for instance, the matrix
valued functions. The quotient subalgebras of the obtained algebra may also
be considered, the necessary formalism and the examples will be given in the
last section.
3 GAUGE THEORY
3.1 General Formalism
In this section we shall construct the gauge theory on finite groups using the
differential calculus we have just introduced. First let us explain some basic
ideas. The starting point is the differential algebra Ω˜∗ with its subalgebra of
zero-forms A˜ ⊂ Ω˜∗. We take the group of gauge transformations to be any
proper group H ⊂ A˜, which generates A˜. In particular, we will often take H
to be the group of unitary elements of A˜,
H = U(A˜) = {a ∈ A˜ : aa⋆ = a⋆a = 1}.
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Of course, the external derivative d is not covariant with respect to the
gauge transformations. Therefore we have to introduce the covariant deriva-
tive d + Φ, where Φ is a one-form. The requirement that d + Φ is gauge
covariant under gauge transformations,
d+ Φ → H−1(d+ Φ)H, H ∈ H, (16)
results in the following transformation rule of Φ,
Φ → H−1ΦH +H−1dH. (17)
Φ is the gauge potential, which we will also call connection. If the gauge
group is unitary, we require also that the covariant derivative is hermitian,
(d+ Φ) (a⋆b) = a⋆(d+ Φ)b+ (b⋆(d+ Φ)a)⋆ , a, b ∈ A˜, (18)
which results in the condition that the connection is anti-selfadjoint, Φ =
−Φ⋆. Finally, we have the curvature two-form, F = dΦ + ΦΦ, which, of
course, is gauge covariant.
In order to proceed with the construction and analysis of the Yang-Mills
theory we have to introduce a metric. We shall briefly mention here a general
theory and concentrate our efforts in the next section on the analysis of the
model under study.
Let us define the metric η as a form on the left module of one-forms,
valued in the algebra A˜ and bilinear over the algebra A˜,
η : Ω˜1 × Ω˜1 7→ A˜, (19)
η(av, ub) = aη(v, u)b, a, b ∈ A˜, u, v ∈ Ω˜1.
Note that η can no longer be symmetric. One can consider, however, the
C-valued bilinear functional on Ω˜1, which is the composition of the metric η
and the integral on A˜. The latter can be any C-linear functional on A˜, which
is symmetric, gauge invariant and real-valued on self-adjoint elements of A˜,
if the algebra is involutive. Then the new functional can be made symmetric
provided that we impose some restrictions on η. We shall discuss it in details
for our particular model. If we additionally require that η(ω, ω⋆) is self-
adjoint for an involutive A˜, we immediately notice that the composition may
be used to construct a semi-norm on Ω1
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For the purpose of this paper and the studies of discrete geometry the
above definition of the metric is sufficient, although in the case of more
complicated non-commutative algebras a more detailed analysis would be
necessary. However, this shall be the task of future investigations, here we
restrict the detailed study to the main subject of discrete geometry. Let us
only say that in general case one needs to extend the metric g to the vector
spaces of forms of higher order as well as to introduce the already mentioned
integral.
3.2 Gauge Transformations, Connection and Curva-
ture on Discrete Groups
Let us take the algebra A˜ to be the tensor product of the algebra A of
complex valued functions on G, which we introduced in the previous section,
by a certain algebra A, which could be the algebra of complex n×n matrices
Mn, for instance. In such case, the differential algebra Ω˜
∗ is clearly the tensor
product of Ω∗ by A. The group of gauge transformations, as defined above,
can be identified with the group of functions on G taking values in a group
H ⊂ A. Similarly, gauge potentials are interpreted as A valued one-forms.
We will denote the involution on A by †.
Due to this simplified structure it is sufficient to construct the metric
only for the differential algebra Ω∗, as described in the previous section,
since it could be extended immediately for the whole algebra. A natural
interpretation of this property is that the metric shall depend only on the
base space of the gauge theory, characterized by A, and not on the target
space, characterized by A. We take the integral to be the combination of
the Harr integral, as defined in (7) and the trace operation on the algebra A,
which we assume to exist.
Before we introduce the metric, let us work out the gauge transformation
rules (17) for the connection and the curvature in the convenient basis we
chose (8). If we write Φ =
∑
g Φgχ
g, the transformation of Φg under gauge
transformation H ∈ H is
Φg → H
−1Φg(RgH) +H
−1∂gH (20)
The condition Φ = −Φ⋆ enforces the following relation of its coefficients,
Φ†g = Rg (Φg−1) , (21)
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If we introduce a new field Ψ = 1− Φ, Ψg = 1 − Φg, we can see that (20) is
equivalent to
Ψg → H
−1Ψg(RgH). (22)
The introduction of Ψ is convenient for the calculations as it simplifies the
formulas. We will discuss the physical meaning of this step later. It is
instructive to compare formulas for the coefficients of the curvature,
F =
∑
g,h
Fghχ
g ⊗ χh,
using both Φ and Ψ. In the first case, from the definition of F , the rules of
differential calculus (10,11) and the exact form of the structure constants in
this basis (5), we obtain,
Fgh = Φ(h⊙g) − Φg − Rg(Φh) + ΦgRg(Φh), (23)
whereas the same formula written with Ψ is much simpler,
Fgh = ΨgRg(Ψh)−Ψ(h⊙g). (24)
The transformation rule for Fgh follows from the gauge covariance of F .
However, since the algebra is noncommutative the coefficients are no longer
gauge covariant:
Fgh → H
−1Fgh(R(h⊙g)H). (25)
3.3 The Yang-Mills Action
In our investigation of gauge theories in the setup of discrete geometry we
have come to the point when we need to introduce the action. Therefore we
shall now discuss the problem of the metric. Suppose, we have a metric η
defined on the space of one-forms Ω1. By ηgh ∈ A we denote its values on the
elements of the basis, ηgh = η(χg, χh). Clearly, this metric is not symmetric,
nevertheless, if we require that after the integration we should recover the
symmetry, ∫
η(u, v) =
∫
η(v, u), (26)
we obtain from the definition of the Haar integral (7) and the relations (10)
that this is possible only if ηgh are C-numbers such that ηgh = ηhg ∼ δgh
−1
.
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Now let us consider A-valued one-forms. Since we are dealing with the gauge
theory let us postulate the most natural requirement in such case, which is
that the metric is gauge covariant, i.e.,∫
Tr η(u, v) =
∫
Tr η(H−1uH,H−1vH), H ∈ H, u, v ∈ A˜. (27)
The bilinearity of η, as defined previously, gives us immediately,
η(H−1uH,H−1vH) = H−1η(uH,H−1v)H,
so after taking the trace we need only to check the last part of the equality,
η(uH,H−1v) =
∑
g,h
uRg(H)η
ghRh−1(H
−1)v = (28)
=
∑
g,h
ηghug
(
Rg(H)Rh−1(H
−1)
)
vh.
The right-hand side of the last equality is gauge invariant provided that
ηgh ∼ δgh
−1
, which is again the condition obtained earlier by requiring the
symmetry of the integrated metric. In addition, if we want η(u, u⋆) to be
self-adjoint, we must fix ηgh to be real numbers.
Now, we can tackle the analogous problem of the metric structure on the
space of two-forms. This would allow us to construct the Yang-Mills action.
Following the arguments above, for any two forms u, v ∈ Ω2, which have a
unique representation as u =
∑
g,h ughχ
g ⊗ χh and v =
∑
g,h χ
g ⊗ χhvgh, let
us construct the bilinear form,
θ(u, v) =
∑
g,h,g′,h′
ughθ
ghg′h′vg′h′ , (29)
where each θghg
′h′ is in the beginning an arbitrary element of A. The bilin-
earity is again mixed, i.e. from the left for the first entry and from the right
for the other one. The elements θghg
′h′ are the evaluation of the metric on
the basis of two-forms, θ(χg ⊗ χh, χg
′
⊗ χh
′
).
Again, we require that after integration the metric must be symmetric
and that it remains gauge invariant. This leads to the restriction that θghg
′h′
has to be a C-number, which vanishes unless h′ ⊙ g′ = g−1 ⊙ h−1 and addi-
tionally, θghg
′h′ = θg
′h′gh. Since we want to construct θ from the metric η we
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obtain, after taking into account the conditions above, the following general
expression,
θghg
′h′ = αηghηg
′h′ + βηgh
′
ηg
′h, (30)
where α, β are arbitrary constants.
In the case of a commutative group G we have also an additional term
possible,
θghg
′h′
c = θ
ghg′h′ + γηgg
′
ηhh
′
. (31)
We want the Yang-Mills action to be constructed in the same way as in
the case of the gauge theories on manifolds. Therefore, we postulate that for
an involutive algebra and the structure group H ⊂ U(A), it has the following
form:
SYM =
∫
Tr θ(F, F ⋆), (32)
where
∫
is the Haar integral on A and Tr is the trace on A. First of all,
from the previous considerations we immediately notice that (32) is indeed
gauge invariant. This formula, together with corresponding expressions for
the metric θ applied in the situation of calculus on manifolds yields the
standard answer. For noninvolutive algebras or other structure groups one
has to modify the expression for the ’squared norm’ of F , which we used in
the formula (32).
Finally let us calculate the action (32) using the functions Fgh. Let us
denote by ηgh
⋆
the value of η(χg, (χh)⋆). From the definition of the metric
(29,30) and from the involution rules on our algebra (15) we get,
SYM =
∫ ∑
g,h,g′,h′
(
αηghηg
′⋆h′⋆TrFghF
†
h′g′ + βη
gh′⋆ηhg
′⋆
TrFghF
†
h′g′
)
. (33)
Of course, for the commutative group G we get also another term coming
from (31). Therefore, due to the arbitrary choice of the constants α, β, we
can single out at least two possible independent actions, which are of the
second order in F . If we take into account the form of the metric,
ηgh = Egδ
gh−1, (34)
together with the involution rule (15) we obtain the following expressions:
S1 =
∫ ∑
g,h
EgEh−1Tr Fgg−1F
†
hh−1, (35)
S2 =
∫ ∑
g,h
EgEh−1Tr FghF
†
gh, (36)
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and again, for commutative G, we additionally get,
Sc =
∫ ∑
g,h
EgEhTr FghF
†
hg. (37)
All these actions are of course gauge invariant and independent of our
choice of the basis, the latter due to their construction, which involves the
contraction of tensors (32). The properties of η guarantee also that they are
all real.
Let us point out that the constructed actions or rather each possible
linear combination of them may pretend to be the Yang-Mills action of our
theory. This ambiguity is the result of the fact that our differential algebra
is noncommutative, furthermore it is interesting that it also depends on the
group structure of the base space. Another significant feature of the theory
is that the space of possible metrics on Ω∗ is much smaller than one would
expect.
Finally, let us point out that one could build more invariant quantities,
which might be used in the construction of the general action of our gauge
theory. For instance, let us notice that the following quantity,
Sm =
∫
Tr
∑
g,h
ηghFgh, (38)
is gauge invariant and independent of our choice of the basis. If we rewrite it
using the shifted connection Ψ, use the exact form of ηgh (34) and take into
account (21) we obtain
Sm =
∫
Tr
∑
g
EgΨgΨ
†
g, (39)
which is of course real. So, this term is as good as all introduced earlier and
therefore it also has to be taken into account.
In the above analysis we used the metric η to construct the actions. Let
us now discuss the issue of other possible candidates, which can replace the
metric. For instance, we can introduce another bilinear functional on Ω1,
which is this time bilinear with respect to the left action of A on its both
entries, ρ(au, bv) = abρ(u, v). This holds only for commutative A and can
be extended for H valued forms after taking the trace. Additionally, ρ can
be made symmetric and gauge invariant if ρgh = ρ(χg, χh) ∼ δgh. The only
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missing property is that ρ(a, a⋆) may not be self-adjoint and therefore the
actions may appear not to be real valued.
We constructed the theory in a purely geometric way. Thus, although we
chose our specific basis, which proved to be very convenient for the calcula-
tions, our results are independent of this choice. We shall not discuss this
symmetry here, let us only mention that if we neglect it we end up with more
candidates for gauge invariant objects.
4 EXAMPLES
In this section we will study two simple examples of the unitary gauge theory
on the two- and three-point spaces, with the structure of abelian groups. We
will construct the action functionals and discuss briefly the solutions and
their geometry.
4.1 Gauge Theory on Z2
Let us denote the group elements of Z2 by + and −. We take the group H
to be U(N) and the algebra A to be the algebra of complex matrices Mn.
Since the structure group is unitary, the connection must be antihermitian,
therefore we obtain the following relation,
Φ−(+) = Φ
†
−(−), (40)
and the same applies to Ψ− = 1 − Φ−. Thus, effectively we have got only
one degree of freedom, which is an arbitrary complex matrix. We take it as
Ψˆ = Ψ−(+) and for convenience we drop here the subscript index.
Let us observe that for n ≥ 1 all Ωn are one-dimensional. Consequently,
the curvature two-form F = F−−χ
− ⊗ χ− is completely determined by one
coefficient function F−−, which using Eqs. (24) and (40) can be calculated to
be,
F−−(+) = ΨˆΨˆ
† − 1, (41)
F−−(−) = Ψˆ
†Ψˆ− 1. (42)
Of course the metric is trivial in this case, for simplicity we take η−− = 1.
Now one can easily see that all possibilities for the Yang-Mills action are
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reduced to the following,
SYM = Tr (Ψˆ
†Ψˆ− 1)2, (43)
where we have already done the Haar integration.
This has exactly the form of the potential of the Higgs model and was
first obtained in Connes’ consideration of the C2 algebra 1. Here, however,
we can modify this expression slightly by adding the term linear in F (38),
which is proportional to Tr (ΨˆΨˆ† − 1). In this case we get the total action
equivalent to (43) with the field Ψ rescaled.
Let us now make some comments on the moduli space of the theory and
the extremal points of the action functionals. The space of flat connections
modulo gauge transformations is trivial. Indeed, the vanishing of F is equiv-
alent to the unitarity of Ψˆ and from its transformation rule (22) we see that
arbitrary Ψˆ can be obtained from the trivial flat connection, Ψ = 1, by
choosing the appropriate gauge transformation. The Yang-Mills action has
one absolute minimum, which is reached for the flat connections.
4.2 Gauge Theory on Z3
Let us denote the elements of the group by 0, 1,−1 and the group action
by +. The space of one-forms is two-dimensional, spanned by the basis of
invariant forms χ+, χ−, (for the indices, + stands for +1 and − for −1).
We choose the metric η to be in its simplest form, so that η+− = η−+ = 1
and the other two components vanish according to our requirements (34).
The algebra of derivations ∂+, ∂− obeys the following relations,
∂−∂− = 2∂− − ∂+, (44)
∂+∂+ = 2∂+ − ∂−, (45)
∂−∂+ = ∂+∂− = ∂+ + ∂−, (46)
which determine the structure constants and the rules of the differential
calculus in this case (11).
Now, let us again construct the U(N) gauge theory. The gauge potential
one-form Φ could be expressed as Φ+χ+ + Φ−χ−. The condition that Φ is
antihermitian (21) takes the form,
Φ+(g) = Φ
†
−(g + 1), g ∈ Z3. (47)
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From this relation we see that the connection is completely determined by
either of its coefficients. Let us define Ψ = 1 − Φ+, and use it in further
analysis. Its gauge transformation is as follows,
Ψ(x) → H†(g)Ψ(g)H(g + 1). H(g) ∈ U(N), g ∈ Z3. (48)
Now we can express the curvature in terms of the function Ψ. Since Φ+ =
1−Ψ and Φ− = R−(1−Ψ
†) we obtain the coefficients Fgh,
F++ = Ψ(R+Ψ)− R−Ψ
†, (49)
F+− = Ψ(Ψ
†)− 1, (50)
F−+ = (R−Ψ
†)(R−Ψ)− 1, (51)
F−− = (R−Ψ
†)(R+Ψ
†)−Ψ. (52)
One can easily notice that F−− = R+F
†
++ and both F+− and F−+ are hermi-
tian.
Before we discuss the action functionals let us find the moduli space of
flat connections in this case. If F vanishes, from (50) we obtain that the
function Ψ must be unitary, whereas F++ = 0 gives us from (49) and from
the previous result the following identity,
(R−Ψ)Ψ(R+Ψ) = 1. (53)
Using the transformation rule (48) and the condition above we can again
show that all flat connections are gauge equivalent.
Finally, let us present the actions. The action linear in F is,
Sm = 2
∫
Tr
(
ΨΨ† − 1
)
, (54)
and we are left with three possible terms for the Yang-Mills quartic action,
S1 = 2
∫
Tr
(
(ΨΨ† − 1)R−(Ψ
†Ψ−1) + (ΨΨ
† − 1)(Ψ†Ψ− 1)
)
, (55)
S2 =
∫
2Tr
(
(ΨΨ† − 1)2 +R+(ΨΨ
†)(Ψ†Ψ)
+ Ψ†Ψ−R−(Ψ)ΨR+(Ψ)− R+(Ψ
†)Ψ†R−(Ψ
†)
)
, (56)
Sc = 2
∫
Tr
(
(ΨΨ† − 1)R−(Ψ
†Ψ−1) +R+(ΨΨ
†)(Ψ†Ψ)
+ Ψ†Ψ−R−(Ψ)ΨR+(Ψ)− R+(Ψ
†)Ψ†R−(Ψ
†)
)
(57)
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Each linear combination of them may pretend to be the global action of the
theory. Let us observe the remarkable property that there exists a combina-
tion, which is a third order polynomial in Ψ,
S3 = 2S1 + 2Sm − S1 − Sm = 2
∫
Tr R−(Ψ)ΨR+(Ψ) + c.c. (58)
Such decomposition of quartic actions into the third-order invariants is not
a general feature of the theory and is characteristic only for the model under
study.
The problem of the extremal points of the presented actions is more
complicated that in the previous example and in some cases the action might
not even have an absolute minimum. The analysis becomes much simpler if
we restrict ourselves to the consideration of smaller algebras, which we shall
discuss in the next section.
5 SYMMETRIES AND SUBALGEBRAS
This section is devoted to a brief discussion of possible restrictions and mod-
ifications of the theory, which arise from employing symmetries of the con-
sidered algebra. Suppose we take a proper subalgebra of A˜, we shall denote
it by B˜ ∈ A˜. Then we can find a graded differential subalgebra of Ω˜ in such a
way that the zero-forms are the elements of B˜ and all the rules of differential
calculus remain unchanged. For instance, let us consider the subalgebra of
A, which contains all C-valued constant functions on the group G and denote
it by A0. If we take as Ω
n all differential forms that have their coefficients in
A0, we obtain the required subalgebra of Ω
∗. We can express that construc-
tion in a more formal way. Indeed, if we use the group of automorphisms
of A, Rg, g ∈ G, which can be easily extended to the whole of Ω
∗, we see
that Ω∗0 remains invariant under the action of this group. Therefore, this
construction can be generalized for any algebra and any group of its auto-
morphisms. A trivial example from the differential calculus on Lie groups is
set by the restriction to the algebra of left-invariant forms. In the particular
case of the SU(2) gauge theory constructed in such model was discussed in
details in several papers 6−10, although it was not formulated precisely in
the language we introduced here. More sophisticated model, with the coset
symmetry condition, was analysed using this formalism 17.
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Let us turn our attention back to the introduced examples. Having the
differential grading algebra Ω∗0 we can proceed with the construction of gauge
theories following the steps we have already made for Ω∗.
The gauge transformations are now global, i.e. they are also constant,
when considered as functions on G. The same applies to the coefficients of
the connection and the curvature. Let us see what is the effect of this for the
constructed theories on Z2 and Z3.
In the first case, from (40) we get that Ψ must be hermitian. This implies
that the minima of the Yang-Mills action (43), which again correspond to
the flat connections, are separated. The moduli space is equal to the space of
equivalence classes of unitary and hermitian matrices. Notice that for U(1)
we obtain Z2, which is the base space of our theory G.
The same applies to the model with Z3. This time, the moduli space of
flat connections is the space of equivalence classes of matrices that satisfy
the relation Ψ3 = 1. Again, for U(1) this space can be identified with Z3.
The arbitrariness in the choice of action is reduced slightly when compared
to the model with larger algebra, as in this case we have S2 = Sm.
We shall end here the discussion of possibilities arising from employing
the symmetry principles encoded in the automorphisms of the algebras. Our
aim was only to show this option and present briefly the implications for
the given models and we leave a more detailed investigation of this topic for
future studies.
6 PRODUCTS OF DISCRETE AND CON-
TINUOUS GEOMETRY
Suppose we have two graded differential algebras, Ω1,Ω2, with the external
derivative operators d1 and d2 respectively. Then we can construct the tensor
product of them, which can be made again a differential algebra provided that
we take,
d(ω1⊗˜ω2) = (d1ω1)⊗˜ω2 + (−1)
degω2ω1 ⊗ (d2ω2), (59)
Let us take as the first component the algebra of differential forms on a
manifold and the differential algebra over a discrete group as the other one.
Their tensor product is the basis for the description of models combining both
continuous and discrete geometry. Remember that we have to distinguish the
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tensor product of these algebras, ⊗˜ from the product in Ω2, which we denote
again by ⊗ and the product within Ω1, denoted as usually by ∧.
We shall calculate here, as a very illustrative example, the outcome of a
unitary gauge theory on two base spaces. The first will be the product of the
Euclidean space M and the two-point space and the second will arise from
the same euclidean geometry and from the algebra of constant functions on
the three-point space Z3.
In the first example, we may assume simply that the algebra of zero-forms
consists of complex functions, with their arguments fromM×Z2. The gauge
group is then U(1). We know the action of the external derivative on each
separate algebra as well as the rule (59). Thus, the gauge connection Φ is a
one-form, comprising discrete and continuous geometry differential forms:∑
µ
Aµdx
µ + Φχ−. (60)
Both Aµ and Φ− are again functions on the product space, Aµ = Aµ(x, g)
and Φ = Φ(x, g) = R−(Φ(x, g))
∗. Let us calculate the curvature, which in
addition to the ’continuous and discrete’ terms has the mixed ones as well.
We use the terminology from the section 2.1, with the shifted connection Ψ.
Notice that because ∂
∂xµ
and ∂− commute, the product of forms dual to them
anticommutes: dxµ⊗˜χ− = −χ−⊗˜dxµ. After some calculations we finally get,
F =
∑
µ,ν
(
∂Aν
∂xµ
−
∂Aµ
∂xν
)
dxµ ∧ dxν + (ΨΨ∗ − 1)χ− ⊗ χ−
+
(
∂Ψ
∂xµ
− AµΨ+R−(Aµ)Ψ
)
dxµ⊗˜χ− (61)
If we take the metric to be the tensor product of metrics on each algebra
and integrate over M with respect to the standard measure, we obtain the
following Yang-Mills action,
SYM =
∫
M Fµν(x,+)F
µν(x,+) + Fµν(x,−)F
µν(x,−)
+(Ψ(x,+)Ψ∗(x,+)− 1)2 (62)
+ (DµΨ(x,+)) (D
µΨ(x,+))∗ ,
where we have used properties of the metric and integration on the two-point
space and the relation Aµ = −A
∗
µ. Dµ is the abbreviation, which we use for
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the following operator:
DµΨ =
∂
∂xµ
− Aµ(x,+) + Aµ(x,−), (63)
The action (62) describes a scalar U(1) × U¯(1) Higgs model, with a scalar
complex field Ψ(x,+) and two gauge fields Aµ(x,+) and Aµ(x,−). The inter-
action term for the scalar field, which has the form of the quartic potential,
arises in this way naturally. Let us point out the importance of the fact that
the physical meaning is given not to the gauge potential Φ but to the shifted
connection Ψ. Only by using Ψ we get the coupling between discrete and
continuous parts in the form of the covariant derivative (63).
Similarly as above we will now briefly discuss the unitary gauge theory
on the product of continuous geometry on M by the geometry set by the
invariant subalgebra Ω0 over Z3. Here we shall not restrict ourselves to the
U(1) case, as nonabelian case would be more interesting. So we have the
gauge connection in the product algebra,
Aµ(x)dx
µ + Φ(x)χ− + Φ(x)†χ+, (64)
and the curvature two-form F,
F =
(
∂Aν
∂xµ
−
∂Aν
∂xν
+ [Aµ, Aν ]
)
dxµ ∧ dxν +
∑
g,h=+,−
Fghχ
g ⊗ χh
+
(
∂Ψ
∂xµ
+ [Aµ,Ψ]
)
dxµ⊗˜χ− −
(
∂Ψ†
∂xµ
+
[
Aµ,Ψ
†
])
dxµ⊗˜χ+, (65)
where again Ψ = 1−Φ and one has to insert the exact form of Fgh from (49-
52). We observe that due to the underlying Z3 space we have some freedom
in the choice of our action. It is clear that it must include the following
terms,
Tr F †µνF
µν + Tr (DµΨ)(DµΨ)
† (66)
where Dµ is the covariant derivative DµΨ =
∂Ψ
∂xµ
+ [Aµ,Ψ]. The ambiguity
arises when we consider the self-interaction term for Ψ. We can choose any
of the possible actions (55-57), which could give the same quartic potential
as in the previous example but we can get the Ψ3 type action from (58) as
well.
Finally let us notice that if the gauge group is abelian we have no coupling
between the A and Ψ fields.
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7 CONCLUSIONS
We presented in this paper a systematic approach to the problem of construc-
tion of the gauge theories on discrete spaces. This involved the introduction
of the differential calculus, which we have carried out for spaces that possess
the structure of a finite group. This structure was a key point of our analysis,
so we established that in order to construct theories on discrete spaces one
has to specify their group properties as well. It would be interesting, for
instance, to investigate theories, which have the same number of points in
the base space but which differ in their group structures.
We constructed gauge theories only for the unitary gauge groups, indicat-
ing that the formalism could be extended to arbitrary groups. In fact, they
do not have to be continuous and one may as well use discrete groups for this
purpose. Another spectacular property of this theory is the fact that we can
take as a starting point the algebra, which is not necessarily the algebra of
C-valued functions or functions valued in any algebra but its proper subalge-
bra. For instance, if have an algebra A, and its subalgebras, say A0, A1, . . .,
we can construct the proper subalgebra of A˜ as the set of functions such that
f(x), x ∈ G takes values in Aj for some index j. Now, following the same
steps as we presented in this paper, we can construct the differential calculus
and the gauge theories. It appears that if we consider the two-point space, as
in the first example, with the algebra of functions taking values in C at one
point and at the other in H, which is the algebra of quaternions, its product
with the continuous geometry of the Minkowski space gives us the precise
description of the pure gauge part of the electroweak interactions. Of course,
in this approach fermions stay out of the picture.
The discussion of the Yang-Mills action has led us to the investigation
of the metric properties of the model. This seems to be another interesting
point arising from our considerations and in the future investigations 18 we
shall attempt a thorough discussion of this topic. Consequently, one may
try to investigate the general relativity of discrete geometries alone or of the
product of them by the continuous manifolds, which may have a deep physical
meaning if the geometry of the world involves discrete part, as suggested by
the Standard Model.
Finally, let us notice that the restriction to the finite groups may be
relaxed as well and one can analyze similar models for infinite discrete groups
like Zn, for example.
19
The program of noncommutative geometry has given us the possibility
of considering a far more general class of models than the one arising from
the analysis on manifolds. Since quantum groups and discrete geometry are
the two most interesting and promising examples, their study seems to be
important and we believe that their analysis, in particular the investigation
of gauge theories in this framework, will help to a better understanding of
the subject.
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