Introduction
Remote sensing, with its capability of large spatial and frequent temporal coverage, has become a widely used and powerful tool to monitor land and environmental changes. Land surface properties retrieved from Earth Observation (EO) in the optical spectral domain from visible, near-infrared to thermal infrared) are used in many models dealing with hydrological, meteorological and ecological processes. The estimation and monitoring of evapotranspiration (ET) by remote sensing has also become a common application.
Some of the proposed energy balance algorithms allow partitioning of turbulent flow between a wet and dry limit expressed by the normalized temperature gradient between the surface and the atmosphere at a reference level [1] . This concept proposed by Menenti and Choudhury [2] is called Surface Energy Balance Index (SEBI), and the boundary conditions are either observed [3, 4] or calculated [5] [6] [7] . This type of approach already proved to be efficient for estimating the surface energy balance and relatively easy to implement.
The algorithm called Surface Energy Balance System (SEBS) formulated by Su [5] is a parameterization scheme based on the concept of SEBI, which is known for its use both locally and regionally, and for any condition of atmospheric stability. The combination of remote sensing data acquired in the visible, near infrared (albedo, leaf area index, fractional vegetation cover) and thermal infrared (land surface temperature) with the measurement of radiation at the surface and atmospheric variables at reference level (temperature, wind speed, specific humidity) allows to calculate the actual temperature gradients as well as the wet and dry limits, between the surface and the atmosphere for each pixel. Su [5] adapts the choice of stability functions depending on whether the reference level considered is located in the surface layer or in the mixing layer [8] .
Independently of the measurement errors related to the different atmospheric variables or models to retrieve surface parameters (temperature, albedo, leaf area index, among others), SEBS is sensitive to the parameterization of the aerodynamic resistance (r ah ), i.e., resistance to the heat transfer in a layer of atmosphere. The expression of resistance requires the calculation of aerodynamic roughness length for heat transfer (z 0h ), estimated from the aerodynamic roughness length for momentum transfer (z 0m ) through the kB −1 model [9] . z 0m is used to scale the logarithmic increase of wind speed with height in a neutrally stratified layer from a level of no motion near the surface. Furthermore, z 0m should be experimentally determined from wind velocity and air temperature profiles. Such resulting roughness estimates are found to be in good agreement with the relationships linking the geometric and the aerodynamic roughness. This suggests that for natural surfaces z 0m can be estimated on the basis of the geometric characteristics of the roughness elements.
According to the studies by Arya [10] , Andreas [11] , Oke [12] and Stull [13] , the dimensions, and density distribution of surface roughness elements are influential on z 0m . Due to increasing height, surface area and density of roughness elements, the value of z 0m increases, until the ratio between the silhouette area (upwind face of elements) and unit ground area reaches 0.4. After this value, a transition to "skimming" flow occurs and z 0m starts to decrease again [14, 15] . The standard method to derive z 0m is from the vertical profile of horizontal wind speed, using measurements at two or more heights in the atmospheric boundary layer (ABL).
In the past decades, there have been two main acceptable strategies to estimate the aerodynamic roughness. On one hand, in situ measurements dependent on the bulk transfer equations [16] . On the other hand, the studies done by Menentie and Ritchie [17] , Su et al. [18] and De Vries et al. [19] documented that z 0m can be estimated with measurements by laser scanning and optical remote sensing. However, the roughness models for z 0m retrieval used in SEBS are defined from empirical relationships generally based on the Normalized Difference Vegetation Index (NDVI) and for specific and uniform vegetation [20, 21] . Their use for the characterization of heterogeneous surfaces is outside from their domain of validity, sometimes leading to a significant degradation of turbulent flux estimates [22] . Moreover, these models do not take into account the dynamic aspect of the roughness length: the rapid change of wind speed and direction in a local context with the presence of obstacles may result in a significant temporal variability. Su et al. [18] then recognize that the use of models to estimate roughness length is not always appropriate in the sense that they ignore the flow history of an air mass over heterogeneous areas.
These approaches would benefit from the combined use of passive remote sensing and land surface structure measurements from Light Detection And Ranging (LIDAR) techniques. Since the very early use of laser altimetry [23] , sensor performances have significantly improved, allowing airborne profiler to be used to derive the roughness of the surface [17] . More recently, satellite and airborne imaging LIDAR systems have paved the way to the mapping of vegetation properties over forest areas [24] , sometimes associated with complex topography [25] , but also on low vegetation like salt-marshes [26] or semi-arid steppes [27] .
Colin and Faivre [28] locally characterized the surface geometry using a Digital Surface Model (DSM) obtained by the acquisition from an airborne imaging LIDAR system. The introduction of the surface model in a Computational Fluid Dynamics (CFD) model allowed to generate a 3D wind field. The inversion of wind vertical profiles enable to produce a 2D mapping of aerodynamic roughness length for momentum transfer. Two geometrical approaches which account for wind direction were also applied to the digital surface model [29, 30] . This study aims to evaluate the reliability and accuracy of geometrical models and the CFD-based method for roughness length retrieval proposed by Colin and Faivre [28] . Hence, these methods will be compared to three other simpler formulations which correspond to a static definition of z 0m . The assessment will be performed through various SEBS calculations of turbulent heat fluxes integrating the respective spatialized roughness values. The performance of each method will be determined by comparing results with ground measurements of heat fluxes. Moreover, SEBS calculations require the combination of land surface properties, such as albedo, radiative temperature, emissivity, Leaf Area Index (LAI) and fractional vegetation cover ( f c ); and atmospheric measurements (air temperature, wind speed and specific humidity). Land surface variables have to be retrieved from very high-resolution visible and near-infrared (VNIR) to thermal infrared (TIR) remotely sensed observations. This document first presents the theoretical background that underlies both SEBS algorithm [5] and roughness retrieval methods proposed by Colin and Faivre [28] (Section 2). Then, the addressed study area and materials are detailed (Section 3), land surface parameters and the additional roughness length retrieval methods are also described (Section 4). Two evaluations of all the z 0m retrieval methods are then performed (Sections 5 and 6) and results are discussed in Section 7.
Theoretical Background

Energy Balance at the Land Surface
Taking the land surface as a flat and thin layer such that no heat storage exists, the surface energy balance equation at the interface between the land surface and the overlying atmosphere is written as:
where Rn is the net radiation flux, H is the sensible heat flux, λE is the latent heat flux and G 0 is the soil heat flux. The sign convention in Equation (1) is that Rn is considered positive when directed towards the land surface, while H, λE and G 0 are considered positive when directed away from the land surface. For the sake of simplicity, all flux densities will be called fluxes, and the unit is W/m 2 . The soil heat flux is often parameterized proportionally to the net radiation arriving at the soil surface, therefore is function of the fractional vegetation cover [31] [32] [33] . It can be expressed as:
in which it is assumed that the ratio of soil heat flux to net radiation Γ c = 0.05 for full vegetation canopy [34] and Γ s = 0.315 for bare soil [35] . An interpolation is then performed between these limiting cases using the fractional vegetation cover ( f c ).
Parameterization of Turbulent Heat Fluxes
In the context of applying remote sensing measurements to estimate heat fluxes, the latent heat flux (or evaporation when expressed in term of water depth) is calculated as the residual of energy balance (Equation (1)) and the major concern is to calculate sensible heat flux by a proper parameterization of resistance for heat transfer r ah . The sensible heat flux is related to the difference between the surface radiative temperature T 0 and air temperature T a at a reference height z within surface layer by a bulk transfer equation [34] :
where ρ a is the air density (kg/m 3 ), c p is the heat capacity of the air (J/kg/K), r ah is the aerodynamic resistance for heat transfer (s/m) between the surface and the reference height (z) in the Atmospheric Surface Layer (ASL), usually estimated on the basis of similarity theory. The aerodynamic resistance for heat transfer r ah is given by [8, 34] :
where k is the Von Karman constant (k = 0.4), d 0 is the displacement height (m), z 0h the roughness length for heat transfer (m), ψ h is the Monin-Obukhov stability correction function for heat transfer, and u * is the friction velocity (m/s) in the ASL (defined as (τ 0 /ρ a ) 1/2 with τ 0 the surface shear stress) and is expressed as:
with z 0m the roughness length for momentum transfer (m), ψ m is the Monin-Obukhov stability correction function for momentum transfer, and L in Equations (4) and (5) is the Monin-Obukhov length given as:
where θ av is the potential virtual air temperature near the surface (K). The roughness length for heat transfer z 0h can be derived from the kB −1 , which is defined by the ratio z 0m over z 0h as [36, 37] :
where B is the dimensionless parameter introduced by Chamberlain [36] and used by Owen and Thomson [37] . To estimate the kB −1 , SEBS relies on a dynamic model for thermal roughness length calculation adapted from Massman [9] , Su et al. [18] and Su [5] . In this model, the kB −1 parameter is expressed as a function of surface conditions and of aerodynamic parameters:
where C d is the drag coefficient of the foliage elements and is set to 0.2 [5] , f c is the fractional vegetation coverage and f s is its complement, C t is the heat transfer coefficient of the leaf ranging in 0.005N ≤ C t ≤ 0.0074N (N is number of sides of a leaf to participate in heat exchange), n is the windspeed extinction coefficient within the canopy, h v the vegetation height, C * t the heat transfer coefficient of the soil and is given by C * t = Pr −2/3 Re
, where Pr is the Prandtl number: 0.71 [9] and the roughness Reynolds number Re −1/2 = h s u * /ν, with h s the roughness height of the soil, kB −1 s is the value of kB −1 for bare soil surface [38] .
Su [5] has proposed the Surface Energy Balance System (SEBS) by extending the SEBI concept [2] with a dynamic model for thermal roughness [18] , the Bulk Atmospheric Similarity (BAS) theory of Brutsaert [8] for PBL scaling and the Monin-Obukhov Atmospheric Surface Layer (ASL) similarity for surface layer scaling. This allows SEBS to be used for both local scaling and regional scaling under all atmospheric stability regimes, providing a link for radiometric measurements and atmospheric models at various scales.
In SEBS, the concept that actual evapotranspiration is regulated by its two extreme limits as used in SEBI is extended to the sensible flux. So, actual sensible heat flux H is constrained in the range set by the sensible heat flux at the wet limit H w (the low limit in SEBI) and the sensible heat flux at the dry limit H d (the upper limit in SEBI). The partitioning of turbulent heat fluxes on the basis of energy balance at limiting cases is detailed by Su [5] .
Characterization of the Surface Roughness
The wind velocity profile over the land surface with a neutral atmospheric stratification is a simple logarithmic expression of the form:
Roughness length is usually expressed as a constant ratio of the canopy height for homogeneous surfaces like continuous low vegetation canopies, with a consensus for values of around z 0m h v ≈ 0.1 [38] . However, the homogeneity assumption is generally never met. Therefore, such kind of approximation is of limited interest for most environmental studies.
Geometry of Canopy to Parameterize Aerodynamic Roughness
It has long been demonstrated from field work and wind tunnel experiments that the drag affecting the airflow over a heterogeneous land surface is related to roughness elements density and size [39, 40] . This was expressed in the formulation proposed by Lettau [41] :
where h is an effective averaged obstacle height, and λ f is the frontal area index defined as:
The frontal area index expresses the ratio of the frontal area A f (perpendicular to the flow) over the total area covered by roughness elements A T . A well-known formulation based on the combined use of h and λ f was proposed by Raupach [29] to calculate the displacement height d 0 and the roughness length z 0m . Raupach's formulation of the displacement height is:
0.5 (12) and the formulation of the roughness length is: (14) where ψ h expresses the influence of the roughness sublayer, C s is the drag coefficient for an obstacle free surface, C R the drag coefficient for an isolated obstacle, and C dl a free parameter [29] . In this study, we used values recommended by Raupach [29] , i.e., the values of ψ h = 0.193, C s = 0.003, C R = 0.3, C dl = 7.5 and (u * / U) max = 0.3. Colin and Faivre [28] implemented a second geometrical approach based on the work of Theurer [42] , quoted by MacDonald et al. [30] , where z 0m and d 0 could be also estimated by combining the frontal area index with the plan area index. Since these two approaches provide very similar z 0m values [28] , only the Raupach's formulation is retained in this study.
Modeling Air Flow
The direct use of both Digital Elevation and Surface Models (DEM & DSM) in a Computational Fluid Dynamics (CFD) solver was explored by Colin and Faivre [28] . The CFD solver called Canyon, embedded in the WindStation software [43] , allows for numerical simulations of turbulent flows over complex topography, and can account for the geometry of surface roughness elements through the Digital Surface Model, as obtained from LIDAR data. The solver follows a control-volume approach, and solves for mass conservation, momentum conservation following Navier-Stokes equations, and also energy conservation for non-neutral situations. 3D wind fields obtained by CFD modeling express the combined effect of topography and roughness elements on the airflow, and result from the solution of the transport equation. Therefore an aerodynamic roughness length is obtained from the wind profile of each computation grid by inverting Equation (9) with values within the ground and a given elevation [28] .
Study Area and Materials
Heihe River Basin and the Yingke Oasis
The study area is located in the Heihe river basin, this area is a typical inland river basin in the northwest of China (Figure 1a Experiments conducted in the scope of the Watershed Allied Telemetry Experimental Research (WATER) project consisted in simultaneous airborne, satellite-borne and ground-based remote sensing measurements aiming at improving the observability, understanding and predictability of hydrological and ecological processes at catchment scale [44] . Airborne data used in this study were acquired over the Yingke oasis, located to the south of the Zhangye city (100 • 25 E, 38 • 51 N, 1519 m a.s.l.), which is a typical irrigated farmland (Figure 1c ) where the primary crops are maize and wheat, with fields often separated by tree rows.
Airborne VNIR & TIR Radiometric Data
The Wide-Angle Dual-mode Line/Area Array Scanner (WiDAS) is composed of two thermal imagers and four CCD cameras [44] . The thermal imager has two bands (3. Brightness temperature of land surface is provided by the radiance measured in the 8-12 µm band after atmospheric correction. Radiances for visible and thermal infrared domains were both corrected using MODTRAN4 [45] on the basis of ABL soundings acquired at the time of the airborne survey. Spectral reflectances are used to derive land surface properties. 
Airborne LIDAR
The WATER field campaign included an intensive observation period. Twenty-five missions were flown in 2008 with different sensors. We used the data collected by a LiteMapper 5600 imaging LIDAR, whose major characteristics are a wavelength of 1550 nm, a pulse of 3.5 ns at 100 kHz and a scan angle range of ±22.5 • [44] . The spatial density for a flight height of 800 m above the ground is 4 impacts per square meter. After correction of the raw data to account for the attitude of the plane and for the precise location of the sensor, each return signal can be translated into an accurate 3D georeferenced point. The resulting point cloud is then processed to extract the minimum and maximum elevation from the points in each square meter grid. The lowest elevation point is used to derive the elevation of the ground. After removing local aberrations, the resulting map is a Digital Elevation Model (DEM), expressed in terms of altitude above mean sea level (a.m.s.l), in meters. If the surface is a solid block, or a bare soil, the minimum and maximum elevation values are equivalent. However, for sparse vegetation structures, the difference between the lowest and highest elevations reflects the height of the vegetation canopy. Therefore, it is possible to separate the land surface topography, represented by the DEM, from the elevation of the top of the vegetation canopy. The latter is called the Digital Surface 
Meteorological Data
The Yingke oasis experimental site is permanently instrumented with an Automatic Meteorological Station (AMS). The AMS records every ten minutes the air temperature, wind speed and direction at 2 and 10 m, air pressure, relative humidity, precipitation, net radiation, soil heat flux, soil temperature and water content. Moreover, latent heat flux, sensible heat flux and water vapor concentration are obtained from Eddy Covariance (EC) system with an integration step of 30 min. Surface observation of heat fluxes by EC systems captures fluxes originating from a limited source area, which depends on the observation height, atmospheric and surface conditions. The source area has to be properly located and delineated when comparing pixel-based remote sensing estimates of heat fluxes with ground measurements. The concept of footprint or source weight function is used as the contribution, per unit surface flux, of each unit element of the upwind surface area to a measured vertical flux [46] . The EC footprints applying to actual conditions can be employed in validating the surface heat fluxes estimated with multispectral satellite data over a range of spatial resolutions. Details about the footprint model applied to the EC measurements performed at the Yingke station are given by Colin et al. [47] . The EC systems used during the WATER experiment were initially installed at the same location to evaluate their relative accuracy [44, 47] .
Characterization of the Land Surface
The parameterization of turbulent heat fluxes at the local scale involves the preparation of the radiometric data acquired by the WiDAS sensor, following the SEBS algorithm requirements. A single input dataset of land surface variables is produced, and only the surface geometrical characterization will vary in the different calculations, in order to evaluate the various roughness length parameterization methods, including some empirical relationships.
Land Surface Parameters Retrieval
Land surface properties such as albedo, Normalized Difference Vegetation Index (NDVI), Leaf Area Index (LAI), fractional vegetation cover ( f c ), and Land Surface Temperature & Emissivity (LST, LSE) were retrieved from the WiDAS sensor following the methods and formulations detailed below. These land surface variables will remain constant in each experiment.
Albedo
Albedo corresponds to the spectral and hemispheric integral of spectral and directional reflectances over the useful solar spectrum (from 0.3 to 3 µm). As spectral bands of the WiDAS camera do not completely cover this spectrum, a weighting coefficient for incoming solar radiation has to be calculated for each spectral band of the sensor. The portion of albedo recorded by the camera (weighted sum of the spectral reflectances) has to be fitted with an integral albedo in order to determine a linear relationship. Using spectral signatures of several surfaces from ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) libraries, and corresponding to the land cover of the study area, a total albedo is computed for each of them (integrated on the entire useful solar spectrum) and normalized by the incoming solar radiation. Then for each surface, spectral reflectances are computed using the filter functions of the camera, and weighted by the corresponding solar spectrum interval. A linear regression provides the fitting function for total albedo retrieval (y = 1.11x − 0.02, r 2 = 0.96).
Normalized Difference Vegetation Index
The Normalized Difference Vegetation Index (NDVI) is given by:
where ρ nir and ρ red are the at-surface reflectances obtained from sensor bands located respectively in the near infrared (NIR) and red spectral regions. WiDAS bands 4 (0.75 µm, NIR) and 2 (0.65 µm, red) can be then used to obtain the NDVI. From NDVI, other surface parameters such as Leaf Area Index and fractional vegetation cover are derived.
Leaf Area Index
The Leaf Area Index (LAI) is the leaf area per unit ground area (m 2 /m 2 ). This variable is required for kB −1 computation with the Massman's model (Equation (8)), and can be estimated as [48] :
The estimation of LAI based on passive optical remote sensing would be more accurate by extending to the shortwave infrared (SWIR) domain, and by using hyperspectral data [49] . Hence, the method proposed in Equation (16) is less rigorous than ground optical passive measurements, performed with a ceptometer for instance. However, LAI is difficult to directly acquire for large spatial extents due to its time consuming and work intensive nature. Terrestrial observations are also highly sensitive to the effect of branches and stems blocking the light.
Fractional Vegetation Cover
The fractional vegetation cover ( f c ) is defined as the part of ground surface covered by vegetation. It is also required for the computation of kB −1 (Equation (8)), and for ground heat flux estimation (Equation (2)). f c has been traditionally estimated from remote sensing data using empirical relations with vegetation indices, as for example the NDVI. It has been demonstrated that f c depends linearly on NDVI [50] , e.g., as:
where NDV I s and NDV I v correspond to representative values of NDVI for bare soil ( f c → 0) and vegetation ( f c → 1), respectively. Other relationships, such as quadratic expressions have also been proposed [50, 51] , but they do not improve the results as discussed by Wittich and Hansing [52] .
The main problem when applying Equation (17) is the correct estimation of NDV I s and NDV I v values. This is a critical task, since these values are region-and season-specific. Here we use the local minimum and maximum values of NDVI (i.e., within the 7.2 km 2 area), as the landscape ensure the presence of roads, buildings and dense green vegetation.
Land Surface Temperature and Emissivity
Land surface brightness temperature is provided by the radiance measured in the 8-12 µm channel after atmospheric correction using MODTRAN4 [45] and Land Surface Temperature (LST) is retrieved from brightness temperature by the separation of emissivity. The latter is estimated from NDVI using the formulation of De Griend [53] :
Models for Roughness Length Retrieval
The surface geometry will be characterized following five methods, and results of each are presented below. Besides the geometrical [29] and the CFD-based methods for roughness length retrieval [28] , two commonly used empirical relationships are proposed. An alternate method based on Menenti and Ritchie [17] to exploit the DSM is also developed.
Roughness Length from NDVI
Some empirical formulations have been proposed to estimate roughness length for momentum transfer (z 0m ) from vegetation indices such as NDVI. They are generally established for a specific cover and under specific conditions, e.g., a given growing stage. Moran [20] proposed this relationship: 
Roughness Length as a Fraction of Vegetation Height
Roughness length for momentum transfer can also be estimated as a simple fraction of vegetation height. In this study, taking benefits from the LIDAR digital surface model, we know the height of each obstacle around the Yingke oasis station with an horizontal resolution of 1 m. Following Brutsaert [38] , we consider that: Figure 4 illustrates z 0m values obtained by the application of this simple formula (Equation (22)). The range of values is limited to 4 m in Figure 4a since the occurrence of higher values is marginal. Also the frequency range in Figure 4b is limited to 500,000 in order to show the distribution of z 0m values. As roughness length is simply proportional to the vegetation height, lowest values (from 0 to 0.05 m) are retrieved for the crops (i.e., low vegetation) and highest ones are found for the trees (from 1 to 4 m). Buildings and some crops show generally mean values of roughness length. Displacement height is retrieved in the same manner as in Equation (20) . 
Roughness Length as a Function of the Standard Deviation of Vegetation Height
Another measure of the geometrical regularity of a vegetation canopy is the standard deviation of vegetation height taken as an objective measurement of surface roughness [17, 54] . Menenti and Ritchie [17] applied Equation (23) to estimate the local aerodynamics length (z 0m ) due to the intervening complete and partial canopies from segments of laser measurements. The original expression proposed by the authors is adapted here for a two-dimensional array, i.e., the digital surface model. Roughness length is derived from the DSM grid using a j by j kernel, where j is an odd number, scanned over all pixels of the grid:
with n = 9 since j = 3, σ h i the standard deviation of the i-th pixel of the kernel, σ 0 the instrument noise (σ 0 = 0.03), h i the elevation of the i-th pixel located inside the kernel andh the mean elevation in the kernel. This formulation is the first in a sequence of equations proposed by Menenti and Ritchie [17] to estimate the effective aerodynamic roughness length of a composite landscape. The local z 0m calculated above is then used to estimate the effective aerodynamic roughness of the mixture of herbaceous vegetation with taller and sparse shrubs and trees (Z 0m ), using the following equation [10] :
where k is the Von Karman's constant, m = (b/h) + (B/h) + (L/2h), b is the base width of shrubs (m), h is the height of shrubs (m), B is the base width of the region with separated airflow behind obstacles (m), λ = h/s, s is the spacing of shrubs (m), and L is the restoration length of the logarithmic profile in the surface layer behind obstacles.
To estimate an effective aerodynamic roughness length (Z 0m ) which includes the effects of topography, besides low vegetation and shrubs, the formula given by Taylor [55] has to be applied:
with a the amplitude of relief (described as periodic) and λ the wavelength of periodic relief. The Z 0m values apply to larger length scales and higher air levels than the Z 0m values obtained with Equation (24) . Considering the local scale and the relatively flat terrain of the Yingke area, this formulation is not appropriated in this study and thus not used. Figure 5 presents the map and distribution of Z 0m values obtained with the sequence of Equations (23) and (24) . The range and the distribution of roughness values is very similar to the results obtained with Equation (22) 
Design of the Different Experiments
Following the different methods proposed for the geometrical characterization of the land surface, a set of five scenarios for surface energy balance estimation is created and results will be compared with ground measurements at the EC footprint scale. Considering the lack of usable WIDAS acquisitions, the evaluation has also to be considered in a temporal perspective. For each numerical experiment, input data are the same but only the vegetation height, zero-plane displacement height and aerodynamic roughness length for momentum are modified. The exact content of the experiments is described below and summarized in Table 1: -the first experiment is considered as the "by default" case for a SEBS calculation, with z 0m assumed to be function of NDVI, and h v and d 0 to be a fraction of roughness length. -the second experiment is a kind of improved "by default" configuration. The vegetation height is provided by the LIDAR data and d 0 and z 0m formulations remain the same as before.
-the third one integrates the effective aerodynamic roughness length retrieved by following Menenti and Ritchie [17] . The vegetation height is provided by the LIDAR data and d 0 is still considered proportional to z 0m . -the fourth one includes z 0m values retrieved from the inversion of the CFD windfield over the Yingke area. The resolution of roughness data is 25 m, resampled to 1.25 m in order to match with VNIR data. h v is also derived from LIDAR data and d 0 proportional to z 0m . -the last experiment integrates z 0m and d 0 values computed using Raupach's formulations.
Here again the initial computing resolution is 25 m, resampled to the VNIR data resolution. The vegetation height is provided by the LIDAR data. 
METHODS
Experiment No.
N DV I LIDAR M&R CFD Raupach
Spatial Evaluation of Estimated Turbulent Heat Flux Densities at the Footprint Scale
The reliability of geometrical-based and CFD-based roughness retrieval methods proposed by Colin and Faivre [28] is evaluated with their use with the SEBS algorithm. Five experiments are performed in order to compare the benefit of each method presented above in the estimation of turbulent heat fluxes. Atmospheric input data such as longwave and shortwave radiation, wind speed, air temperature, air pressure and specific humidity measured at 10 m above ground level by the AMS are input data applied in all the experiments.
Surface Radiative Balance
SEBS first resolves surface radiative balance based on WiDAS surface albedo, temperature and emissivity combined with measured incoming longwave and shortwave radiation. Ground heat flux is assumed to be a fraction of net radiation weighted by the fractional vegetation cover (Equation (2)). Surface radiative balance is common for the five experiments since atmospheric and land surface parameters given as input remain the same.
As it is impossible to identify accurately the target seen by the instruments and its corresponding pixel(s), the estimated radiative terms are averaged at the scale of the heat flux footprint. The comparison between measurements and estimates of brightness temperature, ground heat flux and net radiation is given in Table 2 . Net radiation for the source area located upstream of the station is overestimated about 9.7% (+62 W/m 2 ), while brightness temperature is around 1 • C less (Table 2) . It suggests that the error comes from the estimation of albedo or emissivity. The soil heat flux G 0 is greatly overestimated by SEBS, while the measured value is extremely low considering the surface temperature and the time of measurement (around noon). At this period of the day, considering the season and latitude, the soil heat thermal admittance should be higher. But the estimated at-surface available energy Rn − G 0 is finally close to measurements with an underestimation of −5.8% (−37 W/m 2 ), since the initial difference is reduced due to a large value of G 0 .
Surface Energy Balance
Ground measurements of turbulent heat fluxes provided by the eddy covariance system are listed in Table 3 . The footprint of the source area of land surface which contributes to the measured heat fluxes has a total area of 17,600 m 2 . Since the measured soil heat flux is very low, the at-surface available energy (Rn − G 0 ) is large and exceeds the sum of latent and sensible heat fluxes (+244 W/m 2 ). A method which preserves the Bowen ratio is applied to correct for the unclosed energy balance [56] . The residuum is divided up according the Bowen ratio (Bo = H/λE) and distributed to sensible and latent heat accordingly. The Bowen ratio after correction is the same as before. Heat fluxes are spatially integrated over the source area by applying the footprint weighted coefficients and results are presented in Table 4 for each experiment. Values of spatially integrated roughness lengths and kB −1 are also given. Experiments 2 and 4 are able to estimate H respectively with a difference of +4.9% and −10.6%, λE of −7.3% and −5.2%, and the partitioning over fluxes is very close to the observed value of evaporative fraction (0.88). It appears clearly that experiment 1, based on Moran [20] for z 0m retrieval, is the least able to estimate sensible heat fluxes with a large underestimation of about −76.1% since roughness values for momentum and heat transfer are both extremely high for this situation. It confirms the first assessment about the distribution of roughness values in Section 4.2. Considering not only the strict footprint area, it has to be noticed that there is no result for pixels where z > d 0 , since the negative value of z − d 0 returns computing errors in the sequences concerning kB −1 , friction velocity (u * ), stability functions (ψ m and ψ h ) and external resistances (r ah ). It typically occurs where h v is very high in experiments 2 and 3. Also, kB −1 values are consistent in experiments 1 and 2 since they keep proportionality between h v , d 0 and z 0m . But when d 0 and z 0m are not directly related to h v as it is the case in experiments 3, 4 and 5, kB −1 values are sometimes huge due to the ratio z 0m /h v in Equation (8) proposed by Massman [9] , which yields calculation errors for some pixels. The consequence is that results of kB −1 and z 0h in Table 4 are not consistent with z 0m following the Equation (7).
In experiment 5 this problem is explained by the spatial computing resolution of z 0m (25 m) which can give high roughness values for pixels where h v is low. Concerning experiment 4, this point is particularly important since the roughness propagates downstream of obstacles following the wind flow, for instance over crops with low vegetation located after high tree rows. A solution could be to set an upper bound on kB −1 , e.g., 25 . For experiment 5, this problem could be avoided or reduced by also aggregating h v values. In experiment 4, an other solution could be to remove h v provided by LIDAR data and to use Equation (21) in order to restore proportionality between geometrical terms and to keep consistency in kB −1 values. Table 5 presents the results for experiments 3, 4 and 5 after modification of the h v values which are now proportional to z 0m and d 0 as in experiments 1 and 2. This correction does not really affect results of flux densities and related kB −1 and z 0h in experiments 3 and 5. It means that the deviation in the ratio z 0m /h v was not so important. However it has a more significant impact in experiment 4 with a sharp decrease of kB −1 from 6.15 to 3.66 and a resulting increase of z 0h which leads to an underestimation of H (−22.9%) but reduces the error for λE (−3.6%). The difference between roughness values is very interesting. For instance, the value estimated with the model proposed by Raupach [29] is very low. According to the Davenport-Wieringa roughness length classification [57, 58] , this range of values around 0.005 m, corresponds to a 'smooth' surface, such as a featureless landscape equivalent to a flat beach or snow-covered land. The value of 0.288 m estimated by Moran's formulation is expected for a 'rough' surface, as an area with high crops of varying heights and scattered obstacles. This description is not consistent with the station surroundings, but could be consistent with the dense cultivated area located in the south-west part of the scene. The value retrieved from the CFD (0.026 m) is very coherent, according to the same classification it corresponds to an 'open' surface like low vegetation with isolated obstacles. In this area z 0m values from CFD are moderate due the absence of huge obstacle and the relative distance from high tree rows. Values retrieved from Brutsaert [38] and Menenti and Ritchie [17] are very similar and in between 'smooth' and 'open'.
Finally, considering the errors in the estimation of both sensible and latent heat fluxes, and also the ability to preserve the partitioning provided by the evaporative fraction (Λ), experiments 2 and 4 prove to be the most suitable to estimate heat flux densities. However, a validation based on a single case study can not be considered as sufficient and must be repeated several times. Since there is only one WiDAS dataset available over the Yingke area, a temporal evaluation was performed at the scale of the meteorological station.
Temporal Evaluation of Estimated Turbulent Heat Flux Densities at the AMS Scale
Production of a Time-Series
In this section, a short time-series of heat fluxes is produced at the scale of the AMS (one-dimension) in order to perform an evaluation of roughness length retrieval methods based on several occurrences. Considering that the land cover and its associated properties remain slightly constant during few days, the evaluation covers a period of two weeks ranging from the 30 June to the 14 July with a time step of 30 min, for a total of 721 calculations.
Land surface parameters such as albedo, NDVI, LAI, fractional vegetation cover, emissivity, vegetation height and roughness length are averaged over an area corresponding to 100 by 100 pixels (15,000 m 2 ) and centered on the AMS. This subset allows to capture the heterogeneity of the surrounding landscape, but also includes changes in wind direction and the related source area of heat fluxes.
As noticed previously in Section 5, Equation (2) is not really able to estimate accurately soil heat flux in this context. Since the radiative budget is common for all experiments, it is chosen to provide the measured G 0 to SEBS in order to limit errors in the determination of the at-surface available energy Rn − G 0 . Also, the energy balance is corrected once again using Bowen ratio in order to compensate large differences between Rn − G 0 and H + λE as testified in Figure 8 . The correction is only applied when both H and λE exceed 10 W/m 2 and Bo > 0, which limits to 253 the number of occurrences, mainly during daytime. Then, only wind profiles corresponding to near-neutral condition are selected. Stability conditions are estimated using the gradient Richardson number (R i ):
where θ is the potential temperature. When R i → 0 the stratification is neutral and the profile is generally accepted to be logarithmic (Equation (9)). Here the threshold is set to ±0.1, which limits to 161 occurrences for validation. RMSE on estimated Rn is 23.4 W/m 2 for the entire period and 32 W/m 2 for the retained cases ( Figure 9 ). Table 6 presents RMSE in the estimation of latent and sensible heat fluxes and corresponding roughness length values for each experiment, except experiment 4 for which z 0m varies following wind measurements. Figure 10 shows the distribution of the 161 roughness length values, with an important frequency in the range 0.025-0.05 m and a secondary peak around 0.1 m. In experiment 5, z 0m value is considered constant since the variation of wind direction does not induce sensible changes in this context. The scatter plots between measurements and estimations for sensible and latent heat flux are respectively presented in Figures 11 and 12 . 
Results
Discussion
This evaluation proves that, in the context of the Yingke oasis station, experiments 2 to 4 gave reliable estimations of sensible heat flux and a consistent partitioning between turbulent heat fluxes, at least in the context of a 1D time-series at the station scale. However, at the footprint scale only experiments 2, 4 and 5 are considered reliable. The absence of other datasets over the Yingke area does not allow to draw rigorous conclusions.
However, results of calculations show that a better estimation of H leads to larger errors on λE. But, usually the main interest by solving the energy balance in hydrological studies is to obtain a good determination of λE and, by extension, of the actual evaporation rate. In this sense, experiment 2 gives the smallest errors on H and λE and keeps the correct partitioning of heat fluxes.
This evaluation also reveals that the estimation of sensible heat flux and partitioning, at the footprint scale, is more consistent in experiment 4 when vegetation height is not corrected with respect to kB −1 . The absence of correction can lead to extreme values of kB −1 in some context and for few pixels, but at the scale of the station it is very appropriate as seen in Table 4 . This raises the question about the absolute necessity to keep a linkage between h v , d 0 and z 0m , whereas the roughness length retrieved from CFD is purely based on an aerodynamic consideration: for a same place, various z 0m and d 0 values can be observed for a same vegetation shape, since an infinity of wind speed, direction and upstream history are possible.
Linearity between these geometrical parameters (h v , d 0 and z 0m ) is always retrieved in the formulations given by Moran or Brutsaert [20, 38] , or also by Su et al. [18] , among others [19, 59, 60] . Moreover, Su et al. [18] demonstrated that the Massman's [9] kB −1 model is particularly sensitive to the vegetation height, with a relative error up to 46% of the mean measured H when using 150% of the h v reference value. Thus, if h v is systematically calculated from the retrieved z 0m values, it increases errors in the parameterization of kB −1 parameter in experiments 3, 4 and 5. This also explain why experiment 2 gives accurate estimates of heat fluxes, since d 0 and z 0m are derived from the measured h v in a simple and apparently efficient way. It is difficult to determine which is the adequate parameterization for both z 0m and kB −1 . The use of another kB −1 model, which allows for any roughness length retrieval method, could be relevant.
Also, the representativeness and accuracy of ground measurements should be assessed. The surface energy balance is corrected using the measured radiative budget, but the footprint for SRB and SEB measurements is not the same. There is a considerable difference between the surface covered by the narrow field of view of a pyranometer, and the source area that contributes in EC measurements. Considering an extended homogeneous area (bare soil or fully vegetated), this may not have a large impact. However, this correction is partially biased in a context of heterogeneous landscape such as an irrigated farmland. The meaning of the measured ground heat flux is also a key point. Values of G 0 observed at the Yingke station are very low, and the simple model usually used in SEBS already proved its reliability, but in this context there is a huge deviation. The incapacity to identify the origin of error makes more difficult the correction of measured turbulent heat fluxes using Bowen ratio.
Conclusions and Perspectives
The availability of LIDAR data in the framework of the WATER project, has led Colin and Faivre [28] to exploit a Digital Surface Model for estimating roughness length for momentum (z 0m ). A pretty new approach developed by the authors consisted in the introduction of the DSM in a CFD model in order to reproduce 3D wind fields, and to invert them for retrieving a spatialized roughness parameter. They also implemented the geometrical Raupach's approach [29] in the same goal. This study aimed at evaluate these two methods against two empirical ones, widely used in SEBI-based algorithms [20, 38] , and also against an alternate geometrical model proposed by Menenti and Ritchie [17] . Methods used in experiments 2 (based on Brutsaert [38] ) and 4 (based on Colin and Faivre [28] ) appear to be the most able to estimate roughness length, according to the estimated heat fluxes, and both at the footprint scale that at the station scale (time-series). However, the formulation used in experiment 2 allows to minimize errors in both latent and sensible heat flux, and to preserve a good partitioning. This formulation is also easier to implement in an operational context. Meanwhile, an additional evaluation of these two methods based on an other kB −1 model is necessary, to avoid the need of proportionality between geometrical terms (h v > d 0 > z 0m ) which is not always compatible with CFD-based retrieval method. The methods used in this evaluation are suitable for local studies (except experiment 1), and when LIDAR datasets can be available, which is rather unusual. Considering investigations on roughness length retrieval at larger scales, literature often advocates the use of empirical relationships based on vegetation indices, with all the limitations that were demonstrated here by applying the method from Moran [20] . For regional applications, the likely uncertainty of the roughness information will be significant. For instance, most of the Numerical Weather Prediction Models use a detailed land cover classification combined with phenological data for acting as a surrogate. During the WATER intensive observation period, only one LIDAR acquisition was operated over the Yingke oasis station. In the perspective of an extended study on the seasonality of the land surface roughness, a flight frequency of once every month or two months could be interesting to characterize the annual variation of z 0m in the Yingke area. The vegetation growth, but also seasonal changes in the regional wind flow, should be key factors in the roughness variation of land surface. Another perspective could be to perform this evaluation again for a place more affected by the surrounding obstacles. In this study, the AMS is located in an open area as it is required for ground measurements. But, considering the investigations for roughness length retrieval, it would be interesting to have a station located downstream to major obstacles, as the area of crops bounded by tree rows on the south-west part of the scene.
