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Givena sequence {An}ofmatricesAn of increasingdimensiondnwith
dk > dq for k > q, k, q ∈ N, we recently introduced the concept
of approximating class of sequences (a.c.s.) in order to define a basic
approximation theory for matrix sequences. We have shown that
such a notion is stable under inversion, linear combinations, and
product, whenever natural and mild conditions are satisfied. In this
notewe focus our attention on the Hermitian case andwe show that
{{f (Bn,m)}m ∈ N} is ana.c.s. for {f (An)}, if {{Bn,m}m ∈ N} is ana.c.s.
for {An}, {An} is sparsely unbounded, and f is a suitable continuous
function defined on R. We also discuss the potential impact and
future developments of such a result.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Given a sequence {An} of matrices An of increasing dimension dn with dk > dq for k > q, k, q ∈ N,
we recently introduced the concept of approximating class of sequences (a.c.s.) in order to define a ba-
sic approximation theory for matrix sequences, and in particular for deducing the eigenvalue/singular
value distribution of difficult matrix sequences from the ones of approximating simpler matrix se-
quences. The knowledge of the functional symbol representing the limit distribution of eigenvalues
has been shown to be crucial in understanding the super-linear convergence behavior [2] of Krylov
methods (see e.g. [6]), especially for the Conjugate Gradient (CG)method (see e.g. [1]) in theHermitian
positive definite case, after resolution of the outliers: in this direction, we refer the reader to the analy-
sis developed by Beckermann and Kuijlaars in recent years [2,8] by using potential theory. From our
side, we have recently shown that the a.c.s. notion is stable under inversion, linear combinations, and
product [9,13], whenever natural andmild conditions are satisfied. In this note we focus our attention
on the Hermitian case andwe show that {{f (Bn,m)} m ∈ N} is an a.c.s. for {f (An)}, if {{Bn,m} m ∈ N} is
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an a.c.s. for {An}, {An} is sparsely unbounded, and f is a suitable continuous function defined onR. The
proposed results enlarge the set of tools for proving the existence and for characterizing explicitly the
limit distribution of eigenvalues for general (structured)matrix sequences, and hence they are of inter-
est for applying concretely the Krylov convergence analysis proposed in [2,8]. In this sense, the above
analysis could be applied for proving that the class of Hermitian Generalized Locally Toeplitz (GLT)
sequences [11] is closedunder e.g. square root or other noteworthy functions of interest in applications.
We recall that the GLT class includes virtually any Finite Difference or Finite Element approximation
of PDEs (see [14,11,12]) and therefore the result of this paper could have impact in stability issues in
the Von Neumann/Lax sense, in providing spectral information for devising efficientmultigrid solvers,
or in providing spectral information on large preconditioned systems, when both the matrix and the
preconditioner belong to the GLT class (see the series of applications discussed in [12]): as an example
of the preconditioning issue, refer to the discussion on the diagonal-plus-structured preconditioning
at the end of Section 3.2 in [3] for a concrete use of the results proposed in this note.
2. Main results
We begin with some preparatory notations and definitions.
Definition2.1 [9].Supposea sequenceofmatrices {An}of sizedn is given.Wesay that {{Bn,m} : m ≥ 0},
Bn,m of size dn, m ∈ N, is an approximating class of sequences (a.c.s.) for {An} if, for all sufficiently
largem ∈ N, the following splitting holds:
An = Bn,m + Rn,m + Nn,m for all n > nm, (1)
with
rank Rn,m  dn c(m),
∥∥Nn,m∥∥  ω(m), (2)
where ‖ · ‖ is the spectral norm (largest singular value), nm, c(m) and ω(m) depend only on m and,
moreover,
lim
m→∞ ω(m) = 0, limm→∞ c(m) = 0. (3)
Definition 2.2. Suppose a sequence of matrices {An}n of size dn is given together with a measurable
complex-valued function θ . Thewriting {An}n ∼λ θ has themeaning that for every F ∈ C0 (continuous
with bounded support)
lim
n→∞
1
dn
dn∑
i=1
F
(
λi
(
An
)) = 1
m(K)
∫
K
F
(
θ(t)
)
dt,
with
{
λi
(
An
)}
denoting the set of the eigenvalues of An (counted with their multiplicities) and with
K ⊂ Cd, d ≥ 1, being the definition set of θ , with positive and finite Lebesgue measurem(K).
Definition 2.3. A matrix sequence {An} of size dn is properly (or strongly) clustered at s ∈ C (in the
eigenvalue sense), if for any  > 0 the number of the eigenvalues of An off the disk
B(s, ) := {z : |z − s| < }
can be bounded by a pure constant q possibly depending on , but not on n. In other words
q(n, s) := #{i : λi(An) /∈ B(s, )} = O(1), n → ∞.
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If every An has only real eigenvalues (at least for all n large enough), then s is real and the disk B(s, )
reduces to the interval (s−, s+). Furthermore, {An} is properly (or strongly) clustered at a nonempty
closed set S ⊂ C (in the eigenvalue sense) if for any  > 0
q(n, S) := #{i : λi(An) 	∈ B(S, )} = O(1), n → ∞, (4)
B(S, ) := ∪s∈SB(s, ) is the -neighborhood of S, and if every An has only real eigenvalues, then
S has to be a nonempty closed subset of R. Finally, the term “properly (or strongly)” is replaced by
“weakly”, if
q(n, s) = o(dn), (q(n, S) = o(dn)), n → ∞,
in the case of a point s (a closed set S), respectively.
The above definitions are given in full generality even if, in this note, our focus is addressed to
sequences formed by Hermitianmatrices. In fact if the sequence {An} is formed by Hermitianmatrices
and {An} ∼λ θ , then necessarily θ is real-valued. Furthermore, it is clear that {An} ∼λ θ , with θ ≡ s
being a constant function, is equivalent towrite that {An} is weakly clustered at s ∈ C (formore results
and relations among the notions of equal distribution, equal localization, spectral distribution, spectral
clustering etc., see [10, Section 4]).
The importance of a.c.s. notion iswell emphasized in the following proposition: it represents a basic
result of approximation theory formatrix sequences since theexistenceof adistributional result for any
of the (simpler) sequences {Bn,m}n implies adistributional result for {An}n, as longas {{Bn,m}n : m ≥ 0}
is an a.c.s. for {An}n.
Proposition 2.1 [9]. Let dn be an increasing sequence of natural numbers. Suppose a sequence formed by
Hermitian matrices {An}n of size dn is given such that {{Bn,m}n : m ≥ 0}, m ∈ Nˆ ⊂ N, #Nˆ = ∞, is an
a.c.s. for {An}n in the sense of Definition 2.1, with all Bn,m being Hermitian. Suppose that {Bn,m}n ∼λ θm
and that θm converges in measure to the measurable function θ . Then necessarily
{An}n ∼λ θ. (5)
A sequence of matrices {An}n is said to be sparsely unbounded if for each M > 0, there exists an
n¯M such that for n ≥ n¯M we have
#{i : |λi(An)| > M} ≤ r(M)dn, lim
M→∞ r(M) = 0. (6)
By invoking the Schur decomposition [4], we get
An = B(1)n,M + B(2)n,M, ‖B(1)n,M‖ ≤ M, rank B(2)n,M ≤ r(M)dn. (7)
If {An} ∼λ θ with a measurable θ taking values in R ∪ {∞}, then {An} is sparsely unbounded if and
only if θ is sparsely unbounded, that is, limM→∞ m{x : |θ(x)| > M} = 0withm{·} denoting the usual
Lebesgue measure. Furthermore, we observe that any function belonging to L1 is sparsely unbounded
and that the product ν(x) of a finite number of sparsely unbounded functions is sparsely unbounded,
since the Lebesgue measure of the set where |ν(x)| = ∞ is zero.
Analogously, a sequence of matrices {An}n is said to be sparsely vanishing if for eachM > 0, there
exists an n¯M such that for n ≥ n¯M we have
#{i : |λi(An)| < M−1} ≤ r(M)dn, lim
M→∞ r(M) = 0. (8)
If {An} ∼λ θ with a measurable θ taking values in R ∪ {∞}, then {An} is sparsely vanishing if and
only if θ is sparsely vanishing, that is, limM→∞ m{x : |θ(x)| < M−1} = 0. Moreover, it is easy to
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check that f is sparsely vanishing if and only if f−1 is sparsely unbounded and that the product ν(x)
of a finite number of sparsely vanishing functions is sparsely vanishing.
The following result has been proved in [9] and in [13]:more specifically, the part concerning linear
combinations and the (componentwise) product of sequences can be found in [9]; the remaining part
regarding inversion can be found in [13].
Proposition 2.2. Let {A(1)n }n and {A(2)n }n, A(i)n ∈ Mdn , i = 1, 2. Suppose that
{{B(1)n,m}n : m ≥ 0} and {{B(2)n,m}n : m ≥ 0},
m ∈ Nˆ ⊂ N, #Nˆ = ∞, are two a.c.s. for {A(1)n } and {A(2)n }, respectively. Then any linear combination of
{{B(1)n,m}n : m ≥ 0} and {{B(2)n,m}n : m ≥ 0} is an a.c.s. for the same linear combination of {A(1)n }n and
{A(2)n }n; if in addition {A(i)n }n, i = 1, 2, are sparsely unbounded matrix sequences, then {{B(1)n,mB(2)n,m}n :
m ≥ 0} is an a.c.s. for the sequence {A(1)n A(2)n }n. Furthermore, suppose that {A(1)n }n is sparsely vanishing
and each A
(1)
n is invertible together with B
(1)
n,m. Then
{{[B(1)n,m]−1}n : m ≥ 0}
is an a.c.s. for the sequence {[A(1)n ]−1}n.
Theorem 2.1. Let {An}n, An ∈ Mdn , be a sequence formed by Hermitian matrices and let {{Bn,m}n : m ≥
0} be one of its a.c.s. Suppose that K is a compact subset ofR and that the sequence {An}n isweakly clustered
at K, in the eigenvalue sense. Take any δ > 0 and any function f continuous on B(K, δ) and arbitrarily
extended elsewhere. Then {{f (Bn,m)}n : m ≥ 0} is an a.c.s. for {f (An)}n.
Proof. From the definition of weak (or general) cluster, for every  > 0, we know that
lim
n→∞ d
−1
n #{i : λi(An) /∈ B(K, )} = 0.
Take any positive r with K ⊂ (−r, r). Then 2r is larger than the diameter of K and hence
lim
n→∞ d
−1
n #{i : λi(An) /∈ [−r, r]} = 0.
The latter directly implies that
lim
r→∞ lim supn→∞ d
−1
n #{i : |λi(An)| ≥ r} = 0,
and then {An}n is sparsely unbounded according to (6).
Now take  > 0 and consider p algebraic polynomial such that
‖f − p‖∞,C < , C = B(K, δ),
where, by definition, ‖h‖∞,S := supx∈K |h(x)| with h being a continuous function defined on the
compact set S. Using a standard Schur decomposition, it is clear that
f (An) − p(An) = Nn, + Rn,, ‖Nn,‖ < , rank(Rn,) = o(dn). (9)
By the second part of Proposition 2.2, since {An} is sparsely unbounded, it follows that for any positive
integer j, fixed independently of n, {{Bjn,m}n : m ≥ 0} is an a.c.s. for {Ajn}n. Therefore again by
Proposition 2.2, first two parts, we find that {{p(Bn,m)}n : m ≥ 0} is an a.c.s. for {p(An)}n, for every
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polynomial p fixed independently of n. In particular, ∀ > 0, ∃c(·), ω(·), n,· nonnegative functions
such that for everym ≥ 0 we can write
p(An) = p(Bn,m) + Rn,m + Nn,m, (10)
with
rank Rn,m  dn c(m),
∥∥∥Nn,m∥∥∥  ω(m), ∀n ≥ n,m,
limm→∞ ω(m) = 0, limm→∞ c(m) = 0.
We choose  = g(m) such that limm→∞ g(m) = 0, limm→∞ ω(m) + c(m) = 0 with ω(m) =
ωg(m)(m), c(m) = cg(m)(m).
Therefore, by combining (9) and (10), we have
f (An) = pg(m)(An) + Rn,g(m) + Nn,g(m)
= pg(m)(Bn,m) + Rn,g(m) + Nn,g(m) + Rg(m)n,m + Ng(m)n,m . (11)
The above partial result allows one to write that {{pg(m)(Bn,m)}n : m ≥ 0} is an a.c.s. for {f (An)}n.
Therefore, for completing theproof, it only remains to study thebehaviorof {f (Bn,m)−pg(m)(Bn,m)}n
for large m. For this end, let us order the eigenvalues of An and Bn,m in a non-increasing order, i.e.,
λ1(X)  λ2(X)  · · ·  λdn(X) with X being either An or Bn,m (or any square Hermitian matrix
of size dn). Since {{Bn,m}n : m  0} is an a.c.s. for {An}n, Definition 2.1 implies that there exist{{Rn,m}n : m  0} and {{Nn,m}n : m  0}, with the conditions indicated in (2) and (3), such that
An = Bn,m + Rn,m + Nn,m ⇔ Bn,m = An − Rn,m − Nn,m.
If we set
A˜n = An − Nn,m,
then, by the MinMax Theorem (see e.g. [4]), we find
λi(An) − ω(m)  λi(A˜n)  λi(An) + ω(m), ∀n ≥ ng(m),m. (12)
Furthermore, writing
Bn,m = A˜n − Rn,m,
again the MinMax Theorem leads to
λi+2c(m)dn(A˜n)  λi(Bn,m)  λi−2c(m)dn(A˜n), ∀n ≥ ng(m),m. (13)
By combining formulae (12) and (13) we deduce
λi+2c(m)dn(An) − ω(m)  λi(Bn,m)  λi−2c(m)dn(An) + ω(m), ∀n ≥ ng(m),m, (14)
and for 1 + 2c(m)dn  i  dn − 2c(m)dn, where ω(m) and c(m) are the quantities indicated in
Definition 2.1. Relation (14) is the classical interlacing property between the ordered spectrum of Bn,m
and that of An.
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Let us consider the compact interval Km defined as the closure of B(K˜, ω(m))where K˜ is the convex
hull of K . Since K is a (weak) cluster for the spectra of {An}n and given the interlacing between the
spectra of An and Bn,m (see (14)), the set Km contains all the eigenvalues of Bn,m except for at most
v(m)dn of them with v(m) ≥ 0 having zero limit asm tends to infinity. Therefore
lim
m→∞ lim supn→∞ dn
−1#{i : λi(Bn,m) /∈ Km} = 0.
Taking a positive rm for which Km ⊂ (−rm, rm), we infer that 2rm exceeds the diameter of K and
hence
lim
rm→∞ lim supn→∞ dn
−1#{i : |λi(Bn,m)| ≥ rm} = 0.
Asaconsequence, form largeenough, {Bn,m}n behavesasa sparselyunboundedsequence inaccordance
with (6).
We observe that for any fixed δ > 0, there exist mδ, δ > 0 such that ∀m > mδ and ∀ < δ , it
holds
B(Km, ) ⊂ B(K, δ).
Therefore, from the choice of the polynomial pg(m), by exploiting the Schur decomposition, we have
f (Bn,m) − pg(m)(Bn,m) = Nn,m(g(m)) + Rn,m(g(m)),
with ‖Nn,m(g(m))‖ < g(m) and rank(Rn,m(g(m))) = o(dn).
Putting together the latter expression with the formula (11), we plainly infer
f (An) = pg(m)(An) + Rn,g(m) + Nn,g(m)
= pg(m)(Bn,m) + Rn,g(m) + Nn,g(m) + Rg(m)n,m + Ng(m)n,m
= f (Bn,m) − Nn,m(g(m)) − Rn,m(g(m)) + Rn,g(m) + Nn,g(m) + Rg(m)n,m + Ng(m)n,m ,
= f (Bn,m) + Nn,g(m) + Rn,g(m),
where
Nn,g(m) = Nn,g(m) + Ng(m)n,m − Nn,m(g(m)),
Rn,g(m) = Rn,g(m) + Rg(m)n,m − Rn,m(g(m)),
‖Nn,g(m)‖ ‖Nn,g(m)‖ + ‖Ng(m)n,m ‖ + ‖Nn,m(g(m))‖
 2g(m) + ωg(m)(m),
rank(Rn,g(m)) rank(Rn,g(m)) + rank(Rg(m)n,m ) + rank(Rn,m(g(m))) (15)
 o(dn) + cg(m)(m)dn,
and with
lim
m→∞ 2g(m) + ωg(m)(m) = 0.
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We now conclude by recalling that Definition 2.1 requires that all relations should hold for n  nm,
for a certain nm. However from the definition of the Landau symbol o(·), for every g(n) = o(dn), there
exists a value nm for which
g(n)  dn
m
, for n  nm.
In conclusion (15) implies
rank(Rn,g(m))  dn
(
1
m
+ cg(m)(m)
)
,
with
lim
m→∞
1
m
+ cg(m)(m) = 0,
and the claimed thesis follows, i.e., {{f (Bn,m)}n : m  0} is an a.c.s. for {f (An)}n in accordance with
Definition 2.1. 
Theorem 2.2. Let {An}n, An ∈ Mdn , be a sparsely unbounded matrix sequence formed by Hermitian
matrices and let {{Bn,m}n : m ≥ 0} be one of its a.c.s. Take any function f continuous on R. Then{{f (Bn,m)}n : m ≥ 0} is an a.c.s. for {f (An)}n.
Proof. The only difference with respect to the assumptions of the previous theorem concerns the fact
that {An}n is not weakly clustered to a compact set, in the sense of Definition 2.3. However, from the
definition of sparsely unbounded sequences and since {An}n is sparsely unbounded by hypothesis, we
know that for any  > 0 the cardinality of the eigenvalues of An exceeding in modulus 1/ has to
be bounded by γ ()dn with γ () ≥ 0 and tending to zero whenever  tends to zero. Therefore we
choose p standard polynomial approximating f with infinity norm error bounded by  on the domain[−1/, 1/]: in such a way (9) is replaced by
f (An) − p(An) = Nn, + Rn,, ‖Nn,‖ < , rank(Rn,) ≤ γ ()dn. (16)
From now we can work on a bounded compact interval (depending on ) so that the proof is reduced
to the one of Theorem 2.1. In fact, relations (10) and (11) are worked similarly as well as the expression
of {f (Bn,m) − pg(m)(Bn,m)}n. Therefore the rest of the proof is not reported in detail here. 
3. Conclusions and future works
In this note we have studied the stability of the a.c.s. notion for sequences formed by Hermitian
matrices, under the action of a continuous function defined on the real line.With the given assumption
of Hermitian character, the results presented here generalize those of [9,13] and have application in
determining, if any, the eigenvalues limit distribution of generalmatrix sequences (refer to Proposition
2.7 in [14] and its generalization, i.e., Proposition 2.3 in [9]). Given the applications of such a study
to the convergence analysis of Krylov-type methods, we believe that the considered field and related
tools are worth to be further investigated. Some issues, not in a special order, are the following:
• Extending Theorems 2.1 and 2.2 to the case where An is not necessarily Hermitian and {An − AHn }n
is distributed as the zero function. Some precise trace-norm conditions seem to be necessary as
emphasized in [5,7].
• Extending Theorems 2.1 and 2.2 to the case of singular values, when the Hermitianity assumption
is dropped.
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• Setting and answering to the question whether {f (An)}n is a GLT sequence if {An}n is.• Determining specific and interesting examples in which such a theory represents a concrete im-
provement for the convergence analysis of Krylov-type methods, for stability issues of approxi-
mated PDEs etc., in the sense indicated in Section 3 of [12].
• Considering the hint given by the knowledge of the spectral symbol in the GLT case for designing
new proposals of CG/GMRes preconditioners and prolongation/restriction operators for multigrid
procedures.
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