This paper studies high-dimensional forecasting and variable selection via foldedconcave penalized regressions. The penalized regression approach leads to sparse estimates of the regression coefficients, and allows the case where dimensionality of the model is much larger than the sample size. The first half of the paper discusses theoretical aspects of the penalized regression under a time series setting. Specifically, we show the oracle inequality with ultrahigh-dimensional time-dependent regressors. The latter half of the paper shows the validity of the penalized regression in two motivating empirical applications. First, we consider forecasting of quarterly U.S. GDP with highdimensional monthly dataset using unrestricted MIDAS framework with penalization.
if we elicit information appropriately from a large number of explanatory variables. However, the performance varies depending on the dimensionality and which estimation method is considered. Without appropriate dimension reduction, performance may be poor owing to accumulated estimation losses from redundant or unimportant variables. After seminal papers on diffusion index (DI) forecasting, such as , a factor model is now a common tool for forecasting with large datasets. Specifically, Stock and Watson (2012) showed that factor-based forecasts have a good performance in comparison with existing forecasting methods, including autoregressive forecast, pretest methods, Bayesian model averaging, empirical Bayes, and bagging. They concluded that the DI successfully works to reduce the dimension of the regression and it seems difficult to outperform it without introducing any drastic changes to a forecast model. Recent extensions of factor models which could be applicable to forecasting include Bai and Liao (2016) , Fan, Ke and Liao (2016a) , Fan, Liao and Wang (2016b) , Hansen and Liao (2016) , and Fan, Xue and Yao (2017) .
In addition to such factor approaches, sparse modeling is another direction to dimension reduction and has rapidly progressed in statistics and econometrics. A sparse model is assumed to contain only a few relevant covariates while many irrelevant ones with zero coefficients. One of the advantages is to allow for ultrahigh dimensionality of covariates, where the number of regressors diverges sub-exponentially. The model can be estimated by a penalized regression, such as the Lasso by Tibshirani (1996) and Frank and Friedman (1993) as a special case, the smoothly clipped absolute deviation (SCAD) penalized regression by Fan and Li (2001) , and regression with the minimax concave penalty (MCP) by Zhang (2010) . The unknown sparsity can be recovered by the penalized regression to pursue both prediction efficiency and variable selection consistency. In these days, the sparse modeling is also of great concern to macroeconometricians because it can handle large macroeconomic dataset effectively and expected to cast as an alternative of the factor model; in particular, see Bai and Ng (2008) , De Mol, Giannone, and Reichlin (2008) , Chen (2014), Marsilli (2014) , and Nicholson, Matteson, and Bien (2015) . It is worth mentioning here that they mainly focused on the ℓ 1 -penalty (Lasso) though it may lack model selection consistency while the SCAD and MCP can have. Moreover, to the best of our knowledge, it is hard to find a statistical theory for these SCAD-type penalties in a time series context. With such motivations, the paper sheds light on the validity of the penalized regression through comprehensive theoretical and empirical investigations that are suitable for macroeconomic time series.
Time series analysis and macroeconomic forecasting in high-dimensional settings have been well developed in late years. Basu and Michailidis (2015) establishes the oracle inequality for the lasso with weak dependence under Gaussian assumption. High dimensional Vector autoregressions (VAR) have been explored by several authors, including Bickel (2011), Callot and Kock (2014) , and Kock and Callot (2015) . A Bayesian VAR in high dimension is investigated by Banbura, , Koop (2013) and Gefang (2014) . Kock (2016) considers adaptive lasso in not only stationary but also nonstationary autoregressions. Davis, Zang, and Zheng (2016) proposes a two-stage approach to estimating sparse VARs based on the partial coherence and t-test statistic together with the BIC. For panel data models in high dimensions, Kock (2013) considers estimation of models with random and fixed effects and establishes the oracle property. Kock and Tang (2018) achieves the oracle inequalities and investigates uniformly valid inference for panel data models with fixed effects. Regarding panel VAR models, Schnucker (2017) proposes a new Lasso-type estimator and conducts forecasting as an empirical example. Koop and Korobilis (2018) explores Bayesian panel VAR with time-varying parameters and stochastic volatility. In terms of variable selection in predictive regressions, Ng (2013) investigates finite sample properties of forecast values based on the BIC, AIC and Lasso, and finds the Lasso has rather stable compared to the others. Kallestrup-Lamb, Kock, and Kristensen (2016) uses the (adaptive) lasso in high-dimensional linear and logistic regressions to analyze the retirement decision of workers. Another direction for forecasting can be found in Kock and Teräsvirta (2014) and Kock and Teräsvirta (2016) ; they consider forecasting during an economic crisis based on neural network models and novel three automated modeling techniques. Li, Zbonakova, and Härdle (2017) combines propagation-separation approach and SCAD-penalized regression to perform variable selection and capture parameter instability simultaneously. Smeekes and Wijler (2018) finds through both simulation and empirical studies that the lasso-type estimators can outperform factor approaches when there exists a non-sphericity in the idiosyncratic component or cointegrating relation among variables. Kim and Swanson (2018) examines similar analyses and also concludes machine learning and shrinkage methods are useful for forecasting.
In the first half of this paper, we provide theoretical properties of the penalized regression estimator with the SCAD-type penalties as well as ℓ 1 -penalty under suitable conditions for macroeconometrics, from the perspective of prediction efficiency. In light of recent development of the literature, this has not been fully addressed in the literature. We first derive a non-asymptotic upper bound for the prediction loss called the oracle inequality that can be enjoyed by the Lasso and SCAD-type penalties. This ensures that the forecast value is reliable with implying optimality in the asymptotic sense. Next, we also discuss inferential aspects known as the oracle property for the SCAD-type penalization and its limitation. This property gives correct selection of the subset of predictors and estimation of the non-zero coefficients as efficiently as would be possible if we knew which variables were irrelevant.
Note that this property will basically be endowed to the SCAD-type penalties rather than the Lasso. For theoretical details on the oracle property for time series models, see Medeiros and Mendes (2016) .
In the second half, we check the empirical validity of the penalized regression in macroeconometrics by two applications. First, in order to observe the validity of oracle inequality, we consider to forecast quarterly U.S. real GDP with a large number of monthly predictors using MIDAS (MIxed DAta Sampling) regression framework originally proposed by Ghysels, Sinko, and Valkanov (2007) . Since the total number of parameters is much larger than that of observations, this situation should be treated as an ultra-high dimensional problem. In contrast to the original MIDAS model of Ghysels, Sinko, and Valkanov (2007) , the penalized regression enables us to forecast the quarterly GDP using a large number of monthly predictors without imposing a distributed lag structure on the regression coefficients. We find that the forecasting performance of the penalized regression is better than that of the factor-based MIDAS (F-MIDAS) regression by Marcellino and Schumacher (2010) and is competitive with a nowcasting model based on the state-space representation in real-time forecasting. Second, to observe accuracy of model selection, we investigate how well the penalized regression can screen a hidden fund manager's portfolio from a large-dimensional NYSE stock price data set. We construct artificial portfolios, and then confirm that the SCAD-type penalized regression effectively detects the relevant stocks better than the Lasso. These two convincing empirical applications motivate us to apply the penalized regression to macroeconomic time series broadly.
The remainder of this paper is organized as follows. Section 2 specifies a ultrahighdimensional time series regression model and the estimation scheme. A statistical validity of the method is explored in Section 3 by deriving the oracle inequality. A limitation of the inferential aspects is also discussed. Section 4 illustrates how we can apply the penalized regression to macroeconomic time series by two empirical analyses, such as forecasting and portfolio screening. Section 5 concludes. The proofs and miscellaneous results are collected in Appendix.
Regression Model
The regression model to be considered is
where y = (y 1 , . . . , y T ) ⊤ is a response vector, X = (x 1 , . . . , x T ) ⊤ is a covariate matrix
⊤ is an error vector, and
subvector of nonzero elements and β 0B = 0. We also denote jth column vector of X by
Further, we write X = (X A , X B ) corresponding to the decomposition of the parameter vector. Throughout the paper, we assume that for each j, {x tj u t } t is a martingale difference sequence with respect to an appropriate filtration.
The objective of the paper is how we construct an efficient h-step ahead forecast of y T +h and how we select variables consistently when dimension p is much larger than T .
More specifically, we consider an ultrahigh-dimensional case, meaning that p diverges subexponentially (non-polynomially). In such cases, X may contain many irrelevant columns, so that the sparsity assumption on β 0 is appropriate. At the same time, the degree of sparsity s may also diverge, but s < T must be satisfied. The estimation procedure should select a relevant model as well as consistently estimate the parameter vector. The estimatorβ is defined as a minimizer of the objective function
, is a penalty function indexed by a regularization parameter λ(= λ T ) > 0. The penalty function p λ takes forms such as the ℓ 1 -penalty (Lasso) by Tibshirani (1996) , SCAD penalty by Fan and Li (2001) , and MCP by Zhang (2010) . These penalties belong to a family of so-called folded-concave penalties because of their functional forms. The statistical properties have been developed for models with a deterministic covariate and i.i.d. Gaussian errors in the literature on high-dimensional statistics. We thoroughly investigate these properties, while relaxing the assumptions sufficiently to include many time series models.
We introduce the three penalties to be used. Let v denote a positive variable. The ℓ 1 -penalty is given by p λ (v) = λv, and we then obtain p ′ λ (v) = λ and p ′′ λ (v) = 0. The SCAD penalty is defined by
Its derivative is
Theoretical Result
In this section, we establish an important theoretical result, the oracle inequality for time series models. The oracle inequality gives an optimal non-asymptotic error bound for estimation and prediction in the sense that the error bound is of the same order of magnitude up to a logarithmic factor as those we would have if we a priori knew the relevant variables; see Buhlman and van de Geer (2011) . This result strongly supports the use of penalized regressions in terms of forecasting accuracy, even in ultrahigh-dimensional settings. The existing researches have shown the oracle inequality under i.i.d. Gaussian errors and deterministic covariates, but in the paper we extend the result to apply to a certain class of time series models.
Assumption 1. Penalty function p λ (·) is characterized as follows:
Assumption 1 determines a family of folded-concave penalties that bridges ℓ 0 -and ℓ 1 -penalties. The SCAD and MCP are included in this family. The ℓ 1 -penalty also satisfies this as the boundary of this class.
We define the gradient vector and Hessian matrix of (2T )
Oracle Inequality
We derive optimal non-asymptotic error bounds for estimation and prediction called the oracle inequality. In the literature, Ch. 6 of Buhlman and van de Geer (2011) presented a complete guide for the inequality using the ℓ 1 -penalty with fixed predictors and i.i.d. normal errors. We extend the result in two ways. First, the inequality holds for the general model (1). Second, we prove that the upper bounds for the errors under ℓ 1 -and the other folded-concave penalizations characterized by Assumption 1 are the same up to a constant factor. This indicates that the forecasting error bounds decay with the same asymptotic rate, irrespective of the folded-concave penalty used. We first derive the bounds under two high-level assumptions in Section 3.1.1. We next consider the conditions under which the two high-level assumptions are actually verified in a reasonable time series setting in Section 3.1.2.
Generl result from the literature
First we review a general result known in the existing literature. We start with the following high-level assumptions: Assumption 2. There are a positive sequence λ = λ pT and a positive constant c 1 such that E c 1 , the complement of the event
there are positive constants c 2 and
These two assumptions fully control the randomness of the regression model, irrespective of the dependence structure and tail behaviors. Assumption 2 requires that the gradient vector G 0T to behave less fluctuate and converge to zero with an appropriate rate determined by λ. Assumption 3 is a stochastic version of the restricted strong convexity studied by Negahban, Ravikumar, Wainwright, and Yu (2012) . This postulates that the minimum eigenvalue of sub-matrices of Hessian matrix H T should not be too small and bounded by γ from below.
Under the assumptions listed above, we can derive the following theorem:
Theorem 1 (Oracle inequality). Let Assumptions 1-3 hold. Then, for any minimizerβ of Q T (β), the following inequalities hold simultaneously with probability at least
Theorem 1 provides non-asymptotic error bounds for any combination of p, T , and s.
Note that the results have richer information than the conventional asymptotic results. First, the asymptotic results are implied by the non-asymptotic results. In fact, if γ is assumed to be fixed, the error bounds (a) and (b) converge to zero as long as λ goes to zero relatively faster than s 1/2 or s and it implies consistency of the estimator. More specifically, in a simple setting with i.i.d. Gaussian u t and nonrandom X t , it is known that λ should be given
by O((log p/T ) 1/2 ), leading to the explicit convergence rates O((s log p/T ) 1/2 ) for (a) and (c), and O(s(log p/T ) 1/2 ) for (b). Second, the non-asymptotic bounds reveal how correlation between the covariates affects the estimation and prediction accuracy. If γ becomes small, we can observe the upper bound tends to loose. Result (c) exhibits an optimal bound for the prediction loss in the ℓ 2 -norm in the sense of Buhlman and van de Geer (2011) . This result justifies using any penalty function specified by Assumption 1 when the aim is forecasting due to the following two reasons. First, the bound in (c) means
with high probability, under an appropriate choice of λ. This fact implies the forecast values converges to its conditional expectations in mean square. Second, the bound (c) gives the best possible bound of the forecast value under ultrahigh dimensionality. Consider a simple case such that X is deterministic, u is i.i.d. with a unit variance, and s = p < T . Then, the squared risk of the OLS estimatorβ OLS = (X ⊤ X) −1 X ⊤ y becomes 
Definition 1 forms a family of random variables whose tails decay at least as fast as the Gaussian tail. More specifically, X ∼ subG(α 2 ) has the tail probability P (|X| > x) ≤ 2 exp{−x 2 /(2α 2 )}. Note that α 2 is not the variance of X ∼ subG(α 2 ). In fact, it is known that E[X 2 ] ≤ 4α 2 , so that the variance can be larger than α 2 . Similarly, for Y ∼ subE(γ, b),
we have the tail probability
important fact is that the product of two independent subG random variables becomes subE; see Lemma 1 in Appendix for the details. Based on this property, the proofs of propositions below will go through by using Bernstein's inequality for subE random variables.
In order to specify the processes of X and u, we assume the same structure as Ahn and Horenstein (2013) ; the covariate X and the error u are respectively given by
where
, and τ > 0 are deterministic and Z = (z ti ) ∈ R T ×p and e = (e t ) ∈ R T are composed of random variables.
More specifically, they are characterized by the following assumption: 
The latter statement in Corollary 1 is easily verified since sλ = o(1) and condition can anticipate that the rate of convergence will change when mitigating the summability conditions in Assumption 4(c). If some norms diverge (slowly) in Assumption 4(c), the resulting rate will become slower. Another factor is a fatter tail behavior than the assumed subG random variables. For more information on effects of heavy-tailedness, see Section C in Appendix.
Discussion: Inference Based on Penalized Regressions
We have observed that the penalized regressions can achieve the oracle inequality under reasonable assumptions which indicate efficient prediction. At the same time, we want to know inferential aspects; that is, we are interested in properties of model selection and asymptotic distribution of the Lasso and SCAD-type penalized regressions. It is well known from the literature that the Lasso has limitation in capacity of selecting the underlying true submodel while the SCAD-type penalized regression have possibility to do so. In fact, the SCAD-type penalization has a chance to enjoy the oracle property:
Property 1 (Oracle property). Under some assumptions, there exists a local minimizer
(a) (Sparsity)β B = 0 with probability approaching one;
Results (a) and (b) means that the SCAD-type penalized regression has the variable selection consistency. Result (c) guarantees that the non-zero coefficients can be efficiently estimated as if A were known in advance; see for a complete guide in an
The point is that this property holds only in a very ideal case. Unfortunately, some of the required assumptions are hardly satisfied in many high-dimensional macroeconometric applications. For example, a condition suffer from collinearity caused by strong correlations among many macroeconomic variables. Actually, under strong collinearity, the model selection consistency tends to be violated; see Section D in Appendix. In addition, a more serious problem arises due to the so-called beta-min condition:
) . This is necessary for the oracle property to distinguish the nonzero coefficient of relevant variables from zero, with ruling out variables that have small magnitude of coefficients.
However, in a series of articles by Leeb and Pötscher, they 
Empirical Examples
In this section, we provide two empirical examples that illustrate how well the penalized regression works in macroeconometric analyses. The first example is motivated by the oracle inequality that justifies to employ the penalized regression for forecasting. We focus on macroeconomic forecasting with mixed-frequency data. The second example considers variable selection the SCAD-type penalized estimator is expected to have by investigating hidden portfolio screening.
Forecasting Quarterly U.S. GDP with a Large Number of Predictors

Penalized MIDAS regression
In this section, we illustrate how to apply the penalized regression model to macroeconomic time series using the MIDAS (MIxed DAta Sampling) regression framework. The MIDAS regression model was originally proposed by Ghysels, Sinko, and Valkanov (2007) and it is now one of the standard tools for macroeconomic forecasting with mixed-frequency data, as well as the now-casting model based on the state-space representation: see e.g., Giannone, Reichlin, and Small (2008) and Banbura and Modugno (2014). The original (or basic)
MIDAS regression model has an advantage of describing a forecasting model with a large number of lags of the predictors in a simple and parsimonious way by employing a distributed lag structure with a few hyperparameters. However, the distributed lag structure seems quite restrictive, and more importantly, the original MIDAS is not suitable when the number of predictors is very large. In fact, the original MIDAS can just reduce the dimensionality originated from lags, but not the dimensionality of predictors itself. For example, consider the original MIDAS regression model including a constant term with N macroeconomic time series, K (K ≪ N ) hyperparameters, and ℓ lags. In this case, the total number of parameters to be estimated is N K + 1, which is reduced from N K(ℓ + 1) + 1. Thus, the original MIDAS only successfully reduces the total number of parameters regarding the lags, but it invokes a serious efficiency loss or even it makes the model inestimable once N is getting very large.
On the other hand, the penalized regression scheme enables us to directly estimate the highdimensional MIDAS regression without imposing any distributed lag structures, since the coefficients of irrelevant predictors are automatically estimated to be zero.
Here we propose the penalized MIDAS regression model that applies the penalized re-gression framework to the mixed-frequency data. This can reduce the dimensionality caused from both N and ℓ. Let {y t , x (m) t/m } be the MIDAS process in line with Andreou, Ghysels, and Kourtellos (2010) , where the scalar y t is the low-frequency variable observed at t = 1, . . . , T , and the (N + 1)-dimensional vector
) ⊤ is a set of higher-frequency variables observed m times between t and t − 1. For example, m = 3 if we forecast a quarterly variable with monthly predictors. We consider the h-quarter-ahead mixed-frequency forecasting regression model with ℓ lags,
where later. Note that model (4) has the same structure as (1) with p := N (ℓ + 1) + 1 but it differs from the original MIDAS in the sense that our model does not employ the distributed lag structure on x t−h , while the original MIDAS uses
Note that the penalized MIDAS regression model (4) stands on the sparsity assumption on forecasting regression coefficients. Although the assumption seems restrictive, it is rather plausible in a macroeconomic forecasting point of view because it is natural to consider that there is a small set of key predictors that contain rich information with non-zero coefficients while there are lots of redundant predictors with zero coefficients when we forecast macroeconomic time series. Bai and Ng (2008) shared the same spirit and they call the key predictors as targeted predictors. Here we may also consider the broader situation where the redundant predictors would have very low but non-zero forecasting power. Since the penalized regression makes their coefficient estimates zero even in this case, we can interpret the sparsity assumption leads to an approximation of a true forecasting model. Note further that Marsilli (2014) proposed a similar method to our penalized MIDAS regression, but his model completely differs from ours; he employed the original MIDAS parsimonious parameterization of distributed lags.
Data
U.S. quarterly real GDP growth is taken from the FRED database. The sample period is from 1959Q4 to 2017Q3. We retrieve 117 U.S. monthly macroeconomic time series (N = 117) from the FRED-MD database and the series are appropriately detrended according to a guideline given in McCracken and Ng (2015) . Note that the FRED-MD database originally contains a total of 128 series, but we remove 11 series because the CBOE S&P 100 Volatility 
Forecasting strategy
We evaluate the out-of-sample forecasting performance by mean squared forecast errors The penalized MIDAS regression is expected to be robust to the choice of ℓ, as long as we choose ℓ to be moderately large, because the penalized regression conducts dimension reduction as well as parameter estimation. To investigate the forecasting performance of the penalized MIDAS regression model with a variety of horizons, we examine cases where h = 0, 1/3, 2/3, 1, 4/3, 5/3, 2 in the same manner as Clements and Galvao (2008) and Marcellino and Schumacher (2010) . The cases h = 0, 1/3, and 2/3 correspond to nowcasting in the sense that we forecast contemporaneous or very short-forecast-horizon quarterly GDP growth using monthly series before the official announcement of the GDP, while the case h = 2 is a forecast with a relatively long horizon. The sample size of the estimation period T gradually increases and varies depending on h; for example, T ranges from 161 to 231 if h = 0, and from 159 to 229 if h = 2. Finally, we need to predetermine the values of tuning parameter a and regularization parameter λ. Following the guidelines by Breheny and Huang (2011) 
Forecast methods
We consider the following three evaluation periods: The factor MIDAS is expected to be one of the strong competitors since the factorbased forecast performs well in forecasting real variables; see e.g., , Stock and Watson (2012) , De Mol, Giannone, and Reichlin (2008) . The factor MIDAS considered here is based on the basic MIDAS structure with the exponential Almon lag of two hyperparameters. This is implemented by midasr package in R. The number of factors is assumed to be seven (r = 7) based on the information criterion IC p2 by Bai and Ng (2002) .
Although we can consider the unrestricted factor MIDAS as in Marcellino and Schumacher (2010) , which is free from the distributed lag structure, we do not because of its intractability caused by high dimensionality.
The OLS post-Lasso is expected to perform at least as well as the Lasso and to have better performance in some cases. Roughly speaking, the OLS post-Lasso implements the Lasso as a first screening for effective predictors and then run the OLS only with the selected predictors. More precisely, it consists of the following five steps:
1. Let I 1 , . . . , I 5 be 5 subsamples for the 5-fold CV and {λ 1 , . . . , λ M } be a set of potential regularization parameters. We run the Lasso with each λ ∈ {λ 1 , . . . , λ M } in kth subsample I k for k = 1, . . . , 5, and get the active sets A 1 (λ), . . . , A 5 (λ).
2. Run the OLS of y t on {x j } such that j ∈ A k (λ) in each subsample I k and get
3. Determine λ * as to satisfy
4. Estimate model (4) by the Lasso with λ * in the whole sample ∪ 5 k=1 I k = {1, 2, . . . , T } and obtain the active set A(λ * ) = {j :β j (λ * ) ̸ = 0}, whereβ j (λ * ) denotes jth element of the Lasso estimate β with λ * for j = 1, 2, . . . , N (ℓ + 1) + 1.
5. Run the OLS only with active covariates {x j } such that j ∈ A(λ * ), and we obtain the OLS post-Lasso estimator.
It should be stressed that determining λ * in the 3rd step, the CV procedure is different from that in the (conventional) Lasso because we need to select λ * so as to minimize the sum of squared residuals (SSR) that are obtained by the OLS with screened covariates in each k subsample. In this example we set M = 100 and potential regularization parameters Table 1 shows that every method is much better than the naive AR(4) forecast (i.e., the values are less than one) with a few exceptions, but that the MCP, SCAD, and Lasso outperform the factor MIDAS and OLS post-selection estimators in the overall sample as a whole, in terms of both the mean and median squared forecast errors. Inclusion of the lagged dependent variable does not essentially affect the forecasting performance of the MCP, SCAD, Lasso, and OLS post-selection estimators, but improves the MSFEs of the factor MIDAS. Here we should mention that the MSFE of the factor MIDAS when h = 1/3 is much worse than the other methods. It is mainly due to outliers of forecast values around the subprime mortgage crisis. The factor MIDAS is not necessarily much worse than the other estimators for the other h's although the forecasts of the Factor MIDAS tend to be volatile. We find the post-selection estimators work well in terms of MSFE in some cases (h = 2/3 and h = 1), however, they do not necessarily work better than the MCP, SCAD, and Lasso both in mean and median measures. Let us see the forecast performance when h ≥ 1. The table shows that all the forecasts have similar forecast performances; they perform well when h = 1, however, when h > 1, they are all beaten by the AR(4) forecast. The results are not surprising because previous studies, such as Clements and Galvao (2008) and Marcellino and Schumacher (2010) , reported the same tendency. Here we also find the OLS post-SCAD behaves like the OLS post-Lasso. It is be-cause the OLS post-SCAD has almost the same active set A(λ * ) in the screening step. Next, we see the results for the subsamples. Tables 2 and 3 show the forecasting performances for the first and second subsamples, respectively. As a whole, both of the results are the same as the whole sample case; the forecasts with the MCP, SCAD, and Lasso are superior to those with the Factor MIDAS, OLS-post-selection estimators, and naive AR in the nowcasting cases, although they are not necessarily reliable when we consider the forecast with a long horizon.
In consequence, our analysis shows that the forecasts with mixed frequency by the MCP, SCAD and Lasso have good forecast performances in nowcasting though it does not seem to be a primary tool for forecasting with relatively long horizons. At the same time, we also find that the forecast performances of the post-inference estimators are not so convincing contrary to our expectation. The reason may come from strong time dependences in covariates. Section E in Appendix examine performances of the MCP, SCAD, Lasso, and OLS post-Lasso with the simulated data, where the covariates are moderately cross-sectionally dependent but time-independent. We find from the simulation that the OLS post-Lasso performs better than the other penalization methods, which supports our conjecture; see Section E for details. Furthermore, we have seen that the penalized regression estimators perform well in nowcasting with a complete data, so far. However, when we actually conduct real-time forecasting of quarterly GDP with monthly data, a complete dataset may not be available because of possible publication lags. Thus, it happens to face an incomplete, so-called jagged (ragged)-edge dataset that contains missing values in some latest months.
Section F in Appendix investigates the forecast performance with such jagged-edge data and finds favorable results comparing with the state-space maximum-likelihood method; see Section F for details.
Screening Effective Portfolio from a Large Number of Potential Securities
Recently, several studies on portfolio selection have focused on the penalized regression as it can select stocks in a portfolio among a large number of potential stocks. Brodie, Daubechies, Giannone, De Mol and Loris (2009) found out that the penalized regression is useful in selecting optimal portfolio in terms of the out-of-sample performance measured by the Sharpe ratio; Fan, Zhang, and Yu (2012) introduced gross-exposure constraints to admit short sales in the estimation of an optimal portfolio; Carrasco and Noumon (2012) focused on estimating a precision matrix of returns. They noticed that the penalized regression was quite useful to stabilize the estimation of the covariance matrix and provided better finite sample performances than traditional methods.
To the best of our knowledge, the existing literature focused mainly on yieldability.
However, it seems interesting to examine the consistent estimation of hidden weights of the portfolio; that is, we are curious in screening how fund managers construct their portfolio from a large number of potential securities. Unlike the other high-dimensional estimation methods, such as the factor and the Ridge regression, the SCAD-type penalized regression may enable us to reveal their portfolio from a large dataset of stock prices. It is because the SCAD-type penalized regression is expected to have a chance to select variables consistency as stated in Property 1. In this section, we examine how well the penalized regression usefully works in this direction using a large NYSE stock price dataset.
Portfolio construction
Suppose a fund manager faces p potential stocks, where x it is the rate of return of the ith (i = 1, 2, . . . , p) stock at time t. Let x t = [x 1t , x 2t , . . . , x pt ] ⊤ be the p-dimensional rates of the return vector at t and ω 0 be the p-dimensional weight vector of the portfolio that satisfies ∥ω 0 ∥ 0 = s (≪ p), ι ′ ω 0 = 1 and ∥ω 0 ∥ 1 = ζ w , where ζ w ∈ [1, ∞) and ι is a p-dimensional vector with all the elements being one. That is, the portfolio is constructed by s stocks from p potential stocks. We assume the fund manager constructs her portfolio as
where u t is a miscellaneous component that includes all assets in the portfolio other than stocks, such as T-bills and corporate bonds. Further we assume that x t and u t are independent of each other and
Although we might consider the case in which x t and u t are dependent by extending the results of Fan and Liao (2014) , this is beyond the scope of our research, and we regard x t and u t as independent here. . We assume the fund manager holds s/2 stocks for long and s/2 stocks for short sales respectively, and she employs equal weights among long and short sales; that is, we assume ω 0i = w + 0 /(s/2) for i ∈ ω 0A+ , −w − 0 /(s/2) for i ∈ ω 0A− , and 0 for i ∈ ω 0B , where ω 0i is ith element of ω 0 , and ω 0A+ , ω 0A− , and ω 0B are sets of stocks of long, short, and no sales, respectively.
Data and evaluation strategy
We retrieve weekly stock price data of the NYSE from Yahoo! Finance. Our dataset contains The purpose of this application is to unseal the hidden stocks in which the fund manager invested from a large number of potential stocks. We examine how well the penalized estimatorω can distinguish the nonzeros from zero elements of ω 0 in finite samples. Then we evaluate the finite sample performances ofω to focus on SC-A = P (sgn(ω A ) = sgn(ω 0A )) and SC-B = P (sgn(ω B ) = sgn(ω 0B )); the SC-A refers to the success rate of detecting nonzero elements of ω 0 with the correct sign while the SC-B that of detecting zero elements. We 
Empirical results
Figures 1-2 and 3-4 show the SC-A and SC-B of the MCP, SCAD, and Lasso for 172 evaluation periods with s = 34 and 40, respectively. To begin with, we consider the SC-A.
At a glance, both Figures 1 and 2 reveal two characteristics ofω. First, the SC-A increases toward one as T grows, irrespective of the penalties. Although the SC-A of s = 40 seems uniformly lower than that of s = 34 for all T , this is due to the fact that many nonzero elements require a greater search cost. Second, the SC-A of the Lasso tends to be higher than that of the MCP and SCAD when T is relatively small, while it seems reversed when T is large. This is consistent with the theory because the Lasso tends to have many false positive estimates. That is, it overestimates the total number of nonzero elements since it rarely satisfies the assumptions for model selection consistency, while the MCP and SCAD may satisfy these assumptions. The SC-A of the Lasso is not expected to be higher than that of the MCP and SCAD when T is large.
Next, we focus on the SC-B. Figures 3 and 4 show that SC-B of the MCP and SCAD are successfully nearly equal to one with dominating that of the Lasso for all T . The results are again consistent with the theory because the MCP and SCAD have the oracle property, which means that they can generally detect true zero parameters more precisely than the Lasso can.
In summary, our empirical results reveal that the model selection consistency of the SCAD-type penalty works well in a large stock price dataset. This implies that the penalized regression is effective when we want to detect the composition of fund manager's portfolio from large financial datasets. However, we should keep in mind that conditions for the variable selection consistency do not necessarily hold in macroeconomic data as discussed in Section 3.2.
Conclusion
We have studied macroeconomic forecasting and variable selection using a folded-concave penalized regression with a very large number of predictors. The contributions include both theoretical and empirical results. The first half of the paper developed the theory for a folded-concave penalized regression in ultrahigh dimensions when the model exhibits time series dependences. Specifically, we have proved the oracle inequality under appropriate con- Rigollet and Hütter (2017) , for instance. Then we see from the dominated convergence theorem and
where we have used
This means that the product X i X j is subE(4eα i α j ).
(b) By the definition of subG, we have
which yields the result.
where the inequality holds for all |s| ≤ (max i |ψ i |γ i ) −1 . This gives the result by the definition of subE, and completes all the proofs. □
Lemma 2. Under Assumption 4, we have
Proof. We prove the boundedness of the first term. We have
which is bounded for all (large) T by Assumption 4. The same result holds for the second term under Assumption 4 as well. □
B Proofs of the Main Results
B.1 Proof of Theorem 1
Proof. For anyβ that minimizes Q T (β), we have
By model (1) and Hölder's inequality, this can be rewritten and bounded as
The Mean value theorem, Assumption 1, and the triangle inequality give
where b j is a point between |β 0j | and |β j |. In what follows, we have only to work on event E 1 defined in Assumption 2. On the event, we have ∥T −1 X ⊤ u∥ ∞ ≤ λ/2, so that (1) and (2) entail
Lemma 1 of Negahban, Ravikumar, Wainwright, and Yu (2012) yields
Thus, Assumption 3 gives
By (3)- (5) and the Cauchy-Schwarz inequality, we have
This concludes the error bound in the ℓ 2 -norm
Using (6), we can obtain the error bound in the ℓ 1 -norm as well. We have
Finally, we derive the prediction error bound from (7)and (3). We obtain
Results (6)- (8) 
B.2 Proof of Proposition 1
Proof. We are interested in the probabilistic behavior of ∥G 0T ∥ ∞ = ∥T −1 X ⊤ u∥ ∞ ; specifically we want to find a positive sequence λ = λ pT and some positive constant c 1 such
We observe from the construction that
Lemma 1 entails
, which furthermore implyz tjẽu ∼ ind. subE(4eα 2 | ∑ T s=1 r st s su |∥σ ·j ∥ 2 ) for each j. Therefore, we can find by Lemma 1(c) that
for each j. Thus, Bernstein's inequality of a sub-exponential random variable together with the union bound yields
for all x ∈ [0, I 1 ], where
Note that I 1 = O(1) and lim inf T I 1 > 0 due to Assumption 4 and Lemma 2. Thus, if we
and an arbitrary fixed ν > 0, this falls into [0, I 1 ] eventually. Then, the upper bound of the probability reduces to 2p exp
This means that ∥T
holds with probability at least 1 − 2p −ν for any fixed ν > 0. Thus, (9) holds with λ = c 0 (log p/T ) 1/2 and c 1 = ν, where c 0 = 2τ (c 1 (1 + ν)) 1/2 and ν arbitrary but positive fixed constant. □
B.3 Proof of Proposition 2
Proof. To bound T −1 ∥Xv∥ 2 2 /∥v∥ 2 2 from below, it is helpful to find the convergence rate of
This summation is divided into to parts: (i) (u, k) = (v, ℓ) and (ii) (u, k) ̸ = (v, ℓ). We bound each and then combine these results.
We first consider (i). In this case, we have
By Lemma 1.12 of Rigollet and Hütter (2017) , we have z 2 uk − Ez 2 uk ∼ subE(16α 2 ). Hence, Lemma 1 yields
for each i and j. This implies that
for all x ∈ [0, I 2 ], where
This is shown to be bounded and lim inf T I 2 > 0. Setting x = (c 2 (2 + ν)T −1 log p) 1/2 with c 2 = 512α 4 max i ∥σ 2 ·i ∥ 2 2 max u ∥r ·u ∥ 4 2 and an arbitrary fixed ν > 0 makes the upper bound be equal to
This establishes the bound
holds with probability at least 1 − 2p −ν .
Next we consider (ii). In this case, we have
where σ ki σ ℓj z uk z vℓ ∼ ind. subG(4eα 2 σ ki σ ℓj ) for each i and j by Lemma 1. Thus, we obtain
for each i and j. By using the same inequality as in (i), we have a similar inequality
for all x ∈ [0, I 3 ], where
and is shown to be bounded and lim inf T I 3 > 0. Setting x = (c 3 (2 + ν)T −1 log p) 1/2 with c 3 = 32e 2 α 4 max i ∥σ ·i ∥ 2 2 max t ∥r t· ∥ 2 2 max v ∥r ·v ∥ 2 1 and an arbitrary fixed ν > 0 makes the upper bound be equal to
This establishes the bound ∥T
holds with probability at least 1 − 2p −ν . Finally, combining (i) and (ii) with settingc 2 ∨c 3 ≤ c 4 := 512α 4 max i ∥σ ·i ∥ 2 2 max t ∥r t· ∥ 2 2 max v ∥r ·v ∥ 2 1 leads to the result
where γ 0 = 2c 1/2 4 (2 + ν) 1/2 . Finally, we bound T −1 ∥Xv∥ 2 2 /∥v∥ 2 2 from below by some positive constant. Let W = ZΣ 1/2 . We see that its expectation is bounded from below as
where the last inequalities hold by Assumption 4. Since v is in
where the third inequality follows from Lemma 10 with probability at least 1 − 4p −ν . Rearranging the terms and using (11) yield
Taking infimum over v ∈ V gives the result. □
C Extension to Heavy-Tailed Random Variables
We have derived the oracle inequality (Theorem 1) under the assumption that X and u possess sub-Gaussian tails; see (3) and Assumption 4 with Definition 1. Taking recent attention on heavy-tailed phenomena into consideration, however, this tail assumption is sometimes too restrictive. In this section, we present a basic idea to extend it to heavytailed situation. We first introduce a formal definition of a class of heavy-tailed random variables called semi-exponential (denoted by semiE) class. This forms a family of random variables that have fatter tails than subE. In fact, subE corresponds to the boundary case, ξ = 1, in Definition 3. It is noteworthy that for a sum of independent semiE random variables, Bernstein's inequality is available as in the case of subE though it has a little different formulation. As is explained in Section 3, Propositions 1 and 2 provide complete information for obtaining Theorem 1. More specifically, Bernstein's inequality (for subE) controls the entire stochastic behaviors in their proofs. In this sense, it is conceptually straightforward to achieve the oracle inequality even under semiE conditions since Bernstein's inequality for semiE is applicable. We observe a specific way of extension.
For comparison, suppose first the case where X and u are such that (
for all i ∈ {1, . . . , p}. Note that this holds when x ti and u t are both assumed subG; see Lemma 1. Here, we suppressed any time dependence in the model to elucidate an essential point.
Then, by Bernstein's inequality together with the union bound, we have
where ≲ denotes ≤ up to a positive constant factor and C 1 and C 2 are some positive constants that depend only on α. We can see that, if we assign x = λ ∼ (log p/T ) 1/2 , we only consider the first term in the upper bound because it dominates the second asymptotically. This is also true for all λ converging to zero.
Next, suppose the case where X and u satisfy (x ti u t ) t ∼ i.i.d. semiE(ξ) for all i ∈ {1, . . . , p}. Then, from Nerlevede, Peligrad and Rio (2011), Bernstein's inequality for semiexponential random variables is available:
Contrary to the case of x t1 u t ∼ subE(α) above, the second term in the upper bound will dominate the first for some class of λ to be assigned, depending on its convergence rate to zero. This also depends how large p and ξ the model has. In general, we should take
which will make the upper bound of the probability be O(p −C ) for some positive constant C as long as we appropriately choose a large constant factor of λ. We are now interested in which value becomes larger in response to p and ξ. To see this, suppose log p = T δ for some δ ∈ (0, 1). By a simple algebra, we have
Note that ξ = 2δ/(δ + 1) is a concave and increasing function in δ ∈ (0, 1) that connects the origin and (1, 1). Roughly speaking, a combination of small δ and/or large ξ (i.e., lower dimensionality and/or closer to the subE tails) leads to the usual bound;
holds with probability at least 1 − O(p −C ) for some λ ∼ (log p/T ) 1/2 and C. On the other hand, when δ is large and/or ξ is small (i.e., higher dimensionality and/or fatter tails than subE), the bound holds with replacing by λ ∼ (log p/T ξ ) 1/ξ . As a result, the rates of convergence implied by Theorem 1 change in the latter case.
Of course, we have to check the lower bound of inf d∈V ∥Xd∥ 2 2 /∥d∥ 2 2 as in Proposition 2 at the same time, but we omit the discussion here because the problem is essentially the same. In fact, it is sufficient to consider a further upper bound of the probability
where (x ti x tj − Ex ti x tj ) t ∼ i.i.d. semiE, by using Bernstein's inequality for semiE; see the proof of Proposition 2. This may result in some rate change in (10) that will be caused by a combination of given ξ and p.
D Collinearity
Another important assumption to achieve the oracle property (Property 1) is
see . This condition controls how much collinearity is allowed. In this section, we investigate how collinearity between X B and X A affects condition (12). Recall (p−s) . We are interested in the behavior of
where we write
This value is expected to become unbounded (and hence condition (12) is violated) under strong collinearity.
To obtain understandable results, we make the following simplified assumptions: the regressors are deterministic, and for any b ∈ B and a ∈ A, T −1 x ⊤ b x a → ρ ba ≥ 0. Moreover, we assume either of the two conditions:
1. max b∈B ρ ba ≥ c > 0 for all a ∈ A, 2. max b∈B ρ ba ≤ ca −q/2 for some q > 1.
Condition 1 describes a highly correlated case. The correlation between x b and x a always exists even if s increases. On the other hand, condition 2 models weaker correlations than condition 1 does. Specifically, most of the correlations become small as q becomes large, meaning that the effect of collinearity is limited in this case. In fact, it is not difficult to see that ∥H BAT ∥ 2,∞ diverges at least as fast as s 1/2 under condition 1 while ∥H BAT ∥ 2,∞ is uniformly bounded under condition 2. First, we suppose condition 1 and letv
We then observe that
By condition 1, the last term is bounded from below by
which goes to infinity as s → ∞. Next, we suppose condition 2. By the Cauchy-Schwarz inequality, we observe that
The last term converges since q > 1 under condition 2.
The following simulation shows that the strong collinearity (condition 1) affects the oracle property. Table D .1 shows the relative finite sample success rates of the MCP detecting nonzero (SC-A) coefficients and zero coefficients (SC-B) that are defined as
respectively, and (average) mean squared error for estimates of non-zero coefficients (MSE(β A )) under condition 1 with 5000 repetitions compared to that of condition 2, when T = 300, 500, 1000 
E Finite Sample Forecasting Performance with Simulated Data
In this section, we examine finite sample performances of forecasts based on the MCP, SCAD, Lasso, and OLS post-Lasso estimators using simulated data. We assume
where Σ x = {σ x,ij } in this experiment and set the DGP as follows: The MSFEs are evaluated over 30 repetitions: we make the start point in the sample for each estimation be fixed while the end point increases for each repetition, so that the size of the estimation sample is ranging from T − 30 to T − 1. As a whole, the table shows the OLS post-Lasso dominates the others for all T and ρ. It seems to perform much better when T is small in particular. Note that the OLS post-Lasso estimator does not necessarily perform well in Section 4.1. We can conjecture from the two conflicting results that time-dependent data distorts finite sample performance of the OLS post-selection estimators.
F Forecast performance in real-time data
In this section, we investigate how well the forecast with penalized regression works with the real-time data. It should be mentioned that in our experiment, strictly speaking, we consider "pseudo" real-time forecasting; we suppose each monthly data for all evaluation (2014) for details. On the other hand, the penalized regression requires an interpolated dataset to obtain the forecast values. Thus, we employ an interpolation method based on the EM algorithm proposed by .
From the tables, we first find the effects of the jagged-edge and interpolation on the forecast accuracy of the penalized regression are small and they do not essentially affect the mean/median squared forecast errors values compared with the results in Tables 1-3. Second, we see that the penalized regression performs well in terms of the median squared errors although the state-space ML tends to performs better in terms of the MSFE. The state-space ML is expected to have dominating forecasting performance compared to the penalized regression, because the state-space ML is based on a system equation with richer information while the penalized regression relies only on a single equation. However, this would not be true when a model misspecification is present, as Bai, Ghysels, and Wright (2013) claimed. Then, our results imply that the system equation may contain a certain level of the misspecification. Moreover, it should be mentioned that the penalized regression is much simpler and rapid than the state-space ML in obtaining the forecast values. Since the dimension of the state-space model can be very large when we forecast with mixed frequency (117 dimensional state-space models with 40 latent factors in our case), the estimation is much computationally demanding and time consuming (roughly eight times longer than the penalized regression). Furthermore, the estimated values can be unstable if we consider to apply the state-space ML to a dataset with larger N and/or r.
Although we do not examine them here, we should also note that the Bayesian VAR (BVAR) would be potential alternatives to the state-space ML; see e.g., Banbura, Giannone and Reichlin (2010), Koop (2013) , Schorfheide and Song (2015) . The BVAR is expected to have promising forecasting performance, however, it also seems much computationally demanding than our univariate penalized regression. Moreover, its theoretical properties would not have been well explored under ultrahigh dimensionality. Note) The entries are the ratios of mean/median forecast errors to that of AR(4) forecast. Values in parentheses are median forecast errors. Note) The entries are the ratios of mean/median forecast errors to that of AR(4) forecast. Values in parentheses are median forecast errors. Note) The entries are the ratios of the MSFEs to that of MCP. Note) The entries are the ratios of mean/median forecast errors to that of AR(4) forecast. Values in parentheses are median forecast errors. Note) The entries are the ratios of mean/median forecast errors to that of AR(4) forecast. Values in parentheses are median forecast errors.
