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Abstract
Motivated by Chemin and Gallagher (2010) [8], we consider the global wellposedness to the 3-D in-
compressible inhomogeneous Navier–Stokes equations with large initial velocity slowly varying in one
space variable. In particular, we proved that when the initial density is close enough to a positive constant,
then given divergence free initial velocity field of the type (vh0 + wh0 ,w30)(xh, x3), as that in Chemin
and Gallagher (2010) [8] for the classical Navier–Stokes system, we shall prove the global wellposedness
of (INS) for  sufficiently small. The main difficulty here lies in the fact that we will have to obtain the
L1(R+;Lip(R3)) estimate for convection velocity in the transport equation of (INS). Toward this and due
to the strong anisotropic properties of the approximate solutions, we will have to work in the framework of
anisotropic type Besov spaces here.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the global wellposedness of the following 3-D incompressible in-
homogeneous Navier–Stokes equations with initial data slowly varying in one space variable
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tρ + div(ρu) = 0, (t, x) ∈ R+ ×R3,
∂t (ρu) + div(ρu ⊗ u) − div(μM) + ∇Π = 0,
divu = 0,
ρ|t=0 = ρ0(xh, x3), ρu|t=0 = m0(xh, x3),
(1.1)
where ρ,u = (u1, u2, u3) stand for the density and velocity of the fluid respectively, M =
1
2 (∂iuj + ∂jui), Π is a scalar pressure function, and in general, the viscosity coefficient μ(ρ)
is a smooth, positive function on [0,∞). Such system describes a fluid which is obtained by
mixing two miscible fluids that are incompressible and that have different densities. It may also
describe a fluid containing a melted substance. One may check [17] for the detailed derivation of
this system.
When μ(ρ) is independent of ρ, i.e. μ is a positive constant, and ρ0 is bounded away from 0,
it was shown by Kazhikov [16] that (1.1) has a unique local smooth solution with regular initial
data. In addition, he also proved the global wellposedness of (1.1) for small enough data in any
space dimensions and for all data in two space dimensions.
In general, DiPerna and Lions [12,17] proved the global existence of weak solutions to (1.1)
in any space dimensions. Yet the uniqueness and regularities of such weak solutions are big open
questions even in two space dimensions, as was mentioned by Lions in [17]. Except under the
additional assumptions that
inf
c>0
∥∥∥∥μ(ρ0)c − 1
∥∥∥∥
L∞(T2)
  and u0 ∈ H 1
(
T
2),
Desjardins [11] proved that u ∈ L∞([0, T ];H 1(T2)) and ρ ∈ L∞([0, T ] ×T2) for the weak so-
lution (ρ,u) constructed in [17]. Moreover, with additional regularity assumptions on the initial
data, he could also prove that u ∈ L2([0, τ ];H 2(T2)) for some short time τ . Whereas in the
2-D case when the initial density is close enough to a positive constant, the authors [14] proved
the global wellposedness of (1.1) for any smooth initial velocity field. Recently Abidi, Gui and
Zhang [3] investigated the large time decay and stability to any given global smooth solutions
of (1.1). In particular, the stability result there implies the global wellposedness of (1.1) with
axi-symmetric smooth initial data and without swirl for the initial velocity field provided that the
initial density is close enough to a positive constant.
In the case when the density ρ is away from zero, we denote by a def= 1
ρ
− 1 and μ˜(a) def= μ(ρ),
then the system (1.1) can be equivalently reformulated as
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂ta + u · ∇a = 0, (t, x) ∈ R+ ×RN,
∂tu + u · ∇u + (1 + a)
(∇Π − div(μ˜(a)M))= 0,
divu = 0,
(a,u)|t=0 = (a0, u0).
(1.2)
Notice that just as the classical Navier–Stokes system, the inhomogeneous Navier–Stokes system
(1.2) also has a scaling. More precisely, if (a,u) solves (1.2) with initial data (a0, u0), then for
∀ > 0,
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def= (a(2·, ·), u(2·, ·)) and (a0, u0) def= (a0(·), u0(·)), (1.3)
(a,u) is also a solution of (1.2) with initial data (a0, u0).
In [10], Danchin studied in general space dimension N the unique solvability of the system
(1.2) with constant viscosity coefficient and in scaling invariant (or critical) homogeneous Besov
spaces, which generalized the celebrated results by Fujita and Kato [13] devoted to the classical
Navier–Stokes system. In particular, the norm of (a,u) ∈ B˙
N
2
2,∞(RN)∩L∞(RN)× B˙
N
2 −1
2,1 (R
N) is
scaling invariant under the change of scale in (1.2). Indeed Danchin proved that if the initial data
(a0, u0) ∈ B˙
N
2
2,∞(RN) ∩ L∞(RN) × B˙
N
2 −1
2,1 (R
N) with a0 sufficiently small in B˙
N
2
2,∞ ∩ L∞, then
the system (1.2) has a unique local-in-time solution. In [1], Abidi proved that if 1 < p < 2N ,
0 < μ < μ˜(a), u0 ∈ B˙
N
p
−1
p,1 (R
N) and a0 ∈ B˙
N
p
p,1(R
N), then (1.2) has a global solution provided
that ‖a0‖
B˙
N
p
p,1
+ ‖u0‖
B˙
N
p −1
p,1
 c0 for some c0 sufficiently small. Furthermore, thus obtained solu-
tion is unique if 1 < p N . This result was improved by Abidi and Paicu in [4] when μ˜(a) is a
positive constant.
On the other hand, for the classical Navier–Stokes system, that is the case when a = 0 in (1.2),
Chemin and Gallagher [8] proved the global wellposedness of
(NS)
⎧⎪⎨
⎪⎩
∂tu + u · ∇u − u − ∇p = 0, (t, x) ∈ R+ ×R3,
divu = 0,
u|t=0 =
(
vh0 + wh0 ,w30
)
(xh, x3).
More precisely, they proved the following result:
Theorem 1.1. (See Theorem 3 in [8].) Let vh0 = (v10, v20) be a horizontal, smooth divergence free
vector field on R3, belonging, as well as all its derivatives, to L2(Rx3; H˙−1(R2)); and let w0 be a
smooth divergence free vector field on R3. Then there exists a positive 0 such that if 0 <   0,
the initial data
u0(x) =
(
vh0 + wh0 ,w30
)
(xh, x3)
generates a unique global solution u of (NS).
The object of this paper is to prove similar result for (1.1). For simplicity, we only consider
the case when the viscosity coefficient is independent of the density. In this case, (1.2) reads
(INS)
⎧⎪⎪⎨
⎪⎪⎩
∂ta + u · ∇a = 0, (t, x) ∈ R+ ×R3,
∂tu+ u · ∇u− (1 + a)(u − ∇Π) = 0,
divu = 0,
(a,u)|t=0 =
(
a0, u

0
)
.
Now we present the main result of this paper:
Theorem 1.2. Let p ∈ (1,2), δ0 > 1p , and a0 ∈ W 1,p(R3) ∩ H 2(R3). Let vh0 = (v10, v20) and w0
be vector fields on R3 which satisfy all the assumptions of Theorem 1.1. If in addition, for any
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−1, 12
2,1 (R
3) (see Definition 2.2 below). Then there exists a positive 0 such that
if   0, the initial data
a0(x) = δ0a0(xh, x3), u0(x) =
(
vh0 + wh0 ,w30
)
(xh, x3) (1.4)
generates a unique global solution (a, u) of (INS).
Remark 1.1.
(1) Indeed we shall present more detailed information concerning the solutions of (INS) ob-
tained in Theorem 1.2. One may check (1.6) and Proposition 4.1 for details. Moreover,
compared with [8], the additional difficulty to prove Theorem 1.2 lies in the fact that we
need u ∈ L1(R+;Lip(R3)) so that the regularity of a in the transport equation of (INS) can
be propagated for t > 0. Because of this requirement, we shall work our problem in the
framework of anisotropic type Besov spaces, which is different from the method in [8].
(2) Recently, the authors of [2] proved the global wellposedness of (INS) with large initial
density and small initial velocity field in the critical Besov spaces. While given (a0, u0)
satisfying
η
def= (μ‖a0‖
B˙
3
q
q,1
+ ∥∥uh0∥∥
B˙
−1+ 3p
p,1
)
exp
{
C0
∥∥u30∥∥2
B˙
−1+ 3p
p,1
}
 c0, (1.5)
for c0 sufficiently small and p,q satisfy 1 < q  p < 6 with 1p + 1q > 13 and 1q − 1p  13 .
The authors of [19] can also prove the global wellposedness of (INS). However, it is easy
to check that the data given by Theorem 1.2 does not satisfy either (1.5) or the requirement
in [2].
Scheme of the proof and organization of the paper. We shall construct the approximate solu-
tions to (INS) with data (1.4) as a perturbation to the 3-D classical Navier–Stokes system. The
detailed strategy is as follows:
Step 1. Construction of the approximate solutions.
As in [8], we denote (vh,Π0) to be the smooth solution of the following 2-D Navier–Stokes
system depending on a parameter y3:
(NS2D3)
⎧⎪⎨
⎪⎩
∂tv
h + vh · ∇hvh − hvh = −∇hΠ0,
divhvh = 0, (t, xh) ∈ R+ ×R2,
vh|t=0 = vh0 (·, y3),
here and in what follows, we always denote xh = (x1, x2), ∇h = (∂x1 , ∂x2) and h = ∂2x1 + ∂2x2 .
Let (w,Π1) solve the linear system
(
T v
) ⎧⎨⎩
∂tw
 + vh · ∇hw − hw − 2∂23w = −
(∇hΠ1, 2∂3Π1),
divw = 0, (t, x) ∈ R+ ×R3,
w |t=0 = w0.
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vapp(t, x)
def= ((vh,0)+ (w,h, −1w,3))(t, xh, x3),
Πapp(t, x)
def= (Π0 + Π1)(t, xh, x3), (1.6)
which satisfy
⎧⎪⎪⎨
⎪⎪⎩
(
∂tv

app + vapp · ∇vapp − vapp + ∇Πapp
)
(t, xh, x3) = F(t, xh, x3),
divvapp = 0,
vapp(t, xh, x3)|t=0 = u0(xh, x3) def=
(
vh0 + wh0 ,w30
)
(xh, x3)
(1.7)
with
F(t, xh, x3) = F1 (t, xh, x3) + F2 (t, xh, x3) def= F˜ 1 (t, xh, x3) + F˜ 2 (t, xh, x3), (1.8)
where
F˜ 1 (t, xh, y3)
def= ((w · ∇w,h,w · ∇w,3)+ (w · ∇vh,0)+ (0, ∂3Π0))(t, xh, y3)
= ((w,h · ∇hw,h + w,3 · ∂3w,h,w,h · ∇hw,3 − w,3 divh w,h)
+ (w · ∇vh,0)+ (0, ∂3Π0))(t, xh, y3) (1.9)
and
F˜ 2 (t, xh, y3)
def= (∂23vh,0)(t, xh, y3). (1.10)
Step 2. The estimate of the error between the true solution and the approximate ones.
Let
R
def= u − vapp and Q def= Π − Πapp. (1.11)
Then thanks to (INS) and (1.7), (a,R,Q) solves
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂ta
 + (R + vapp) · ∇a = 0,
∂tR
 + R · ∇R + R · ∇vapp + vapp · ∇R − R + ∇Q
= a(R + vapp − ∇Q − ∇Πapp)− F
divR = divvapp = 0,
a(t, xh, x3)|t=0 = δ0a0(xh, x3), R |t=0 = 0.
(1.12)
To solve (1.12) in the framework of the anisotropic Besov space B˙0,
1
2
2,1 , in general, one should
require L1(R+; B˙0,
1
2 ) estimate for the source term F . However, according to the calculations2,1
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1
2
2,1 ) estimate for the term ∂
2
3v
h
, which is included in
F2 . To deal with this term, we denote
V h(t, xh, x3)
def= (∂3vh,0)(t, xh, x3), (1.13)
then F2 = ∂3V h. We shall first construct (R1,Πv ) via
⎧⎨
⎩
∂tR

1 − R1 + ∇Πv = −F2 ,
divR1 = 0,
R1|t=0 = 0.
(1.14)
Thanks to the fact the third component of F2 equals 0, we can deduce from Lemma 3.2 and
Lemma 4.1 that there holds (4.7), which is enough to solve (1.16) below.
Now let
R2
def= R − R1 and P  = Q − Πv . (1.15)
To solve (1.12) for (a,R,Q), it reduces to solve (a,R2,P ) via
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂ta
 + (R1 + R2 + vapp) · ∇a = 0,
∂tR

2 + R2 · ∇R2 + R2 · ∇
(
vapp + R1
)+ (vapp + R1) · ∇R2 − R2 + ∇P  = G,
divR2 = 0,
a(t, xh, x3)|t=0 = δ0a0(xh, x3), R2|t=0 = 0,
(1.16)
with F1 given by (1.8) and
G
def= a(R2 + R1 + vapp − ∇P  − ∇Πapp − ∇Πv )
− R1 · ∇
(
R1 + vapp
)− vapp · ∇R1 − F1 . (1.17)
We shall solve the global wellposedness of (1.16) in Proposition 4.1 under the assumptions of
Theorem 1.2.
In Section 2, we shall collect some basic facts on anisotropic Littlewood–Paley analysis.
Based on these basic facts together with the estimates in [8], we shall present the uniform es-
timates in the anisotropic Besov spaces to the approximate solutions determined by (1.6) in
Section 3. Finally we present the proof of Theorem 1.2 in Section 4.
Let us complete this section by the notation we shall use in what follows.
Notation. For a  b, we mean that there is a uniform constant C, which may be different on dif-
ferent lines, such that a  Cb. For X a Banach space and I an interval of R, we denote by C(I ;X)
the set of continuous functions on I with values in X. For q ∈ [1,+∞], the notation Lq(I ;X)
stands for the set of measurable functions on I with values in X, such that t 
−→ ‖f (t)‖X belongs
to Lq(I). Finally we denote LpT (L
q
h(L
r
v)) the space Lp([0, T ];Lq(Rx1 ×Rx2;Lr(Rx3))).
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Due to the strong anisotropic properties of (1.6) and (1.7), the proof of Theorem 1.2 requires a
dyadic decomposition of the Fourier variables, or Littlewood–Paley decomposition. Let us briefly
explain how it may be built in the case x ∈ R3 (see e.g. [5]). Let ϕ be a smooth function supported
in the ring C def= {ξ ∈ R3, 34  |ξ | 83 } and such that∑
j∈Z
ϕ
(
2−j ξ
)= 1 for ξ = 0.
For u ∈ S ′(R3), we set
hku = F−1
(
ϕ
(
2−k|ξh|
)̂
u
)
, vu = F−1
(
ϕ
(
2−|ξ3|
)̂
u
)
,
Shk u =
∑
k′k−1
hk′u, S
v
 u =
∑
′−1
v′u, and
ju = F−1
(
ϕ
(
2−j |ξ |)̂u), Sju = ∑
j ′j−1
j ′u, (2.1)
where Fu and û denote the Fourier transform of the distribution u.
Then we have the formal decomposition
u =
∑
j∈Z
ju, ∀u ∈ S ′
(
R
3)/P[R3],
where P[R3] is the set of polynomials (see [20]). Moreover, the Littlewood–Paley decomposition
satisfies the property of almost orthogonality:
kju ≡ 0 if |k − j | 2 and k(Sj−1uju) ≡ 0 if |k − j | 5. (2.2)
Similar properties hold for hk and 
v
 .
We recall now the definition of homogeneous Besov spaces from [21].
Definition 2.1. Let (p, r) ∈ [1,+∞]2, s ∈ R and u ∈ S ′(R3), we set
‖u‖B˙sp,r
def= (2qs‖qu‖Lp)r .
(1) For s < 3
p
(or s = 3
p
if r = 1), we define B˙sp,r (R3) def= {u ∈ S ′(R3) | ‖u‖B˙sp,r < ∞}.
(2) If k ∈ N and 3
p
+ k  s < 3
p
+ k + 1 (or s = 3
p
+ k + 1 if r = 1), then B˙sp,r (R3) is defined as
the subset of distributions u ∈ S ′(R3) such that ∂βu ∈ B˙s−kp,r (R3) whenever |β| = k.
In this paper, we shall use anisotropic version of the above spaces:
Definition 2.2 (Anisotropic Besov space). Let (p, r) ∈ [1,+∞]2, s, τ ∈ R and u ∈ S ′(R3), we
set
3188 G. Gui et al. / Journal of Functional Analysis 261 (2011) 3181–3210‖u‖B˙s,τp,r
def=
( ∑
j,k∈Z
2jrs2krτ
∥∥hjvku∥∥rLp
) 1
r
.
(1) For s < 2
p
(or s = 2
p
if r = 1) and τ < 1
p
(or τ = 1
p
if r = 1), we define
B˙s,τp,r
(
R
3) def= {u ∈ S ′(R3) ∣∣ ‖u‖B˙s,τp,r < ∞}.
(2) If k1, k2 ∈ N and 2p + k1  s < 2p + k1 + 1 (or s = 2p + k1 + 1 if r = 1), and 1p + k2  τ <
1
p
+k2 +1 (or τ = 1p +k2 +1 if r = 1), then B˙s,τp,r (R3) is defined as the subset of distributions
u ∈ S ′(R3) such that ∂β1h ∂β2v u ∈ B˙s−k1,τ−k2p,r (R3) whenever |β1| = k1, |β2| = k2.
Remark 2.1.
(1) It is easy to observe that when s < 2
p
(or s  2
p
with r = 1) and τ < 1
p
(or τ  1
p
with
r = 1), B˙s,τp,r (R3) is a Banach space. Indeed we shall prove Theorem 1.2 in the framework of
B˙
0, 12
2,1 (R
3), the norm of which is scaling invariant for the classical Navier–Stokes system and
is smaller than the space
B0, 12 (R3) def= {u ∈ S ′(R3) ∣∣∣∑
∈Z
2

2
∥∥vu∥∥L2 < ∞
}
.
This space has been used by [15,18,9] in the study of the Navier–Stokes type equations. The
reason why we will have to use this smaller space B˙0,
1
2
2,1 (R
3) here is that we need to recover
the L1(R+;Lip(R3)) estimate for the convection velocity field in the transport equation of
(INS).
(2) Let s, τ ∈ R, 1 p, r ∞, and u ∈ S ′(R3). Then u belongs to B˙s,τp,r (R3) if and only if there
exists {cj,k;r}(j,k)∈Z2 such that ‖cj,k;r‖r (Z2) = 1 and
∥∥hjvku∥∥Lp  cj,k;r2−(js+kτ)‖u‖B˙s,τp,r for all (j, k) ∈ Z2. (2.3)
(3) As in [7], we denote
‖u‖L˜qT (B˙s,τp,r )
def=
( ∑
j,k∈Z
2jrs2krτ
∥∥hjvku∥∥rLqT (Lp)
) 1
r
.
Corresponding to the version of interpolation inequality in the classical Besov spaces, we
shall need the following anisotropic version of this inequality:
Proposition 2.1. For any real numbers s1, s2, t1, t2 ∈ R, θ ∈ [0,1], there holds
‖f ‖
B˙
θs1+(1−θ)s2,θt1+(1−θ)t2
2,1
 ‖f ‖θ
B˙
s1,t1
2,1
‖f ‖1−θ
B˙
s2,t2
2,1
. (2.4)
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∥∥hjvkf ∥∥L2 = 2−j (θs1+(1−θ)s2)−k(θt1+(1−θ)t2)(2js1+kt1∥∥hjvkf ∥∥L2)θ
× (2js2+kt2∥∥hjvkf ∥∥L2)1−θ
 2−j (θs1+(1−θ)s2)−k(θt1+(1−θ)t2)cj,k;1‖f ‖θ
B˙
s1,t1
2,1
‖f ‖1−θ
B˙
s2,t2
2,1
,
which implies (2.4). 
To make connections between anisotropic Besov spaces and the classical homogeneous
Sobolev spaces, we need the following proposition:
Proposition 2.2. For 0  s1 < s2, 0  t1 < t2, let f ∈ H˙ s1+t1(R3) ∩ H˙ s2+t2(R3). Then for any
s ∈ (s1, s2) and t ∈ (t1, t2), we have
‖f ‖B˙s,t2,1  ‖f ‖H˙ s1+t1 + ‖f ‖H˙ s2+t2 . (2.5)
The proof of the above proposition is based on the following two lemmas:
Lemma 2.1. For s1 < s2 and t1 < t2, let f ∈ B˙s1,t12,2 (R3) ∩ B˙s1,t22,2 (R3) ∩ B˙s2,t12,2 (R3) ∩ B˙s2,t22,2 (R3).
Then, for any s ∈ (s1, s2) and t ∈ (t1, t2), there holds
‖f ‖B˙s,t2,1  ‖f ‖B˙s1,t12,2 + ‖f ‖B˙s1,t22,2 + ‖f ‖B˙s2,t12,2 + ‖f ‖B˙s2,t22,2 .
Proof. Thanks to (2.2), we first split the norm ‖f ‖B˙s,t2,1 as follows
‖f ‖B˙s,t2,1 =
(∑
j<0
k<0
+
∑
j<0
k0
+
∑
j0
k<0
+
∑
j0
k0
)
2js2kt
∥∥hjvkf ∥∥L2 def=
4∑
j=1
Ij . (2.6)
For I1, we get by applying Hölder’s inequality and (2.3) that
I1 =
∑
j<0
k<0
2j (s−s1)2k(t−t1)2js12kt1‖hjvkf ‖L2

∑
j<0
k<0
2j (s−s1)2k(t−t1)cj,k;2‖f ‖B˙s1,t12,2
 ‖f ‖
B˙
s1,t1
2,2
.
Along the same line, we can handle the other three terms in (2.6) so that
I2  ‖f ‖B˙s1,t22,2 , I3  ‖f ‖B˙s2,t12,2 , I4  ‖f ‖B˙s2,t22,2 ,
which completes the proof of the lemma. 
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Proof. Indeed, thanks to Plancherel’s identity and (2.2), we get
‖u‖2
B˙
s,t
2,2
=
∑
j,k
22js22kt
∥∥hjvku∥∥2L2
=
∑
j,k
22js22kt
∫
ϕ2
( |ξh|
2j
)
ϕ2
( |ξ3|
2k
)∣∣uˆ(ξ)∣∣2 dξ

∑
j,k
∫
|ξh|2s |ξ3|2t ϕ2
( |ξh|
2j
)
ϕ2
( |ξ3|
2k
)∣∣uˆ(ξ)∣∣2 dξ
which is dominated by
∫
|ξ |2(s+t)∣∣uˆ(ξ)∣∣2∑
j,k
ϕ2
( |ξh|
2j
)
ϕ2
( |ξ3|
2k
)
dξ  ‖u‖2
H˙ s+t .
This proves the lemma. 
Proof of Proposition 2.2. Thanks to Lemmas 2.1 and 2.2, we have
‖f ‖B˙s,t2,1  ‖f ‖H˙ s1+t1 + ‖f ‖H˙ s1+t2 + ‖f ‖H˙ s2+t1 + ‖f ‖H˙ s2+t2 ,
which along with the fact s1 + t2, s2 + t1 ∈ (s1 + t1, s2 + t2) and the interpolation inequality
‖f ‖H˙ s1+t2 + ‖f ‖H˙ s2+t1  ‖f ‖H˙ s1+t1 + ‖f ‖H˙ s2+t2
implies (2.5). 
Before going further, we recall the following lemma from [18,9]:
Lemma 2.3. (Bernstein inequality) Let Bh (resp. Bv) be a ball of R2h (resp. Rv), and Ch (resp. Cv)
be a ring of R2h (resp. Rv); let 1 p2  p1 ∞ and 1 q2  q1 ∞. Then there hold:
If the support of â is included in 2kBh, then
∥∥∂αxha∥∥Lp1h (Lq1v )  2k(|α|+2( 1p2 − 1p1 ))‖a‖Lp2h (Lq1v ).
If the support of â is included in 2Bv , then
∥∥∂β3 a∥∥Lp1h (Lq1v )  2(β+( 1q2 − 1q1 ))‖a‖Lp1h (Lq2v ).
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‖a‖
L
p1
h (L
q1
v )
 2−kN sup
|α|=N
∥∥∂αh a∥∥Lp1h (Lq1v ).
If the support of â is included in 2kCv , then
‖a‖
L
p1
h (L
q1
v )
 2−kN
∥∥∂N3 a∥∥Lp1h (Lq1v ).
Lemma 2.3 along with the proof Proposition 2.2 also gives the estimate of ‖f ‖
B˙
0, 12
2,1
by
‖f ‖H˙ 1∩W 1,p for any p ∈ (1,2).
Proposition 2.3. For any p ∈ (1,2), let f ∈ H˙ 1(R3)∩W 1,p(R3). Then f ∈ B˙0,
1
2
2,1 (R
3) and there
holds
‖f ‖
B˙
0, 12
2,1
 ‖f ‖H˙ 1 + ‖f ‖W 1,p . (2.7)
Proof. As in the proof of Lemma 2.1, we first decompose the norm ‖f ‖
B˙
0, 12
2,1
as
‖f ‖
B˙
0, 12
2,1
=
(∑
j<0
k<0
+
∑
j<0
k0
+
∑
j0
k<0
+
∑
j0
k0
)
2
k
2
∥∥hjvkf ∥∥L2 def=
4∑
i=1
Ji.
Applying Lemma 2.3 gives
J1 
∑
j<0
k<0
2
k
2 2j (
2
p
−1)2k(
1
p
− 12 )∥∥hjvkf ∥∥Lp

∑
j<0
k<0
2j (
2
p
−1)2
k
p ‖f ‖Lp  ‖f ‖Lp .
Along the same line, one gets by applying Lemma 2.3 and Hölder’s inequality that
J2 
∑
j<0
k0
2j (
2
p
−1)2k(
1
p
−1)∥∥hjvk∂3f ∥∥Lp ∑
j<0
k0
2j (
2
p
−1)2k(
1
p
−1)‖∇f ‖Lp  ‖∇f ‖Lp ,
J3 
∑
j0
2j (
2
p
−2)2
k
p
∥∥hjvk∇hf ∥∥Lp  ∑
j0
2j (
2
p
−2)2
k
p ‖∇f ‖Lp  ‖∇f ‖Lp , andk<0 k<0
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∑
j0
k0
2−
j
4 2−
k
4 2
j
4 2
3k
4
∥∥hjvkf ∥∥L2  ∑
j0
k0
2−
j
4 2−
k
4 cj,k;2‖f ‖
B˙
1
4 ,
3
4
2,2
 ‖f ‖H˙ 1,
where we applied Lemma 2.2 in the last line. This ends the proof of the proposition. 
Now let us turn to the product laws in the anisotropic Besov spaces, which we shall frequently
use in what follows.
Proposition 2.4. Let s1, t1  1, s2, t2  12 with si + ti > 0, i ∈ {1,2}, and f ∈ B˙s1,s22,1 (R3), g ∈
B˙
t1,t2
2,1 (R
3). Then fg ∈ B˙s1+t1−1,s2+t2−
1
2
2,1 (R
3) and there holds
‖fg‖
B˙
s1+t1−1,s2+t2− 12
2,1
 ‖f ‖
B˙
s1,s2
2,1
‖g‖
B˙
t1,t2
2,1
. (2.8)
Proof. We first recall the isotropic para-differential decomposition from [6]: let a, b ∈ S ′(R3),
ab = T (a, b) + R(a, b) + T˜ (a, b), where T (a, b) =
∑
j∈Z
Sj−1ajb, and
T˜ (a, b) = T (b, a), R(a, b) =
∑
j∈Z
ja˜jb, with ˜j b =
j+1∑
=j−1
b. (2.9)
Similarly we can have similar decomposition of (2.9) for both xh and x3 variables. For instance,
ab = T h(a, b) + Rh(a, b) + T˜ h(a, b), where T h(a, b) =
∑
j∈Z
Shj−1a
h
j b, and
T˜ h(a, b) = T h(b, a), Rh(a, b) =
∑
j∈Z
hj a˜
h
j b, with ˜
h
j b =
j+1∑
=j−1
hb. (2.10)
Then similar to [15], we get by using (2.10) in both xh and x3 variables that
fg = (T h + Rh + T˜ h)(T v + Rv + T˜ v)(f, g)
= T hT v(f, g) + T hRv(f,g) + T hT˜ v(f, g) + RhT v(f, g) + RhRv(f,g)
+ RhT˜ v(f, g) + T˜ hT v(f, g) + T˜ hRv(f, g) + T˜ hT˜ v(f, g).
We may give the definition of each term above, for instance,
T hT v(f, g) =
∑
(j,k)∈Z2
Shj−1S
v
k−1fhj
v
kg and R
hT˜ v(f, g) =
∑
(j,k)∈Z2
hj
v
kf ˜
h
j S
v
k−1g.
In what follows we shall present the detailed estimates to two typical terms above. The remaining
ones can be followed exactly in the same way, and we omit the details.
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∥∥Shj−1Svk−1f ∥∥L∞h L∞v 
∑
r1j−2
r2k−2
2r12
r2
2
∥∥hr1vr2f ∥∥L2

∑
r1j−2
r2k−2
2r1(1−s1)2r2(
1
2 −s2)cr1,r2;1‖f ‖B˙s1,s22,1
 2j (1−s1)2k( 12 −s2)‖f ‖
B˙
s1,s2
2,1
,
as s1  1 and s2  12 . Then considering the support to the Fourier transform to T hT v(f, g) and
using (2.3) once again, we obtain
∥∥hpvq(T hT v(f, g))∥∥L2  ∑
|p−j |4
|q−k|4
∥∥Shj−1Svk−1f ∥∥L∞h L∞v ∥∥hjvkg∥∥L2
 cp,q;12−p(s1+t1−1)2−q(s2+t2−
1
2 )‖f ‖
B˙
s1,s2
2,1
‖g‖
B˙
t1,t2
2,1
.
This gives the estimate of T hT v(f, g).
On the other hand, again considering the support to the Fourier transform of RhRv(f,g), we
deduce from Lemma 2.3 that
∥∥hpvq(RhRv(f,g))∥∥L2  2p+ q2 ∑
jp−5
kq−5
∥∥hjvkf ∥∥L2∥∥˜hj ˜vkg∥∥L2
 2p(1−s1−t1)2q( 12 −s2−t2)‖f ‖
B˙
s1,s2
2,1
‖g‖
B˙
t1,t2
2,1
×
∑
jp−5
kq−5
c2j,k;12
(p−j)(s1+t1)2(q−k)(s2+t2)
 cp,q;12−p(s1+t1−1)2−q(s2+t2−
1
2 )‖f ‖
B˙
s1,s2
2,1
‖g‖
B˙
t1,t2
2,1
, (2.11)
as a consequence of the assumption that si + ti > 0 for i = 1,2. This completes the proof of the
proposition. 
Finally we recall the following proposition about the smoothing effect of heat flow from [7].
Proposition 2.5. Let C be an annulus. Positive constants c and C exist such that for any p in
[1,+∞] and any couple (t, λ) of positive real numbers, we have
Supp û ⊂ λC ⇒ ∥∥etu∥∥
Lp
 Ce−ctλ2‖u‖Lp .
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For the convenience of the readers, we first recall the following lemma from [8] (see Corol-
lary 3.1 of [8]).
Lemma 3.1. Let vh be a smooth enough solution of the system (NS2D3). Then under the assump-
tions of Theorem 1.1, for any nonnegative σ , we have
∥∥vh∥∥
L2(R+,H˙ σ (R3))  Cv0 .
Here and in what follows, we shall always denote Cv0 to be a positive constant depending only
on v0.
To guarantee the propagation of the regularities for the transport equation in (INS), we need
to estimate L1(R+;Lip(R3)) norm for the convection velocity field. Toward this, we first present
the following estimates for (vh,Π0).
Lemma 3.2. Let (vh,Π0) be a smooth enough solution of (NS2D3). Then under the assumptions
of Theorem 1.2, for any α ∈ N3, one has
∥∥∂αvh∥∥
L˜∞(R+,B˙
0, 12
2,1 )
+ ∥∥∂αvh∥∥
L1(R+,B˙
2, 12
2,1 )
+ ∥∥∂αΠ0∥∥
L1(R+,B˙
0, 12
2,1 )
 Cv0 and
∥∥∂α∂3vh∥∥
L˜∞(R+,B˙
−1, 12
2,1 )
+ ∥∥∂α∂3vh∥∥
L1(R+,B˙
1, 12
2,1 )
 Cv0 .
Proof. We first get by taking ∂α to (NS2D3) that
∂t ∂
αvh − h∂αvh = −∇h∂αΠ0 −
∑
βα
Cβα ∂
α−βvh · ∇h∂βvh.
Acting the dyadic operator hj
v
k to the above equation, and taking the L2 inner product of
the resulting equation with hj
v
k∂
αvh, then we deduce from Lemma 2.3 that for some positive
constant κ > 0,
1
2
d
dt
∥∥hjvk∂αvh∥∥2L2 + κ22j∥∥hjvk∂αvh∥∥2L2

∑
βα
Cβα
∥∥hjvk(∂α−βvh · ∇h∂βvh)∥∥L2∥∥hjvk∂αvh∥∥L2 ,
from which, we infer for every δ > 0 that
d
dt
(∥∥hjvk∂αvh∥∥2L2 + δ) 12 + κ22j (∥∥hjvk∂αvh∥∥2L2 + δ) 12
 κδ22j
(∥∥hjvk∂αvh∥∥2L2 + δ)− 12 + ∑ Cβα∥∥hjvk(∂α−βvh · ∇h∂βvh)∥∥L2 .
βα
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∥∥hjvk∂αvh∥∥L∞t (L2) + 22j∥∥hjvk∂αvh∥∥L1t (L2)

∥∥hjvk∂αvh0∥∥L2 + ∑
βα
Cβα
∥∥hjvk(∂α−βvh · ∇h∂βvh)∥∥L1t (L2).
Then thanks to divh vh = 0, (2.5), (2.8) and Lemma 3.1, we deduce that
∥∥∂αvh∥∥
L˜∞(R+,B˙
0, 12
2,1 )
+ ∥∥∂αvh∥∥
L1(R+,B˙
2, 12
2,1 )

∥∥∂αvh0∥∥
B˙
0, 12
2,1
+
∑
βα
∥∥divh(∂α−βvh ⊗ ∂βvh)∥∥
L1(R+,B˙
0, 12
2,1 )

∥∥∂αvh0∥∥
B˙
0, 12
2,1
+
∑
βα
∥∥∂α−βvh∥∥
L2(R+,B˙
1, 12
2,1 )
∥∥∂βvh∥∥
L2(R+,B˙
1, 12
2,1 )

∥∥∂αvh0∥∥
B˙
0, 12
2,1
+
∑
βα
(∥∥∂βvh∥∥2
L2(R+,H˙ 1) +
∥∥∂βvh∥∥2
L2(R+,H˙ 2)
)
 Cv0 . (3.1)
On the other hand, applying ∂3 to (NS2D3) gives
∂t ∂3v
h − h∂3vh = −∇h∂3Π0 − ∂3vh · ∇hvh − vh · ∇h∂3vh.
Then it follows from the proof of (3.1) that
∥∥∂α∂3vh∥∥
L˜∞(R+,B˙
−1, 12
2,1 )
+ ∥∥∂α∂3vh∥∥
L1(R+,B˙
1, 12
2,1 )

∥∥∂α∂3vh0∥∥
B˙
−1, 12
2,1
+
∑
βα
{∥∥divh(∂α−β∂3vh ⊗ ∂βvh)∥∥
L1(R+,B˙
−1, 12
2,1 )
+ ∥∥divh(∂α−βvh ⊗ ∂β∂3vh)∥∥
L1(R+,B˙
−1, 12
2,1 )
}

∥∥∂α∂3vh0∥∥
B˙
−1, 12
2,1
+
∑
βα
∥∥∂α−β∂3vh ⊗ ∂βvh∥∥
L1(R+,B˙
0, 12
2,1 )
.
Applying (2.5), (2.8) and Lemma 3.1 to the above inequality gives rise to
∥∥∂α∂3vh∥∥
L˜∞(R+,B˙
−1, 12
2,1 )
+ ∥∥∂α∂3vh∥∥
L1(R+,B˙
1, 12
2,1 )

∥∥∂α∂3vh0∥∥
B˙
−1, 12
2,1
+
∑∥∥∂α−β∂3vh∥∥
L2(R+,B˙
1
2 ,
1
2
2,1 )
∥∥∂βvh∥∥
L2(R+,B˙
1
2 ,
1
2
2,1 )βα
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∥∥∂α∂3vh0∥∥
B˙
−1, 12
2,1
+
∑
βα
(∥∥∂α−β∂3vh∥∥
L2(R+,H˙
1
2 )
+ ∥∥∂α−β∂3vh∥∥
L2(R+,H˙
3
2 )
)
× (∥∥∂βvh∥∥
L2(R+,H˙
1
2 )
+ ‖∂βvh‖
L2(R+,H˙
3
2 )
)
 Cv0 . (3.2)
To estimate pressure Π0, we first get by taking divh to (NS2D3) and using divh vh = 0 that
Π0 = (−h)−1
2∑
j,k=1
∂j ∂k
(
vjvk
)
,
from which, we infer by a similar argument of (3.1) that
∥∥∂αΠ0∥∥
L1(R+,B˙
0, 12
2,1 )

∑
βα
2∑
j,k=1
∥∥∂α−βvj ∂βvk∥∥
L1(R+,B˙
0, 12
2,1 )

∑
βα
∥∥∂βvh∥∥2
L2(R+,B˙
1
2 ,
1
2
2,1 )

∑
βα
(∥∥∂βvh∥∥
L2(R+,H˙
1
2 )
+ ∥∥∂βvh∥∥
L2(R+,H˙
3
2 )
)2
 Cv0 .
This along with (3.1) and (3.2) completes the proof of Lemma 3.2. 
Lemma 3.3. Let (w,Π1) be a smooth enough solution of the system (T v ). Then under the
assumptions of Theorem 1.2, for any α ∈ N3, we have
∥∥∂αw∥∥
L˜∞(R+,B˙
0, 12
2,1 )
+ ∥∥∂αw∥∥
L1(R+,B˙
2, 12
2,1 )
+ 2∥∥∂αw∥∥
L1(R+,B˙
0, 52
2,1 )
 Cv0,w0 (3.3)
and
∥∥∂α∇hΠ1∥∥
L1(R+,B˙
0, 12
2,1 )
+ ∥∥∂α∂3Π1∥∥
L1(R+,B˙
0, 12
2,1 )
 Cv0,w0 . (3.4)
Here and in what follows, we shall always denote Cv0,w0 to be a constant depending only on
v0,w0.
Proof. We shall only present the detailed proof to this lemma for the case α = 0. The case when
α = 0 can be followed along the same line, and we omit the details.
As in the proof of Lemma 3.2, we first act the localization operator hj
v
k on (T v ), and then
take the L2 inner product of the resulting equation with hvw to deduce thatj k
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2
d
dt
∥∥hjvkw∥∥2L2 + ∥∥hjvk∇hw∥∥2L2 + 2∥∥hjvk∂3w∥∥2L2

∥∥hjvkw∥∥L2∥∥hjvk(vh · ∇hw)∥∥L2 −
∫
R3
∇hhjvkΠ1 · hjvkw,h dx
− 2
∫
R3
∂3
h
j
v
kΠ1 · hjvkw,3 dx.
Notice that divw = 0, one gets by using integration by parts
−
∫
R3
∂3
h
j
v
kΠ1 · hjvkw,3 dx =
∫
R3
hj
v
kΠ1 · hjvk∂3w,3 dx
= −
∫
R3
hj
v
kΠ1 · hjvk divh w,h dx
=
∫
R3
∇hhjvkΠ1 · hjvkw,h dx.
While applying Lemma 2.3 ensures that for some positive constant κ0
∥∥hjvk∇hw∥∥2L2 + 2∥∥hjvk∂3w∥∥2L2  κ0(22j + 222k)∥∥hjvkw∥∥2L2 .
So we obtain
1
2
d
dt
∥∥hjvkw∥∥2L2 + κ0(22j + 222k)∥∥hjvkw∥∥2L2

(∥∥hjvk(vh · ∇hw)∥∥L2 + ∥∥hjvk∇hΠ1∥∥L2)∥∥hjvkw∥∥L2 . (3.5)
On the other hand, taking divergence to (T v ) along with the fact divh vh = 0 gives rise to
−(h + 2∂23 )Π1 = div(vh · ∇hw)= divh Nh
with
Nh
def= vh · ∇hw,h + ∂3
(
w,3vh
)= vh · ∇hw,h + w,3∂3vh − vh divh w,h, (3.6)
from which, we deduce from Lemma 2.3 that
(
22j + 222k)∥∥hjvkΠ1∥∥L2  2j∥∥hjvkNh∥∥L2 ,
which immediately implies
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∥∥hjvkNh∥∥L2  ∥∥hjvkNh∥∥L2 ,

∥∥hjvk∂3Π1∥∥L2  2j2k22j + 222k
∥∥hjvkNh∥∥L2  ∥∥hjvkNh∥∥L2 . (3.7)
Plugging (3.7) into (3.5) leads to
1
2
d
dt
∥∥hjvkw∥∥2L2 + κ0(22j + 222k)∥∥hjvkw∥∥2L2

(∥∥hjvk(vh · ∇hw)∥∥L2 + ∥∥hjvkNh∥∥L2)∥∥hjvkw∥∥L2 .
Then it follows from the same line of (3.1) and (3.6) that
∥∥w∥∥
L˜∞t (B˙
0, 12
2,1 )
+ ∥∥w∥∥
L1t (B˙
2, 12
2,1 )
+ 2∥∥w∥∥
L1t (B˙
0, 52
2,1 )
 ‖w0‖
B˙
0, 12
2,1
+ ∥∥vh · ∇hw∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥w,3∂3vh∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥vh divh w,h∥∥
L1t (B˙
0, 12
2,1 )
. (3.8)
While due to (2.4) and (2.8), there hold for any small η > 0,
∥∥vh · ∇hw∥∥
B˙
0, 12
2,1
+ ∥∥vh divh w,h∥∥
B˙
0, 12
2,1

∥∥vh∥∥
B˙
1, 12
2,1
∥∥∇hw∥∥
B˙
0, 12
2,1

∥∥vh∥∥ 12
B˙
0, 12
2,1
∥∥vh∥∥ 12
B˙
2, 12
2,1
∥∥w∥∥ 12
B˙
0, 12
2,1
∥∥w∥∥ 12
B˙
2, 12
2,1
 Cη
∥∥vh∥∥
B˙
0, 12
2,1
∥∥vh∥∥
B˙
2, 12
2,1
∥∥w∥∥
B˙
0, 12
2,1
+ η∥∥w∥∥
B˙
2, 12
2,1
,
and
∥∥w,3∂3vh∥∥
B˙
0, 12
2,1

∥∥w∥∥
B˙
0, 12
2,1
∥∥∂3∇hvh∥∥
B˙
0, 12
2,1
.
Hence, taking η > 0 sufficiently small in the above inequalities, we deduce from (3.8) that
∥∥w∥∥
L˜∞t (B˙
0, 12
2,1 )
+ ∥∥w∥∥
L1t (B˙
2, 12
2,1 )
+ 2∥∥w∥∥
L1t (B˙
0, 52
2,1 )
 ‖w0‖
B˙
0, 12
2,1
+
t∫ ∥∥w∥∥
B˙
0, 12
2,1
(∥∥vh∥∥
B˙
0, 12
2,1
∥∥vh∥∥
B˙
2, 12
2,1
+ ∥∥∂3∇hvh∥∥
B˙
0, 12
2,1
)
dτ. (3.9)0
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t∫
0
(∥∥vh∥∥
B˙
0, 12
2,1
∥∥vh∥∥
B˙
2, 12
2,1
+ ∥∥∂3∇hvh∥∥
B˙
0, 12
2,1
)
dτ

∥∥vh∥∥
L∞t (B˙
0, 12
2,1 )
∥∥vh∥∥
L1t (B˙
2, 12
2,1 )
+ ∥∥∂3∇hvh∥∥
L1t (B˙
0, 12
2,1 )
 Cv0 .
Applying Gronwall’s inequality to (3.9) leads to (3.3). With (3.3), it follows from (3.7) and the
proof of (3.3) that there holds (3.4). This completes the proof of the lemma. 
Remark 3.1. It is easy to observe from (2.4) and (3.3) that

∥∥∂3∇hw∥∥
L1(R+,B˙
0, 12
2,1 )

∥∥w∥∥
L1(R+,B˙
2, 12
2,1 )
+ 2∥∥w∥∥
L1(R+,B˙
0, 52
2,1 )
 Cv0,w0 . (3.10)
An immediate corollary of Lemma 3.2 and Lemma 3.3 gives rise to
Corollary 3.1. Let (vapp,Πapp) be given by (1.6). Then under the assumptions of Theorem 1.2,
for any α ∈ N3, there hold
∥∥∂αvapp∥∥
L1t (B˙
2, 12
2,1 )
+ ∥∥∂α∂3∇hvapp∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥∂α∇Πapp∥∥
L1t (B˙
0, 12
2,1 )
 Cv0,w0 , (3.11)
and
∥∥∂α∇vapp∥∥L1t (L∞)  Cv0,w0 . (3.12)
Proof. Again as in the proof of Lemma 3.3, we only present the detailed proof to this corollary
in the case when α = 0. Indeed thanks to (1.6), we get
∂3v

app(t, x) = 
(
∂3v
h,0
)
(t, xh, x3) + 
(
∂3w
,h, ∂3w
,3)(t, xh, x3) and
∂3Π

app(t, x) = (∂3Π0)(t, xh, x3) + 2(∂3Π1)(t, xh, x3),
from which, along with Lemma 3.2, Lemma 3.3, (3.10), and the fact that the norm of B˙0,
1
2
2,1 is
scaling invariant with respect to the third variable, we deduce from (1.6) that for 0 <   1,
∥∥vapp∥∥
L1t (B˙
2, 12
2,1 )

∥∥vh∥∥
L1t (B˙
2, 12
2,1 )
+ ∥∥w∥∥
L1t (B˙
2, 12
2,1 )
 Cv0,w0 ,∥∥∇hΠapp∥∥
L1t (B˙
0, 12
2,1 )
 ‖∇hΠ0‖
L1t (B˙
0, 12
2,1 )
+ ‖∇hΠ1‖
L1t (B˙
0, 12
2,1 )
 Cv0,w0,
∥∥∂3∇hvapp∥∥
L1t (B˙
0, 12
2,1 )

∥∥∂3∇hvh∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥∂3∇hw∥∥
L1t (B˙
0, 12
2,1 )
 Cv0,w0 and
∥∥∂3Πapp∥∥
L1(B˙
0, 12 )
 ‖∂3Π0‖
L1(B˙
0, 12 )
+ 2‖∂3Π1‖
L1(B˙
0, 12 )
 Cv0,w0 .t 2,1 t 2,1 t 2,1
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∥∥∇vapp∥∥L1t (L∞)  ∥∥∇vapp∥∥L1t (B˙1, 122,1 ) 
∥∥vapp∥∥
L1t (B˙
2, 12
2,1 )
+ ∥∥∂3∇hvapp∥∥
L1t (B˙
0, 12
2,1 )
,
which together with (3.11) implies (3.12). 
4. Proof of Theorem 1.2
We start the proof of Theorem 1.2 by the following two lemmas:
Lemma 4.1. Let f = (f h,0) ∈ L1T (B˙
1, 12
2,1 ) and u ∈ L∞T (B˙
0, 12
2,1 ) solve
⎧⎨
⎩
∂tu− u+ ∇Π = ∂3f, (t, x) ∈ R+ ×R3,
divu = 0,
u|t=0 = 0.
(4.1)
Then there holds for t ∈ (0, T ],
‖∇u‖
L1t (B˙
1, 12
2,1 )
+ ‖∇Π‖
L1t (B˙
0, 12
2,1 )
 ‖f ‖
L1t (B˙
1, 12
2,1 )
. (4.2)
If in addition, f ∈ L˜∞T (B˙
−1, 12
2,1 ) or ∇f ∈ L1T (B˙
1, 12
2,1 ), we have
‖u‖
L˜∞t (B˙
0, 12
2,1 )
 ‖f ‖
L˜∞t (B˙
−1, 12
2,1 )
or ‖u‖
L1t (B˙
1, 12
2,1 )
+ ‖∇Π‖
L1t (B˙
1, 12
2,1 )
 ‖∇f ‖
L1t (B˙
1, 12
2,1 )
. (4.3)
Proof. We get first by applying the Leray projection operator P to (4.1) and then acting the
localization operator hj
v
k to the resulting equation that
∂t
h
j
v
ku− hjvku = ∂3Phjvkf,
which together with the initial condition in (4.1) leads to
hj
v
ku(t) =
t∫
0
e(t−τ)∂3Phj
v
kf (τ) dτ,
from which, together with Proposition 2.5, we deduce for some positive constant c1 that
∥∥hjvku(t)∥∥L2  2k
t∫
exp
{−c1(22j + 22k)(t − τ)}∥∥hjvkf (τ)∥∥L2 dτ.0
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∥∥hjvku∥∥L1t (L2)  2
k
22j + 22k
∥∥hjvkf ∥∥L1t (L2)
and
∥∥hjvku∥∥L∞t (L2)  2
k
22j + 22k
∥∥hjvkf ∥∥L∞t (L2),
which ensures u the estimates in (4.2) and (4.3).
While we get by taking div to (4.1) and using divu = 0 that
Π = ∂3 divh f h,
which gives rise to
∇Π = −(−)−1∇∂3 divh f h.
Applying Lemma 2.3 gives
∥∥hjvk∇Π∥∥L1t (L2)  ∥∥hjvk divh f h∥∥L1t (L2),
which implies the pressures estimates in (4.2) and (4.3). 
Lemma 4.2. For p ∈ (1,2), let a0 ∈ H 2(R3)∩W 1,p(R3) and u be a divergence free vector field
with ∇u and ∇2u ∈ L((0, T );L∞(R3)). Let a solve
(T)
{
∂ta + u · ∇a = 0,
a|t=0 = a0.
Then there hold for t ∈ (0, T ],
‖a‖
L∞t (B˙
1, 12
2,1 )

(‖a0‖H˙ 1 + ‖a0‖H˙ 2) exp{C(‖∇u‖L1t (L∞) + ‖∇2u‖L1t (L∞))} and
‖a‖
L∞t (B˙
0, 12
2,1 )
 ‖a0‖Lp +
(‖∇a0‖Lp + ‖∇a0‖L2) exp{‖∇u‖L1t (L∞)}. (4.4)
Proof. Notice that due to the difficulty of the commutator between the anisotropic dyadic oper-
ator hj
v
k with the convection term in (T), we shall prove this proposition by an interpolation
argument. First it follows from (T) and divu = 0 that for r ∈ [1,+∞] and 0 t  T ,
‖a‖L∞t (Lr )  ‖a0‖Lr .
Differentiating (T) with respect to the spatial variables once, one gets
∂t ∂ia + u · ∇∂ia = −∂iu · ∇a for i = 1,2,3.
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‖a‖L∞t (H˙ 1)  ‖∇a0‖L2 exp
{‖∇u‖L1t (L∞)} and
‖∇a‖L∞t (Lp)  ‖∇a0‖Lp exp
{‖∇u‖L1t (L∞)}. (4.5)
While differentiating (T) twice gives rise to
∂t ∂i∂j a + u · ∇∂i∂j a = −∂i∂ju · ∇a − ∂iu · ∂j∇a − ∂ju · ∇∂ia with i, j = 1,2,3,
from which and (4.5), one gets by a standard energy estimate that
‖a‖L∞t (H˙ 2) 
(∥∥∇2a0∥∥L2 + ∥∥∇2u∥∥L1t (L∞)‖a‖L∞t (H˙ 1)) exp{C‖∇u‖L1t (L∞)}

(∥∥∇2a0∥∥L2 + ∥∥∇2u∥∥L1t (L∞)‖a0‖H˙ 1) exp{C‖∇u‖L1t (L∞)}. (4.6)
On the other hand, due to (2.5), one has
‖a‖
B˙
1, 12
2,1
 ‖a‖H˙ 1 + ‖a‖H˙ 2,
which along with (4.5), (4.6) and the fact ex  1 + x (for x  0) yields
‖a‖
L∞t (B˙
1, 12
2,1 )
 ‖a‖L∞t (H˙ 1) + ‖a‖L∞t (H˙ 2)

(‖a0‖H˙ 1 + ‖a0‖H˙ 2) exp{C(‖∇u‖L1t (L∞) + ∥∥∇2u∥∥L1t (L∞))}.
This proves the first inequality of (4.4).
On the other hand, thanks to (2.7) and (4.5), we infer
‖a‖
L∞t (B˙
0, 12
2,1 )
 ‖a‖L∞t (Lp) + ‖∇a‖L∞t (Lp) + ‖a‖L∞t (H˙ 1)
 ‖a0‖Lp +
(‖∇a0‖Lp + ‖∇a0‖L2) exp{‖∇u‖L1t (L∞)},
which completes the proof of (4.4). 
We now turn to the proof of Theorem 1.2.
Proof of Theorem 1.2. Thanks to (1.11), (INS) and (1.7), the proof of Theorem 1.2 is reduced to
solving (1.12) for (a,R,Q). Due to the special source term in (1.12), we shall solve this sys-
tem in the framework of the anisotropic Besov space B˙0,
1
2
2,1 . In general, this requires L
1(R+; B˙0,
1
2
2,1 )
estimate for the source term F . Yet we do not have this estimate for F2 given by (1.8). This
makes us to have special treatment to F2 . Indeed we shall first solve (R

1,Π

v ) via (1.14). As the
third component of F equals 0, we deduce from Lemma 3.2 and Lemma 4.1 that2
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L1t (B˙
1, 12
2,1 )
+ ∥∥∇Πv∥∥
L1t (B˙
0, 12
2,1 )
 
∥∥V h∥∥
L1t (B˙
1, 12
2,1 )
 
∥∥∂3∇hvh∥∥
L1t (B˙
0, 12
2,1 )
 Cv0,
∥∥R1∥∥
L1t (B˙
1, 12
2,1 )
+ ∥∥∇Πv∥∥
L1t (B˙
1, 12
2,1 )
 
∥∥∂3∇vh∥∥
L1t (B˙
1, 12
2,1 )
 Cv0 and
∥∥R1∥∥
L˜∞t (B˙
0, 12
2,1 )
 
∥∥V h∥∥
L˜∞t (B˙
−1, 12
2,1 )
 
∥∥∂3vh∥∥
L˜∞t (B˙
−1, 12
2,1 )
 Cv0. (4.7)
Then thanks to (1.15), solving (1.12) for (a,R,Q) is reduced to solving (a,R2,P ) via
(1.16). Whence in order to prove Theorem 1.2, it remains to prove the following proposition,
which we admit for the time being:
Proposition 4.1. Under the assumptions of Theorem 1.2, (1.16) has a unique global solu-
tion (a,R2,P
) so that a ∈ C([0,∞); B˙0,
1
2
2,1 (R
3) ∩ B˙1,
1
2
2,1 (R
3)), R2 ∈ C([0,∞); B˙
0, 12
2,1 (R
3) ∩
B˙
1, 12
2,1 (R
3)) ∩ L1(R+; B˙2,
1
2
2,1 (R
3) ∩ B˙3,
1
2
2,1 (R
3) ∩ B˙0,
5
2
2,1 (R
3) ∩ B˙1,
5
2
2,1 (R
3)), and ∇P  ∈ L1(R+;
B˙
0, 12
2,1 (R
3) ∩ B˙1,
1
2
2,1 (R
3)) provided that 0 <   0 for some 0 sufficiently small.
With Proposition 4.1 in hand, we end the proof of Theorem 1.2. 
We start the proof of Proposition 4.1 by the following lemma:
Lemma 4.3. Let F1 be given by (1.8). Then there hold∥∥F1 ∥∥
L1t (B˙
0, 12
2,1 )
 Cv0,w0 and
∥∥F1 ∥∥
L1t (B˙
1, 12
2,1 )
 Cv0,w0. (4.8)
Proof. Thanks to (1.8) and the fact that the norms in B˙0,
1
2
2,1 and B˙
1, 12
2,1 are scaling invariant with
respect to x3, we arrive at
∥∥F1 ∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥F1 ∥∥
L1t (B˙
1, 12
2,1 )
= (∥∥F˜ 1 ∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥F˜ 1 ∥∥
L1t (B˙
1, 12
2,1 )
)
.
While applying (2.8) yields
‖a∇b‖
L1t (B˙
0, 12
2,1 )
 ‖a‖
L∞t (B˙
0, 12
2,1 )
‖∇b‖
L1t (B˙
1, 12
2,1 )
and
‖a∇b‖
L1t (B˙
1, 12
2,1 )
 ‖a‖
L∞t (B˙
1, 12
2,1 )
‖∇b‖
L1t (B˙
1, 12
2,1 )
,
from which, together with Lemma 3.2, (3.3) and (3.10), we deduce that
∥∥(w,h · ∇hw,h + w,3 · ∂3w,h,w,h · ∇hw,3 − w,3 divh w,h)∥∥
L1t (B˙
0, 12
2,1 ∩B˙
1, 12
2,1 )
 ( + 1)(∥∥w∥∥
L∞(B˙
0, 12 )
+ ∥∥w∥∥
L∞(B˙
1, 12 )
)∥∥∇hw∥∥
L1(B˙
1, 12 )t 2,1 t 2,1 t 2,1
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L1t (B˙
1, 12
2,1 )
(∥∥w,3∥∥
L∞t (B˙
0, 12
2,1 )
+ ∥∥w,3∥∥
L∞t (B˙
1, 12
2,1 )
)
 Cv0,w0
and
∥∥(w · ∇vh,0)+ (0, ∂3Π0)∥∥
L1t (B˙
0, 12
2,1 ∩B˙
1, 12
2,1 )

(∥∥w∥∥
L∞t (B˙
0, 12
2,1 )
+ ∥∥w∥∥
L∞(B˙
1, 12
2,1 )
)∥∥∇vh∥∥
L1t (B˙
1, 12
2,1 )
+ ‖∂3Π0‖
L1t (B˙
0, 12
2,1 )
+ ‖∂3Π0‖
L1t (B˙
1, 12
2,1 )
 Cv0,w0 ,
which implies
∥∥F˜ 1 ∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥F˜ 1 ∥∥
L1t (B˙
1, 12
2,1 )
 Cv0,w0
and Lemma 4.3 follows. 
Now we turn to the proof of Proposition 4.1.
Proof of Proposition 4.1. Indeed, according to (3.11), (4.7) and the wellposedness theory of the
coupled parabolic–hyperbolic system, it is standard to prove that: for any fixed , there exists a
positive time T ∗ such that (1.16) has a unique solution (a,R2) with
a ∈ C([0, T ∗ ); B˙0, 122,1 ∩ B˙1, 122,1 ), ∇P  ∈ L1loc((0, T ∗ ); B˙0, 122,1 ∩ B˙1, 122,1 ) and
R2 ∈ C
([0, T ∗ ); B˙0, 122,1 ∩ B˙1, 122,1 ) ∩ L1loc((0, T ∗ ); B˙2, 122,1 ∩ B˙3, 122,1 ∩ B˙0, 522,1 ∩ B˙1, 522,1 ).
The aim of what follows is to prove that T ∗ = ∞ provided that   0 for some 0 > 0 suffi-
ciently small.
We first get by applying the operator hj
v
kP to the R

2 equation of (1.16) that
∂t
h
j
v
kR

2 − hjvkR2 = −hjvkP
(
R2 · ∇R2 + R2 · ∇
(
vapp + R1
)
+ (vapp + R1) · ∇R2 − G),
which implies
∥∥hjvkR2(t)∥∥L2 
t∫
0
∥∥e(t−τ)hjvkP(R2 · ∇R2 + R2 · ∇(vapp + R1)
+ (vapp + R) · ∇R − G)(τ )∥∥ 2 dτ.1 2 L
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∥∥hjvkR2(t)∥∥L2 
t∫
0
e−(t−τ)c(22j+22k)
{∥∥hjvk(R2 · ∇R2)∥∥L2
+ ∥∥hjvk(R2 · ∇(vapp + R1))∥∥L2
+ ∥∥hjvk((vapp + R1) · ∇R2)∥∥L2 + ∥∥hjvkG∥∥L2}(τ ) dτ.
Then applying Young’s inequality leads to
∥∥hjvkR2∥∥L∞t (L2) + c(22j + 22k)∥∥hjvkR2∥∥L1t (L2)

∥∥hjvk(R2 · ∇R2)∥∥L1t (L2) + ∥∥hjvk(R2 · ∇(vapp + R1))∥∥L1t (L2)
+ ∥∥hjvk((vapp + R1) · ∇R2)∥∥L1t (L2) + ∥∥hjvkG∥∥L1t (L2). (4.9)
On the other hand, applying div to the R2 equation of (1.16) gives
P = div{−R2 · ∇R2 − R2 · ∇(vapp + R1)− (vapp + R1) · ∇R2 + G},
which gives rise to
∥∥hjvk∇P ∥∥L1t (L2)  ∥∥hjvk(R2 · ∇R2)∥∥L1t (L2) + ∥∥hjvkG∥∥L1t (L2)
+ ∥∥hjvk(R2 · ∇(vapp + R1))∥∥L1t (L2)
+ ∥∥hjvk((vapp + R1) · ∇R2)∥∥L1t (L2). (4.10)
Now let
R0(t)
def= ∥∥R2∥∥
L˜∞t (B˙
0, 12
2,1 )
+ ∥∥R2∥∥
L1t (B˙
2, 12
2,1 )
+ ∥∥R2∥∥
L1t (B˙
0, 52
2,1 )
+ ∥∥∇P ∥∥
L1t (B˙
0, 12
2,1 )
and
R1(t)
def= ∥∥R2∥∥
L˜∞t (B˙
1, 12
2,1 )
+ ∥∥R2∥∥
L1t (B˙
3, 12
2,1 )
+ ∥∥R2∥∥
L1t (B˙
1, 52
2,1 )
+ ∥∥∇P ∥∥
L1t (B˙
1, 12
2,1 )
. (4.11)
Thanks to (4.9)–(4.10), we deduce that
R0(t)
∥∥R2 · ∇R2∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥G∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥R2 · ∇(vapp + R1)∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥(vapp + R1) · ∇R2∥∥
L1t (B˙
0, 12
2,1 )
(4.12)
and
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∥∥R2 · ∇R2∥∥
L1t (B˙
1, 12
2,1 )
+ ∥∥G∥∥
L1t (B˙
1, 12
2,1 )
+ ∥∥R2 · ∇(vapp + R1)∥∥
L1t (B˙
1, 12
2,1 )
+ ∥∥(vapp + R1) · ∇R2∥∥
L1t (B˙
1, 12
2,1 )
(4.13)
Notice that the product law (2.8) yields
‖a∇b‖
B˙
0, 12
2,1
 ‖a‖
B˙
0, 12
2,1
‖∇b‖
B˙
1, 12
2,1
 ‖a‖
B˙
0, 12
2,1
(‖b‖
B˙
2, 12
2,1
+ ‖b‖
B˙
1, 32
2,1
)
 ‖a‖
B˙
0, 12
2,1
(‖b‖
B˙
2, 12
2,1
+ ‖b‖
B˙
0, 52
2,1
)
,
where we used (2.4) in the last line so that
‖b‖
B˙
1, 32
2,1
 ‖b‖
1
2
B˙
2, 12
2,1
‖b‖
1
2
B˙
0, 52
2,1
 ‖b‖
B˙
2, 12
2,1
+ ‖b‖
B˙
0, 52
2,1
.
This gives rise to
∥∥R2 · ∇R2∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥R2 · ∇(vapp + R1)∥∥
L1t (B˙
0, 12
2,1 )
R20(t) +
t∫
0
∥∥R2(τ )∥∥
B˙
0, 12
2,1
∥∥∇(vapp + R1)(τ )∥∥
B˙
1, 12
2,1
dτ. (4.14)
While again due to (2.4) and (2.8), we obtain for any positive η
‖a∇b‖
B˙
0, 12
2,1
 ‖a‖
B˙
1, 12
2,1
‖∇b‖
B˙
0, 12
2,1
 ‖a‖
B˙
1, 12
2,1
(‖b‖
B˙
1, 12
2,1
+ ‖b‖
B˙
0, 32
2,1
)
 ‖a‖
1
2
B˙
0, 12
2,1
‖a‖
1
2
B˙
2, 12
2,1
‖b‖
1
2
B˙
0, 12
2,1
(‖b‖ 12
B˙
2, 12
2,1
+ ‖b‖
1
2
B˙
0, 52
2,1
)
 η
(‖b‖
B˙
2, 12
2,1
+ ‖b‖
B˙
0, 52
2,1
)+ Cη‖a‖
B˙
0, 12
2,1
‖a‖
B˙
2, 12
2,1
‖b‖
B˙
0, 12
2,1
,
which implies
∥∥(vapp + R1) · ∇R2∥∥
L1t (B˙
0, 12
2,1 )
 η
(∥∥R2∥∥
L1t (B˙
2, 12
2,1 )
+ ∥∥R2∥∥
L1t (B˙
0, 52
2,1 )
)
+ Cη
t∫ ∥∥R2∥∥
B˙
0, 12
2,1
∥∥vapp + R1∥∥
B˙
0, 12
2,1
∥∥vapp + R1∥∥
B˙
2, 12
2,1
dτ. (4.15)
0
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‖a∇b‖
B˙
1, 12
2,1
 ‖a‖
B˙
1, 12
2,1
‖∇b‖
B˙
1, 12
2,1
 ‖a‖
B˙
1, 12
2,1
(‖b‖
B˙
2, 12
2,1
+ ‖b‖
B˙
0, 52
2,1
)
,
and
‖a∇b‖
B˙
1, 12
2,1
 ‖a‖
B˙
1, 12
2,1
‖∇b‖
B˙
1, 12
2,1
 ‖a‖
B˙
1, 12
2,1
(‖b‖
B˙
2, 12
2,1
+ ‖b‖
B˙
1, 32
2,1
)
 ‖a‖
1
2
B˙
0, 12
2,1
‖a‖
1
2
B˙
2, 12
2,1
‖b‖
1
2
B˙
1, 12
2,1
(‖b‖ 12
B˙
3, 12
2,1
+ ‖b‖
1
2
B˙
1, 52
2,1
)
 η
(‖b‖
B˙
3, 12
2,1
+ ‖b‖
B˙
1, 52
2,1
)+ Cη‖a‖
B˙
0, 12
2,1
‖a‖
B˙
2, 12
2,1
‖b‖
B˙
1, 12
2,1
,
which ensures that
∥∥R2 · ∇R2∥∥
L1t (B˙
1, 12
2,1 )
+ ∥∥R2 · ∇(vapp + R1)∥∥
L1t (B˙
1, 12
2,1 )
R0(t)R1(t) +
t∫
0
∥∥R2(τ )∥∥
B˙
1, 12
2,1
∥∥∇(vapp + R1)(τ )∥∥
B˙
1, 12
2,1
dτ (4.16)
and
∥∥(vapp + R1) · ∇R2∥∥
L1t (B˙
1, 12
2,1 )
 η
(∥∥R2∥∥
L1t (B˙
3, 12
2,1 )
+ ∥∥R2∥∥
L1t (B˙
1, 52
2,1 )
)
+ Cη
t∫
0
∥∥R2∥∥
B˙
1, 12
2,1
∥∥vapp + R1∥∥
B˙
0, 12
2,1
∥∥vapp + R1∥∥
B˙
2, 12
2,1
dτ. (4.17)
Substituting (4.14), (4.15) into (4.12), and (4.16), (4.17) into (4.13), and taking η sufficiently
small, we obtain
R0(t) +R1(t)R20(t) +R0(t)R1(t) +
∥∥G∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥G∥∥
L1t (B˙
1, 12
2,1 )
+
t∫
0
(∥∥R2∥∥
B˙
0, 12
2,1
+ ∥∥R2∥∥
B˙
1, 12
2,1
)∥∥∇(vapp + R1)∥∥
B˙
1, 12
2,1
dτ
+
t∫
0
(∥∥R2∥∥
B˙
0, 12
2,1
+ ∥∥R2∥∥
B˙
1, 12
2,1
)∥∥vapp + R1∥∥
B˙
0, 12
2,1
∥∥vapp + R1∥∥
B˙
2, 12
2,1
dτ.
(4.18)
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V(t)
def= (1 + ∥∥vapp + R1∥∥
L∞t (B˙
0, 12
2,1 )
)∥∥∇(vapp + R1)∥∥
L1t (B˙
1, 12
2,1 )
 Cv0,w0 ,
then applying Gronwall’s inequality to (4.18) leads to
R0(t) +R1(t) CeCV(t)
(
R20(t) +R0(t)R1(t) +
∥∥G∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥G∥∥
L1t (B˙
1, 12
2,1 )
)
 Cv0,w0
(
R20(t) +R0(t)R1(t) +
∥∥G∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥G∥∥
L1t (B˙
1, 12
2,1 )
)
. (4.19)
It remains to estimate the term G in (1.16). Indeed thanks to (2.8), (3.11), (4.7) and (4.11),
we deduce that
∥∥a(R2 + R1 + vapp − ∇P  − ∇Πapp − ∇Πv)∥∥
L1t (B˙
0, 12
2,1 ∩B˙
1, 12
2,1 )

∥∥a∥∥
L∞t (B˙
0, 12
2,1 ∩B˙
1, 12
2,1 )
∥∥R2 + R1 + vapp − ∇P  − ∇Πapp − ∇Πv∥∥
L1t (B˙
1, 12
2,1 )

∥∥a0∥∥H˙ 2∩H˙ 1∩W 1,p(R1(t) + Cv0,w0)
× exp{∥∥∇(R1 + R2 + vapp)∥∥L1t (L∞) + ∥∥∇2(R1 + R2 + vapp)∥∥L1t (L∞)},
where we used Lemma 4.2 to the transport equation of (1.16) in the last step. This together with
the embedding inequality ‖f ‖L∞  ‖f ‖
B˙
1, 12
2,1
, (3.11), and (4.7) gives rise to
∥∥a(R2 + R1 + vapp − ∇P  − ∇Πapp − ∇Πv)∥∥
L1t (B˙
0, 12
2,1 ∩B˙
1, 12
2,1 )
 Cv0,w0
δ0− 1p ‖a0‖H˙ 2∩H˙ 1∩W 1,p
(
1 +R1(t)
)
exp
{
R0(t) +R1(t)
}
. (4.20)
While again thanks to (2.8), (3.11) and (4.7), we have
∥∥R1 · ∇(R1 + vapp)∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥R1 · ∇(R1 + vapp)∥∥
L1t (B˙
1, 12
2,1 )

(∥∥R1∥∥
L∞t (B˙
0, 12
2,1 )
+ ∥∥R1∥∥
L∞t (B˙
1, 12
2,1 )
)∥∥∇(R1 + vapp)∥∥
L1t (B˙
1, 12
2,1 )
 Cv0,w0 (4.21)
and
∥∥vapp · ∇R1∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥vapp · ∇R1∥∥
L1t (B˙
1, 12
2,1 )

(∥∥vapp∥∥
L∞t (B˙
0, 12
2,1 )
+ ∥∥vapp∥∥
L∞t (B˙
1, 12
2,1 )
)∥∥∇R1∥∥
L1t (B˙
1, 12
2,1 )
 Cv ,w . (4.22)0 0
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∥∥G∥∥
L1t (B˙
0, 12
2,1 )
+ ∥∥G∥∥
L1t (B˙
1, 12
2,1 )
 Cv0,w0,a0
δ0− 1p (R1(t) + 1) exp{R0(t) +R1(t)}+ Cv0,w0,
which along with (4.19) gives
R(t) Cv0,w0,a0
(
R2(t) +  + δ0− 1p (R(t) + 1) exp{R(t)}) (4.23)
where R(t) def= R0(t) +R1(t), and R0(t) and R1(t) are given by (4.11).
Now let
T˜
def= sup{T > 0: R(T ) 8eCv0,w0,a0δ0− 1p }, (4.24)
which of course ensures that T˜  T ∗ . So it remains to prove that T˜ = +∞ provided that 0 <
  0 for some 0 sufficiently small. Otherwise, if T˜ < +∞, we take 0 so small that
16e(1 + Cv0,w0,a0)2
δ0− 1p
0  1,
then for 0 <   0 and 0 < T < T˜ , we deduce from (4.23) and (4.24) that
R(T ) 1
2
R(T ) + Cv0,w0,a0
(
 + 2eδ0− 1p ),
which yields
R(T ) 2Cv0,w0,a0
(
 + 2eδ0− 1p ) 6eCv0,w0,a0δ0− 1p .
This contradicts with the definition of T˜ given by (4.24), which in turn proves that T˜ = ∞, and
we complete the proof of Proposition 4.1. 
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