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Abstract
A matching of a graph is a subset of edges no two of which share a common vertex, and a maximum
matching is a matching of maximum cardinality. In a b-matching every vertex v has an associated
bound bv, and a maximum b-matching is a maximum set of edges, such that every vertex v appears
in at most bv of them. We study an extension of this problem, termed Hierarchical b-Matching. In
this extension, the vertices are arranged in a hierarchical manner. At the first level the vertices are
partitioned into disjoint subsets, with a given bound for each subset. At the second level the set of
these subsets is again partitioned into disjoint subsets, with a given bound for each subset, and so on.
In an Hierarchical b-matching we look for a maximum set of edges, that will obey all bounds (that is,
no vertex v participates in more than bv edges, then all the vertices in one subset do not participate
in more that that subset’s bound of edges, and so on hierarchically). We propose a polynomial-time
algorithm for this new problem, that works for any number of levels of this hierarchical structure.
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1 Introduction
A matching of a graph is a subset of its edges such that no two edges share a common
vertex. The maximum matching problem is the problem of finding a matching of maximum
cardinality in a given graph. The maximum weighted matching problem is an extension of
the problem for edge-weighted graphs in which one aims to find a matching of maximum total
weight. Both problems are fundamental in graph theory and combinatorial optimization. As
such, they have been extensively studied in the literature. While pioneering works focused
on the non-weighted bipartite case, later work considered general graphs and weights. The
general case is solved in [5] and a more efficient algorithm is proposed later in [9].
An important extension of these problems is the following maximum b-matching problem.
We are given a (possibly weighted) graph and a positive integer bv for every vertex v of the
graph. A b-matching of the graph is a multiset M of its edges such that, for every vertex v,
the number of edges of M incident to v does not exceed bv. Clearly, a matching is a special
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case of b-matching in which bv = 1 for every vertex v. The problems of finding a b-matching
of maximum cardinality and of maximum weight are widely studied. The weighted version
of the problem is solved in [11]. A faster algorithm is later proposed in [1]. This result is
recently improved in [6]. Being a fundamental problem, the b-matching problem is considered
in the literature in specific graph classes (e.g. [12], [4]). The b-matching model is used to
solve numerous problems in different areas, e.g. [13]. See [8] for an excellent reference for
matching theory, and [7] for flow techniques and other algorithmic techniques used to solve
matching problems.
In this work, we consider an extension of the maximum cardinality b-matching problem
and propose a polynomial-time algorithm for it. In this extension, the vertices are arranged
in a hierarchical manner, such that every set is either a single vertex or the union of other
sets, and with each set, there is an associated upper bound on the sum of the degrees of the
vertices in it.
This problem can arise in hierarchical structures, for instance as in the following scenario.
Pairs of researchers are willing to pay mutual visits to each other. However, every researcher
r has a budget that allows her to exercise at most br visits. The goal is to find a maximum
number of such pairs (that will visit each other) without exceeding the individual budget of
any researcher. This problem can be modeled as a b-matching problem. Now we extend this
scenario to the hierarchical case. Some institutions assign budgets not only to individual
researchers but also to research groups, departments, faculties and so on. In this case a set
of pairs is feasible if the number of visits to be done by every individual researcher, every
research group, every department and every faculty is within its assigned budget.
In Section 2 we introduce basic definitions, notations and the problem’s statement. In
Section 3.1 we present a pseudo polynomial algorithm for the problem, which is improved in
Section 3.2 to a polynomial-time algorithm. We conclude with remarks and further research
in Section 4.
2 Preliminaries
Sets: For two non-negative integers n1, n2, denote by [n1, n2] the set of integers that are
not smaller than n1 and not larger than n2. [n] is a shorthand for [1, n], and unionmulti denotes the
union operator of multisets, i.e., AunionmultiB is a multiset in which the multiplicity of an element is
the sum of its multiplicities in A and B. A set system L over a set U of elements is laminar
if for every two sets L,L′ ∈ L one of the following holds: L ∩ L′ = ∅, L ⊆ L′, or L′ ⊆ L.
We consider laminar set systems of distinct sets and ∅ /∈ L. In this case, at most one of the
conditions may hold. Since adding U and all the singletons of U to L preserves laminarity,
we assume without loss of generality that U ∈ L and {u} ∈ L for every u ∈ U .
The next Lemma summarizes well known fact about laminar set systems:
I Lemma 1. Let L be a laminar set system over a set U . Then
i) the elements of L can be represented as a rooted tree TL, in which the root corresponds
to U and the leaves to the singletons {u} for every u ∈ U .
ii) Every non-leaf node of TL has at least two children.
iii) The number of sets in L is at most 2|U | − 1.
Note that in this lemma: ii) follows from the fact that we assumed that a laminar set
system consists of distinct sets, and iii) follows from ii), with equality (i.e. the number
of elements is exactly 2|U | − 1) if and only if TL is a full binary tree. See Figure 1 for an
example.
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Identifying the sets of L with the nodes of TL and we say that a set L ∈ L is the parent
of L′ ∈ L, or that L′ is a child of L. Denote by ch(L) the set of all children of L.
Graphs: We use standard terminology and notation for graphs, see for instance [3]. Given a
simple undirected graph G, denote by V (G) the set of vertices of G and by E(G) the set of
the edges of G. Denoting an edge between two vertices u and v as uv, we say that the edge
uv ∈ E(G) is incident to u and v, u and v are the endpoints of uv, and u is adjacent to v
(and vice versa). For directed graphs, the arc uv is said to be from u to v. Denote by δG(v)
the set of all edges incident to the vertex v of G, i.e., δG(v) = {uv ∈ E(G)}. The number of
these edges is the degree dG(v) of v in G. When there is no ambiguity, the subscript G is
omitted and written simply as δ(v) and d(v). A walk of a graph (resp. directed graph) G is
a sequence u0, e1, u1, e2, . . . , e`, u` where every ui is a vertex of G, every ei is an edge (resp.
arc) of G, and ei = ui−1ui for every i ∈ [`]. A trail is a walk whose edges are distinct, i.e.
ei 6= ej whenever i 6= j, i, j ∈ [`]. A walk (resp. trail) is closed if u0 = u` and open otherwise.
Hierarchical b-Matching: Let G be a graph and L ⊆ V (G) a set of vertices of G
and M ⊆ E(G) a multiset over the edges of G where xe,M ≥ 0 denotes the multiplicity
of e in M . The degree of L in M is the sum of the degrees (in M) of its vertices, i.e.
dM (L)
def=
∑
v∈L dM (v). (dM (v) is the degree of v in the graph induced by the edges of M .)
Clearly, for a singleton {v}, we have dM ({v}) = dM (v). Let L be a laminar set system over
V (G), c a vector of positive integers indexed by the edges of G, and b a vector of positive
integers indexed by the sets in L. A multiset M ⊆ E(G) is a Hierarchical b-matching (or
H-matching for short) of (G,L, b, c) if the multiplicity xe,M of every edge e of G is at most
ce, and dM (L) ≤ bL for every L ∈ L. In this work, we consider the following problem
Max H-matching
Input: A quadruple (G,L, b, c) where
G is a graph,
L is a laminar set system over V (G),
b is a vector of positive integers indexed by (the sets of) L, and
c is a vector of positive integers indexed by the edges of G.
Output: An H-matching M of (G,L, b, c) of maximum cardinality.
Without loss of generality the vertex set of G is [n], L = {L1, . . . , Lm} with m > n,
Li = {i} for every i ∈ [n], Lm = [n] is the root of L, bLk = bk for every k ∈ [m], and ce = ci,j
for every edge e = ij (i, j ∈ [n]) of G.
Assume also without loss of generality that
max {bL′ |L′ ∈ ch(L)} ≤ bL ≤ sumL′∈ch(L)bL′ for every non-leaf L ∈ L, and
cuv ≤ min {bu, bv} for every edge uv of G.
In fact, if this is not the case, the vectors b and c can be modified as follows without affecting
the set of feasible solutions. First process the sets L ∈ L in a preorder manner and set
bL = bpar(L) whenever bL > bpar(L). Then process the sets L ∈ L in a postorder manner and
set bL = sumL′∈ch(L) whenever bL > sumL′∈ch(L).
Given an H-matching M of (G,L, b, c), define the slackness se,M of an edge e as ce−xe,M ,
and the slackness sL,M of a set L ∈ L as bL − dM (L). Whenever no ambiguity arises, the
name of the matching in the indices is omitted, and xe, se, sL, d(v) is written instead of
xe,M , se,M , sL,M , and dM (v), respectively. A set L ∈ L or an edge e of G) is tight in M if its
slackness in M is zero. A vertex v is tight in M if there is at least one tight set L ∈ L that
contains v.
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A matching of G is an H-matching of (G,L, b, c) where L consists of V (G) and its
singletons, ce = 1 for every edge e of G, b{v} = 1 for every vertex v of G and bV (G) = |V (G)|.
A matching M matches (or saturates) a vertex v if dM (v) = 1 and it exposes v otherwise
(i.e., dM (v) = 0). M saturates (resp. exposes) a set of vertices W ⊆ V (G), if M saturates
(resp. exposes) all the vertices of W . Denote by V (M) (resp. exp(M)) the set of vertices
matched (resp. exposed) by M .
3 Hierachical b-Matching
Given a matching M of a graph G, an M -augmenting path of G is a path of odd length that
starts with an edge that is not in M and its edges alternate between edges and non-edges
of M . It is well known that a matching M is of maximum cardinality in a graph G if and
only if G does not contain an M -augmenting path (Berge’s Lemma [2]). Since finding an
augmenting path can be done in linear time, this implies a polynomial-time algorithm that
starts with any matching (e.g., the empty one) and improves it using augmenting paths until
no such path is found.
Our design of the polynomial-time algorithm for Max H-matching consists of three
parts. We start by proving an analogous Lemma for H-matchings. This implies a pseudo-
polynomial algorithm to augment a given H-matching. Applying this algorithm starting from
an empty H-matching, until an augmentation is impossible, implies a pseudo-polynomial
algorithm for Max H-matching. This is done in Section 3.1. We then improve the result to
get a polynomial-time algorithm for a single augmentation step, and extend the technique
introduced in [1] to improve the overall algorithm to run in polynomial time. This is done in
Section 3.2.
3.1 A pseudo-polynomial algorithm
We now present a pseudo-polynomial algorithm for the Max H-matching problem. Our
solution reduces the problem to the problem of finding a maximum cardinality matching of a
graph using a pseudo-polynomial reduction.
Consult Figure 1 and Figure 2 for the following definition.
I Definition 2. The representing graph of an instance (G,L, b, c) of Max H-matching is
the graph repr(G,L, b, c) = (LT ∪ LB ∪ E , EIN ∪ EUP ∪ EE) where
LB = ∪mk=1Lk,B, LT = ∪m−1k=1 Lk,T , and every set Lk,B and Lk,T consists of bk vertices,
E = ∪ij∈E(G)Ei,j, and every set Ei,j consists of ci,j = cj,i vertices,
EIN contains bk edges for every k ∈ [m− 1] connecting the bk vertices of Lk,B with the
bk vertices of Lk,T so that Lk,T ∪ Lk,B induces a perfect matching,
EUP contains bk · bk′ edges between the bk vertices of Lk,T and the bk′ vertices of Lk′,B
so that Lk,T ∪ Lk′,B induces a complete bipartite graph, whenever Lk′ is the parent of Lk
in L. Moreover, EUP contains ci,j · bi edges between the ci,j vertices of Ei,j and the bi
vertices of Li,B for every edge ij of G.
EE contains ci,j edges between the ci,j vertices of Ei,j and the cj,i(= ci,j) vertices of Ej,i
so that Ei,j ∪ Ej,i induces a perfect matching.
Let M be an H-matching of (G,L, b, c). The representing matching repr(M) of M is the
matching M ′ of repr(G,L, b, c) constructed as follows.
Start with the empty matching M ′.
Processing the edges e of G in some predefined order, for every edge e = ij of G, add to
M ′
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b1 = 3
b2 = 5
b3 = 2
b4 = 2
b5 = 7
b6 = 3
b7 = 9
2
1
c1,2 = 3 c2,3 = c3,4 = c4,1 = 2
Figure 1 An instance of Max H-matching and a solution M : Depicted on the left hand side
is the graph G that is a cycle on four vertices 1, 2, 3, and 4. The set system L consists of the
four singletons Li = {i} for i ∈ [4], and the sets L5 = {1, 2}, L6 = {3, 4} and L7 = V (G). The
edges of M are shown as thick red lines. The numbers on these lines are the multiplicities of the
corresponding edges in M . Depicted on the right hand side is the Hasse diagram of the inclusion
relation on L.
the last se edges of EE ∩ (Ei,j × Ej,i), and
the xe edges connecting the first xe vertices of Ei,j to the first xe vertices of Li,B that
are yet unmatched in M ′.
Note that at this point (a) all the vertices of E are matched by M ′, and (b) the number of
vertices of Li,B matched by M ′ is dM (i) for every i ∈ [n].
Process the sets Li ∈ L \ {Lm} in some predefined postorder traversal of L.
Assume that the number of vertices of Li,B matched by M ′ is dM (i) at the time it
is processed. As was already mentioned, this assumption holds when a leaf (i.e., a
singleton) of L is processed.
Add to M ′ the perfect matching induced by the last sLi vertices of Li,B and the last
sLi vertices of Li,T . At this point, all the vertices of Li,B are matched by M ′ and the
number of unmatched vertices of Li,T is dM (i).
Add to M ′ the dM (i) edges that connect the first dM (i) vertices of Li,T with the first
dM (i) vertices of Lj,B that are yet unmatched by M ′ where Lj is the parent of Li. At
this point all the vertices of Li,B ∪ Li,T are matched by M ′.
We note that after all the children of a set Lj have been processed, the number of vertices
of Lj,B matched by M ′ is
∑
j′|Lj′∈ch(Lj) dM (Lj′) = dM (Lj), i.e. our assumption holds
when Lj is processed.
The following Lemma is implied by the above description.
I Lemma 3. Let M be an H-matching of (G,L, b, c), and M ′ = repr(M). Then
i) |V (M ′) ∩ Lm,B | = dM (Lm) = 2 |M |, and
ii) the number of edges of M ′ between Li,B and Li,T is equal to sLi,M for every i ∈ [m− 1].
Moreover, exp(M ′) ⊆ Lm,B.
CVIT 2016
23:6 Hierarchical b-Matching
L7,B
L5,T
L5,B
L6,T
L6,B
L1,T
L1,B
L2,T L3,T L4,T
L2,B L3,B L4,B
E1,4
E4,1
E1,2 E2,1 E2,3 E3,2 E3,4 E4,3
Figure 2 The representing graph of the instance of Max H-matching depicted in Figure 1, and
the representing matching M ′ of its solution depicted in the same figure. The edges of M ′ are shown
as thick red lines. Two crossing dashed lines between two sets (e.g. the lines between L1,T and L5,B)
indicate that these sets are complete to each other.
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Informally, Lemma 3 states that (i) the number of matched vertices in the set Lm,B is 2|M |,
and (ii) the number of unmatched vertices ofM in Li is equal to the number of pairs matched
by M ′ between the sets Li,B and Li,T for every i, and in addition the unmatched vertices of
M ′ are all in the set Lm,B . In our example, the unmatched vertices are all in L7,B , and (i)
the number of matched vertices in L7,B is 2|M | = 6. As for (ii), for example, the slack of
L1 = {1} is 0, and correspondingly there are no matched pairs between L1,B and L1,T ; the
slack of L2 = {2} is 3, and correspondingly there are 3 pairs of M ′ between L1,B and L1,T ;
and the slack of L6 = {3, 4} is 2, and correspondingly there are 2 pairs of M ′ between L6,B
and L6,T .
We now prove the opposite direction. Informally it states that starting from a given
matching M ′ of Max H-matching in which the unmatched vertices all belong to the set
Lm,B, we can construct, in polynomial time, an H-matching M of (G,L, b, c), such that
M ′ = repr(M), and M ′ satisfies properties (i) and (ii) of that Lemma.
I Lemma 4. Let (G,L, b, c) be an instance of Max H-matching, and M ′ be a matching of
repr(G,L, b, c) such that exp(M ′) ⊆ Lm,B. Then there exists an H-matching M of (G,L, b, c)
such that M ′ = repr(M), and it satisfies
i) |V (M ′) ∩ Lm,B | = 2 |M |,
ii) the number of edges of M ′ between Li,B and Li,T is equal to sLi,M for every i ∈ [m− 1].
Moreover, M can be found in time linear in the size of repr(G,L, b, c).
Proof. Consider an edge e = ij of G, and the sets Ei,j , Ej,i ⊆ E of vertices of G′ =
repr(G,L, b, c). For every vertex w of Ei,j let w′ be its corresponding vertex in Ej,i. Then
exactly one of the following holds: a) ww′ ∈M ′, b) w is matched to a vertex of Li,B and w′
is is matched to a vertex of Lj,B by M ′. Let M be the multiset of edges of G such that, for
every edge e = ij of G, xe,M equals to the number of vertices w of Ei,j for which condition
b) holds. We claim that M is an H-matching of (G,L, b, c).
By definition of M , the multiplicity of an edge e in M is at most ce. For every i ∈ [n], the
number of vertices of Li,B matched to a vertex of E is dM (i). Let zB ∈ Li,B and zT ∈ Li,T
for i ∈ [m − 1] such that zBzT is an edge of G′. Then exactly one of the following holds:
a) zBzT ∈M ′, b) zB is matched to some vertex of Lj,T and zT is matched to some vertex
of Lj′,B such that Lj is a child of Li and Lj′ is the parent of Li. From the above facts, it
follows by induction on the structure of L that the number of vertices of Li,B matched to a
vertex of Lj,T for some j is dM (Li). Therefore, for every Li ∈ L we have dM (Li) ≤ bi. We
conclude that M is an H-matching of (G,L, b, c).
It follows that the number of vertices of Lm,B matched to a vertex of Lj,T for some j
(i.e., the number of vertices of Lm.B matched by M ′) is dM (Lm) = 2 |M |. J
I Theorem 5. FindRepresentingMatching is a pseudo-polynomial algorithm for Max
H-matching.
Proof. By Lemma 3 we have exp(M ′) ⊆ Lm.T . We observe that for any matching obtained by
applying a sequence of augmenting paths to M ′, in particular for M ′∗ we have exp(M ′∗) ⊆
exp(M ′) ⊆ Lm,B. Furthermore, exp(M ′∗) is minimum. Therefore, V (M ′∗) ∩ Lm,B is
maximum. By Lemma 4 i), |M∗| is maximum.
The size of G′ is O (∑e∈G ce +∑L∈L bL) = O (∑L∈L bL). Since we want to prove
pseudo-polynomial running time we assume that the values bL are bounded by |V (G)|c for
some fixed c > 0. Then,
∑
L∈L bL ≤ |L| |V (G)|c ≤ 2 |V (G)|c+1. Therefore the size of G′ is
O(|V (G)|c+1). Since every step of the algorithm can be performed in time polynomial to
|V (G′)| we conclude the result. J
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Algorithm 1 FindRepresentingMatching
Require: An instance (G,L, b, c) of Max H-matching
Ensure: Return an H-matching of (G,L, b, c) of maximum cardinality.
1: G′ ← repr(G,L, b, c).
2: M ′ ← repr(∅).
3: M ′∗ ← a maximum matching of G′ such that exp(M ′∗) ⊆ exp(M ′).
4: M∗ ← the H-matching of (G,L, b, c) corresponding to M ′∗ by Lemma 4.
5: return M∗.
3.2 Polynomial-time algorithm
In this section we improve the pseudo-polynomial algorithm of Section 3.1 to get a polynomial-
time algorithm. We achieve this in two stages. First, we present (in Lemma 7) a polynomial-
time algorithm to augment a given matching M . Then, we present (in Lemma 9) a technique
to bound the number of augmentations by a polynomial in the size of the input. Combining
these two lemmas we get (in Theorem 10) our polynomial-time algorithm.
I Definition 6. Let M be an H-matching of (G,L, b, c). The augmentation graph aug(M)
of M is the 2-edge-colored induced subgraph of repr(G,L, b, c) obtained by
coloring every edge of repr(M) red, and every other edge blue,
marking min {2, dM (Li)} blue and min {2, sLi} red edges between Li,T and Li,B for every
i ∈ [m− 1],
marking min {2, xe,M} blue and min {2, se,M} red edges between Ei,j and Ej,i for every
edge e = ij of G, and finally
removing all vertices and edges that are not incident to any of the marked edges, except
for two vertices x1, x2 of Lm,B unmatched by repr(M).
In our example, the first step of coloring the edges of repr(M) red and blue is depicted in
Figure 2, where the red edges are as indicated in that figure, and all other edges are blue.
Though the above definition uses repr(G,L, b, c) in order to construct aug(M), it is easy
to see that it can be constructed in time O(|E(G)|), without constructing repr(M) at the
first place.
I Lemma 7. Let M be an H-matching of (G,L, b, c). Then
i) The only unmatched vertices in aug(M) are x1 and x2, and
ii) M is not of maximum cardinality if and only if aug(M) contains an alternating (odd)
path (connecting x1 and x2).
Proof. i) follows immediately from the construction of aug(M). We now prove ii). To show
sufficiency, suppose that aug(M) contains a path P as claimed. Since aug(M) is a subgraph
of repr(G,L, b, c), P is a path of repr(G,L, b, c). Moreover, since red edges are edges of
repr(M) and blue edges are non-edges of it, P is a repr(M)-augmenting path. Therefore, M
is not of maximum cardinality.
To show necessity, suppose that M is not of maximum cardinality. Then, H =
repr(G,L, b, c) contains a repr(M)-augmenting path P . We color those edges of H that are
in repr(M) red, and the others blue. The path P connects unmatched vertices, hence it
must connect two vertices of Lm,B and its end edges are blue. Let H ′ be the multigraph
obtained by contracting every set Li,X(i ∈ [m], X ∈ {B, T}) and Ei,j(ij ∈ E(G)) of vertices
to a single vertex, and allowing parallel edges. Clearly, P corresponds to an alternating trail
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Lj,B,1
Lj,T,1
Lj,B,2
Lj,T,2Lj,T
Lj,B
Lj,B
Lj,B,1 Lj,B,2
Figure 3 The splitting of a trail T ′′ into a path P ′′.
T ′ of H ′ starting and ending with blue edges incident to Lm,B . Note that whenever bk = 1
for some k ∈ [m− 1] or ce = 1 for some edge e = ij of G the corresponding vertices, namely
Lk,B , Lk,T , Ei,j and Ej,i have multiplicity of one in the multigraph. Therefore, such vertices
may appear at most once in T ′. Let T ′′ be the shortest trail of H ′ having these properties,
and v a vertex of H ′. The trail T ′′ does not contain even cycles, since by eliminating an
even cycle one can get a shorter alternating trail. Therefore, the number of edges between
any two occurrences of v in T ′′ must be odd. If v occurs (at least) three times in T ′′ then
two of the occurrences must be at even distance from each other. We conclude that the
number of occurrences of v in T ′′ is at most two. We can construct from T ′′ a path P ′′ of
aug(M) by a) splitting up every two parallel edges between some Li,T and Li,B into two
disjoint edges, b) splitting up every two parallel edges (that necessarily have the same color)
between some Ei,j and Ej, into two disjoint edges, and c) splitting into two non-adjacent
vertices any vertex that is still traversed twice by P ′′. See Figure 3 for this operation. Note
that the only case that the resulting path is possibly not a path of aug(M) is the case that a
vertex v is visited twice by T ′′ but has multiplicity of one in the multigraph. However, as
already observed, such vertices appear at most once in T ′′. J
Since aug(M) can be constructed in time O(|E(G)|) and an augmenting path of it can
be found in time O(|E(G)|), Lemma 7 implies that given an H-matching M , one can find
in time O(|E(G)|) an H-matching of cardinality |M |+ 1 or decide that M is of maximum
cardinality. Therefore,
I Corollary 8. A maximum cardinality H-matching M of (G,L, b, c) can be found in time
|M | · O(|E(G)|).
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In the sequel we extend the technique introduced in [1] to bound the number of augment-
ations needed to find a maximum matching by a polynomial. This is done by finding a nearly
optimal H-matching by means of a flow network.
I Lemma 9. An H-matching M of cardinality at least |M∗| − O(|V (G)|) can be found in
time O(|V (G)| · |E(G)|) where M∗ is a maximum cardinality H-matching of (G,L, b, c).
Proof. We present an algorithm that works in three stages. In the first stage we construct
a flow network corresponding the instance, and compute a maximum flow of it. In the
second stage we use this maximum flow to find an optimal fractional solution of the Max
H-matching instance. Finally we round this fractional solution with a loss of O(|V (G)|).
We start by describing the construction of the flow network F = (N,A, κ, s, t) (see Figure
4). N is a directed graph with vertex set [m] ∪ {i′|i ∈ [m]} ∪ {s, t}. For every k ∈ [m− 1],
there are two arcs pk and k′p′ with capacity κ(pk) = κ(k′p′) = bk where Lp is the parent of
Lk. There are two arcs sm and m′t, with capacities κ(sm) = κ(m′t) = bLm . For every edge
e = ij of G, N contains two arcs ij′ and ji′ with κ(ij′) = κ(ji′) = ce. Every H-matching
M of (G,L, b, c) implies a feasible flow f of F by setting f(ij′) = f(ji′) = xe,M for every
edge e = ij of G, f(pk) = f(k′p′) = dM (Lk) for every k ∈ [m− 1] such that Lp = par(Lk),
and f(sm) = f(m′t) = dM (Lm). It is easy to verify that f is a feasible s − t flow and its
value |f | is dM (R) = 2 |M |. Therefore, for a maximum flow f∗ and an H-matching M∗ of
maximum cardinality, we have |f∗| ≥ 2 |M∗|. The number of vertices of N is 2 |L|+ 2 which
is linear in n = |V (G)|. The number of arcs of N is dominated by 2 |E(G)|. It is well known
that, since all the capacities are integral, there is an integral maximum flow f∗. Such a flow
can be found in time O(|V (G)| · |E(G)|) [10]. If f∗ is symmetric, i.e. f∗(ij′) = f∗(ji′) for
every edge ij of G then we may stop at this stage and f∗ induces an optimal solution of
Max H-matching.
In the second stage we compute f¯a = f
∗(a)+f∗(a′)
2 for every pair of symmetric arcs a and
a′ of N . Clearly, f¯ is symmetric and
∣∣f¯ ∣∣ = |f∗|. It remains to show that f¯ is a feasible flow.
Clearly the flow on each edge is bounded by its capacity; moreover, it is easy to verify that
f¯ satisfies flow conservation at each vertex 6= s, t, since f∗ satisfies it.
If f¯ is integral we can assign xe,M = f¯(ij′) = f¯(ji′) for every edge e = ij of G to get
an optimal solution M of Max H-matching. Since this is not necessarily the case, this
assignment leads to a half-integral fractional H-matching M ′ with |M ′| ≥ |M∗|.
In the last stage we round M ′ with a small loss, to get a feasible solution M with
|M | ≥ |M ′| − O(|V (G)|). We start with M = M ′. Let HM be the graph induced by the
edges e of G such that xe,M is non-integral. As far as M contains an even cycle C, we pick a
matching of C consisting of half of its edges, increase xe,M by 1/2 for every edge e of the
matching and decrease it by 1/2 for all the other edges of C. This modification does not
affect the degrees of the vertices and thus the degrees of the sets of L, in particular it does
not affect |M |. At this point all the cycles of HM are odd. These cycles are vertex disjoint,
since otherwise there is an even cycle in HM . Therefore, the number of these odd cycles
is at most |V (G)| /3. Let C be an odd cycle of HM . We pick a maximum matching of C,
increase xe,M by 1/2 for every edge e of the matching and decrease it by 1/2 for all the
other edges of C. This modification does not increase the degrees of the vertices and thus
the degrees of the sets of L, however it decreases |M | by 1/2. Therefore, the total loss at
this stage is at most |V (G)| /6. At this point HM is acyclic, i.e. a forest. If we decrease |M |
by 1/2 in all the edges of the forest, |M | decreases by at most |V (G)| /2. We conclude that
|M | ≥ |M ′| − 23 |V (G)| ≥ |M∗| − 23 |V (G)|. J
We are now ready to prove our main theorem.
Y. Emek et al. 23:11
2
2
2
2
2
3
5
9
2
3
2
3
7
7
6
5
4
3
2
1
6′
5′
4′
3′
2′
1′
2
3
9
3
7
2
2
5
3
s t7′
Figure 4 The flow network instance corresponding to the instance of Max H-matching depicted
in Figure 1.
I Theorem 10. A maximum cardinality H-matching of (G,L, b, c) can be found in time
O(|E(G)| · |V (G)|).
Proof. Let M∗ be a maximum cardinality H-matching of (G,L, b, c). By Lemma 9, we can
find an H-matching M of cardinality at least |M∗| − O(|V (G)|) in time O(|V (G)| · |E(G)|).
To get an optimal H-matching we can augment M using O(|V (G)|) augmentations, each of
which can be done in time O(|E(G)|), by Lemma 7. J
4 Conclusion and Open Problems
In this paper we studied the H-matching problem, which is an extension of the b-matching
problem, in which the vertices are organized in a hierarchical manner (independently of the
structure of the graph). At each level the vertices are partitioned into disjoint subsets, with
a given bound on the sum of degrees of every subset. The optimization problem is to find a
maximum set of edges, that will obey all degree bounds. This problem is applicable to many
social structures, where the organization is of hierarchical nature.
We have presented a polynomial-time algorithm for this new problem, in a few stages. We
first reduced it to an ordinary matching in an associated larger graph, and this resulted in a
pseudo polynomial algorithm for the problem. We then improved it to a polynomial-time
algorithm. This was achieved by combining results of two stages: in the first stage we
presented a polynomial-time algorithm to augment a given matching, and in the second one
we presented a technique to bound the number of augmentations by a polynomial in the size
of the input.
A few open problems are immediately related to our result. The first one is the weighted
case of the problem, in which every edge has an associated weight and the goal is to find an
H-matching of maximum weight. To find an efficient algorithm for this problem, apparently
requires the extension of the linear programming techniques used in [11]. Another problem
is to consider the hierarchical case where the bounds on the sets are interpreted as a bound
on the number of edges that connect the vertices of the set to the rest of the graph.
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