In this paper, we consider the Group Lasso estimator of the covariance matrix of a stochastic process corrupted by an additive noise. We propose to estimate the covariance matrix in a high-dimensional setting under the assumption that the process has a sparse representation in a large dictionary of basis functions. Using a matrix regression model, we propose a new methodology for high-dimensional covariance matrix estimation based on empirical contrast regularization by a group Lasso penalty. Using such a penalty, the method selects a sparse set of basis functions in the dictionary used to approximate the process, leading to an approximation of the covariance matrix into a low dimensional space. Consistency of the estimator is studied in Frobenius and operator norms and an application to sparse PCA is proposed.
Introduction
Let T be some subset of R p , p ∈ N, and let X = (X (t)) t∈T be a stochastic process with values in R. Assume that X has zero mean E (X (t)) = 0 for all t ∈ T, and finite covariance σ (s, t) = E (X (s) X (t)) for all s, t ∈ T. Let t 1 , . . . , t n be fixed points in T (deterministic design), X 1 , ..., X N independent copies of the process X, and suppose that we observe the noisy processes X i (t j ) = X i (t j ) + E i (t j ) for i = 1, ..., N, j = 1, ..., n, (
1 where E 1 , ..., E N are independent copies of a second order Gaussian process E with zero mean and independent of X, which represent an additive source of noise in the measurements. Based on the noisy observations (1.1), an important problem in statistics is to construct an estimator of the covariance matrix Σ = E XX ⊤ of the process X at the design points, where X = (X (t 1 ) , ..., X (t n )) ⊤ . This problem is a fundamental issue in many applications, ranging from geostatistics, financial series or epidemiology for instance (see [Stein, 1999] , [Journel, 1977] or [Cressie, 1993, Wikle and Cressie, 1999] for general references and applications). Estimating such a covariance matrix has also important applications in dimension reduction by principal component analysis (PCA) or classification by linear or quadratic discriminant analysis (LDA and QDA).
In [Bigot et al., 2010] , using N independent copies of the process X, we have proposed to construct an estimator of the covariance matrix Σ by expanding the process X into a dictionary of basis functions. The method in [Bigot et al., 2010 ] is based on model selection techniques by empirical contrast minimization in a suitable matrix regression model. This new approach to covariance estimation is well adapted to the case of low-dimensional covariance estimation when the number of replicates N of the process is larger than the number of observations points n. However, many application areas are currently dealing with the problem of estimating a covariance matrix when the number of observations at hand is small when compared to the number of parameters to estimate. Examples include biomedical imaging, proteomic/genomic data, signal processing in neurosciences and many others. This issue corresponds to the problem of covariance estimation for high-dimensional data. This problem is challenging since, in a highdimensional setting (when n >> N or n ∼ N ), it is well known that the sample covariance matrices
, where X i = (X i (t 1 ) , ..., X i (t n )) ⊤ , i = 1, . . . , N and
, where X i = X i (t 1 ) , ..., X i (t n ) ⊤ , i = 1, . . . , N behave poorly, and are not consistent estimators of Σ. For example, suppose that the X i 's are independent and identically distributed (i.i.d.) random vectors in R n drawn from a multivariate Gaussian distribution. Then, when n N → c > 0 as n, N → +∞, neither the eigenvalues nor the eigenvectors of the sample covariance matrix S are consistent estimators of the eigenvalues and eigenvectors of Σ (see [Johnstone, 2001] ). This topic has thus recently received a lot of attention in the statistical literature. To achieve consistency, recently developed methods for highdimensional covariance estimation impose sparsity restrictions on the matrix Σ. Such restrictions imply that the true (but unknown) dimension of the model is much lower than the number n(n+1) 2 of parameters of an unconstrained covariance matrix. Under various sparsity assumptions, different regularizing methods of the empirical covariance matrix have been proposed. Estimators based on thresholding or banding the entries of the empirical covariance matrix have been studied in [Bickel and Levina, 2008a] and [Bickel and Levina, 2008b] . Thresholding the components of the empirical covariance matrix has also been proposed by [El Karoui, 2008] and the consistency of such estimates is studied using tools from random matrix theory. [Fan et al., 2008] impose sparsity on the covariance via a factor model which is appropriate in financial applications. [Levina et al., 2008] and [Rothman et al., 2008] propose regularization techniques with a Lasso penalty to estimate the covariance matrix or its inverse. More general penalties have been studied in [Lam and Fan, 2009] . Another approach is to impose sparsity on the eigenvectors of the covariance matrix which leads to sparse PCA. [Zou et al., 2006] use a Lasso penalty to achieve sparse representation in PCA, [d'Aspremont et al., 2008 ] study properties of sparse principal components by convex programming, while [Johnstone and Lu, 2009 ] propose a PCA regularization by expanding the empirical eigenvectors in a sparse basis and then apply a thresholding step.
In this paper, we propose to estimate Σ in a high-dimensional setting by using the assumption that the process X has a sparse representation in a large dictionary of basis functions. Using a matrix regression model as in [Bigot et al., 2010] , we propose a new methodology for highdimensional covariance matrix estimation based on empirical contrast regularization by a group Lasso penalty. Using such a penalty, the method selects a sparse set of basis functions in the dictionary used to approximate the process X. This leads to an approximation of the covariance matrix Σ into a low dimensional space, and thus to a new method of dimension reduction for high-dimensional data. Group Lasso estimators have been studied in the standard linear model and in multiple kernel learning to impose a group-sparsity structure on the parameters to recover (see [Nardi and Rinaldo, 2008] , and references therein). However, to the best of our knowledge, it has not been used for the estimation of covariance matrices using a functional approximation of the process X.
The rest of the paper is organized as follows. In Section 2, we describe a matrix regression model for covariance estimation, and we define our estimator by group Lasso regularization. The consistency of such a procedure is investigated in Section 3 using oracle inequalities and a nonasymptotic point of view by holding fixed the number of replicates N and observation points n. Consistency of the estimator is studied in Frobenius and operator norms. Various results existing in matrix theory show that convergence in operator norm implies convergence of the eigenvectors and eigenvalues (e.g. through the use of the sin(θ) theorems in [Davis and Kahan, 1970] ). Consistency in operator norm is thus well suited for PCA applications. Numerical experiments are given in Section 4, and an application to sparse PCA is proposed. A technical Appendix contains all the proofs.
Model and definition of the estimator
To impose sparsity restrictions on the covariance matrix Σ, our approach is based on an approximation of the process in a finite dictionary of (not necessarily orthogonal) basis functions g m : T → R for m = 1, ..., M . Suppose that
where a m , m = 1, ..., M are real valued random variables, and that for each trajectory X i
The notation ≈ means that the process X can be well approximated into the dictionary. A precise meaning of this will be discussed later on. Then (2.2) can be written in matrix notation as:
where G is the n × M matrix with entries
and a i is the M × 1 random vector of components a i,m , with 1 ≤ m ≤ M .
Recall that we want to estimate the covariance matrix Σ = E XX ⊤ from the noisy observations (1.1). Since X ≈ Ga with a = (a m ) 1≤m≤M with a m as in (2.1), it follows that
Given the noisy observations X i as in (1.1) with i = 1, ..., N , consider the following matrix regression model
where
centered matrix errors, and
The size M of the dictionary can be very large, but it is expected that the process X has a sparse expansion in this basis, meaning that, in approximation (2.1), many of the random coefficients a m are close to zero. We are interested in obtaining an estimate of the covariance Σ in the form Σ = G ΨG ⊤ such that Ψ is a symmetric M × M matrix with many zero rows (and so, by symmetry, many corresponding zero columns). Note that setting the k-th row of Ψ to 0 ∈ R M means to remove the function g k from the set of basis functions (g m ) 1≤m≤M in the function expansion associated to G. Let us now explain how to select a sparse set of rows/columns in the matrix Ψ. For this, we use a group Lasso approach to threshold some rows/columns of Ψ which corresponds to removing some basis functions in the approximation of the process X. For two p × p matrices A, B define the inner product A, B F := tr A ⊤ B and the associated Frobenius norm A 2 F := tr A ⊤ A . Let S M denote the set of M × M symmetric matrices with real entries. We define the group Lasso estimator of the covariance matrix Σ by 5) where Ψ λ is the solution of the following optimization problem: 6) where Ψ = (Ψ mk ) 1≤m,k≤M ∈ R M ×M , λ is a positive number and γ k are some weights whose values will be discuss later on. In (2.6), the penalty term imposes to give preference to solutions with components Ψ k = 0, where (Ψ k ) 1≤k≤M denotes the columns of Ψ.
X i X ⊤ i denotes the sample covariance matrix from the noisy observations (1.1). It can be checked that minimizing the criterion (2.6) is equivalent to
Thus Ψ λ ∈ R M ×M can be interpreted as a group Lasso estimator of Σ in the following matrix regression model
where U ∈ R n×n is a centered error matrix given by
In the above regression model (2.8), there are two errors terms of a different nature. The term W corresponds to the additive Gaussian errors E 1 , ..., E N in model (1.1), while the term U = S − Σ represents the difference between the (unobserved) sample covariance matrix S and the matrix Σ that we want to estimate. This approach can be interpreted as a thresholding procedure of the entries of an empirical matrix. To see this, consider the simple case where M = n and the basis functions and observations points are chosen such that the matrix G is orthogonal. Let Y = G ⊤ SG be a transformation of the empirical covariance matrix S. In the orthogonal case, the following proposition shows that the group Lasso estimator Ψ λ defined by (2.7) consists in thresholding the columns/rows of Y whose ℓ 2 -norm is too small, and in multiplying the other columns/rows by weights between 0 and 1. Hence, the group Lasso estimate (2.7) can be interpreted as covariance estimation by soft-thresholding the columns/rows of Y.
Proposition 1 Suppose that M = n and that G ⊤ G = I n where I n denotes the identity matrix of size n × n. Let Y = G ⊤ SG. Then, the group Lasso estimator Ψ λ defined by (2.7) is the n × n symmetric matrix whose entries are given by
3 Consistency of the group Lasso estimator
Notations and main assumptions
Let us begin by some definitions. For a symmetric p × p matrix A with real entries, ρ min (A) denotes the smallest eigenvalue of A, and ρ max (A) denotes the largest eigenvalue of A. For β ∈ R q , β ℓ 2 denotes the usual Euclidean norm of β. For p × q matrix A with real entries,
denotes the operator norm of A. Recall that if A is a non negative definite matrix with p = q then A 2 = ρ max (A).
Let Ψ ∈ S M and β a vector in R M . For a subset J ⊂ {1, . . . , M } of indices of cardinality |J|, then β J is the vector in R M that has the same coordinates as β on J and zeros coordinates on the complement J c of J. The n × |J| matrix obtained by removing the columns of G whose indices are not in J is denoted by G J . The sparsity of Ψ is defined as its number of non-zero columns (and thus by symmetry non-zero rows) namely
Then, let us introduce the following quantities that control the minimal eigenvalues of submatrices of small size extracted from the matrix G ⊤ G, and the correlations between the columns of G:
To derive oracle inequalities showing the consistency of the group Lasso estimator Ψ λ the correlations between the columns of G (measured by θ(G)) should not be too large when compared to the minimal eigenvalues of small matrices extracted from G ⊤ G, which is formulated in the following assumption:
Assumption 1 Let c 0 > 0 be some constant and 0 < s ≤ M . Then
Assumption 1 is inspired by recent results in [Bickel et al., 2009] on the consistency of Lasso estimators in the standard nonparametric regression model using a large dictionary of basis functions. In [Bickel et al., 2009 ], a general condition called restricted eigenvalue assumption is introduced to control the minimal eigenvalues of the Gram matrix associated to the dictionary over sets of sparse vectors. In the setting of nonparametric regression, a condition similar to Assumption 1 is given in [Bickel et al., 2009] as an example for which the restricted eigenvalue assumption holds.
Let us give some examples for which Assumption 1 is satisfied. If M ≤ n and the design points are chosen such that the columns of the matrix G are orthonormal vectors in R n , then for any 0 < s ≤ M one has that ρ min (s) = 1 and θ(G) = 0 and thus Assumption 1 holds for any value of c 0 and s. Now, suppose that the columns of G are normalized to one, i.e
Let us now specify the law of the stochastic process X. For this, recall that for a real-valued random variable Z, the ψ α Orlicz norm of Z is
Such Orlicz norms are useful to characterize the tail behavior of random variables. Indeed, if Z ψα < +∞ then this is equivalent to assuming that there exists two constants K 1 , K 2 > 0 such that for all x > 0
(see e.g. [Mendelson and Pajor, 2006] for more details on Orlicz norms of random variables) . Therefore, if Z ψ 2 < +∞ then Z is said to have a sub-Gaussian behavior and if Z ψ 1 < +∞ then Z is said to have a sub-Exponential behavior. In the next sections, oracle inequalities for the group Lasso estimator will be derived under the following assumption on X:
Assumption 2 The random vector X = (X (t 1 ) , ..., X (t n )) ⊤ ∈ R n is such that (A1) There exists ρ (Σ) > 0 such that, for all vector β ∈ R n with β ℓ 2 = 1, then
Note that (A1) implies that Σ 2 ≤ ρ (Σ) 2 . Indeed, one has that
When X is a Gaussian process, it follows that for any β ∈ R n with β ℓ 2 = 1 then
Therefore, under the assumption that X is a Gaussian process, Assumption (A1) holds with ρ (Σ) = 3 1/4 Σ 1/2 2 . Assumption (A2) requires that Z ψα < +∞, where Z = X ℓ 2 . The following proposition provides some examples where such an assumption holds.
-If the random process X is such that Z ψ 2 < +∞, and there exists a constant C 1 such that Σ
-If X is a bounded process, meaning that there exists a constant R > 0 such that for all t ∈ T, |X(t)| ≤ R, then for any α ≥ 1,
Assumption 2 will be used to control the deviation in operator norm between the sample covariance matrix S and the true covariance matrix Σ in the sense of the following proposition whose proof follows from Theorem 2.1 in [Mendelson and Pajor, 2006] . Proposition 3 Let X 1 , ..., X N be independent copies of the stochastic process X, let Z = X ℓ 2
where τ N,n = max(A 2 N,n , B N,n ), with
Let us briefly comment Proposition 3 in some specific cases. If X is Gaussian, then Proposition 2 implies that A N,n ≤ A N,n,1 , where 2) and in this case inequality (3.1) becomes
for all x > 0, where
2 A N,n,1 . If X is a bounded process by some constant R > 0 , then using Proposition 2 and by letting α → +∞, Proposition 3 implies that for all x > 0,
Contrary to the low-dimensional case (n << N ), in a high-dimensional setting when n >> N or when n and N are of the same magnitude ( n N → c > 0 as n, N → +∞), inequalities (3.3) and (3.4) cannot be used to conclude that the norm S − Σ 2 concentrates around zero. Actually, it is well known that the sample covariance S is a bad estimator of Σ in a high-dimensional setting, and that without any further restriction on the structure of the covariance matrix Σ, then S cannot be a consistent estimator. However, we would like to point out that Proposition 3 relates the quality of S to the "true dimensionality" of the vector X = (X (t 1 ) , ..., X (t n )) ⊤ ∈ R n that is measured by the quantity Z ψα with Z = X ℓ 2 . Indeed, if X is a low-dimensional Gaussian process such that tr(Σ) = 1 then Proposition 3 and inequality (3.2) imply that
Hence, inequality (3.6) shows that, under an assumption of low-dimensionality of the process X, the deviation in operator norm between S and Σ depends on the ratio 1 N and not on n N , and thus the quality of S as an estimator of Σ is much better in such settings.
More generally, another assumption of low-dimensionality for the process X is to suppose that it has a sparse representation in a dictionary of basis functions, which may also improve the quality of S as an estimator of Σ. To see this, consider the simplest case X = X 0 , where the process X 0 has a sparse representation in the basis (g m ) 1≤m≤M given by
where J * ⊂ {1, . . . , M } is a subset of indices of cardinality |J * | = s * and a m , m ∈ J * are random coefficients (possibly correlated). Under such an assumption, the following proposition holds.
Proposition 4 Suppose that X = X 0 with X 0 defined by (3.7) with s * ≤ min(n, M ). Assume that X satisfies Assumption 2 and that the matrix G ⊤ J * G J * is invertible, where G J * denotes the n × |J * | matrix obtained by removing the columns of G whose indices are not in J * . Then, there exists a universal constant δ * > 0 such that for all x > 0,
-If X = X 0 is such that the random variables a m are bounded by for some constant R > 0, thenÃ
Therefore, let us compare the bounds (3.9) and (3.10) with the inequalities (3.2) and (3.5). It follows that, in the case X = X 0 , if the sparsity s * of X in the dictionary is small compared to the number of time points n then the deviation between S and Σ is much smaller than in the general case without any assumption on the structure of Σ. Obviously, the gain also depends on s * N compared to n N . Supposing that X = X 0 also implies that the operator norm of the error term U in the matrix regression model (2.8) is controlled by the ratio s * N instead of the ratio n N when no assumptions are made on the structure of Σ. This means that if X has a sparse representation in the dictionary then the error term U becomes smaller.
An oracle inequality for the Frobenius norm
Consistency is first studied for the normalized Frobenius norm 1 n A 2 F for an n × n matrix A. The following theorem provides an oracle inequality for the group Lasso estimator
Theorem 1 Assume that X satisfies Assumption 2. Let ǫ > 0 and 1 ≤ s ≤ min(n, M ). Suppose that Assumption 1 holds with c 0 = 3 + 4/ǫ, and that the covariance matrix Σ noise = E (W 1 ) of the noise is positive-definite. Consider the group Lasso estimator Σ λ defined by (2.5) with the choices
and
for some constant δ > 1.
Then, with probability at least 1 − M 1−δ one has that
The first term
in inequality (3.11) is the bias of the estimator Σ λ . It reflects the quality of the approximation of Σ by the set of matrices of the form GΨG ⊤ , with Ψ ∈ S M and M (Ψ) ≤ s. As an example, suppose that X = X 0 , where the process X 0 has a sparse representation in the basis (g m ) 1≤m≤M given by
where J * ⊂ {1, . . . , M } is a subset of indices of cardinality |J * | = s * ≤ s and a m , m ∈ J * are random coefficients. Then, in this case, since s * ≤ s the bias term in (3.11) is equal to zero. The second term
) is a variance term as the empirical covariance matrix S is an unbiased estimator of Σ. Using the inequality
2 that holds for any n × n matrix A, it follows that
2 . Therefore, under the assumption that X has a sparse representation in the dictionary (e.g. when X = X 0 as above) then the variance term The third term in (3.11) is also a variance term due to the noise in the measurements (1.1). If there exists a constant c > 0 independent of n and N such that n N ≤ c then the decay of this 11 third variance term is essentially controlled by the ratio
≤ s with sparsity s much smaller than n then the variance of the group Lasso estimator Σ λ is smaller than the variance of S. This shows some of the improvements achieved by regularization (2.7) of the empirical covariance matrix S with a group Lasso penalty.
An important assumption of Theorem 1 is that the covariance matrix of the noise Σ noise = E (W 1 ) is positive definite. This restriction is clearly necessary as illustrated by the following example: suppose that the contaminating process E (t) = ζg 1 (t) with ζ ∼ N (0, σ 2 1 ), implying that Σ noise = σ 2 1 g 1 g ⊤ 1 with g 1 = (g 1 (t 1 ), . . . , g 1 (t n )) ⊤ has n − 1 eigenvalues equal to zero. Now, suppose that X(t) = a 2 g 2 (t) with a 2 ∼ N (0, σ 2 2 ). If σ 1 > σ 2 then the group LASSO regularization alone cannot get rid of the additive error term without eliminating first the right component g 2 . Hence, in such settings, group LASSO regularization does not yield to a consistent estimation of Σ = σ 2 2 g 2 g ⊤ 2 with g 2 = (g 2 (t 1 ), . . . , g 2 (t n )) ⊤ .
An oracle inequality for the operator norm
The "normalized" Frobenius norm
.e the average of the eigenvalues of
, can be viewed as a reasonable proxy for the operator norm
). It is thus expected that the results of Theorem 1 imply that the group Lasso estimator Σ λ is a good estimator of Σ in operator norm. Let us recall that controlling the operator norm enables to study the convergence of the eigenvectors and eigenvalues of Σ λ by controlling of the angles between the eigenspaces of a population and a sample covariance matrix through the use of the sin(θ) theorems in [Davis and Kahan, 1970] . Now, let us consider the case where X consists in noisy observations of the process X 0 (3.7) meaning that
where E is a second order Gaussian process E with zero mean and independent of X 0 . In this case, one has that
where a is the random vector of R M with a m = a m for m ∈ J * and a m = 0 for m / ∈ J * . Therefore, using Theorem 1 by replacing s by s * = |J * |, since Ψ * ∈ {Ψ ∈ S M : M (Ψ) ≤ s * }, one can derive the following corrollary:
Corollary 1 Suppose that the observations X i (t j ) with i = 1, ..., N and j = 1, . . . , n are i.i.d random variables from model (3.12) and that the conditions of Theorem 1 are satisfied with 1 ≤ s = s * ≤ min(n, M ). Then, with probability at least 1 − M 1−δ one has that
To simplify notations, write Ψ = Ψ λ , with Ψ λ given by (2.7). DefineĴ λ ⊂ {1, . . . , M } aŝ (3.14) and C 1 (n, M, N, s * , S,Ψ * , G, Σ noise ) = C 1 with
(3.15) with γ max = 2G max ρ max (G ⊤ G). The set of indicesĴ is an estimation of the set of active basis functions J * . Note that such thresholding procedure (3.14) does not lead immediately to a practical way to choose the setĴ. Indeed the constant C 1 in (3.14) depends on the a priori unknown sparsity s * and on the amplitude of the noise in the matrix regression model (2.8) measured by the quantities
2 . Nevertheless, in Section 4 on numerical experiments we give a simple procedure to automatically threshold the ℓ 2 -norm of the columns of the matrix Ψ λ that are two small.
Note that to estimate J * we did not simply takeĴ =Ĵ 0 := k : Ψ k ℓ 2 = 0 , but rather apply a thresholding step to discard the columns of Ψ whose ℓ 2 -norm are too small. By doing so, we want to stress the fact that to obtain a consistent procedure with respect to the operator norm it is not sufficient to simply takeĴ =Ĵ 0 . A similar thresholding step is proposed in [Lounici, 2008] and [Lounici et al., 2009] in the standard linear model to select a sparse set of active variables when using regularization by a Lasso or group-Lasso penalty. In the paper ( [Lounici, 2008] ), the second thresholding step used to estimate the true sparsity pattern depends on a unknown constant that is related to the amplitude of the unknown coefficients to estimate. Then, the following theorem holds.
Theorem 2 Under the assumptions of Corollary 1, for any solution of problem (2.7), we have that with probability at least 1
then with the same probability the set of indicesĴ , defined by (3.14), estimates correctly the true set of active basis functions J * , that isĴ = J * with probability at least 1
The results of Theorem 2 indicate that if the ℓ 2 -norm of the columns of Ψ * k for k ∈ J * are sufficiently large with respect to the level of noise in the matrix regression model (2.8) and the sparsity s * , thenĴ is a consistent estimation of the active set of variables. Indeed, if M (Ψ * ) = s * , then by symmetry the columns of Ψ * such Ψ * k = 0 have exactly s * non-zero entries. Hence, the condition (3.17) means that the ℓ 2 -norm of Ψ * k = 0 (normalized by
to be larger than
√ s * √ C 0 . A simple condition to satisfy such an assumption is that the amplitude of the s * non-vanishing entries of Ψ * k = 0 are larger than
√ C 0 which can be interpreted as a kind of measure of the noise in model (2.8). This suggests to take as a final estimator of Σ the following matrix:
where GĴ denotes the n × |Ĵ | matrix obtained by removing the columns of G whose indices are not inĴ, and
First note that the above theorem gives a deviation in operator norm from ΣĴ to the matrix Σ J * (3.19) which is not equal to the true covariance Σ of X at the design points. Indeed, even if we know the true sparsity set J * , the additive noise in the measurements in model (1.1) complicates the estimation of Σ in operator norm. However, although Σ J * = Σ, they can have the same eigenvectors if the structure of the additive noise matrix term in (3.19) is not too complex. As an example, consider the case of an additive white noise, for which Σ noise = σ 2 I n where σ is the level of noise and I n the n × n identity matrix. Under such an assumption, if we further suppose for simplicity that (
and clearly Σ J * and Σ have the same eigenvectors. Therefore, the eigenvectors of ΣĴ can be used as estimators of the eigenvectors of Σ which is suitable for the sparse PCA application described in the next section on numerical experiments.
Let us illustrate the implications of Theorem 3 on a simple example. If X is Gaussian, the random vector
is also Gaussian and Proposition 2 can be used to prove that
Then Theorem 3 implies that with high probability
N,s * ,1 .
Therefore, in the Gaussian case (but also under other assumptions for X such as those in
Proposition 2) the above equations show that the operator norm ΣĴ − Σ J * 2 2 depends on the ratio s * N . Recall that S − Σ 2 2 depends on the ratio n N . Thus, using ΣĴ clearly yields significant improvements if s * is small compared to n.
To summarize our results let us finally consider the case of an orthogonal design. Combining Theorems 1, 2 and 3 one arrives at the following corrolary:
Corollary 2 Suppose that the observations are i.i.d random variables from model (3.12). Suppose that M = n and that G ⊤ G = I n (orthogonal design) and that X 0 satisfies Assumption 2. Let ǫ > 0 and 1 ≤ s * ≤ min(n, M ). Consider the group Lasso estimator Σ λ defined by (2.5) with the choices γ k = 2, k = 1, . . . , n and λ = Σ noise 2 1 + n N + 2δ log M N 2 for some constant δ > 1.
Suppose that min
, with δ > 1 and δ ⋆ > δ * one has that
N,s * .
Comparison with the standard Lasso
In this work, we chose a Group Lasso estimation procedure rather than a standard Lasso. As a matter of fact, for covariance estimation in our setting, the group structure enables to impose a constraint on the number of non zero columns of the matrix Ψ and not on the single entries of the matrix Ψ. This corresponds to the natural assumption of obtaining a sparse representation of the process X(t) in the basis given by the functions g m 's and replacing its dimension by its sparsity. Alternatively, the standard Lasso in our setting would be the estimator defined by
where λ ≥ 0 is a regularization parameters and the γ mk 's are positive weights. This procedure leads to the following Lasso estimator of the covariance matrix Σ
In the orthogonal case (i.e. M = n and G ⊤ G = I n ), this gives rise to the estimator Ψ L obtained by soft thresholding individually each entry Y mk of the matrix Y = G ⊤ SG with the thresholds λγ mk . Proposition 5 (see below) allows a simple comparison of the statistical performances of the group Lasso estimator Σ L with those of the standard Lasso estimator Σ λ in terms of upper bounds for the Frobenius norm. To simplify the discussion, we only consider the orthogonal case and the simple model
where the process X 0 is defined in (3.7). The statement of the result for the group Lasso is an immediate consequence of Theorem 1, while the proof to obtain the upper bound for the standard Lasso is an immediate adaptation of the arguments in the proof of Theorem 1.
Proposition 5 Assume that X satisfies model (3.24) and that the covariance matrix Σ noise = E (W 1 ) of the noise is positive-definite. Consider the group Lasso estimator Σ λ and the standard Lasso estimator Σ L with the choices
Then, there exist two positive constants C 1 , C 2 not depending on n, N, s * such that with probability at least 1 − M 1−δ one has that
Proposition 5 illustrates the advantages of the Group Lasso over the standard Lasso. Indeed, the second term in the upper bound for the group Lasso is much smaller (of the order s * n ) than the second term in the upper bound for the standard Lasso (of the order s 2 * n ). This comes from the fact that the sparsity prior of the Group Lasso is on the number of vanishing columns of the matrix Ψ, while the sparsity prior of the standard Lasso only controls the number of non-zero entries of Ψ. However, to really demonstrate the benefits of our method when compared to the performances of the standard Lasso, it is required to also derive lower bounds. This issue is a difficult task which has been considered in few papers and that is beyond the scope of this paper. For recent work in this direction, we refer to [Huang and Zhang, 2010] for regression models or [Lounici et al., 2011] and [Lounici et al., 2009] for linear regression and multi-task learning.
However, the analysis in [Huang and Zhang, 2010, Lounici et al., 2011] of Group Lasso regularization is carried out the setting of multiple regression models where the parameters to estimate are vectors and with error terms that are centered. Therefore, the results in [Huang and Zhang, 2010, Lounici et al., 2011 ] cannot be applied to the matrix regression model (2.4) since, in our setting, the parameter to estimate is the matrix Σ and the error terms U i +W i in (2.4) are not centered.
Numerical experiments and an application to sparse PCA
In this section we present some simulated examples to illustrate the practical behaviour of the covariance matrix estimator by group Lasso regularization proposed in this paper. In particular, we show its performances with an application to sparse Principal Components Analysis (PCA). In the numerical experiments, we use the explicit estimator described in Proposition 1 in the case M = n and an orthogonal design matrix G, and also the estimator proposed in the more general situation when n < M . The programs for our simulations were implemented using the MATLAB programming environment.
Description of the estimating procedure and the data
We consider a noisy stochastic processes X on T = [0, 1] with values in R observed at fixed location points t 1 , ..., t n in [0, 1], generated according to
where σ > 0 is the level of noise, ǫ 1 , . . . , ǫ n are i.i.d. standard Gaussian variables, and X 0 is a random process independent of the ǫ j 's. For the process X 0 we consider two simple models. The first one is given by
where a is a Gaussian random coefficient such that Ea = 0, Ea 2 = γ 2 , and f : [0, 1] → R is an unknown function. The second model for X 0 is
where a 1 and a 2 are independent Gaussian variables such that Ea 1 = Ea 2 = 0, Ea 2 1 = γ 2 1 , Ea 2 2 = γ 2 2 (with γ 1 > γ 2 ), and f 1 , f 2 : [0, 1] → R are unknown functions. The simulated data consists in a sample of N independent observations of the process X at the points t 1 , ..., t n , which are generated according to (4.1). Therefore, throughout the numerical experiments, one has that Σ noise = σ 2 I n .
In model (4.2), the covariance matrix Σ of the process X 0 at the locations points is given by Σ = γ 2 FF ⊤ , where by definition
Note that the largest eigenvalue of Σ is γ 2 F 2 ℓ 2 with corresponding eigenvector F. We suppose that the signal f has some sparse representation in a large dictionary of basis functions of size M , given by {g m , m = 1, . . . , M }, meaning that f (t) = M m=1 β m g m (t) , with J * = {m, β m = 0} of small cardinality s * . Then, the process X 0 can be written as X 0 (t) = M m=1 aβ m g m (t) , and thus Σ = γ 2 GΨ J * G ⊤ , where Ψ J * is an M × M matrix with entries equal to β m β m ′ for 1 ≤ m, m ′ ≤ M . Similarly, in model (4.3), the covariance matrix Σ of the process X 0 at the locations points is given by Σ = γ 2 1
, where by definition
In the following simulations, the functions f 1 and f 2 are chosen such that F 1 and F 2 are orthogonal vectors in R n with F 1 ℓ 2 = 1 and F 2 ℓ 2 = 1. Under such an assumption and since γ 1 > γ 2 , the largest eigenvalue of Σ is γ 2 1 with corresponding eigenvector F 1 , and the second largest eigenvalue of Σ is γ 2 2 with corresponding eigenvector F 2 . We suppose that the signals f 1 and f 2 have some sparse representations in a large dictionary of basis functions of size M , given by f 1 (t) = M m=1 β 1 m g m (t) , and f 2 (t) = M m=1 β 2 m g m (t). Then, the process X 0 can be written
In models (4.2) and (4.3), we aim at estimating either F or F 1 , F 2 by the eigenvectors corresponding to the largest eigenvalues of the matrix ΣĴ defined in (3.18), in a high-dimensional setting with n > N and by using different type of dictionaries. The idea behind this is that ΣĴ is a consistent estimator of Σ J * (see its definition in 3.19) in operator norm. Although the matrices Σ J * and Σ may have different eigenvectors (depending on the design points and chosen dictionary), the examples below show the eigenvectors of ΣĴ can be used as estimators of the eigenvectors of Σ.
The estimator ΣĴ of the covariance matrix Σ is computed as follows. Once the dictionary has been chosen, we compute the covariance group Lasso (CGL) estimator Σ λ = G Ψ λ G ⊤ , where Ψ λ is defined in (2.7). We use a completely data-driven choice for the regularizarion parameter λ, given by λ = Σ noise 2 1 + n N + 2δ log M N 2 , where Σ noise 2 = σ 2 is the median absolute deviation (MAD) estimator of σ 2 used in standard wavelet denoising (see e.g. [Antoniadis et al., 2001] ) and δ = 1.1. Hence, the method to compute Σ λ is fully data-driven. Furthermore, we will show in the examples below that replacing λ by λ into the penalized criterion yields a very good practical performance of the covariance estimation procedure. As a final step, one needs to compute the estimator ΣĴ of Σ, as in (3.18). For this, we need to have an idea of the true sparsity s * , sinceĴ defined in (3.14) depends on s * and also on unknown upper bounds on the level of noise in the matrix regression model (2.8) . A similar problem arises in the selection of a sparse set of active variables when using regularization by a Lasso penalty in the standard linear model. As an example, recall that in [Lounici, 2008] , a second thresholding step is aso used to estimate the true sparsity pattern. However, the suggested thresholding procedure in [Lounici, 2008] also depends on a priori unknown quantities (such as the amplitude of the coefficients to estimate). To overcome this drawback in our case, we can define the final covariance group Lasso (FCGL) estimator as the matrix
where ε is a positive constant. To select an appropriate value of ǫ, one can plot the cardinality ofĴ ǫ as a function of ǫ, and then use an L-curve criterion to only keep inĴ the indices of the columns of Ψ λ with a significant value in ℓ 2 -norm. This choice forĴ is sufficient for numerical purposes.
In the simulations, to measure the accuracy of the estimation procedure, we also use the empirical average of the Frobenius and operator norm of the estimators Σλ and ΣĴ with respect to the true covariance matrix Σ defined by EAF N =
respectively, over a number P of iterations, where Σ p λ and Σ pĴ are the CGL and FCGL estimators of Σ, respectively, obtained at the p-th iteration. We also compute the empirical average of the operator norm of the estimator ΣĴ with respect to the matrix
Model (4.2) -case of an orthonormal design (with n = M)
First, the size of the dictionary M as well as the basis functions {g m , m = 1, ..., M } have to be specified. In model (4.2), we will use for the test function f the signals HeaviSine and Blocks (see e.g. [Antoniadis et al., 2001 ] for a definition), and the Symmlet 8 and Haar wavelet basis for the HeaviSine and Blocks signals respectively, which are implemented in the Matlab's open-source library WaveLab (see e.g. [Antoniadis et al., 2001] for further references on wavelet methods in nonparametric statistics). Then, we took n = M and the location points t 1 , ..., t n are given by the equidistant grid of points t j = j M , j = 1, . . . , M such that the design matrix G (using either the Symmlet 8 or the Haar basis) is orthogonal. Figures 1, 2 , and 3 present the results obtained for a particular simulated sample of size N = 25 according to (4.1), with n = M = 256, σ = 0.015, γ = 0.5 and with f being either the function HeaviSine or the function Blocks. It can be observed in Figures 1(a) and 1(b) that, as expected in this high dimensional setting (N < n), the empirical eigenvector of S associated to its largest empirical eigenvalue does not lead to a consistent estimator of F.
The CGL estimator Σ λ is computed directly from Proposition 1. In Figures 2(a) and 2(b), we display the eigenvector associated to the largest eigenvalue of Σ λ as an estimator of F. Note that this estimator behaves poorly. The estimation considerably improves by taking the FCGL estimator ΣĴ defined in (4.4). Figures 3(a) and 3(b) illustrate the very good performance of the eigenvector associated to the largest eigenvalue of the matrix ΣĴ as an estimator of F.
It is clear that the estimators Σ λ and ΣĴ are random matrices that depend on the observed sample. Tables Consider now the setting of model (4.3) with γ 1 = 0.5, γ 2 = 0.2, σ = 0.045, N = 25 and an equidistant grid of design points t 1 , ..., t n given by t j = j n , j = 1, . . . , n with n = 128. For the signals f 1 and f 2 we took the test functions displayed in Figure 4 (a) and 4(b). Obviously, the signal f 1 has a sparse representation in a Haar basis while the signal f 2 has a sparse representation in a Fourier basis. Thus, this suggests to construct a dictionary by mixing two orthonormal basis. More precisely, we construct a n × n orthogonal matrix G 1 using the Haar basis and a n × n orthogonal matrix G 2 using a Fourier basis (cosine and sine at various frequencies) at the design points. Then, we form the n × M design matrix G = [G 1 G 2 ] with M = 2n. The CGL estimator Σ λ is computed by the minimization procedure (2.7) using the Matlab package minConf of [Schmidt et al., 2008] .
In Figures 5(a) and 5(b), we display the eigenvector associated to the largest eigenvalue of Σ λ as an estimator of F 1 , and the eigenvector associated to the second largest eigenvalue of Σ λ as an estimator of F 2 . Note that these estimators behaves poorly. The estimation considerably improves by taking the FCGL estimator ΣĴ defined in (4.4). Figures 6(a) and 6(b) illustrate the very good performance of the eigenvectors associated to the largest eigenvalue and second largest eigenvalue of the matrix ΣĴ as estimators of F 1 and F 2 .
Finally, to illustrate the benefits of mixing two orthonormal basis, we also display in Figures  7 and 8 the estimation of F 1 and F 2 when computing the matrix ΣĴ by using either only the Haar basis (i.e. G = G 1 and M = n) or only the Fourier basis (i.e. G = G 1 and M = n). The results are clearly much worse and not satisfactory.
Model (4.2) -case of non equispaced design points such that n < M
Let us now return to the setting of model (4.2). The test functions f are either the signal HeaviSine and or the signal Blocks. We also use the Symmlet 8 and Haar wavelet basis for the HeaviSine and Blocks functions respectively. However, we now choose to take a setting where the number of design points n is smaller than the size M of the dictionary. Taking n < M , the location points are given by a subset {t 1 , ..., t n } ⊂ { k M : k = 1, ..., M } of size n, such that the design matrix G is an n × M matrix (using either the Symmlet 8 and Haar basis). For a fixed value of n, the subset {t 1 , ..., t n } is chosen by taking the first n points obtained from a random permutation of the elements of the set { ) that, as expected in this high dimensional setting (N < n), the empirical eigenvector of S associated to its largest empirical eigenvalue are noisy versions of F. As explained previously, the CGL estimator Σ λ is computed by the minimization procedure (2.7) using the Matlab package minConf of [Schmidt et al., 2008] . In Figures 10(a) and 10(b) is shown the eigenvector associated to the largest eigenvalue of Σ λ as an estimator of F. Note that this estimator is quite noisy. Again, the eigenvector associated to the largest eigenvalue of the matrix Σ J defined in (4.4) is much a better estimator of F. This is illustrated in Figures 11(a) and 11(b) . To compare the accuracy of the estimators for different simulated samples, we compute the values of EAF N , EAON and EAON * with fixed values of σ = 0.05, M = 128, N = 40, P = 50 for different values of the number of design points n. For all the values of n considered, the design points t 1 , ..., t n are selected as the first n points obtained from the same random permutation of the elements of the set { 1 M , 2 M , ..., 1}. The chosen subset {t 1 , ..., t n } is used for all the P iterations needed in the computation of the empirical averages (fixed design over the iterations). Figure 12 shows the values of EAF N , EAON and EAON * obtained for each value of n for both signals HeaviSine and Blocks. It can be observed that the values of the empirical averages EAON and EAON * are much smaller than its corresponding values of EAF N as expected. We can remark that, when n increases, the values of EAF N , EAON and EAON * first increase and then decrease, and the change of monotony occurs when n > N . Note that the case n = M = 128 is included in these results. First let us introduce some notations and properties that will be used throughout this Appendix. The vectorization of a p × q matrix A = (a ij ) 1≤i≤p,1≤j≤q is the pq × 1 column vector denoted by vec (A), obtain by stacking the columns of the matrix A on top of one another. That is vec(A) = [a 11 , ..., a p1 , a 12 , ..., a p2 , ..., a 1q , ..., a pq ] ⊤ . If A = (a ij ) 1≤i≤k,1≤j≤n is a k × n matrix and B = (b ij ) 1≤i≤p,1≤j≤q is a p × q matrix, then the Kronecker product of the two matrices, denoted by A ⊗ B, is the kp × nq block matrix
In what follows, we repeatedly use the fact that the Frobenius norm is invariant by the vec operation meaning that
and the properties that
provided the above matrix products are compatible.
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A.2 Proof of Proposition 1
Lemma 1 Let Ψ = Ψ λ denotes the solution of (2.7). Then, for k = 1, . . . , M
where Ψ k denotes the k-th column of the matrix Ψ and the notation [β] k denotes the vector
, and remark that Ψ is the solution of the convex optimization problem
It follows from standard arguments in convex analysis (see e.g. [Boyd and Vandenberghe, 2004] ), that Ψ is a solution of the above minimization problem if and only if
where ∇L( Ψ) denotes the gradient of L at Ψ and ∂ denotes the subdifferential given by
where Θ k denotes the k-th column of Θ ∈ R M ×M which completes the proof. Now, let Ψ ∈ S M with M = n and suppose that
⊤ vec( S). Then, by using Lemma 1 and the fact that G ⊤ G = I n implies that (G ⊗ G) ⊤ (G ⊗ G) = I n 2 , it follows that Ψ = Ψ λ satisfies for k = 1, . . . , M the following equations
, which implies that the solution is given by
which completes the proof of Proposition 1.
A.3 Proof of Proposition 2
First suppose that X is Gaussian. Then, remark that for Z = X ℓ 2 , one has that Z ψ 2 < +∞ which implies that Z ψ 2 = Z 2 1/2
where Z i = X(t i ), i = 1, . . . , n and Σ ii denotes the ith diagonal element of Σ. Then, the result follows by noticing that Y ψ 2 ≤ 8/3 if Y ∼ N (0, 1). The proof for the case where X is such that Z ψ 2 < +∞ and there exists a constant C 1 such that Σ −1/2 ii Z i ψ 2 ≤ C 1 for all i = 1, . . . , n follows from the same arguments. Now, consider the case where X is a bounded process. Since there exists a constant R > 0 such that for all t ∈ T, |X(t)| ≤ R, it follows that for Z = X ℓ 2 then Z ≤ √ nR which implies that for any α ≥ 1, Z ψα ≤ √ nR(log 2) −1/α , (by definition of the norm Z ψα ) which completes the proof of Proposition 2.
A.4 Proof of Proposition 4
Now letZ = a J * ℓ 2 ≤ ρ −1/2 min G ⊤ J * G J * X ℓ 2 . Given our assumptions on X it follows that there exists α ≥ 1 such that
where Z = X ℓ 2 . Hence, using the relations (A.4) and (A.5), and Proposition 3 (with a J * instead of X), it follows that there exists a universal constant δ * > 0 such that for all x > 0,
Hence, the result follows with
A.5 Proof of Theorem 1
Let us first prove the following lemmas.
Lemma 2 Let E 1 , ..., E N be independent copies of a second order Gaussian process E with zero
Suppose that Σ noise = E (W 1 ) is positive-definite. For 1 ≤ k ≤ M , let η k be the k-th column of the matrix G ⊤ WG. Then, for any x > 0,
Proof of Lemma 2: by definition one has that η k
Using the assumption that Σ noise is positive-definite define the random vectors
noise E i , i = 1, . . . , n. Note that the Z i 's are i.i.d. Gaussian vectors in R n with zero mean and covariance matrix the identity. Then, define the N × n matrix
Since Γ is a matrix with i.i.d. entries following a Gaussian distribution with zero mean and variance 1/N , it follows from the arguments in the proof of Theorem II.13 in [Davidson and Szarek, 2001 ] that for any x > 0
noise it follows that W 2 ≤ Σ noise 2 Γ ⊤ Γ 2 . Hence, inequality (A.7) implies that for any x > 0
and the result finally follows from inequality (A.6).
Lemma 3 Let 1 ≤ s ≤ min(n, M ) and suppose that Assumption 1 holds for some c 0 > 0. Let J ⊂ {1, . . . , M } be a subset of indices of cardinality |J| ≤ s. Let ∆ ∈ S M and suppose that
where ∆ k denotes the k-th column of ∆. Let
F , where ∆ J denotes the M × M matrix obtained by setting to zero the rows and columns of ∆ whose indices are not in J.
Proof of Lemma 3: first let us introduce some notations. For ∆ ∈ S M and J ⊂ {1, . . . , M }, then ∆ J c denotes the M × M matrix obtained by setting to zero the rows and columns of ∆ whose indices are not in the complementary J c of J. Now, remark that
and the properties (A.1) and (A.3) it follows that
(A.9)
Let C = G ⊤ G ⊗ G ⊤ G and note that C is a M 2 × M 2 matrix whose elements can be written in the form of M × M block matrices given by 
Now, using that (G ⊤ G) ij ≤ θ(G) for i = j and that
it follows that
Now, using the assumption that k∈J c ∆ k ℓ 2 ≤ c 0 k∈J ∆ k ℓ 2 it follows that .10) where, for the inequality, we have used the properties that for the positive reals c i = (∆ J ) i ℓ 2 , i ∈ J then i∈J c i 2 ≤ |J| i∈J c 2 i ≤ s i∈J c 2 i and that i∈J (∆ J ) i
Using the properties (A.1) and (A.2) remark that Putting (A.13) in (A.12) we get
For k = 1, . . . , M define the M × M matrix A k with all columns equal to zero except the k-th which is equal to Ψ k − Ψ k . Then, remark that
where η k is the k-th column of the matrix G ⊤ WG. Define the event
(A.14)
Then, the choices
and Lemma 2 imply that the probability of the complementary event A c satisfies
Then, on the event A one has that
Adding the term λ M k=1 γ k Ψ k − Ψ k ℓ 2 to both sides of the above inequality yields on the event A S − G ΨG
Now, remark that for all k / ∈ J, then Ψ k − Ψ k ℓ 2 + Ψ k ℓ 2 − Ψ k ℓ 2 = 0, which implies that on the event A S − G ΨG
where for the last inequality we have used the property that for the positive reals c k = γ k Ψ k − Ψ k ℓ 2 , k ∈ J then k∈J c k 2 ≤ M(Ψ) k∈J c 2 k . Let ǫ > 0 and define the event .17) Note that on the event A ∩ A c 1 then the result of the theorem trivially follows from inequality (A.15). Now consider the event A ∩ A 1 (all the following inequalities hold on this event). Using (A.15) one has that
(A.18) Therefore, on A ∩ A 1
Let ∆ be the M × M symmetric matrix with columns equal to ∆ k = γ k Ψ k − Ψ k , k = 1, . . . , M , and c 0 = 3 + 4/ǫ. Then, the above inequality means that k∈J c ∆ k ℓ 2 ≤ c 0 k∈J ∆ k ℓ 2 and thus Assumption 1 and Lemma 3 imply that 
