Components of rotating machines, such as shafts, bearings and gears are subject to performance degradation, which if left unattended could lead to failure or breakdown of the entire system. Analyzing condition monitoring data, implementing diagnostic techniques and using machinery prognostic algorithms will bring about accurate estimation of the remaining life and possible failures that may occur. This paper proposes a combination of two supervised machine learning techniques; namely, the regression model and multilayer artificial neural network model, to predict the remaining useful life of rolling element bearings. Root mean square and Kurtosis were analyzed to define the bearing failure stages. The proposed methodology was validated through two case studies involving vibration measurements of an operational wind turbine gearbox and a split cylindrical roller bearing in a test rig.
Introduction
Rolling element bearings are critical components in rotating machinery. These bearings generally operate under adverse conditions, making performance degradation unavoidable. Such degradation, if left unattended, can cause failure or breakdown of the entire system. The purpose of prognostics is to use prediction techniques to predict the remaining useful life (RUL) of a system and its constituent components based upon historical information, current usage and future operating conditions so as to prevent the catastrophe from happening [1] . Historical information includes historical failure data of similar systems and event logs. Current usage could be in the form of a feature derived from sensor measurements which indicates the current health status of the system. Future operating condition refers to operational and environmental factors that could affect the future status of the system. Such information can be obtained based on expert opinion or by looking at the production plans. Prognostics offers several benefits, including [2, 3] :
• Avoiding catastrophic failure, unscheduled maintenance and production loss. Increasing the lifespan of components by providing advance information on the severity of the fault to be maintained.
develops [4] . The RUL is estimated based on measured and calculated bearing condition variables such as vibration amplitude and frequency. As shown in Figure 1 , if a certain condition indicator x is calculated or monitored continuously from t = 0 to t = , then a continuous time series y(t) can be obtained, which represents the deterioration process of the component under study. This time series consists of two parts, α and β, which indicates the healthy running stage and the fault degradation stage, respectively. Prognostic analysis is usually based on the analysis of the time series from point A to point B. Ideally, if the RUL of a bearing (i.e., the total running time between point A to B) can be accurately estimated by using only the past data covered by α, then the optimal maintenance schedule can be made easily.
. Figure 1 . Bearing life process.
Over recent decades, much research has been implemented to develop health monitoring methods for rotating machinery, especially bearings. Compared to fault detection, the literature of prognostics and health management is relatively limited, and effective implementing of prognostic techniques is still lacking. The increased interest in machinery prognostics has resulted in many successful tools, models and applications in the past few years. Basically, there are three types of prognostic approaches that can be employed to predict the RUL; namely, data-driven methods, physics-based models and hybrid models. Data-driven approaches utilize the historical failure data of the machine and/or similar machines to estimate how much time is left until a system malfunction occurs. This method does not require an in-depth understanding of the physics of systems under study. Physics-based approaches predict the remaining life according to propagation of the damage mechanism (i.e., physics of failure). A hybrid approach uses both a data-driven and physics-based method so as to achieve an improved predictive performance in terms of a more improved predictive accuracy than that of the single method.
Over recent years, many efforts have been conducted in developing regression-based prognostic methods that can be used to estimate the RUL of rotating machinery. Li et al. [5] improved the performance of the traditional exponential regression model and applied the developed regression model to vibration measurements collected from rolling element bearings to predict RUL. Wu et al. [6] put forward a time-to-failure prognostic method based on an empirical Bayesian algorithm and exponential regression model for rolling element bearings. Sutrisno et al. [7] investigated the accuracy of three different techniques for predicting the RUL of bearings. Bayesian Monte Carlo and moving average spectral kurtosis, support vector regression (SVR) and an anomaly detection algorithm were compared according to their performance in estimating a ball bearing's remaining life. The anomaly detection technique was found to be the most accurate among all methods compared. Goebel et al. [8] conducted a comparative study of three prognostic methods: relevance vector machine (RVM), Gaussian process regression (GPR) and a neural network. The study showed that the three techniques have resulted in significant different RUL prediction results. Loukopoulos et al. [9] studied the performance of several machine learning techniques, including linear regression, polynomial Over recent decades, much research has been implemented to develop health monitoring methods for rotating machinery, especially bearings. Compared to fault detection, the literature of prognostics and health management is relatively limited, and effective implementing of prognostic techniques is still lacking. The increased interest in machinery prognostics has resulted in many successful tools, models and applications in the past few years. Basically, there are three types of prognostic approaches that can be employed to predict the RUL; namely, data-driven methods, physics-based models and hybrid models. Data-driven approaches utilize the historical failure data of the machine and/or similar machines to estimate how much time is left until a system malfunction occurs. This method does not require an in-depth understanding of the physics of systems under study. Physics-based approaches predict the remaining life according to propagation of the damage mechanism (i.e., physics of failure). A hybrid approach uses both a data-driven and physics-based method so as to achieve an improved predictive performance in terms of a more improved predictive accuracy than that of the single method.
Over recent years, many efforts have been conducted in developing regression-based prognostic methods that can be used to estimate the RUL of rotating machinery. Li et al. [5] improved the performance of the traditional exponential regression model and applied the developed regression model to vibration measurements collected from rolling element bearings to predict RUL. Wu et al. [6] put forward a time-to-failure prognostic method based on an empirical Bayesian algorithm and exponential regression model for rolling element bearings. Sutrisno et al. [7] investigated the accuracy of three different techniques for predicting the RUL of bearings. Bayesian Monte Carlo and moving average spectral kurtosis, support vector regression (SVR) and an anomaly detection algorithm were compared according to their performance in estimating a ball bearing's remaining life. The anomaly detection technique was found to be the most accurate among all methods compared. Goebel et al. [8] conducted a comparative study of three prognostic methods: relevance vector machine (RVM), Gaussian Energies 2019, 12, 2705 3 of 17 process regression (GPR) and a neural network. The study showed that the three techniques have resulted in significant different RUL prediction results. Loukopoulos et al. [9] studied the performance of several machine learning techniques, including linear regression, polynomial regression and K-Nearest Neighbors Regression. The results showed that an ensemble method based on the weighted average of the predicted RUL of each individual method offers a higher predictive accuracy. Kim et al. [10] utilized Support Vector Regression to evaluate the bearing health condition by using real-world run-to-failure data obtained from bearings of gas pumps. The results showed that the developed probability estimation based prognostic method is potentially very effective for RUL prediction.
Several other artificially intelligent approaches applied to machinery prognostics have been considered by researchers. For instance, a self-organizing neural network was employed by Zhang and Ganesan [11] for extrapolating the fault progression and estimating the remnant life of a bearing. Loukopoulos et al. [9] applied a Self-Organizing Map (SOM) model to predict the RUL of industrial pumps using temperature measurements. Dong et al. [12] developed a condition prediction method based on the grey model and back-propagation neural network. Elasha et al. [13] put forward a life assessment approach for tidal turbine gearboxes. The method was validated on data generated using a Blade Element Momentum Theory (BEMT) model. They predicted the RUL of a gearbox based on the turbine loading conditions. The results of their investigation show life variations between the gears due to differences in stress cycles and differing rotational speeds. Li et al. [14] put forward a hybrid method in which a long short-term memory model and a state-space model was combined to predict the pro-fault performance of a centrifugal compressor. An adaptive neuro-fuzzy inference system (ANFIS) was used together with the particle filtering (PF) algorithm in [15] to predict the RUL of a gearbox. The authors concluded that the ANFIS model outperforms the recurrent neural network through a comparative study. Elforjani and Shanbr [16] employed three supervised machine learning techniques; Artificial neural network (ANN), SVR and GPR, to correlate Vibration measurement features with natural wear of bearings. They concluded that the back-propagation neural network model outperforms the other methods in predicting the RUL of bearings. The aforementioned prognostic techniques offer a tradeoff between reliability, speed and applicability. This paper combines two supervised machine learning techniques; namely, the regression model and artificial neural network (ANN) model to correlate vibration features with the corresponding fault stages during the natural run-to-failure process of rolling element bearings. The main contribution of this study is to improve the fitting of condition indicators obtained from vibration signals of bearings using appropriate regression models. Furthermore, this study aims to ascertain the feasibility of using ANN models to estimate the RUL of rolling element bearings, and to explore the feasibility of combining regression models with ANNs for a better RUL prediction. The effectiveness of the hybrid prognostic method was validated through two case studies: an operational wind turbine gearbox and a split cylindrical roller bearing used in an experimental test rig.
Methodology

Contributions
In condition monitoring applications, the vibration signals of bearing damage often present multiple modulation characteristics, and therefore the features extracted by the general methods from one bearing may not necessarily correlate to fault characteristics extracted from another bearing. The internal reasons behind this include, for example, different observed trends from different cases. As a result, there is still a need to apply and validate bearing fault indicators such as root mean square (RMS) and Kurtosis (KU) for different applications. Furthermore, due to the measurement noise, variation of operating conditions and stochasticity of the system deterioration, the extracted condition indicators from the raw vibration signals generally contain fluctuations, which would incur inaccurate RUL predictions. In this context, this study contributes to the existing literature in that:
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•
It improves the fitting of the features extracted from vibration measurements through the use of appropriate regression models.
It explores the possibility of combining regression models with ANNs to improve the predictive accuracy of regression models. •
A test rig was designed and experimental tests were conducted to generate bearing failure data in order to validate the proposed prognostic model. The model was also validated through industrial data provided by a commercial company.
Statistical Condition Indicators
Vibration based health monitoring schemes are applicable for monitoring many constituent components of a gearbox, such as shafts, gears and bearings. To achieve a better signal-to-noise ratio (SNR), vibration measurements are processed using filtering and amplifying techniques. Two condition indicators, RMS and KU [17] , are often generated from the vibration signals. Then the extracted condition indicators are fitted using regression methods to provide useful information about the bearing degradation.
Kurtosis
Each mechanical failure has an associated "signature" that can be found in the frequency or time domain representations of vibration signals. Kurtosis is such a "signature" which is referred to as the fourth statistical moment of a given signal, reflecting the peakness of the histogram [18] . A kurtosis value greater than three is an indicator of a sharp peak signal. A kurtosis value smaller than three indicates vibration signals with flat peaks. In some cases, the occurrence of background noise and other sources of vibration signals may prevent bearing faults from being detected through the observation of changes in the kurtosis. To solve this problem, the kurtosis value needs to be computed across different frequency bands [19] . The Kurtosis of a random signal is computed as:
where N is the number of samples in the signal, Xi refers to the amplitude of the signal of the ith sample, and µ denotes the mean sample amplitude.
Root Mean Square
The root mean square (RMS) value describes the energy content of a signal. RMS is one of the most commonly used statistical parameters that describe change in the dynamic of the machine [20] . For the signal of sample size N, the RMS value is calculated using the equation below.
It is well known that the RMS value is a weak method to detect failure at its early stage because of the small energy generated by the defect, which makes a small difference in the value of RMS. However, RMS is capable of reflecting the increase of the vibration energy as the fault progresses [5] . Consequently, RMS is employed as the prediction indicator in this study. In other words, the RUL is predicted by extrapolating the trajectory of RMS values.
Regression Analysis
Regression models, as one of the most popular data-driven techniques for RUL prediction, make attempts at fitting available data of deterioration by regression functions and then extrapolating Energies 2019, 12, 2705 5 of 17 the fault propagation until the fitted curve reaches a pre-defined threshold. The objective of regression analysis is to find an empirical relation to predicting the bearing degradation thought time series. Due to measurement noise, variation of operational conditions and the stochastic nature of the degradation processes, the acquired data are usually accompanied by fluctuations that may have a significant impact on the model's ability to interpret the degradation trend. In this case, the raw condition indicators cannot be directly used as the inputs of the prediction models. This is due to the fact that any fluctuations in the condition indicators will cause the model to follow the randomness, and consequently, its ability to accurately estimate the health status of the bearings may be very weak [21] . Therefore, in this study, we first conduct a comparative study of two regression models, namely polynomial and exponential regression, and then choose the one with the best fitting performance to fit the condition indicators extracted from the data.
The polynomial models are suitable for situations where the correlation between explanatory and study variables is curvilinear. Polynomial regression belongs to the least-square curve fitting family. It takes a set of data as inputs and generates an approximation between the input data and time. To be specific, it estimates the coefficients of a polynomial function in that the function approximates the curve closely. The formula of polynomial regression is as follows:
where y 1 is the response variable, χ is the predictor variable, and a 0 , a 1 , . . . , a n are model coefficients. The degree of the polynomial function is determined by the number of non-zero coefficients in (3), which in turn determines how accurate the data can be fit. If the number of coefficients is zero or one, then the fitted curve is known as a linear regression. If the number of coefficients is larger than one, a non-linear polynomial regression will be implemented.
The exponential regression model involves a fitting process that finds the parameters of the exponential function which can present the best fit for a set of data [21] . The function form of the exponential is shown in Equation (4):
where a, b are model constants and χ is the predictor variable. Figure 2 shows the process of using the two regression models to find the best fit of the condition indicators. The vibration signals were first processed to obtain the condition indicators; namely, RMS and KU. Then the coefficients in Equations (3) and (4) are determined such that the best fit of the exponential and polynomial functions are reached. The performance of the regression models has been assessed using two statistics: root mean square error (RMSE) and adjusted R 2 . The RMSE is defined as the square root of the variance of the residuals between the predicted and the actual RUL. RMSE measures how close the measured data is to the predicted values. The R 2 is defined as the ratio between the difference between the sum square total (SST) and sum square error (SSE) to the SST. SST measures the data deviation from the sample mean, and SSE measures the deviation of the data from the model's predicted values. One of the disadvantages of the R 2 metric is that it does not indicate if a regression model provides an adequate fit to the data. Therefore, the adjusted R 2 was instead used in this research as the third performance metric. Adjusted R 2 is defined as the ratio between the residual mean square errors to the total mean square error (which is the variance of the predicted values). between the sum square total (SST) and sum square error (SSE) to the SST. SST measures the data deviation from the sample mean, and SSE measures the deviation of the data from the model's predicted values. One of the disadvantages of the R 2 metric is that it does not indicate if a regression model provides an adequate fit to the data. Therefore, the adjusted R 2 was instead used in this research as the third performance metric. Adjusted R 2 is defined as the ratio between the residual mean square errors to the total mean square error (which is the variance of the predicted values). 
Multilayer Artificial Neural Network
ANNs belong to the supervised machine learning family. They are inspired by biological neural networks and each neuron is represented by a node [22] . An ANN generally contains an input layer, multiple hidden layers, one output layer, biases and connection nodes. When the known inputs and target outputs are repetitively presented to an ANN, the connection weights between nodes will be adjusted automatically such that the difference between the network outputs and the targets is as small as possible. In this study, the ANN that we implemented is a multilayer back-propagation neural network. Figure 3 illustrates an exemplary architecture of the multiple-layer neural network model. It is observable from the figure that each layer consists of its own input and output nodes (x & y), weighting coefficients (w) and bias vector (b). The input layer doesn't involve any processing and is utilized to directly feed information to the subsequent network layers. 
ANNs belong to the supervised machine learning family. They are inspired by biological neural networks and each neuron is represented by a node [22] . An ANN generally contains an input layer, multiple hidden layers, one output layer, biases and connection nodes. When the known inputs and target outputs are repetitively presented to an ANN, the connection weights between nodes will be adjusted automatically such that the difference between the network outputs and the targets is as small as possible. In this study, the ANN that we implemented is a multilayer back-propagation neural network. Figure 3 illustrates an exemplary architecture of the multiple-layer neural network model. It is observable from the figure that each layer consists of its own input and output nodes (x & y), weighting coefficients (w) and bias vector (b). The input layer doesn't involve any processing and is utilized to directly feed information to the subsequent network layers. In contrast, the output layer involves weighting and biases calculations when producing the network outputs. The hidden layers aim at adding additional processing so as to avoid solutions that do not converge. As shown in Figure 4 , the main purpose of the bias neurons is to prevent the network from generating zero results even if the network inputs are not zero. The exemplary network structure is formed of a feed-forward model. The following equation explains how the network inputs are correlated with the outputs:
where ℎ is the network output vector and the input vector is represented by , C denotes the In contrast, the output layer involves weighting and biases calculations when producing the network outputs. The hidden layers aim at adding additional processing so as to avoid solutions that do not converge. As shown in Figure 4 , the main purpose of the bias neurons is to prevent the network from generating zero results even if the network inputs are not zero. The exemplary network 
where h i is the network output vector and the input vector is represented by u i , C denotes the weighting matrix between the hidden layer and the output layer. B is the connection matrix from the input layer to the hidden layer. The bias vectors of the hidden and output layers are represented by b h and b o, respectively. ϕ h and ϕ o denote the activation functions of the nodes in the hidden and output layers, respectively. Feedforward neural network models also take the form of
where f (·) denotes a nonlinear transformation from u to h i . Interestingly, the structure of a feedforward neural network is similar to that of a nonlinear regression model. Levenberg Marquardt (LM) learning algorithm [23] was chosen as the network training function in this study for adjusting the weighting and bias matrices during the training process. Levenberg-Marquardt optimization has been applied intensively for feedforward neural network training and has been proven to be able to deal with many difficult and diverse problems in practice. This algorithm minimizes functions that are sums of squares of nonlinear functions. One of the advantages of this optimization method is that the second-order convergence point can be approached without calculating the Hessian matrix. are sums of squares of nonlinear functions. One of the advantages of this optimization method is that the second-order convergence point can be approached without calculating the Hessian matrix. 
Data Collection
The proposed approach was validated on two datasets: vibration signals captured from a highspeed shaft bearing of a 2 MW wind turbine and a split cylindrical roller bearing in a test rig.
Dataset 1
The first vibration dataset was collected from the Green Power Monitoring Systems [24] . The data was collected from a high-speed shaft bearing mounted inside a 2 MW wind turbine. The highspeed bearing which is the subject of this study is housed on the tail end of a gearbox. The bearing defect was efficiently detected by the sensor which was mounted radially onto the bearing support ring. An inspection of the bearing later showed that the inner race was cracked. The crack length was 26 mm in the outer race. The vibration measurement was taken for 50 consecutive days using MEMSbased accelerometers mounted radially on the bearing support ring [24] . Data was collected at 10min intervals. The bearing speed was 1800 rpm. A total number of 50 data sets were recorded for analysis. The vibration data was sampled at a sampling rate of 97,656 Hz for 6 s [24] . Table 1 lists the key parameters of interest. 
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Data Collection
The proposed approach was validated on two datasets: vibration signals captured from a high-speed shaft bearing of a 2 MW wind turbine and a split cylindrical roller bearing in a test rig.
Dataset 1
The first vibration dataset was collected from the Green Power Monitoring Systems [24] . The data was collected from a high-speed shaft bearing mounted inside a 2 MW wind turbine. The high-speed bearing which is the subject of this study is housed on the tail end of a gearbox. The bearing defect was efficiently detected by the sensor which was mounted radially onto the bearing support ring. An inspection of the bearing later showed that the inner race was cracked. The crack length was 26 mm in the outer race. The vibration measurement was taken for 50 consecutive days using MEMS-based accelerometers mounted radially on the bearing support ring [24] . Data was collected at 10-min intervals. The bearing speed was 1800 rpm. A total number of 50 data sets were recorded for analysis. The vibration data was sampled at a sampling rate of 97,656 Hz for 6 s [24] . Table 1 lists the key parameters of interest. The second dataset was captured from an experimental test rig. The schematic of the test rig is shown in Figure 4 . It was used to investigate the use of vibration signals to diagnose incipient bearing failure under conditions of high speed and under constant load. An electric motor (DC Motor-DY1815-B) is part of the rig. The motor drive shaft can rotate at controlled speeds between 10 and 4000 rpm. Two PZE accelerometers, each with a useful frequency range of at least 15 kHz, were attached to the test bearing housing, one mounted radial and horizontal, the other radial and vertical, to measure vibration in both directions. A split cylindrical roller bearing (type 01B 40MM GR) was employed to perform the run-to-failure test. The reason why this type of bearing was selected was that it can be mounted and dismounted simply, permitting regular inspection of the test bearing throughout the test series. As shown in Figure 5 , each element of the test specimen was split into two halves. The dimensions of the test specimen are shown in Table 2 . A handheld tachometer was employed to measure the shaft speed. The test load on the roller bearing was applied as normal to the driven shaft and radially to the designated load point; see Figure 6 . A hydraulic ram was used to apply the test load, which was powered by a hand-pump; the magnitude of the pressure in the ram was measured using the fitted pressure gauge. to measure vibration in both directions. A split cylindrical roller bearing (type 01B 40MM GR) was employed to perform the run-to-failure test. The reason why this type of bearing was selected was that it can be mounted and dismounted simply, permitting regular inspection of the test bearing throughout the test series. As shown in Figure 5 , each element of the test specimen was split into two halves. The dimensions of the test specimen are shown in Table 2 . A handheld tachometer was employed to measure the shaft speed. The test load on the roller bearing was applied as normal to the driven shaft and radially to the designated load point; see Figure 6 . A hydraulic ram was used to apply the test load, which was powered by a hand-pump; the magnitude of the pressure in the ram was measured using the fitted pressure gauge. A hydraulic cylinder ram provided the radial load on the specimen housing. It was supported by an H-frame and had a gauge displaying the load value; see Figure 6 . A high-accuracy data acquisition DAQ was used to record and monitor the vibration signal. The DAQ recorded all of the measurements at a sampling rate of 25.6 kHz The accelerated life test was performed on the bearing to obtain vibration measurements during the bearing's entire lifecycle from beginning to final failure. The Virtual Instrument (VI), consisting of a computer equipped with LabVIEW programme connected to data acquisition with sensors, was used to acquire and display vibration data. To speed up the crack initiation, a small amount of grease amount of lubricant inside the bearing during operation can be hard to measure and control because bearing location and geometry can make accessibility difficult. 
Results
Signal Features Regression
It has been mentioned previously that due to measurement noise, variation of operational conditions and the stochastic nature of the degradation processes, the raw condition indicators cannot be directly used as the inputs of the prediction models. To solve this problem, the obtained raw data were fitted by means of appropriate mathematical functions (i.e., exponential and polynomial models were utilized to represent trends of the condition indicators). The regression model utilized the two equations mentioned above (i.e., Equations (4) and (5) A hydraulic cylinder ram provided the radial load on the specimen housing. It was supported by an H-frame and had a gauge displaying the load value; see Figure 6 . A high-accuracy data acquisition DAQ was used to record and monitor the vibration signal. The DAQ recorded all of the measurements at a sampling rate of 25. 6 
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The accelerated life test was performed on the bearing to obtain vibration measurements during the bearing's entire lifecycle from beginning to final failure. The Virtual Instrument (VI), consisting of a computer equipped with LabVIEW programme connected to data acquisition with sensors, was used to acquire and display vibration data. To speed up the crack initiation, a small amount of grease was applied to the roller bearing. It is worth knowing that the quantity of grease was not measured by weight nor volume. The purpose of doing this was to simulate real-world situations where the amount of lubricant inside the bearing during operation can be hard to measure and control because bearing location and geometry can make accessibility difficult.
Results
Signal Features Regression
It has been mentioned previously that due to measurement noise, variation of operational conditions and the stochastic nature of the degradation processes, the raw condition indicators cannot be directly used as the inputs of the prediction models. To solve this problem, the obtained raw data were fitted by means of appropriate mathematical functions (i.e., exponential and polynomial models were utilized to represent trends of the condition indicators). The regression model utilized the two equations mentioned above (i.e., Equations (4) and (5)) to find the relationship between condition indicators and time. Figures 7 and 8 show the actual and fitted values of the (a) high-speed shaft bearing case for 50 days of measurements of RMS and KU; and (b) the split cylindrical roller bearing for 298 h of testing.
were fitted by means of appropriate mathematical functions (i.e., exponential and polynomial models were utilized to represent trends of the condition indicators). The regression model utilized the two equations mentioned above (i.e., Equations (4) and (5)) to find the relationship between condition indicators and time. Figures 7 and 8 show the actual and fitted values of the (a) high-speed shaft bearing case for 50 days of measurements of RMS and KU; and (b) the split cylindrical roller bearing for 298 h of testing. Tables 3 and 4 list the optimal fitting parameters and the associated RMSE and adjusted R 2 values for the exponential and polynomial models, respectively. It can be observed that using the exponential regression to fit the condition indicators is more accurate than the polynomial. For instance, in Table 3 RMS showed the lowest value of root mean square error of 0.05248 and a high adjusted R2 with 0.957. Whereas the results obtained from polynomial for the same condition indicator showed the lowest adjusted R2 with 0.5947. Therefore, exponential regression was selected to calculate the RUL, and the computed results were compared to those of the ANN model. 
Artificial Neural Network
In this study, we propose use of an ANN model for estimating the RUL for bearing running at high speed and constant load. The model is a feed-forward back-propagation artificial neural network model with one input layer, a changeable number of hidden layers and one output layer. The optimal number of hidden layers, learning rate and algorithm type were determined during the training process by minimizing the error between target outputs and model outputs. Based on the training results, the ANN model that was finally adopted consisted of one input layer with two inputs, namely raw RMS and KU; one output layer with one output (fitted RMS values); and two hidden layers with 9 neurons in the first layer and 7 neurons in the second layer. The neural network was trained with the resilient back-propagation algorithm and the logistic activation sigmoid function.
The inputs of the ANN model are the raw RMS and KU values, while the target is the best fitted RMS obtained using fitting tools for the same parameter settings. The network structure maps between these variables to generate the function of explaining their relationship. The extracted raw RMS and KU were fed to the model, and the model was trained using the algorithms stated previously. As mentioned previously, the lowest training errors were obtained by an ANN model containing one input layer, one output layer and two hidden layers. The layer size was determined according to the mean square errors between the target output series and the estimated outputs.
The next phase comprised of validation of the trained model. This was achieved by passing the raw KU and RMS values to the trained model. The ANN model's output (i.e., estimated fitted RMS) is then extrapolated to a pre-defined failure threshold to predict the RUL of the system. Figures 9 and 10 presented the final results of model output obtained from 70% of training and 30% of testing data. The error and the RUL were calculated using the following equations:
where t f is the time at which the failure occurred; in this study, t f was chosen as the last time instance of running. The t c is the time point at which the RUL is predicted. Figures 11 and 12 show the results in terms of RUL prediction. The associated errors are also plotted in the figures. Based on observation of the trends of the predicted RUL compared to the actual one, it is evident that the proposed approach satisfactorily follows the deterioration trend of the bearings under study with small errors. To be specific, Figure 11a depicts the estimated RUL with the actual bearing life using the exponential regression model as a predicted tool. It shows that the trend at the beginning of the prediction initially closely estimated the actual values. However, as the end of bearing life approaches, the prediction deviates from the actual values and oscillates away. Results Figures 11 and 12 show the results in terms of RUL prediction. The associated errors are also plotted in the figures. Based on observation of the trends of the predicted RUL compared to the actual one, it is evident that the proposed approach satisfactorily follows the deterioration trend of the bearings under study with small errors. To be specific, Figure 11a depicts the estimated RUL with the actual bearing life using the exponential regression model as a predicted tool. It shows that the trend at the beginning of the prediction initially closely estimated the actual values. However, as the end of bearing life approaches, the prediction deviates from the actual values and oscillates away. Results Figures 11 and 12 show the results in terms of RUL prediction. The associated errors are also plotted in the figures. Based on observation of the trends of the predicted RUL compared to the actual one, it is evident that the proposed approach satisfactorily follows the deterioration trend of the bearings under study with small errors. To be specific, Figure 11a depicts the estimated RUL with the actual bearing life using the exponential regression model as a predicted tool. It shows that the trend at the beginning of the prediction initially closely estimated the actual values. However, as the end of bearing life approaches, the prediction deviates from the actual values and oscillates away. Results obtained from the ANN analysis using two inputs (RMS and KU) are depicted in Figure 11b . Results observation shows that the prediction made by the proposed model is very accurate. The RUL results obtained for dataset 2 show that the errors between the 0 and 250 operating hours of the ANN model are significantly lower than those of the regression model. The mean square error (MSE) was calculated in order to further compare the ANN and the regression models. The MSE of the regression model was 14.57, whereas the ANN model only had an MES value of 6.78. Therefore, the prediction made by the proposed ANN model is more accurate.
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Conclusions
A data-driven prognostics model has been developed for RUL prediction of rolling element bearings. Two types of prediction methods have been used to model and estimate the remnant life: regression and back-propagation neural network. The outputs of the regression model have been used to feed the neural network. This paper explores the possibility of combining regression models with ANNs to improve the predictive accuracy of regression models. This paper also contributes to the existing literature by designing a test rig and conducting experimental tests to generate bearing failure data in order to validate the proposed prognostic model. The model was also validated through industrial data provided by a commercial company.
The obtained results using regression and ANN models have been compared. The performance of each regression model was compared using two parameters: RMSE and adjusted-. The result showed that the exponential model had better performance than polynomial regression. The results from the proposed ANN show that the model had good performance in predicting RUL of the bearing failure, and this success can be attributed to the link created between the regression model to the ANN through the best fit condition indicator. Comparing performance of the regression model and the ANN, it can be seen that the ANN has better performance; however, this performance cannot 
The obtained results using regression and ANN models have been compared. The performance of each regression model was compared using two parameters: RMSE and adjusted-R 2 . The result showed that the exponential model had better performance than polynomial regression. The results from the proposed ANN show that the model had good performance in predicting RUL of the bearing failure, and this success can be attributed to the link created between the regression model to the ANN through the best fit condition indicator. Comparing performance of the regression model and the ANN, it can be seen that the ANN has better performance; however, this performance cannot be achieved without the regression model, and so therefore the regression model is considered necessary to improve the performance of the ANN model.
