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O processo de clustering tem como objectivo dividir um conjunto de elementos com a 
mesma origem e natureza de acordo com as suas semelhanças. Todos os elementos são 
caracterizados pelo mesmo conjunto de atributos. O resultado deste processo deve 
formar grupos de elementos similares com os outros elementos do mesmo grupo e 
dissimilares dos elementos dos outros grupos. Esta similaridade é calculada de com base 
nos os valores dos atributos de cada elemento. A necessidade de produzir clusters está 
presente em muitas áreas. O próprio cérebro humano procura padrões em qualquer lado. 
Todo o processo de aprendizagem do ser humano se baseia na capacidade de identificar, 
isolar, associar e reconhecer formas, sons e conceitos. Quando alguém vê um objecto, 
automaticamente compara as suas propriedades e comportamentos com o conhecimento 
que já tem armazenado na memória. Se encontrar na memória tais propriedades e 
comportamentos, o objecto é reconhecido. O clustering está presente, por exemplo, na 
análise de padrões, na aprendizagem (treino de modelos), na indexação de documentos, 
na segmentação de imagens, no reconhecimento de voz e em muitas outras. A 
classificação de dados pode ser supervisionada ou não supervisionada. Na classificação 
supervisionada, um conjunto de dados previamente classificados é utilizado como base 
de conhecimento da natureza dos dados. Com base nas informações deste conjunto já 
classificado, as características dos dados são estudadas e conhecimento daí extraído é 
utilizado para tentar classificar um outro conjunto de dados do mesmo tipo mas ainda 
por classificar. O clustering faz parte dos métodos de classificação não supervisionada. 
Aqui não existem dados previamente classificados. O objectivo passa por classificar de 
forma coerente dados sobre os quais pouco ou nada se sabe. 
Os factores que influenciam o processo de clustering são vários: a escolha do algoritmo, 
o processo de inicialização do mesmo, a escolha da medida de similaridade apropriada, 
a presença de ruído na amostra e a forma de avaliar os resultados. De uma forma geral, 
os algoritmos de clustering podem ser hierárquicos, particionais, baseados na densidade 
da amostra ou baseados em grelhas. Os algoritmos hierárquicos encontram sucessivos 
clusters através da união (algoritmos aglomerativos) ou através da divisão (algoritmos 
divisivos) dos clusters definidos na iteração anterior, criando desta forma uma 
 hierarquia. Esta hierarquia pode ser representada por uma estrutura em forma de árvore 
(designada por dendograma) em que cada nível representa uma iteração do algoritmo e 
em que a transição entre dois níveis contíguos faz-se pela união ou divisão de dois 
clusters. Os algoritmos particionais determinam todos os clusters ao mesmo tempo, o 
que significa que ao contrário do que acontece com os algoritmos hierárquicos, nos 
algoritmos particionais o número de clusters iniciais mantém-se o mesmo até que o 
algoritmo termine. Esta estabilidade do número de cluster faz com que esta técnica seja 
altamente escalável, quando comparada com os algoritmos hierárquicos. Por outro lado, 
o número final de clusters tem de ser conhecido mesmo antes do início do algoritmo. A 
existência de uma fase de inicialização constitui uma dificuldade de utilização destes 
algoritmos, já que uma escolha errada do número de clusters impossibilita o algoritmo 
de encontrar a solução óptima. Os algoritmos baseados na densidade da amostra 
analisam a diferença de densidades entre as várias regiões da amostra para 
determinarem os clusters. A densidade é definida como o número de elementos 
presentes na vizinhança. Com base nesta definição, um cluster cresce na direcção onde 
o número de vizinhos excede um determinado parâmetro. Este tipo de algoritmos tem 
óptimos desempenhos onde outros não são muito eficazes, como é o caso de clusters 
com formas muito irregulares. Os algoritmos baseados em grelhas agregam os 
elementos numa estrutura em forma de grelha, de acordo com um conjunto de atributos 
estatísticos dos elementos. Os clusters são formados sem levar em linha de conta a sua 
forma ou distribuição. As células com maior densidade são unidas para formarem um 
cluster. O factor determinante para a densidade das células é a característica dominante 
em cada célula. 
Os algoritmos baseados em grelhas têm soluções não inteiras e os algoritmos baseados 
na densidade da amostra são vistos como uma alternativa quando as outras abordagens 
não têm bons resultados. Neste trabalho a primeira técnica de clustering a ser testada foi 
a hierárquica. Um dos algoritmos mais conhecidos, o k-means foi implementado e 
testado. A presença da dependência de uma fase de inicialização torna o algoritmo não 
determinista. A segunda técnica explorada foi uma técnica particional e o algoritmo 
implementado foi o average-linkage. Devido à natureza determinista desde algoritmo, a 
análise dos resultados e processos é mais exacta e torna-se assim mais fácil de inferir e 
tirar conclusões. Ambos os algoritmos não têm presente qualquer tipo de noção de 
 dependência entre as diferentes dimensões (ou atributos) das amostras de dados 
utilizadas. O próximo passo foi adicionar, aos cálculos feitos pelos algoritmos, noções 
de relação/dependência entre as diferentes dimensões das amostras. Desta forma, o 
valor da distância entre dois pontos da amostra é influenciada pela relação de 
dependência entre as diferentes dimensões. Esta relação de dependência foi testada com 
as noções de covariância e correlação.  
O objectivo deste trabalho é compreender de que forma é que os dados correlacionados 
têm resultados diferentes se o algoritmo de clustering utilizado envolver a noção de 
correlação (ou covariância) no cálculo dos clusters. Para tal, além das variações feitas 
ao k-means e ao average linkage, mais três implementações foram feitas e testadas, 
todas elas com a noção de correlação (ou covariância). Cada implementação representa 
uma forma diferente de tentar fazer o clustering. Além dos princípios de clustering já 
conhecidos, um novo algoritmo é proposto: o GMD. Para este algoritmo foram feitas 
três implementações, com diferentes formas de calcular as distâncias de similaridade 
entre os elementos das amostras e diferentes noções de similaridade foram testadas.   
As diferentes implementações foram testadas numa primeira fase com seis amostras bi-
dimensionais e mais tarde com amostras multi-dimensionais. Como os algoritmos de 
clustering têm tendência em encontrar clusters mesmo que eles não existam, é 
necessário ter uma forma objectiva de analisar os resultados obtidos. Três índices de 
validação foram considerados e com base neles, os resultados obtidos pelas diferentes 
implementações sobre as diferentes amostras foram avaliados. Os próprios índices 
foram analisados em termos de estabilidade.  
A análise das implementações do average-linkage e do average-linkage hybrid 
demonstra que grande parte do tempo consumido na iteração dos algoritmos deve-se ao 
cálculo da medida de relações entre as diferentes dimensões (correlação ou covariancia). 
As três implementações feitas que utilizam a noção de correlação/covariancia em todas 
as iterações comprovam que mais de 90% do tempo de cada iteração é utilizado no 
cálculo dessa mesma noção. As implementações do average-linkage hybrid e os 
algoritmos GMD mostraram melhores resultados que as implementações do k-means. 
No entanto, esses mesmos resultados não permitem dizer que as implementações do 
average-linkage têm resultados claramente superiores aos obtidos pelas implementações 
 do GMD e vice-versa. Não é possível tirar conclusões sobre a eficácia das diferentes 
implementações em termos de tempo de execução, porque este é um trabalho académico 
em que a principal preocupação foi testar diferentes abordagens. A criação de código 
modular, que foi modificado várias vezes não permite inferir sobre qual das 
implementações é mais eficiente. No entanto, a relação dos tempos de execução das 
diferentes implementações mantém-se igual quer quando testadas com as amostras bi-
dimensionais, quer com as amostras multi-dimensionais. Isto permite concluir que as 
implementações feitas não sofrem flutuações de performance na presença de amostras 
diferentes.  
 
Palavras-chave: Clustering, distância de similaridade, correlação, índices de validação. 
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1  Introduction 
1.1  Abstract 
Clustering is the process of dividing a set of elements with the same nature according to 
their (dis)similarities. Each element is characterized by the same set of attributes that 
characterize all the other elements. The result of this process should form groups of 
objects similar among themselves and dissimilar to other group’s objects. The clustering 
challenge has been addressed in many contexts (e.g. several exploratory pattern-
analyses, grouping, decision-making, machine-learning, document retrieval, image 
segmentation, data classification and many others) and it plays an important role in 
many applications fields such as scientific data exploration, text mining or spatial 
database applications, web analysis, CRM, marketing, medical diagnostics, 
computational biology. Clustering is part of unsupervised data classification. Data 
classification can be supervised or unsupervised. In supervised classification, a set of 
labelled (pre-classified) patterns is known and the objective is to label (classify) a new, 
unlabeled, pattern. This is done based on the knowledge obtained from the labelled 
(training) patterns. Unsupervised learning or clustering deals with sets which have not 
been pre-classified in any way. The objective is to discover useful but yet unknown 
classes of elements.  
In a general way, clusters are divided into four types of techniques: hierarchical 
algorithms, partitional algorithms, density-based algorithms and grid-based algorithms. 
There are many issues that influence the clustering process: kind of algorithm to use, 
optimal numbers of clusters, algorithm initialization, choice of the appropriate similarity 
measure, presence of outliers and way of evaluate the results. Clustering methods tends 
to find clusters even if they aren’t present. One problem with clustering methods is the 
evaluation of the results produced. What does define a good partition of the dataset is 
normally difficult to analyze in an objective form, especially if the dataset has many 
dimension / variables. 
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The main goal of this thesis is to understand if there are any significant differences 
between datasets with correlational data and dataset with no kind of correlation.  
Different clustering algorithms implementations were made. Each implementation 
represents a different approach to solve the clustering challenge. Different similarity 
measures were used and different forms of calculation of the similarity distances 
between elements were made. Different datasets were tested for all the implementations. 
The results obtained are analyzed with the help of validity indices.  
 
Key-words: Clustering, similarity measure, correlation, validity indices. 
 
1.2  Document Organization 
This document is organized into nine chapters over two parts. This first part starts with 
the introduction which makes a brief description of this document subject and gives 
some important notions that will allow the reader a better understanding of the 
following chapters. The second chapter explains the most common clustering 
techniques of our days and the third explains the meaning of cluster validity assessment 
and which are the validity indices used in this work. The second part starts with chapter 
four that defines the scope of the work made, describes the patterns used, give some 
important statistical notions, explains the similarity measures used and finally it 
describes the different implementations made. Chapter five describes the obtained 
results and discusses them in terms of the patterns used and the implementations tested. 
The conclusions are showed in chapter six and this document terminates with 
suggestions for what could be the next steps of this work - chapter seven and the 
literature referenced – chapter nine. 
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1.3  Clustering 
Clustering can be defined as an unsupervised classification process of grouping data 
items based on a measure of similarity [2]. This classification is achieved by 
partitioning the original dataset into subsets, so that the objects in each subset share 
some common characteristic. There are cases where we have little information about the 
original dataset. In these cases the classification of the dataset must be made with as few 
assumptions about the data as possible. It is under these restrictions that clustering 
methodology is particularly appropriate for the exploration of interrelationships among 
the data points to make an assessment of their structure [2]. Data clustering is a 
common technique for statistical data analysis, which has been addressed in many 
contexts and by researchers in many disciplines [2] such as machine learning, data 
mining, pattern recognition, image analysis or bioinformatics. 
1.4  Classification 
It is important to understand the difference between unsupervised classification and 
supervised classification. Incorporating information from training samples in the design 
of a classifier implies learning. Learning refers to some form of algorithm for reducing 
the error of statistical pattern recognition [1]. The process of learning can be supervised 
or unsupervised. 
1.4.1  Supervised Classification  
In supervised classification (also referred to as supervised learning, or concept learning 
[4]) an already classified (or labeled) dataset is given. Normally the objective is to 
classify a new dataset. The classified dataset is used to understand the underlying model 
of the dataset, which in turn is used to classify a new pattern [2]. 
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1.4.2  Unsupervised Classification 
In unsupervised classification (also referred to as unsupervised learning or data 
clustering [4]) there is no previous classified dataset provided. For a given dataset with 
no classification, the goal is to classify this dataset into coherent clusters. The 
classification is obtained from the dataset, with no prior knowledge of the data. This 
clustering process is defined by the clustering algorithm itself, which means that for a 
given particular dataset, different clustering algorithms will probably lead to different 
clusters [1]. 
1.5  Pattern Recognition 
The human brain tends to find patterns everywhere. It has unique capabilities to 
recognize patterns. In fact, all of our learning process is based on the ability of our brain 
to identify, isolate, associate and recognize forms, sounds and concepts. When someone 
sees an object, he or she automatically gathers all information available about the object 
and compares its properties and behaviors with the existing knowledge priori stored in 
the memory. If we find a proper match, we recognize it [3]. This inapt ability of the 
human brain to recognize patterns is something that has always impressed the computer 
scientists that soon realized that a computer system with that kind of capability would 
be of great use. This attempt to instill in computers some of the cognitive capabilities of 
humans worked out in a wide range of applications that make use of pattern recognition 
(e.g. machine learning, neural networks). 
1.6  Pattern Classification Challenges 
The wide range of different applications and contexts that makes use of clustering 
techniques has led to the appearing of a vast collection of cluster algorithms. There is no 
optimal clustering technique that can be applied to all the problems and the availability 
of so many solution proposals can difficult the choice of the better solution to a given 
problem [8]. In addition, clustering algorithms often contains implicit restrictions 
related to the type of problem that they intend to solve, like assumptions about the 
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cluster shape or multiple-cluster configurations based on the similarity measures and 
grouping criteria used. It is important not only to know the clustering algorithm 
technique in use, but it is also important to know the nature and gathering process of the 
data in hands. As more details about the dataset are known, the more likely would be 
the conceptualization of the data structure and the best choice (about the clustering 
technique to be used) will be made [2]. Although some issues are problem specific, a 
few are of sufficient generality to be discussed as common challenges of the pattern 
classification process. 
1.6.1  Feature Extraction 
There are no guidelines to lead to the appropriate patterns and features to use. The 
feature extraction is a domain dependent problem, which means that for each problem 
there should be a proper feature extractor that will probably be different from another 
feature extractor of another problem. Will a good feature extractor for sorting ducks also 
be a good feature extractor for sorting chickens? - Maybe. Will a good feature extractor 
for sorting proteins also be a good feature extractor for sorting buildings? - Probably not. 
The choice of the most representative features is always context depending. Ideally, a 
perfect feature extractor for a given problem would give a representation that makes the 
job of the classifier trivial [3]. 
1.6.2  Prior Knowledge 
As it was said before, there are key aspects of the clustering problem that are context 
dependent. The feature extraction process is always context dependent where the 
availability of prior knowledge about the nature of dataset is fundamental for choosing 
representative features. However, in some cases this kind of information simply isn’t 
available and in other cases its difficult to incorporate. In other cases the knowledge 
appears only during the pattern representation. 
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1.6.3  Pattern Representation 
Having a good pattern isn’t enough. A proper representation of the pattern is also 
needed.  Without a proper representation, an appropriate pattern will not be of good use. 
And here, as for the feature extraction, there are no guidelines that lead to the 
appropriate patterns and features to use in a specific situation. This can be a more 
relevant issue when the process of feature extraction isn’t optimized for the problem in 
question. In this case the user’s role, under the pattern representation process context, is 
to gather information (facts and conjectures) about the data and perform feature 
selection and extraction if possible [2]. 
Being the pattern representation a key point in the outcome of the clustering algorithm, 
the choice of the pattern representation, according to the specificities of the problem, 
should be available prior to the clustering itself. Anyway, with or without having the 
possibility of choosing the pattern representation prior to the clustering, it’s always a 
good idea to try to discover which are the available features, processes and 
transformation techniques. Being the clustering process a problem dependent process, in 
which the best solution to one problem will probably not the best one to another 
problem, the prior knowledge about the nature of the problem and the resources and 
methods available to deal with the problem can outcome in a significantly improvement 
of the clustering results. 
A simple clustering process and easily understood result can often be the result of a 
good pattern representation. On the other hand, a complex clustering process and a 
result hard to comprehend may be the result of a poor pattern representation. Figure 1 
represents an example that is simple and yet easy to understand: the problem dataset is 
distributed in a curvilinear shape where the objects have all approximately the same 
distance to the origin of the Cartesian chart. If we use a Cartesian coordinate 
representation for this dataset, many clustering algorithms will outcome a result having 
more that one cluster. The apparent simple fact of changing from a Cartesian coordinate 
representation to a polar coordinate representation influences completely the way of 
looking at the problem. The use of radius coordinate will probably lead to a better 
clustering solution, having a single cluster [2].  
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Figure 1: Polar coordinate representation 
1.6.4  Model Selection 
We can define a model as a means of generating descriptions of patterns. A model 
should be easy to interpret and at the same time it should bring to evidence the 
important features of patterns [16]. A good model should not be sample specific. It 
should work over different samples of the same kind of pattern. In other words, it 
should be stable [17]. If our model doesn’t satisfy when applied over different samples 
of the same kind of pattern, we should reconsider the model parameters. Perhaps we 
gave to much value to some features of our dataset.  
For example, lets us think about the problem of classifying types of watercrafts. For 
defining our model, we take into account the watercrafts present in a specific dock. 
Based on the information gathered in that dock we can assumed that metal hull1 fishing 
boats are mainly blue, wood hull fishing boats are mainly red and recreation vessels are 
mainly white. By applying this model for watercrafts classification in other docks, we 
will have poor results although, in the first dock used to define the model, it worked out 
very well. In this example, the model parameters are clearly misjudged. A much more 
representative set of characteristics for classifying types of watercrafts will pass by 
taking into consideration the size, the maximum number of crew staff, the engine power 
and so on. This kind of characteristics should be the ones used to train our model, since 
                                               
1
  A hull is the body of a ship or boat. 
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they represent well the nature of our problem, allowing the model to be generalized to 
other samples of the same kind of pattern. A good model should be to produce accurate 
forecasts, providing structural information and/or information about the influence of a 
particular set of inputs on the desired output [18]. 
1.6.5   Noise 
Noise can be defined as random objects of a pattern that could lead to a 
misinterpretation of the true underlying model. In other words, noise is the presence of 
objects with such values variation that could lead to a bad interpretation of the true 
nature of pattern. Consider the following example: having a population of birds of prey, 
constituted only by falcons and owls, which are falcons and which are owls? For 
classification criteria we know that falcons are diurnal and owls are nocturnal. We also 
know that owls have large forward-facing eyes and falcons have small side-facing ones.  
 
 Owls Falcons 
Activity period Night Day 
Eyes Big, forward-facing Small, side-facing 
 
Having these characteristics that separate owls from falcons, we should expect that 
these two variables have some kind of correlation between them: if one object of our 
dataset is a nocturnal one, it will have big, forward-facing eyes and if one other object 
has small, side-facing eyes, it will be a diurnal one. But what if the data collected show 
that there were some cases where nocturnal activity for birds of prey with small, side-
facing eyes? Maybe there was a third species. Maybe there was a lack of food and the 
falcons started to hunt during the night period. This is what we consider as noise: 
objects with variable values that reduce the reliability of the feature values actually 
measured. This kind of situation when the dataset used to do the clustering isn’t a good 
representation of the problem or is simply too small to be representative, could lead to a 
situation where wrong assumptions about the data available could easily arrive. For a 
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certain problem dimension, when more complex decisions are needed, the pattern 
recognition process involves some kind of noise. It’s important to understand if a 
strange variation of the values of a given feature is really noise or is in fact some 
misjudged issue of the pattern model [3]. In these situations, if possible, it’s a good idea 
to have a pre-processment of the dataset and try to clean our pattern out of noise. 
1.6.6  Overfitting 
When facing a classification problem, we need to define a model that fits our pattern 
and defines its nature well. If the model doesn’t make a good characterization of our 
pattern, the classification will not be accurate. On the other hand, a high complex model 
will give us a perfect classification for this one pattern, but if we try to use this model to 
classify other pattern of the same problem, we will probably obtain a not so good 
classification. This is called overfitting. The overfitting occurs when a model for a given 
pattern has been defined so tightly that, although for this one pattern a perfect 
classification is obtained, when applied to another pattern of the same type, it is unlikely 
to obtain a good classification [3]. The importance of this issue has made it one of the 
most important areas of research in statistical pattern classification, i.e., how to adjust 
the complexity of the model. A model should be able to achieve the right classification 
for the given patterns, without being too complex in a way that it performs poorly on 
novel patterns [3]. The problem of finding the right complexity for a classifier can be 
defined as the balance between over fitting and pour characterization. 
1.6.7  Missing Features 
It could happen that, during the classification process, a variable value for a certain 
object cannot be determined. This could happen due to negligence during the gathering 
of the dataset and model selection/training or even during the application of our model 
to some other dataset. If our clustering algorithm is prepared to receive n variables for 
each subject, what should be put in the place of the missing feature value? Could we 
assume that this variable has a zero value or that it has an average value [3]?   
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1.6.8  Segmentation 
Let us imagine the luggage check in process in an ordinary airport that has a luggage 
weight and size limit for each passenger. An automatic system would sense that there is 
a luggage in the luggage trail and, with the use of sensors, checks if the weight and the 
size are above the established limit. But what if we have to luggage pieces overlapping? 
We will not be able to measure neither to weight the luggage. This example shows the 
need to segment individual patterns. But to be able to partitionate our dataset, we 
probably will already need to have some kind of categorization that could tell when a 
luggage starts, when a luggage ends and when there is no luggage. So how can we do a 
categorization before the segmentation or the segmentation before the categorization? 
Segmentation is a complex problem for the speech recognition problem: having a 
speech, how do we know when a word starts and where it ends [3]? 
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2  Clustering Techniques 
All the techniques for representing data, measuring proximity (similarity) between data 
elements and grouping data elements have produced a rich variety of clustering 
algorithms and clustering methods. Clustering algorithms can be classified according to 
differences and similarities between them. Nevertheless, there isn’t one general 
definition that suits every author. But we can find in almost all papers two distinct 
groups: partitional algorithms and hierarchical algorithms [2] [7]. To these two we can 
add two other types also widely referred in literature (e.g. [6] [8] [10] [23]): density-
based algorithms and grid-based algorithms. We can consider these four categories of 
clustering algorithms as being the four principal clustering methods [6] [8]. Each 
category can be divided into sub-categories. There are also other types of classification 
criteria, transversal to the one presented here, that will be discussed ahead (see chapter 
2.5 ). 
2.1  Hierarchical Algorithms 
The hierarchical clustering algorithms find successive clusters by merging or splitting 
previously established clusters, creating a cluster hierarchy. This cluster hierarchy forms 
a tree structure also known as a dendogram [5], in which every intermediate level can be 
viewed as combining two clusters from the next lower level (or splitting a cluster from 
the next higher level) [7]. Depending on the orientation of the tree structure, they can be 
agglomerative or divisive. 
2.1.1  Agglomerative algorithms 
Agglomerative algorithms are initialized with each object being assigned to a different 
cluster (called a singleton cluster [2] [7]), leading to the same number of clusters and 
data objects, in an initial state. In each iteration the most similar clusters are merged [7], 
according to some distance measure.  Figure 2 shows a typical dendogram obtained 
with an agglomerative algorithm. The algorithm final state may arrive when all objects 
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are in a single cluster or when a stopping criterion is satisfied [2]. This kind of approach 
is generally called a greedy-like bottom-up merging [6]. 
 
Figure 2: Agglomerative dendogram 
2.1.2  Divisive algorithms 
Divisive algorithms pretty much follow the opposite strategy. The initial state has one 
single cluster formed by all the data points. In each iteration one cluster is divided into 
two smaller ones, what means that for each iteration, we need to decide which cluster is 
to be divided and how to perform the division [7]. Figure 3 shows a typical dendogram 
obtained with a divisive algorithm.  
 
Figure 3: Divisive dendogram 
 13 
The algorithm final state may arrive when all clusters contain only one single data 
object (singleton clusters [7]) or when a given stopping criterion is met [2]. This kind of 
approach divides the data objects into disjoint groups at every step, similar to the 
approach followed by divide-and-conquer algorithms [6]. 
Agglomerative and divisive methods are clustering methods that don’t require a priori 
knowledge of the final number of clusters. However, both methods suffer from no 
regression. Once the split or merge between two clusters is made, there is no way to 
reverse the transformation [8]. 
2.1.3  Hierarchical algorithms similarity measures 
There are three types of hierarchical algorithms based on how the similarity distance 
used to split or merge two clusters is calculated. 
Single-linkage 
The single-link (also know as "nearest neighbor") method uses as similarity measure 
between two clusters the distance between the two closest elements in the two clusters. 
Single-linkage is good at handling non-elliptical shapes, but is sensitive to noise and 
outliers [8]. 
 
Figure 4: Single Linkage [18] 
 14 
Complete-linkage 
The complete-linkage method uses as similarity measure between the two clusters the 
distance between the two most distant elements in the two clusters. Complete-linkage is 
less susceptible to noise and outliers, but can break large clusters, and has poor results 
with convex shapes [8]. 
 
Figure 5: Complete Linkage [18] 
Average-linkage 
The average-linkage method is a compromise between the single-linkage and complete-
linkage methods. It uses as similarity measure between the two clusters the mean of all 
possible distance between two elements of the two clusters in question. Therefore it is 
more computationally expensive than the single-linkage and average-linkage methods. 
 
Figure 6: Average Linkage [18] 
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2.2  Partitional Algorithms 
Partitional algorithms determine all the clusters at the same time. In this cluster 
technique all iterations have the same number of clusters, which means that the initial 
number of clusters stays the same until the algorithm stops. Instead of obtaining a 
dendogram like the one obtained in the hierarchical algorithms, the final result of a 
partitional algorithm is a single partition of the original data [2]. The stability of the 
number of clusters along the iteration process gives the partitional methods a high 
scalability when comparing with the hierarchical algorithms. The major drawback of 
this type of technique is the initialization process. Before the iteration process begins, 
the number of output clusters must be defined.  A bad choice of the number of clusters 
will prevent the algorithm from finding an optimal solution even before the iteration 
process. With no process to determine the right number of clusters, the algorithm is 
executed several times with a different number of clusters, and the best output is used as 
the optimal solution [2]. Depending on the type of measure used to represent the 
clusters, partitional algorithms are classified into two different groups [8]: 
• The centroid algorithms use the arithmetic center of a cluster as its 
representation. 
• The medoid algorithms use the cluster object that is most centrally located, i.e. 
the nearest to the arithmetic center of the cluster as its representation.   
2.3  Density-based Algorithms 
Density-based clustering algorithms groups objects based on the density of objects in a 
given region [8]. Density can be defined as the number of objects present in the 
neighborhood. Based on this notion, a cluster grows towards the regions where the 
number of objects in the neighborhood exceeds some parameter value [7]. Figure 7 
shows a typical case where hierarchical and partitional algorithms have great difficulty 
to define clusters. One can se two well defined clusters with irregular shapes. While 
hierarchical and partitional algorithms are limited by the shape of clusters, density-
based algorithms couldn’t care less about the shape of the clusters. Its main advantage 
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regarding the other clustering techniques is the ability to recognize arbitrary shape 
clusters [11]. The key aspect in density-based clustering is the presence of a good 
differential in terms of objects distribution, making compact regions and disperse 
regions easy to distinguish. In the presence of such differential, density-based 
algorithms are very tolerant in the presence of noise [20].  When in the presence of a 
third class of density, its not granted that this kind of technique will perform well (e.g. 
in the presence of a single cluster with two well defined areas with different densities, 
but both higher than the surrounding area) [21].  
Besides the good scalability of this technique, it has a lack of interpretability [5]. One of 
the major challenges of the clustering process is the evaluation of the result of the 
process. This will be discussed later in chapter 3 . 
 
Figure 7: Density-based clustering 
Concerning the density determination, there are two major approaches: 
• Density-Based Connectivity – Notion of core object (point with a 
neighborhood with more points than MinPts, with MinPts being an input 
parameter). Density connectivity between two points exists if both points are 
density-reachable from a common core object [6]. 
• Density Functions – In this approach, density is defined in terms of the number 
of objects present on the neighborhood. A given cluster will continue to grow 
as long as the number of objects in the neighborhood exceeds a pre-determined 
parameter [6]. 
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2.4  Grid-based Algorithms 
Grid-based algorithms are mainly used in spatial data mining [11]. This technology 
aggregates the objects inside a grid structure according to a set of statistical attributes 
from the objects. The clusters are formed regardless their shape or distance [22] (Figure 
8). The cells that have a bigger density are merged to form a cluster [8]. The key factor 
is the dominate characteristics of the objects inside each grid. After the grid definition, 
the algorithm analyzes the objects inside each cell, building a hierarchy structure of 
clusters (Figure 9). This is a process somehow  close to the one explained for the 
hierarchical algorithms, but in the hierarchical algorithms the merge / splitting depends 
on the distance while in the grid-based algorithms it depends on the statistical attributes 
predefined parameters [6]. 
 
Figure 8: A uniform grid applied to the spatial domain [23] 
 
This kind of clustering is the fastest one among the four types discussed here, depending 
only on the size of the grid used. Since the number of cells present in a grid is much less 
than the number of objects, the processing speed is highly reduced. However the cluster 
quality depends on the size of the grid (by size of the grid it should be understand the 
number of cells). In presence of a highly irregular distribution sample, in terms of the 
characteristics of the objects that compose the sample, the grid should be bigger, so that 
the content of each cell is well characterized, maintaining a certain clustering quality. 
So, to meet the desired clustering quality, a higher resolution is needed. On the other 




Figure 9: An example of hierarchical grid structure in a two-dimension feature space [22] 
2.5  Other types of classification criteria / Clustering 
taxonomy 
Although the four clustering techniques present in the prior chapter are the most 
referred in the literature [2], there are other types of classifications possibilities based on 
some other criteria. In this chapter several clustering taxonomies are presented. 
Agglomerative vs. divisive 
Algorithms can be classified according to the hierarchical structure. Divisive algorithms 
begin with all the objects as a single cluster and then start iteratively to split the clusters 
until all the objects are assigned to a different cluster or until a stopping criterion is 
satisfied. Agglomerative algorithms follow the opposite approach. All the objects are 
assigned to different clusters and in each iteration two of them are merged, until a 
stopping criterion is satisfied or until all the objects belong to a single cluster [2]. This 
type of classification is applied to the hierarchical algorithms prior described. 
Monothetic vs. polythetic 
This classification refers to the use of the criteria features used to determine the cluster. 
If an algorithm uses multiple features in the process of assigning an object to a cluster, 
then it is said to be monothetic. An algorithm is said to be polythetic if it uses the 
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different features in a linear way, using each one to make a different object assignment 
to a cluster. This means that each assignment is based in a single feature [2]. This is the 
most common case. 
Hard vs. fuzzy 
If an object can only be assign to a single cluster, then it is said to be a hard clustering 
algorithm. A clustering algorithm is said to be fuzzy if an object can be assign to more 
than one cluster. In this case, each object has a degree of membership for each different 
cluster [2]. 
Deterministic vs. stochastic 
A cluster algorithm is said to be deterministic if in the same conditions, it produces the 
same clusters. Otherwise it’s said to be stochastic [2]. 
Incremental vs. non-incremental 
If the pattern to be clustered is too large to be processed in terms of memory space or 
processing time, some clustering algorithm chose to assign a single object to a cluster at 
a time. This kind of algorithms is called incremental. The algorithms that assign all the 
objects to some clusters at a time are called non-incremental [2]. 
2.6  Tunning 
A cluster analysis is a hard task that is influenced by many factors (e.g. the clustering 
technique chosen, the similarity measure used, the algorithm initialization, and the 
dataset used). All these factors can make an algorithm perform poorly. One approach 
used to try to improve the performance of an algorithm is the pre-processing of the 
dataset. This could allow the elimination of the noise present in the dataset even before 
the dataset is submitted to the clustering algorithm. Another approach is the post-
processing of the clustering result. Small clusters can be interpreted as being outliers 
and removed. Some other operations can be made like merging small clusters that are 
close together. In the same way, large clusters can be divided [8]. 
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3  Cluster Validity Assessment 
In order to be able to choose a clustering technique that serves the intended purpose, one 
needs to understand the logic behind the algorithm that implements the technique. Once 
the algorithm is chosen and after running it, how can one tell that the final result is 
better than the result obtained if another algorithm had been chosen? To be able to 
validate the result of a clustering algorithm, we must understand it and most important 
we must be able to interpreter and give a meaning to the results produced. What defines 
a good clustering and what defines a poor clustering result? How can it be told that a 
certain algorithm is efficient? If an algorithm result changes in function of the dataset 
used, does it mean that the algorithm has a poor performance? 
This kind of evaluation is called cluster validity assessment [11] and is often subjective 
[2]. It tries to find the best partitional schema for a given dataset [30]. To understand the 
importance of this task, let us remind that clustering is an unsupervised classification 
process. This means the data submitted to the clustering process has no labels or classes 
predefined, making the interpretation of the clusters produced a difficult task. Without 
any kind of reference or metric to tell if the achieved clusters are appropriate, they 
cannot be trusted [30].   
3.1  Validity Features 
In an attempt to make this a more standard process, some features that a good clustering 
algorithm should have, were previously defined [6]: 
• Scalability – the capacity to perform well in the presence of datasets with a 
large object number. 
• Analyze mixture of attribute types – the ability to deal with single and several 
types of attribute.  
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• Find arbitrary-shaped clusters – The kind of clusters that the algorithm is able 
to find is directly related to the shape of those same clusters. So this is an 
important issue when choosing an algorithm. 
• Minimum requirements for input parameters – The number of parameters 
needed to initialize the algorithm could limit the performance/result of the 
algorithm, especially in the presence of large datasets. 
• Handling of noise – The cluster quality is directly related to the ability of the 
cluster to deal with outliers or deviations. 
• Sensitivity to the order of input records – A good clustering algorithm should 
not care about the order of the input records. 
• High dimensionality of data – The ability to deal with objects that have several 
attributes/dimensions.  
• Interpretability and usability - A good clustering algorithm should produce 
results easy to read and use. 
All these features are good indicators of the clustering result. But what do they mean? 
What if the results of the algorithm are evaluated one first time with good results but 
after changing the dataset, the algorithm results are poorly evaluated? The results are 
always dependent on the dataset used. Small datasets could be a poor representation of 
the problem, what could lead to incoherent output results. For these reasons, the notion 
of cluster stability has been used to determine what a “good” clustering algorithm is. 
Cluster stability exists when one algorithm, in the presence of different datasets 
extracted from the same problem context produces similar results. This means that 
cluster stability is a good indicator to see whether the model used by the algorithm fits 
or not the clustered data (the concept of overfitting is described in chapter 1.6.6 ). The 
stability of the clustering process is achieved by means of the relation between the 
clustering algorithm and its result and the datasets used. It can be considered as a way to 
accept the cluster result as relevant and it’s common to be used as being one of the 
conditions that must be satisfied to consider a cluster algorithm suitable. By it self, the 
cluster stability is not enough to consider one algorithm as suitable, since an algorithm 
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that has “bad” clustering results can still have similar outputs and be considered stable. 
The concept of cluster stability has been used as a heuristics for the tuning of clustering 
algorithms [12]. 
3.2  Validity criteria 
Several indices have been created to measure the quality of the clustering result. In 
general, they follow one of the three different approaches to evaluate the clustering 
results [30] [31] [32] [33]: 
• External Criteria uses priori known information by measuring the quality of the 
clustering produced by comparing the results obtained with prior made 
clustering. It’s based on statistical methods and needs high computing effort. 
• Internal Criteria uses only information inherent to the dataset that origins the 
clusters. Like external criteria, it is also based on statistical methods and has 
the need for high computational effort. The internal criteria is the most popular 
of the three.  
• Relative Criteria evaluates the clustering by comparison of several clustering 
schemas produced by the same algorithm but with different parameters. 
 
To evaluate the clustering result, two measurement criteria have been proposed [30] 
[33] [35]: 
• Compactness tells us how closer the members of one cluster are between them.  
• Separation indicates if the clusters are widely separated.   
3.3  Validity indices 
Validity indices are indicators of the quality of the clustering result [30]. They can be 
classified according to their nature into one of the three criteria and they implement the 
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notion of compactness and separation. The three indices described here are all part of 
the internal criteria approach. 
3.3.1  Dunn index 
The Dunn index can be defined by the following expression: 
( ){ }











Expression 1: Dunn index expression 
Where min{d(x,y)} is the smallest distance between two elements from different clusters 
and max{d(w,z)} is the biggest distance between two elements of the same cluster. In 
presence of well separated and compact clusters, the Dunn index will be bigger. 
Consequently it should be maximized. 
3.3.2  Davies-Bouldin Index 
The Davies-Bouldin measures the average similarity between each cluster and its most 



















Expression 2: Davies Bouldin index 
Where n is the number of clusters, si is the average distance of all elements of cluster i 
to their centroid, being ci the centroid of cluster i. sj is the average distance of all 
elements of cluster j to their centroid, being cj the centroid of cluster j. d(ci,cj) represents 
the distance between the centroids of clusters i and j. Lower values of the Davies-
Bouldin indicate well separated and compact clusters.  Consequently it should be 
minimized. 
 24 
3.3.3  Silhouette index 
The Silhouette index indicates if the clustering produced has compact and well 
separated clusters. For each point it determines what is called of silhouette width, that 
indicates the degree on membership of an element i in relation to the cluster that it has 
been assigned [19]. This index can be defined by the following expression: 






Expression 3: Silhouette width for a given element 
Where i is an element of the pattern and Ci is the cluster to which the element i has been 
assigned. The expression a(i) is the average distance of i to all the other elements of the 
cluster Ci. The expression b(i) is the ( )kCC Cidjk ,min ≠ , jkck ≠= ;,...,2,1 . The cluster Ck 
that minimizes the expression b(i) represents the second best choice to assign the 
element i. The s(i) expression assumes values between -1 and 1. 
• For values of s(i) near to 1, the element i is well assigned. 
• For values of s(i) near to -1, the element i is badly assigned. 
• For values of s(i) near to 0, the element i as nearly distant from its cluster Ci as 
from the cluster Ck. 
Having the silhouette width for all elements of cluster Ci, it is possible to calculate the 
average silhouette width that represents the cluster heterogeneity. This measure is given 












Expression 4: Average silhouette width expression 
Following the same line of thought, the global silhouette width, representing the quality 













Expression 5: Global silhouette width expression 
The higher value of GSu is obtained, the better clustering we have. Consequently it 
should be maximized. 
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4  Design and implementations 
The objective of this work is to understand how correlated objects can be classified. To 
achieve that, it a research about pattern classification methodology was made, with 
focus on the clustering techniques available. After making an investigation over the 
referred literature, a question has emerged: is it possible to classify correlated objects 
with no prior knowledge about their features and characteristics? The study of the most 
representative clustering techniques of our days, brought to evidence that: 
• There are several clustering techniques available, all of them well studied and 
implemented in many ways. 
• The clustering techniques available are all context limited and are intended to 
work on specific clustering problems. 
• Several studies about specific problems and several attempts to adapt existing 
techniques were made, resulting in several different clustering applications 
based on the same techniques. 
So how can correlate objects be classified with no prior knowledge? In face of all the 
clustering techniques, which of them are more capable of solving this problem? To find 
an answer to these questions, first one needs to know and understand the work made in 
this area. After that, a scope for this work must be defined. Otherwise, the variety of 
clustering techniques, classification challenges and algorithms implementations would 
make this a vast and long search. 
4.1  Scope definition 
An investigation work should look at every direction, in attempt not only to understand 
what has been made but also what can be made. Knowing the problem well means that 
it is possible to limit the search area. From the four clustering techniques prior described 
the grid-based algorithms can be excluded since their main area of application is spatial 
data mining. The fuzzy techniques are also considered to be out of the scope of this 
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work, since we intend to find and integer solution. An integer solution is a partition of 
the pattern where each element is assigned to only one cluster. The fuzzy techniques, on 
the other hand, make the assignation of one element possible to more than one cluster, 
based on probabilities of membership. The density-based algorithms are described as 
being better where hierarchical and partitional algorithms are worst (e.g. when the 
cluster solution have arbitrary shape clusters), being an alternative where other 
techniques don’t fulfill the expectations. So in this work, this technique is also seen as 
an alternative to other techniques. In a search for an integer solution and excluding the 
grid-based algorithms because of their application purpose and considered the density-
based algorithms a second choice, the hierarchical algorithms and the partitional 
algorithms are the ones to be tested, applied and evaluated.  
4.2  Patterns used in evaluation 
During the algorithms development, several patterns were used to test the efficiency of 
the implemented clustering processes. In order to compare the different algorithms 
developed, the same patterns were submitted to all algorithms. 
4.2.1  Bi-dimensional patterns 
The first type of patterns used was the bi-dimensional ones because they can be easily 
evaluated in an empirical way [30]. The patterns chosen try to represent different 
situations that can be potentially problematic to clustering process. Although many 
patterns with different sizes and shapes were used in the development process, for 
evaluations purpose the following bi-dimensional patterns were used. These patterns are 
identified, showed and described bellow. 
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Figure 10: Pattern 2D_A 
The Pattern 2D_A has 50 elements and it’s characterized by wide spread points. 
Intuitively we can see two major clusters. But the upper cluster has its points well 
separated and in some situations, it’s possible to distinguish sub sets that don’t have the 
same orientation than the cluster global orientation. This could be a problem during the 
clustering process, especially when we are trying to form clusters based on the notion of 
similarity between two or more random variables (e.g. correlation or covariance). 
 
Figure 11: Pattern 2D_B 
The Pattern 2D_B has 80 elements. Depending on the clustering technique used, it 
could lead to different clusters. The result can be made of horizontal clusters, vertical 
clusters or both. 
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Figure 12: Pattern 2D_C 
By opposition to the Pattern 2D_A, the Pattern 2D_C has well defined clusters. It also 
has three times mode elements (150 elements). The use of this pattern is to see how the 
same algorithm performs in the presence of patterns with thigh elements and patterns 
with spread elements.  
 
Figure 13: Pattern 2D_D 
This pattern has 127 elements. Intuitively two major clusters can be distinguished: one 
with more spread points and another with more tight points. Although it may not be 
visible at the first sight, this pattern contains challenges that may not be easily solved. 
There are one or three points (depending on the clustering technique) that stand in the 
middle of the two clusters. This could lead to a loss of perception of the shape of the 
clusters present in this pattern, especially when we are trying to form clusters based on 
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the notion of similarity between two or more random variables (e.g. correlation or 
covariance). 
 
Figure 14: Pattern 2D_E 
The Pattern 2D_E has 107 elements. The difference between the challenge of the 
Pattern 2D_D is that the pattern has well defined regions, except for two isolated points. 
If one of these points is assign to a cluster somewhere in the middle of the clustering 
process, it could lead to a bizarre shaped cluster that could represent a deviation of the 
expected similarity notion between the two variables. If that isn’t the case, it would be 
interesting to see if in the final iterations, these two points will remain together, forming 
their own cluster or if they will be integrated into the existing clusters. 
 
Figure 15: Pattern 2D_F 
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This is probably the simplest pattern. It has 100 elements distributed into two well 
distinct clusters. So why use this pattern to evaluate the clustering process? One of the 
requirements of a good clustering algorithm is that it should not be so tight to a type of 
pattern that it will not perform well in the presence of other types of pattern. To show 
that, a “general” pattern with no explicit “challenge”, is used to evaluate the algorithms. 
4.2.2  Multi-dimensional patterns 
A bi-dimensional clustering is useful to test and validate the implemented approach. But 
no one can assure the real amplitude of a given clustering solution without testing it 
over more real circumstances. Multi-dimensional patterns are more likely to be the real 
use of a clustering technique. Moreover, they represent a more robust test where the 
algorithm is pushed against its limit. In this context, the implementations developed 
were tested with multi-dimensional patterns with different numbers of elements and 
dimensions. Table 1 presents the multi-dimensional patterns used in this work in terms 








dimensions Short Description 







Haberman's Survival dataset contains cases from a study 
that was conducted between 1958 and 1970 at the 
University of Chicago's Billings Hospital on the survival of 
patients who had undergone surgery for breast cancer. 







Glass Identification dataset results from a comparison test 
of her rule-based system, from Vina BEAGLE. The study 
of classification of types of glass was motivated by 
criminological investigation. 







Breast Cancer Wisconsin (Diagnostic) dataset describe 
characteristics of the cell nuclei present in the image 
computed from a digitized image of a fine needle aspirate 
(FNA) of a breast mass. . 







The Statlog (Landsat Satellite) dataset consists of the 
multi-spectral values of pixels in 3x3 neighbourhoods in a 
satellite image, and the classification associated with the 
central pixel in each neighbourhood. 
Table 1: Multi-dimensional patterns description 
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4.3  Statistical notions 
The variance is a statistical dispersion measure. It gives a notion of how far or how 
close the elements of a dataset are. It can be determined by the following expression: 
( )222 XXS X −=  
Expression 6: Variance expression 
However the variance can only be applied to one dimension. In most of the cases, the 
dataset study has more than one dimension and each dimension by itself doesn’t have a 
strong meaning. One example is a dataset, which describes the physical aspect of people, 
with two dimensions: weight and height. The dataset could contain an element of 60kg 
and another of 120kg as values of the dimension weight. To know the physical aspect of 
the people, we need to know both dimension values. The values of the weight 
dimension have a different expression when combined with the values of the height 
dimension values. The covariance allows the study of dispersion between the two 
dimensions, which it’s given by the following expression: 
n
YYiXXi
yxCov ∑ −−= )).((),(  
Expression 7: Covariance expression 
The correlation is a statistical measure that allows expressing the degree of relation of 
influence between different variables / dimensions. For example, correlation allows for 
a given dataset with two dimensions: number of chairs and size of table, determine if 










Expression 8: Correlation expression 
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4.4  Similarity Measures 
The similarities measures are of critical importance for all kind of classification 
methods. There isn’t one perfect measure. Instead, there are measures that are more 
suitable for some problems than others. In this context, some similarity measures were 
studied. The analyzed literature suggests three similarities measures. They are  
described below. 
4.4.1  Euclidean distance 
The Euclidean distance defines the distance between two points as the straight line 
distance between the two points. It is one of the most used metrics to determine the 
distance between two points in the same plane. 
( ) ( )212212 yyxxd −+−=  
Expression 9: Euclidean distance expression  
4.4.2  Manhattan distance 
The Manhattan distance function, also called taxicab metric, computes the distance that 
would be traveled to get from one data point to the other if a grid-like path is followed 
(Figure 16). (The name was given by the taxi drivers of Manhattan in an allusion to the 
grid layout of the streets on Manhattan, which causes the shortest path a car could take 
between two points in the city to have length equal to the points distance in taxicab 
geometry). The Manhattan distance is given by the following expression:  
( ) ( )( ) 21212211 ,,, yyxxyxyxd −+−=  
Expression 10: Manhattan distance expression 
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This distance value is equal to the length of all paths connecting S and D along 
horizontal and vertical segments, without ever going back, like those described by a car 
moving in a grid-like path street pattern (Figure 16).  
 
Figure 16 : Manhattan distance between points S and D 
The following figure illustrates the difference between the Manhattan distance and the 
Euclidean distance: 
 
Figure 17 : Comparison between the Manhattan distance and the Euclidean distance 
4.4.3  Mahalanobis distance 
The Mahalanobis distance, also called statistical distance, can be seen as a specialization 
of the Euclidean distance where the distance between two data points is scaled by the 
variation of each dimension of the points [26]. Expression 11 shows the mathematical 
equation that gives the Mahalanobis distance for two data points X and Y. 
( ) ( )iiTii YXCYXd −−= −1  
Expression 11: Mahalanobis distance expression [25] 
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The Euclidean distance and the Manhattan distance have no notion of the relation 
between different dimensions (called correlation) of a dataset. A relation between two 
or more variables is present when the values assumed by one variable are influenced by 
other(s). One example of correlated dimensions is a dataset with two dimensions: the 
person’s height and the person’s age. Under normal circumstances, this dataset shows a 
relation between the two variables / dimensions, as an older person tends to be higher.  
Mahalanobis distance uses the covariance to determine the distance value. To 
understand what covariance is, first we need to understand what a dispersion measure is. 
Dispersion measures are used to know how far among them are the elements of a set. 
Between the most known dispersion measures are Variance and Standard Deviation. 
However, the dispersion measures only apply to one variable. To study the dispersion 
between two or more variables, another statistical measure is need. That measure is the 
covariance. 
The use of the covariance matrix allows establishing a relation between the different 
dimensions of the data points. Based on this relation, dimensions with a high variability 
have less weight than the dimensions with a low variability [25]. Figure 18 shows two 
clusters, each one with different covariances. If we consider the vertical shaped clusters, 
the Euclidean Distance tells that the blue dots are closer to the cluster centrois than the 
red dots. However, by the Mahalanobis distance tells that both the two red dots and the 
two blue dots are equally distant from the clusters centroid. This happens because of the 
cluster’s covariance. Using the same line of knowledge, the green dot is closer to the 
vertical shaped cluster than to the horizontal shaped cluster. 
 
Figure 18: Covariated dataset 
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The Mahalanobis distance has good results when used in “clean” datasets. But when 
used with noisy datasets, there is a considerable loss of performance. A single noisy 
value (usually called an outlier) with very different values when comparing with the 
average values of the dataset, is enough to hide the real nature of the dataset dimensions 
and lead to a poor classification [27]. Nevertheless, the use of a measure like the 
Mahalanobis distance, that takes into consideration the relation between the different 
variables / dimensions, could allow to achieve better results in the clustering process, 
specially in the presence of strongly correlated data. 
4.5  Implementations 
During this work, seven clustering algorithms implementations were made. The first 
implementation was a k-means algorithm implementation with three different similarity 
measures. This was the starting point to validate all the aspects about the clustering 
context and challenges described in prior chapters. The need to follow other approaches 
was made clear, and the second implementation was a k-means algorithm with a 
hierarchical nature. Due to the problems posed by the initialization stage, the next 
implementations were average-linkage like algorithms. The first was a “by the book” 
implementation and the one that followed that added the notion of covariance to the first 
one. Finally a proposal of an algorithm based on the notions of covariance and 
correlation originated three others implementations. All three implementations had the 
objective of minimizing the pattern total distance in each iteration. The first one was 
based on the covariance notion and the other two were based on the correlation notion. 
The difference between these two last ones is the similarity distance calculation.  
The implementations here described were made with J2SE technology (both core tier 
and presentation tier) and with Eclipse3.2 as the IDE chosen. Once more this 
technology isn’t known by their performance in matters of execution time, but enables 
the modular and adaptative development required for this work. 
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4.5.1  Hierarchical K-means 
The k-means is an unsupervised clustering algorithm. It tries to determinate all the 
clusters at the same time, making it a part of the partitional clustering algorithms family. 
For each cluster defined, it takes into consideration a centroid. Centroids are the centers 
of the clusters, but they aren’t forcedly the geometric centers of the clusters, depending 
on other things, the type of metric used to calculate the distances between points and 
centroids. The K-means algorithm has two different stages: the initialization stage and 
the iteration stage. 
First stage: initialization stage. 
The K-means runs according to some parameters. These parameters must be defined 
prior to the execution of the algorithm. This stage defines the parameters needs for run 
the algorithm: 
1. Define the number of clusters K. 
2. Position K initial centroids corresponding to the clusters defined. 
 
Second stage: iteration stage. 
Once defined the parameters need to run the k-means algorithm, the iteration process is 
repeated until the final state is reached.  
1. Assign each point to the cluster that has the nearest centroid. 
2. Recalculate the position of each centroid, based on the “form” of its cluster. In 
other words, calculates the centroid of cluster, based on the positions of points 
that form the cluster. 
3. Repeat the steps 1 and 2 until the centroids no longer move. 
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Figure 19: K-means algorithm process 
The final state is reached when, between two iterations, the positions of all centroids 
remain unchanged. The assignment of points to centroids results in a partitioning of the 
data space. Generally, in the final state, this partitioning resembles a Voronoi 
tessellation. 
 
Figure 20: A Voronoi tessellation with 10 clusters 
Choosing the proper initial centroids is the key step of the basic K-means procedure [8]. 
In fact, one of the biggest handicaps of this algorithm is the need of a priori knowledge 
of the exact number of clusters. Before the iteration stage, we must know the exact 
number of clusters that will always remain the same, from the beginning to the end of 
the algorithm. This could be a problem when one realizes that part of the problem of 
determining the optimal clusters for a dataset, is to know the number of optimal clusters. 
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 Implementation 
Different types of metrics could be used to measure the distance between a point and a 
centroid. The following metrics were used to test the performance of this 
implementation: 
• Euclidean distance; 
• Manhattan distance; 
• Mahalanobis distance. 
The first measure used was the Euclidean distance, followed by the Manhattan distance. 
These implementations were tested with bi-dimensional patterns, and in the presence of 
patterns with horizontal shaped clusters, the algorithm doesn’t seem to find coherent 
clusters. This could be due to the indeterminism that is characteristic in the k-means 
(this will be discussed later), but it could also be due to the lack of notion of relation 
between the two dimensions (shape of the clusters). Figure 21 shows two clustering 
result possibilities for a dataset with two horizontal shaped clusters. Let’s evaluate the 
clustering result based on the sum of the distances of all points to the centroid of the 
cluster to which it was assigned. The left clustering represents a better result when the 
Euclidean distance is used. However the right clustering represents a better result when 
the Mahalanobis distance is used. In an attempt to achieve most coherent clustering 
results, the next step in k-means implementation was the use of a measure that brought 
the notion of cluster shape into the equation: the Mahalanobis distance.  
 
Figure 21: Partitioning of two shaped clusters dataset 
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After tunning up the algorithm based on the results of the different metrics used, and 
due to the nature of this problem (clustering of correlation data), the similarity measure 
that showed better results was the one that express some kind of relationship between 
the different dimensions of the datasets: the Mahalanobis distance. The Mahalanobis 
distance uses the covariance of a cluster in the calculation of the distance between a 
point and the cluster’s centroid. But in the initialization stage we don’t have any clusters, 
just centroids. So it’s not possible to determine the covariance of the clusters. This 
means that in the initialization stage we don’t really use the Mahalanobis distance. 
Instead, the Euclidean distance was used. 
The k-means is known to be a greedy algorithm. A greedy algorithm is one that builds 
the final solution step by step, choosing the best immediately result for each step, with 
the hope that this leads to a desired outcome for the global problem [29]. In the case of 
the k-means algorithm, this means that the biggest clusters are the ones with the fastest 
growth. The analysis made indicates that this greedy nature is brought to evidence due 
to the use of the covariance in the calculation of the distances. In an attempt to minimize 
this, it was used a scale factor to minimize the impact of the covariance in the calculus 
of the distances. The literature (e.g. [13] [35]) suggests that to overcome the 
initialization stage of the k-means without any prior knowledge of the dataset to be 
clustered, the algorithm should be run several times with different initialization 
parameters and then, the attempt to lead to the best solution is chosen. 
To allow the use of the algorithm without any prior knowledge of the problem, the 
implementation made added a different nature to the traditional k-means 
implementation: a hierarchical clustering one. First it determines the maximum possible 
number of clusters based on the size of the dataset. A minimum cluster size allowed is 
defined (e.g. 3 points), and the algorithm is put in motion. Every time that a cluster 
stays with fewer points than the allowed ones, that cluster is eliminated and the points 
that were his are assigned to the nearest cluster. Once the problem of the number of 
clusters has been delivered, how can the other causes of indeterminism of the algorithm 
(namely the position of the initial centroids) be solved? This implementation proposes 
to place the initial centroids distributed by all the space concerned in the sample, in a 
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way that all of them stay equidistant from each others. This makes the algorithm 
implementation a determinist one. 
4.5.2  Average-linkage 
The average-linkage algorithm is part of the hierarchical algorithms. As introduced in 
chapter 2.1 , it uses as similarity measure between the two clusters as the average 
distance between all objects in one cluster and all objects in the other cluster. The notion 
of centroid or medoid (the center of the cluster) isn’t mandatory and it can be an 
agglomeration algorithm or a divisive algorithm, depending on the implementation 
chosen.  
Implementation 
From all the implementations made in this work, this one turns out to be the simplest to 
do. Being a hierarchical algorithm means that there is no need to know the optimal 
number of clusters before the execution of the algorithm. The implementation made was 
an agglomerative one, where at the beginning the number of clusters is the same as the 
number of elements present in the pattern. In each iteration two clusters are merged and 
at the end of n-1 iterations (where n is the number of elements of the pattern) it will 
only have two clusters. This allows the absence of an initialization stage for the 
implementation. 
Two implementations were produced. The first average-linkage implementation 
(referred to in the other chapters as “average-linkage”) made was a “by the book” 
implementation. This has allowed a development focused on the performance aspects 
because the code produced didn’t have to predict radical changes of approach, 
replacement of similarity measurement modules or distance calculation methods. In 
order to optimize the distance calculation process, all the possible distances between all 

























Expression 12: Static distance matrix 
The second implementation (referred to in the other chapters as “average-linkage 
hybrid”) uses a statistical measure (e.g. percentile 50) to indicate a separation point 
between a first stage and a second one. The first stage plays the role of an initialization 
stage, where the objective is to create clusters with a minimum size. When the distance 
between two merged clusters is higher that the statistical measure used, the second stage 
comes in. With the clusters produced in the prior stage, the second stage adds the notion 
of covariance to the distance measurement. In the first stage, the similarity measure 
used is the Euclidean distance. In the second stage, the distance used to tell the distance 
is a hybrid between the two clusters is a combination of the Mahalanobis distance and 
the Euclidean distance. 
4.5.3  Global Minimal Distance 
After the study and analysis of the existent different clustering techniques, it has been 
decided to implement a partitional algorithm and a hierarchical algorithm. The study of 
the implementations of the k-means algorithm and the average-linkage algorithm has 
led to the understanding of the strongest points and the weakest points of both of them. 
All clustering algorithms have situations where they behave better than others. It has 
already been told that there isn’t a perfect algorithm that fits all clustering problems. 
Nevertheless, analyzing two different cluster techniques in the presence of the same 
datasets allow comparing them and understanding where each technique does better. 
The challenge is to be able to establish a relation between the processing stage that has 
performed well and the algorithm structure that influences that behavior. The idea 
behind the Global Minimal Distance implementations (from this point forward, the 
Global Minimal Distance will be often referred as GMD) is to use different aspects of 
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the studied algorithm attempt to achieve better clustering results. The implementation 
made of the k-means as showed that the similarity measure used has a great influence 
on the outcome of the algorithm. By implementing the average-linkage it has been 
showed that a hierarchical algorithm has a more deterministic nature and is not limited 
by the initialization process. The solution proposed is a hierarchical algorithm with a 
deterministic nature. According to the orientation of the tree structure, it’s defined as an 
agglomerative one.  
Implementation 
Following the same approach, three implementations were made. In all three, the 
clusters have centroids and internal distances. 
• The centroid is the geometric center of the cluster. It is calculated using the 
Euclidean distance.  
• The internal distance is calculated in function of the distribution of the cluster 
data points. For each point of the cluster, the Mahalanobis distance to the 
centroid is calculated. The sum of the distances between all the points and the 
centroid gives the internal distance of the cluster. 
In each iteration, two clusters are merged, until a unique cluster comes into existence or 
until a defined criterion is satisfied. The two clusters to be merged are chosen based on 
the dataset total distance. The dataset total distance is the sum of all the clusters internal 
distance.  
A merge possibility is determinate by the sum of: 
• The distance of the two clusters to be merged. 
• All the internal distances of the rest of the clusters.  
The distance of two clusters to be merged is calculated in the same way that the internal 
cluster distances are. The two clusters are seen as a unique cluster: the centroid and the 
covariance matrix are calculated based on the data points of the two clusters. Then the 
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internal distance of the possible new cluster is determined. After the calculation of the 
distances for all the merge possibilities, the better merge option is selected and the 
corresponding merge is done. The better merge option is the one that minimizes the 









Expression 13: GMD pattern total distance 
It’s important to note that, besides the objective being minimizing the dataset total 
distance, in most cases, that value gets bigger for each iteration. Being an agglomerative 
clustering algorithm, it starts with all data points in different clusters, meaning that all 
clusters are composed by one data point only. When a cluster has only one data point, 
its internal distance is equal to zero, since the centroid is placed exactly in the same 
position as that of the data point, which means that in the iteration zero, the dataset total 
distance is zero. The internal distance of a cluster tends to grow with the number of data 
points in the cluster. Ultimately, the fewer clusters, the lesser centroids and the more 
distant the data points are from the centroids. So, as the algorithm advances, the bigger 
the total distance gets. 
The three implementations differ in the form of calculating the similarity distances and 
in the similarity measure used: 
•  The GMD_cov algorithm uses the covariance matrix in the similarity distance 
calculation and it calculates the average distance between all elements of the 
resulting merged cluster.  
• The GMD_cor_P2P algorithm uses the correlation matrix in the similarity 
distance calculation and it calculates the average distance between all elements 
of the resulting merged cluster. 
• The GMD_cor_C2C algorithm uses the correlation matrix in the similarity 
distance calculation and it calculates the distance between the centroids of the 
two clusters to merge. 
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5  Results and Discussion 
The first algorithm implementation – the k-means, showed that the initialization 
parameters constitute a difficult problem to overcome, specially the restriction on the 
number of final clusters. Telling the final number of clusters even before the clustering 
process begins, when no information about the dataset is known, is a hard to solve 
challenge that influences the final result. Even more, there’s no way to know where to 
put the initial centroids and that makes it impossible to give a determinist nature to the 
algorithm. 
During this work, many tests and attempts were made with different algorithms and 
datasets. To arrive to any conclusions, determinist processes are needed. So the 
traditional k-means was abandoned and a hierarchical nature was given to the k-means. 
After that, other hierarchical algorithms and approaches were implemented and tested. 
To test the efficiency of the different algorithms, several patterns were tested. In a first 
stage, all the implementations made were tested with sets of two dimensional patterns. 
The two dimensional patterns are easier to evaluate and the clustering results can be 
empirically validated.  
5.1  Bi-dimensional patterns 
5.1.1  Empirical results 
The results empirically considered as being the best for each pattern and implementation 
are showed bellow. Each pattern was tested in all the six implementations. The 
traditional k-means implementation was the starting point for this work. However its 
nature and results achieved were considered as having no relevance when compared to 
the other implementation. For each algorithm execution, the iteration that empirically is 
the most coherent was selected. For the pattern 2D_A (Figure 22), the hierarchical k-
means has three clusters as the best iteration. However, the disposition and physical 
shape of the clusters suggest that two of the three clusters should have been merged. 
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The two average-linkage implementations and the GMD_cov have three clusters in their 
best iterations. Here the clusters are empirically well formed and well separated. The 
GMD_corrC2C and the GMD_corrP2P has four clusters in their best iterations and as it 















Figure 22: Pattern 2D_A empirical results 
 
 47 
The pattern 2D_B (Figure 23) shows that all implementations have three or four clusters 
in their best iterations. Both solutions have their clusters well formed and well separated. 















Figure 23: Pattern 2D_B empirical results 
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The pattern 2D_C (Figure 24) has very poor results for hierarchical k-means with 
poorly defined clusters. All the other implementations have four clusters in their best 
iteration. The GMD_cov implementation has one of their clusters poorly defined. The 
two average-linkage implementations and the two GMD_corr implementations had well 















Figure 24: Pattern 2D_C empirical results 
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The pattern 2D_D (Figure 25) also has a hierarchical k-means with poorly formed 
clusters. From the five clusters present, two of them should have been merged. The two 
average-linkage implementations have two well defined and well separated clusters. 
The GMD_cov has two clusters poorly defined and both GMD_corr implementations 
have five clusters in their best iterations. However, the GMD_corrC2C was the only that 















Figure 25: Pattern 2D_D empirical results 
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The pattern 2D_E (Figure 26) shows once more a poor performance for the hierarchical 
k-means, with three poorly defined and poorly separated clusters. The GMD_corrP2P 
presents three clusters well formed but with two of them poorly separated. The average-
linkage, the average-linkage hybrid, the GMD_cov and the GMD_corrC2C present well 















Figure 26: Pattern 2D_E empirical results 
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The pattern 2D_F (Figure 27) has once more a poor performance for the hierarchical k-
means, with four poorly separated clusters. The other five implementations presents two 
clusters in their best iteration. However, only the average-linkage, the average-linkage 
hybrid and the GMD_cov implementation have well formed and well separated clusters. 
















Figure 27: Pattern 2D_F empirical results 
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Depending on the type of dataset used, the algorithm that obtains the better result 
changes, as it was showed the in above figures. The implementation that shows less 
coherent results is the hierarchical k-means, followed by the GMD_corrP2P. On the 
other hand, the average-linkage first and the average-linkage hybrid second, are the 
implementations that shows more coherent results, no matter what the clustered dataset 
is. It is important to keep in mind that this comparison is made based on empirical 
evaluations. 
5.1.2  Validation results 
Using the three validation indices described in the chapter 3.3 , the clustering results of 
the different implementations were evaluated. The following tables show the quality of 
the clusters produced according to the different indices. This measurement is made for 
all the algorithms implemented, except for the hierarchical k-means. The k-means was 
the starting point for implementing and testing several clustering techniques. Due to the 
drawbacks found and results achieved, the hierarchical k-means is no longer taken into 
consideration, as it happened before with the traditional k-means implementation. The 
last nine iterations of each implementation are presented bellow. The better values are 
showed in bold. 
Dunn index validity 
For pattern 2D_A all implementations except the GMD_corrC2C, had their best values 
in the iteration that presented three clusters. For the pattern 2D_C and 2D_F, the best 
values were achieved in the iterations with nine and ten clusters. The average linkage 
and average linkage hybrid had the best values for the patterns 2D_B, 2D_E and 2D_F 






          
Pattern 2D_A 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2014 0,9003 0,1653 0,3437 0,3466 0,3466 0,2672 0,2672 0,2672 
Average linkage hybrid 0,2014 0,9003 0,1653 0,3437 0,3437 0,3466 0,3466 0,2672 0,2992 
GMD_cov 0,1912 0,9003 0,1653 0,2625 0,3466 0,3466 0,3466 0,3466 0,3466 
GMD_corrP2P 0,2014 0,9003 0,1653 0,3437 0,3466 0,2544 0,2941 0,2941 0,2941 
GMD_corrC2C 0,1199 0,1653 0,1653 0,3437 0,3466 0,3466 0,2941 0,2941 0,2941 
          
Pattern 2D_B 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2362 0,2851 0,3886 0,4323 0,4323 1,7283 1,7283 1,7440 1,8486 
Average linkage hybrid 0,2362 0,2851 0,3507 0,2144 0,2192 0,2192 0,2192 0,2439 0,3754 
GMD_cov 0,3257 0,4008 0,0427 0,0427 0,0427 0,0432 0,3745 0,3817 0,3906 
GMD_corrP2P 0,2362 0,2851 0,3886 0,3886 0,4323 1,7037 1,7037 1,7037 1,7037 
GMD_corrC2C 0,3257 0,4008 0,3679 0,0891 0,0891 0,1180 0,1475 0,1475 0,2216 
          
Pattern 2D_C 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2903 0,6577 0,3349 0,3349 0,5821 0,6701 0,6701 0,7807 0,7807 
Average linkage hybrid 0,2903 0,6577 0,3349 0,3349 0,3349 0,3730 0,3730 0,3730 0,6701 
GMD_cov 0,0537 0,6085 0,3816 0,3918 0,5182 0,5575 0,5596 0,5821 0,6288 
GMD_corrP2P 0,2903 0,6577 0,3349 0,3816 0,5821 0,6701 0,6701 0,7807 0,7807 
GMD_corrC2C 0,2322 0,6577 0,3349 0,3816 0,5821 0,5821 0,5821 1,1802 1,1802 
          
Pattern 2D_D 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,1491 0,2010 0,2655 0,7233 0,7233 0,8035 1,0138 1,0138 0,2755 
Average linkage hybrid 0,1038 0,1073 0,6094 1,4827 1,0289 1,0677 1,0677 1,0981 1,1187 
GMD_cov 0,1083 0,1086 0,1279 0,1838 0,2051 0,2051 0,2051 0,2051 0,2051 
GMD_corrP2P 0,0935 0,1256 0,6800 1,2743 1,0641 1,1840 1,2535 1,3337 1,3337 
GMD_corrC2C 0,1008 0,1528 0,2542 0,2542 0,2580 0,3488 0,3488 0,3974 0,4722 
          
Pattern 2D_E 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,3785 0,4433 0,2943 0,3654 0,5993 0,5993 0,5993 0,6017 0,6855 
Average linkage hybrid 0,1800 0,3139 0,4433 0,2943 0,3654 0,5824 0,3273 0,3273 0,3335 
GMD_cov 0,3785 0,3785 0,1415 0,1415 0,1415 0,1415 0,1415 0,1415 0,1595 
GMD_corrP2P 0,3785 0,4433 0,4433 0,2943 0,3654 0,5935 0,3335 0,3335 0,3852 
GMD_corrC2C 0,3785 0,3785 0,1415 0,1415 0,1415 0,1415 0,2306 0,2306 0,2306 
          
Pattern 2D_F 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2908 0,3031 0,1313 0,1313 0,2212 0,2502 0,2502 0,3468 0,3856 
Average linkage hybrid 0,2908 0,1110 0,1241 0,1241 1,1454 0,2482 0,2482 0,3767 0,3767 
GMD_cov 0,2908 0,3031 0,1362 0,1362 0,1776 0,1776 0,3598 0,3905 0,3905 
GMD_corrP2P 0,0873 0,3031 0,1313 0,1313 0,2198 0,2198 0,3047 0,3047 0,3468 
GMD_corrC2C 0,0873 0,3031 0,1313 0,1313 0,2212 0,2502 0,2502 0,3468 0,3468 
Table 2: Dunn index for 2D patterns 
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Davies-Bouldin index validity 
For pattern 2D_A and 2D_F all implementations have their best values in the iteration 
that presented two clusters. In pattern 2D_E only one implementation doesn’t have their 
best values in the iteration that presented two clusters. The pattern 2D_C has their best 
values in the iteration that presents four clusters. The average linkage and average 
linkage hybrid has the best values for the patterns 2D_B and 2D_E while the GMD 




          
Pattern 2D_A 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,3280 0,4448 0,4765 0,4718 0,4939 0,4881 0,4991 0,5076 0,8028 
Average linkage hybrid 0,3280 0,4448 0,4765 0,4718 0,4747 0,4927 0,4991 0,5076 0,5144 
GMD_cov 0,4132 0,4448 0,4765 0,4801 0,5097 0,6428 0,6618 0,8387 0,6885 
GMD_corrP2P 0,3280 0,3576 0,4765 0,4718 0,4939 0,5099 0,4991 0,5076 0,5113 
GMD_corrC2C 0,3121 0,3488 0,4239 0,4718 0,4939 0,4927 0,5038 0,5125 0,8028 
          
Pattern 2D_B 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,4580 0,4349 0,4863 0,7221 0,5750 0,5915 0,6038 0,5145 0,5823 
Average linkage hybrid 0,4580 0,4349 0,4863 0,5187 0,5403 0,9041 0,9230 0,5829 0,5907 
GMD_cov 0,4174 0,4493 0,5281 0,5719 0,5844 0,6909 0,7190 0,7409 0,7553 
GMD_corrP2P 0,4580 0,4349 0,4863 0,8439 0,5750 0,5915 0,6038 0,5145 0,5823 
GMD_corrC2C 0,4174 0,5282 0,6493 0,6926 0,5409 0,5492 0,6624 0,6729 0,6964 
          
Pattern 2D_C 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,3217 0,4297 0,2978 0,7373 0,5667 0,5829 0,5632 0,6406 0,6486 
Average linkage hybrid 0,3217 0,4297 0,2978 0,3261 0,3283 0,3376 0,8064 0,8192 0,5968 
GMD_cov 0,4858 0,4374 0,3519 1,0873 0,6462 0,7932 0,6038 0,6133 0,6921 
GMD_corrP2P 0,3217 0,4297 0,2978 0,6787 0,5667 0,5829 0,5632 0,6010 0,6085 
GMD_corrC2C 0,4728 0,4297 0,2978 0,7044 0,5526 0,5509 0,5916 0,6329 0,6375 
          
Pattern 2D_D 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,4541 0,4011 0,4199 0,4377 0,4677 0,5262 0,5932 0,6264 0,7213 
Average linkage hybrid 0,4590 0,4613 0,4395 0,4750 0,4948 0,5089 0,5195 0,5306 0,5483 
GMD_cov 0,4128 0,4171 0,4738 0,5149 0,7463 0,6068 0,6650 0,8294 0,8398 
GMD_corrP2P 0,3449 0,4907 0,4984 0,5173 0,5626 0,5262 0,5787 0,5810 0,6101 




          
Pattern 2D_E 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,1676 0,3325 0,3184 0,6478 0,5919 0,6089 0,6478 0,6663 0,6801 
Average linkage hybrid 0,6561 0,2268 0,2461 0,2447 0,6876 0,5671 0,5789 0,5881 0,6591 
GMD_cov 0,1676 0,5501 0,6188 0,5905 0,6992 0,8294 0,7480 0,8196 0,8299 
GMD_corrP2P 0,1676 0,3325 0,2461 0,2447 0,6748 0,5605 0,5722 0,6503 0,8284 
GMD_corrC2C 0,1676 0,5398 0,6073 0,5231 0,5994 0,7890 0,8054 0,8182 0,8284 
          
Pattern 2D_F 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,3842 0,4633 0,5000 0,5675 0,5922 0,6016 0,6094 0,6253 0,6814 
Average linkage hybrid 0,3842 0,5037 0,4752 0,4831 0,5197 0,5518 0,6064 0,6487 0,6538 
GMD_cov 0,3842 0,4633 0,5038 0,5972 0,6255 0,6252 0,6529 0,7698 0,7682 
GMD_corrP2P 0,3719 0,4633 0,5000 0,5422 0,5717 0,5869 0,6082 0,6107 0,6686 
GMD_corrC2C 0,3719 0,4633 0,5000 0,5432 0,5723 0,5948 0,7563 0,7717 0,7841 
Table 3: Davies-Bouldin index for 2D patterns 
 
Silhouette index validity 
For pattern 2D_C all implementations have their best values in the iteration that 
presented four clusters and pattern 2D_E has four of the five best values in the iteration 
with two clusters. The average linkage and average linkage hybrid have the best values 
for the patterns 2D_B and 2D_E while the GMD implementations have the best value 
for the patterns 2D_A and 2D_B, 2D_C, 2D_D and 2D_F. 
 
Silhouette index 
          
Pattern 2D_A 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,5756 0,5966 0,6340 0,6232 0,6086 0,5699 0,5505 0,6121 0,5539 
Average linkage hybrid 0,5756 0,5966 0,6340 0,6232 0,464 0,4835 0,4187 0,4182 0,335 
GMD_cov 0,4604 0,5966 0,6340 0,6149 0,6010 0,5010 0,5612 0,4877 0,5248 
GMD_corrP2P 0,5582 0,6409 0,6340 0,6232 0,6086 0,4835 0,5007 0,5752 0,5165 
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Silhouette index 
          
Pattern 2D_B 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,4209 0,5104 0,5882 0,5191 0,5486 0,5610 0,4996 0,5069 0,5057 
Average linkage hybrid 0,4209 0,5104 0,3299 0,2776 0,2667 0,2613 0,2407 0,2975 0,3353 
GMD_cov 0,4664 0,5099 0,4415 0,4805 0,4899 0,4499 0,4296 0,4699 0,4405 
GMD_corrP2P 0,4664 0,4419 0,4868 0,4512 0,4983 0,5191 0,4755 0,4746 0,4704 
GMD_corrC2C 0,4209 0,5104 0,5882 0,5161 0,5486 0,5701 0,5073 0,5137 0,5118 
          
Pattern 2D_C 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,6025 0,6637 0,7258 0,6413 0,6484 0,6062 0,5822 0,5571 0,5472 
Average linkage hybrid 0,6025 0,6637 0,7258 0,5051 0,4127 0,3521 0,354 0,2726 0,3161 
GMD_cov 0,4299 0,6517 0,6906 0,5238 0,5891 0,5334 0,5590 0,5715 0,4995 
GMD_corrP2P 0,4480 0,6637 0,7258 0,6370 0,6465 0,6105 0,5871 0,5307 0,5073 
GMD_corrC2C 0,6025 0,6637 0,7258 0,6450 0,6484 0,6062 0,5822 0,5644 0,5537 
          
Pattern 2D_D 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,4227 0,5430 0,5391 0,5708 0,5943 0,5710 0,5229 0,5035 0,4766 
Average linkage hybrid 0,4154 0,5551 0,5869 0,5820 0,4107 0,3073 0,2407 0,1783 0,2614 
GMD_cov 0,4607 0,5687 0,5525 0,6016 0,5124 0,5444 0,5189 0,4415 0,4264 
GMD_corrP2P 0,5017 0,5640 0,5910 0,5792 0,5952 0,5559 0,5170 0,4919 0,4512 
GMD_corrC2C 0,5345 0,5370 0,5242 0,5706 0,5931 0,5809 0,5384 0,5309 0,5232 
          
Pattern 2D_E 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,7699 0,5760 0,6492 0,5456 0,5442 0,4124 0,4051 0,3811 0,3785 
Average linkage hybrid -0,016 0,4013 0,2705 0,4127 0,389 0,4201 0,3305 0,2915 0,2989 
GMD_cov 0,7699 0,5347 0,5726 0,5499 0,4804 0,4181 0,4537 0,4332 0,3959 
GMD_corrP2P 0,7699 0,5389 0,5678 0,5743 0,5269 0,4613 0,4084 0,3881 0,4231 
GMD_corrC2C 0,7699 0,5760 0,2705 0,4127 0,3915 0,4215 0,3317 0,3336 0,3071 
          
Pattern 2D_F 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,4811 0,4788 0,4986 0,4530 0,4288 0,4344 0,4403 0,4445 0,4156 
Average linkage hybrid 0,4811 0,2264 0,3133 0,3578 0,3788 0,3947 0,3786 0,3726 0,3081 
GMD_cov 0,4811 0,4788 0,4816 0,4269 0,3862 0,4006 0,4224 0,3847 0,4153 
GMD_corrP2P 0,4848 0,4788 0,4986 0,4989 0,4667 0,4675 0,4192 0,4258 0,4520 
GMD_corrC2C 0,4848 0,4788 0,4986 0,5256 0,4894 0,4804 0,4802 0,5025 0,4804 
Table 4: Silhouette index for 2D patterns 
 
It is important to notice that only the nine last iterations were considered. This is 
relevant when the best value achieved is located in the nineth iteration (the iteration that 
presents ten clusters). This indicates that the best value for the considered index is 
probably located in a prior iteration. The indices described in the chapter 3.3  can be 
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used to determine the optimal number of clusters and/or the quality of the clustering 
produced. So in a first analysis, the stability of the different indices is determined and 
then, based on these results, the more stable indices will be taken into consideration to 
evaluate the quality of the clusters produced.  
Indices stability 
Table 5 shows the stability of each index used. Here’s an explanation of the meaning of 
the table: let’s take, for instance, Pattern 2D_A. One index is taken into consideration 
(for example, the Dunn index). Then the clustering process is made by all algorithms. 
For each algorithm the last ten iterations are taken into consideration, and the number of 
clusters present in the best iteration according to the used index is kept. If we look at the 
first number of the table, we can see that the five implementations have six different 
optimal numbers of clusters for pattern 2D_A, according to the Dunn index. 
 
Different number of clusters for the optimal solution 
 
Index Dunn Davies Bouldin Silhouette 
Pattern 2D_A 3 1 2 
Pattern 2D_B 6 2 3 
Pattern 2D_C 2 1 1 
Pattern 2D_D 6 3 3 
Pattern 2D_E 4 2 2 
Pattern 2D_F 3 1 3 
Table 5: Indices stability for 2D patterns 
Clustering quality 
Based on Table 5, the Dunn index has proved to be the less stable. Consequently, only 
the Davies-Bouldin index and the Silhouette index will be considered for measure the 
clustering quality. 
The validity of the different implementations, according to the Davies-Bouldin index, 
shows that the implementation that produced clusters with a higher quality was the 
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average linkage hybrid (Table 6). This implementation was the one with a better 
Davies-Bouldin index value for the pattern 2D_B, pattern 2D_D, pattern 2D_E and 
pattern 2D_F. 
 
Clustering quality according to the Davies-Bouldin index 
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Table 6: Clustering quality according to the Davies-Bouldin index 
 
Another aspect that can be analyzed is the optimal number of clusters for each 
implementation (Table 7). For the pattern 2D_A, pattern 2D_C and pattern 2D_F, all 
implementations have the same optimal number of clusters. In the other three patterns, 
four of the five implementations agree on the optimal number of clusters. The 
GMD_corrP2P and the GMD_corrC2C implementations where the only that always had 
the same number of optimal clusters just as the majority of the implementations. 
 
Optimal number of clusters according to the Davies-Bouldin index 
    
Pattern 2D_A 2D_B 2D_C 2D_D 2D_E 2D_F 
Average linkage 2 3 4 3 2 2 
Average linkage 
hybrid 2 3 4 4 3 2 
GMD_cov 2 2 4 2 2 2 
GMD_corrP2P 2 3 4 2 2 2 
GMD_corrC2C 2 2 4 2 2 2 
Table 7: Optimal number of clusters according to the Davies-Bouldin index 
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According to the Silhouette index, the validity of the different implementations 
indicates the GMD_corrC2C has the implementation that produced higher quality 
clusters (Table 8). This implementation was the one with a better Davies-Bouldin index 
value for the pattern 2D_A, pattern 2D_B, pattern 2D_C, pattern 2D_E and pattern 
2D_F. 
 
Clustering quality according to the Silhouette index 
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Table 8: Clustering quality according to the Silhouette index 
 
Regarding the optimal number of clusters for each implementation (Table 9), the 
Silhouette index indicates four being as the optimal number of clusters for pattern 2D_C. 
All the other patterns have different values for the optimal number of clusters depending 
on the implementation. From all implementations, the average linkage and the 
GMD_corrC2C were the ones that always had the same number of optimal number of 
clusters than the majority of the implementations. 
 
Optimal number of clusters according to the Silhouette index 
    
Pattern 2D_A 2D_B 2D_C 2D_D 2D_E 2D_F 
Average linkage 3 4 4 6 2 4 
Average linkage 
hybrid 3 3 4 4 7 2 
GMD_cov 3 3 4 5 2 4 
GMD_corrP2P 2 7 4 6 2 5 
GMD_corrC2C 2 4 4 6 2 5 
Table 9: Optimal number of clusters according to the Silhouette index 
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5.1.3  Execution times 
The clustering process can be a high time consuming task, depending on the clustering 
algorithm approach, the similarity measure chosen, the similarity distance calculation 
method used and the nature of the dataset. When a clustering process is evaluated in 
terms of feasibility, one of the most important features is the scalability. And the 
execution time has a direct influence in the cluster scalability. 
However this work was an academic work where the main concern was the study and 
analysis of the actual clustering approaches and prior implementation of the proposed 
techniques. To be able to implement new techniques, the implementation process must 
allow the modification of the algorithms structure at any time. This makes the algorithm 
code very modular but also makes it a poorly performing algorithm in terms of time 
consuming. Even so, the execution time of the different implementations is show and 
analysed.  
 
Pattern 2D_A Pattern 2D_B 
Algorithm 
50 elements 80 elements 
            
  Execution time In milliseconds Execution time In milliseconds 
Average linkage 0m 0s 157ms 157 
  
0m 0s 328ms 328 
Average linkage hybrid 0m 0s 406ms 406 
  
0m 0s 859ms 859 
GMD_cov 0m 2s 641ms 2641 
  
0m 13s 500ms 13500 
GMD_corrP2P 0m 1s 407ms 1407 
  
0m 5s 953ms 5953 
GMD_corrC2C 0m 1s 125ms 1125 
  
0m 3s 984ms 3984 
            
            
Pattern 2D_C Pattern 2D_D 
Algorithm 
150 elements 127 elements 
            
  Execution time In milliseconds  Execution time In milliseconds 
Average linkage 0m 2s 16ms 2016 
  
0m 1s 140ms 1140 
Average linkage hybrid 0m 5s 94ms 5094 
  
0m 2s 891ms 2891 
GMD_cov 2m 10s 688ms 130688 
  
1m 11s 922ms 71922 
GMD_corrP2P 0m 42s 484ms 42484 
  
0m 25s 453ms 25453 
GMD_corrC2C 0m 27s 375ms 27375 
  
0m 16s 360ms 16360 
            
 
  
          
 61 
Pattern 2D_E Pattern 2D_F 
Algorithm 
107 elements 100 elements 
            
  Execution time In milliseconds Execution time In milliseconds 
Average linkage 0m 0s 703ms 703 
  
0m 0s 594ms 594 
Average linkage hybrid 0m 1s 765ms 1765 
  
0m 1s 531ms 1531 
GMD_cov 0m 46s 16ms 46016 
  
0m 29s 172ms 29172 
GMD_corrP2P 0m 16s 391ms 16391 
  
0m 11s 328ms 11328 
GMD_corrC2C 0m 9s 578ms 9578 
  
0m 7s 844ms 7844 
Table 10: Bi-dimensional patterns execution time 
 
Table 10 shows, in terms of the algorithms execution time, that the fastest algorithm is 
the average linkage followed by the average linkage hybrid. GMD_corrC2C is the third 
fastest and at last we have the GMD_corrP2P. The slowest algorithm is the GMD_cov. 
In terms of patterns execution time, the pattern 2D_A was the fasted pattern to have 
their clusters formed, followed by the pattern 2D_B, pattern 2D_F, pattern 2D_E, 
pattern 2D_D and the pattern 2D_C was the slowest. 
From the six bi-dimensional patterns described, the biggest (150 elements) was used to 
evaluate the time needed by the algorithms to create clusters. Table 11 shows that the 
fastest algorithm was the average linkage.  
 
Algorithm Execution time In miliseconds 
Average linkage 0m 02s 266ms 2266 
Average linkage hybrid 0m 05s 735ms 5735 
GMD_cov 2m 09s 940ms 129094 
GMD_corrP2P 0m 42s 719ms 42719 
GMD_corrC2C 0m 28s 106ms 28016 
Table 11: Pattern 2D_C execution times 
This happens because it is the only implementation that doesn’t involves the calculation 
of a relationship measure between the different dimensions of the pattern (e.g. 
covariance or correlation). The second fastest implementation is the average linkage 
hybrid, that has the same principle but at a given time it starts to use the covariance 
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notion (see chapter 4.5.2 ). GMD_corrC2C and GMD_corrP2P are the second and third 
less time expensive. They both uses the notion of correlation, but GMD_corrC2C uses it 
for calculating the distance between centroids of two clusters and GMD_corrP2P uses it 
to calculate the distances between the points of two clusters. The most time consuming 
is GMD_cov implementation that uses a combination of the Euclidean distance and 
Mahalanobis distance. 
The algorithms were executed in a Pentium processor at 1.73GHz with 1 GB of RAM. 
The time is showed in milliseconds. Next, the graphics with the time consumed in each 
iteration are discussed. 
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Figure 28: Different implementations iteration execution time for pattern 2D_C 
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It has already been said that the average linkage is the less time consuming 
implementation. Figure 28 show that it also has the most constant iteration execution 
time. From the design perspective, it is the simplest algorithm, where all the iterations 
do exactly the same process, with no context depending information. The average 
linkage hybrid also has a constant iteration execution time, during the first stage. When 
it starts to use the covariance notion to calculate the distance between every 
combination of two clusters, time increases and it starts to decrease as the iterations 
began to have lesser clusters. This is due to the context depending information added 
(the covariance), which makes all the distance calculation between two points depend 
not only on the two points involved, but also on the global characteristics of the clusters. 
With the cluster number decreasing, the number of covariance calculations also 
decreases and the time spent for iteration gets shorter. In the GMD_cov implementation, 
the covariance is calculated for each combination of two clusters and like in the average 
linkage hybrid implementation, is the calculation of the covariance value that spends 
most time of the iteration execution time. In both GMD_corrP2P and GMD_corrC2C 
the correlation is calculated for each combination of two clusters. So as the clustering 
process evolves and the number of clusters decreases, the iteration execution time also 
decreases. The three GMD implementations were tested in terms of iterations execution 
times. The different steps of the iteration were measured and the data collected indicates 
that the calculation of all the possible merge distances, involving the calculation of 
correlation or the covariance calculation spends around 85-90% of the iteration time. 
The other steps of the iteration process (clusters internal distances, all possible pattern 
total distances and determine the minor global distance) spend only 10-15% of the 
iteration time. The average linkage hybrid implementation also shows the impact in 
terms of time performance of the use of a relationship measure between the different 
dimensions of the pattern. 
5.2  Multi-dimensional patterns 
As referred before, bi-dimensional patterns are used in an earlier stage of the 
development process. They allow the empirical validation of the results and are easier to 
analyse because the result data produced is smaller than in a multi-dimensional pattern. 
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However, clustering processes are rarely needed for bi-dimensional patterns. The 
importance of the clustering process becomes relevant when applied to multi-
dimensional datasets, where the empirical analysis isn’t feasible. 
5.2.1  Validation results 
The validation of clustering results was made using the same three validation indices 
(described in the chapter 3.3 ) used for the bi-dimensional patterns. The following tables 
show the quality of the clustering produced for each index. The better values are 
showed in bold. 
Dunn index validity 
The Glass pattern and the Wdb pattern shows a tendency for having their best values in 
the iteration that present two clusters. The average linkage hybrid has the best values for 
all the four patterns: the Haberman pattern, the Glass pattern, the Wdb pattern and the 




          
Haberman pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,3523 0,3523 0,1495 0,1054 0,1054 0,1054 0,0962 0,0962 0,0962 
Average linkage hybrid 0,6481 0,3523 0,2812 0,1305 0,1461 0,1180 0,0964 0,0964 0,0964 
GMD_cov 0,0262 0,0455 0,0322 0,0382 0,0382 0,0421 0,0421 0,0421 0,0421 
GMD_corrP2P 0,0262 0,0262 0,0435 0,0736 0,0736 0,0736 0,0736 0,0786 0,0786 
GMD_corrC2C 0,6481 0,3523 0,1803 0,1244 0,1350 0,1413 0,1413 0,1413 0,1344 
          
Glass pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2054 0,2071 0,2754 0,2754 0,3381 0,3381 0,3848 0,3848 0,3848 
Average linkage hybrid 0,3967 0,2803 0,0410 0,0450 0,0450 0,0515 0,0623 0,0659 0,0720 
GMD_cov 0,1750 0,0586 0,0664 0,0766 0,0322 0,0322 0,0322 0,0435 0,0435 
GMD_corrP2P 0,1842 0,0586 0,0664 0,0715 0,0766 0,0766 0,0766 0,0991 0,1244 
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Dunn index 
          
Wdb pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,1248 0,0638 0,0719 0,0719 0,0719 0,0719 0,0693 0,0693 0,0693 
Average linkage hybrid 0,1546 0,1415 0,0948 0,0288 0,0288 0,0288 0,0250 0,0225 0,0231 
GMD_cov 0,0277 0,0148 0,0148 0,0148 0,0064 0,0064 0,0064 0,0064 0,0064 
GMD_corrP2P 0,0309 0,0105 0,0105 0,0142 0,0142 0,0142 0,0142 0,0165 0,0166 
GMD_corrC2C 0,0373 0,0614 0,0614 0,0614 0,0395 0,0395 0,0657 0,0657 0,0657 
          
Satimage pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2297 0,2297 0,2897 0,2897 0,2897 0,3641 0,3641 0,3303 0,3303 
Average linkage hybrid 0,1980 0,1980 0,1192 0,1192 0,1087 0,1159 0,1159 0,1505 0,1505 
GMD_cov 0,1686 0,1041 0,1040 0,1040 0,1040 0,1040 0,1040 0,1040 0,1644 
GMD_corrP2P 0,1159 0,1686 0,1427 0,0841 0,0841 0,1236 0,1236 0,1236 0,1236 
GMD_corrC2C 0,1550 0,1686 0,2459 0,2477 0,2477 0,2477 0,2097 0,2097 0,2097 
Table 12: Dunn index for multi-dimensional patterns 
 
Davies-Bouldin index validity 
According to the Davies-Bouldin index, all patterns have their best values in the 
iteration that present two clusters, except the average linkage implementation in the 
Haberman pattern. The average linkage hybrid has the best values for three of the four 
patterns: the Haberman pattern, the Glass pattern and the Wdb pattern while the 
GMD_corrC2C implementation has the best value for the Satimage pattern. 
 
Davies-Bouldin index 
          
Haberman pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2553 0,1771 0,7350 0,8225 0,8568 0,7997 0,8527 0,8706 0,8850 
Average linkage hybrid 0,0798 0,1771 0,2872 0,3001 0,3063 0,3548 0,3609 0,3839 0,4460 
GMD_cov 0,6626 0,8514 1,2158 1,2479 1,2405 1,1785 1,4353 1,4581 1,4763 
GMD_corrP2P 0,7322 0,8578 0,8976 0,9328 1,6330 1,6796 1,5473 1,2514 1,2771 
GMD_corrC2C 0,0798 0,1771 0,4763 0,5434 0,7702 0,7904 0,7964 0,8153 0,8310 
          
Glass pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2803 0,3481 0,4388 0,4846 0,6261 0,6950 0,6999 0,6629 0,6556 
Average linkage hybrid 0,0912 0,1148 0,1246 0,1314 0,1579 0,1540 0,1496 0,1917 0,1866 
GMD_cov 0,1521 0,7117 0,7475 0,7577 1,2584 1,2026 1,3617 1,8393 1,8969 
GMD_corrP2P 0,1031 0,7316 0,7713 0,7841 0,7768 0,7621 0,7529 0,7341 0,7232 
GMD_corrC2C 0,2803 0,3481 0,4388 0,4846 0,4340 0,3746 0,3415 0,3717 0,7903 
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Davies-Bouldin index 
          
Wdb pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2034 0,3560 0,4758 0,5075 0,5287 0,5964 0,6088 0,5340 0,6013 
Average linkage hybrid 0,1194 0,1975 0,2156 0,3925 0,3978 0,4741 0,4732 0,6012 0,6121 
GMD_cov 0,2754 0,5776 0,5391 0,6452 1,1604 2,6917 1,7855 7,6754 9,3119 
GMD_corrP2P 0,2706 0,5210 0,7573 0,8077 0,8414 0,5953 0,6119 0,7112 0,7373 
GMD_corrC2C 0,2565 0,3565 0,4293 0,4579 0,5070 0,5228 0,6088 0,5354 0,5194 
          
Satimage pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,2222 0,5557 0,5218 0,5414 0,7624 0,8118 0,8526 0,8611 0,8745 
Average linkage hybrid 0,2104 0,3182 0,3752 0,5191 0,5335 0,5461 0,5669 0,5607 0,6423 
GMD_cov 0,3714 1,8762 1,5787 1,6839 1,7541 1,6220 1,6558 1,6821 1,6642 
GMD_corrP2P 0,4341 0,4790 0,8922 1,0592 1,1007 1,2956 1,3226 1,3436 1,3604 
GMD_corrC2C 0,1965 0,4906 0,5165 0,5502 0,5579 0,5738 0,9274 0,8953 0,9305 
Table 13: Davies-Bouldin index for multi-dimensional patterns 
 
Silhouette index validity 
All the patterns show a tendency for having their best values in the iteration that present 
two clusters. The average linkage had the best values for the Haberman pattern and the 
Wdb pattern while the GMD implementations have the best value for the Glass pattern 
and the Satimage pattern. 
 
Silhouette index 
          
Haberman pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,5242 0,2028 0,1511 0,1542 0,1782 0,2162 0,2103 0,1960 0,1641 
Average linkage hybrid 0,3833 0,2028 0,1148 0,0899 0,0741 0,0586 0,0510 0,0448 0,0344 
GMD_cov 0,2061 0,1444 0,0461 0,0455 0,1600 0,0255 0,0225 0,0900 0,0616 
GMD_corrP2P 0,1528 0,3331 0,2669 0,1966 0,1159 0,0980 0,1780 0,2162 0,1880 
GMD_corrC2C 0,3833 0,2028 0,2448 0,2951 0,2477 0,2250 0,2361 0,2113 0,2175 
          
Glass pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,5835 0,3463 0,3900 0,2961 0,2393 0,2323 0,2333 0,2667 0,2838 
Average linkage hybrid 0,3641 0,2450 0,1843 0,1491 0,1192 0,1043 0,0918 0,0763 0,0687 
GMD_cov 0,7607 0,4957 0,3215 0,2643 0,1180 0,0793 0,1223 0,1223 0,1100 
GMD_corrP2P 0,8354 0,5378 0,4013 0,3279 0,2644 0,2310 0,2042 0,1851 0,1690 
GMD_corrC2C 0,5835 0,3463 0,3900 0,2961 0,2182 0,1930 0,1247 0,0821 0,1042 
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Silhouette index 
          
Wdb pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,6635 0,5721 0,5027 0,3617 0,3271 0,3161 0,3345 0,2944 0,2947 
Average linkage hybrid 0,3036 0,1710 0,1299 0,0507 0,0435 0,0278 0,0255 0,0127 -0,0189 
GMD_cov 0,5993 0,3907 0,4000 0,3901 0,1505 0,0854 0,1195 0,0589 -0,0324 
GMD_corrP2P 0,5941 0,3881 0,3003 0,2649 0,2289 0,2516 0,2286 0,2589 0,2430 
GMD_corrC2C 0,6069 0,5748 0,5114 0,3611 0,3822 0,3502 0,3432 0,2966 0,3301 
          
Satimage pattern 
Number of clusters 2 3 4 5 6 7 8 9 10 
Average linkage 0,6426 0,4901 0,4667 0,3548 0,3101 0,2864 0,2779 0,2578 0,2045 
Average linkage hybrid 0,2309 0,1384 0,0711 0,0334 0,0219 0,0013 -0,0094 0,0140 0,0037 
GMD_cov 0,4563 -0,0014 -0,0373 0,0973 0,0864 0,0885 0,0821 0,0765 0,0827 
GMD_corrP2P 0,4116 0,5273 0,3504 0,1853 0,1023 0,1015 0,0856 0,0834 0,0747 
GMD_corrC2C 0,6807 0,5226 0,5446 0,4065 0,3300 0,2023 0,1753 0,1585 0,1082 
Table 14: Silhouette index for multi-dimensional patterns 
 
The analysis of the tables above shows that the three indices have a tendency to have 
they best value in the two clusters iteration, regartheless the algorithm used. The Dunn 
index is the only where this tendency isn’t so strong, but as discussed in Table 16, it’s 
also the most instable index. This is due to the absence of correlation between one of the 
dimensions of the patterns. Experiences made show that if we create a dataset where all 
the dimensions have values defined in discrete intervals (e.g. Table 15), the indices will 
find the expected number of clusters. However, a single dimension with random values 
will change the behavior of the indices and show a tendency to the two clusters 
configuration. This behavior is not unexpected and it was already documented [19]. 
 















Table 15: Dataset with all dimensions having discrete intervals values 
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Indices stability 
Table 15 shows the stability of each index used. The principle used to determine the 
stability of each index is the same used for the bi-dimensional patterns (see chapter 
5.1.2 ), which reflects the different number of optimal clusters for each pattern when 
tested with the different implementations. The Dunn index proved to be the most 
unstable of the three indices, like it happens in the bi-dimensional patterns. 
 
Different number of clusters for the optimal solution 
 
Index Dunn Davies Bouldin Silhouette 
Haberman 
pattern 4 1 2 
Glass pattern 8 1 1 
Wdb pattern 4 1 1 
Satimage 
pattern 6 1 2 
Table 16: Indices stability for multi-dimensional patterns 
5.2.2  Execution times 
As referred in chapter 5.1.3  this is an academic work where the main concern was to 
study different clustering approaches and develop new implementations based on the 
study made. The nature of this work has made the execution times of the 
implementations made a secondary concern. Nevertheless, execution times were 
measure and presented in Table 17. The analysis of this table, in terms of the algorithms 
execution time, shows that the fastest algorithm is the average linkage followed by the 
average linkage hybrid. GMD_corrC2C is the third fastest and at last we have the 
GMD_corrP2P. The slowest algorithm is the GMD_cov. In terms of patterns execution 
time, the Haberman pattern was the fasted pattern to have their clusters formed, 




Haberman pattern Glass pattern 
Algorithm 
150 elements 3 dimensions 150 elements 9 dimensions 
            
  Execution time In milliseconds  Execution time In milliseconds 
Average linkage 0m 0s 157ms 157   0m 0s 328ms 328 
Average linkage hybrid 0m 0s 406ms 406   0m 0s 859ms 859 
GMD_cov 0m 2s 641ms 2641   m 13s 500ms 135000 
GMD_corrP2P 0m 1s 407ms 1407   0m 5s 953ms 5953 
GMD_corrC2C 0m 1s 125ms 1125   0m 3s 984ms 3984 
            
            
Wdb pattern Satimage pattern 
Algorithm 
150 elements 20 dimensions 100 elements 35 dimensions 
            
  Execution time In milliseconds  Execution time In milliseconds 
Average linkage 0m 6s 500ms 6500   0m 3s 281ms 3281 
Average linkage hybrid 0m 23s 172ms 23172   0m 16s 218ms 16218 
GMD_cov 30m 57s 312ms 1857312   21m 32s 250ms 1292250 
GMD_corrP2P 18m 15s 109ms 1095109   18m 30s 750ms 1110750 
GMD_corrC2C 16m 25s 703ms 985703   15m 43s 719ms 943719 
Table 17: Multi-dimensional patterns execution times 
5.3  Hierarchical K-means 
In this work, the k-means implementation started by using the Euclidean distance as a 
similarity measure. The results showed that the traditional k-means is strongly 
influenced by the shape of the clusters present in the dataset, as it can be seen in Figure 
29. The left square shows well separated clusters, the middle square shows clusters of 
different sizes close to each other and the right square shows arbitrary-shaped clusters. 
 
Figure 29: K-means result for different types of datasets [6].  
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The Mahalanobis distance was used to try to overcome this feature. The Mahalanobis 
distance uses the covariance between the different dimensions of the pattern in the 
calculus of the distance between two points. When we have two or more variables that 
have some kind of relationship between them, the covariance is a metric that makes all 
the sense, because it measures that relationship. On the other hand, the k-means suffers 
from an excessive greedy nature. That nature is given by the covariance calculus. The 
bigger the covariance of a cluster is, the better chance that cluster has to take more and 
more points to himself. The use of scale factor in the calculus of the covariance has 
slowed down the impact of it, but what is the proper scale factor to use? Is it possible to 
get a good scale factor for all kinds of samples? 
The tests made show us that the determination of the optimal number of clusters is a 
critical process to achieve the optimal solution, because without the optimal number of 
cluster, it’s impossible the get the optimal solution. Having said that, can it be said that, 
for the tests made where the optimal solution wasn’t found, the problem was only the 
determination of the optimal number of clusters? Well, even with a good number of 
clusters is still possible to arrive to a solution that isn’t optimal. Besides, this 
hierarchical k-means implementation makes the variation of the number of clusters in 
each iteration possible, what makes the determination of the optimal number of clusters 
and the discover of the optimal solution non-independent processes.  
The standard implementation of the k-means tells us to place the initial centroids into 
random positions. All the tests made indicate that as the biggest cause for the non-
determinative nature of the algorithm was the positioning of the initial centroids. Each 
time the initial centroids were placed into different positions, the evolution of the 
algorithm changed. The determinism of the algorithm should be considered as a key 
point to the optimal solution. The approach followed in this work was to place the initial 
centroids into equidistant positions from one another. One other approach that can be 
made is to distribute the initial centroids into areas according to the point density of the 
sample. From the datasets used to test this implementation, a part of them had their 
optimal solutions found. In most cases, when the optimal solution wasn’t found, the 
optimal number of cluster was not found either. Besides the fact that the optimal 
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solution was not achieved to all the samples tested, the algorithm determinism was 
reached. 
5.4  Average linkage 
The average linkage implementation proved to be most efficient. First, as being part of 
the hierarchical algorithms family, it doesn’t need any initialization parameters 
regarding the beginning and final number of clusters. Second, it has a determinist nature, 
which makes it easier to study its behavior. Regarding the shape of the clusters, it has 
proved to work better than the hierarchical k-means implementation.  
The results obtained with the two implementations made aren’t conclusive: 
• Bi-dimensional patterns: Based on the Dunn index, the hybrid implementation 
has slight better values. The Davies-Bouldin index and the Silhouette index say 
otherwise and the traditional implementation is better ranked.  
• Multi-dimensional patterns: comparing the two implementations of the average 
linkage made, the hybrid implementation has better results regarding the Dunn 
index and the Davies-Bouldin index. However, based on the Silhouette index, 
the original implementation had better results. 
5.5  Global Minimal Distance 
The GMD implementations represent the result of the investigation made in this work. 
After the analysis of a partitional algorithm, after adding a deterministic nature to it and 
finally after adding the covariance notion to the distance calculation, the next step was 
decided. The average linkage implementations were the answer to the initialization 
problems found in the k-means implementations. These problems were resolved with 
the use of hierarchical algorithms. Having the average linkage implemented, the hybrid 
solution doesn’t bring radical improvements. The GMD implementations were made to 
try to reinforce the covariance / correlation notion in the calculus made. From the three 
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implementations, the GMD_cov was the one that needed more time and memory 
resources. In terms of the validity indices, the results of the bi-dimensional patterns 
aren’t very elucidative. However, concerning the multi-dimensional patterns, all three 
indices agree about the better implementation. 
• Bi-dimensional patterns: The Dunn index, says that the GMD_corrP2P has 
better performance. According to the Davies-Bouldin index, the best 
implementation is the GMD_cov and the Silhouette index favor the 
GMD_corrC2C. None of the three indices makes a clear distinction of 
performance values between the three implementations. 
• Multi-dimensional patterns: comparing the three implementations, the 
GMD_corrC2C implementation has better results regarding all the three 
indices. 
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6  Conclusions 
The k-means implementation made has empirically showed that it produces more 
coherent clusters when the Mahalanobis distance was used as similarity measure. 
However the k-means is hardly the choice when the intention is to make unsupervised 
classification. Because there isn’t any information regarding the nature of the pattern, 
it’s really difficult to give good input parameters into the initialization stage. Besides 
that, even in the presence of the same initialization parameters, the k-means shows a 
indeterminist nature. The hierarchical k-means eliminates the need of having prior 
knowledge of the optimal number of clusters. However, the initial position of the initial 
clusters is also a cause of indeterminism. 
The average linkage implementations have proved to be very efficient regarding the 
time consuming. However, this cannot lead to the assumption that this kind of 
implementation is the most efficient one. The average linkage and its adaptation, the 
average linkage hybrid, were designed from the start to be efficient rather than 
adaptable. The other implementations were designed to be the most adaptable as 
possible, with all their modules completely independent. As a consequence, the 
performance was left out of the development priorities. Nevertheless, we can conclude 
that the main time consuming task of the clustering algorithms presented here is the 
calculation of the relationship measurement between the different dimensions of the 
datasets. In terms of the results achieved, the average linked related implementations 
and the GMD related implementations has proved to be better that the k-means related 
implementations, either based on the empirical results observation or based on the 
validity indices. 
The GMD implementations are the only that have a genuine notion of relation between 
the different dimensions of the datasets (the average-linkage uses that notion only after 
a certain point). The calculation of the covariance matrix or the correlation matrix has 
proved to be an expensive step in terms of time consumed. The results of the 
observations made don’t show a clear advantage of the GMD implementations or the 
average linkage implementations.  
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The performance of the different implementations in terms of execution times isn’t 
conclusive because the work developed was an academic one, where the main concern 
was the modularity and adaptability of the algorithms. This has impacts in the execution 
times and even the language used to develop the algorithms (Java) is known as not 
making part of the programming languages with the fastest running times. Even so, 
there are other aspects to refer. The relation between the execution times of the different 
implementations is the same for both the bi-dimensional patterns and the multi-
dimensional patterns, meaning that the different implementations made don’t present 
performance fluctuations in the presence of different types of datasets. The analysis of 
the execution times, in terms of the patterns execution time, of the bi-dimensional 
patterns shows that the time needed to create the clusters is proportional to the number 
of elements present in the dataset. The analysis of the multi-dimensional patterns shows 
that this time is also proportional to the number of dimensions present in the dataset. 
Another important aspect of the clustering process is the presence of outliers. The 
benefits of the pre and post data processing were referred on this paper (chapter 2.6 ). 
The outliers influence the outcome of the clustering process and influences the 
evaluation made by the validity indices. During the clustering process, the internal 
distance of a cluster or the average distance between all points of two clusters are 
influenced if an outlier is assigned to a cluster. And in a clustering algorithm with no 
data pre-processing, the outliers will be assigned to some cluster. Ultimately, clustering 
algorithms will create clusters even if they aren’t present in the pattern. During the 
evaluation of the clustering result, the validity index will be heavily influenced because 
the compactness of the clusters will be altered. An outlier is by definition an element 
much more distant from all other elements then the average distance between the 
elements. This makes it a much more influent element in the outcome of the similarity 
measurement calculation or in the cluster compactness calculation than the other 
elements.  
One of the most important observations that can be made over the results obtained is, in 
a general way, the lack of differences between the results obtained by the different 
implementations.  If we consider the results validity made by the indices used, we 
cannot tell that one implementation has done better over all the others. This can happen 
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by several reasons: the datasets used aren’t good representations of the problem studied 
(having only one part of the problem total features), the datasets had a poor clustering 
result due to anomalies (e.g. outliers) which the algorithms are sensitive to or the 
algorithms that take in consideration the notion of relation between the different 
dimensions don’t work over datasets where such notion doesn’t exist. From all the 
possibilities, the latest is the most interesting: over the multi-dimensional patterns, we 
cannot say clearly that one algorithm had better results than all the other. On the other 
hand, the bi-dimensional patterns show that the implementations with the notion of 
covariance or correlation had better results (the implementation considered as being the 
best changes depending on the index used). Concerning the multi-dimensional patterns, 
the experiments made show that a good clustering validity evaluation is only possible 
when the dataset used has all the dimensions correlated. The presence of a dimension 
with random values will disturb the behavior of the implementations, whether there is 
the notion of correlation or covariance or not. 
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7  Future work 
The quality of the clustering results can be improved, either by pre-processing the data 
(e.g. elimination the presence of noise), or by post-processing the data (e.g. elimination 
of very small clusters). 
The results given by the validity indices have a tight dependence on the number of 
clusters considered and when applied to multi-dimensional patterns they do not indicate 
the optimal number of clusters. Perhaps there are other ways of objectively evaluating 
the result of a clustering algorithm. 
The influence of measuring the relation between the different dimensions isn’t obvious. 
When a pattern doesn’t globally present that relation, do the individual clusters, of a 
certain size, present that notion? The merging of two clusters with different correlations 
can led to the weakening of the influence made by correlation over the clusters before 
the merge. 
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