We describe and release a comprehensive solar irradiance, imaging, and forecasting dataset. Our goal with this release is to provide standardized solar and meteorological datasets to the research community for the accelerated development and benchmarking of forecasting methods. The data consist of three years (2014-2016) of quality-controlled, 1-min resolution global horizontal irradiance and direct normal irradiance ground measurements in California. In addition, we provide overlapping data from commonly used exogenous variables, including sky images, satellite imagery, and Numerical Weather Prediction forecasts. We also include sample codes of baseline models for benchmarking of more elaborated models.
I. INTRODUCTION
Solar forecasting is an enabling technology for the integration of weather-dependent, variable solar power generation into an electric grid. [1] [2] [3] Therefore, it is unsurprising that there has been strong interest in the subject over the past decade. However, despite the rapid growth, there are few standardized datasets for the development and benchmarking of solar forecasting methods. The lack of such datasets limits comparative analysis of forecasting methods and inhibits the rate of research progress, 3 particularly for those without the resources to deploy and maintain their own solar and meteorological instruments.
Recent efforts try to address this issue by facilitating the access to public data. To that end, Yang 4 provided an excellent open-source tool for easy access of publicly available solar datasets. Another important source for solar data is the National Solar Radiation Database (NSRDB). The NSRDB is managed by the National Renewable Energy Laboratory (NREL) and provides half-hourly values of satellitederived irradiance that covers most of the USA. A comprehensive list of modeled and measured, historical and current solar resource data sources is available in a recent "Best Practices Handbook" published by the National Renewable Energy Laboratory (NREL). 5 The Handbook combines the knowledge of foremost experts in solar energy meteorology and disseminates best practices in solar resource assessment and forecasting. This paper shares the same goals and attempts to create a comprehensive dataset that can be used for solar irradiance forecasting. The motivation for this work stems from the fact that the available datasets are not enough to recreate and benchmark many of the latest forecasting models without substantial effort in data acquisition and data quality control. For instance, the most complete dataset currently available for forecasting benchmarking can be acquired from the SURFRAD network. It provides 1-min irradiance and sky images (on request). However, the sky images are captured using a Total Sky Imager (TSI) that produces low-resolution images and does not allow for a total view of the sky dome due to the presence of a black sun-blocking stripe. In summary, to the best of our knowledge, there are no publicly available datasets that contain the following:
Thus, the goal of this data release is twofold. First is to provide data for a region of high interest for solar forecasting, in this case, California's Central Valley, which has experienced continuous growth in terms of both population and solar generation. In order to fulfill this goal, the dataset includes endogenous and exogenous data necessary to benchmark the state-of-the-art in solar forecasting for intrahour to day-ahead horizons. Second is to present guidelines and an invitation for other researchers to release their own solar forecasting datasets, to the benefit of interested parties. Together, the hope is that the solar forecasting community will soon have a diverse range of datasets to leverage in their own work. These data and code releases can generate accelerated progress, similar to what has occurred to image classification methods with the release of datasets such as MNIST and CIFAR.
This work is organized as follows. Section II discusses the data sources that are used to create the dataset. Section III details the processing applied to the various data sources, including how features are extracted for use as inputs to the forecasting models. Section IV presents sample forecasts for intrahour, intraday, and day-ahead horizons, while Appendix B describes the format, intended use, and the conditions for proper use of the datasets. Finally, Sec. V summarizes this work and provides recommendations for future data releases.
II. DATA SOURCES
Our research group has deployed a range of solar irradiance and meteorological instruments at sites throughout the West Coast of the United States. The sites span from Bellingham, Washington to San Diego, California, including one site on the Hawaiian island of Oahu. At each site, we installed one or more irradiance sensors to measure both global horizontal irradiance (GHI) and direct normal irradiance (DNI) at sample rates of 1-min or faster. In addition, we installed colocated fish-eye lens cameras to provide ground-based sky images at several of the locations. Measurements from each sensor were logged locally and then automatically transferred to our private servers, where the data were stored in MySQL databases and regularly backed up to external storage media. Over the past ten years, our lab has collected over several tens of terabytes of data, which have enabled a multitude of published solar forecasting studies. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] For this data release, our choice of data was driven by a combination of factors. First, the data should be from areas of interest for solar forecasting, i.e., areas with large amounts of pre-existing or planned solar power generation. Second, the data should span two or more years sequentially, to enable both the training and testing sets which are at least a year long each. Third, all data sources for the site should be of high quality, with minimal intervals of missing data and with quality control issues. Fourth, the data should include the most common exogenous inputs for solar forecasting, such as sky images, satellite imagery, and NWP forecasts.
Based on the above criteria, we select the Folsom, CA site (38.642 , À121.148 ) for this data release. Folsom is a city in Sacramento County, in the California Central Valley (see Fig. 1 ), with a Csa (C ¼ temperate climate s ¼ dry summer a ¼ hot summer) classification in the K€ oppen climate scheme. The instruments were mounted on the south roof of the headquarter building of the California Independent System Operator (CAISO) in 2012 (see Fig. 2 ). The primary components of the system are a Rotating Shadowband Radiometer (RSR) for the measurement of GHI, DNI, and diffuse horizontal irradiance (DHI), a fish-eye lens camera for sky images, and a Campbell Scientific CR1000 datalogger. Data were recorded at 1-min average rates for all instruments, with their internal clocks automatically synchronized with an on-site Network Time Protocol (NTP) server to ensure consistency.
A. Irradiance
The primary datasets for solar forecasting are the two main modes of solar irradiance, namely, GHI (global) and DNI (beam). These two variables are used to train the models and assess the forecasting performance.
The GHI and DNI data included in this data release are measured using a second-generation RSR (RSR-2) from Augustyn, Inc. The RSR-2 consists of a main shadowband head unit and two Licor LI-200SZ pyranometers, which have a typical error of 65% compared to an Eppley Precision Spectral Pyranometer (PSP) (https://www. licor.com/). The first pyranometer provides a continuous measurement of GHI, while the second pyranometer and shadowband enable the measurement of DHI. DNI is computed directly from the GHI, DHI, and solar zenith angle (h z ). Comparisons against reference instrumentation over a 12-month period 22 show that the RSR-2 exhibits uncertainties ranging from À1.2% to 1.0% and À0.2% to 3.0% for GHI and DHI, respectively. The comparisons also showed that uncertainties increase for larger zenith angles and that differences above 5% are possible, especially in winter. This study concluded that the uncertainty levels for this instrument are in accordance with historical values reported in the literature for solar monitoring instruments. 
B. Sky images
Ground-based sky images are a standard exogenous input for intrahour forecasts. These images provide high resolution information (spatial and temporal) about clouds that determine the solar irradiance. Usually, sky images are explored under two distinct frameworks: physics-based models or data-driven models. The first framework is more popular 7, 14, 23, 24 and typically follows a well-defined flow chart: (i) differentiation between clear-sky pixels and cloudy pixels, (ii) cloud classification and cloud optical depth determination, and (iii) determination of cloud motion and cloud advection. When multiple sky cameras are available, 25 the physical-based models may also include the calculation of the cloud height and cloud shadow tracking.
The data-driven approach relies on the extraction of image features that are then used as predictors in machine learning algorithms. 17, 26 This strategy has seen an increase in popularity in recent times due to the maturity of tools such as convolution neural networks. 27 As mentioned above, the absence of a common dataset for different developers makes it difficult to properly evaluate competing skyimage algorithms. Thus, in this paper, we provide sky images obtained using a sky camera colocated with the irradiance sensors. The sky camera captures Red-Green-Blue (RGB) color images at a medium resolution (1536 Â 1536 pixels), at intervals of 1-min.
C. Satellite imagery
Satellite imagery is helpful when forecasting over horizons of one to several hours ahead. 20, 28, 29 The Geostationary Operational Environmental Satellite (GOES) system is a set of geosynchronous satellites, denoted GOES-West and GOES-East, which provide a range of remote sensing measurements over the Western Hemisphere. Due to the location of the site, we are including images from GOES-15, which was operated as GOES-West from 2011 until February 2019, when it was superseded by GOES-17. The Earth-facing imager on GOES-15 has five spectral bands: one visible band centered at 0.63 lm and four infrared bands centered at 3.9, 6.5, 10.7, and 13.3 lm. Following the previous literature, 20, 28, 29 we include measurements from the visible band (VIS), which has a spatial resolution of 1.0 km and a temporal resolution of one image every 30 min. It should be noted that satellitederived cloud and irradiance products such as those provided by the Clouds from the Advanced Very High Resolution Radiometer (AVHRR)-Extended (CLAVR-x) code package developed by the National Oceanic and Atmospheric Administration (NOAA) are also valuable predictors for irradiance forecasting. 30, 31 However, here, we limit the data release to visible and infrared images since they are the basis of many cloud identification and cloud advection algorithms for solar irradiance forecasting.
D. Numerical weather prediction
For day-ahead horizons, Numerical Weather Prediction (NWP) models are the preferred exogenous input for solar forecasting. We have chosen to include forecasts from the North American Mesoscale Forecast System (NAM) due to its extensive presence in solar irradiance and power forecasts. 21, 32, 33 Other commonly used NWP models include the Global Forecast System (GFS), the European Center for Medium-Range Weather Forecast (ECMWF), Integrated Forecasting System (IFS), 34 and the High-Resolution Rapid Refresh (HRRR). [35] [36] [37] NAM provides forecasts 1-84 h ahead on a 0.11 grid ($12 km) for the Continental United States (CONUS), generated four times per day: 00Z, 06Z, 12Z, and 18Z. Although selecting the NAM grid point closest to the site is the obvious choice for solar forecasting, previous studies have shown forecast improvement from considering a set of grid points around the target site.
32,38 Therefore, we have included NAM forecasts from the four nearest grid points, measured by their physical distance from the site (see Table I ). For each of the four grid points, we extracted a range of relevant variables, which are summarized in Table II . Additional NWP data, from NAM and other NWP models, can be obtained through multiple data archives, e.g., the NOAA Operational Model Archive and Distribution System (NOMADS).
E. Weather data
The solar instrumentation used to collect irradiance is complemented by a weather station that records the following data beyond The specific location of the instruments was chosen to prevent shading, with the building in the background located $60 m due north of the instruments and no obstructions located to the south. A RSR for GHI and DNI measurements, a Vaisala WXT520 for meteorological measurements (temperature, wind speed, etc.), and a Campbell Scientific CR1000 datalogger for storing the data locally prior to transmission to our servers at UC San Diego are shown. A sample sky image from the colocated fish-eye lens camera (out of frame) is shown in the bottom left.
Journal of Renewable and Sustainable Energy ARTICLE scitation.org/journal/rse the shortwave values of GHI, DHI, and DNI: ambient temperature, relative humidity, pressure, wind speed, wind direction, maximum wind speed, and precipitation. All variables, except maximum wind speed, are 1-min averages. The maximum wind speed is the maximum value measured in each 1-min window. The weather data are included in this data release although these additional variables are not used in the forecast benchmarks presented below.
III. FEATURE ENGINEERING
In the Sec. II, we described the primary data that are provided in this paper. With these datasets, one can replicate many of the studies presented in the solar energy literature. We could, at this point, conclude that the goal of providing a comprehensive dataset to solar forecasting has been achieved. However, we opt to provide a secondary dataset with data derived from primary sources. In this way, we illustrate common techniques for data preprocessing and feature extraction from time series data and sky images.
A. Irradiance
Features engineered from irradiance data use the clear-sky index, thus removing deterministic daily and seasonal variations in the data. The clear-sky index time series is defined as k t ¼ I/I cs , where I denotes GHI or DNI and I cs is the respective clear-sky irradiance. The clearsky model used in this case is the popular Ineichen and Perez model 39 that parameterizes irradiance in terms of the Linke turbidity. Linke turbidity is estimated from monthly climatological values 40 which were created based on the algorithm proposed by Remund et al. 41 Once k t is computed, three features are engineered from the time series within a processing window that precedes the forecasting issuing time t
• Backward average for the clear-sky index time series: for a given time stamp t, this feature is given by the vector B(t) with components
• Lagged average values for the clear-sky index time series: this feature is given by the vector L(t) with components
• The clear-sky index variability: this feature is given by the vector V(t) with components
where
In these equations, d is a minimum window size, N is the number of data points in the processing window, t À T is the rightmost edge of the processing window, and M is the number of processing windows to consider. The parameters d, T, and M depend on the forecast horizon: d ¼ {5, 30, 60} min, T ¼ {0, 0, 8} h, and M ¼ {6, 6, 12} for the intrahour, intraday, and day-ahead forecasts, respectively. 
B. Sky images
In this section, we describe features derived from sky images. The features used here are computed from all sky-dome pixels, that is, all pixels that do not correspond to ground or obstacles. The 8-bit color data from the selected pixels are then flattened into floating point vectors r, g, and b, for the red, green, and blue channels, respectively. Two additional vectors are computed from r and b: the red-to-blue ratio q with components q i ¼ r i /b i and the normalized red-to-blue ratio g with components
For each one of these five vectors, three features are calculated
• Average 
• Standard deviation
• and entropy
where v i represents one of the five vectors, N is the number of elements in the vector, and p i is the relative frequency for the ith bin (out of N B ¼ 100 bins evenly spaced. These features are computed for all the images in the dataset, yielding a total of 15 features per image (three metrics Â five color data vectors). The features are shown in Fig. 4 for the same seven-hour period as in Fig. 3 . The figure's top panel shows nine sky images in this period, and the bottom three panels show the features for all images within the time frame.
C. Satellite imagery
Satellite imagery can be processed using the algorithm described in Sec. III B. However, here, we present a simpler approach that has been used in previous studies. 20 In this case, for each image, we crop a w Â w region (with w ¼ 10 in this case), centered around the target site, and then flatten it into a vector of length n ¼ w 
IV. SAMPLE FORECASTS
Finally, in this section, we discuss common techniques to make use of the primary and secondary data for the purpose of solar irradiance forecasting. We present sample forecasts for three common forecast horizons: intrahour, intraday, and day-ahead, using the GHI and DNI measurements from the RSR as the ground truth. Rather than an exhaustive study of forecast methods, we evaluate a subset of methods, which were chosen for their ease of implementation and interpretation. In addition, we fully expect future studies to achieve forecast performance beyond these reference models, which should be considered as lower bounds.
A. Forecast models
In this case, the forecast follows the mathematical formulation
where D indicates the data aggregation, s the forecasting horizon, and t o the forecasting issuing time. These parameters vary depending on the type of forecast as shown in Table III . Note that the day-ahead forecasts are issued once daily at 12:00 UTC (4 a.m. PST) to be compatible with the CAISO Day-Ahead Market (DAM) submission time.
The correction factor r m depends on the forecasting algorithm used. For the smart persistence model that uses the latest k t value available, this factor is given by
In the forecasting implementation for intrahour and intraday, the latest k t value used in Eq. (8) is the one given by the backward average over the shortest window (5 and 30 min, respectively).
Additionally, we consider three forecast methods based on linear regression: Ordinary Least-Squares (OLS), Ridge Regression, and Lasso. We select these models due to their high interpretability, easeof-use, and widespread availability in statistical software. However, we note that these methods rarely provide state-of-the-art solar forecasting performance, due to the highly nonlinear nature of the solar resource. Instead, these methods provide a straight-forward approach to highlighting the value in our data release. Following Eq. (7), these models are trained to predict the clear-sky index irradiance for the horizons listed in Table III 
B. Results
Here, we report and discuss the sample forecast results. For all horizons, we use 2014 and 2015 as the training set and 2016 as the testing, remove night values according to the solar zenith angle (night :¼ h z > 85 ), and select model hyperparameters using tenfold CrossValidation (CV). However, as noted before, the goal of these sample forecasts is to illustrate the value of the data, rather than evaluating specific forecast methodologies. Therefore, our analysis will be brief and will focus on high-level trends, with standard forecast error metrics: mean absolute error (MAE), mean bias error (MBE), root mean square error (RMSE), and forecast skill, which we compute using RMSE. 1, 42 For interested readers, we have included the Python code used to produce these results (see Appendix B for more details).
Intrahour
We consider intrahour forecasts with horizons 5-30 min, at a temporal resolution of 5-min, backward-averaged. For each horizon, we compare forecasts using only endogenous features and endogenous 
Intraday
For intraday horizons, we evaluate forecasts for 30-180 min ahead, at a temporal resolution of 30-min, which matches the sampling rate of the satellite imagery from GOES-15. The endogenous features are computed for the past 3 h, in steps of 30-min, while the satellite imagery is processed according to Sec. III C and used as exogenous features. As with the intrahour forecasts, we use Smart Persistence as the baseline forecast for both GHI and DNI. The addition of the exogenous features improves the forecasting skill for both GHI and DNI. The lack of regularization in the OLS models results in overfitting which decreases the test forecast skill, relative to the Ridge and Lasso models.
Day-ahead
As mentioned above, the day-ahead forecasts are generated to be compatible with the CAISO Day-Ahead Market (DAM), which requires forecasts be submitted by 10:00 a.m. Pacific for the following day. Based on the forecast schedule of NAM, we choose to evaluate the 12Z cycle, which corresponds to 4 a.m./5 a.m. Pacific. In this case, the baseline forecast will be the unprocessed NAM forecasts, specifically, the NAM DSWRF forecast for GHI and an estimate of DNI from the NAM DSWRF using the DISC model. 43, 44 We compare these baseline forecasts against forecasts trained on endogenous features computed from the previous 8 to 20 h (the first 8 h are not used since they correspond to nighttime), in steps of 1 h, as well as the NAM DSWRF and TCDC forecasts as exogenous features. The addition of the exogenous features has a clear positive effect on forecast performance, with the significant improvement of the forecast skill. This matches the previous literature which showed that model output statistics (MOS) and related techniques can improve the forecast performance over the baseline NAM forecasts. 32, 33 
V. CONCLUSIONS
We introduce a comprehensive dataset with the goal of accelerating the development and benchmarking of solar resource forecasting methods for intrahour, intraday, and day-ahead horizons. The dataset Journal of Renewable and Sustainable Energy ARTICLE scitation.org/journal/rse is of particular value to the development of statistical and hybrid forecasting methods that make use of multiple exogenous inputs, e.g., sky or satellite imagery. The dataset includes irradiance (GHI and DNI) measurements for three complete years (2014) (2015) (2016) in California, a high-value region for solar forecasting studies. To complement the irradiance data, we also included a range of common endogenous and exogenous features derived from local telemetry, sky imagery, remote sensing, and NWP forecasts. Data are provided in a ready-to-use format, but we have detailed the preprocessing techniques used to derive both the endogenous and exogenous features from the original data sources. Additionally, we include sample intrahour, intraday, and dayahead forecasting results and sample codes for the simplest methods to highlight the value of the data, as well as to provide baseline methods for future studies. Here, we discuss the mathematical details of the three considered linear forecast models: OLS, Ridge Regression, and Lasso. The three models can be formulated by solving the following optimization problems: where x 2 R n encodes the model parameters, A 2 R mÂn is the input data, and b 2 R m is the output data for m samples. The key difference between the three is the regularization parameter or lack thereof. In practice, the '-2 regularizer (jj Á jj 2 ) prevents overfitting, whereas the '-1 regularizer (jj Á jj 1 ) promotes a sparse solution. In both cases, the strength of the regularization is controlled by a hyperparameter k 2 R, which can be selected via cross-validation. Further information on these models, both on the theory and implementation details, can be found in any standard textbook on Machine Learning.
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APPENDIX B: DATA REPOSITORY AND SAMPLE CODE
This section introduces the steps to download the datasets and sample codes described previously.
Data repository
All datasets are available at the open-access repository at https://doi.org/10.5281/zenodo.2826939 under a Creative Commons (CC) license. Numerical data (e.g., irradiance time series and image features) are given in the comma separated values CSV format, and sky images are provided as Tar archives containing compressed JPG files. All the files available are described in Table VI . Note that the quality control of the data for different forecast horizons and issuing times yielded instances for which not all data entries are available (e.g., missing satellite images or sky images). In those instances, we left the offending timestamps in the data files, and the missing data are identified by the string NaN.
Sample code
As part of the data release, we are also including the sample code written in pure Python 3. The preprocessed data used in the scripts are also provided. The code can be used to reproduce the results presented in this work and as a starting point for future studies. Besides the standard scientific Python packages (numpy, 45 scipy, 46 and matplotlib 47 ), the code depends on pandas 48 for time-series operations, pvlib 49 for common solar-related tasks, and scikit-learn 50 for Machine Learning models. All required Python packages are readily available on Mac, Linux, and Windows and can be installed via, e.g., pip. The scripts used to create the forecast and postprocess the results are listed in Table VI. The usage of the datasets and sample codes presented here is intended for research and development purposes only and implies explicit reference to the present paper, as opposed to reference to the dataset DOI only. Although every effort was made to ensure the quality of the data, no guarantees or liabilities are implied by the authors or publishers of the data.
TABLE VI. List of files available in the data repository. The second column indicates the type of information contained in the file, where "Primary" refers to quality controlled data from the primary sources (solar sensor, sky imager, and NWP), "Secondary" refers to data obtained by processing the primary data, and "Code" refers to Python 3 scripts. All these files can be accessed at https://doi.org/10.5281/zenodo.2826939. 
