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Abstract 
There are many manufacturing systems that can be described as Linear Time-Varying 
(LTV) systems that have large parameter variations. When using a feedback controller for these 
systems, the lag in transient tracking response is always inevitable. The high-level precision 
tracking requirements of these systems provide new challenges in algorithm development.  
In this research, we consider identification and precise motion control for repetitive LTV 
systems. In particular, we focus on the iterative learning concept, which capitalizes on the 
repetition of task to update and improve identification and control with each trial. This concept is 
originally developed from Iterative Learning Control (ILC), which reduces the tracking error of 
the current iteration by incorporating information learnt from previous executions. In this research, 
we explore the extension of the ILC concept to both identification and control.  
This dissertation develops two contributions to the identification and control of repetitive 
LTV systems. First, an Iterative Learning Identification (ILI) algorithm is developed for 
identifying the parameters of repetitive LTV systems. The proposed ILI scheme takes advantage 
of the repetitive nature of the system, and non-causal data is used to minimize the estimation 
transient. The design, analysis, simulation and experimental results for ILI on LTV systems are 
presented in the thesis.  
Second, we integrate the identification with norm-optimal ILC design approach. These 
techniques are used to improve the convergence speed of norm-optimal ILC when the LTV model 
of the system is not initially available. The integrated ILI and ILC is applied to a pick and place 
robot with a time-varying mass and yields an improved convergence speed over an ILC controller 
developed from a recursive model.  
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Chapter 1     
Introduction 
This thesis investigates identification and control tools for linear time-varying systems that 
are asked to execute the same task repetitively. There are many systems that can be described as a 
linear time-varying systems with parameters that have large changes. The identification and 
control for these systems using feedback control have been studied extensively. The limitations in 
these feedback strategies are identified, and these limitations motivate the integrated learning 
identification and control techniques developed in this thesis for repetitive systems. Section 1.1 
gives some examples of linear time-varying systems. Section 1.2 introduces some popular 
identification and control techniques for linear time-varying systems, and motivates the iterative 
learning identification and control technique studied in the thesis. The thesis has a strong basis in 
iterative learning identification and iterative learning control, and those topics are detailed in 
chapter 2.  
1.1 Linear Time Varying Systems 
There are many systems that can be described as linear time-varying systems. In this study, 
we are particularly interested in linear time-varying with large parameter variations, and are also 
asked to execute the same task repetitively.  
One example of such systems is a pick-and-place robot following a repetitive trajectory, 
whose dynamics change discontinuously, but deterministically, when a part mass is picked up and 
released. Figure 1.1 shows an example of the pick-and-place robot working in an assembly line. If 
the object being picked up by the robot from the assembly line is large, the dynamics of the robot 
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will have big variations when the mass is being picked up or released. This sudden change in 
system dynamics raises control challenges as will be discussed in section 1.2.  
 
Figure 1.1 Pick-and-place robot. Image is from [1] 
 
Figure 1.2 Hydraulic Cylinder Valve. Image is from [2] 
Another example of such systems is a single-ended hydraulic servo system exhibiting flow 
behavior that switches between two separate modes depending on the valve direction [2][3]. Figure 
1.2 shows the schematic drawing of a hydraulic cylinder. The switching behavior affected multiple 
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parameters of the dynamic system. The pressure and flow gain of the servo valve is dependent on 
the direction of the valve. A manufacturing system utilizing such single-ended actuators to perform 
the same task over and over will be another example of the system of interest in this study. 
examples include an injection molding machine [4][5][6] and an active suspension that utilize an 
electro-hydraulic cylinder as an actuator[7]. 
1.2 Identification and Control for Linear Time-varying Systems 
 Identification and control of time-varying systems with large parameter variation are 
challenging control problems and have attracted considerable research attention over the last 
several decades. Various feedback schemes have been proposed for systems with parameter 
variations. Switched control and adaptive control are two popular feedback control methods for 
controlling parameter-varying systems.  
 Adaptive controller is a controller that can modify its behavior in response to changes in 
the plant dynamics or disturbances. More rigorously, adaptive controller is defined as a controller 
with adjustable parameters and mechanism for adjusting the parameters [8]. On-line determination 
of process parameters is a key element in adaptive control. The parameters of an adaptive controller 
are adjusted according to the identified variations in the process parameters. Because transient lag 
in on-line parameter estimation always exists, the transient lag in the feedback control response 
time is therefore inevitable. When plant dynamics variations are small, adaptive control can be 
designed to consider a smaller model uncertainty, and the achievable performance of adaptive 
controller will be better compared to a plant having dynamics with big parameter variations. 
Various adaptive control schemes have been developed for systems with small parameter 
variations [9][10][11]. When the plant dynamics have big changes, the control problem becomes 
even more challenging. High-gain estimators and controllers are sometimes used to ensure fast 
responses, but these have the drawbacks of large noise sensitivity and potential hardware wear.  
 Switched control is another type of feedback scheme for addressing linear time-varying 
systems with abrupt parameter variations. When a plant is composed of a family of subsystems 
and a rule that governs the switching among them, the plant can be described as a switched system 
[12]. For linear switched systems, the switched control framework bridges the gap between the 
linear system analysis and systems with high uncertainties. Therefore, for systems with big 
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parameter variations that can be broken down to a set of linear systems, switched control will be a 
more suitable choice than adaptive control. As a feedback control method, the action of switching 
occurs when the decision maker issues the switching command based on the observations made 
on the environment/plant [13]. Because the switching of the controller is observation based, a 
transient lag in response time is also an intrinsic property for this feedback control technique. 
 In this study, we are interested in a class of systems that are asked to execute the same task 
repetitively. We are assuming that the system dynamics is time-varying. However, the variation in 
system dynamics is repetitive for all iterations. For these types of repetitive systems, feed-forward 
control techniques can be applied to pre-emptively respond to any plant parameter changes, and 
therefore reduce the transient lag which would be inevitable for any feedback control strategy.  
 Iterative Learning Control is particularly suitable for the type of systems that operates over 
repetitive executions, and is the chosen feed-forward technique in this thesis. This study has a 
focus on applying ILC to linear time-varying (LTV) systems.  
For a model-based ILC approach for LTV systems, the accuracy of the identified model 
has a direct correlation with the overall ILC performance. A lot of research exists that aims at 
improving the LTV system identification results [14] [15]. Most of the research effort has been on 
recursive estimation of LTV/LPV systems, and those identification methods work well for 
feedback control strategies. However, because recursive identification achieves convergence in 
the time domain, an estimation lag is always inevitable. Any lag in the estimation transient will 
degrade the model-based feed-forward control performance. This study aims to improve the 
estimation transient, and in turn improve the overall control transient by learning from previous 
iterations.  
1.3 Thesis scope 
 The research scope of the proposed thesis is the identification and control for repetitive 
LTV systems. The objective is to improve the performance of repetitive LTV systems by 
incorporating the information learned from previous executions.  
 In particular, we focus the effort on improving the transient response of repetitive LTV 
systems when large parameter variations occur. Integrated feed-forward identification and control 
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techniques are proposed to predict the system variation, and take pre-emptive control actions to 
improve the transient response.   
In general, the design framework can be summarized in Fig. 1.3. The identification runs 
parallel to the model based-ILC design. An iterative learning identification strategy is proposed in 
this study to identify the parameters of LTV systems using the measurement data made available 
from ILC. The covariance of the estimation will be reduced when more iterations of data becomes 
available. The ILC learning law is designed based on the estimated model from the ILI. With an 
improved estimation, the ILC transient convergence results can also be improved.   
 
 
Figure 1.3, Architecture of integrated ILI and ILC 
 
1.4 Organization of the Thesis 
 The rest of the thesis is organized as follows. Chapter 2 introduces the basis of iterative 
learning control and iterative learning identification. This chapter also discusses integrated 
learning identification and control proposed by various authors. Chapter 3 introduces a norm 
optimal iterative learning identification law developed in this study for linear time-varying 
systems. Chapter 4 discusses some design aspects of the iterative learning identification, which 
includes the design of time-varying learning law, and further extensions to identifying MIMO 
systems. Chapter 5 details an integrated iterative learning identification and control algorithm, 
which combines the iterative learning identification proposed in Chapter 3 and norm optimal 
iterative learning control. Chapter 6 shows the design of a pick-and-place robot and the verification 
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of the integrated identification and control methodology proposed in the thesis using experimental 
results. Chapter 7 provides concluding remarks and recommendations for future work.  
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Chapter 2     
Iterative Learning Identification and Iterative 
Learning Control 
This chapter introduces the basics of iterative learning identification and iterative learning 
control, which serve as the basis of the thesis. Iterative learning control has been studied 
extensively during the last decade, and only the results relevant to this study are introduced in 
Section 2.1. Section 2.2 introduces an identification method that is based on the iterative learning 
control concept, and Section 2.3 discusses some of the research efforts on integrating the iterative 
learning identification with the control scheme.  
2.1 Iterative Learning Control  
2.1.1 ILC overview 
Iterative Learning Control (ILC) is based on the notion that the performance of a system 
that executes the same task repetitively can be improved by learning from previous executions. 
ILC is suitable for systems that perform the same operation repetitively under the same operating 
condition and with the same initial conditions. An excellent review of ILC can be found in [16]. 
ILC has its own advantages over a well-designed feed-back or feed-forward controller. Foremost, 
a feed-back controller reacts to the reference changes and disturbances, and therefore a lag in 
transient tracking is always inevitable. In contrast, ILC is a type of feed-forward strategy, and the 
control signal can be designed to preemptively react to the disturbances. The possibility of non-
causal design for the ILC filters made it particularly attractive to anticipate reference changes and 
repetitive disturbances. The equivalence of a causal ILC controller and a high-gain feedback 
controller is established in [17].  
For a well-designed feed-forward controller to improve the lag in the transient tracking, 
the exogenous signal needs to be measurable. Therefore, a feed-forward controller will be most 
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suitable for tracking the reference changes, which are completely known and measurable [18]. 
However, a feed-forward strategy won’t be suitable for systems with unknown disturbances. ILC, 
on the other hand, can be used to reject repetitive disturbances, and the disturbance does not need 
to be measurable. This is due to the fact that ILC learns the input signal from the information-rich 
tracking error. Therefore, it is designed to minimize the tracking error without necessarily having 
the perfect information about the system or the disturbances.  
As a type of learning algorithm, ILC is different from adaptive types of learning laws. The 
goal of ILC is to find an optimal control input signal that would minimize the tracking error. The 
control input signal is updated from iteration to iteration. Like adaptive types of learning laws, the 
controller is updated through learning, instead of updating the control signal directly. In addition, 
adaptive types of control laws typically do not take advantage of repetitive information, which 
would be available for repetitive systems. The information-rich tracking error that is not utilized 
by a feedback controller is recorded and used to calculate the input signal in ILC.  
ILC has been applied successfully to various fields during the recent years.  Robotic 
systems are oftentimes asked to execute the same task repetitively. In addition, high accuracy 
tracking performances are necessary in many applications. This makes ILC particularly attractive 
for applications to robotics systems due to its capability of achieving high-precision motion control 
for repetitive systems. One interesting example is the application of ILC in designing robot-
assisted stroke rehabilitation [19] [20]. The necessity of highly repetitiveness in the muscle 
rehabilitation training makes it a particularly suitable application of ILC. Other examples include 
applying ILC to microscale robotic deposition [21][22],  robotic manipulators [23],  and injection 
molding machines [4]. ILC has also found applications in chemical processes due to the fact that 
some of the disturbances in a chemical process tend to repeat through multiple iterations, and the 
long time interval between batches allows the application of the ILC algorithm [24]. A more 
complete review for the different variety applications of ILC can be found in [25].  
2.1.2 ILC System Description  
 Consider a discrete, linear time-varying, SISO system described as,  
 
        ,j jy k P q k u k d k   ( 2.1 ) 
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Where k is the time index, j is the iteration index, q is a delay operator, qu(k) = u(k+1), jy  is the 
output, ju  is the input, and d is the disturbance that is iteration-invariant. Plant P(q,k) is time-
varying but iteration-invariant. We assume P(q,k) is asymptotically stable, or is stabilizable with 
a feedback control K(q,k), and ILC is applied to the stabilized closed loop system.  
 Now, the measurement data is extended to the entire-batch of N samples. We define the 
desired output, output, input, and disturbance of the batch at iteration j as 
      1 2 ...r r r ry y y y N     ( 2.2 ) 
      1 2 ...j j j jy y y y N     ( 2.3 ) 
      1 2 ...j j j ju u u u N     ( 2.4 ) 
      1 2 ... .d d d d N     ( 2.5 ) 
The tracking error of the j-th iteration is defined as,  
        , 1,2,...j r je k y k y k k N    ( 2.6 ) 
A widely adopted ILC learning law [26][16] can be expressed as  
          1 , , 1j j ju k Q q k u k L q k e k       ( 2.7 ) 
where  ,Q q k  and  ,L q k  are two learning filter functions.  
Fig. 2.1 shows the general idea of ILC. The convergence of signals using the ILC process 
is very obvious from the figure. With a properly designed learning filters  ,Q q k  and  ,L q k , as 
the iteration number increases, an updated feed-forward signal is found by learning from previous 
iterations, and the corresponding tracking error reduces.  
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Figure 2.1 ILC process. With a feed-forward signal updated from iteration to iteration, the 
overall tracking error is reduced from iteration to iteration. [27] 
There are two different types of system representations for ILC analysis: namely, lifted 
time-domain representation and frequency-domain representation. In this thesis, a time-domain 
system representation for ILC is used, and will be introduced in this section.  
The system described in ( 2.1 ) can be represented in lifted form as  
 
 
 
 
 
   
 
 
 
 
 
 
0
1 0
1 2 0
(0) 0 01 1 1
(1) 1 02 2 2
( 1) 1 1
j j j
j j j
j j j
N Nj j j
Py u d
hy u d
h hy u d
h N h N h Ny N u N d N 
      
      
       
      
      
             
 ( 2.8 ) 
where coefficients  kh i  are the Hankel parameters of plant  ,P q k . The coefficients
     1 2, ,..., Nh i h k h k  are the impulse responses of  ,P q k . The tracking error can now be 
defined as ( 2.7 ). 
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 
 
 
 
 
 
 
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1 11
2 22
rj j
j jr
j jr
j jr
ye y
e yy
e yy
e N y Ny N
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 ( 2.9 ) 
In the representation ( 2.8 ), we are making the assumption that no system delay is present 
in  ,P q k . Therefore, the diagonal entries    0 , 1, 2,...h k k N are always non-zero. If there is a 
system delay of m-samples in the system, ( 2.8 ) can be modified as 
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    
    
    
    
          
 
 
 
 
 
   
 ( 2.10 ) 
In this case, we can again guarantee the diagonal terms    , 1,2,...mh k k N to be non-zero.   
 Considering the system described in lifted form ( 2.8 ), the widely adopted ILC learning 
law ( 2.7 ) can be written in lifted form as 
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          
 
 ( 2.11 ) 
When the learning filters Q and L are causal filters, the matrices Q and L becomes lower triangular. 
The entries above the diagonal in matrix Q and L represent non-causal terms.  
 This section summarized the basic concept and system representation for ILC. The focus 
of this thesis is applying identification and control to repetitive linear time-varying systems. In the 
next section, the ILC learning law design methods that have a focus on Linear Time-Varying 
(LTV) systems are introduced.  
2.1.3 ILC for Linear Time-Varying (LTV) Systems 
Considering the widely-adopted ILC learning law in the form of ( 2.7 ), the design of the 
learning filters Q and L has attracted the attention of many researchers. In this section, we will 
concentrate on introducing some popular learning law design methods for LTV systems.  
Unlike the design of learning laws for Linear Time Invariant (LTI) systems, where a tuning-
based P\PD type of ILC learning law is widely adopted [28][29],  the learning laws for LTV 
systems are typically model-based. If no knowledge of the system model is available, tuning 
becomes inevitable to ensure a good convergence response. Tuning based learning laws are 
sometimes undesirable because of the possibility of introducing large transient overshoot or 
convergence instability. Especially because of the time-varying nature of LTV systems, a set of 
learning gains that are optimal for one set of system parameters may be unstable for another. This 
  13  
 
makes a tuning-based ILC learning law extremely difficult to obtain, and sometimes unpractical, 
for LTV systems.  
Adaptive ILC is a type of ILC learning law design method that can be used for LTV 
systems when some of the system parameters are not available [30][31]. Adaptive ILC has been 
applied successfully for controlling robotics manipulators [32][33][34]. The ILC input signal is 
designed as a linear function of the estimated parameters, and the estimated parameters are updated 
from iteration to iteration. Researchers have proposed various algorithms for updating the 
estimated parameters for adaptive ILC [35][36][37]. As suggested in [38], the identified 
parameters from adaptive ILC are not the true system plant parameters. This is due to the fact that 
the condition for persistent excitation is very hard to be satisfied in the iteration domain, especially 
when the reference signal is repetitive for all iterations. As evidenced in [30], the identification 
result only converges to the true parameters when system identification experiments are designed 
to guarantee persistent excitation before implementing ILC. In addition, similar to adaptive 
control, the choice of the adaptive gain is typically not intuitive.   
Optimization-based ILC learning law design provides users clear guidelines on choosing the 
learning gains to balance robustness and performance[39]. Most optimization-based ILC learning 
law design methods for LTV systems discussed in the literature are based on the assumption that 
the model of the LTV system is already available [27][40][24][41]. The ILC learning laws can 
thus be designed by minimizing some user-defined cost functions. A norm-optimal based learning 
law is particularly attractive, and has been studied extensively in its application to LTV systems 
[27][40][24]. The ILC learning laws are designed by minimizing a quadratic optimization cost 
function. The cost function can be designed by selecting weighting matrices that balance between 
performance and robustness criteria [42].  
The performance of norm-optimal based ILC will deteriorate when the system model used in 
the design is not accurate. In recent years, many parameter identification algorithms have been 
proposed to improve the identification for LTV systems in recent years [14][43][44]. These 
identification approaches have been applied successfully to identify LTV system parameters 
online. Since the techniques proposed are recursive, the estimated parameters for the next time 
step is dependent on the identification result of the current time step. Therefore a transient lag in 
parameter identification is always inevitable. The lag during transient estimation will, in turn, 
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deteriorate the model-based ILC result during transients. In this study, since the system under 
consideration is repetitive, a non-causal estimation can be used to iteratively improve the 
identification result and, in turn, improve the overall tracking result through ILC. Therefore, we 
will explore the identification of the LTV systems using an iterative learning identification method.  
2.2 Iterative Learning Identification (ILI) 
Similar to ILC, ILI is based on the concept that the estimates of the system parameters for 
repetitive systems can be improved from estimations made in previous iterations. There are several 
advantages of using ILI when compared with other identification methods. First of all, ILI aims to 
improve the identification result from iteration to iteration, which is different from recursive 
estimation, whose identification result remains the same for all iterations. Second, similar to 
recursive estimation, an ILI algorithm admits a relatively easy implementation. Instead of storing 
the estimation data for all iterations, only the estimation data of a previous iteration needs to be 
stored. Third, compared with the standard least-squares estimation, ILI yields higher robustness 
against measurement noise [30].  
Fig. 2.2 shows the general idea of ILI. The convergence of parameter estimations using the 
ILI process is obvious from the figure. With properly designed identification learning laws, as the 
iteration number increases, an updated parameter estimate is found by learning from previous 
iterations and the corresponding estimation error is reduced. Estimation error is defined as the 
difference between the measured output and the model output using the estimated model 
parameters.  
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Figure 2.2 ILI process. With the estimated parameters updated from iteration to iteration, 
the overall tracking error is reduced from iteration to iteration.  
ILI was first discussed in [45][46][47], which applied ILC based identification algorithms 
to a continuous-time LTI system. This identification algorithm has been rigorously improved and 
applied successfully by the author of this thesis in experimental practice for identifying model 
parameters of an off-highway vehicle [48][49]. An ILI algorithm specifically designed for sampled 
data ILC is discussed in [50]. [51][52] have proposed an ILI algorithm for discrete LTI systems, 
which search iteratively for an optimal set of plant parameters using one set of measurement data. 
This ID algorithm has been successfully demonstrated for identifying the dynamics of wet 
clutches.  
 [53] generalizes the iterative identification concept to identify a discrete LTV system and 
shows that the algorithm is capable of identifying sharp time-varying parameter changes with short 
transients by taking advantage of non-causal estimation. [54] builds upon [53] to improve the 
robustness of the identification when noise is present in the system measurements.  
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2.3 Integrated Iterative Learning Control and Identification  
As discussed in section 2.1, the performance of a model-based ILC is dependent on the 
accuracy of the estimated model. Section 2.2 introduced an identification method that improves 
the estimated model accuracy as the iteration number increases. Therefore, the combination of ILI 
and ILC is an attractive way of improving the tracking performance of ILC through improving the 
identification result from iteration to iteration. 
Integrated ILI and ILC has been previously proposed for Linear Time Invariant systems 
[55] [56], and was applied successfully to robotics systems. In these cases, the ILC update law is 
designed based on the identified system model, and the identified system model is improved from 
iteration to iteration. In this study, we will extend the idea of integrated ILI and ILC to LTV 
systems. Additionally, we will examine the benefits to doing this integration. Since the transient 
lag in estimation is inevitable using recursive identification method when systems parameters have 
large variations, the convergence of ILI during that estimation transient will not be optimal. ILI is 
an off-line identification method, and allows for non-causal estimation, which reduces the 
estimation transient and improves the convergence of ILI when parameters have large variations. 
As will be shown, the largest benefit will be in the iteration domain convergence rate of tracking 
error output. The similarities and differences among analysis, simulation, and experiments will 
also be presented and discussed. 
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Chapter 3     
Iterative Learning Identification for Linear Time-
Varying Systems 
In this chapter, the framework of iterative learning identification is introduced. The systems 
under analysis are linear Single Input and Single Output (SISO) systems with time-varying 
parameters. Section 3.1 and 3.2 introduce the problem setup. Section 3.3 presents iterative learning 
identification for systems whose regressor doesn’t change with iteration. Section 3.4 builds upon 
Section 3.3 by extending the algorithm to systems with iteration-varying regressors.  
3.1 System Description 
A discrete SISO LTV system is considered in this section. The system is given as 
    1 1(z , ) ( ) , ( ) eA k y k B z k u k k     ( 3.1 ) 
where 1(z , k)A   and  1,B z k  are polynomials defined as, 
 
1 1
1
1 1
1
(z , ) 1 ( ) z ( ) z
(z , ) ( ) z ( ) z .
n
n
m
m
A k a k a k
B k b k b k
  
  
   
  
  ( 3.2 ) 
where 
1z  is the delay operator, 0,1, , 1k N   is the discrete time index in a time interval 
[0, * ]sN T , sT  is the system sampling time, ( )u k  and ( )y k  are the sampled input and output at 
time step k, respectively. ( )e k  is assumed to be white noise with zero mean and variance 2 . 
( ) ( 1,..., )ib k R i m   and ( ) ( 1,..., )ia k R i n   are the true plant parameters at time step k.  
The following assumptions are made for the system under study: 
 The plant is asked to operate repetitively at a time interval [0, * ]sN T  M times ( 1)M  .  
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 The time-varying behavior of the plant is repetitive between iterations. The basic 
assumptions for the identification are similar to the assumption of its counterpart ILC.   
 Though the true plant parameters ( ) ( 1,..., )ib k R i m   and ( ) ( 1,..., )ia k R i n   for each 
time index k are unknown, their orders m and n are known.  
 For every iteration, ( )e k  is white noise with zero mean and variance 2  that is identical 
for each trial. 
The goal of the identification is to find estimates for ( ) ( 1,..., )ib k R i m   and ( ) ( 1,..., )ia k R i n   
based on the measured input and output data.  
3.2 Problem Setup 
Iterative Learning Identification (ILI) aims to improve the parameter identification result 
when the same system operates under the same condition multiple times. Recursive estimation 
finds the value of the parameter set at a current time step k based on an estimation at the previous 
time step k-1 [57]. ILI estimates the value of the parameter set at time step k for current iteration j 
based on the estimate at time step k of the previous iteration j-1. In other words, ILI is a recursive 
estimation performed in the iteration domain instead of the time domain.  
The system model described in ( 3.1 ) can be rewritten in regressor form as 
  ( ) ( ) ( ) ey k k k k     ( 3.3 ) 
where the regressor ( )k  is defined as 
 


( ) ( 1) ( 2) ... ( )
( 1) ( 2) ... ( ) ,
k y k y k y k n
u k u k u k m
       
  
  ( 3.4 ) 
and the unknown true plant parameter set is defined as 
 


1 2 1 2( ) ( ) ( ) ... ( ) ( ) ( )
... ( ) .
n
T
m
k a k a k a k b k b k
b k
 
 ( 3.5 ) 
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For every iteration j, assume the noise  e j k  is white noise with zero mean and identical 
variance 2 . The output at the j-th trial can be written as 
 ( ) ( ) ( ) ( ).j j jy k k k e k    ( 3.6 ) 
where  
 
( ) ( 1) ( 2) ... ( )
( 1) ( 2) ... ( ) .
j j j j
j j j
k y k y k y k n
u k u k u k m
       
   
  ( 3.7 ) 
The goal of the identification is to find an estimate ˆ( )k  of the parameter vector ( )k  from 
measurements ( )ju k  and ( )jy k , 0,1, ,j M , 0,1, ,k N . The linear relationship between 
the plant parameter set ( )k  and output ( )jy k  described in ( 3.6 ) can be extended from a time 
step k to a time window of [k-p, k+q] that spans times ahead and behind k. Given the measurements 
in a small time window [k-p,k+q] around time step k, a set of linear equations can be obtained, 
namely,  
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
j j j
j j j
j j j
y k p k p k p e k p
y k k k e k
y k q k q k q e k q
 
 
 
     
 
     
  ( 3.8 ) 
Examining equation ( 3.8 ) indicates that the data utilized includes measurements from both 
before and after time step k. Note that this differentiates the ILI formulation from the Windowed 
Least Square (WLS) [58] set up in the sense that WLS will include only measurements from before 
the current time step k. For ILI in this study, the measurement data after the current time step k is 
also used for windowed estimation. This non-causal data set is practical to use in this study since 
the entire batch of data from the last trial is available.  
 This can be written in matrix notation as 
 ( ) ( ) ( ) ( )j j jY k k k Y k     ( 3.9 ) 
where 
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( 1) 1
( ) ( ) ( ) ( )
T
j j j j p q
Y k y k p y k y k q
  
       ( 3.10 ) 
 
 ( 1)
( )
( )( )
( )
j
jj
j p q m n
k p
kk
k q



   
 
 
 
  
 
 
  
  ( 3.11 ) 
and 
   ( )j j jY k N k     ( 3.12 ) 
 
(p q 1) (m n)(p q 1)
( ) 0
0 ( ) 0
0 ( )
j
jj
j
k p
k
k q



     
 
 
 
  
 
 
  
  ( 3.13 ) 
  
(m n)(p q 1) 1
( ) ( )
0
( ) ( )
k p k
k
k q k
 

 
   
  
 
 
 
 
 
   
 ( 3.14 ) 
  
(p q 1) 1
( ) ( ) ( )
T
j j j jN k e k p e k e k q   
         ( 3.15 )  
Here we define estimation error to be  
 ˆ( ) ( ) ( ) ( )j j j jE k Y k k k   ( 3.16 )  
If the estimated parameter set equals to the true parameter set, namely, ˆ ( ) ( )j k k  , then 
according to ( 3.9 ) and ( 3.16 ), the estimation error ( )j jE k Y . Examining ( 3.12 ), the estimation 
error jY  includes two parts,  j k  and ( )jN k . If the model is static within the window [k-
p,k+q], then   0j k  , and ( )j jY N k . If there is no noise in the system, then ˆ ( ) ( )j k k   
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implies ( ) 0jE k  . The definition of estimation error in ( 3.16 ) is the same as the error definition 
in Least Square Estimation (LSE) [59]. In this study, we are assuming that inside the chosen time 
window [k-p,k+q], the parameter variation is negligible. Therefore, jY  will be mostly noise 
dependent.  
3.3 Norm Optimal Learning Laws Designed for an Iteration-
invariant Regressor 
 Here, we adopt an iterative type update law for the parameter identification.  
 1
ˆ ˆ( ) ( ) ( ) ( ) ( )j j jk L k k L k E k      ( 3.17 )  
Note that ( 3.17 ) improves the estimation result as the iteration number increases. This is different 
in concept from windowed recursive estimation [58]. For windowed recursive estimation, the 
estimated parameters at the k-th time window is dependent on the measurement and estimation 
from the (k-i)-th ( i = [1,2,…,k-1]) time window. The convergence for windowed recursive 
estimation will be achieved in the time domain. In the proposed iterative learning identification 
algorithm, the estimated parameters at the k-th time window are not dependent on the 
measurements and estimation from any previous time windows within the current (j-th) iteration. 
Instead, the estimated parameters at the k-th time window from the j-th iteration will be dependent 
on the estimation and measurements at the k-th time window from the (j-i)-th ( i = [1,2,…,j-1]) 
iteration. Therefore, as will be shown in the subsequent section, the convergence for the proposed 
method will be achieved in the iteration domain instead of the time domain. The parameter update 
law ( 3.17 ) is very similar in nature to an ILC update law, where the control input signal for the 
current iteration is generated using information obtained in a previous trial.  
In this section, a special case is investigated when the estimation is for an FIR system, and the 
estimation input is iteration-invariant. More generalized results for an ARX model will be 
introduced in Section 3.4. For this special case, the iteration-invariant regressor can be written as 
  ( ) ( 1) ( 2) ... ( )k u k u k u k m       ( 3.18 ) 
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3.3.1 Norm Optimal Learning Law Design 
Similar to ILC, there are multiple ways to obtain the learning gains ( )L k  and ( )L k . A norm-
optimal based approach is chosen in this study, which finds the learning gains by solving a 
quadratic optimization problem. The design of the learning laws in a norm-optimal framework is 
introduced in this section.  The goal is to minimize an objective J , with J  corresponding to the 
sum of weighted norms of the error, 1( )j Q
E k , and the rate of change of the estimated parameters, 
1
ˆ ˆ( ) ( )j j
R
k k   , as shown in   
 1 1 1 1
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ( ) ( )) ( ( ) ( ))T Tj j j j j jJ k E k QE k k k R k k            ( 3.19 ) 
In designing the cost function for norm optimal ILC [27], an additional term, input energy is 
often considered. If we were to directly translate those ILC results to the norm optimal ILC 
framework, the result would be an inclusion of a cost term on the estimated parameter set 
1
ˆ ( )j
S
k  . However, the goal of the identification is to minimize the error between 1
ˆ ( )j k   and 
( )k . Therefore, adding a penalty of 1
ˆ ( )j
S
k   in the cost function, which would seek to minimize 
the parameter estimation, would not serve well for our purpose.  
Let    , : ,Q R qI rI  be positive definite matrices. When obtaining the optimal solution, we 
first assume there’s no noise in the system. This assumption will be revisited in section 3.3.2 for 
robustness and convergence analysis. In this special case, since the regressor matrix ( )j k  is not 
iteration varying, we denote it as ( )k . The optimal learning law is obtained by substituting 
1 1
ˆ ˆ( ) ( ) ( )( ( ) ( ))j j j jE k E k k k k      into ( 3.19 ) and taking the partial derivative of ( )J k  with 
respect to 1
ˆ ( )j k   and setting it equal to zero. The resultant gain matrices are: 
 
1( ) ( ( ) ( ) ) ( )T T
L I
L k k Q k R k Q




    
  ( 3.20 ) 
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3.3.2 Convergence Analysis 
In this subsection, we obtain the convergence conditions when the learning laws are 
designed as ( 3.20 ). The analysis for convergence is very similar to the convergence analysis for 
ILC in this special case. Substituting ( 3.16 ) into ( 3.17 ), we obtain 
 
 
 
1
ˆ ˆ ˆ( ) ( ) ( ) ( )( ( ) ( ) )
ˆ( ( ) ( ) ) ( ) ( ) ( ).
T
j j j j
j j
k L k k L k Y k k k
L k L k k k L k Y k
 
  
  

   
   
  ( 3.21 ) 
Similar to the asymptotic stability condition in ILC, the asymptotic stability condition for 
the identification is that the spectral radius satisfies 
   ( ) ( ) 1,L k L k k       ( 3.22 ) 
where ( ) max ( )i iA A   denotes the spectral radius of the matrix A , and ( )i A  is the i-th 
eigenvalue of matrix A . This stability condition guarantees that the steady state error will be 
bounded. However, it doesn’t assure any transient properties of the convergence. This means the 
error ( )jE k  can grow quite large in the iteration domain before converging, which is not 
practical in engineering settings [60]. Monotonic convergence is a stronger condition compared 
with asymptotic stability, and will guarantee monotonic transient convergence as well as 
bounded steady state error.  
The condition for monotonic convergence [27] can be written as: 
   ( ) ( ) 1,L k L k k       ( 3.23 ) 
where ( )A  denotes the largest singular value of matrix A . Note that ( ) ( )A A  . Therefore, 
the convergence condition ( 3.22 ) is always guaranteed when ( 3.23 ) holds. 
For the norm-optimal ILI designed in  ( 3.20 ),   1( ) ( ) ( ( ) ( ) )TL k L k k k Q k R R 
      . 
As a result, the monotonic convergence condition ( 3.23 ) is satisfied when ( ) ( )T k k   is 
nonsingular and    , : ,Q R I I   are positive definite matrices. This condition on ( )k  is widely 
adopted for parameter identification using linear regressors [61]. This also implies that the selected 
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p and q need to satisfy  1 ( )op q rank k m n      to guarantee ( ( ))rank k m n   , which 
makes ( ) ( )T k k   non-singular. 
3.3.3 Performance Analysis 
When ( 3.23 ) is satisfied, it guarantees that convergence can be reached, and a steady state 
error exists. In this section, we study the converged parameter set    ˆ limss j
j
E E  

, where 
 E  denotes the expected value. The converged estimated parameter vector   is calculated by 
letting j   in ( 3.21 ) with optimally selected learning gains  ( 3.20 ). The speed of convergence 
is determined by the choice of weighting matrices Q and R in the cost function ( 3.19 ), and will 
be discussed in Chapter 4.  
 
 
  
    
   
1
1
1
1
ˆ ˆ[ ( )]
[ ( ) ( ) ( ) ( )]
[( ( ) ( )) ( ) ( )]
[( ( ) ( )) ( ) ]
( ( ) ( )) ( )
ss
T T
T T
T T
k E k
E I L k L k k L k Y k
E k Q k k QY k
k E k Q k k Q N k
k k Q k k Q k
  
 
 
 









   
   
     
     
  ( 3.24 ) 
Therefore, ( )k  will be an unbiased estimate of  k  during steady state when the true 
parameters are not varying within the time window [k-p,k+q], namely   0k  . During 
estimation transients when the parameters are varying within the time window [k-p,k+q], the 
estimation will be biased. This is equivalent to the estimation window in adaptive approaches. 
Unless the adaptive gain is chosen to be infinite, estimation error will also be exhibited by recursive 
identification schemes during parameter transients. One of the biggest advantages for using ILI for 
identifying systems with iteration-invariant regressors is its non-causal ability to predict future 
parameter changes. The covariance of the parameter estimation can be calculated as, 
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    
     
 
1 1
1
2
ˆ ˆ ˆcov ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
j
T T T
T
k E k k
Q k Q k k Q k k Q k E Y
Q k Q k
  

 
 


 
      
  
  ( 3.25 ) 
The result is very similar to windowed LSE.  
3.4 Norm Optimal Learning Law Designs for an Iteration-varying 
Regressor 
In this section, we consider a more general case when the regressor vector is iteration-
varying. The regressor vector is defined in ( 3.7 ). Similar to Section 3.3, the goal of the 
identification algorithm here is to find learning laws that minimize the cost function defined in ( 
3.19 ). According to ( 3.16 ) and  ( 3.9 ), at the j-th iteration, the error vector can be written as 
 ˆ( ) ( ) ( ) ( ) ( ) ( )j j j j jE k k k k k Y k       ( 3.26 ) 
Substituting ( 3.26 ) into ( 3.19 ), we obtain 
 
 
 
1 1
ˆ( ) ( ) ( ) ( ) ( ) ( ) ...
ˆ... ( ) ( ) ( ) ( ) ( )
ˆ ˆ ˆ ˆ( ( ) ( )) ( ( ) ( ))
T
j j j j
j j j j
T
j j j j
J k k k Y k k k Q
k k Y k k k
k k R k k
 
 
    
   
  
  
  ( 3.27 ) 
Taking the partial derivative of ( )J k  with respect to ˆ ( )j k , and setting it to zero,  
 
( )
0
ˆ ( )j
J k
k



  ( 3.28 ) 
gives 
   1ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ( ) ( )) 0.
T
T
j j j j j j jk k Y k k k Q k k k R              ( 3.29 ) 
According to ( 3.26 ), ( 3.29 ) can be rewritten as  
 
1
ˆ ˆ( ) ( ( ) ( )) 0.T Tj j j jE Q k k k R         ( 3.30 ) 
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Rearranging ( 3.30 ), the parameter update law can be derived as 
 1
1
ˆ ˆ( ) ( ) ( )Q ( )Tj j j jk k R k E k 

    ( 3.31 ) 
Examining ( 3.31 ), the parameter update law is not implementable since ( )jE k  is dependent on 
ˆ ( )j k , and therefore ( )jE k  won’t be available before 
ˆ ( )j k  is calculated. Substituting ( 3.16 ) 
into ( 3.31 ) and rearranging the equation gives,  
    
1 1
1
ˆ ˆ( ) ( ) Q ( ) ( ) ( ) Q ( ) ( )QT T Tj j j j j j j jk R k k R k R k k k Y 
 
       . ( 3.32 ) 
The matrix ( ) Q ( )
T
j jR k k   will be invertible when R and Q are chosen to be positive definite 
matrices. Equation ( 3.32 ) indicates that all terms on the right hand side of the equation will be 
available at the j-th iteration. Therefore, ( 3.32 ) is an implementable form of ( 3.31 ).  
3.4.1 Convergence Analysis 
In this subsection, we obtain the convergence conditions when the learning laws are 
designed as in ( 3.32 ). The analysis for convergence is very similar to the convergence analysis 
for recursive estimation. Except in this study, it’s only recursive in the iteration domain instead of 
time domain. The estimation cost at the j-th iteration is defined as 
        _ _ˆ ˆ
T
j ext ext j ext ext jV k k k        ( 3.33 ) 
where 
  
 
 
 
(m n)(p q 1) 1
T
ext
k p
k k
k q

 

   
 
 
 
 
 
 
  
  ( 3.34 ) 
and 
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  
 
 
 
_
(m n)(p q 1) 1
ˆ
ˆ ˆ
ˆ
T
j
ext j j
j
k
k k
k

 

   
 
 
 
 
 
 
 
  
  ( 3.35 ) 
Similarly, the estimation cost at the j+1-th iteration is defined as 
            1 _ 1 _ 1ˆ ˆ
T
j ext ext j ext ext jV k k k k k          ( 3.36 ) 
Therefore, the difference between the estimation cost at the j+1-th iteration and the j-th iteration 
can be represented as 
 
               
       
           
           
1 _ 1 _ 1
_ 1 _ 1
_ _ _ _
_ 1 _ _ 1 _
ˆ ˆ ...
ˆ ˆ... ...
ˆ ˆ ˆ ˆ...
ˆ ˆ ˆ ˆ2
ˆ2
T T T
j j ext ext ext ext j ext j ext
T T
ext j ext j ext ext
T T T
ext ext j ext j ext j ext j
T
ext j ext j ext ext j ext j
ext
V k V k k k k k k k
k k k k
k k k k k k
k k k k k
     
   
     
    

  
 
 
   
 
  
   
          
         
_ 1 _ 1 _
_ 1 _ _ 1 _
ˆ ˆ
ˆ ˆ ˆ ˆ...
T
j ext ext j ext j
T
ext j ext j ext j ext j
k k k k
k k k k
  
   
 
 
 
  
  ( 3.37 ) 
The estimation error ( 3.26 ) can be expressed in extended matrix form as 
  
 _
ˆ( ) ( ) ( ) ( ) ( ) ( )
ˆ( ) ( ) ( ) ( )
ˆ( ) ( )
j j j j j
j j j j j
j ext j ext j j
E k k k k k Y k
k k k k N k
k k N k
 
  
 
   
    
   
  ( 3.38 ) 
Similarly, parameter update law ( 3.31 ) can be expressed in extended matrix form as 
 1
_ 1 _ _ 1 1
ˆ ˆ( ) ( ) ( )Q ( )Text j ext j ext ext j jk k R k E k 

       ( 3.39 ) 
where    , : ,Q R I I  . 
Substituting ( 3.38 ) into ( 3.39 ), results in  
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   1_ 1 _ _ 1 1 1 _ 1 1ˆ ˆ ˆ( ) ( ) ( )Q ( ) ( )Text j ext j ext ext j j ext j ext j jk k R k k k N k                ( 3.40 ) 
Substituting ( 3.40 ) into ( 3.37 ), the difference between the estimation cost at the j+1-th iteration 
and the j-th iteration can be rewritten as 
 
        
  
         
         
 
1
1 _ 1 1
1 1 _ 1 1
_ 1 _ _ 1 _
1
_ 1 _ 1 1 _ 1
_ 1
ˆ2 ( )Q...
ˆ... ( ) ( )
ˆ ˆ ˆ ˆ...
ˆ ˆ2 ( )Q
ˆ... 2
T
j j ext j ext ext j
j ext j ext j j
T
ext j ext j ext j ext j
T
T
ext j ext ext ext j j ext j ext
ext j
V k V k k k R k
k k N k
k k k k
k k R k k k
k
 
 
   
   


  
   
 

   

   
  
  
     
      
         
1
_ 1 1
_ 1 _ _ 1 _
( ))Q
ˆ ˆ ˆ ˆ...
T
T
ext ext ext j j
T
ext j ext j ext j ext j
k R k N k
k k k k

   

 
 

  
 ( 3.41 ) 
Substituting the entries for matrix _ 1 1( )Q
T
ext j jk   , we can obtain 
 
_ 1 1
(p q 1) (m n)(p q 1)
( ) ( ) ( )
( )Q ...
( ) ( ) ( )
( ) 0
0 ( ) 0...
0 ( )
( ) ( ) ( )
T T T
j j j k p
T
ext j j
T T T
j j j k q
j
j
j
T T
j k p j j
k p k k q
k
k p k k q
k p
k
k q
k p k p k
   
   



    

 

     

    
   
      
       
 
 
 
 
 
 
  
 

( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
T
k j j k q j
T T T
j k p j j k j j k q j
k k q k q
k p k p k k k q k q
   
        

 
  
 
 
     
  ( 3.42 ) 
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The eigenvalues of _ 1 1( )Q
T
ext j jk    are  zeros and 
( ) ( ) ... ( ) ( ) ... ( ) ( ) 0T T Tj k p j j k j j k q jk p k p k k k q k q                  . Therefore, 
_ 1 1( )Q
T
ext j jk    is always positive semi-definite, namely,  
 _ 1 1( )Q 0.
T
ext j jk      ( 3.43 ) 
Therefore, the entries on the right hand side of ( 3.41 ) satisfy  
 
         
         
 
1
_ 1 _ 1 1 _ 1
_ 1 _ _ 1 _
ˆ ˆ( )Q 0
ˆ ˆ ˆ ˆ 0
0
T
T
ext j ext ext ext j j ext j ext
T
ext j ext j ext j ext j
j
k k R k k k
k k k k
E N
   
   

   
 
     
   

  ( 3.44 ) 
Therefore,  
     1 0j jE V k V k    ( 3.45 ) 
This shows that  _jˆext k  exists when j  , and thus proves the existence of  ˆj k  when 
j  . 
3.4.2 Performance Analysis 
When ( 3.45 ) is satisfied, it guarantees that convergence can be reached, and a steady state 
error exists. In this section, we study the steady state error  limss j
j
E E E E E

    and the 
converged parameter set ˆ limss j
j
  

. Similar to ( 3.24 ), the converged parameter estimation 
can be calculated as 
 
 
   1
ˆ ˆ[ ( )]
( ( ) ( )) ( )
ss
T T
k E k
k k Q k k Q k
 
 


   

     
  ( 3.46 ) 
Examining ( 3.33 ), the estimation function  
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           
         
_ _
ˆ ˆ
ˆ ˆ
T
j ext ext j ext ext j
k q T
j j
i k p
V k k k k k
i k i k
   
   

 
  
  
 ( 3.47 ) 
Take the partial derivative of ( 3.47 ) with respect to  ˆj k , we show that the cost is minimized 
when  
    ˆj k k   ( 3.48 ) 
where  
 
1
k q
i k p
i
k
p q



 

 

. Given  jV k is convex, from the results shown in ( 3.45 ) and ( 3.48 ),  
        1
2 2
ˆ ˆ
j jk k k k       ( 3.49 ) 
Since  
 
           
       
2 2
22
ˆ ˆ
ˆ
j j
j
k k k k k k
k k k k
     
   
    
   
 ( 3.50 ) 
Similarly,  
 
           
       
1 1
2 2
1 22
ˆ ˆ
ˆ
j j
j
k k k k k k
k k k k
     
   
 

    
   
 ( 3.51 ) 
Therefore, from ( 3.49 ), ( 3.50 ) and ( 3.51 ), we can conclude that the upper bounds for 
   
2
ˆ
j k k  is always decreasing. Similar to the analysis shown in ( 3.25 ), the covariance of 
the estimated parameters can be shown in   
 
   
     
 
1 1
1
2
ˆ ˆcov ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) .
T T T
T
k E k
Q k Q k k Q k k Q k E Y
Q k Q k
  

 
 
      

 
 
      
  
  ( 3.52 ) 
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3.4.3 Equivalent Learning Laws 
 In this section, we proposed norm optimal learning law ( 3.32 ) for the case when the 
regressor vector is changing with iterations. As a special case, when the regressor is not changing 
with iterations, learning law ( 3.20 ) can be simplified as 
 
    
      
   
1
1
1 1
1 1
ˆ ˆ ˆ( ) ( ) ( ) Q ( ) ( )Q ( )
ˆ( ) Q ( ) ( )Q ( ) ( ) Q ( ) ( )Q
ˆ( ) Q ( ) ( ) ( ) Q ( ) ( )Q
T T
j j j
T T T T
j
T T T
j
k k R k k k Y k k
I R k k k k k R k k k Y
R k k R k R k k k Y
  




 
 
     
         
      
  ( 3.53 ) 
Examining ( 3.53 ) and ( 3.32 ), the proposed learning law ( 3.32 ) is equivalent to the learning law 
proposed in Section 3.3 when regressor vector is not changing with iterations.  
3.4.4 Persistent Excitation 
 In section 3.4.1, parameter convergence condition has been developed for ILI described in 
( 3.32 ). We now give conditions for the estimates to converge to the true parameter values  k
. For every time step k, the estimation error is given as 
 
 
  
1
1
1
1
1 1 1
1
ˆ T
j j j j j
T T
j j j j j
I R Q
I R Q R
   





  

    
     
 ( 3.54 ) 
The following stability lemma [62] of time-varying system is useful for analyzing ( 3.54 ).  
 
Lemma 3.1. Stability of time-varying system 
Consider a time-varying system 
 
     
     
1x t A t x t
y t C t x t
 

 ( 3.55 ) 
Assume that there exists a symmetric matrix   0P t   such that  
            1T TA t P t A t P t C t C t    ( 3.56 ) 
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Then Eqs. ( 3.55 ) are stable. Moreover, if the system is uniformly completely observable, that is, 
if there exists 1 20, 0    and 1N   such that 
        
1
1 20 , ,
t N
T T
k t
I k t C k C k k t I 
 

        ( 3.57 ) 
For all t and where  ,k t  is the fundamental matrix, then ( 3.55 ) are also exponentially stable. 
  
 
Now, if the time index k in  ( 3.55 ) is considered as an iteration index j, then, Lemma 3.1. can be 
used directly to analyze ( 3.54 ).  
 
Theorem 3.1. Exponential Stability  
Eq. ( 3.54 ) is globally exponentially stable if there exist positive constants 1 20, 0    and N, 
such that for all iteration j,  
 
1
1 20
j N
T
j j
k j
I I 
 

        ( 3.58 ) 
Proof:  
For ( 3.54 ),   11 1 1T Tj j j j jA I R Q R          
Choose P=I, and let  
 
    
1
1 1 1 1 12T Tj j j j j jC R Q R Q R

           ( 3.59 ) 
given Q  and R are positive definite diagonal matrix. A straightforward calculation shows that ( 
3.56 ) is satisfied, so the system is stable. To prove exponential stability, first observe that the 
uniform stability of  ,j jA C  is equivalent to uniform observability of  C ,j j j jA B C . Choosing 
      
1
1 1 1 1 1 1 12T T T Tj j j j j j j jB Q R R Q R Q R

               ( 3.60 ) 
Then, Cj j jA B I  , and uniform asymptotic stability follows with ( 3.58 ).   
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3.5 Simulation Results 
This section shows the implementation of ILI through a numerical example. Consider the 
case of a single degree of freedom pick-and-place robot arm moving in the horizontal plane. The 
plan view schematic is shown in Fig. 3.1. The robot arm is capable of picking up and releasing a 
mass. The dynamics of the system can be described using a second order linear model with state 
variables 1x   and 2x  . 
 
 
1 2
2 22 2
1
( ) ( )
t
x x
K
x x u
M t L M t L
y x


  

  ( 3.61 ) 
 
Figure 3.1 Schematic drawing of a pick-and-place robot  
In this simulation example, L = 0.1m, viscous friction coefficient  =2Nm/rad, actuator gain 
100tK  , and M(t) is a time-varying mass at the end of the robot arm. Assuming the rod is 
massless, the inertia of the arm can be calculated as 2( ) .M t L  Assume the robot is carrying an 
object at the end of the rod, and the object is released and engaged again at 5 sec and 10 sec 
respectively. This results in a change of M(t) from 10kg to 1kg and back to 10kg. This process is 
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repeated with a time interval of T = 15sec and sampling time of 0.01secsT  . The discrete model 
can be written in regressor form as 
 ( ) ( ) ( )y k k k    ( 3.62 ) 
where ( ) ( 2) 2 ( 1) ( ),y k y k y k y k      ( ) ( ) ( 1) ( ) ,k y k y k u k     and 
2
1 1 2 2
( ) ( ) ( )
( ) ( )
T
T
s s tT b T Kk a k b k
M k L M k L

 
     
 
. The goal of the study is to identify the unknown 
time-varying parameter set 
2
1 1 2 2
( ) ( ) ( )
( ) ( )
T
T
s s tT b T Kk a k b k
M k L M k L

 
     
 
. In this example, a 
measurement noise with a signal to noise ratio (SNR) of 30 dB is used in simulation.  
3.5.1 Simulation Results for Iteration-Invariant Regressor  
 In this subsection, we consider cases when the input signal remains the same for all 
iterations. Therefore, the regressors will be the same except for stochastic variations caused by 
measurement noise. Two different parameter identification algorithms are compared: gradient-
based recursive estimation and iteration-invariant ILI described in Section 3.3.  
Case 1. Comparing ILI with gradient adaptive estimation 
 As the baseline comparison, a straightforward gradient based recursive estimation [63] 
with an update law given by ( 3.63 ) is applied to identify the parameters.  
        ˆ ˆ1 nk k k e k       ( 3.63 ) 
In ( 3.63 ), 1 1
ˆˆ ˆ( ) ( ) ( )k a k b k  
 
 is the estimated parameter vector at time k, ( )ne k  is the 
estimation error defined as ˆ( ) ( ) ( ),ne k y k y k   ( )k  is the regressor vector, and   is the update 
gain. The input signal is u(t)=sin(5t)+sin(10t). In this example, the initial estimate is selected as 
 ˆ(0) 0.5 0.5  , and the update gain is chosen as 0.57   such that when convergence is 
achieved, it has the same estimated parameter variance as an ILI algorithm. The parameter 
identification results are shown in Fig. 3.2.  
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 A norm-optimal ILI defined in ( 3.17 ) with learning law ( 3.20 ) is also applied to identify 
the parameters. The weighting matrices Q and R are chosen as    , : ,0.1Q R I I  . The initial 
conditions are selected to be the same as the gradient-adaptive estimation with    1ˆ 0.5 0.5k 
, for all 0,1, ,k N . At each time step k, the time window for the estimation is chosen as [k-
10,k+10], with 20 samples inside the time window. The parameter estimation results at iteration 
10 when convergence is achieved are shown in Fig. 3.2. As shown in the figure, ILI converges 
faster than gradient-adaptive estimation in time domain. The convergence speed of the gradient 
algorithm could be improved by choosing a larger update gain  . However, any increase in the 
gain would be reflected as a larger impact of the noise on the parameter estimates. As evidenced 
in Fig. 3.2, due to the noisy measurements, the current value of   results in high frequency 
parameter fluctuations at the same level as the time-invariant ILC. Any further increase of the 
adaptation gain will exacerbate the fluctuation. The RMS error of ILI and gradient-adaptive 
estimation are shown in Fig. 3.3. The trend of convergence for ILI is evidenced from Fig. 3.3 (a).  
Fig. 3.3 (b) shows the RMS error of ILI from iteration 2 to 10, and it can be observed that 
convergence is achieved after one iteration. Comparing to gradient-adaptive estimation, ILI 
exhibits smaller overall RMS error.  The fluctuations of the RMS error after convergence are due 
to the variation of noises from iteration to iteration.  
Case 2. Effect of Input Signal  
 To evaluate the effect of the choice of input signal on the overall estimation results, the 
setup of gradient-adaptive estimation and ILI algorithm remains the same, except that the input 
signal is now changed to u(t)=sin(50t)+sin(10t), which includes a frequency content ten times 
faster than the example shown in case 1. The converged ILI and adaptive estimation is shown in 
Fig. 3.4. As evidenced from the figure, the choice of input signal will affect the overall converged 
parameter estimation results for both gradient-based adaptive estimation and ILI. An input signal 
with larger frequency content results in an estimation with a smaller overall RMS error.  
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Figure 3.2 Estimated parameters using gradient-based adaptive estimation and ILI at 
iteration 10 with small time-window design 
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(a) 
 
(b) 
Figure 3.3 RMS error of gradient-based adaptive estimation and ILI 
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(a) 
 
(b) 
Figure 3.4 Estimation Result for Input Signal with Higher Frequency 
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Case 3. Effect of time window size  
The results in Fig. 3.2 and Fig. 3.3 are obtained when the time window for every time step 
k is chosen as [k-10,k+10], with 20 samples inside the time window. As shown in Fig. 3.2, ILI is 
able to track the rapid parameter changes very well at 5 sec and 10 sec. However, the parameter 
fluctuation is also obvious due to the effect of noise. To increase the estimation robustness to noise, 
the time window for every time step k is now chosen as [k-40,k+40], with 80 samples inside each 
estimation time window. The estimation results using the ILI at iteration 10 with big time window 
design is shown in Fig. 3.5. Comparing Fig. 3.5 to Fig. 3.2, with a big time window design, the 
fluctuation of the parameter variations due to noise is much smaller. However, the algorithm is not 
able to follow the rapid parameter change as well as with a small time window design. Therefore, 
a time-varying window design will be helpful in simultaneous addressing estimating rapidly 
varying parameters and robustness to noise. The time-varying window design can be translated to 
a time-varying learning gain design for weighting matrices (Q,R) and is introduced in detail in 
Chapter 4. The non-causal nature of ILI can be observed clearly in Fig. 3.5. This anticipatory 
parameter estimation will be helpful for controller design, which allows for preemptive control 
actions to address systems with rapid parameter variations.  
 
Figure 3.5 Estimated parameters using gradient-based adaptive estimation and ILI at 
iteration 10 with big time-window design 
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(a) 
 
(b) 
Figure 3.6 RMS error of gradient-based adaptive estimation and ILI 
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The trend of convergence for ILI is evidenced from Fig. 3.6 (a) (b).  Comparing to gradient-
adaptive estimation, ILI exhibits smaller overall RMS error.  The fluctuations of the RMS error 
after convergence are due to the variation of noises from iteration to iteration.  
Case 4. Effect of parameter uncertainty 
An assumption is made in the previous examples that the object carried at the end of the 
robot arm is released and engaged again at 5 sec and 10 sec respectively for all iterations. However, 
in reality, it is very hard to guarantee that the action of releasing and engaging happens at exactly 
5 sec and 10 sec for all iterations. Therefore, in this example, we evaluate the effect of the 
uncertainty of system parameter variation time on the overall identification result. Assuming that 
the timing of releasing and engaging happens randomly in a time window of [-0.1, 0.1] sec at 5 
sec and 10 sec, the parameter estimation result at iteration 10 when convergence is achieved is 
shown in Fig. 3.7. The convergence of RMS error is shown in Fig. 3.8.  
 
Figure 3.7 Estimated parameters with parameter variation time uncertainty 
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(a) 
 
(b) 
Figure 3.8 RMS error of gradient-based adaptive estimation and ILI 
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As evidenced from Fig. 3.7 and Fig. 3.8, convergence can still be achieved when uncertainty 
exhibits in the parameter variation time.  
3.5.2 Simulation Results for Iteration-Varying Regressor  
 In this subsection, we consider cases when the input signal changes with iterations. Two 
different parameter identification algorithms are compared: gradient-based recursive estimation 
and iteration-varying ILI described in Section 3.4.  
 The gradient recursive estimation is designed as discussed in section 3. 5.1 with learning 
laws ( 3.63 ). Time window for every time step k is chosen as [k-10,k+10], with 20 samples inside 
each time window. Input signal are designed as u(t)=sin(5t+.1j)+sin(10t+.1j), which is iteration-
varying. ILI learning law ( 3.32 ) is adopted for estimating systems with iteration-varying 
regressors. As shown in 3.9, the estimation results using the iteration-varying ILI is very 
comparable to iteration-invariant ILI. The convergence of the RMS error can be shown in Fig. 
3.10, which is also comparable to the RMS error convergence result for iteration-invariant ILI 
presented in Section 3.5.1. However, as can be expected, iteration-invariant ILI won’t be suitable 
in identifying system parameters when the regressors are iteration-varying. If the iteration-
invariant ILI designed in Section 3.3 is directly applied for this example, it will result in the 
instability of convergence as shown in 3.11  
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Figure 3.9 Estimated parameters with iteration-varying regressor 
 
Figure 3.10 RMS error of gradient-based adaptive estimation and ILI 
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Figure 3.11 RMS error of gradient-based adaptive estimation, Iteration-varying and 
Iteration-invariant ILI 
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Chapter 4    
Extensions to Iterative Learning Identification 
In this chapter, some extensions to the ILI algorithm presented in Chapter 3 are discussed. 
To better address the time-varying identification needs, it is beneficial to have the freedom of 
choosing time-varying iterative learning laws. The design of time-varying learning laws which 
addresses the balance between robustness to noise and convergence speed is discussed in Section 
4.1. 
The systems under consideration in Chapter 3 are linear SISO time-varying systems. It is 
shown in Section 4.2 that a linear MIMO time-varying system can be written into an equivalent 
regressor form as the system considered in Chapter 3. Therefore, the results developed for linear 
SISO systems can be translated to identify the parameters of linear MIMO systems.  
Simulation results demonstrated the capability of the time-varying identification algorithm 
in estimating rapidly varying parameters and addressing robustness to noise. An example is also 
presented to show the effectiveness of ILI for identifying the parameters of a MIMO system.   
4.1 Time-varying Learning Law Design 
This section introduces the design of weighting matrices for Iterative Learning 
Identification (ILI). As introduced in Chapter 3, at every time step k of iteration j+1, ILI seeks to 
minimize a cost function written as 
 1 1 1 1
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ( ) ( )) ( ( ) ( )),T Tj j j j j jJ k E k QE k k k R k k            ( 4.1 ) 
where 
1( )jE k  is the estimation error, and 1
ˆ ˆ( ) ( )j jk k    is the estimated parameter difference 
between the current and the previous iteration. The design of the weighting matrices Q and R in ( 
4.1 ) will have direct influence on the convergence speed and converged values of the identified 
parameter set. As stated in Chapter 3, the weighting matrices are generally of the form 
   , : ,Q R I I  . While this approach works well for time-varying systems whose parameters 
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change at a constant speed throughout the iteration, for many time-varying systems, the parameter 
variation speed is time and position dependent. As shown in the example given in Chapter 3, a 
pick-and-place robot will have sudden parameter changes when the mass is being picked up or 
released, and relatively small parameter variations otherwise. For these type of systems, a time-
varying weighting matrix design  
  
 
 
0
0
k
k
k p
Q k
k q


 
 
 
  
  ( 4.2 ) 
  
 1 0
0 ( )
k
k
R k
m n


 
 
 
  
  ( 4.3 ) 
is better able to address the time-dependent identification need. ( ) ( , 1,..., )k i i k p k p k q       
represents the diagonal entry of the weighting matrix ( )Q k , and ( ) ( 1, 2,..., )k i i m n    represents 
the diagonal entry of the weighting matrix R( )k . Weighting matrices (Q,R) are the key to balance 
between convergence speed and the robustness of convergence to noise. The cost function ( 4.1 ) 
can be modified with a time-varying weighting matrix 
    1 1 1 1ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ( ) ( )) ( ( ) ( )),
T T
j j j j j jJ k E k Q k E k k k R k k k            ( 4.4 ) 
The estimation error 
1( )jE k  is defined as 
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  ( 4.5 ) 
Examining ( 4.2 ),  ( 4.4 ) and ( 4.5 ), each diagonal term ( ) k i  of ( )Q k  selects the weighting of 
the estimation error  j i  of the corresponding time step ( , 1,..., )i i k p k p k q      for the cost 
function ( )J k . The design of diagonal weightings of ( )Q k  can be considered as designing a 
window function for the estimation error. In this study, a normalized Gaussian window is chosen 
for selecting the diagonal weightings, due to its relative simplicity in design. This is similar to the 
use of a Gaussian kernel in the integral transform representation of early ILC designs [64]. The 
diagonal entries of Q(k) are designed as  
 
2
1 (N 1)/2
2 (N 2)/21
(i) e
2
(i ,..., , N 2 - 1)
k
i
k
k
k p k q k p q


 
  
  
 
     
 ( 4.6 ) 
The variance of the Gaussian function k  can be selected to address time-varying 
identification needs. The methodology for designing a time-varying diagonal weighting ( ) k i  of 
( )Q k  is shown in Fig. 3.1. When the parameters have big changes within a time window [k-p,k+q], 
the variance k  can be designed small such that the weighting of the estimation error is focused 
around time step k, as shown in Fig. 3.1 when 2k k . In this case, the estimation error near the 
edge of the time window [k-p,k+q] will not have a large influence on the overall estimation result. 
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As indicated in (3.26), the difference between the converged estimated parameters and the true 
parameters can be expressed as 
      1ˆ ( ( ) ( )) ( )T Tss k k k Q k k Q k  
       ( 4.7 ) 
where  k  is the true parameter variation within [k-p,k+q] expressed in (3.14).  As indicated in 
(3.14), the entry of  k  is equal to zero at time step k. Assuming the direction of parameter 
variation remains the same within time window [k-p,k+q], the norm of the entries of  k  will 
be bigger near the edge of the time window than around the center. Therefore, designing a Q(k) 
with small variance k  will result in a small converged error between the estimated parameters 
and the true parameters    ˆss k k  . 
However, one thing to note is that the convergence result ( 4.7 ) is achieved by assuming 
white noise occurs within the window [k-p,k+q]. When k  is small, the white noise assumption 
may become violated, which will in turn deteriorate the convergence result. In this case, the 
inclusion of the weighting matrix  R k  will be necessary. Examining ( 4.3 ),  ( 4.4 ) and ( 4.5 ), 
each diagonal term ( ) k i  of ( )Q k  selects the convergence speed of the estimated parameters 
( ) ( 1,..., )ib k R i m   and ( ) ( 1,..., )ia k R i n   for the cost function ( )J k . Assuming the desired 
convergence speed for each parameter is the same, ( 4.3 ) can be simplified to   kR k I . Similar 
to ILC design [27], the influence of stochastic disturbances can be decreased by reducing the 
convergence speed. When the parameters are changing quickly, the time window Q(k) is designed 
with a small variance k . Since the effect of noise is more significant for Q(k) with a small 
variance k , it will be advisable to design the weighting matrix R(k) to be big to compensate for 
noise.  When the gain of the weighting matrix  k  is selected to be big, the convergence speed will 
be slow. However, the estimation result will have better robustness to noise comparing to when 
 R k  is designed to be small. Therefore, a balance between convergence speed and robustness to 
noise needs to be taken into consideration when designing the weighting matrix  R k . 
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Figure 4.1 Time-varying weighting matrix design 
Similarly, when parameters are exhibiting slow variations within the time window [k-
p,k+q], the variance k  for the diagonal entries of Q(k) can be designed large to include more 
measurements within the time window, as shown in Fig. 3.1 when 3k k , thus reducing the effect 
of noise on the estimated parameters. As a consequence, the gain of the weighting matrix k  can 
be selected small to allow fast convergence speed.  
A two-step design procedure is used to first determine the parameter variation speed and 
then calculate the diagonal terms (i)k  and k  for the weighting matrices ( )Q k  and R( )k . In step 
one, a time-invariant variance k  and time-invariant gain k  are used. An estimated parameter 
set 1ˆ  can be obtained using the learning law designs discussed in Chapter3. In step two, a time-
varying variance  k  is calculated as a function of the rate of change of the estimated parameter 
set as shown in ( 4.8 ).  
   k f k   ( 4.8 ) 
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Here    1ˆk k   is the magnitude of the derivative of the estimated parameter set from 
iteration one. One possible design of f is a low pass filter to filter out estimated parameter variations 
caused by noise. As indicated in ( 4.8 ),  k  is a function of time, and thus the variance k  is 
time-varying. According to ( 4.6 ), the diagonal entries of Q(k) will be varying as a function of k
. Similarly, a time-varying gain k  can be calculated as a function of estimated parameter changing 
rate.  
   k g k   ( 4.9 ) 
Similar to ( 4.8 ), the function g can also be designed as a low pass filter. The gain for R(k) will be 
larger for parameters with larger variations.  
Therefore, from the analysis shown above, the choice of Q(k) and R(k) is a balance of 
convergence speed and robustness to noise. In addition, for time-varying systems, the need for 
addressing robustness to noise and convergence speed may vary as a function of time. Therefore, 
a time-varying design for Q(k) and R(k) becomes necessary in addressing time-dependent 
identification needs. In some applications, particularly where nonlinear systems are approximated 
as LTV along a trajectory, the impact of external disturbances and noise varies with time in the 
LTV framework. In those situations, designing a time-varying weighting matrix R(k) addresses 
robustness during periods with low signal to noise ratios without sacrificing the overall 
convergence speed.  
4.2 Extensions to MIMO System Identification 
Iterative learning identification proposed in Chapter 3 assumes a linear SISO LTV system. 
The results obtained in Chapter 3 can be extended to identifying the parameters of a linear MIMO 
LTV system. For a   input and   output MIMO system, the system description can be written 
as, 
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  ( 4.10 ) 
For each individual output  iy k , (i 1,2,..., ) , the equation above can be rewritten as 
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  ( 4.11 ) 
The i-th output defined in ( 4.11 ) can be simplified into ( 4.12 ), with the definitions shown 
in ( 4.13 ).  
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Given the regressor form for the i-th output written in ( 4.12 ), a set of linear equations can be 
obtained for each output channel  iy k  (i 1,2,..., ) , namely,  
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This can be written in a matrix notation as 
      y k k k   ( 4.15 ) 
where 
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 ( 4.16 ) 
The MIMO system described in ( 4.10 ) can be written in a regressor form as ( 4.15 ), which is 
identical to the linear SISO system described in (3.3). Therefore, the knowledge for using ILI to 
identify SISO systems in Chapter 3 can be translated directly to identifying MIMO systems.  
4.3 Simulation Results 
In this section, simulation results are shown for the extensions to the ILI algorithm 
described in this chapter. First of all, the simulation results using time-varying learning laws 
introduced in this chapter are compared to the time-invariant learning laws introduced in Chapter 
3. Then, a simulation result is presented showing the effectiveness of ILI for identifying a MIMO 
system.     
4.3.1 Iterative Learning Identification Simulation Results with Time-varying 
Learning Laws 
Let us consider the pick-and-place robot example given in Chapter 3. The system under 
consideration can be described in regressor form as  
 ( ) ( ) ( )y k k k    ( 4.17 ) 
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where ( ) ( 2) 2 ( 1) ( ),y k y k y k y k      ( ) ( ) ( 1) ( ) ,k y k y k u k     and 
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time-varying parameter set 
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s s tT b T Kk a k b k
M k L M k L
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 
     
 
, where M(t) is a time-
varying function. In this example, a measurement noise with a Signal to Noise Ratio (SNR) of 10 
dB is used in simulation. The input signal is chosen as u(t)=sin(50t)+sin(10t). 
Three different parameter identification methods are compared in this study: gradient-
based recursive estimation, ILI with time-invariant weighting matrices, and ILI with time-varying 
weighting matrices described in Section 4.1.  
A straight-forward gradient-based recursive estimation law is used as the baseline 
comparison, with learning laws defined as (3.63). The update gain is chosen as 0.57   such that 
when convergence is achieved, it has the same estimated parameter variance as the time-invariant 
ILI algorithm with 0.05k  . The parameter identification results are shown in Fig. 4.2 .   
A norm optimal ILI with time-invariant weighting matrices is also applied to identify the 
parameters. The weighting matrix Q(k) is defined in  ( 4.2 ) with diagonal terms defined in ( 4.6 ). 
Two different time-invariant values of the variances 0.05k   and 0.5k   are implemented here. 
The weighting matrix R(k) is defined as   2 2R k I  . The parameter identification results are 
shown in Fig. 4.2  and Fig. 4.3, respectively, for 0.05k   and 0.5k  . Fig. 4.2  illustrates that 
the convergence speed of the gradient estimator is not as fast as the time-invariant ILI. The 
convergence speed of the gradient algorithm could be improved by choosing a larger update gain 
 . However, any increase in the gain would be reflected as a larger impact of noise on the 
parameter estimates. As evidenced in Fig. 4.2 due to the noisy measurement, the current values of 
  results in high frequency parameter fluctuations at the same level as the time-invariant ILI. Any 
further increase of the adaptation gain will exacerbate the fluctuation. Fig. 4.3 illustrates that the 
larger variance on the Gaussian time window reduces the noise-induced parameter  
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Figure 4.2 Estimated parameters using gradient-based adaptive estimation and time-
invariant ILI at iteration 10 ( 0.05k  ) 
 
Figure 4.3 Estimated parameters at iteration 10 using time-invariant ILI( 0.5k  ) 
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fluctuation for the ILI algorithm. The tradeoff is that the parameter tracking bandwidth is 
reduced with a lager variance.  
Comparing Fig. 4.2  and Fig. 4.3 with Fig. 3.2 and Fig. 3.7 in Chapter 3, the estimation 
result with a large k  is similar to having a large time window at time step k. Similarly, having a 
small k  is equivalent to having a small time window at the time step k. Since the time window at 
time step k is defined as [k-p,k+q], designing the weighting matrix with a larger k  is equivalent 
to a learning law designed with a bigger p and q.   
The time-varying norm-optimal based ILI is utilized to identify the parameters and provide 
rapid parameter following whilst maintaining robustness to noise. In this example, the noise level 
is assumed to be time-invariant throughout each iteration with SNR 10dB. The design of Q(k) and 
R(k) are time-varying to address the robustness to noise and the ability to follow rapid parameter 
changes. In the first iteration, the robust time-invariant design with 0.5k   is used to determine 
the level of parameter variations throughout the trajectory. From the 2nd iteration onward, k  is 
defined in ( 4.8 ). In this design,  
 
   
   
,   >threshold  
,   threshold   
low high
k
high low
if g z k
if g z k
 

 

 

  ( 4.18 ) 
where, in this example,  
      
1
0 0
1
ˆˆ .k a k b k    ( 4.19 ) 
and  g z  is a 4th order Butterworth filter with cut-off frequency at 15Hz to filter out the 
measurement noise of  k . The design parameters are chosen as shown in Table 4.1.  
Table 4.1 Design parameters for k  
low  0.05 thresholdlow  10 
high  0.5 thresholdhigh  15 
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The calculated time-varying k  is shown in Fig. 4.4. As indicated in Fig. 4.4, the variance of the 
Gaussian window is designed to be the smallest around 5 and 10 sec to track the rapid parameter 
changes resulting from the picking and releasing of the mass at 5 and 10 sec. A Gaussian window 
with larger variance at t = 1.0 sec and a Gaussian window with a smaller variance at t=5.0 sec are 
both shown in Fig 4.5. As shown in Fig 4.5, the weighting window includes the measurement data 
both before and after the current time step k. This advantageous non-causal estimation is practical 
due to the iterative batch process that occurs off-line after each trial. The time-varying weighting 
matrix R(k) is simply defined as  
1
2 k
R k I

 . Fig. 4.6 shows the parameter convergence result 
when this time-varying ILI is implemented on this example. The time-varying ILI has much better 
robustness properties with respect to noise when compared with the gradient estimation and time-
invariant ILI. Simultaneously, it is capable of tracking the rapid parameter changes happened at 5 
and 10 sec.  
 
 
Figure 4.4 Time-varying variance k  of Gaussian weighting window 
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Figure 4.5 Gaussian Weighting window with big and small variances 
 
Figure 4.6 Estimated parameters at iteration 10 using time-varying ILI 
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Figure 4.7 RMS error of gradient-based adaptive estimation, time-varying ILI and time-
invariant ILI with two different variances.  
 
 
Fig. 4.7 shows the comparison of the RMS error for the three identification algorithms used here. 
Initial conditions for the three different algorithms are chosen to be the same. The trend of 
convergence in ILI is very apparent, with the gradient-based estimation naturally yielding the same 
result for all iterations. Comparing the converged RMS errors, the time-invariant ILI improves 
upon the gradient-based ID by approximately 32% and 47%, depending on the variance of the 
Gaussian filter used. An even greater improvement of the estimation error, 55% better than the 
gradient-based approach, can be achieved using time-varying ILI.  
4.3.2 Iterative Learning Identification Results for MIMO Systems 
Consider an LTV discrete one-input two-output system with the following representation, 
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Time-varying system parameter set  k  is defined as 
                1_11 1_12 2_11 1 1_ 22 2_ 22 2k a k a k a k b k a k a k b k       ( 4.21 ) 
In this example, measurement noise 1e  and 2e  with Signal to Noise Ratio (SNR) of 20 dB and 
30dB are added on the output channel 1y  and 2y , respectively. Input signal is chosen as the sum 
of 10 different sinusoidal signals ranging from 1 rad/sec to 50 rad/sec.  
 Using the approach discussed in Section 4.2, one can rewrite system ( 4.20 ) can be 
rewritten in regressor form defined in ( 4.15 ) as 
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 ( 4.22 ) 
After writing the system representation in the regressor form of ( 4.22 ), one can now extend 
identification methods developed for SISO systems to identify the parameters of MIMO systems. 
Two different parameter identification methods are compared using this example: gradient-based 
recursive estimation and ILI with time-invariant weighting matrices described in Chapter 3.  
A straight-forward gradient-based recursive law is used as the baseline comparison, with 
learning laws defined as (3.63). The choice of adaptation gain for MIMO system using gradient-
based recursive estimation is not intuitive. If the same adaptation gain is used for all parameters, 
some parameters will have a very slow converging speed, while some other parameters will have 
a fast converging speed with large parameter oscillations. In this example, the adaptation gain for 
gradient-based recursive estimation is chosen experimentally, and the results are obtained such 
that all parameters are converging at a similar speed. The design of ILI is much more straight-
forward for estimating the parameters in MIMO system. The learning gains for ILI are designed 
by following optimization framework, and the only two design parameters R(k) and Q(k) are 
chosen to be the same as the time-invariant example discussed in Section 4.3.1 with 0.5k  . 
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Initial estimates of the parameters are chosen within 30% of difference from the true parameter 
values.  
The parameter identification results using the two identification methods are compared in 
Fig. 4.8. Fig. 4.8 compares the estimation result using gradient recursive estimation and time-
invariant ILI at iteration 10. As evidenced in Fig. 4.8, time-invariant ILI is capable of achieving 
smaller estimation transient with smaller parameter oscillation comparing to gradient-based 
recursive estimation for all parameters. At the start of the estimation, gradient-based recursive 
estimation yields large oscillations before convergence is achieved. The amount of parameter 
oscillation can be reduced when the adaptation gain is chosen to be smaller. However, with a 
smaller adaptation gain, the estimated parameters will not converge to the true values within 5 sec 
before the parameter value switches again. Fig. 4.9  shows the RMS value of the estimation error 
for 1y  and 2y , respectively. As evidenced in the figure, after convergence is achieved, ILI yields 
a much smaller estimation error compared to the recursive based adaptive estimation. The big 
estimation error for gradient recursive estimation is largely due to the estimation error at beginning 
of the trial when convergence is not yet achieved.  
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(b) 
 
(c) 
Figure 4.8 (cont.) 
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(d) 
Figure 4.8 Estimated parameters at iteration 10 using ILI and gradient recursive 
estimation 
 
Figure 4.9 RMS value of estimation error for output 1y  and 2y  
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Chapter 5    
Norm Optimal Iterative Learning Identification and 
Control  
In this chapter, the integrated design of Iterative Learning Identification and Control is 
presented. First of all, the design of time-varying ILC using a norm-optimal approach is discussed 
with robustness and performance analysis. The integrated design for iterative learning 
identification and control is then introduced in Section 5.2. Section 5.3 analyzes the convergence 
properties for the integrated identification and control design. Section 5.4 presents simulation 
results using the integrated identification and control design.  
5.1 A Norm Optimal Approach to Time-varying ILC 
This section discusses the norm-optimal ILC framework. We consider a causal, discrete, 
linear SISO time-varying system, P, given as 
  ( 5.1 ) 
where 1,2,...,k N  is the time index, j is the iteration index,  ju k  is the system input at the j-th 
iteration,  jx k  is the system state at the j-th iteration,  jy k  is the system output at the j-th 
iteration, and  jd k  is the stochastic external disturbance measured at the j-th iteration. 
       ,B , ,A k k C k D k  are real-valued matrices dependent on the time step k. As suggested in ( 
5.1 ),  describe a linear system that’s time-varying, but the system 
dynamics are not changing with iteration.  
         
           
1j j j
j j j j
x k A k x k B k u k
y k C k x k d k D k u k
  
  
       ,B , ,A k k C k D k
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In this work, we study ILC in a lifted-framework. Assuming each trial can be decomposed 
into N discrete samples, in the lifted framework each N sample signal is represented over a vector 
form; e.g. the output signal 
jy  of one trial can be written in vector form as 
 (1) (2) ... (N)
T
j j j jy y y y     ( 5.2 ) 
A SISO system described in ( 5.1 ) can be rewritten in lifted form as 
 
 
 
 
 
   
 
 
 
 
 
 
0
0 1
0 1 1
(0) 0 01 1 1
(1) 1 02 2 2
( 1) 1 1
j j j
j j j
j j j
Nj j j
Py u d
hy u d
h hy u d
h N h N h Ny N u N d N
      
      
       
      
      
             
 ( 5.3 ) 
where  jh i  is a Markov parameter which can be calculated as 
            1 2 ... (j 1) D ,i .jh i C i A i A i A B j i j       ( 5.4 ) 
The goal of ILC is to obtain an optimal feedforward input signal 
ju  that will optimize the tracking 
result of a repetitive system. The feedforward input signal 
ju  of the current iteration is obtained 
by learning from the input signal 
1ju   used in a previous iteration and the corresponding tracking 
error 
1je   observed from a previous iteration. A widely used ILC update law is described in 
 
1 ,j u j e track ju L u L e    ( 5.5 ) 
where j is the iteration index, 
ju  is the control input, uL  and eL  are defined as learning functions, 
and 
track je  is the tracking error defined as 
 
track j r je y y   ( 5.6 ) 
where ry  is the iteration-invariant reference signal.  
 There are many ways to design the learning filters uL  and eL . Most ILC learning laws for 
LTV systems discussed in the literature are tuning based [35][36][41]. As discussed in Chapter 2, 
tuning based ILC is sometimes undesirable due to its time-consuming tuning process. In feedback 
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controller tuning, the performance of the controller can be observed online. If the performance is 
not satisfactory, the control law can be redesigned for an upcoming trial. Unlike feedback 
controller tuning, the convergence of ILC needs to be observed over iterations. Therefore, several 
iterations of experiments need to be performed before deciding if the current learning law design 
is satisfactory. Therefore, although tuning based ILC learning laws work well for a lot of the 
different systems, the tuning process can be time-consuming. Sometimes, if the tuning law is 
unstable, it will also have the possibility of causing system damage.   
Therefore, in this study, a model-based learning law design [27][40][24] is adopted. The 
learning laws uL  and eL  are designed by minimizing an objective J, with J corresponding to the 
sum of weighted norms of the error signal, 1 1 12j j j Q
e Qe e   , the input signal, 1j Q
u  , and the 
rate of the change of the input signal, 1j j Q
u u  , as shown in  
 
1 1 1 1 1 1( ) ( )
T T T
j ILC j j ILC j j j ILC j jJ e Q e u S u u u R u u           ( 5.7 ) 
where ( , , )ILC ILC ILCQ S R  are diagonal semi-positive definite matrices with a common form given 
as ( , , ) ( I,s I, r I)ILC ILC ILC ILC ILC ILCQ S R q . The solution to this optimization problem gives,  
  
1
1
1
,
( )
( ) .
j u j e track j
T T
u ILC ILC ILC ILC ILC
T T
e ILC ILC ILC ILC
u L u L e
L P Q P S R P Q P R
L P Q P S R P Q



 
   
  
 ( 5.8 ) 
5.1.1 Nominal Convergence 
Observing a general ILC learning law given in ( 5.5 ), substituting ( 5.6 ) into ( 5.5 ) gives 
 
 
 
1j u j e r j
u j e r e j
u e j e r
u L u L y y
L u L y L Pu
L L P u L y
   
  
  
 ( 5.9 ) 
Observing ( 5.9 ), the following theorem follows directly. 
Theorem 1 [16]:  
The ILC algorithm ( 5.5 ) is asymptotically stable (AS) if and only if  
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   1,u eL L P    ( 5.10 ) 
where ( ) max ( )i iA A   denotes the spectral radius of the matrix A , and ( )i A  is the i-th 
eigenvalue of matrix A .  
This stability condition guarantees that the steady state error will be bounded. However, 
the asymptotic stability condition doesn’t guarantee any properties during convergence transients. 
Therefore, the tracking error can grow quite large in the iteration domain before converging, which 
is not practical in engineering settings [60]. Monotonic convergence is a stronger convergence 
condition comparing to asymptotic stability and results in a maximum singular value condition 
shown as  
  
2
1,u e u eiL L P L L P     ( 5.11 ) 
where ( )A  denotes the largest singular value of matrix A . Note that ( ) ( )A A  . Therefore, 
stability condition ( 5.10 ) is always guaranteed when the monotonic convergence condition ( 5.11 
) holds.  
For the norm-optimal ILC designed in ( 5.8 ), monotonic convergence condition ( 5.10 ) 
can be simplified by substituting the learning laws designed in ( 5.8 ) into ( 5.10 ). ( 5.12 ) as shown 
in  
 
 1 1
2
1
2
( ) ( ) 1,
( ) 1,
T T T T
ILC ILC ILC ILC ILC ILC ILC ILC ILC
i
T
ILC ILC ILC ILC i
P Q P S R P Q P R P Q P S R P Q P
P Q P S R R
 

      
   
 ( 5.12 ) 
As a result, convergence is always guaranteed for any diagonal positive semi-definite 
( , , ) ( I,s I, r I)ILC ILC ILC ILC ILC ILCQ S R q  with ( )
T
ILC ILC ILCP Q P S R   positive definite.  
5.1.2 Robust Convergence 
In this subsection, we consider the true system P  to correspond to an estimated plant model 
Pˆ  plus an uncertainty P : 
 ˆP P P   ( 5.13 ) 
The learning laws uL  and eL  designed in ( 5.8 ) are based on an estimated plant model written as 
  70  
 
  
1
1
1
ˆ ˆ ˆ ˆ( )
ˆ ˆ ˆ( ) .
j u j e track j
T T
u ILC ILC ILC ILC ILC
T T
e ILC ILC ILC ILC
u L u L e
L P Q P S R P Q P R
L P Q P S R P Q



 
   
  
 ( 5.14 ) 
As a result, the convergence condition in ( 5.10 ) becomes: 
 
 
2
1
2
1
ˆ ˆ ˆ( ) 1
u e i
T T
ILC ILC ILC ILC ILC
i
L L P
P Q P S R P Q P R
 
     
 ( 5.15 ) 
Lemma 5.1 :  
Robust convergence for ILC is guaranteed for ILC learning laws ( 5.14 ) if ILC ILCR r I , 
0ILCr   , and the model uncertainty P  satisfies  
1
2
ˆ ˆ ˆ 1T TILC ILC ILC
i
P Q P S P Q P

  . 
Proof: Given ˆ ˆTP QP S  a symmetric positive definite matrix, its singular value decomposition 
equals to ˆ ˆT TILC ILCP Q P S U U   , where U  is a unitary matrix, and   is a diagonal matrix with 
singular values i . Furthermore, denote    
1 1ˆ ˆ ˆ ˆT T T T
ILC ILC ILC ILCZ P Q P S P Q U U P Q
 
   . 
Since the model uncertainty P  satisfies 
 
2 1
2
1
ˆ ˆ ˆ
i
T T
ILC ILC ILC
i
P
P Q P S P Q



, 
 
2 2 2
1
i i i
Z P Z P    ( 5.16 ) 
Therefore 
 
 
 
  
  
 
1
2
1
2
1
2
1
2
1
2
ˆ ˆ ˆ( )
ˆ( )
( )
( )
( )
max 1
T T
ILC ILC ILC ILC ILC
i
T T
ILC ILC ILC
i
T T
ILC ILC
i
T T
ILC ILC
i
T T
ILC ILC
i
i ILC
i
i ILC
P Q P S R P Q P R
U U r I P Q P r I
U U r I U U Z P r I
U U r I U U Z P r I
U r I U Z PU r I U
r
r







   
    
     
     
   

 

 ( 5.17 ) 
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Similar proof can be found in [27], with a slightly different definition of model uncertainty. From 
Lemma 1, ILCR  doesn’t affect the robustness of the convergence. However, ,ILC ILCQ S  need to be 
selected such that the convergence condition in Lemma 1 is satisfied.  
 
5.1.3 Performance 
In the previous section, the system convergence condition is obtained. The convergence 
condition guarantees the existence of the steady state error _limss track j
j
e e

. In this section, the 
level of converged error sse  is studied after convergence is achieved.  
In ( 5.9 ), setting j   on both sides of the equation, and rearranging the equation, the 
converged input signal can be obtained as, 
  
1
u e e ru I L L P L y

     ( 5.18 ) 
With the learning laws designed in ( 5.14 ), the converged input signal can be rewritten as,  
  
1
ˆ ˆ ˆT T
ILC ILC ILC ru P Q P S P Q y

    ( 5.19 ) 
Considering a nominal case, where no external stochastic disturbance exists in the measurements, 
the steady state error can be written as 
ss re y Pu . Substituting the steady state input signal 
obtained in ( 5.19 ) into the definition of steady state error, we obtain, 
   
1
ˆ ˆ ˆT T
ss ILC ILC ILC re I P P Q P S P Q y

    ( 5.20 ) 
Note from ( 5.20 ), when the weighting matrices are designed as ILCQ I , and 0ILCS  , 
the converged steady state error of the system is zero. From ( 5.20 ), the design of the learning gain 
matrix ILCR  won’t affect the converged steady state error. The converged steady state error can 
only be influenced by the choice of the learning gains ILCQ  and ILCS . 
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When stochastic noise is considered in the system, the tracking error is now defined as
track r j je y Pu e   , where je  is iteration-varying stochastic noise. After convergence, the steady 
state error can be written as  
 
  
  
1
1
ˆ ˆ ˆ
ˆ ˆ ˆ2
T T
track ILC ILC ILC r
T T
ILC ILC ILC ILC j
e I P P Q P S P Q y
I P P Q P S R P Q e



  
   
 ( 5.21 ) 
As indicated in ( 5.21 ), when there’s stochastic noise 
je  in the system, the converged error 
tracke   will continue to fluctuate even after achieving convergence. The magnitude of fluctuation is 
influenced by the choice of the learning gain matrix ILCR . As discussed in Section 5.1.2, the choice 
of weighting matrix ILCR  won’t affect the robustness of the convergence. The choice of ILCR  will 
mainly affect the convergence speed and the stochastic disturbance sensitivity.  
5.2 Integrated Design for Iterative Learning Identification and 
Control 
5.2.1 Integrated Design  
In this section, the framework for integrated iterative learning identification and control 
design is proposed. Fig. 5.1 shows the architecture for the integrated ILI and ILC design. At 
iteration j, the identification algorithm takes the measured input and output signal and estimates 
the values of system parameters ˆ ( )j k . The estimated parameters 
ˆ ( )j k  are then fed into the ILC 
algorithm to design the learning filters 
ejL  and ujL , which then generate the feed-forward signal 
1ju   to be used for a subsequent trial.  
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Figure 5.1 Integrated ILI and ILC design  
There are two strategies for choosing a cost function for integrated design in general. One 
is to use a combined cost function, which would seek to minimize the overall cost for both the 
estimation and control at the same time. Another is to choose separate costs for the estimation and 
control, and minimize each individually. In this study, the integrated designs for ILI and ILC are 
obtained by optimizing a control cost function and an identification cost function separately. The 
cost function for control and identification are defined in ( 5.7 ) and (3.19), respectively. In this 
study, since the overall goal is to minimize the tracking error, we choose to have an independent 
cost function that seeks to optimize only the tracking performance. If a combined cost function is 
used, the system control input signal and estimation error will be contained in one cost function. 
As suggested in the ILI design in [45], if an input signal can be optimized in the identification 
process, the identification optimization will desire to use a sufficiently exciting input signal for 
better identification result, which will contradict with the overall goal of optimizing the tracking 
performance. Therefore, in this study, the integrated design chooses to optimize two cost functions 
separately for control and identification.  
The integrated design for ILI and ILC can be written as 
 
1
1
ˆ ˆ( ) ( ) ( )j j j j j
j uj j ej j
k L k L E k
u L u L e
   

 
 
 ( 5.22 ) 
where 
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   
 
1
1
1
ˆ ˆ ˆ ˆ
ˆ ˆ ˆ
( )Q
T T
uj j u j j u j u
T T
ej j u j j u
j
T
j j
L P Q P S R P Q P R
L P Q P S R P Q
L I
L R k

  



   
  

 
 ( 5.23 ) 
As shown in ( 5.22 ) and ( 5.23 ), the learning law designed for the identification is proposed in 
Chapter 3, section 3.4, which minimizes the identification cost function (3.19). The learning law 
designed for ILC is shown in section 5.1, which minimizes the control cost function ( 5.7 ). In the 
integrated design, the iteration-varying learning law of ILC, 
ejL  and ujL , are functions of the 
estimated plant model ˆ
jP . 
ˆ
jP  is iteration-varying, with values determined based on the estimated 
parameter values ˆ ( )j k  from ILI. The input signal _tot ju  used for identification at the j-th iteration 
is the sum of the input signal from feedback 
fb_ ju  and ILC input ju .  
The relationship between each entry  ih k  in the Hankel matrix P  used in ILC and the 
system parameter vector ( )k  used in ILI can be written as 
 
 
   
   
   
 
 
 
 
1
1 2
2 1
1
1 1
0 0 1 0
0 1
... 0 0
0 0
n
n m m n
h k
h k h k
h k h k
k
h k h k
h k h k h k

  
  
     
   
  
   
   
  
  
  
  
       
 ( 5.24 ) 
where  
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  
 
 
 
 
 
 
1
2
1
2
n
m
a k
a k
a k
k
b k
b k
b k

 
 
 
 
 
 
 
 
 
 
 
  
 ( 5.25 ) 
and the entries  ih k  of the Hankel matrix P  are defined in ( 5.46 ). According to ( 5.24 ), consider 
a system that operates in a time interval [0, * ]sN T .  Every entry  kh i  in matrix P  can be 
calculated from the system parameters  k  defined in k [0,1,..., ]N . Similarly, for the estimated 
parameters  ˆj k  at the j-th iteration during a time interval [0, * ]sN T , every entry  kh i  in the 
estimated Hankel matrix ˆjP  can be obtained using ( 5.24 ). 
In the first iteration, we set the ILC input to be zero. Since no system estimation is yet 
available, the norm optimal learning law defined in ( 5.8 ) cannot be obtained. Assuming the 
system is stabilizable in closed loop with a feedback controller K, the feedback input 
_1fbu  and 
output signal 1y  is used in ILI to calculate a first estimate of the system parameters, denoted as 
1
ˆ ( )k . After the first iteration, the parameter estimate 1
ˆ ( )k  becomes available. At the second 
iteration, or any subsequent iterations j+1, ILC can be designed using the learning laws ( 5.8 ) with 
ˆ
jP  calculated from 
ˆ ( )j k  estimated from the previous iteration j. The input signal _tot ju  now 
becomes the sum of the feedback signal 
fb_ ju  and ILC input ju . ILI then takes the measurement 
_tot ju  and jy , and estimates the system parameter 1
ˆ ( )j k   for the next iteration.  
5.2.2 Closed Loop Identification 
As shown in Fig. 5.1, closed loop identification is used for ILI. As with other batch 
identification algorithms, closed loop noise will introduce correlations between the input and 
output signal, which will result in a biased estimation. The identification result can be improved 
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with a measurable external input, which is independent of the disturbance signal. In the integrated 
ILI and ILC design, the input signal is the sum of feedback signal and an external ILC input. As 
suggested in ( 5.22 ), the external ILC input is obtained as a filtered sum of an input signal from a 
previous iteration, and the tracking error is obtained from a previous iteration. Assuming the 
stochastic noise does not correlate between iterations, the external ILC input does not correlate 
with the noise of the current iteration. Therefore, an unbiased estimation using ILI can be obtained 
with the additional external ILC input.  
5.3 Convergence Analysis for Integrated Identification and Control 
In this section, the convergence conditions for the integrated identification and control are 
proposed. The convergence condition for ILI learning laws ( 5.22 ) and ( 5.23 ) are discussed in 
section 3.4. It is shown in section 3.4 that the identification algorithm will converge when the 
regressor matrix ( ) ( )T k k   is non-singular and weighting matrices  ,Q R   are positive 
definite. This convergence law is proposed for iteration-varying regressors, and the learning law 
is independent of the ILC results. Therefore, when integrated with ILC, the convergence of ILI is 
independent of the ILC control update law.  
When examining the learning laws for the ILC in the integrated design shown in ( 5.22 ) 
and ( 5.23 ), the learning filters 
ejL  and ujL  are calculated using the identified parameters from 
ILI. Therefore, the convergence conditions for ILC will be dependent on the identification results. 
The following Lemma states the convergence condition for ILC when integrated with ILI. 
Lemma 5.2 
Convergence for the ILC design with learning laws ( 5.22 ) and ( 5.23 ) is guaranteed if ILC ILCR r I
,ILC ILC ILC ILCQ q I S s I  , ,q ,s 0ILC ILC ILCr   , and the initial estimates of the parameters at 
iteration 1,  1ˆ k , for all [1,2,..., N]k , satisfies  1PB P  and 
  
 
1 1
1
2 2
1
1
2
ILC P Pi i
ILC ILC P
Q B P B
q s P B
 

, where P  is the Hankel matrix of the true 
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plant,        
1
2
1 22
0 02
ˆsup
N N
batch i
P
u k k
B k k k k
u
   
 
  
   
 
  ,  
 
1
k q
i k p
i
k
p q



 

 

, and  k  
is the true plant parameter corresponding to plant P  at time step k.  
Proof: For a linear time-varying systems operating at a time interval [0, * ]sN T , a set of linear 
equations is obtained, namely, 
 
 
 
1 (1) (1) (1)
(N) (N) (N)
y e
y N e
 
 
 
 
 ( 5.26 ) 
This can be written in a matrix notation 
 batch batch batchY Pu    ( 5.27 ) 
where 
    1 ...
T
batchY y y N     ( 5.28 ) 
 
(1) 0
0 (N)
T
batch


 
  
 
  
 ( 5.29 ) 
    1 ...
T
batch N       ( 5.30 ) 
Similarly, the estimated output from the estimated parameters at the j-th iteration can be 
written as 
 _ _
ˆˆ ˆ
batch j batch batch j jY P u    ( 5.31 ) 
where 
    _ˆ ˆ ˆ1 ...
T
batch j j jY y y N     ( 5.32 ) 
    _ˆ ˆ ˆ1 ...
T
batch j j j N       ( 5.33 ) 
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and ˆ
jP  is the corresponding Hankel matrix determined by _
ˆ
batch j . Every entry  kh i  in the 
estimated Hankel matrix ˆ
jP  can be obtained using ( 5.24 ). 
 
 
 
 
2
2
2
_
2
2
2
_
2
2
ˆ
ˆ sup
ˆ
sup
ˆsup
j
j
i u
batch batch batch j
u
batch i
batch batch j
u
P P u
P P
u
u
u
 
 

 
 


 
 ( 5.34 ) 
As shown in section 3.4, for every time step k, we have  
 
           
       
2 2
22
ˆ ˆ
ˆ
j j
j
k k k k k k
k k k k
     
   
    
   
 ( 5.35 ) 
Similarly,  
 
           
       
1 1
2 2
1 22
ˆ ˆ
ˆ
j j
j
k k k k k k
k k k k
     
   
 

    
   
 ( 5.36 ) 
According to the definition ( 5.30 ) and ( 5.33 ), 
       _
2 20
ˆ ˆ
N
batch batch j j
k
k k   

    ( 5.37 ) 
Substituting the inequality relationship of ( 5.35 ) into ( 5.37 ), we obtain, 
 
      
       
_
2 20
22
0 0
ˆ ˆ
ˆ
N
batch batch j j
k
N N
j
k k
k k
k k k k
   
   

 
  
   

 
 ( 5.38 ) 
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      
       
_ 1
2 20
1 22
0 0
ˆ ˆ
ˆ
N
batch batch j j
k
N N
j
k k
k k
k k k k
   
   



 
  
   

 
 ( 5.39 ) 
As shown in section 3.4, for every time step k, we have  
        1
2 2
ˆ ˆ
j jk k k k       ( 5.40 ) 
Therefore, the bound of  _
2
ˆ
batch batch j   is larger than the bound of  _ 1
2
ˆ
batch batch j  
. Therefore, considering ( 5.34 ), 2
2
sup
batch i
u u

 remains the same for all iterations. The upper bound 
of 
2
ˆ
j
i
P P  decreases as iteration number increases. Thus,  
 
 
       
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1 22
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0 02
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i u
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N N
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P P
u
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u
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u
k k k k
u
 
   
   
   


 
 
 

  
  
    
 
  
    
 
  
    
 
 
 
 
 ( 5.41 ) 
Examining ( 5.41 ), 2
2
sup
batch i
u u

 can be calculated for a plant model P, since all entries 
of batch  is a linear function of u. The value of 
2
2
sup
batch i
u u

 is dependent on the model structure 
of plant P. Here, we denote,  
        
1
2
1 22
0 02
ˆsup
N N
batch i
P
u k k
B k k k k
u
   
 
  
   
 
   ( 5.42 ) 
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According to Lemma 5.1, the convergence of ILC is satisfied if the estimated plant model for every 
iteration satisfies ( 5.43 ) 
  
1
2
ˆ ˆ ˆ 1T Tj ILC j ILC j ILC j
i
P Q P S P Q P

   ( 5.43 ) 
Here are some properties of matrix singular values that will be used in the analysis. According to 
[65],  
Fact 1, 
 
1
2
1
i
A
A
  , where  A  denotes the smallest singular value of matrix A.  
Fact 2,    
2i
A B A B     
Fact 3,    * * *2 i iAB A A B B   , where  i A  denotes the i-th largest singular value of matrix 
A. 
  
1
2
ˆ ˆ ˆ 1T TILC ILC ILC
i
P Q P S P Q P

   ( 5.44 ) 
Using the linear algebra properties stated above, and given the fact that ILCQ  and ILCR are diagonal 
positive semi-definite matrices, inequalities for   
1
2
ˆ ˆ ˆT T
j ILC j ILC j ILC j
i
P Q P S P Q P

  can be 
obtained as 
 
 
 
 
  
  
 
 
1
2
1
22 2
2
22 2
22 2
2
2 22 2
2
ˆ ˆ ˆ
ˆ ˆ
1
ˆ ˆ
1
2
1
2
1
2
T T
j ILC j ILC j ILC j
i
T
j ILC j ILC j ILC jii i
i
j ILC jiT i i
j ILC j ILC
j ILC jii i
ILC ILC j i
ILC j ji ii i
ILC ILC j i
ILC ILC P
P Q P S P Q P
P Q P S P P Q P
P P Q P
P Q P S
P P Q P
q s P P
Q P P P
q s P P
q s P B







  
 

 

 


 
 
1 1
1
2 2ILC P Pi i
Q B P B
 ( 5.45 ) 
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If  
1P
B P  and 
  
 
1 1
1
2 2
1
1
2
ILC P Pi i
ILC ILC P
Q B P B
q s P B
 

, then the convergence 
condition for ILC written in ( 5.43 ) can be satisfied.  
  
Lemma 6.2 states the convergence condition for the integrated design of ILI and ILC. 
,ILC ILCQ S  need to be selected such that the convergence condition in Lemma 6.2 is satisfied. 
Lemma 6.2 is obtained assuming system runs in open loop. With a closed loop system, Lemma 
6.2 can be modified with the estimated parameter set  1ˆ k  corresponding to the closed loop 
system parameters. 
5.4 Simulation Results 
In this section, some numerical examples are given to show the integrated identification 
and control design. In this section, the results are given considering the pick-and-place robot 
example given in Section 3.5. The system under consideration can be described in a linear 
regressor form as 
 ( ) ( ) ( )y k k k    ( 5.46 ) 
where ( ) ( 2) 2 ( 1) ( ),y k y k y k y k      ( ) ( ) ( 1) ( ) ,k y k y k u k     and 
2
1 1 2 2
( ) ( ) ( )
( ) ( )
T
T
s s tT b T Kk a k b k
M k L M k L

 
     
 
, where L = 0.1m,  =2Nm/rad, actuator gain 
100tK  , and M(t) changes from 10kg to 1kg and back to 10kg at 5 sec and 10 sec, respectively.   
The process is repeated with a time interval of T = 15sec and sampling time of 0.01secsT   
for 20 times. In this simulation example, a measurement noise with SNR of 30dB is used. The 
reference is a sawtooth signal with a magnitude of 0.25rad and frequency of 2 Hz.   Assuming 
none of the system parameters are known, the goal of this study is to optimize the tracking 
performance using a model-based controller.  
An ILC algorithm shown in Fig. 5.1 is used in this example, where the feedback controller 
K(t) is a proportional controller with  K(t) = 1. The integrated ILI-ILC learning law is presented in 
( 5.22 ) and ( 5.23 ). In this example, ILI is designed using time-varying weighting matrices, and 
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the values of the time-varying matrices are selected to be the same as the ones discussed in Chapter 
4, Section 4. 3.1. The weighting matrices for ILC are selected as 
, 0.05 , 0.01 .ILC ILC ILCQ I R I S I    
In the first iteration, the ILC input is set to zero. The system is running in closed loop with 
controller K(t), and the feedback input 
_1fbu  and measured output signal 1y  are used in ILI to 
calculate an initial estimate of the system parameters, denoted as 1
ˆ ( )k . After the first iteration, 
the parameter estimate 1
ˆ ( )k  becomes available. At the second iteration or any subsequent 
iterations j+1, ILC can be designed using the learning laws ( 5.8 ) with ˆjP  calculated from 
ˆ ( )j k  
estimated from the previous iteration j. The input signal 
_tot ju  now becomes the sum of the 
feedback signal 
fb_ ju  and ILC input ju . ILI then takes the measurement _tot ju  and jy , and 
estimates the system parameter 1
ˆ ( )j k   for the next iteration.   
In this example, the system runs in a closed loop. ˆ
jP  represents the estimated closed loop 
system. In this case, we have complete knowledge of the feedback controller K(t), where K(t) = 1. 
With system described in ( 5.46 ), the relationship between the entry  ˆi jh k  in the Hankel matrix 
ˆ
jP  used in ILC and system parameter 1 1
ˆ ( ) ( ) ( )
T
j j jk a k b k      estimated in ILI can be written as 
 
 
        
          
          
1
2 1 1 1
3 1 2 1 1 1
1 1 2 1 1 3
ˆ 0
ˆ ˆ2
ˆ ˆ ˆ2 1
ˆ ˆ ˆ2 1
j
j jj j
j j jj j j
N j N j j Nj j j
h k
h k b k a k h k
h k a k h k a b h k
h k a k h k a b h k  

   
      
      
  ( 5.47 ) 
As indicated in ( 5.47 ), ˆjP  can be calculated once the estimated parameter set 
ˆ ( )j k  becomes 
available. The learning laws of ILC follow from ( 5.22 ) and ( 5.23 ). The RMS value of the tracking 
error using the integrated design can be seen in Fig. 5.2. The trend of convergence is obvious, and 
convergence is achieved after approximately four iterations. The slight fluctuation of the RMS 
error after convergence is mainly due to the iteration-varying stochastic disturbances. The 
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estimated parameters using ILI at iteration twenty after achieving convergence is shown in Fig. 
5.4. The RMS estimation error is shown in Fig. 5.5. Again, the trend of convergence for the 
identification is obvious as shown in Fig. 5.5. The tracking result using the integrated designed 
ILC controller is shown in Fig. 5.6 . As evidenced in Fig. 5.5, the integrated ILC improves the 
tracking result versus using solely a feedback controller.  
 
Figure 5.2 RMS tracking error  
In norm-optimal ILC, the learning law is designed based on an estimated plant model Pˆ  
as discussed in Section 5.1. The estimated plant model Pˆ  can be provided from various parameter 
estimation methods. In this chapter, we have introduced the integrated ILI with ILC, where the 
estimated plant model Pˆ  is updated through ILI. As a comparison, we will introduce the result of 
ILC when the plant model Pˆ  is estimated from other parameter estimation methods. Gradient 
recursive estimation is another way to estimate a time-varying model Pˆ  as introduced in previous 
chapters. Here, we exploit the ILC result when the estimated plant model Pˆ  in the norm-optimal 
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ILC law is estimated using gradient recursive estimation. The integrated design using ILC and 
gradient-based recursive estimation is shown in Fig. 5.3. 
 
Figure 5.3 Integrated ILC with gradient-based recursive estimation 
A straightforward gradient-based recursive estimation with an update law given as 
        ˆ ˆ1 nk k k e k       ( 5.48 ) 
is applied to identify the parameters. In ( 5.48 ), 1 1
ˆˆ ˆ( ) ( ) ( )k a k b k  
 
 is the estimated parameter 
vector at time k, ( )ne k  is the estimation error defined as ˆ( ) ( ) ( ),ne k y k y k   ( )k  is the regressor 
vector, and   is the update gain. In this example, the initial estimate is selected as 
 ˆ(0) 0.5 0.5  , and the update gain is chosen as 0.57   such that when convergence is 
achieved, it has the same estimated parameter variance as the ILI algorithm. The parameter 
identification results are shown in Fig. 5.4. As a comparison, the same ILC design method with 
the learning law designed as ( 5.22 ) and ( 5.23 ) is used, except ˆjP  is now updated based on the 
estimated parameters from the recursive estimation. Since gradient-based recursive estimation 
achieves convergence over time, the estimation result won’t correlate with iteration. Therefore, the 
overall convergence of ILC won’t be affected by integrating the adaptive estimation. For each 
iteration, the convergence condition for ILC is that the estimated plant model ˆjP  using recursive 
estimation needs to satisfy Lemma 1. Similar to the discussion in Chapter 3 and Chapter 4, 
  85  
 
gradient-based recursive estimation doesn’t track the rapid parameter variations as fast as ILI as 
shown in Fig. 5.4.  
Using the integrated design of ILC with ˆ
jP  updated from recursive estimation, the RMS 
value of the tracking error is shown in Fig. 5.2. As can be expected, since the estimated model 
using gradient-based recursive estimation is not converging as fast as ILI, the resultant 
uncertainties in ˆ
jP  will be larger for recursive estimation comparing to ILI. Therefore, the 
convergence speed of the ILC algorithm with recursive estimation is deteriorated compared with 
the integrated design of ILC with ILI. In addition, for recursive estimation, the difference in the 
values of the estimated parameters between iterations will mainly be caused by iteration-varying 
stochastic noise. For some iterations with relatively large measurement noise, recursive estimation 
will give unreliable estimation results. Since ILI preserves the estimation results from previous 
estimations, the influence of a bad iteration will be mitigated by incorporating data from previous 
iterations. Therefore, the resultant fluctuations in the integrated ILC with ILI will be smaller 
compared with the ILC with recursive estimation.  
The tracking result using the ILC controller with gradient recursive estimation is shown in 
Fig. 5.6 . As shown in Fig. 5.5, the ILC controller improves the tracking result of a feedback 
controller. Fig. 5.7 compares the tracking results of ILC with gradient recursive estimation and 
integrated ILC with ILI. The tracking results of four different time intervals are compared. Fig. 5.7 
(a) shows the tracking result at the beginning of the trial. As indicated in Fig. 5.4, the recursive 
estimation hasn’t achieved convergence. Consequentially, the tracking result of ILC with ILI is 
better comparing to ILC with gradient recursive estimation as shown in Fig. 5.7 (a). Similarly, Fig. 
5.7 (b) and (d) shows the tracking result when the mass is changing significantly at 5 sec and 10 
sec. The tracking result of ILC with ILI is better comparing to ILC with gradient recursive. Fig. 
5.7 (c) shows the tracking result when convergence is achieved for gradient recursive estimation. 
As shown in Fig. 5.7, the tracking result is very comparable for ILC with ILI and ILC with gradient 
recursive estimation. The ability of ILI in estimating rapid parameter changes in turn results a 
better tracking result using the integrated designed ILC. 
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Figure 5.4 Estimated parameters  
 
Figure 5.5 RMS estimation error  
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(a) 
 
(b) 
Figure 5.6 Tracking error with ILC and feedback  
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(a) 
 
 
(b) 
Figure 5.7 (cont.) 
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(c) 
 
(d) 
Figure 5.7 Tracking error with integrated ILC with ILI and ILC with adaptive estimation  
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Chapter 6 
Pick-and-Place Robot System Description and 
Experimental Results 
A pick-and-place robot experimental system can be setup to satisfy the basic requirements 
for iterative learning identification and control. In this chapter, the design and experimental results 
of a pick-and-place robot system are discussed. The experimental system includes a motor that is 
attached to a robot arm which can rotate in the horizontal plane. The robot arm is capable of picking 
up and releasing a mass, which will result in a sudden change in the system dynamics when the 
mass is picked up and released. Experimental results using the integrated iterative learning 
identification and control method proposed in Chapter 5 are presented in this chapter.  
6.1 Pick-and-Place Robot Design 
 This section provides the pick-and-place robot system hardware and system interfacing 
description. The proposed iterative learning identification and control algorithm in this study will 
be applied experimentally to the pick-and-place robot system shown in Fig. 6.2.  
6.1.1 Hardware for pick-and-place robot 
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Figure 6.1 Pick-and-place robot schematic drawing 
 The design of the pick-and-place robot requires the robot arm to rotate in the horizontal 
plane with a mechanism that can pick up and release a mass. In this experiment, an assumption is 
made such that the mass being picked up or released is big enough to result in a measurable change 
over the parameters of the robot. Therefore, deflection caused by the load needs to be taken into 
account when designing the beam and the rotating shaft. For the mass to induce a noticeable change 
over the parameters of the robot, the weight of the beam and the rotating shaft are also designed to 
be light.  
 The components of a pick-and-place robot can be seen in Fig. 6.1. The robot arm is selected 
to be an aluminum rectangular tube, which has good resistance to deflection and a relatively light 
weight. A solenoid is used to pick up and release a steel mass, and is bolted onto the aluminum 
tube.  The beam is connected to the vertical rotating shaft through a coupling plate. As stainless 
steel shaft is used for minimizing vertical deflection. Two parallel ball bearings are used to support 
the radial load induced by the cantilever. Two ball bearings are cold-pressed into the motor 
housing, and the motor can be bolted onto the motor housing to minimize the misalignment of 
shafts. The rotating shaft is coupled with the motor shaft through a spider-shaped flexible shaft 
coupler with keyway.  The drawings of the components can be found in Appendix A. A flexible 
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shaft coupler is chosen in this experiment, such that small misalignment of the coupling shafts can 
be tolerated. A shaft coupler key ways provides a more secure hold of the shaft, and is important 
in this experiment since the direction of rotation changes frequently during the experiment.  
 In this pick-and-place robot experimental system, all the electronic components are 
purchased as off-the-shelf components from various vendors. An Aerotech BM500 brushless 
motor is used in the experiment. The three phase DC motor can output a maximum torque of 
8.9Nm. An Aerotech BA30 amplifier is used to drive the motor. The output current to the motor 
from the amplifier is proportional to the current command input. A quadrature encoder with 1000 
lines is used with a MXH multiplier, which results in a sensor resolution of 2 / 4000 . The 
sampling frequency of the encoder is 4MHz. The solenoid is capable of picking up a mass of 50lbs, 
and is driven using an amplifier from Advanced Motion Controls.  
 The assembled pick-and-place robot can be seen in Fig. 6.2. 
 
Figure 6.2 Pick-and-place robot experimental system 
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6.1.2 System Interfacing 
The interfacing of the pick-and-place robot through Labview was designed to integrate the 
control of motor and solenoid. The schematic of the software-hardware interfacing is shown in 
Fig. 6.3. The front end user GUI allows users to choose the trajectory that the robot follows and 
the timing of picking up and releasing the mass. The response of the robot arms and sensor readings 
are displayed on the front end user GUI. The back end hardware interface monitors the encoder 
readings from the motor, and implements real-time control strategy to the motor. The amplifier 
and Motor driver is controlled through analogue communication via NI Single Board Rio. The 
encoder readings are processed using MXH and are monitored through digital communication via 
NI Single Board Rio.  The voltage command signal for controlling the solenoid is also generated 
by the back end hardware interfacing. The voltage command is realized using NI Single Board Rio 
via analogue communication.  
 
Figure 6.3 Pick and place robot software-hardware interfacing 
6.2 Pick-and-Place Robot Dynamics 
6.2.1 Linear Model 
The dynamics of the motor can be described using a second order linear model with state 
variables 1x   and 2x  .   represents the angle of the robot arm measured in horizontal plane.  
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  ( 6.1 ) 
J(t) is the inertia of the system. The value of J(t) is changing as a function of time when 
the mass carried by the robot arm is being picked up or released.   is the viscous friction 
coefficient, and tK  is the actuator gain. This linear model is adopted for the identification and 
controller design. As can be seen, the linear model for the pick-and-place system described in (  
6.1 ) has the same structure as the simulation examples used in Chapter 3, Chapter 4 and Chapter 
5. Except for differences between the values of the physical parameters, the model structure is the 
same. Therefore, similar results can be expected for the experimental results and the simulation 
results presented in previous chapters.  
6.2.2 Model Nonlinearity 
As with all mechanical systems, the true behavior of the robot arms maybe more accurately 
represented with a nonlinear model. Linear model ( 6.1 ) may not be sufficient in representing all 
the system behaviors. Here, some physical phenomena which lead to nonlinear behavior of the 
system are examined.  
Motor cogging, force ripple and friction are considered as the main sources of model 
nonlinearities. Cogging force is the unpowered attractive force between the rotor permanent 
magnets and the magnetically permeable stator [66]. The cog force always exists and is not 
changed by the current flow through the coils. The cogging force is dependent on the relative 
position between the stator and rotor.  
Force ripple is caused by the fact that the actual force generated by each phase is not 
constant. This is a result of the magnetic field losing strength and orthogonality due to the 
interaction of neighboring magnets and stator slot discontinuity. Therefore, ripple force is periodic 
with the relative position of the moving part of the motor and the static one [67]. In addition, 
manufacturing tolerance will also allow some variations on the motor parameters. These variations 
will also affect the ripple force dependent on the angular position of the rotor. In rotary motors, as 
the one that we consider in the experiment, the ripple force is repetitive every 360 degrees.  
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Sliding friction force is another type of nonlinearities that exists in the motor system. 
Nonlinear friction models have been extensively studied in literature [68]. In the rotary pick-and-
place robot system, the friction force can be considered as a sum of Stribeck, Coulomb and viscous 
components, as shown in Fig. 6.4. 
 
 
Figure 6.4 Sliding Friction Force 
Deadzone nonlinearity is another common type of nonlinearity that exists in motor systems 
[69]. The deadzone nonlinearity in this case is mainly contributed by mainly two sources. One is 
the static friction forces as discussed in the last paragraph, and another is the deadzone of the motor 
amplifier. The motor amplifier will not respond to a low-input voltage, and this phenomenon has 
been observed for the amplifier used in this experiment.  
In this study, the nonlinearities of the deadzone and friction are compensated using a 
friction compensator, which is designed based on experimental data. The nonlinearity caused by 
motor cogging and force ripple is both velocity and position dependent. When the motor rotating 
speed has only small variations, the force ripple can be identified as shown in [66]. However, in 
this experiment the motor rotation speed is changing constantly and over a large range. It is thus 
very hard to identify the nonlinear model, and compensate for the nonlinearities in the control 
design. Therefore, the control system will treat the cogging and force ripple as disturbances to the 
system.  
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6.3 Control System 
In this section, a control strategy is developed for the pick-and-place robot based on the 
model developed in the previous section. A friction compensator f is used to compensate for the 
Coulomb friction of the system, and the value of the Coulomb friction is identified experimentally. 
The output from the friction compensator f is defined as 
0.8 , 0
0.9 , 0
f
u u
u
u u
 
 
  
, where u is the 
uncompensated input signal.  
The augmented system consists of the friction compensator and the physical plant, and a 
P-D controller is developed for the feedback loop to achieve a minimal level of tracking 
performance. Norm optimal iterative learning controllers designed using the integrated design 
discussed in the previous chapter are implemented to improve the tracking result.  
The overall control architecture can be represented in Fig. 6.5. During the first iteration, 
the ILC input is zero. The input to the plant is only from the feedback compensator. The parameter 
identification algorithm takes the input and output signals measured during the experiment, and 
outputs an estimated parameter ˆj . Norm optimal iterative learning control learning laws are 
designed based on the estimated parameters ˆj  as discussed in Chapter 5.  
 
 
 
Figure 6.5 ILC with feedback control  
  97  
 
6.4 Experimental Results 
This section shows the experimental results for the integrated iterative identification and 
control.  The robot arm tracks a sawtooth signal with a magnitude of 1.7 rad and a period of 1.7 
sec and a length of 18.4 sec. The process is repeated for 10 times with a sampling time of 
0.01secsT  . The mass is attached to the arm at the beginning of the process, and it is released 
and picked up again at 8.5 sec and 13.6 sec, respectively.  
The overall control architecture can be represented in Fig. 6.5. The tracking performance 
of the robot arm with a PD feedback controller is shown in Fig. 6.9. As evidenced in Fig. 6.9, the 
feedback controller is able to achieve a minimal level of tracking with an obvious phase lag in the 
response. Iterative learning control is designed to improve the overall tracking performance with 
the learning law designed as 
 1j uj j ej ju L u L e    ( 6.2 ) 
where 
 
   
 
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1
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ˆ ˆ ˆ
T T
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ej j ILC j ILC ILC j ILC
L P Q P S R P Q P R
L P Q P S R P Q


   
  
 ( 6.3 ) 
The learning laws ejL  and ujL  in ( 6.3 ) are functions of the estimated plant model 
ˆ
jP . In 
the integrated iterative identification and control design, the estimated plant model ˆjP  is obtained 
from the estimated parameters ˆ ( )j k  using a parameter identification method. The relationship 
between  ˆjP  and 
ˆ ( )j k  is stated in (5.24), with  
ˆ
jP  defined in (5.3). The estimated parameter 
ˆ ( )j k  
is obtained using parameter identification methods based on the input and output measurements, 
_u ( )tot j k  and jy . The system parameters are time-varying, and two different parameter 
identification algorithms, gradient-based adaptive estimation and ILI, are compared in this study. 
In this experiment, the identification is based on the discrete time version of linear model 
shown in ( 6.1 ), which can be written in regressor form as 
 ( ) ( ) ( )y k k k    ( 6.4 ) 
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where      2y k x k k  ,      k y k u k     , and      
1 s s t
T T K
k
I k I k


 
  
 
. The 
measurement of  y k  is obtained by taking the derivative of the encoder reading, and pass it 
through low pass filter with a cut-off frequency of 8Hz.  
When integrating ILC with gradient-based adaptive estimation, the control architecture can 
be shown in Fig. 6.5, where gradient-based adaptive estimation is the parameter identification 
algorithm. The estimated parameter ˆ ( 1)j k   of iteration j is obtained as 
        ˆ ˆ1j j j njk k k e k       ( 6.5 ) 
where k is the time step, estimation error ( )nje k  is defined as ˆ( ) ( ) ( ),nj j je k y k y k    ( )jy k  is the 
measured output at the j-th iteration, ˆ ( )jy k  is the estimated output at the j-th iteration,   is the 
update gain matrix, and  j k  is the regressor defined as      j j jk y k u k     . As shown in 
( 6.5 ), the estimation is only dependent on the measurement of the current iteration. In this 
example, the learning gain matrix   is selected as 
0.004 0
0 0.03
 
 
 
. The weighting matrices for the 
ILC are selected as 1840*1840 1840*1840 1840*18405 , 0.05 , 0.01 .ILC ILC ILCQ I R I S I    
With the control laws specified in ( 6.2 ) and ( 6.3 ) and identification law specified in ( 6.5 
), the estimated parameters are shown in Fig. 6.6. In gradient-based adaptive estimation, the 
identification result of an iteration is determined by the measurement data from that iteration, and 
no strict relationship between the estimation results of different iterations can be established. 
Therefore, the identification result will be very similar from iteration to iteration with a properly 
chosen update gain. The estimation result of 
 1
a
I k

  and 
 1
tKb
I k
  from an arbitrary iteration, 
iteration 10 in this case, is plotted in Fig. 6.6. As can be seen from Fig. 6.6, the gradient-based 
adaptive estimation algorithm is capable of identifying the parameter changes at 8.5 sec and 13.6 
sec. A transient lag can be observed in the identified parameters.  
The RMS value of the tracking error using the integrated ILC with gradient-based adaptive 
estimation is presented in Fig. 6.7, where the RMS value of the error is normalized with respect to 
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the first iteration. Monotonic convergence of the tracking error can be observed in Fig. 6.7. The 
tracking result of the integrated gradient-based adaptive estimation and ILC is shown in Fig. 6.8 
and Fig. 6.9, where Fig. 6.8 shows the tracking result at iteration 2 when convergence of ILC has 
not yet been achieved, and Fig. 6.9 shows the tracking result at iteration 10 when convergence is 
achieved. As can be seen from Fig. 6.8, the tracking result is poor during the period after the mass 
has significant changes. This is due to the transient lag in the gradient-based adaptive estimation. 
Since the parameter estimation result is not accurate during the transient when the mass has 
significant changes, the ILC learning law designed based on the estimated parameters will not be 
optimal during the convergence transient. Fig 6.9 shows the tracking result of ILC at iteration 10 
when convergence is achieved. Since ILC tolerates model uncertainties, at iteration 10, although 
the model used for the controller design is not accurate during the time when parameter values 
change, the tracking result is still desirable. These results are comparable to the ones shown from 
the simulation results discussed in Chapter 5. 
When integrating ILC with ILI, the control architecture shown in Fig. 6.5 can be specified 
with ILI as the parameter identification method. ILI learning laws can be written as 
 1
ˆ ˆ( ) ( ) ( )j j j j jk L k L E k      ( 6.6 ) 
where 
 
1 ( )Q
j
T
j j
L I
L R k

  


 
 ( 6.7 ) 
and regressor ( )
T
j k  is defined as 
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 
 
  
 
 
   
 ( 6.8 ) 
In this experiment, we choose p=q=50, and R  and Q  are designed using the time-varying 
iterative learning law design method as detailed in chapter 4, with 0.5   for the first iteration. 
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The weighting matrices for ILC are selected as 
1840*1840 1840*1840 1840*18405 , 0.05 , 0.01 ,ILC ILC ILCQ I R I S I    which are the same as the integrated ILC 
with gradient-based adaptive estimation.  
The converged estimated parameters using ILI at iteration 10 are shown in Fig. 6.6. 
Compared with the gradient-based recursive estimation, the non-causal estimation reduced the 
transient lag. In addition, the estimated parameters are not as oscillatory as with the gradient-based 
recursive estimation. The RMS value of the tracking error using integrated ILC with ILI is plotted 
in Fig. 6.7. The overall convergence speed of integrated ILC with ILI is faster than integrated ILC 
with gradient-based recursive estimation. Since the ILC convergence speed is dependent on model 
uncertainty, and ILI provides smaller model uncertainty compared with the gradient-based 
recursive estimation during transients, the resultant convergence speed using ILI is faster 
compared with the gradient-based recursive estimation. This result is very comparable to the 
simulation results shown in Chapter 5. At iteration 2, the tracking RMS error for ILC with gradient-
based recursive estimation is smaller than ILC with ILI. This can be explained by the fact that ILI 
convergence may not have been achieved at iteration2, which results in a bigger tracking RMS 
error compared with gradient-based recursive estimation. The tracking result using integrated ILC 
with ILI at iteration 2 is shown in Fig. 6.8. Although the overall RMS tracking error using 
integrated ILC with ILI is bigger, the tracking result during transient is better compared with the 
integrated ILC with gradient-based recursive estimation. This is due to the non-causal estimation 
of ILI, which reduced the estimation transient versus the gradient-based adaptive estimation. Fig 
6.9 shows the tracking result of ILC using both identification algorithms at iteration 10 when 
convergence is achieved. Since ILC tolerates model uncertainties, at iteration 10, the tracking 
result is very similar for integrated ILC with both identification algorithms.  
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Figure 6.6 Estimated parameters 
 
Figure 6.7 RMS tracking error 
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Figure 6.8 Tracking results with integrated ILC with ILI and integrated ILC with gradient 
adaptive estimation at iteration 2 
 
Figure 6.9 Tracking results with feedback and ILC at iteration 10 
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Chapter 7     
Conclusions and Future Work 
7.1 Summary of Research Contributions 
This dissertation develops a new framework for identifying and controlling Linear Time-
varying (LTV) systems with rapid parameter changes that are asked to follow the same trajectory 
repetitively. The high-precision tracking requirements of the systems, coupled with their repetitive 
nature made ILC particularly well-suited for the control. When such systems are executed 
repetitively, their tracking performance can be improved by capitalizing on the information learned 
from previous executions. The performance of a model-based ILC is highly dependent on the 
accuracy of the system model. An accurate LTV system estimation is hard to obtain when the 
parameter variations are large and rapid. The contribution of this dissertation falls into two areas. 
First, an iterative learning identification (ILI) approach is developed for LTV system that improves 
the parameter estimation accuracy as the iteration number increases. Second, the iterative 
identification approach is integrated with a model-based ILC, and the convergence speed of ILC 
can be improved utilizing the estimated model from ILI.  
7.1.1 ILI for LTV Systems 
The first contribution of this dissertation is the development of an ILI approach that 
identifies the system parameters for LTV systems that are repetitive. Most of the identification 
schemes available for LTV systems involved recursive estimation. The estimated parameters of 
the current time step are dependent on the estimates of a previous time step. Therefore, a transient 
lag in the parameter estimation is always inevitable. The proposed ILI scheme takes advantage of 
the repetitive nature of the systems, and proposed an approach to reduce the lag in the estimation 
transient for LTV systems. ILI design, analysis, and experimental results are presented in the 
dissertation.  
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7.1.2 ILI Integrated with Norm-optimal ILC for LTV Systems 
The second contribution of the dissertation is the integration of the ILI algorithm with 
norm-optimal based ILC for LTV systems. The performance of norm-optimal based ILC is 
dependent on the model accuracy. Therefore, with the integrated ILI approach, the convergence 
speed of ILC algorithm can be improved. Convergence analysis, simulation and experimental 
results showing improved convergence speed are presented. 
7.2 Future Work 
This research has many aspects yet to be explored. A few of these are mentioned here 
including generalizing the integrated identification and control approach to a MIMO system, and 
extending the work to applications where the desired trajectory is not repetitive.  
In this dissertation, we have focused the attention of both identification and control on 
SISO LTV systems. We have introduced the extended ILI for MIMO LTV systems in Chapter 4. 
[70][71] have discussed the application of norm-optimal ILC to MIMO systems. Similar to the 
SISO norm-optimal ILC design, an estimated model of the MIMO system is used in designing the 
ILC controller, and the accuracy of the estimated model will in turn affect the overall convergence 
properties of ILC. Therefore, integrating ILI with norm-optimal ILC can further improve the 
convergence performance of ILC for MIMO systems. One possible design of the learning laws can 
be obtained by optimizing the identification and control separately as proposed in this dissertation. 
In cases when multiple parameters are unknown in the MIMO system, a combined cost function 
that considers both the accuracy of control and the accuracy of the identification can be used to 
design the integrated iterative identification and control law.  
Some robotics systems can be asked to perform non-repetitive trajectories. If the system 
dynamics model is time-varying and iteration-invariant, and the reference trajectory is iteration-
varying, the proposed integrated ILI and ILC will not be applicable. An integrated ILI with a 
model-based feedback controller can be designed to address repetitive LTV systems with non-
repetitive reference trajectories. Since ILI is non-causal, the performance of a model-based 
feedback controller can be improved by incorporating the anticipatory information of the plant 
parameter changes from ILI comparing to using a recursive estimator.  
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Appendix A 
Lessons Learned From Building Pick and Place Robot  
The design of the pick and place robot has gone through several iterations. This appendix 
introduces lessons learned from building the pick and place robot presented in Chapter 6. In 
general, there are three important lessons learned when building up the pick and place robot. The 
mechanical design of the pick and place robot. The choice of mechanical/electrical parts. The 
safety considerations when building mechanical systems.  
The drawings of the pick and place robot is shown in Fig. 6.1. As shown in the drawing, 
the mass is attached to the end of the robot arm. This cantilever structure can easily introduce 
deflection to the beam. Several considerations are taken into account when designing the pick and 
place robot to minimize the effect of deflection. First, an aluminum tube is used as the robot arm 
to reduce the effect of bending force created by the mass. Second, as shown in Fig. 6.1, a coupling 
plate is designed to support the weight of the robot arm and the attached mass. Third, two ball 
bearings are used instead of one roller bearing in the motor housing to provide better support for 
the rotating shaft.  
After the design of the pick and place robot is determined, the second step is to purchase 
appropriate parts. Most of the purchases for this experimental system is easily determined by 
comparing technical specifications, structure, material and price. The part that took some trials and 
researching is finding the right shaft coupler that connects the motor shaft and the rotating shaft. 
A flexible coupler is desirable in the experiment because the alignment of the motor shaft and the 
robot arm shaft is not perfect. Initially, a helical flexible shaft coupler is purchased and used. The 
maximum torque allowed by shaft coupler is approximately the nominal operating torque required 
in the experiment. However, when the experiment is not running as expected, the torque provided 
by the motor becomes significantly larger than the nominal operating torque, and exceeds the 
maximum torque allowed by the coupler. This results in the damage of the shaft coupler. One 
recommendation for future experimental system builder is to ensure the maximum allowance of 
  112  
 
some important mechanical part to be at least 50% larger than the nominal operating point of the 
system. It is very hard to guarantee the system to always operate at its nominal point especially at 
the initial test period of the experiment.  
Another consideration is the type of the experiment that the part is to be operated on. In the 
coupler example, the helical shaft coupler doesn’t have key ways, and it works well if the system 
doesn’t change its rotating direction all the time. However, in this experiment, the rotating 
direction of the motor constantly changes, and it results in relative movement between the helical 
coupler and the shafts, which is not desirable in the experiment. After some trials, a spider flexible 
coupler with keyways is chosen. The keyways in the coupler significantly reduced the relative 
movement between the shafts and the coupler when the rotating direction of the motor changes, 
and its allowable torque exceeds 50% of the nominal operating range of the system. 
Both software and hardware safety stops are recommended to be built and tested before 
running any experiment. System instability can always occur during the initial test phase of the 
experimental system, which can result in hardware damages. Some hardware damages are easy to 
fix, while others can cost a lot of time and money to replace. Some unnecessary hardware damages 
can be avoided if the safety stops are tested and installed before running the experiment. In 
addition, it is always a good practice to build up and test the system step by step. Although it’s 
always desirable for the system to run on its first trial, it is almost impossible in practice. Step by 
step trouble shooting is much easier and practical than trouble shooting for the entire system at 
once.  
 
 
