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Seizure forecasting may provide patients with timely warnings to adapt their daily
activities and help clinicians deliver more objective, personalized treatments. While
recent work has convincingly demonstrated that seizure risk assessment is possi-
ble, these early approaches relied largely on complex, often invasive setups includ-
ing intracranial electrocorticography, implanted devices and multi-channel EEG,
which limits translation of these methods to broad clinical application. To facilitate
broader adaptation of seizure forecasting in clinical practice, non-invasive, easily
applicable techniques that reliably assess seizure risk, in combination with clinical
information, are crucial. Wristbands that continuously record physiological param-
eters, including electrodermal activity, body temperature, blood volume pressure
and actigraphy, may afford monitoring of autonomous nervous system function
and movement relevant for such a task, hence minimizing potential complications
associated with invasive monitoring, and avoiding stigma associated with bulky
external monitoring devices on the head. Here, we use deep learning to analyze
long-term, multi-modal wristband sensor data from 50 patients with epilepsy (to-
tal duration >1400 hours) to assess its capability to distinguish pre- from interictal
states. Prediction performance is assessed using area under the receiver operating
charateristic (AUC) and improvement over chance (IoC) based on F1 scores. Using
one- and two-dimensional convolutional neural networks, we identified better-than-
chance predictability in out-of-sample test data in 60% of the patients in leave-one-
out and 43% of patients in pseudo-prospective approaches. These results provide
a step towards developing easier to apply, non-invasive methods for seizure risk
assessments in patients with epilepsy.
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Introduction
Reliable methods to assess seizure risk could alleviate a major burden for epilepsy patients by
providing timely warning or relief when seizure risk is high or low. From a clinician perspec-
tive, robust seizure risk assessments are desirable because of their ability to improve treatment
by optimizing dosing and timing of antiepileptic drug regimen by objective, personalized stan-
dards, as well as by potentially enabling timely interventions to avert impending seizures.1
Following initial attempts,2 there has been a recent surge of studies demonstrating the pos-
sibility of accurate seizure forecasting.3–6 To this end, most studies have utilized either elec-
trocorticography (ECoG) or scalp electroencephalography (EEG) as well as, to a lesser extent,
electrocardiography (ECG), and have demonstrated that robust differentiation between preictal
and interictal states is possible with a performance better than chance.7–10 In order to make
seizure risk assessments available for broader clinical use, however, methods that build on
non-invasive, easily recordable data streams are desirable.11 Peripheral signals recorded us-
ing wearable devices, such as wristbands, are particularly interesting in this respect since these
signals permit continuous, non-invasive recording of several physiological parameters. At the
same time, the compact design may limit the risk of stigmatization, are easy to apply, and may
altogether increase patient adherence relevant for long-term ambulatory use.
Continuous and simultaneous monitoring of a range of physiological parameters, such as
electrodermal activity, body temperature, blood volume pressure and actigraphy, using wrist-
bands is becoming increasingly available and permits close monitoring of autonomous nervous
system function and movement,12 and may assist in the detection of generalized tonic-clonic
seizures.13
Similar autonomous system measures may also provide information on detection of preictal
patterns or states. Deep learning has been shown to exhibit strong classification performance
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from complex feature sets.14 It therefore constitutes a promising technique to differentiate pre-
from interictal states from complex, multi-modal wristband data. While more traditional ma-
chine learning approaches rely on hand-designed feature sets, deep learning uses multiple layers
of connections to perform classification tasks without the need of feature designing, which may
be an advantage in relatively under-explored, multi-modal datasets, such as data from wristworn
devices.
In this work, we use convolutional neural networks (CNNs) on a unique dataset comprised
of multi-modal wristband sensor data recorded from patients with epilepsy during multi-day in-
hospital monitoring. Our aim is to evaluate the utility of this novel data and methods approach
in its ability to differentiate pre- from interictal states as a prerequisite for future, non-invasive
seizure forecasting methods.
Materials and Methods
Data recording and preprocessing
We recruited patients with epilepsy admitted to the long-term video-EEG monitoring (LTM)
unit and placed a biosensor wristband (E4, Empatica12) on either left or right wrist or ankle for
long-term recording. For the purpose of this study we considered all patients with wristband
recordings from 02/2015 until 11/2018. For the purpose of this study, we considered data
from one wristband per patient only. When patient recording involved multiple wristbands (e.g.
from wrist and ankle), we selected the data from the biosensor wristband with the longest total
recording time for further analysis.
A prerequisite for seizure risk assessment is the reliable distinction between pre- and inter-
ictal states. We aimed to differentiate pre- from interictal states based on 30-second wristband
recordings composed of six sensor data streams (electrodermal activity (EDA), accelerometer
data in three dimensions, blood volume pressure (BVP), and temperature (TEMP); Fig. 1 A).
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We considered a 30-second data segment as preictal if it occurred between 61 minutes and one
minute prior to a seizure, thus leaving a one minute buffer prior to seizure onset (Fig. 1 B, red).
Electrographic seizure onset was determined using video and EEG recordings. We analyzed all
epileptic seizure types occurring in a patient, which included subclinical seizures, focal, primary
and secondary tonic-clonic, myoclonic, clonic, tonic, atonic seizures and epileptic spasms (Fig-
ure 4). Only seizures that occurred two hours or more from a preceding seizure were included
to limit our analysis on lead seizures. 30-second data segments were classified as interictal if
they occurred two hours or more from any seizure (Fig. 1 B, green). To allow stable recording
conditions, we removed data from the first and last hour of each recording.
Separation in training, validation and test data
To evaluate classification performance on out of-sample test data, we used two separate ap-
proaches, a leave-one-out approach and a pseudo-prospective approach.
Leave-one-out approach
A leave-one-out cross-validation approach has the advantage that all seizures can be used for
training and validation. Here, we used a leave-one-out approach for each seizure. Similar to,15
if a subject hadN seizures, (N−1) seizures were used for training/validation (75%/25% split in
temporal order), and the remaining seizure was used for testing. This was done N times, so that
all seizures were used for testing once. Interictal segments were randomly split into N parts,
where (N − 1) parts were used for training/validation (75%/25% split in temporal order) and
the remaining part was used for testing. Fig. 1 C (top) illustrates the leave-one-out separation
using the first preictal (seizure) segment. The leave-one-out approach consequently required
patients with at least two seizures which reduced the analysis to 50 patients (Figure 4).
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Pseudo-prospective approach
For seizure prediction under real-world conditions, the risk for seizures at a given time needs to
be assessed using algorithms trained and validated on past data. A pseudo-prospective evalua-
tion method that only evaluates an algorithm using out-of-sample data recorded at a later point
in time than the data used for algorithm training and validation matches these conditions most
closely. A pseudo-prospective evaluation setup benefits from large data sets with sufficient data
for training and pseudo-prospective validation and testing. For this purpose, we separated data
into non-overlapping, consecutive training, validation and test data, where validation and test
data contained preictal segments from one seizure each and training data the remaining, preced-
ing preictal and interictal periods (Fig. 1 C, bottom). The exact cut-off between validation and
test data was chosen so that both contained an equal amount of interictal data. This procedure
guaranteed that training and validation data always chronologically preceded test data and that
training, validation and test data were chronologically separated. This constraint on data, which
required patients to have had at least three seizures, reduced the analysis to 21 patients whose
data could be separated for such a pseudo-prospective approach.
Neural networks and training
We primarily used one-dimensional convolutional neural networks (CNNs), as they have been
shown to provide robust classification performance based on multi-dimensional timeseries data.14
To use the wristband sensor data in a one-dimensional CNN (1DConv), data was down-sampled
to 4 Hz for all sensors in order to provide the same vector length for each 30-second segment.
Figure 5 shows a summary of the CNN parameters used.
We also compared our results to a two-dimensional convolutional neural network (2DConv)
that used the power spectral density (PSD, FFT routine; 30-second, non-overlapping Hanning
windows) of signals sampled at 64 Hz (if originally sampled below 64 Hz, signals were upsam-
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pled by repeating values). PSD data were then reshaped in 31 by 31 images of depth 6 for use
in neural networks. The use of 2DConv networks using PSD was motivated by encouraging
results of similar approaches using EEG and ECoG data.15, 16
We used balanced learning to handle imbalanced training sets, repeating either pre- or in-
terictal segments in the training set until a 50-50 preictal-interictal balance was achieved. All
networks were trained for 1000 epochs. To limit CNNs from overfitting, we kept the CNN
architecture simple and shallow.
Performance metrics and statistical tests
Performance was assessed on out-of-sample test data using the area under the receiver operating
curve (AUC) and improvement over chance based on F1 scores (IoC). AUC is commonly used
to assess performance in classification problems. AUC scores were obtained for ten network
executions (pseudo-prospective approach) or all folds (leave-one-out approach, five network
executions each). A one-sample t-test was used to compare AUC-values against chance (i.e.,
AUC=0.5).
The F1 score is the harmonic mean between precision and recall and, as a single metric,
evaluates how well a classification algorithm performs on the minority class. The use of F1
scores as an additional method was motivated by the observation that F1 scores may provide
more reliable performance estimates in skewed, imbalanced data sets,17, 18 such as in classifica-
tion problems in epilepsy where interictal data typically outnumber preictal data. F1Test scores
were obtained for ten network executions (pseudo-prospective approach) or all folds (leave-one-
out approach, five network executions each). To compare our algorithms to a chance predictor,
the F1 score was obtained for random predictions (i.e., randomly shuffled test set lablels, which
maintains the numbers of pre- and interictal classifications but unlinks any correlation to the
data) averaged across 1000 randomizations (pseudo-prospective approach; 1000 randomization
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per fold for the leave-one-out approach) resulting in a mean F1Chance score. Improvement over
chance (IoC) was then defined as IoC = F1Test−F1Chance
1−F1Chance and used as the main performance
metric in this article. A one-sample t-test was used to compare IoC-values against chance (i.e.,
IoC=0). IoC has been repeatedly used in epilepsy forecasting research as a meaningful metric
to characterize algorithm performance.2, 7, 16
Results
We assessed the utility of CNNs in distinguishing pre- from interictal states using long-term,
multi-modal wristband sensor data12 obtained during epilepsy monitoring. Neural network
based assessments were done for each patient individually and for two approaches, a leave-
one-out cross-validation approach and a pseudo-prospective approach (Fig. 1).
Leave-one-out approach
The Leave-one-out approach required patient datasets to contain at least two seizures. With this
constraint, we analyzed a total of 50 patients with a total of 157 seizures and a recording time
of 1425.92 hours (1270.18 hours interictal, 155.74 hours preictal; Figure 4).
Each fold of the leave-one-out approach was executed five times, and average results with
standard deviations were reported for each patient. Area under the receiver operating curve
(AUC) values and improvement over chance (IoC) values using the 1DConv network are de-
picted along with seizure number and data duration for all patients in figure 2. Overall, a
prediction better than chance was obtained for more than half of the patients (Fig. 2 A, B, blue
markers; AUC significant for 30/50 patients, AUC = 0.714 ± 0.121; IoC significant for 29/50
patients, IoC = 0.377± 0.229). In comparison, the 2DConv network did not exhibit an overall
better performance (AUC significant for 26/50 patients, AUC = 0.595± 0.069; IoC significant
for 29/50 patients, IoC = 0.164± 0.131).
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Pseudo-prospective approach
Although our data here is comparably short, we attempted a pseudo-prospective evaluation to
assess our approach under more realistic conditions. Requiring validation and test data to be
chronologically following training data with at least one seizure each reduced our analysis to 21
patients. Networks were executed ten times, and average results with standard deviations were
reported (Fig. 3 A, B, blue markers; AUC significant for 9/21 patients, AUC = 0.627± 0.090;
IoC significant for 8/21 patients, IoC = 0.221 ± 0.144). The 2DConv network again did not
exhibit an overall better performance (AUC significant for 9/21 patients, AUC = 0.572±0.062;
IoC significant for 13/21 patients, IoC = 0.094± 0.061).
Discussion
Here we assessed the utility of physiological sensor data recorded from a wristband to estimate
seizure risk. The ability to robustly differentiate preictal from an interictal states is a neces-
sary prerequisite for any seizure forecasting or seizure risk assessment.2 For this classification
process, we used convolutional neural networks which have demonstrated outstanding perfor-
mance in classification tasks in several domains,14 more recently also including epilepsy.15, 16
Our work is motivated by the potential benefits for patients and clinicians from a robust seizure
gauge. Forecasting seizures would provide patients with timely warning to adapt daily activ-
ities and allow clinicians to titrate therapies and develop novel interventions that potentially
could prevent impending seizures.1, 19 Peripheral sensor data that can be recorded easily and
non-invasively with a wristband would be desirable for such a purpose since approaches based
on ECoG7 or a large number of scalp EEG channels11 limit broad clinical application.
Of the patients included in our analysis, about half displayed a significant improvement over
chance (IoC) for both evaluation schemes, leave-one-out and pseudo-prospective approaches.
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On the one hand, these performance values may not appear as strong as what is reported in
other recent studies where the majority of patients exhibited predictability levels better than
chance.15, 16 On the other hand, these results suggest that seizure forecasting might also be fea-
sible with relatively short, noisy, multi-modal signals recorded from wristbands far away from
the brain. The better-than-chance classification performance in about half of the patients was
obtained despite the comparably brief duration of data, where training sometimes only involved
one or two seizures, and the variability in seizure types, data duration, age and wristband lo-
cation. Apart from the criteria to label pre- and interictal data, we used no other preselection
or preprocessing, but instead included the data in raw format ”as is” in an attempt to maximize
the transferability of our approach to real-world, noisy conditions. Predictability performance
across patients did not depend on wristband location, overall duration of data, or seizure type.
Seizure forecasting builds on the notion that a preictal state, during which a seizure is more
likely to occur soon, can be reliably distinguished from interictal states. To this end, most stud-
ies have focused on data recorded either from ECoG and EEG or from ECG. ECG has thus been
a long-standing example that peri- and preictal changes can not only be detected within the cen-
tral nervous system but are also reflected in a variety of cardiac effects.20–22 Cardiac activity is
controlled by parasympathetic and sympathetic branches of the autonomic nervous system, with
the former producing an inhibitory response and the latter producing an excitatory response on
heart rate.23 Preictal changes in brain activity that occur in or propagate to autonomic control
centers may affect this autonomic balance and, consequently, affect cardiac activity during the
leadup to a seizure. A recent study that compared the information content in ECoG, EEG and
ECG in terms of identifying preictal states found that single-channel ECG contains a compara-
ble amount of information to multi-channel EEG,24 which highlights the relevance of peripheral
sensors for seizure forecasting. Autonomous nervous system changes are captured by the wrist-
band sensors used in this study in several ways. Electrodermal activity is known to be sensitive
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to sympathetic innervation. Blood volume pressure curves contain information about heart rate
which is controlled by the parasympathetic and sympathetic interplay. Similarly, body temper-
ature is known to be maintained by the autonomic nervous system. The approach proposed in
this study builds on monitoring these autonomous nervous system functions along with actig-
raphy, which indirectly also monitors resting periods and sleep, and therefore pioneers seizure
forecasting capabilities based on such multi-modal sensor data, going beyond more traditional
ECoG/EEG and ECG approaches.
In our approach, we used the same model for all patients, albeit models were trained for each
patient individually. While it is possible that model hyperparameters individualized for each
patient might bring about better performances, we chose to have the same model architecture
across patients that could potentially be implemented ”out-of-the-box” in future prospective
settings. Previous studies using CNNs for seizure forecasting have relied on power spectral
densities converted to two-dimensional images used in neural networks.15, 16 In contrast, our
approach relied on one-dimensional convolutional networks where we used raw sensor data
for inputs directly, thus requiring less preprocessing. Although we did not do an extensive
comparison in terms of model hyperparameters, we found that, at least for the two models
chosen here, the 1DConv networks using raw data performed slightly better than the 2DConv
network using the data’s power spectrum.
Our evaluation used two different approaches, each of which has certain advantages and
disadvantages. Leave-one-out approaches have the advantage that all seizures can be used for
training and validation to obtain an estimate of algorithm performance. This can be desirable
particularly for relatively short data durations, such as ours. For this reason, leave-one-out cross-
validation approaches have been used to assess seizure prediction and detection performance in
epilepsy research.13, 15 We here applied a leave-one-out approach to preictal intervals belonging
to different seizures in order to assess the algorithmic ability to differentiate pre- from interictal
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states. For a forecasting algorithm to be used in real-world conditions to assess future seizure
risk, classification of incoming data into pre- and interictal classes has to be performed in a
prospective manner using data recorded after the training and validation periods. A pseudo-
prospective assessment benefits particularly from large data sets with sufficient data for training
and pseudo-prospective validation and testing.16
Results need to be interpreted in the setting of data acquisition. One limitation of our study
is the relative short duration of recordings which covered only a few days of continuous data
per patient. Training data benefits from long periods of data where algorithms can better learn
to generalize and which gives a more realistic account of seizure forecasting capabilities. How-
ever, the current dataset is unique in the sense that it contains multi-modal sensor data over
several days from a relatively large number of epilepsy patients. The better-than-chance pre-
dictability in about half of the patients in this study is therefore encouraging for future, longer
trials using these sensors. Another limitation is the absence of benchmarks to compare our ap-
proach to. While we compared our results to chance predictors in out-of-sample test data, the
uniqueness and novelty of the current dataset limits more comprehensive comparison to other
approaches. There is growing awareness of the benefits of creating data warehouse ecosystems
that allow rigorous and continuous reevaluation and benchmarking by making data and algo-
rithms available to many researchers.25 We expect that these open-science efforts will increase
the reproducibility and help benchmark and improve algorithms, such as the ones proposed in
the current study, in the future. Finally, other clinically meaningful metrics, such as false alarm
rate, or time between seizure warning and actual seizure, that characterize an algorithm’s fore-
casting performance may be desirable. These metrics, however, build on top of classifications
and require further post-processing. Due to the brevity of the data and the absence of other
relevant benchmarks to compare our approach to, we did not consider this useful in the current
context. Instead our main goal in this study was more basic, to assess whether the combination
12
of peripheral wristband sensor data and deep learning might be able to differentiate pre- from
interictal states with a better-than-chance performance. For this purpose, AUC and IoC, which
have both been used in several other forecasting studies,2, 7, 16, 25, 26 are valid metric which also
allow future comparison and benchmarking.
Seizure forecasting is likely to bring about notable benefits for epilepsy patients and clini-
cians. In order to make seizure forecasting available for broad use, non-invasive, easily appli-
cable techniques are greatly desirable. We here assessed the capability of multi-modal wrist-
band sensor data in combination with deep learning to reliably distinguish pre- from interictal
states. Our results demonstrate a better-than-random predictability in about half the patients,
even when a pseudo-prospective approach on out-of-sample test data was taken. Future, more
long-term studies should help to validate the utility of this approach.
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Figure 1: Schematic outline of data processing in order to predict pre- and interictal states. A,
continuous recording of timeseries data. B, data separation into preictal and interictal segments.
C, separation into training, validation and test data for each approach, leave-one-out (example
shown for first seizure) and pseudo-prospective. D, training, validation and out-of-sample test-
ing using convolutional neural networks.
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Figure 2: Prediction performance for the leave-one-out approach using a one-dimensional
convolutional network (1DConv, n=50 patients). A, area under the receiver operating curve
(AUC; blue markers indicate a performance significantly better than chance). B, improvement
over chance (IoC). C, seizure count. D, total duration of data analyzed.
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Figure 3: Prediction performance for the pseudo-prospective approach using a one-dimensional
convolutional network (1DConv, n=21 patients). A, area under the receiver operating curve
(AUC; blue markers indicate a performance significantly better than chance). B, improvement
over chance (IoC). C, seizure count. D, total duration of data analyzed.
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Patient data
Patient 
ID
10
14
13
13
0.8
12
13
8
15
13
11
5
4
2
2
9
15
8
13
13
12
15
2
2
10
3
388 
390 
392 
399 
410 
411 
417 
418 
419 
421
423 
425 
427 
428 
432 
440 
443 
444 
446 
466 
467 
475 
482 
493 
496 
506
Age 
[Years]
Location
Wristband
14
8
3
21
16
5
3
6
7
10
9
0.66
9
27
0.44
2
14
7
9
11
19
1
11
17
No. of 
Seizures
Preictal
[Minutes]
Interictal
[Minutes]
180.0 
180.0 
120.0 
240.0 
120.0 
120.0 
275.5 
180.0 
180.0 
180.0 
120.0 
120.0 
120.0 
240.0 
120.0 
300.0 
181.5 
64.5 
120.0 
240.0 
180.0 
180.0 
120.0 
240.0 
180.0 
480.0
597.5 
914.5 
2243.5 
2356.0 
204.0 
2228.5 
2714.0 
545.5 
1983.5 
1753.5 
2270.5 
807.0 
1370.0 
1427.5 
185.5 
1113.5 
1764.5 
2255.5 
4536.5 
2986.5 
1890.0 
2116.5 
3806.5 
3215.0 
187.0 
832.0
right wrist
left wrist 
right ankle 
left wrist 
right ankle 
right wrist 
left ankle 
right ankle 
right wrist 
left wrist 
left wrist 
left wrist 
left ankle 
left ankle 
right ankle 
left ankle 
right ankle 
right wrist 
left wrist 
right wrist 
right wrist 
left ankle 
left ankle 
left ankle 
right wrist 
right wrist
Patient 
ID
Age 
[Years]
Location
Wristband
No. of 
Seizures
Preictal
[Minutes]
Interictal
[Minutes]
192 
198 
210 
212 
221 
224 
236 
243 
263 
284 
296 
302 
303 
309  
329 
330
353 
356 
365 
370 
372 
378 
380 
387
3 
3 
2 
4 
2 
2 
5 
3 
3 
3 
2 
2 
2 
4 
2 
5 
4 
2 
2 
4 
3 
3 
2 
4 
3 
8
10
3 
2 
3 
4 
2 
2 
3 
2 
2 
6 
4 
5 
2 
2 
2 
2 
4 
3 
2 
2 
2 
2 
3
657.0
138.5 
120.0 
180.0 
214.5 
120.0 
120.0 
180.0 
120.0 
120.0 
360.0 
240.0 
300.0 
119.5 
120.0 
120.0 
120.0 
193.0 
180.0 
120.0 
120.0 
120.0 
120.0 
180.0 
3398.5 
1136.0 
864.5 
395.0 
1160.5 
2645.5 
98.0 
570.5 
391.0 
753.0 
1134.5 
1478.0 
2541.0 
617.0
231.5 
16.5 
1660.5 
526.5 
1616.5 
702.5 
474.0 
22.5 
3009.0 
4464.0 
right wrist 
left ankle 
right ankle 
right ankle 
left wrist
left wrist
left ankle 
left wrist 
left wrist 
left ankle 
right ankle 
right ankle 
left ankle 
right wrist 
right ankle 
left ankle 
left ankle 
left ankle 
right ankle 
right wrist 
right ankle 
left ankle 
right wrist 
right wrist
Figure 4: Summary of patient characteristics.
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Network architecture
Layer number Layer type Filters / Kernel size or Nodes Layer parameters
Conv1D
Dropout
Conv1D
MaxPool1D
Conv1D
Dropout
Conv1D
AvgPool1D
Dropout
Dense
1
2
3
4
5
6
7
8
9
10
50/10
NA
50/10
3
80/10
20
80/10
NA
NA
1
activation = ReLU
dropout rate = 0.7
activation = ReLU
NA
activation = ReLU
dropout rate = 0.7
activation = ReLU
NA
dropout rate = 0.7
activation = sigmoid
Figure 5: One-dimensional convolutional (1DConv) network topology used. Learning rate was
set to 0.0001.
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