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bstract
We extend a meshless method of fundamental solutions recently proposed by the authors for the one-dimensional two-phase
nverse linear Stefan problem, to the nonlinear case. In this latter situation the free surface is also considered unknown which is
ore realistic from the practical point of view. Building on the earlier work, the solution is approximated in each phase by a linear
ombination of fundamental solutions to the heat equation. The implementation and analysis are more complicated in the present
ituation since one needs to deal with a nonlinear minimization problem to identify the free surface. Furthermore, the inverse problem
s ill-posed since small errors in the input measured data can cause large deviations in the desired solution. Therefore, regularization
eeds to be incorporated in the objective function which is minimized in order to obtain a stable solution. Numerical results are
resented and discussed.
 2014 IMACS. Published by Elsevier B.V. All rights reserved.
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.  Introduction
The two-phase direct Stefan problem requires determining the temperature distribution and the moving free interface
hen the initial and boundary conditions, as well as the thermal properties of the bi-material involved, are known,
ee e.g. [19]. Under various boundary conditions it was shown to be well-posed, see [3,5,6]. In contrast to the direct
roblem, inverse Stefan problems require determining some initial temperature and/or boundary conditions, and/or
hermal properties from additional information, which may involve the partial knowledge of the free surface, the
emperature measured at some points inside the medium or on the boundary, the heat flux, etc., see [10].
In comparison to the studies on the one-phase flow, the literature on solving two-phase inverse Stefan problems
s much more scarce, see [1,17,20]. However, these inverse design Stefan problems were linear because in their
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formulation the position of the moving interface is considered known. When the position of the moving interface is
unknown and also no temperature or heat flux boundary conditions are specified on a part of the boundary then one
deals with a nonlinear and ill-posed inverse Stefan problem, see [11]. Although the uniqueness of a solution in Hölder
spaces for such a class of two-phase inverse nonlinear Stefan problems holds, see [10,12], these problems are still
ill-posed because there is no continuous dependence of the solution on the input data.
The plan of the paper is as follows. In Section 2, we give the mathematical formulation of the one-dimensional
two-phase inverse nonlinear Stefan problem and point out its ill-posedness. In Section 3, we describe the regularized
numerical meshless method of fundamental solutions (MFS) for constructing a stable solution to the inverse problem.
Section 4 presents and discusses numerical results obtained for some typical test examples with and without noise
included in the input data. Finally, Section 5 presents conclusions and possible future work.
2.  Mathematical  formulation
Assume that the interface
s(t) ∈  (0,  l],  for t ∈  (0,  T  ], (2.1)
and s(0) is given, and denote by
QT =  {(x,  t) ∈  (0,  l] × (0,  T ]}
the two-phase rectangular domain (0, l) ×  (0, T], which is subdivided by the interface into the two subdomains
D1T =  {(x,  t) ∈  QT |0 <  x <  s(t),  t ∈  (0,  T  ]},
D2T =  {(x,  t) ∈  QT |s(t) <  x  <  l,  t ∈  (0,  T  ]}.
We investigate the inverse nonlinear two-phase one-dimensional Stefan problem which requires finding the triplet
solution (u1, u2,  s) ∈  C2,1(D1T ) ×  C2,1(D2T ) × (C([0,  T  ]) ∩ C1(0,  T  ])),  satisfying (2.1), the heat equations
∂u1
∂t
= α1 ∂
2u1
∂x2
,  (x,  t) ∈ D1T (2.2a)
∂u2
∂t
=  α2 ∂
2u2
∂x2
,  (x,  t) ∈  D2T (2.2b)
where αn > 0 is the thermal diffusivity of the heat conductor DnT for n  = 1, 2, the initial conditions at t  = 0
u1(x,  0) =  u01(x),  x  ∈  [0,  s(0)],  (2.3a)
u2(x,  0) =  u02(x),  x  ∈ [s(0),  l],  (2.3b)
the interface Stefan conditions at x = s(t)
u1(s(t),  t) =  u2(s(t),  t) =  u∗(t),  t  ∈  (0,  T ],  (2.4a)
s′(t) =  −K1 ∂u1
∂x
(s(t),  t) +  K2 ∂u2
∂x
(s(t),  t),  t ∈  (0,  T  ],  (2.4b)
where Kn = kn/(ρ2L), and kn, ρn, L  are the thermal conductivities, densities and latent heat, respectively, of D1T (water)
and D2T (ice), and the Cauchy boundary conditions at x = l
u2(l,  t) =  fl(t),  t  ∈  (0,  T  ],  (2.5a)
k2
∂u2
∂x
(l,  t) =  gl(t),  t  ∈  (0,  T ],  (2.5b)
We also impose the compatibility conditions at the corners (x, t) = (s(0), 0) and (l, 0), namely
0 0 ∗u1(s(0)) =  u2(s(0)) =  u (0),  (2.6a)
u02(l) =  fl(0),  k2
du02
dx
(0) =  gl(0).  (2.6b)
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(Fig. 1. Sketch of the two-phase inverse nonlinear Stefan problem (2.1)–(2.5).
Remark that the fixed boundary x  = l  is overspecified because both Dirichlet and Neumann (i.e. Cauchy) data are
rescribed in (2.5a) and (2.5b), whilst the fixed boundary x = 0 is underspecified because no condition is prescribed on
t. Physical quantities of interest related to this hostile or inaccessible boundary are the temperature
u1(0,  t) =  f0(t),  t  ∈ (0,  T  ],  (2.7a)
he heat flux
−k1 ∂u1
∂x
(0,  t) =  g0(t),  t ∈  (0,  T  ],  (2.7b)
nd the mass∫ s(t)
0
u1(x,  t) dx  =  E(t),  t  ∈  (0,  T  ].  (2.7c)
This data can also be required to satisfy the compatibility conditions at the origin (x, t) = (0, 0), namely,
f0(0) =  u01(0),  g0(0) =  −k1
du01
dx
(0),  E(0) =
∫ s(0)
0
u01(x) dx.  (2.8)
A sketch of the conditions in the two-phase inverse nonlinear Stefan problem is shown in Fig. 1.
Sometimes, in practice, the measurement of both the boundary temperature (2.5a) and the heat flux (2.5b) may not
e easy and only one of this data may be available. In such a situation one could measure instead the upper base (i.e.
nal time) internal temperature at t = T, namely
u1(x,  T  ) =  uT1 (x),  x  ∈ [0,  s(T  )],  (2.9a)
u2(x,  T  ) =  uT2 (x),  x  ∈  [s(T  ),  l],  (2.9b)
here s(T) ∈  (0, l) is also given. However, it turns out, see [11], that this latter ‘upper base data (2.9)’ inverse problem
s more ill-posed than the former ‘Cauchy data (2.5a and 2.5b)’ inverse problem because it can have more than one
olution, i.e. the solution is not unique. However, as we shall see below, the former problem can have at most one
olution, i.e. the solution is unique, though the problem is still ill-posed since small errors in the input data (2.5) can
ause large errors in the output data (2.7). Therefore, in this study only the inverse problem given by Eqs. (2.1)–(2.6)
ill be investigated. This problem may be considered as a continuation problem of the solution of the parabolic linear
eat equation from the boundary x  = l, where the Cauchy data (2.5a and 2.5b) is given, into the domain QT . It can also
e reinterpreted as a “backward in space” inverse heat conduction problem with an “initial” transient boundary, see
18]. However, in contrast to the non-characteristic Cauchy problem, there is the unknown phase transition moving
oundary x  = s(t) in QT also to be determined and this essentially complicates the task of analytic continuation.An initial attempt would be to split the two-phase inverse Stefan problem (2.1)–(2.6) into two problems. The first
s the nonlinear inverse boundary determination problem for the pair (u2, s) satisfying equations (2.1), (2.2b), (2.3b),
2.5a and 2.5b), (2.6) and
u2(s(t),  t) =  u∗(t),  t ∈  (0,  T  ] (2.10)
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with
u02(s(0)) =  u∗(0).  (2.11)
The solution of this problem is unique, see [9], even if the initial condition (2.3b) is not imposed, see [22]. Once
the boundary x  = s(t) and the heat flux ∂u2
∂x
(s(t),  t) have been determined, the second is the linear inverse problem for
determining the temperature u1 satisfying equations (2.2a), (2.3a),
u1(s(t),  t) =  u∗(t),  t  ∈  (0,  T  ] (2.12)
with
u01(s(0)) =  u∗(0),  (2.13)
and
−K1 ∂u1
∂x
(s(t),  t) =  s′(t) −  K2 ∂u2
∂x
(s(t),  t),  t  ∈ (0,  T  ].  (2.14)
The solution of this problem is unique, see [4] even if the initial condition (2.3a) is not imposed, see [14,21].
However, both the above problems are ill-posed since their solutions do not depend continuously on the input data.
In order to obtain stable solutions regularization is necessary and this involves choosing at least two regularization
parameters, one for each problem. Besides depending on the amount of noise in the input data they depend on each
other since the first nonlinear ill-posed problem has to be solved first to provide the input for the second linear ill-posed
problem. So, this two-parameter choice becomes complicated.
Therefore, it appears more useful to solve the composite problem (2.1)–(2.6) in one go for simultaneously deter-
mining the solution (u1, u2, s) .
The problem is still ill-posed but it can now be regularized by choosing a single regularization parameter for the
unknown temperature fields. This combined approach has been used previously by the authors for simultaneously
determining a heat source and the initial temperature, see [15]. Finally, we will also investigate the case when the initial
conditions (2.3a) and (2.3b), together with the compatibility conditions (2.6a) and (2.6b), are not prescribed.
3.  The  method  of  fundamental  solutions
We approximate the solutions (u1, u2) of the heat equations (2.2a) and (2.2b) using the method of fundamental
solutions (MFS) for the unsteady heat conduction in composite layered materials, recently developed by the authors in
[7,16,17]. In the MFS, we approximate u1 and u2 by linear combinations of fundamental solutions of the heat equation
Gn(x,  t; y,  τ) = H(t  −  τ)√4αnπ(t  −  τ)
exp
(
− (x −  y)
2
4αn(t  −  τ)
)
, n  =  1,  2,  (3.1)
where H  is the Heaviside function, of the form
un(x,  t) =
M∑
j=1
c
(n)
j Gn(x,  t; y(n)j , τj),  (x,  t) ∈  DnT ,  n  =  1,  2.  (3.2)
In expression (3.2), the source points (y(n)j , τj) for j  =  1,  M  and n  = 1, 2, are located outside the solution domains DnT
in the following way:
y
(1)
j =
⎧⎪⎪⎨
⎪⎪⎩
−h, j  =  1,  2M1
h  +  s3M1−j+1,  j  =  2M1 +  1,  3M1
h  +  s4M1−j+1, j =  3M1 +  1,  4M1
(3.3a)
⎧⎪−h  +  s ,  j  =  1,  M
y
(2)
j =
⎪⎨
⎪⎪⎩
M1−j+1 1
−h  +  s2M1−j+1,  j  =  M1 +  1,  2M1
l +  h,  j  =  2M1 +  1,  4M1
(3.3b)
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here h  is a preassigned MFS positive parameter giving the distance between the source points and the boundary,
 = 4M1,
τj = (2j  −  1 −  2M1)T2M1 for j  =  1,  2M1,
j =  τj−2M1 for j =  2M1 +  1,  4M1, and sj =  s(τj+M1 ) for j  =  1,  M1,  see Fig. 2 for a representation of the domains,
oundaries and placement of source points.
The 2M  unknown coefficients c =  (c(n)j )
n=1,2
j=1,M and the M1 = M/4 discretization points s  = (sj)j=1,M1 of the unknown
ree boundary have to be determined by collocating the conditions (2.3)–(2.6), as described next. Let us select a uniform
istribution of collocation points given by
t0 =  0,  ti = (2i  −  1)T2M1 =  |τ2M1−i+1|,  i  =  1,  M1,
t˜i = iT
M2
for i  =  0,  M2,
x
(k)
1 =
ks(0)
K  +  1 , x
(k)
2 =  s(0) +
k(l  −  s(0))
K  +  1 , k  =  1,  K, (3.4)
nd collocate equations (2.3)–(2.6) as follows:
un(x(k)n ,  0) =  u0n(x(k)n ),  k  =  1,  K, n  =  1,  2,  (3.5)
u1(si,  ti) =  u2(si,  ti) =  u∗(ti),  i =  0,  M1, (3.6)
−K1 ∂u1
∂x
(si,  ti) +  K2 ∂u2
∂x
(si, ti) =  s′(ti) =
⎧⎪⎪⎨
⎪⎪⎩
s(t1) −  s(0)
t1
,  i = 1
s(ti) − s(ti−1)
ti −  ti−1 , i = 2, M1
, i =  1,  M1, (3.7)
u2(l, t˜i) =  fl(t˜i),  k2 ∂u2
∂x
(l, t˜i) =  gl(t˜i), i  =  0,  M2.  (3.8)
n total, via (3.2), Eqs. (3.5)–(3.8) form a system of (2K  + 3M + 2M + 4) equations with 9M unknowns (c, s). In1 2 1
eneral, we require to have at least as many equations as unknowns and therefore we require
2M2 +  2K  +  4≥6M1, or M2 +  K  +  2≥3M1.
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Note that this system is linear in c, but it is nonlinear in s. In addition, our inverse problem is ill-posed. Therefore,
we apply the nonlinear Tikhonov regularization method based on minimizing the non-linear regularized least-squares
functional
F(c, s) =
2∑
n=1
K∑
k=1
⎛
⎝ M∑
j=1
c
(n)
j Gn(x(k)n ,  0; y(n)j ,  τj) −  u0n(x(k)n )
⎞
⎠
2
+
M1∑
i=0
⎛
⎝ M∑
j=1
c
(1)
j G1(si,  ti; y(1)j , τj) −  u∗(ti)
⎞
⎠
2
+
M1∑
i=0
⎛
⎝ M∑
j=1
c
(2)
j G2(si,  ti; y(2)j , τj) −  u∗(ti)
⎞
⎠
2
+
M1∑
i=1
⎛
⎝ M∑
j=1
[
K2c
(2)
j
∂G2
∂x
(si, ti; y(2)j , τj) −  K1c(1)j
∂G1
∂x
(si,  ti; y(1)j ,  τj)
]
−  s′(ti)
⎞
⎠
2
+
M2∑
i=0
⎛
⎝ M∑
j=1
c
(2)
j G2(l, t˜i; y(2)j ,  τj) −  fl(t˜i)
⎞
⎠
2
+
M2∑
i=0
⎛
⎝ M∑
j=1
c
(2)
j k2
∂G2
∂x
(l, t˜i; y(2)j ,  τj) −  gl(t˜i)
⎞
⎠
2
+  λ1|c|2 +  λ2|s|2, (3.9)
where λ1, λ2 ≥  0 are regularization parameters which can be prescribed according to some criterion, e.g. the L-surface,
or, more simply, by trial and error. Note that in the last term of (3.9), for simplicity and in a first attempt, we have
imposed that s  ∈  C[0, T], but more regularity such as s ∈  C1[0, T] can also be imposed in order to get some stability
estimates.
In imposing the flux boundary conditions (2.4b) and (2.5b) the x-partial derivative of (3.1) is needed, as given by
∂Gn
∂x
(x,  t; y,  τ) =  − (x  −  y)H(t  −  τ)
2
√
4πα3n(t  −  τ)3
exp
(
− (x −  y)
2
4αn(t  −  τ)
)
, n  =  1,  2.
The minimization of the functional (3.9) is performed using the MATLAB toolbox lsqnonlin  which is designed to
minimize a sum of squares of arbitrary differentiable functions. The gradient does not need to be supplied by the user
and the simple bounds on the variables
0 <  si <  l for i  =  1,  M1 (3.10)
are also allowed.
The initial guess to start the iterative process is arbitrary and in this study we take c0 = 0 and s0 = s(0).
4.  Numerical  results  and  discussion
In this section, we apply the MFS outlined in the previous section to the inverse two-phase nonlinear Stefan problem
(2.1)–(2.6). In the first two examples we have analytical solutions available and we also investigate for one of them
the case when the initial conditions (2.3a) and (2.3b) are not given. In the third example, an analytical solution is not
available. Previous experience with applying the MFS for the heat equation, [16,17], suggests that the MFS parameter
h should be not too small (which will result in less accurate approximations) nor too large (which will increase the
ill-conditioning of the system). In this section, the value of h, as well as the values of the regularization parameters λ1
and λ2, are chosen by trial and error. Nevertheless, more rigorous investigations on these choices should be undertaken
in a future work.
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.1.  Example  1
Let us take T  = 1, l = 2, α1 = 2, k1 = 1, α2 = 1, k2 = 2, K1 = 1, K2 = 2. We also choose in Eqs. (2.3a) and (2.3b) the
nitial conditions
u1(x,  0) =  u01(x) =  2
[
exp
(
0.5 −  x
2
)
−  1
]
,  x  ∈  [0,  s(0) =  0.5] (4.1a)
u2(x,  0) =  u02(x) =  exp(0.5 −  x) −  1,  x ∈  [0.5 = s(0),  l  =  2].  (4.1b)
We also take u∗(t) = 0 such that (2.4a) becomes
u1(s(t),  t) =  u2(s(t),  t) =  0,  t ∈  (0,  T  =  1],  (4.2)
nd take the Cauchy boundary conditions (2.5a) and (2.5b) specified by
u2(2,  t) =  fl(t) =  exp(t  −  1.5) −  1,  t  ∈  [0,  T =  1], (4.3a)
k2
∂u2
∂x
(2,  t) =  gl(t) =  −2 exp(t  −  1.5),  t ∈  [0,  T =  1].  (4.3b)
hen the analytical solution of the inverse Stefan problem (2.1), (2.2), (2.4), (4.1)–(4.3) is given by
u1(x,  t) =  2
(
exp
(
t +  0.5 −  x
2
)
−  1
)
, (x,  t) ∈  D1T , (4.4a)
u2(x,  t) =  exp(t  +  0.5 −  x) −  1,  (x,  t) ∈  D2T ,  (4.4b)
s(t) =  t +  0.5,  t ∈  [0,  T  =  1],  (4.4c)
hich can be verified by direct substitution.
Of particular interest is to recover the missing data at the inaccessible hostile boundary x  = 0, given by the boundary
emperature
u1(0,  t) =  f0(t) =  2
(
exp
(
t +  0.5
2
)
−  1
)
, t ∈  [0,  T  =  1] (4.5a)
he heat flux
−k1 ∂u1
∂x
(0,  t) =  g0(t) =  exp
(
t +  0.5
2
)
,  t  ∈ [0,  T  =  1] (4.5b)
nd the mass∫ s(t)
0
u1(x,  t) dx  =  E(t) =  2
(
2 exp
(
t +  0.5
2
)
−  t  −  2.5
)
,  t ∈  [0,  T  =  1].  (4.5c)
f we consider the boundary temperature (4.3a) at x  = l  = 2 as the quantity which is physically measured in practice,
hilst the heat flux (4.3b) is prescribed, in order to take into account the uncertainties in the measurement we add to
t random additive noise generated as
uδ2(1,  t) =  f δl (t) =  fl(t) +  N(0,  σ2), (4.6)
here N(0, σ2) represents the normal distribution with mean zero and standard deviation σ  which is taken to be
σ  =  δ ×  max
t∈[0,1]
|fl(t)|,  (4.7)
2here δ  is the percentage of noise. In MATLAB, N(0, σ ) is generated by multiplying σ  with randn (a matrix of
ormally distributed pseudorandom numbers).
Fig. 3(a)–(d) shows the numerical MFS solutions for s(t), u1(0, t), −k1 ∂u1∂x (0,  t) and E(t), as functions of t  ∈  [0,
], obtained with M1 = 20, M2 = 40, K  = 40, i.e. 2K  + 3M1 + 2M2 + 4 =224 equations with 9M1 = 180 unknowns, for no
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Fig. 3. The numerical (•••) MFS solutions for: (a) s(t), (b) u1(0, t), (c) −k1 ∂u1∂x (0, t), and (d) E(t), as a function of t ∈ [0, 1], obtained with M1 = 20,
M2 = 40, K = 40, h = 3 for no noise δ = 0 and λ1 = λ2 = 0 in comparison with the exact (—) solutions (4.4c), (4.5a)–(4.5c), respectively, for Example
1.
noise, i.e. δ  = 0, and λ1 = λ2 = 0, in comparison with the exact solutions (4.4c), (4.5a)–(4.5c), respectively. In calculating
the mass (2.7c) using the MFS the following integral is needed:
∫ s(t)
0
G1(x,  t; y,  τ) dx  = H(t  −  τ)2
[
erf
(
s(t) −  y√
4α1(t  −  τ)
)
−  erf
( −y√
4α1(t  −  τ)
)]
,  (4.8)
where erf is the error function.
Fig. 4(a)–(d) shows the same as Fig. 3(a)–(d), but for δ  = 1% and δ  = 5% noise and λ1 = λ2 = 10−6. In Figs. 3 and 4
it can be seen that stable and accurate numerical MFS solutions are obtained.
Next, we look at the case when the initial conditions (4.1a) and (4.1b) are not imposed. In this case the first term in
the right-hand side of (3.9) drops out, i.e. Eq. (3.5) is not imposed, such that, via (3.2), Eqs. (3.6)–(3.8) form now a
smaller system of (3M1 + 2M2 + 4) equations with 9M1 unknowns, and we require M2 + 2 ≥3M1.
Figs. 5(a)–(d) and 6(a)–(d) represent the same quantities as Figs. 3(a)–(d) and 4(a)–(d), respectively, but obtained
with M1 = 10 and M2 = 40, i.e. 3M1 + 2M2 + 4 =114 equations with 9M1 = 90 unknowns. In addition, Figs. 5e and 6e
present the numerical results for the initial temperature
u(x,  0) =
{
u1(x,  0),  x ∈ [0,  s(0) =  0.5]
u2(x,  0),  x ∈ [0.5 =  s(0),  l =  2]
(4.9)
in comparison with the exact solution given by Eqs. (4.1a) and (4.1b). Again, even when we are missing the initial
data (2.3a) and (2.3b), we obtain accurate and stable results in all figures, although some instabilities start to manifest
in the retrieved heat flux in Fig. 6(c).So far, Example 1 has investigated retrieving a linear function of t  for the free surface (4.4c). In the next example
we consider a nonlinear variation.
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Fig. 4. The numerical MFS solutions for: (a) s(t), (b) u1(0, t), (c) −k1 ∂u1∂x (0,  t), and (d) E(t), as a function of t ∈ [0, 1], obtained with M1 = 10,
M
r
4
E
w
W2 = 20, K = 20, h = 3 for δ = 1% (•) and δ = 5% () noise and λ1 = λ2 = 10−6 in comparison with the exact (—) solutions (4.4c), (4.5a)–(4.5c),
espectively, for Example 1.
.2.  Example  2
Let us take T  = 1, l = 1, α1 = 0.5, α2 = 1, k1 = 0.5, k2 = 1, L  = 1, ρ2 = 1, K1 = 0.5, K2 = 1, and u∗ = 0. We also choose in
qs. (2.3a) and (2.3b) the initial conditions
u1(x,  0) =  u01(x) =  1 −
erf
(
x
2
√
α1t0
)
erf
(
γ
2√α1
) , x  ∈ [0,  s(0) =  0.4] (4.10a)
u2(x,  0) =  u02(x) =  1 +
erfc
(
x
2
√
α2t0
)
erfc
(
γ
2√α2
) , x  ∈  [0.4 =  s(0),  l  =  1] (4.10b)
here γ = 0.479611, t0 = 0.695571 and erf and erfc are the error and the complementary error function, respectively.
e also take the interface condition (4.2) and the Cauchy boundary conditions (2.5a) and (2.5b) specified by
u2(1,  t) =  fl(t) =  −1 +
erfc
(
1
2
√
α2(t+t0)
)
erfc
(
γ
2√α2
) , t  ∈ (0,  T =  1],  (4.11a)
(
1
)k2
∂u2
∂x
(1,  t) =  gl(t) =  −
k2 exp − 4α2(t+t0)√
πα2(t  +  t0) erfc
(
γ
2√α2
) ,  t ∈  (0,  T  =  1],  (4.11b)
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Fig. 5. The numerical (•••) MFS solutions for: (a) s(t), (b) u1(0, t), (c) −k1 ∂u1∂x (0, t), and (d) E(t), as a function of t ∈ [0, 1], and (e) u(x, 0) as a
function of x ∈ [0, 2], obtained with M1 = 10, M2 = 40, h = 3 for no noise δ = 0 and λ1 = λ2 = 0 in comparison with the exact (—) solutions (4.4c),
(4.5a)–(4.5c), respectively, for Example 1.
Then the analytic solution of the inverse Stefan problem (2.1), (2.2), (2.4), (4.2), (4.10) and (4.11) is given by, see
[7,8,17],
u1(x,  t) =  1 −
erf
(
x
2
√
α1(t+t0)
)
erf
(
γ
2√α1
) , (x,  t) ∈  D1T , (4.12a)
u2(x,  t) =  −1 +
erfc
(
x
2
√
α2(t+t0)
)
erfc
(
γ
2√α2
) , (x,  t) ∈  D2T , (4.12b)s(t) =  γ
√
t +  t0, t ∈  [0,  T =  1],  (4.12c)
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Nig. 6. The numerical MFS solutions for: (a) s(t), (b) u1(0, t), (c) −k1 ∂x (0, t), and (d) E(t), as a function of t ∈ [0, 1], and (e) u(x, 0) as a function of
 ∈ [0, 2], obtained with M1 = 10, M2 = 40, h = 3 for δ = 1% (•) and δ = 5% () noise with λ1 = λ2 = 10−6 in comparison with the exact (—) solutions
4.4c), (4.5a)–(4.5c), respectively, for Example 1.
hich can be verified by direct substitution. Of particular interest is to recover the missing data at the inaccessible
ostile boundary x = 0, given by the boundary temperature
u1(0,  t) =  f0(t) =  1,  t  ∈ [0,  T  =  1] (4.13a)
he heat flux
−k1 ∂u1
∂x
(0,  t) =  g0(t) = k1√
πα1(t  +  t0) erf γ2√α1
, t ∈  [0,  T  =  1] (4.13b)
nd the mass
∫ s(t) 2 √α1(t  +  t0) ( ( γ2 ))0
u1(x,  t) dx  =  E(t) =
erf
(
γ
2√α1
)
π
1 −  exp −
4α1
, t ∈ [0,  T  =  1].  (4.13c)
oise is added in the boundary temperature (4.11a), as in (4.6).
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Fig. 7. The numerical (•••) MFS solutions for: (a) s(t), (b) u1(0, t), (c) −k1 ∂u1∂x (0, t), and (d) E(t), as a function of t ∈ [0, 1], obtained with M1 = 20,
M2 = 40, K = 40, h = 2 for no noise δ = 0 and λ1 = λ2 = 0 in comparison with the exact (—) solutions (4.12c), (4.13a)–(4.13c), respectively, for Example
2.
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Fig. 8. The numerical MFS solutions for: (a) s(t), (b) u1(0, t), (c) −k1 ∂u1∂x (0, t), and (d) E(t), as a function of t ∈ [0, 1], obtained with M1 = 20,
M2 = 40, K = 40, h = 2 for δ = 1% (•) and δ = 5% () noise and λ1 = λ2 = 10−6 in comparison with the exact (—) solutions (4.12c), (4.13a)–(4.13c),
respectively, for Example 2.
B.T. Johansson et al. / Mathematics and Computers in Simulation 101 (2014) 61–77 73
0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.70
0.2
0.4
0.6
0.8
1
t
s(
t)
(a)
0 0.2 0.4 0.6 0.8 10.98
0.985
0.99
0.995
1
1.005
1.01
1.015
t
u
1
(0
,t
)
(b)
0 0.2 0.4 0.6 0.8 10.8
0.9
1
1.1
1.2
1.3
1.4
1.5
t
−k
1
∂
u
1
∂
x
(0
,t
)
(c)
0 0.2 0.4 0.6 0.8 10.18
0.2
0.22
0.24
0.26
0.28
0.3
0.32
t
E
(t
)
(d)
F
M
E
g
t
o
4
t
F
eig. 9. The numerical (•••) MFS solutions for: (a) s(t), (b) u1(0, t), (c) −k1 ∂u1∂x (0,  t), and (d) E(t), as a function of t ∈ [0, 1], obtained with M1 = 40,
2 = 80, K = 80, h = 2 for no noise δ = 0 and λ1 = λ2 = 10−12 in comparison with the exact (—) solutions (4.12c), (4.13a)–(4.13c), respectively, for
xample 2.
Figs. 7 and 8 for Example 2 are the analogous of Figs. 3 and 4 for Example 1 and the same conclusions about the
ood performance of the method are obtained. To further improve the results obtained in Fig. 7, in Fig. 9 we increase
he number of collocation and source points.
In both Examples 1 and 2 analytic solutions were available and this enabled assessing the accuracy of the numerically
btained results. The next example considers the case when an analytic solution is not available.
.3.  Example  3In this example, partially taken from [1] where a linear inverse Stefan problem was addressed, an analytic solu-
ion is not available. We take T  = 1, l = π/2, α1 = 2, α2 = 1, s(0) = π/4, K1 = 1, K2 = 2, k1 = 1, k2 = 2, u∗ = 0, gl = 0, and
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ig. 10. The direct problem MFS for u2(π/2, t) (—), as a function of t ∈ [0, 1], obtained with h = 2, M1 = 40, M2 = 60, K = 58 (i.e. K + M1 + M2 + 2 =160
quations with 4M1 = 160 unknowns) and λ = 10−14, and the perturbed data for δ = 1% () and δ = 5% (), for Example 3.
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u02(x) =  cos(2x) for x  ∈  [π4 , π2 ].  Since an analytic solution is not available the data (2.5a) is numerically simulated by
solving separately using the MFS the direct problem in the domain D2T given by Eqs. (2.2b), namely
∂u2
∂t
=  2∂
2u2
∂x2
,  (x,  t) ∈  D2T =  (s(t),  l) ×  (0,  T ],  (4.14)
Eq. (2.3b) given by
u2(x,  0) =  u02(x) =  cos(2x),  x  ∈
[π
4
,
π
2
]
, (4.15)
condition (2.4a) given by
u2(s(t),  t) =  u∗(t) =  0,  t ∈  (0,  1],  (4.16)
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Fig. 11. The numerical MFS solutions (•••) for: (a) s(t), (b) u1(0, t), (c) −k1 ∂u1∂x (0, t), and (d) E(t), as a function of t ∈ [0, 1], and (e) u1(x, 0), as a
function of x ∈ [0, π/4] obtained with M1 = 20, M2 = 40, K = 40, for no noise δ = 0 and λ1 = λ2 = 0, for Example 3. In case (a), the comparison with
the exact solution (4.18) for s(t) is also shown, and in cases (b)–(e) comparisons are made with the MFS approximation (—) that was generated
in [17].
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the boundary condition (2.5b) given by
k2
∂u2
∂x
(π
2
,  t
)
=  gl(t) =  0,  t ∈ (0,  1], (4.17)
when the free surface is known and is given by
s(t) =  arctan(1 +  t),  t  ∈  (0,  1].  (4.18)
Observe that the compatibility conditions in (2.6a) and (2.6b) given by
u02(s(0)) =  u∗(0),  k2
du02
dx
= gl(0) (4.19)
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Fig. 12. The numerical MFS solutions for: (a) s(t), (b) u1(0, t), (c) −k1 ∂u1∂x (0,  t), and (d) E(t), as a function of t ∈ [0, 1], and (e) u1(x, 0), as a function
of x ∈ [0, π/4] obtained with M1 = 20, M2 = 40, K = 40, for δ = 1% () noise and λ1 = λ2 = 10−6, for Example 3. In case (a), the comparison with the
exact solution (4.18) for s(t) is also shown, and in cases (b)–(e) comparisons are made with the MFS approximation (—) that was generated in [17].
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are automatically satisfied by the data (4.15)–(4.18). In the direct problem we collocate the Eqs. (4.15)–(4.17) and
(4.19) as
u2(x(k)2 ,  0) =  u02(x(k)2 ),  k  =  1,  K  (4.20)
u2(si,  ti) =  u∗(ti),  i  =  0,  M1 (4.21)
k2
∂u2
∂x
(l, t˜i) =  gl(t˜i),  i =  0,  M2 (4.22)
resulting in, via (3.2), a system of (K  + M1 + M2 + 2) linear equations with 4M1 unknowns c(2) =  (c(2)j )j=1,M . A nec-
essary condition for a unique solution is K  + M2 + 2 ≥3M1. This system of equations is ill-conditioned and therefore
we employ linear Tikhonov regularization with regularization parameter λ. The numerical results obtained for the
boundary temperature u2(π/2, t), as a function of t ∈  [0, 1], are shown in Fig. 10. This data, to which noise is added as
in (4.6), is then used as the input (2.5a) in the inverse problem.
The imposition of the initial condition (2.3a) cannot be arbitrary and in order to ensure that the solution exists we
simply do not impose it. In this case the first term in the right-hand side of (3.9) for n = 1 drops out, i.e. Eq. (3.5) for
n = 1 is not imposed, such that, via (3.2), equations (3.5) for n  = 2, (3.6)–(3.8) form a system of (3M1 + 2M2 + K  + 4)
equations with 9M1 unknowns, and we require 2M2 + K + 4 ≥6M1 .
Figs. 11(a)–(e) and 12(a)–(e) show the MFS solutions for s(t),  u1(0,  t),  −k1 ∂u1∂x (0,  t),  E(t) and u1(x, 0) obtained for
M1 = 20, M2 = 40, K  = 40 (i.e. 3M1 + 2M2 + K  + 4 =184 equations with 9M1 = 180 unknowns) for δ  = 0 and λ1 = λ2 = 0,
δ = 1% and λ1 = λ2 = 10−6. We note that to generate the stable results in Fig. 11 the variable and function tolerances
used in the MATLAB toolbox lsqnonlin  were reduced from 10−6 to 10−9. For the free boundary, comparison between
the MFS solution and the exact solution (4.18) made in Fig. 11(a) shows good agreement. We point out that the
reconstructions become rather inaccurate when increasing the noise level, and for δ  = 5% it is not possible to obtain
a reasonable approximation. Moreover, by inspecting Fig. 12(a)–(e) (see also Figs. 6(c) and 8(c)) we note that the
numerical solutions seem to deviate from the ‘exact’ MFS approximations that were generated in [17], as the time t
approaches the final time T. This is to be somewhat expected since if we want to recover the heat flux at x = 0 over the
whole time interval [0, T] then we need to use the Cauchy data (2.5a) and (2.5b) over an extended interval [0, T  + r],
where r  > 0 is related to the concept of ‘future times’ in the inverse heat conduction literature, see [2,13].
5.  Conclusions
In this paper, the one-dimensional two-phase nonlinear inverse Stefan problem has been investigated using a regular-
ized MFS. For both exact and noisy data the method has been shown to be accurate, stable and robust. At present there
are no other results available to compare our MFS with since this paper undertakes the first numerical investigation to
solve the inverse two-phase nonlinear Stefan problem. We mention that alternatively, one could employ the boundary
element method, as a powerful and well-suited numerical boundary discretisation approach for solving the problem.
Future work will concern extending the MFS developed in this study to multi-dimensional nonlinear Stefan problems.
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