










In dieser Arbeit beschreiben wir eine effiziente Unterteilungsmethode für die In-
terpolation mit bivariaten Splines auf beliebigen 'friangulierungen. Bei unserer Me-
thode müssen nur wenige Dreiecke einer 'frianguli~rung Ll unterteilt werden., Durch
die Unterteilung erhalten wir eine'friangulierung A, für die wir einen Interpolanten
s E S~,p (A) mit p = l3{ J und d = 2p + 1 konstruieren. Wir zeigen, dass unser Inter-
polant (fast-)optimale Approximationsordnung besitzt. Insbesondere erhalten wir für
r = 1 einen Interpolanten s E BJ (A), der nur Funktionswert und die ersten partiellen
Ableitungen in den Eckpunkten von Ll benötigt.
1 Einleitung
Im Zusammenhang mit der bivariaten Splineinterpolation spielen finite Elemente eine
wichtige Rolle. Bei diesen Methodenlmnn der interpolierende Spline durch Bedingungen
auf jedem Dreieck lokal berechnet werden. Dies hat den Vorteil, dass der Interpolant leicht
zu beschreiben ist und zudem eine lokale Basis des zugehörigen Spliner-aums existiert, so
dass er optimale Approximationsordnung besitzt. Andererseits hat Farin [16] gezeigt, dass
für einen er -Interpolanten ein Polynomgrad d ~ 4r + 1 benötigt wird. Zudem werden in
jedem Eckpunkt alle Ableitungen bis zur Ordnung p = 2r verlangt. Für e1-Splines vom
Grade 5 haben dies Strang und Fix [32] und Farin [16] untersucht. Die Interpolation mit
e2-Splines vom Grad 9 behandelt ausführlich Whelan[34].
Will man einen kleineren Polynomgrad wählen, so müssen die Dreiecke der Triangulierung
unterteilt werden. In der Literatur wurden verschiedene Unterteilungsmethoden unter-
sucht. Eine Methode ist der Clough-Tocher-Split, bei dem jedes Dreieck 6(Vl, V2, V3) in
drei kleinere geteilt wird. Diese erhält man, indem drei Kanten von den Eckpunkten Vi
zum Baryzentrum V4 des Dreiecks eingezeichnet werden. Für den Clough- Tocher-Split kann
man einen e1-Interpqlantenvom Grad 3 beschreiben.(vgl. Strang und Fix [32] und Farin
[16]). Dieser ist durch Funktionswert und partielle Ableitungen in jedem Eckpunkt, sowie
die orthogonale Ableitung im Mittelpunkt jeder Kante der ursprünglichen Triangulierung
eindeutig bestimmt. Für beliebiges r haben Sablonniere [27] und Laghchim-Lahlou und
Sablonniere [18] den Clough- T9cher-Split untersucht. Laghchim-Lahlou und Sablonniere
zeigten, dass für die Interpolation mit Elementen vom Clough- Tocher- Typ ein Polynom-
grad d = 3r für ungerades rund d = 3r + 1 für gerades r ausreicht. Zudem werden nur
Ableitungen bis zur Ordnung p = l3; J benötigt.
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Abbildung 1: Unterteilung nach Clough-Tocher
Eine andere Unterteilungsmethode ist der Powell-Sabin-Split, bei dem jedes Dreieck in
sechs Mikro-Dreiecke geteilt wird (siehe Farin [16] und Sablonniere [27]). Sablonniere[27]
hat für den Powell-Sabin-Split einen Interpolanten im Splineraum S3r-l (D.) bestimmt.
Insbesondere erhält man mit der Unterteilung nachPowell-Sabin einenC1-Interpolanten
vom Grad 2, der nur Funktionswert und erste partielle Ableitungen in den Eckpunkten
benötigt.
Andere Unterteilungsmethodenfür C2-Splines wurden von Alfeld [1] und Wang [33] be-
schrieben. Ihre Unterteilungen benötigen neun bzw. sieben Mikro-Dreiecke in jedem Drei-
eck. Für diese Unterteilung behandeln sie die Interpolation in Sg(D.).
Alle Unterteilungsmethoden mit finiten Elementen haben den Nachteil, dass jedes Dreieck
unterteilt wird und somit die Anzahl der Dreiecke durch die Unterteilung stark wächst.
Wir werden zeigen, dass man nur wenige Dreiecke unterteilen muss, wenn man den In-
terpolanten iterativ berechnet. Bei unserer Methode mu~s maximal ein Dreieck für jeden
inneren Eckpunkt unterteilt werden. Im allgemeinen ist sogar nur ein Split für zwei innere
Eckpunkte notwendig. Wir werden das Verfahren ausführlich für den Clough-Tocher-Split
behandeln. Alle Ausagen können aber auch auf andere Unterteilungsmethoden übertragen
werden.
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Für unsere Beweise verwenden wir Bernstein-Bezier-Methoden. Dieses Kapitel enthält des-
halb die wichtigsten Bezeichnungen und Aussagen über Bernstein-Bezier-Polynome und
bivariate Splines auf Triangulierungen. Im folgenden Kapitel beschreiben wir unsere Unter-
teilungsmethode und bestimmen einen Interpolanten, der (fast- )optimale Approximations-
ordnung hat. In Kapitel 3 liefern wir eine Charakterisierung für eine optimale Unterteilung
von D.. Anschließend beschreiben wir einen Lagrange- Interpolanten in Sj (Li). Das letzte
Kapitel enthält schließlich nummerische Ergebnisse für die Interpolation in Sj(D.).
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1.1 Bernstein- Bezier- Polynome
Für die Bernstein-Bezier-Darstellung werden die baryzentrischen Koordinaten eines Punk-
tes v E lR2 bezüglich eines Dreiecks T =6(VI, V2, V3) benötigt. Diese Koordinaten erhält
man als eindeutige Lösung (Al, A2, A3) des Gleichungssystems
v = AIVI + A2V2 + A3V3
1 = Al + A2 + A3
Für einen Multiindex a = (al, a2, a3) E Zt mit lai := al +a2+a3 = d heißt B~ : lR3 -+ lR
definiert durch
Bernstein-Bezier-Polynom vom Grad d. Jedes Polynomp E ITd hat eine eindeutige Dar-
stellung (vgl. de Boor [6] und Farin [16])
p(V) ~ L caB~(A(v))
lal=d
Die Koeffizienten Ca heißen die Bernstein-Bezier-Koejfizienten von p. Weiter bezeichnen
wir mit
die B ernstein- B ezier- Punkte eines Dreiecks T = 6(VI, V2, V3).
Für einen Richtungsvektor z =1= 0 und eine differenzierbare Funktion f definieren wir die
(nicht-normierte) Richtungsableitung von f durch
Dzf(v) = z grad f(v)
Nach Farin [16] gilt nun der folgende Satz.
Satz 1.1. Seien T = 6(VI, V2, V3) und T = 6(ih,ih, V3) zwei Dreiecke, p : T --t lR,
ß : T --t lR zwei Polynome mit der Bernstein-Bezier-Darstellung
p(v) = L CCtB~('\(v))
lal=d
ß(v) = L CCtB~(\(v))
lal=d






(i) Seien ZI, Z2 E lR2 zwei Vektoren und (I, (2 die zugehörigen baryzentrischen Rich-
tungsvektoren bezüglich T. Dann gilt für v + j.t 5:. d
d'
D~l D~2P = (d _ v.- j.t)! L L L Ca+ß+,Bß((I)B~((2)B~-V-I-£(A)
lal=d-v-I-£ IßI=v 1,1=1-£
(ii) Es gelte VI = VI und ).,2, A3 seien die baryzentrischen Koordinaten vonv2, V3
bezüglich T. Dann ist s in VI genau dann p-mal stetig differenzierbar, wenn für
alle/al =: d mit a2 + a3 5:. p gilt:
Ca = L L CCalI0,0)+ß+,Bß2(A2)B~3(A3)
IßI=a2 IrI=a3
(iii) Es gelte VI = VI und V2 = v2und A seien die baryzentrischen Koordinaten von V3
bezüglich T. Dann ist s. über die gemeinsame Kante VIV2 genau dann r-mal stetig-
differenzierbar, wenn für alle lai = d mit a3 ~ r gilt:
Ca = L C(al,a2,0)+ßBß3 (A)
IßI=a3
Aus diesem Satz erhalten wir die beiden folgenden Aussagen, die den Zusammenhang
zwischen den Bernstein-Bezier-Koeffizienten und den Ableitungen in den Eckpunkten und
an den Kanten beschreiben.
Satz 1.2. Sei T = 6.(VI, V2,V3) ein Dreieck, Zi := Vi - VI, i = 2,3 und p E IId mit der
Bernstein-Bezier-Darstellung Llal=d caB~ (X).
(i) Für v + j.t :::; d gilt
(ii) Für lai = d gilt
Satz 1.3. Sei T := 6.( VI, V2,V3) ein Dreieck, p E TId in der Bernstein-Bezier-Darstellung
p = Llal=d CaB~(A) und v ~ d. Weiter seien Z ein Vektor, der nicht parallel zur Kante
e := VIV2 verläuft, 0 < AO< ... < Ak-I < 1 für k ~ d - v + 1 und Ui := AiVI + (1 - Ai)V2.
(i) Es gilt
4
(ii) Sei j E lN mit j+ k - 1 ::; d - v und I = {(i, d - v-i, v) : i = j, ... ,j + k - I},
dann gilt für a EI:
k-l
Ca =L aiD~P(ui) + L baca
i=ü a3<=1/
aftI
mit geeigneten K oejfizienten ai, ba.
Satz 1.2 und 1.3 sind für die Interpolation wichtig. Sie zeigen, dass man die Bernstein-
Bezier-Koeffizienten direkt aus den Ableitungen in den Eckpunkten und an den Kanten
berechnen kann. Die Abbildung 2 zeigt eine Situation, die für Hermite-Interpolanten ty-
pisch ist. Hier werden die mit. bezeichneten Koeffizienten durch Ableitungen in den
Eckpunkten nachSatz 1.2 bestimmt. Die mit * gekennzeichneten Koeffizienten ergeben
sich anschließend nach Satz 1.3 aus Ableitungen über die Kanten.
Abbildung 2: Interpolation in den Eckpunkten (.) und an den Kanten (*)
1.2 Bivariate Splinefunktionen auf Triangulierungen






die Anzahl der inneren, äußeren, aller Eckpunkte
die Anzahl der inneren, äußeren, aller Kanten
die Anzahl der Dreiecke
die Anzahl der singulären Eckpunkte
(1)
VB
VB + 2VI - 2
VB + 3VI - 3
von ~. Hierbei heißt ein innerer Eckpunkt singulär, wenn er von zwei sich kreuzenden





Für eine Triangulierung ß von n heißt
der Raum der bivariaten Splinejunktionen vom Grad d auf ß. Seien VI,' .. , Vv die Eck-
punkte von ß, dann ist für p ~ r durch
ein Unterraum von Sd(ß), genannt Super-Splineraum vom Grad d definiert.
Ist Ti E ß ein Dreieck, dann ist SITi ein Polynom und kann nach Abschnitt 1.1 eindeu-
tig in der Bernstein-Bezier-Darstellung SITi(V) = Llal=dC~B~(Ai(V)) geschrieben werden.
Wir können deshalb jeden Spline s durch die Menge der Bernstein-Bezier-Koeffizienten
{c~ :Ial = d, i = 1, ... ,N} beschreiben. Analog zum vorherigen Abschnitt setzen wir
P := {p~ : laI = d, n = 1, ... ,N}
für die Menge aller Bernstein~Bezier-Punkte der Triangulierung ß ::::::{Tl"", TN}' Mit
diesen Bezeichnung können wir den Begriff der bestimmenden Menge einführen (vgl. Alfeld
und Schumaker [4] und Ibrahim und Schumaker [17]).
Definition 1.4. Eiile Menge V ~ A ~p heißt bestimmende Menge von S~,P(ß) auf A,
wenn für alle s E S~,P(ß) gilt:
Ci = 0 Vpi E V ==? ci = 0 Vp~ E Aa a a ~
V heißt minimale bestimmende Menge von S~,P(ß) auf A, wenn es keine bestimmende
Menge mit weniger Elementen gibt.
Die Koeffizienten Ca der Punkte einer bestimmenden Menge V legen also alle Koeffizienten
der Punkte aus A fest. Wie Alfeld und Schumaker [4] gezeigt haben gilt der folgenden wich-
tige Zusammenhang zwischen der Anzahl einer bestimmenden Menge und der Dimension
des zugehörigen Splineraums.
Lemma 1.5. Ist V eine bestimmende Menge von S~,P(ß), dann gilt dimS~,P(ß) :::; #V
und dimS~,P(ß) = #V, falls V minimal ist.
Ist V eine minimale bestimmende Menge von s E S~,P(ß), dann definieren die Koeffizienten
c~ zu den Bernstein-Bezier-Punkten p~ E V eindeutig einen Spline s E S~,P(ß). Es genügt
deshalb im folgenden, minimale bestimmende Mengen des Splineraums anzugeben. Mit
Hilfe der Differenzierbarkeitsbedingungen nach Satz 1.1 kann in der Regel gezeigt werden,
ob eine Menge V eine bestimmende Menge ist. Die Minimalität einer bestimmenden Menge
folgt nach Lemma 1.5, wenn die Dimension des Splineraums bekannt ist. Hierzu gibt es
zwei wichtige Ergebnisse von Sghumaker [28, 30], die wir nun zitieren.
Satz 1.6. Sei v ein Eckpunkt der Dreiecke Tl,"" TN, En die gemeinsame Kante der
Dreiecke Tn und Tn+l und ßv := {Tl"", TN}. Weiter gelte 2p + 1 :::;d.
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(i) Ist v ein äußerer Eckpunkt, dann gilt
(ii) Ist v ein innerer Eckpunkt und e die Anzahl der inneren Kanten mit unterschiedli-





. Mit dem Ergebnis aus Satz 1.6 hat Schumaker [28, 30] eine untere Grenze für die Dimension
?es SplineraumsS~'P(.6.) bestimmt.
Satz 1.7. Sei VI die Anzahl der inneren Eckpunkte, EI die Anzahl der inneren Kanten
von .6. und en die Anzahl der Kanten mit unterschiedlicher Steigung im Eckpunkt vn.
Dann gilt für 2p + 1:::;.d
dimS~,P(Il) 2: (d; 2) _ [(d; 2) _ (p; 2)] VI
+ [e-;+ 1) - 2(p - ; + 1) ] E1+ ~ an
mit
d-r
0"n := L (r + i+ 1 - ien) +
i=p-r+l
2 Unterteilung von Triangulierungen
In diesem Abschnitt beschreiben wir die Interpolation für den Clough- Tocher-Split. Wie
Laghchim-Lahlou und Sablonniere [18] verwenden wir den Super-Splineraum S~,P(.6.) mit
p := l3; J und d := 2p + 1. Da bei unserer Methode der SpEne iterativ berechnet wird,
können wir im Gegensatz zu den Methoden mit finiten Elementen nicht die gleichen In-
terpolationsbedingungen auf allen Dreiecken wählen. Die Bedingungen auf einem Dreieck
Ti hängen vielmehr von der Anzahl der gemeinsamen Kanten mit der Teiltriangulierung
.6.i~l := {Tl,"" Ti-I} ab. Hat"das Dreieck mindestens zwei gemeinsame Kanten mit der
Teiltriangulierung .6.i,.so muss dieses Dreieck unterteilt werden. Andernfalls würde man
nach Farin [16] in dem Eckpunkt der beiden Kanten eine C2r -Bedingung und somit einen
Polynomgrad vond 2: 4r + 1 benötigen. Andererseits zeigen die folgenden Aussagen, dass
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keine Unterteilung nötig ist, wenn das Dreieck Ti maximal eine Kante mit der Teiltrian-
gulierung ..6.i-1 gemeinsam hat.
Im folgenden bezeichne ..6. = {Tl,"" TN} eine Triangulierung.eines zusammenhängenden
Gebiets n ~ lR2 ohne Löcher. Wir setzen
Bi := I{j : ej ist gemeinsame Kante von Ti mit ..6.i-l} I
8k := I{Ti E ..6.: Bi = k}1
Wir wollen weiter annehmen, dass die Eckpunkte eines Dreiecks Ti = I::::.(Vi,l,Vi,2, Vi,3) so
nummeriert sind, dass das benachbarte Dreieck mit dem niedrigsten Index die gemeinsame
Kante Vi IVi 2 besitzt. Falls vorhanden soll das Dreieck mit dem nächst höheren Index an der, , ,
Kante Vi,2vi,3.liegen. Weiter seien die drei Mikro-Dreiecke des Clough-Tocher-Splits durch
Ti,l := I::::.(Vi,l,Vi,2, Vi,4), Ti,2 := I::::.(Vi,2,Vi,3, Vi,4) und Ti,3 :=I::::.(Vi,3, Vi,l,Vi,4} definiert,
wobei Vi,4 := (Vi,l+ Vi,2 + Vi,3)/3das Baryzentrum von Ti bezeichnet. Zu ..6.i erhalten wir
nun die Triangulierung
Lii:= U Tj U U {Tj,l, Tj,2, Tj,3}
j=l j=l
(Jj~l (Jj?2
Lii entsteht also aus ..6.i, indem jedes Dreieck Tj mit Bj ~ 2 durch einen Clough-Tocher-
Split ersetzt wird. Mit Li := LiN bezeichnen wir die gesamte Triangulierung, die wir durch
die Unterteilung der Dreiecke erhalten.
2.1 Bestimmende Mengen für S~,p (.6.)
In diesem Abschnitt werden wir für die Triangulierung Li zunächst eine bestimmende Men-
ge angeben. Aus dieser bestimmenden Menge wird anschließend ein Hermite-Interpolant
abgeleitet.
Lemma 2.1. Sei Ti E ..6., Bi :::; 1, Vi-l eine bestimmende Meng.e von Lii-l und'
V .. _ {{P~ : lai = d}
2'- {p~: lai = di al, a2 < d - Pi a3 > r}
falls Bi = 0
falls Bi = 1
Dann ist V:= Vi-l UVi eine bestimmende Menge von S~,P(LS.i).
Beweis: Die Behauptung für Bi =0 folgt unmittelbar, da alle Bernstein~Bezier-Punkte von
Ti in Vi enthalten sind. Sei nun Bi = 1 und alle Koeffizienten der Bernstein-Bezier-Punkte
aus V gleich O. Da Vi-l eine bestimmende Menge von Lii-1 ist, sind alle Koeffizienten
da. der Bernstein-Bezier-Punkte aus Lii-1 gleich O. Nach Voraussetzung ist ,Vi,lVi,2 eine
gemeinsame Kante von Ti und Lii-l. Für p~ tt Vi gilt nun al ~ d - P, a2 ~ d - P oder
a3 :::;r. Da Vi,l und Vi,2 Eckpunkte der Teiltriangulierung Lii-1 sind, folgt für die ersten
beiden Fällen c~ = 0 nach Satz 1.1 (ii). Im dritten Fall folgt dies aus der er-Bedingung
über die Kante Vi,lVi,2 nach Satz 1.1 (iii). 0
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Für den Fall Bi ~ 2 benötigen wir noch die beiden folgenden Aussagen. Das erste Lemma
wurde in ähnlicher Form auch von Ibrahim und Schumaker [17] sowie Laghchim- Lahlou
und Sablonniere[18, 19] bewiesen.
Lemma 2.2. Es seien Tl = ~(V1, V2, V3) und T2 = ~(V1, V2, V4) zwei Dreiecke, so dass
ViV3 und ViV4, i = 1,2 nicht kollinear sind. Weiter seien k = lrt1 J, p < m ::; d und
1= {r- 2k + 1, ... ,r - k}. Dann ist
V := {p~ :a1 =I- 0 oder a3 tj. I, i = 1,2}
eine bestimmende Menge von S:-n( {Tl, T2})' Seien Al die baryzentrischen Koordinaten von
V4 bezüglich Tl und A2 die baryzentrischen Koordinaten von V3 bezüglich T2, dann gilt für
laI = d und j = 1,2:
. {" } (Amax) r+
1
I~I ::; K max 1c~1: p~ E V, i = 1,2 Amin
mit
Amax := max {IAi,jl : i = 1,2; j = 1,2, 3}
Amin := min {IAi,jl : i = 1,2; j = 1,2, 3}
wobei die Konstante K nur von r abhängt.
Beweis: Zunächst ist zu beachten, dass A2,3 = 1/ A1,3 gilt, so dass Amax 2': 1 und Amin::; 1
folgt. Aus der er -Bedingung über die Kante VI V2 folgt nach Satz 1.1 für j = r - k+ 1, ... ,r
und a = (O,m - j,j):
Setzt man
B:= ( (;.::-.A~11).A~,2.A~:;2k+1 (r;:~tl) ~1'2.A~:;k)
( r ) ),2k-1 Ar-2k+1 ( r )),k ),r-kr-2k+1 1,2 1,3 r-k. 1,2 1,3




rj := CO,m-j,j -
. .,
""" cl .'. J. Aß1 ),ß2 ),ß3
L..,; (O,m-],O)+ß ß 'ß 'ß 1,1 1,2 1,3
IßI=j 1. 2. 3
ßa ~ I oder ßl i:- °
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Irj I :::; \e6,m-j,j I +
dann ist C =f:. 0 eine Konstante, die nur von'r abhängt und es gilt
k k-l r-k 2 (r-k+l)(r-k)
det B = C rr Ar,2 rrAr,2 rr Ar 3 = CAt2Al,3 2
v=l v=O v=r+1-2k
Da VI V3 und VI v4 nicht kollinear sind, gilt Al,2, Al,3 =f:. 0, so dass det B =f:. 0 folgt. Also ist
V eine bestimmende Menge. Sei nun Bij die Matrix, die man durch Streichen der i-ten
Zeile und j-ten Spalte aus B erhält und Cij definiert durch
(r-;k+l) (r-2k~j-l) (r-2:+j+l) (r~k)
( r-i+l ) (r-i+l ) ( r-i+l ) (r-i+l)
Cij := det r-2k+l r-2k+j-l r-2k+j+l r-k( r-i-l ) ( r-i-l ) ( r-i-l ) e-i-1)r-2k+l r-2k+j-l r-2k+j+l r-k
(r-k+l) ( r-k+l ) ( r-k+l ) (r-k+l)
r-2k+l r-2k+j-l r-2k+j+l r-k
dann folgt analog
k k-l r-k 2" (r-k+l)(r-k) .
d B C rr 'v rr 'v rr 'v - C."k -(2k+l-t-J), 2 -Jet ij = ij /\1,2 /\1,2 /\1,3 - tJ/\1,2 /\1,3
v=l v=O v=r+1-2k
v:fk+l-i vi=k-j vi=j
Für die Einträge bij von B-1 gilt somit:
Idet Bjil . ICjil < . Kij < Kij
Ibijl = IdetBI = ICIIAl,212k+1-i-jIAl,3Ij - min{\Al,21, IAl,31}2k+l-i - A~1~
wobei Kij := ICjil/ICI nur von r abhängt. Weiter gilt
L
IßI=j
ß3 ~ I oder ßl i= 0
:::;max {le~1 : p~ E V} (1 + 3j max {IAl,ll, IAl,21, IAl,31}j)
:::;max {jc~1 : p~ E V} (1 + 3r) A~-J;,~
Also folgt:
le;1 :::;k max {1'jJ} max {Ibijl}
. . } (Amax) r+ 1
:::;k (1 + 3r) max {Kij} max {lc~1 : p~ E V Amin
mit K := k (1+ 3r) max {Kij }. Analog zeigt man dies für die Koeffizienten e;. 0
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Abbildung 3:. Bestimmende Menge von S~({TI, T2}) und S~( {Tl, T2})
Für den Fall r gerade wird noch eine Aussage über die Bernstein-Bezier-Koeffizienten in
der Scheibe Dp(Vi,4) um den mittleren Eckpunkt eines Clough-Tocher-Elements benötigt.
Lemma 2.3. Es seien r gerade, T = L(VI, V2, V3), V4 E T mit den baryzentrischen Koor-
dinaten (AI,A2,A3) und Tj = L(Vj,Vj+I,V4)1. Dann ist
v:= {p~: a3 <~;i = 1,2,3} U {V4}
eine bestimmende Menge von S;({TI, T2, T3}) und es gilt S~( {Tl, T2, T3}) = fIp• Sei s E
S~( {Tl, T2, T3}) und 2:lal=p caBg(j1,) die Bernstein-Bezier-Darstellung von s bezüglich dem
Dreieck T, dann gilt:
mit
wobei K nur vonr abhängt.
Beweis: Zunächst gilt nach Satz 1.6
dimS;( {Tl, T2, T3}) == e;2) = dimfrp
und somit S~( {Tl, T2, T3}) = IIp. Sei s E S~( {Tl, T2, T3}) und c~ = 0 für p~ E V. Nach
Satz 1.3 gilt somit Di (v) =0, v = 0, ... , ~ - 1 für alle v E ViVi+l und alle Richtungsvek-
toren z. Sind li(V) = 0, i = 1,2,3 die Geradengleichungen der Kanten von T, dann folgt
Ij + 1 modulo 3
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(2)
wegen s E IIp
mit q E fIo. Nun gilt
Da V4 auf keiner Kante von T liegt, gilt li(V4) =/ 0, so dass q(V4) = 0 und somit s = 0
folgt. Also ist V eine bestimmende Menge.
Sei nun I:lal=p caBg(p.) die Bernstein-Bezier-Darstellung von s, dann gilt nach Satz 1.3
für einen Richtungsvektor z nicht parallel zur Kante VI V2 und v = f.J,VI+ (1 - f.J,)V2:
I
D~s(v) = (p~' v)! L L ca+ßBß(()B~-V((p., 1- p., 0))
lal=p-v IßI=v
a3=0
= (p ~!V)I L L c;+ßBß(()B~-V((,", 1- ,",0))
lal=p-vIßI=v
a3=0
wobei ( und ( die baryzentrischen Richtungsvektoren von z bezüglich T bzw. Tl bezeich-
nen. Wir beweisen nun durch Induktion nach v = 0, ... , .~- 1, dass für alle Ca mit Q3 ~ v
die Ungleichung
1Ical ~ Kv max{lc;\ : Q3 ~ v} AV
3
gilt, wobei die Konstante Kv nur von r abhängt. Für v = 0 ergibt sich aus (2)




mit p. E [0,1]. Somit gilt also Ca = c~, so dass (3) mit Ko= 1 erfüllt ist. Die Behauptung
gelte nun für k = 0, ... , v - 1. Seien p.o, ... , f.J,p-v E [0,1] paarweise verschieden und
1'0, ... , 'Yp-v definiert durch
'Yi:= L L c;+ßBß(()B~-V((P.i, 1- P.i, 0))
lai=p-v IßI=v
a3=O
- L L ca+ßBß(()B~-V((P.i, 1- f.J,i,0))
lal=p~v IßI=v
a3=O ß3<V
dann folgt aus (2) das Gleichungssystem
(
(P-V) P-V(l _ )OrVp-v f.J,0 f.J,0 ~3
p-v p-v 0 v
(p-Jp.p-v(1- f.J,p-v) (3
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Bezeichnet man mit B die Koeffizientenmatrix und mit bij die Elemente der Inverse B-l,
dann ergibt sich analog zum Beweis aus Lemma 2.2
C
Ib"1 <-tJ - (3
mit einer Konstante C, die nur von r abhängt. Nach Induktionsvoraussetzung gibt es eine
Konstante Kv-1 mit
1
max {Ical : a3 < v} :S Kv-1 max {lc~1 : a3 < v} Av-1
3
Da (2) für jeden Vektor ( mit (3 "# 0 gilt, können wir ( := (-(1, -(2, 1) mit (1, (2 ~ 0 und
(1 + (2 = 1 setzen. Hieraus ergibt sich .
so dass
max {I(il : i = 1,2,3} = ;3
gilt. Wegen 0 < A3 :S 1 folgt:
1'"nl:S L: L:lc~+ßI max {I(il : i = 1,2,3}V + L: L: ICa+ßI
lal=p-v IßI=v ial=p-v IßI=v
a3=O a3=O ß3<V
(
V + 2) 1:S (Kv-1 + l)(p - v + 1) 2 max {lc~1 : a3 :S v} A3
Setzt man
(
V + 2)Kv := C(Kv-1 + l)(p - v + 1)2 2
dann folgt (3). Analog zeigt man die Aussage für T2 und T3, so dass
!ca I :S Kmax {lc~1 : p~ E V} Ai~~
für alle a"# (~,~,~) gilt. Schließlich ergibt sich aus ctop = S(A) = L:jal=pcaBg(A) mit
(3):
ICfr,fr,fr I ::; Ictopl>'(;,ax + (p; 2) K fr-1 max {lc~1 : p~ E V}>.:;'ax
Mit K := 1+ (P!2)K~_1 erhäl~. man
!ca I :S max {Ical : lai = p} :S K max{lc~1 : p~ E V} A~ax
wobei K nur von r abhängt.
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Abbildung 4: Bestimmende Menge von Sg({T1,T2,T3})
Der Beweis von Lemma 2.3 zeigt noch eine Besonderheit des Clough-Tocher-Splits. Jeder
Clough-Tocher-Punkt erfüllt nämlich automatisch eine CP-Bedingung (vgl. Farin [16] und
Laghchim-Lahlou und Sablonniere [18]). Es gilt also
Mit Hilfe von Lemma 2.2 und 2.3 kann nun eine bestimmende Menge für die Dreiecke Ti
mit fh 2::. 2 angegeben werden.
Lemma 2.4. Es seien Ti E ß, Bi 2: 2, Vi~l eine bestimmende Menge von Lii-1 und Aj,
Bj, Cj, j = 1,2,3 definiert durch
Aj:= {P~,j : lai = di al,a2 < d - Pi a3 ~ r}
Bj:= {p~,j : lai = di al,a2 > l~J i Ü3 > r}
Cj := {p~,j : lai =di a2 = 0; P + 1 ~ a3 ~ P + r}
j = 1,2,3. Man setze
U;=l Bj U A3
U;=l Bj
U;=l (Bj"U Cj) U {Vi,4} U A3
U;=l (Bj UCj) U {Vi,4}
Bi = 2 und rungerade
Bi = 3 und rungerade
Bi = 2 und r gerade
Bi = 3 und r gerade
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Beweis: Es seien alle Koeffizienten der Bernstein-Bezier-Punkte aus V gleich O. Nach
Voraussetzung gehören die Eckpunkte Vi,l, Vi,2 und Vi,3 zur Teiltriangulierung .6.i-1. Somit
folgt aus der CP-Bedingung in jedem Eckpunkt, dass alle Koeffizienten der Bernstein-
Bezier-Punkte aus Dp{Vi,j), j = 1,2,3 gleich 0 sind. Aus den Cr-Bedingungenüberdie
Kanten Vi,l Vi,2 und Vi,2Vi,3 folgt dies auch für die Koeffizienten" der Punkte aus Al und A2.
Für Bi = 2 gilt A3 G V und somit sind nach Voraussetzung alle Koeffizienten der Punkte
aus A3 gleich O. Für Bi = 3 gehört die Kante Vi,3Vi,l zur Teiltriangulierung .6.i-l, so dass
sich in diesem Fall die Koeffizienten aus der Cr -Bedingung über die Kante berechnen.
Somit sind alle Koeffizienten der Bernstein-Bezier-Punkte aus U~=l (Dp(Vi,j) U Aj) gleich
O.
Die Koeffizienten c~ mit al, a2 ~ l~J berechnen sich nun iterativ, indem man Lemma 2.2
für die Ringe Dm(Vi,j), m = p+ 1, ... '-p+r anwendet. Ist r ungerade, dann lassen sich die
verbleibenden Koeffizienten ebenfalls nach Lemma 2.2 mit m = p + r, ... , d bestimmen.
Ist r gerade, dann ergeben sich die Koeffizienten nach Lemma 2.3. 0
• * * •
• • * * * * • •• • * * • •• • * * * * * * • •• * * * * •• **** •• • * * * . •. * •• * . . *..* . * ••
2.2 Hermite-Interpolation und Approximat"ionsgüte
Wir verwenden nun die bestimmenden Mengen aus Lemma 2.1 und 2.4 um einen Inter-
polanten für den Splineraum S~,P(.6.) anzugeben.
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Satz 2.5. Sei f E C2r(n), dann gibt es einen eindeutig bestimmten Spline s.E S~,P(LS.),
der die folgenden Bedingungen erfüllt:
(i) Für jeden Eckpunkt Vi E .6. und f-£ + LJ ~ p. gelte:
(ii) Für jedes Dreieck Ti = 6(Vi,1,Vi,2, Vi,3) sei ei,j := Vi,jVi,j+l, Zi,j ein Vektor, der nicht
parallel zur ~Kante ei,j verläuft und wr,j' J.1. = 1, ... , r paarweise verschiedene Punkte
auf ei,j.
(a) Ist Bi = 0, dann gelte für 1 ~ J.1. ~ LJ ~ r
(b) Ist Bi E {O, I}, dann gelte für p < J.1. + J} < d - rund J.1., LJ ~ f-£ + LJ - P
D~_I-V- 3D~- 2-V- 3S(Vi 3) = D~_ I-V- 3D~. 2-V' 3f(Vi 3)1, t, ~, 't,', 1., '1., t, 1, '
(c) Ist Bi = 2, dann gelte für 1 ~ f-£ ~ LJ ~ r
(d) Ist Bi E {2, 3}, dann gelte für f = 1,2,3, r + 1 ~ LJ ~ 2r - 1 und 1 ~ J.L ~ 2r - LJ
D~ .. s(w~.'J')= D~ .. f(w.fJ')t,J' t,J,
(iii) Ist r gerade und Ti = 6(Vi,1, Vi,2,Vi,3) ein Dreieck mit Bi ~ 2, dann gelte für j =
1,2,3 und p+ 1:::; LJ:::; p+r
wobei Vi,4 das Baryzentrum von Ti bezeichne.
Beweis: Mit Satz 1.2 und 1.3 folgt unmittelbar, dass sich alle Koeffizienten c~ der be-
stimmenden Mengen aus Lemma 2.1 und 2.4 berechnen lassen. Sei M die Anzahl.der
Bedingungen, dann gilt somit dirn S~,P(.6.) :::;M. Mit (1) folgt wegen E = 380 + 281 + 82:
82 + 283 = 82 + 283 + E - E
= 82 + 283 + (380 + 281 + 82)- (EB + EI)
= 80 + 2N - (2VB-+ 3VI - 3)
= 80 +VI-1
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Für r ungerade erhält man hieraus:
Analog ergibt sich für r gerade:
M = (p; 2)V + (p; 1) 80 + [(p; 1) _ (r; 1)181
+ (r; 1) 82 + 3 (;) (82+ 83) + (3r+ 1)(82 + 83)
= 7r2 + 10r + 4 V 15r2 +18r + 8 (V . e e) 3 2
4 B + 8 I + - 2 + -3 - 4"r
= (d;2) _ [(d;2) _ e;2)] (VI+ 8d 83)
+ [(d-;+l) _2(P-;+1)] (EI+382 + 383)
Nach Satz 1.7 folgt somit dimS~,P(Li) ~ M. 0
Für die Ableitungen im Eckpunkt Vi,3 nach (b) kann man auch Ableitungen über die Kante
Vi,1 Vi,2 verwenden. Der Interpolant lässt sich dann mit den Bedingungen
für r + 1 ::; LI ::; P und 1 ::; /.h ::; LI eindeutig bestimmen. Diese Lösung hat jedoch den
Nachteil, dass die Koeffizienten Ca mit Q3 ::; 3 in die Berechnung der Koeffizienten Ca mit
r + 1 ::;Q3 ::; P eingehen, so dass der Interpolant nicht lokal bestimmt werden kann. Mit
dem Interpolationsschema aus Satz 2.5 lassen sich dagegen für gerades r alle Koeffizienten
und für ungerades r alle bis auf den Koeffizienten c~,r,r lokal berechnen.
Zum Beweis der Approximationsordnung verwenden wir einen Satz von Bramble und
Hilbert [7, 8]. Sei n ~ IR2 eine offene Menge, die die strikte Kegeleigenschaft erfüllt,
h := diam(n) und L : cm+1(n) --+ IR ein lineares Funktional mit
(i) L(p) = 0 für alle p E fIm ,und
(ii) IL(I) I ::; c I:~o hi Ilflli mit Ilflli := sup {IID~D~ 111: LI + Jl, = i} und einer Konstan-




Dann gibt es eine Konstante K unabhängig von hund i, so dass
IL(f)1 ~ Khm+Illfllm+1
gilt. Wie Lai und Schumaker [22] bemerkt haben, reicht es zu zeigen, dass die Bernstein-




genügen. Hierbei bezeichnet h die maximale Kantenlänge der Dreiecke von ß. Sei nun
2r ~ m ::; d, dann folgt (4) für ein Dreieck Ti mit Bi = 0 unmittelbar, da alle Koeffizienten
nach Satz 1.2 und 1.3 direkt aus Ableitungen bis zur Ordnung 2r berechnet werden. Für
ein Dreieck Ti mit Bi = 2,3 verwenden wir die Unterteilung nach Clough-Tocher. Somit
gilt .Amax' = 3 und Amin = 1 in Lemma 2.2 und 2.3, so dass (4) folgt, falls die Ungleichung
für die Koe:ffizientene~ der Bernstein-Bezier-Punkte aus der bestimmenden Menge V gilt.
Diese berechnen sich entweder direkt aus Interpolationsbedingungen inden Eckpunkten
. oder an den Kanten oder sie ergeben sich aus den Cr-Bedingungen über die gemeinsame
Kante mit einem benachbarten Dreieck Tj mit Bj ~ 1.
Für Bi = 1ergeben sich die Koeffizienten e~ mit al, a2 ~ d - p oder a3 > r aus den
Interpolationsbedingungen. Die übrigen Koeffizienten berechnen sich nach Satz 1.1 wieder
aus der Cr -Bedingung
eh = L e~~lla2,O)+ßBß3(.A)
IßI=a3
über die gemeinsame Kante Vi,1 Vi,2 mit einem benachbar,ten Dreieck Ti!' Die Koeffizienten
e~ können jedoch aufgrund der er -Bedingung an den beiden anderen Kanten Vi,2Vi,3 und
Vi,1 Vi,3 auch auf die benachbarten Dreiecke Ti2 und Ti3 wirken. Dies ist genau dann der
Fall, wenn a2, a3 ~ r (für die Kante Vi,1 Vi,3) bzw. al, a3 ~ r (für die Kante Vi,2Vi,3) gilt.
Abbildung 6: Bernstein-Bezier-Punkte mit al, aa ~ r bzw. a2, a3 ~ r
Die Abbildung 6 zeigt die zugehörigen Bernstein-Bezier-Punkte (.) für den Fall r = 3,4.
Ist r gerade, so können wegen al + a2 + a3 = d = 3r + 1 nicht beide Bedingungen gleich-
zeitig gelten. Die beiden Menge sind deshalb getrennt, so dass die Berechnung lokal mit
18
Koeffizienten aus den Scheiben D2r ('vi,d bzw. D2r( Vi,2) erfolgt. Ist l' ungerade, dann gilt
dies für alle Koeffizienten c~ mit a =1= (1',1',1'). Der Bernstein-Bezier-Punkt pi (*) wirktr,r,r
über die er-Bedingung auf alle benachbarten Drei~cke. Die Gleichung (5) zeigt allerdings,
dass er nur in die Berechnung der Koeffizienten C!,r,r' eingeht. Alle anderen Koeffizienten
der benachbarten Dreiecke ergeben sich wieder lokal aus Interpolationsbedingungen oder
Koeffizienten in den Scheiben D2r (v).
Sei nun {Tl, ... ,Tk} eine Menge von Dreiecken mit ()i = 1, so dass Ti und Ti+l eine
gemeinsame Kante haben. Die Eckpunkte seien so nummeriert, dass die Kanten Vi I Vi 3 und
.•.. " ,
Vi+l,lVi+I,2 gleich sind. Mit Ai werden die baryzentrischen Koordinaten von Vi,3 bezüglich
Ti-l bezeichnet. Die Koeffizienten c; sollen die Bedingung (4) erfüllen. Aus (5) erhält man
für einen Bernstein~ Bezier- Koeffizienten c~ mit al, a2 < d - p und a3 ~ l' die Ungleichung
mit
Setzt man Amax := max {Ai,max : i = 1, ... , k}, oBdA Amax > 1, dann ergibt sich für
a2, a3 ~ l' bzw. al, a3 ~ l' die Ungleichung:
m
Ic~1~ (3Amax)kr K L hj IIIlIj
j=O
Ist l' gerade oder a =1= (1',1',1'), dann erfolgt die Berechnung lokal aus Daten in der Scheibe
D2r(Vi,1) bzw. D2r(Vi,2). Somit ist k durch die maximale Anzahl der Dreiecke einer Zelle
beschränkt. Diese Anzahl ist ebenso wie Amax durch den kleinsten Winkel der Triangulie-
rung beschränkt. Somit ergibt sich
m
Ic~l.~ Kz= hj IIIllj
j=O
mit einer Konstante K, die nur vom kleinsten Winkel der Triangulierung abhängt. Mit
dem Satz von Bramble und Hilbert [7, 8] erhält man sofort den folgenden Satz.
Satz 2.6. Ist l' gerade, 1 E Cm+1(fl), 21' :::; m :::;d und s der eindeutig bestimmte, In-
terpolant aus Satz 2.5, dann gibt es eine Konstante K, die nur von r und dem kleinsten
Winkel der Triangulierung abhängt, so dass"
...I1f - s\1 ~ Khm+1 IIIllm+l
gilt. Insbesondere besitzt der Splineraum S~,P(.6.) die volle Approximationsordnung d + 1.
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Im Fall r ungerade spielt der Koeffizienter,r,r eine besondere Rolle, da er über die er_
Bedingung auf alle drei benachbarten Dreiecke wirkt. Die Berechnung ist also nicht mehr
lokal auf eine Zelle beschränkt. Wegen der Beziehung iAj,2'" Ak-1;2\ = area(Tk)/ area(Tj)
erhalten wir mit den gleichen Bezeichnungen wie oben:
m
'Ic~,r,rl~ (3Amaxr (1+ IAk-1,2Ir + ... + IA1,2... Ak_1,2Ir) KL hj 11111j
j=O
~ (3Amax)" K t.(area(Tk)) r f hj 11111.. area(T)'),. )
)=1 )=0
( )r '{ (area(Tk))r., } ~ j~ kK 3Amax max area(Tj)': J = 1, ... , k f;:o h 11111j
Setzt man
k :=K (3Amax)" max {( :::i~i)r : j = 1, ... , k}
dann ist K nur von r und dem kleinsten Winkel der Triangulierung abhängig und es gilt:
m
Ic~,r,rl ~ Kk L hj 11111j
j=O
Mit dem Satz von Bramble und Hilbert [7, 8] erhalten wir deshalb für ungerade r die
folgende Aussage.
Satz 2.7. Ist rungerade, 1E em+1(o), 2r ~ m ~ d und s der eindeutig bestimmte
Interpolant aus Satz 2.5. Weiter sei Ti1, ... , Tik die längste zusammenhängende Kette von
Dreiecken mit ij < ij+1 und Bij = 1. Dann gibt es eine Konstante K, die nur von rund
dem kleinsten Winkel der Triangulierung abhängt, so dass
Ili - sll ~ Kkhm+11Iillm+1
gilt. Für k E O(h-l) besitzt der Splineraum s~,P(Li) mindestens die Approximationsord-
nung d + 1 -l.
Im allgemeinen kann man nicht erwarten, dass k konstant ist. Im ungünstigsten Fall kann
k = N gelten, so dass k E O(h-2) folgt. Für Triangulierungen aus zufällig verteilten
Daten erhalten wir im allgemeinen k E O( ffi), so dass man eine Approximationsord-
nung von mindestens d für den Interpolanten erwarten sollte. Die nummerischen Beispiele
für Sj(Li) zeigen sogar, dassder Interpolant das gleiche Approximationsverhalten besitzt
wie der Interpolant für den vollständigen Clough-Tocher-Split nach Laghchim-Lahlou und
Sablonniere [18], der die volle Approximationsordnung d + 1 hat.
Der Interpolant aus Satz 2.5 benötigt sowohl Ableitungen in den Eckpunkten als auch
an den Kanten der Triangulierung. Dies sichert das gute Approximationsverhalten des
Interpolanten, da er exakt für "nd ist. Oft sind jedoch nur Ableitungen in den Eckpunk-
ten gegeben. Hier kann man einen reduzierten Interpolanten wie Laghchim-Lahlou und
Sablonniere [18, 19] verwenden. Für diesen Interpolanten fordert man einen niedrigeren
Polynomgrad für die Ableitungen über die Kanten der Dreiecke Ti.
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Satz 2.8. Sei f E CP(O), dann gibt es einen eindeutig bestimmten Spline s E S~,P(A),
der die folgenden Bedingungen erfüllt:




(ii) Für jedes Dreieck Ti = 6(Vi,1, Vi,2, Vi,3) sei ei,j := Vi,jVi,j+1 und Zi,j e'ln Vektor, der
nicht parallel turK ante ei,j verläuft.
(a) Ist Bi = 0, dann gelte für 1 ~ 1/ ~ r
(b) Ist Bi E {O,1}, dann gelte für r + 1 ~ 1/ ~ P
(c) Ist Bi = 2:, dann gelte für 1 ~ 1/ ~ r
(d) Ist Bi E {2, 3}, dann gelte für r + 1 ~ 1/ ~ 2r - 1 un~ j = 1,2,3
(iii) Ist r gerade u?d Ti = 6( Vi,1, Vi,2, Vi,3) ein Dreieck mit Bi 2: 2, dann gelte
I
Beweis: Mit dem gleichen Beweis wie bei Laghchim-Lahlou und Sablonniere [18, 19] sieht
man, dass sich aus den Bedingungen (i) - (iii) die Richtungsableitungen Dzv.. sie .. eindeutigt,J . t,J
bestimmen lassen. Nach Satz 1.3 kann man hieraus die Bernstein-Bezier-Koeffizienten im
Abstand 1/ zur Kante ei,j bestimmen. Somit erhält man alle Bernstein-Bezier-Koeffizienten,
die in Satz 2.5 aus den Ableitungen nach (ii) berechnet wurden. Für r gerade ergeben sich
die Koeffizienten auf den inneren Kanten der Clough-Tocher Elemente, die in Satz 2.5 aus
den Ableitungen nach (iii) berechnet wurden, durch die höhere Differenzierbarkeitsord-
nung. Mit dem gleichen Beweis wie in Satz 2.5 folgt die Behauptung. 0
Für die Dreiecke mit Bi ~ 1 kann man die Koeffizienten c~ außerhalb der Scheiben Dp(v)
auch durch Gradanhebung berechnen (vgl. Farin [16]). In beidenFällen reproduziert der
leduzierte Interpolant nur Polynome bis zum Grad d - r, so dass man auch nur eine
Approximationsordnung von d - r + 1 erwarten kann. Alternativ lassen sich die fehlen-
den Ableitungen an den Kanten durch Nährungsverfahren bestimmen. Hierdurch erhält
man wieder einen Interpolanten, der für alle Polynome vom Grad d exakt ist. Allerdings
sind solche Nährungsverfahren nicht immer nummerisch stabil und erhöhen zudem den
Berechnungsaufwand für den Interpolanten.
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3 Optimale Unterteilungen
Im folgenden wird nun untersucht, wieviele Clough-Tocher-Elemente für eine beliebige Tri-
angulierung benötigt werden. Ziel ist es, durch eine geeignete Nummerierung der Dreiecke
von .6 die Anzahl der benötigten Clough- Tocher Elemente zu minimieren. Der Beweis von
Satz 2.5 lieferte die ;Beziehung
(6)
I
Die Anzahl der Clotgh- Tocher Elemente ist durch 82 + 83 gegeben und wird somit mi-
nimal, wenn 80 = 1 und 82 = 0 gilt. Ist n zusammenhängend, dann kann man im-
mer eine Nummerie~ung der Dreiecke mit 80 = 1 angeben. Für diesen Fall erhalten wir
VI = 82 + 283, so dass die Anzahl der Clough- Tocher Elemente zwischen VI/2 und VI
liegt. Nach (1) kann sich die Anzahl der Dreiecke durch die Unterteilung somit maximal
verdoppeln. Im günstigsten Fall wächst sie sogar um weniger als die Hälfte. Im allgemeinen
kann man aber nicht erwarten, dass jede Triangulierung ein Nummerierung der Dreiecke
. besitzt, die nur VI/2 Clough- Tocher Elemente benötigt. Offensichtlich muss hierfür VI
gerade sein. Die Abbildung 7 zeigt jedoch, dass diese Bedingung nicht hinreichend ist.
Hier sind zwei Triangulierungen mit zwei inneren Eckpunkten abgebildet. Die erste Trian-
gulierung besitzt ei~e Nummerierung mit nur einem Clough-Tocher Element. Die zweite
Triangulierung hing~gen benötigt zwei Clough- Tocher Elemente und somit die maximale
Anzahl VI' '
3.1 Charakterisierung einer optimalen Nummerierung
Wir werden nun beliebige Triangulierungen untersuchen und einen Zusammenhang zwi-
schen einer optimalen Nummerierung der Dreiecke und einem maximalen Matching des,
durch die inneren Eckpunkte von ..6.induzierten Graphs herleiten. Zunächst folgen die
hierfür notwendigen' Definitionen.
I
Definition 3.1. Sei..6. = {Tl," . ,TN} und 1r : {I, ... ,N} -t {I, ... ,N} ein Permutati-
on, dann setzen wir:
I
Bi := I{k.: ek ist gemeinsame Kante von Tj und Ti mit 1r(j) < 1r(i)}1
8k := I{Ti E ..6. : Bi = k} I
. Ein Permutation 1r heißt optimal, wenn 8~ + 83" :::;82"+ 83 für jede Permutation a gilt
und wir definieren mit
8(..6.) := min{82" + 83 : a ist Permutation von {I, ... ,N}}
die minimale Anzahl der Clough- Tocher Elemente für ..6..
Zur Vereinfachung der Beschreibung werden wir im folgenden Teil des Kapitels ein Dreieck
als Flap (vgl. Schumaker [28]) bezeichnen, wenn es höchstens eine gemeinsame Kante
mit der Resttriangulierung hat'. -Weiter nennen wir eine innere Kante einen Chord (vgl.
Dillencourt [14]), ~enn sie zwei äußere Eckpunkte besitzt. Die Abbildung 8 zeigt eine
Triangulierung mit !zwei Flaps FI und F2 und drei Chords el, e2 und e3. Die folgenden
Aussagen zeigen, dass es genügt, Nummerierungen 1( mit 80 = 1 zu betrachten.
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Abbildung 7: Clough-Tocher-Elemente für zwei innere Eckpunkte
Lemma 3.2. Sei 1r' eine Permutation mit 80 = 1 und 82" = 83" = 0, dann gibt es für
jedes Ti E ~ eine Permutation 1ti mit e~i= 8k, k = 0,1,2,3 und e7i = O.
Beweis: Wegen 80 = 1muss ~ zusammenhängend sein. Für ein beliebiges Dreieck Ti E ~
definieren wir ~i,n, ,n = 1, ... ,N und 1r induktiv. Für n = 1 setzen wir ~i,l := {Td und
1r(i) := 1. Sei nun n > 1 und ~i,n-l definiert. Da ~ zusammenhängend ist, gibt es ein
Dreieck Tj E ~ \ ~i,n-l, das eine gemeinsame Kante mit einem Dreieck aus ~i,n-l hat.
Wir setzen ~i,n := ~i,n-l U {Tj} und 1ri(j) := n.
Offensichtlich gilt e~i =.0 und eji 2: 1 für j =I i. Weiter sind alle Teiltriangulierungen ~i,n
zusammenhängend. Angenommen es gibt ein Dreieck Tj E ~ mit eji 2: 2. Wir betrachten
nun die kleinste Teiltriangulierung ~i,n,die ein Dreieck Tjmit eji 2: 2 enthält. Dann gibt
es zwei benachbarte Dreiecke Tjll Th E ~i,n-l von Tj. Da ~i,n-l zusammenhängend ist,
gibt es eine Kette Tj! =: Tv!, Tv2,"', TVr := Th von Dreiecken in ~i,n-l. Also enthält
Tj =: Tvo' Tvll' .. ,TVr einen geschlossenen Kreis. Seivj1. so gewählt, dass
1r(Vj1.) = max {1r(vo), ... , 1r(vr)}
gilt, dann muss e~J.' ,2: 2 gelten ...Dies steht aber im Widerspruch zur Voraussetzung. 0
Mit diesem Lemma können wir nun zeigen, dass es zu jeder Permutation (j eine Permuta-
tion 1r mit 80 = 1 gibt, die weniger Clough- TocherElemente enthält. Somit enthält die
Menge {1r : 80 = I} eine optimale Permutation.
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Abbildung 8: Triangulierung mit Flaps und Chords
Lemma 3.3. Sei a eine Permutation, dann gibt es eine Permutation 1f mit 80 = 1 und
82 + 8~ ::; 8~ + 8~.
Beweis: Sei A := {Ti: Bi ::; I}, B := ß \ A und Al, A2, ... , Am die zusammenhängenden
Komponenten von A. Wir beweisen die Behauptung durch Induktion nach der Anzahl der
Komponenten von A.
Sei m = 1, dann definieren wir für Ti E Al = A:
1f(i) := I{j : a(j) ::; a( i); Tj E A}I





= O. Da A zusammenhängend ist, gibt es eine zusammenhängende Kette
Ti1 =: T1I1, T1I2, ... , TlIr := Ti2 von Dreiecken in A. Sei wieder 1/1-£ so gewählt, dass
gilt. Wegen B~ = B"h = 0 folgt f.b =1= 1 und f.b =1= r und somit 2 :::;B~p. :::; B~p.' Dies steht aber
im Widerspruch zur Definition von A. Da ß zusammenhängend ist können wir nun 7r(i) für
Ti E B so definieren, dass Bi ~ 1 gilt. Somit folgt 80 = 1 und 82"+ 83" :::;IBI = 82"+ 83".
Sei nun m > 1 und die Behauptung gelte für m - 1. Nach Voraussetzung können wir ß
durch Entfernen der Dreiecke aus B in die Komponenten Al," . ,Am zerlegen. Wir wählen
eine. minimale Menge Bm ~ B, so dass Am eine Komponente in ß \ Bm ist und setzen
A := ß\ (Am U Bm). Für Ti E A definieren wir
ä(i) := I {j : a(j) ::; a(i); Tj E A} I
Somit gilt Br :::; Bi und 8~ + 8~-:::;IBI-IBmJ. Da A genaum -1 Komponenten hat, gibt
es nach Induktionsvoraussetung eine Bijektion ir mit 8~ = 1 und e~+ 8K :::;8~ + 8g :::;
IBI - IBml. Wir setzen nun 1f(i) := ir(i) für alle Ti E A. Da Bm minimal gewählt wurde,
gibt es ein Dreieck TI-£ E Bm, so dass AU {TI-£} U Am zusammenhängend ist. Sei TII ein
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benachbartes Dreieck von TJl" dann wählen wir für Am eine Bijektion 1rm mit e~m = 0
nach Lemma 3.2 und setzen
1r(J-L) := lAI + 1
1r(i) := lAI + 1+ 1rm(i)
Mit Lemma 3.2 folgt ei ~ 1 für alle Ti E Am U {Tj.t}. Wir zeigen nun, dass es maximal
ein Dreieck Ti E Am:U {Tj.t} mit ei ~ 2 gibt. Hierzu unterscheiden wir zwei Fälle. Hat Tj.t
nur eine gemeinsame Kante mit Am, dann gilt ei = 1 für alle Ti E Am nach Lemma 3.2.
Hat Tj.t zwei gemeinsame Kanten mit Am, dann gibt es ein benachbartes Dreieck Ti E Am
mit ei = 2. In diesem Fall hat aber Tj.t nur eine gemeinsame Kante mit A, so dass e; = 1
folgt. Analog wie im Fall m = 1 können wir nun 1r(i) für die Dreiecke Ti E Bm \ {Tj.t} so
definieren, dass ei ~ 1 gilt und erhalten
87l"+ 87l"< 8* +8* + IB I < IBI = 80" + 80"2 3- 2 3 m_ 2 3
. sowie 80 = 1. 0
Wir werden nun eine Charakterisierung für eine optimale Permutation 1r mit Hilfe des
Matching-Problems der Graphentheorie liefern. Diese Charakterisierung werden wir an-
schließend für spezielle Klassen von Triangulierungen verwenden. Im folgenden sei G =
(V,E) ein Graph mit der Knotenmenge V und der Kantenmenge E. Für V ~ V bezeich-
nen wir mit G[V] den induzierten Teilgraphen mit der Knotenmenge V und allen Kanten
aus E, die mit zwei Eckpunkten aus V inzidieren. Weiter schreiben wir G - V für G(V\ V].
Es folgt nun die Definition eines Matchings M für einen Graphen G.
Definition 3.4. Sei G ein Graph ohne Schlingen und mehrfache Kanten, dann heißt M ~
E ein Matching von G, falls es nur knotendisjunkte Kanten enthält. M heißt maximales
Matching, falls es kein Matching M' ~ E mit mehr Elementen gibt. M heißt perfektes
Matching, falls alle bis auf maximal ein Knoten mit einer Kante aus M inzidieren. Weiter
setzen wir
, a(G):= max {IMj : Mist Matching von G}
Ein Matching M ~ E mit k Kanten enthält genau 2k Knoten aus V. Somit kann es nur
ein perfektes Matching mit allen Knoten geben, wenn die Anzahl gerade ist. Hier zeigt
sich bereits ein Zusammenhang zwischen dem Unterteilungsproblem und dem Matching-
Problem in Graphen. Für eine beliebige Triangulierung .6.wollen wir im folgenden mit G6.
den, durch die Menge alle inneren Eckpunkte induzierten Teilgraphen von .6. bezeichnen.
Betrachten wir wieder die Triangulierungen aus Abbildung 7, dann hat der Graph im ersten
Fall genau eine Kante mit den beiden inneren Eckpunkten. Somit gibt es ein perfektes
Matching M = E von G6. und es gilt IMI = 83. Im zweiten Fall gilt E = 0, so dass
ein maximales Matching keine Elemente enthält. Auch in diesem Fall gilt IMI = 83 = o.
Dies deutet darauf hin, dass ein Zusammenhang zwischen der Anzahl eines maximalen
Matchings und 83 besteht.
Wir können nun in natürlicher Weise jeder Permutation 1r ein Matching M zuordnen,
indem wir Jedes Clough-Tocher Element Ti, das zwei innere Eckpunkte ViI und Vi2 besitzt,
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aus der Triangulierung entfernen und die Kante Vi! Vi2 dem Matching M hinzufügen. Bei
dieser Vorgehensweise in allerdings weder M noch die Anzahl eines solchen Matchings M
eindeutig bestimmt. Wegen Lemma 3.3 gibt es allerdings immer eine optimale Permutation
1r mit 80 = 1, so dass wir uns auf diese Fälle beschränken können.
Definition 3.5. Sei Mein Matching von Gß und 1r eine Permutation mit 80 = 1, dann
heißt M von 1r erzeugt, wenn 8~ = IMI gilt und jede Kante von M an genau einem Dreieck
Ti mit Bf = 3 liegt.
Das folgende Lemma sichert die Existenz eines, von 1r erzeugten Matchings M.
Lemma 3.6. Sei 1r eine Permutation mit 80 = 1, dann gibt es ein von 1r erzeugtes
Matching M.
Beweis: Wir betrachten die Menge T := {Ti : Bf = 3} und werden zeigen, dass man die
Clough- Tocher Elemente Ti E T so aus der 'friangulierung entfernen kann, dass in jedem
Schritt mindestens ~wei innere Eckpunkte zu äußeren Eckpunkten werden. Diese Paare
, von inneren Eckpunkten liefern dann das gesuchte Matching M. Hierzu setzen wir T := 0
und bestimmen ein Dreieck Tm E T \ T, dass mit einem Dreieck Ti E T verbunden ist.
Gibt es kein solches Dreieck, dann wählen wir ein beliebiges Dreieck Tm E T\T. In beiden
Fällen wird Tm zu T hinzugefügt und der Schritt solange wiederholt, bis T \ T = 0 gilt.
Zunächst kann jedes Dreieck Tm E T über maximal einen Eckpunkt mit einem anderen
Dreieck Ti E T verbunden sein. Andernfälls hätten die beiden Dreiecke eine gemeinsame
Kante, so dass B~ < 3 oder Bf < 3 gelten muss. Wir nehmen an, dass der Algorithmus ein
Dreieck Tm E T\ T bestimmt, dass mit zwei Dreiecken Ti!, Ti2 E T verbunden ist. Da der
Algorithmus zuerst alle zusammenhängenden Dreiecke auswählt, muss es eine Folge von
Dreiecken Ti! = TJI, Th" .. , Tjk = Ti2 E T geben, so dass Tjv und Tjv+! einen gemein-
samen Eckpunkt haben. Also enthält Tm, TJI, ... ,Tjk einen geschlossenen Kreis. Da alle
Dreiecke in T drei benachbarte Dreiecke besitzen, gibt es Dreiecke Tj ~.T innerhalb und
außerhalb des Kreises und somit mindestens zwei Dreiecke mit BI = O. Dies steht jedoch
im Widerspruch zur Voraussetzung. 0
Wir erhalten hieraus das folgende wichtige Ergebnis.
Satz 3.7. Für jede Triangulierung gilt 8(ß) ~ VI - a( Gß) und die Gleichheit genau
dann, wenn es ein maximales Matching M gibt, dass von einer Permutation 7r erzeugt ist.
Beweis: Ist M-rr ein maximales Matching, dass von einer Permutation 7r erzeugt ist, dann
gilt mit (6):
Sei nun a eine beliebige Permutation, dann gibt es nach Lemma 3.3 eine Permutation
7r mit 80 = 1 und 82" + 83" ~ 82" + 8~. Nach Lemma 3.6 gibt es ein von 7r erzeugtes
Matching M-rr' Also folgt wieder mit (6):
8~ + 83 ~ 8~ + e~ = VI - 8~ = VI - IM-rrl
und somit 8(ß) ~VI ~ a(Gß) und 8(ß) > VI - a(Gß), falls IM-rrl < a(G6) für jedes,
von einer Permutation 7r erzeugtes. Matching M-rr gilt. 0
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Eine optimale Lösung 1r enthält also mindestens VI - a( G~) Clough- Tocher Elemente. Im
allgemeinen muss allerdings nicht die Gleichheit gelten. Der Graph G~ der Triangulierung
aus Abbildung 9 besitzt ein perfektes Matching mit den sechs gekennzeichneten Kanten.
Man sieht aber leicht, dass es keine Permutation 1r für ß mit 80 = 1 und 8:3= 6 =
Vi/2 gibt. Die Abbildung zeigt eine opti~ale Lösung mit den Clough- Tocher Elementen
Cl,'" C7, für die 80 = 1, 82" = 2 und 8~ = 5 gilt.
Abbildung 9: Triangulierung mit 8(ß) > VI - a( G~)
Insofern kann man auch nicht erwarten, zu jedem Matching M eine Permutation 1r zu
finden, die M erzeugt. Andernfalls müsste in Satz 3.7 immer die Gleichheit gelten. Ein
solches Matching muss somit eine zusätzliche Eigenschaft erfüllen. Das folgende Lemma
liefert eine Charakterisierung da.für, dass es zu einem Matching eine erzeugende Permu-
tation gibt. Diese Charakterisierung werden wir im folgenden Abschnitt verwenden, um
Aussagen über spezielle Triangulierungen herzuleiten.
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Lemma 3.8. Sei M = {eI,'" ,ek} ein maximales Matching von Gtl. Gibt es eine Folge
von Teilgraphen 0 = Go C GI C ... C Gk ~ Gtl, so dass ei ein äußere Kante von Gi ist,
dann gilt 8(ß) = VI - a(Gtl).
Beweis: Wir zeigen durch Induktion nach VI, dass es eine Permutation 7r mit 80 = 1
und 83" = IMI gibt. Für VI :::;1 bestimmen wir 7r induktiv und definieren ßN := ß. Sei
nun ßn, n > 1 definiert, dann wäWen wir Dreieck Ti am Rand von ßn, so dass ßn \ {Ti}
zusammenhängend ist und setzen 7r(i) := n und ßn-I = ßn \ {1i}. Da ßn für alle n
zusammenhängend ist, gilt offensichtlich 80 = 1 und 83" = 0 = IMI.
Sei nun VI ~ 2 und die Behauptung gelte für alle Triangulierungen mit weniger als VI
Eckpunkten. Gibt es einen Eckpunkt Vi von G tl mit deg( Vi) = 0, dann kann Vi in keinem
Matching von G tl enthalten sein. Also ist M ein maximales Matching von Gtl - {vd. Da
die Zelle um Vi nur äußere Eckpunkte von ß enthält, gibt es ein Dreieck Tj.L := 6(Vi, Vj, Vk)
mit einer äußeren Kante VjVk von ß. Nach Induktionsvoraussetzung gibt es für ß \ {Tj.L}
eine Bijektion ir mit 80 = 1 und 83 = IMI. Setzt man 7r(v) := 1r(v) für v =1= p, und
. 7r(p,) := N, dann folgt die Behauptung.
EnthältG tl keinen Eckpunkt Vi mit deg( vd = 0, aber eine äußere Kante ViVj E M,
dann wählen wir ein Dreieck Tj.L := 6(Vi, Vj, Vk) mit einem äußeren Eckpunkt Vk von D...
Da M ein maximales Matching von Gtl ist, ist M \ {ViVj} ein maximales Matching von
G tl - {Vi, Vj}. Nach Induktionsvoraussetzung gibt es für ß \ {Tj.L} eine Bijektion ir mit
80 = 1 und 83 = IMI- 1. Setzt man wieder 7r(v) := 1r(v) für v =1=p, und 7r(f-l) := N, dann
folgt 80 = 1 und 83 = IMI.
Gibt es schließlich in G tl keinen Eckpunkt Vi mit deg( vd = ° und keine äußere Kante
ViVj E M, dann muss es nach Voraussetzung einen äußeren Eckpunkt Vi von Gtl gegeben,
der mit keiner Kante aus M inzidiert. Da M aber maximal ist, müssen umgekehrt alle
benachbarten Eckpunkte Vj von Vi Eckpunkt einer Kante aus M sein. Andernfalls könnte
man M durch Hinzunahme der Kante ViVj vergrößeren. Wir ersetzen deshalb eine Kante
mit Eckpunkt Vj durch die Kante ViVj und erhalten so ein maximales Matching M für G tl.
Mit dem gleichen Beweis wie oben folgt nun wieder die Behauptung.
Für 7r gilt somit 80 = 1 und 83" = IMI und nach Lemma 3.6 gibt es ein von 7r erzeugtes
Matching MI. Wegen IM'I = 83"= IMI ist M' maximal, so dass 8(D..) = VI - a(G tl) aus
Satz 3.7 folgt. D
3.2 Spezielle Triangulierungen
In diesem Abschnitt werden wir verschiedene Klassen von Triangulierungen betrachten.
Für Triangulierungen ohne separierende Dreiecke können wir zeigen, dass in Satz 3.7
immer die Gleichheit gilt. Hierbei heißt ein Dreieck T separierend, wenn D.. Eckpunkte
innerhalb und außerhalb von T besitzt. Mit den Ergebnissen für Triangulierungen ohne
separierende Dreiecke erhalten wir auch Aussagen über optimale Lösungen für .6.1- und
D..2 -Triangulierungen.
Lemma 3.9. Sei ß eine Triangulierung ohne separierende Dreiecke und ohne Flaps, dann
gibt es. ein maximales Matching M mit mindestens einer äußeren Kante.
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Beweis: Seien VI, ... , Vn die äußeren Eckpunkte und M ein maximales Matching von ..6..
Besitzt ..6.keine Chords, dann gibt es nach Dillencourt [14] zu jeder äußeren Kante e einen
Hamiltonkreis, der durch e geht. Also gibt es auch ein perfektes Matching, das e enthält.
Sei nun ..6.eine 'Iriangulierung mit Chords und ViVj ein Chord, so dass Vi+1, ... , Vj-1 keine
Eckpunkte eines Chords sind. Wir zerlegen ..6.entlang der Kante ViVj in die Teiltriangu-
Herungen ..6.1mit den äußeren Eckpunkten Vi, ... , Vj und..6.2 mit den äußeren Eckpunkten
VI,'" , Vi, Vj, ... , Vn. Nach Konstruktion enthält..6.1 somit keinen Chord und ViVj als äuße-
re Kante. Wir bezeichnen nun mit M2 ~ M die Kanten aus dem Matching M, bei denen
beide Eckpunkte in der Teiltriangulierung..6.2 enthalten sind und setzen MI := M\M2. Da
..6.1keine separierenden Dreiecke und keine Chords enthält, gibt es nach Dillencourt [14]
einen Hamiltonkreis e1, ... , ek, der durch die drei äußeren Kanten e1 = VjVi, e2 = ViVi+1
und e3 = Vi+1Vi+2 geht. Weiter gilt Vi+2 =1= Vj und k :2: 4 für k gerade bzw. k :2: 5 für k
ungerade. Es lassen sich nun die folgenden Fälle unterscheiden:
(i) M2 enthält keine Kante mit dem- Eckpunkt Vi oder Vj_ Wir setzen
MI ._ {{eI' e3, , ek-2} k ungerade
.- {eI, e3, , ek-1} k gerade
Dann gilt





(iii) M2 besitzt Kanten mit den Eckpunkten Vi und Vj' Wir setzen
MI ._ {{ e3, e5," . , ek-2} k ungerade
.- {e3,e5, ... ,ek-l} kgerade
Dann gilt
In allen drei Fällen gilt MI nM2 = 0 und wir erhalten mit M := MI UM2 eine Menge von
knotendisjunkten Kanten. Also folgt:
IMI = IM11+ IM21:2: IMII +IM21 = IMI
so dass M ein maximales Matching ist. Dieses enthält mit e2 oder e3 eine äußere Kante
von ..6.. 0
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. Mit diesem Lemma können wir nun die Aussage aus Satz 3.7 für Triangulierungen ohne
separierende Dreiecke verschärfen.
Satz 3.10. Sei ß eine Triangulierung ohne separierende Dreiecke, dann gilt 8(ß)
VI - a(Gß).
Beweis: Wir zeigen, dass es ein maximales Matching von Gß mit der Eigenschaft aus
Lemma 3.8 gibt. Der Beweis erfolgt durch Induktion nach lVII. Für lVII:::; 1 ist M = 0
offensichtlich ein maximales Matching, das die Bedingungen erfüllt.
Sei nun VI 2:: 2 und die Behauptung gelte für alle Graphen Gß mit weniger als VI Knoten.
Wir wählen ein maximales Matching M von Gß. Gibt es einen Eckpunkt Vi mit deg(vi) =
0, dann kann Vi in keinem Matching enthalten sein. Also ist M ein maximales Matching
von Gß - {Vi}' Nach Induktionsvoraussetzung gibt es ein maximales Matching M von
Gß - {vd mit der Eigenschaft aus Lemma 3.8. Damit ist aber M auch ein maximales
Matchingfür Gß, das die Voraussetzungen aus Lemma 3.8 erfüllt.
/ Gibt es einen Eckpunkt Vi mit 1 :::;deg( Vi) :::; 2, dann sind alle Kanten mit dem Eckpunkt
Vi äußere Kanten von Gß. Enthält M eine Kante ViVj mit dem Eckpunkt Vi, dann können
wir nach Induktionsvoraussetzung für G~ - {Vi, Vj} ein maximales Matching M mit der
Eigenschaft aus Lemma 3.8 wählen. Da M \ {ViVj} ein Matching von Gß - {Vi, Vj} ist,
muss IMI 2::IMI-1 gelten. Somit ist MU {ViVj} ein maximales Matching für Gß mit der
Eigenschaft aus Lemma 3.8. Gibt es keine Kante mit Eckpunkt Vi in M, dann muss jeder
benachbarte Eckpunkt Vj von Vi mit einer Kante aus M inzidieren. Andernfalls könnte
man M durch Hinzufügen der Kante ViVj vergrößern. Wir entfernen nun eine Kante mit
Eckpunkt Vj aus M und fügen ViVj hinzu. Das neue Matching hat die gleiche Ordnung
und ist somit wieder maximal. Mit dem gleichen Beweis wie oben folgt die Behauptung.
Gibt es schließlich in G~ keinen Eckpunkt Vi mit deg( Vi) :::; 2, dann ist Gß eine Triangulie-
rung ohne separierende Dreiecke und ohne Flaps. Nach Lemma 3.9 gibt es ein maximales
Matching M mit einer äußeren Kante ViVj. Die Behauptung beweist man nun wieder wie
im Fall 1 :::;deg( Vi) :::;2. 0
Triangulierungen ohne separierende Dreiecke sind beispielsweise gleichmäßige oder de-
formierte ß1 und ß2-Triangulierungen (zur Definition von deformierten ß 1_ und ß2_
Triangulierungen siehe Davydov, Nürnberger, Walz und Zeilfelder [9]). Mit Satz 3.10 er-
halten wir für solche Triangulierungen die folgenden Aussagen.
Korollar 3.11. Gegeben sei eine ß~,m":"Triangulierung mit n Spalten und m Zeilen. Dann
gilt:
Beweis: Seien Qi,j, i = 1, ... ,n, j = 1, ... , m die Vierecke der Partition mit den Eck-
punkten Vi-1,j-1, Vi,j-1, Vi,j und Vi-1,j. Dann sind Vi,j, i = 1,... ,n - 1, j = 1,... ,m - 1
die inneren Eckpunkte von ß. ist n ungerade, dann erhält man mit
M {
. n-1 . }
:= V2i-l,jV2i,j: '/,= 1,... , -2-' J = 1,... ,m - 1
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ein perfektes Matching für GA' Analog folgt dies für m ungerade. Sind n und m gerade,
dann ist
{
n-2 }M:= V2i-l,jV2i,j: i = 1,... ,-2-' j = 1,... ,m - 1
. { .. m-2}U Vn-l,2j-l Vn-l,2j : J = 1,...,-2-
ein perfektes Matching. Also gilt a( GA) = l(n-l)~m-l) J und es folgt
8(Ll~,m) = VI -l (n -1)t -1) J = f(n -l)t ~1)1
nach Satz 3.10.
Abbildung 10: Perfektes Matching und optimale Nummerierung für ßg,5
o
Die Abbildung 10 zeigt ein perfektes Matching für n = m = 5 und eine zugehörige optimale
Permutation 7r mit den Clough- Tocher Elementen Cl, ... ,es.
Im Gegensatz zu einer .ß 1_ 'fria!lgulierung besitzt der Graph GA einer .ß2_Triangulierung
kein perfektes Matching. Deshalb gilt hier immer 8(.6.) > VI/2.




Beweis: Seien wieder Qi,j, i = 1, ... ,n,j = 1, ... , m die Vierecke der Partititon mit den
Eckpunkten Vi-1,j-1, Vi,j-1, Vi,j und Vi-1,j. Weiter bezeichne Wi,j den singulären Eckpunkt
im Viereck Qi,j. Dann sind Vi,j, i = 1, ... ,n - 1, j = 1, ... , m - 1 und Wi,j i = 1, ... ,n,
j = 1, ... , m die inneren Eckpunkte von.6.~,m und es gilt VI = (n - IHm - 1) + nm. Wir
erhalten nun mit
M := {Wi,jVi,j: i = 1, ... ,n - 1,j = 1, ... , m - I} (7)
ein Matching mit IMI = (n - IHm - 1).
Wir zeigen durch Induktion nach n, dass jedes Matching von G/:).maximal die Ordnung
(n - IHm - 1) hat. Für n = 1 besitzt .6.~,m nur die singulären Eckpunkte W1,j als innere
Eckpunkte und somit hat G/:).keine Kanten. Sei nun n > 1 und die Behauptung gelte
für n - 1. Wir wählen ein Matching M und zerlegen dieses in die disjunkten Mengen
MI := {e E M : e ist Kante vonG /:).2 } und M2 := M \ MI' Ist nun e E M2, dann
n-l,m
muss die Kante mindestens einen Eckpunkt Vn-1,j oder Wn,j besitzen. Da die singulären
, Eckpunkte Wn,j nur zu den Eckpunkten Vn-l,j-1 und Vn-1,j benachbart sind, kann M2
maximal m - 1 Kanten enthalten. MI ist nun ein Matching für G /:).2 , so dass nach
n-l,m
Induktionsvoraussetzung IM11 :s; (n - 2Hm -1) gilt. Also folgt IMI :s; (n -IHm -1) und
somit ist das Matching aus (7) maximal. Mit Satz 3.10 erhalten wir wiederum 8(.6.~ m) =
VI - a(G/:).) = nm. ' 0
Die Abbildung 11 zeigt ein maximales Matching" mit 9 Kanten für den Fall n = m =
4. Für eine optimale Permutation 7r gilt 83" = 9, 8~ = 7 und man erhält somit 16
Clough-Tocher Elemente Cl,' .. , C16. Für .6.2-Tria:q.gulierungen ist allerdings zu bemerken,
dass der singuläre Eckpunkt in jedem Viereck im allgemeinen kein echter Eckpunkt der
Triangulierung ist, sondern durch Einzeichnen der beiden Diagonalen konstruiert ist. In
diesem Fall sind auch keine Interpolationsdaten an den singulären Eckpunkten gegeben.
Man kann deshalb leicht einen Interpolanten ohne Unterteilung der Dreiecke angeben (vgl.
Lai [20, 21] und Laghchim-Lahlou und Sablonniere [19]).
Eine weitere Klasse von Triangulierungen ohne separierende. Dreiecke sind Nested- Polygon
Triangulierungen (vgl. Nürnberger und Zeilfelder [26]). Auch für diese Klasse gilt somit
die Gleichheit in Satz 3.10. Dagegen können in Delaunay-Triangulierungen separierende
Dreiecke auftreten. Im allgemeinen wird es aber nur sehr wenige separierende Dreiecke
in Delaunay- Triangulierungen geben. Dies ist darin. begründet, dass die Winkel zweier
benachbarter Dreiecke ein Bedingung erfüllen müssen. Ist VIV2 eine innere Kante, Tl =
6(V1, V2, V3) und T2 = 6(VI, V2, V4) die anliegenden Dreiecke und ah Q2der Winkel im
Eckpunkt V3 bzw. V4, dann muss in einer Delaunay- Triangulierung
gelten (vgl. Dillencourt [15]). Da in einem separierenden Dreieck mindestens ein Winkel
a 2: 1200 existiert, besitzen Delaunay- Triangulierung im allgemeinen nur wenige separie-
rende Dreiecke. Es ist deshalb zUcvermuten, dass für viele Delaunay- Triangulierung in Satz
3.7 die Gleichheit gilt. Nach Dillencourt [15] besitzt aber jede Delaunay-Triangulierung
ein perfektes Matching, so dass man für viele Delaunay- Triangulierung sogar eine optima-
le Lösung mit ryt 1 Clough- Tocher Elementen erwarten kann. Es ist jedoch zu beachten,
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Abbildung 11: Maximales Matching und optimale Nummerierung für ß~,4
dass dies nicht zwingend aus dem Satz von Dillencourt folgt, da der Graph G6. zu einer
Delaunay- Triangulierung im allgemeinen keine konvexe Triangulierung und damit keine
Delaunay-Triangulierung mehr ist. Der Graph kann sogar Eckpunkte mit deg(v) = 1 ha-
ben, so dass er nicht einmal eine Triangulierung' ist.
Das Gegenbeispiel aus Abbildung 9 zeigt, dass man auch für Triangulierungen mit "weni-
'gen" separierenden Dreiecken die Gültigkeit von Satz 3.10 erwarten kann. Für die Triangu-
lierung aus der Abbildung gilt 8(ß) > VI-a(G6.), so dass sie nach Satz 3.10 separierende
Dreiecke besitzen muss. In diesem Beispiel ist sogar jedes Dreieck von G6. in einem sepa-
rierenden Dreieck enthalten und es genügt bereits ein Kante zu tauschen (bspw. die Kante
zwischen den Dreiecken T19 und C2), um eine Triangulierung mit den gleichen Eckpunkten
zu erhalten, für die 8(ß) = 6 = VI - a( G6.) gilt.
4 Interpolation in Sj (Li)
In diesem Abschnitt wollen wir den Splineraum Sj(A) ausführlich behandeln und zusätz-
lich zu den Hermite-Interpolanten aus Abschnitt 2.2 ein Lagrange-Interpolationsschema
angeben. Aus Satz 2.5 und 2.8 erhält man für jede Funktion f E Cl (0) einen (reduzier-
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ten) Hermite-Interpolanten S E SJ (A), der durch die folgenden Bedingungen eindeutig
bestimmt ist.
(i) Für jeden Eckpunkt Vi E .ß gelte:
S( Vi) = f( Vi)
DxS(Vi) := Dxf(Vi)
DyS(Vi) := Dyf(Vi)
(ii) Für jedes Dreieck Ti = 6( Vi,l, Vi,2, Vi,a) mit Bi E {O,2} sei
für Bi = 0
für Bi = 2
und Zi ein Vektor, der nicht parallel zur Kante ei verläuft. Weiter sei Wi ein Punkt
im Innern der Kante ei. Dann gelte:
D ZiS (Wi) = D Zi f (Wi) für den vollständigen Interpolanten
DZi Slei E I11 für den reduzierten Interpolanten
Für eine Nummerierung der Dreiecke mit Bo = 1 und B2 = 0 entspricht der vollständige
Hermite-Interpolant im wesentlichen dem reduzierten Interpolanten. Lediglich im Drei-
eck Tl benötigt der vollständige Interpolant eine zusätzliche Ableitung. Wir können des-
halb erwarten, dass der reduzierte Interpolant das gleiche Approximationsverhalten wie
der vollständige Interpolant besitzt. Mit dem reduzierten Schema erhalten wir einen In-
terpolanten, der nur Funktionswert und erste partiellen Ableitungen in den Eckpunkten
benötigt.
Wir behandeln nun die Lagrange-Interpolation in sJ(A). Eine lokale Methode für die
Lagrange-Interpolation mit kubischen Splines haben Nürnberger und Zeilfelder [24] be-
schrieben. Auch sie verwenden einen Clough- Tocher Split in einigen Dreiecken. Im allge-
meinen benötigen sie aber für ihre Methode mehr Clough-Tocher Elemente als wir. Dafür
ist ihr Interpolationsschema lokal und sichert somit ein optimales .Approximationsverhal-
ten.
Wir definieren nun eine Interpolationsmenge für sJ(A). Wie wir in Abschnitt 3 bereits
gezeigt haben, genügt es Nummerierungen mir 80 = 1 zu betrachten und setzen dies im
folgenden voraus. Für ein Dreieck Ti = 6(Vi,l, Vi,2, Vi,3) mit Bi = 0 wählen wir nun sechs
Punkte Wi,l," ., Wi,6, so dass Vi,j, Wi,2j-l, Wi,2j, Vi,j+l paarweise verschiedene Punkte auf
der Kante Vi,jVi,j+1 sind. Weiter wählen wir einen beliebigen Punkt Wi,7 im Inneren von
Ti und definieren
Ai := {Vi,!, ... ,Vi,3, Wi,l, ... , Wi,7}
Gilt Bi = 1, dann lassen sich zweI Fälle unterscheiden. Enthält die Teiltriangulierung .ßi-l
bereits alle drei Eckpunkte Vi,j von Ti, dann setzen wir Ai ==0. Dieser Fall tritt genau
dann ein, wenn Ti Nachbar eines Dreiecks Tj mit Bj = 3 ist und alle anderen Nachbarn
von Tj einen niedrigeren Index haben. Sind dagegen nur die beiden Eckpunkte Vi,l und
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Vi,2 in ~i-lenthalten, dann wählen wir jeweils einen inneren Punkt Wi,j, j = 1,2 auf den
beiden Kanten Vi,jVi,3 und setzen
Für Bi = 2 wählen wir einen Punkt Wi ETi,3 \ Vi,lVi,3 und setzen Ai := {Wi}' Schließlich
definieren wir Ai :=0 für ()i = 3.
Satz 4.1. Seien Ai wie oben definiert und A := U~l Ai, dann gibt es eznen eindeutig
bestimmten Spline s E sJ(Li), so dass s(v) = f(v) für alle v E A gilt.
Beweis: Gilt Bi = 0, dann enthält A für jede Kante ei,j von Ti vier Punkte auf ei,j. Diese
bestimmen das univariate Polynom entlang dieser Kante und somit alle vier Bernstein-
Bezier-Koeffizienten auf ei,j. Weiter enthält A einen Punkt Wi,7 im Inneren von Ti, so dass
Aj > 0 für die baryzentrischen Koordinaten (Al, A2, A3) von Wi,7 gilt. Aus Satz 1.1 folgt
i f(Wi,7) ..;...2:a#(l,l,l) C~B~(A)
CHI = . 6AlA2A3
Für ()i = 1 werden die Koeffizienten c~ mit 0::3~ 1 durch die Cl-Bedingung an der Kante
Vi,lVi,2 bestimmt. Ist der Eckpunkt Vi,3 in der Teiltriangulierung ~i-l enthalten, dann
berechnen sich die verbleibenden drei Koeffizienten c~ mit 0::32:2 aus der Cl-Bedingung
im Eckpunkt vi,3.Im anderen Fall erhält man Ch03= S(Vi,3) == f(Vi,3) nach Satz 1.2. Weiter
enthält A einen Punkt Wi,l im Inneren der Kante Vi,lVi,3. Seien (1 - A, 0, A) mit 0 < A < 1
die baryzentrischen Koordinaten von Wi,l, da~n folgt
3i. 3i 3i
i _ f(Wi,d - (1 - A) c300 - 3A(1 - A) c20l - AC003
c102 - 3A2(1 - A)
Analog berechnet sich Ch12' so dass alle Bernstein- Bezier- Koeffizienten auf Ti bestimmt
werden können.
Gilt nun Bi = 2, dann ergeben sich alle Koeffizienten C& mit 0::3~ 1 bis auf C~3H aus den
Cl-Bedingungen über die Kanten und in den Eckpunkten von Ti. Nun enthält A einen
Punkt Wi in Ti,3, der nicht auf der Kante Vi,lVi,3 liegt. Seien A.die baryzentrischen Koor-
dinaten von Wi bezüglich Ti,3, dann ergibt sich aus der Interpolationbedingung und den
Cl-Bedingungen an den inneren Kanten des Clough-Tocher Elements das Gleichungssy-
stem
mit geeigneten Werten ri E lR:_ Für die Koeffizientenmatrix A erhält man wegen Ai 2:: 0
und A3 =1= 0
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Al . d d' . K ffi' i3 i3 i3 i3 . d . b' . d ClSO sIn Ie VIer oe zlenten C003' C102, C012' C111 eIn eutIg estImmt un aus den -
Bedingungen ergeben sich nun die verbleibenden Koeffizienten in Ti,l und Ti,2.
Für den Fall Bi = 3 erhält man nach Satz 2.5 alle Koeffizienten direkt aus den C1_
Bedingungen. Also lassen sich alle Bernstein- Bezier- Koeffizienten von s aus den Inter-
polationsbedingungen berechnen, und analog zum Beweis aus Satz 2.5 folgt:
Andereseits gilt nach Satz 1.7 mit (6):
so dass s eindeutig bestimmt ist. 0
Im Gegensatz zum Hermite-Interpolanten aus Satz 2.5 lassen sich für den Lagrange-
Interpolanten nur die Koeffizienten in den Eckpunkten lokal aus den Interpolationswerten
berechnen. Insofern kann man nicht erwarten, dass der Interpolant für alle Interpolations-
. mengen ein vergleichbares Approximationsverhalten besitzt.
5 Nummerische Ergebnisse
In diesem Abschnitt liefern wir nummerische Ergebnisse für unsere Interpolationsmethode.
Für kubische CI-Splines haben wir den Hermite-Interpolanten berechnet und mit dem
vollständigen Clough-Tocher Split nach Laghchim-Lahlou und Sablonniere (18] verglichen.
Für die Berechnungen wurden Delaunay- Triangulierungen aus zufällig verteilten Punkten
verwendet. Die Unterteilung haben wir nach dem folgenden Algorithmus bestimmt.
Algorithmus 5.1. Bestimmung einer Permutation 'Ir mit 80 = 1.
Eingabe: Liste ß von Dreiecken
Ausgabe: Liste 'Ir von Integer
Initializiere zwei leere Warteschlangen Q und Q2
markiere Dreieck Tl und füge 1 in Q ein
n:= 1
Solange Q oder Q2 nicht leer ist
Falls Q nicht .leer ist
hole nächsten Wert m von Q
Falls Tm zwei markierte Nachbarn hat
füge m in Q2 ein und gehe zum Anfang der Schleife
,Sonst
hole nächsten Wert m von Q2
7r(m) := n, n := n+ 1
Für alle unmarkierten Nachbarn Ti von Tm
markiere Dreieck Ti
füge i in Q ein
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Der Algorithmus berechnet im allgemeinen keine optimale Lösung. Für die verwendeten
Thiangulierungenerhielten wir aber gute Lösungen mit weniger als 0.6V[ Clough- Tocher
Elementen. Die folgende Tabelle zeigt die Parameter der einzelnen Thiangulierungen.
N V[ 8(ß) hi
ßl 56 19 12 5.57 e-1
ß2 175 67 39 3.10 e-1
ß3 609 242 141 1.66 e-1
ß4 2263 921 533 1.06 e-1
ßs 8816 3879 2185 6.70 e-2
ß6 31933 15005 8365 3.20 e-2
ß7 118021 53721 30176 1.80 e-2
Tabelle 1: Parameter der Thiangulierungen
Hierbei bezeichnet 8(ß) die Anzahl der Clough-Tocher Elemente für die Nummerierung
nach Algorithmus 5.1 und hi die maximale Kantenlänge der Triangulierung ßi. In allen
Beispielen haben wir Franke's- Testfunktion
f( ) 3 ((9X-2)2+(9Y-2)2) 3 ((9X+1)2 9Y+1)X,Y = 4exp ------4---- + 4exp ---4-9- - -1-0-
1 ((9X - 7)2 + (9y - 3)2) 1 2 2+ 2" exp - 4 - 5" exp (-(9x - 4) - (9y - 7) )
auf dem Rechteck n := [0,1] x [0,1] interpoliert. Für unsere Unterteilung .6. und den
vollständigen Clough- Tocher Split ßcrerhielten wir die folgenden Ergebnisse.
Sj(.6.) Sj(ßcr)
Dirn. Ei 6i Dirn. Ei 6i
.ßl 123 3.42 e-1 3.19 211 1.26 e-1 2.24
ß2 342 4.97 e-2 2.16 614 3.25 e-2 1.48
ß3 1148 1.29 e-2 4.26 2084 1.29 e-2 5.68
ß4 4178 1.91 e-3 4.40 7638 1.01 e-3 3.40
ßs 15309 2.48 e-4 3.62 28571 2.09 e-4 4.06
ß6 52516 1.67 e-5 3.73 99652 1.02 e-5 3.52
ß7 199538 2.19 e-6 375228 1.50 e-6
Tabelle 2: Interpolation mit Clough- Tocher Split
wobei wir mit
log Ei - log Ei+16i := ------.
log hi - log hi+ 1
den Decay-Exponenten von ßi und ßi+l bezeichnen. Der durchschnittliche Wert für 6i
liegt in beiden Fälle zwischen drei und vier. Dies bestätigt die analytischen Aussagen über
die Approximationsordnung unseres Interpolanten. Auch der absolute Interpolationsfehler
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ist nicht deutlich höher als bei dem Interpolanten für den vollständigen Clough- Tocher-
Split. In der Berechnung ist unser Interpolant ca. 25% schneller. In beiden Fällen wur-
den allerdings die Ableitungen an den Kanten direkt berechnet. Müsste man diese durch
Nährungsverfahren bestimmen, dann ist die Berechnung unseres Interpolanten wesent-
lich schneller als die Berechnung für den. vollständigen Clough- Tocher-Split, da wir die
orthogonalen Ableitungen nur an wenigen Kanten benötigen.
Die Unterteilungsmethode in dieser Arbeit haben wir ausführlich für den Clough-Tocher
Split behandelt. Sie lässt sich aber grundsätzlich auf jede andere Unterteilung, die keine
zusätzlichen Hilfspunkte auf den Kanten erzeugt, übertragen. So kann man beispielsweise
die Unterteilungen von Alfeld [1] und Wang [33] für Sg(..6.) verwenden. Ebenso lässt sich
die Methode auf beliebige Quadrangulierungen anwenden. Unser Verfahren ist hier be-
sonders effizient, wenn wir für konvexe Vierecke die Unterteilung nach Fraeijs de Veubeke
und Sander (vgl. Laghchim-Lahlou und Sablonniere [19]) verwenden. Im günstigsten Fall
benötigen wir nur VI/3 FVS-Elemente für eine Quadrangulierung. Die Anzahl der Drei-
ecke wächst somit um weniger als ein Drittel, so dass die Methode deutlich effizienter ist
, als die Unterteilung mit Clough- Tocher Elementen.
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