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GROUPES CLASSIQUES
par
Baptiste Calmès et Jean Fasel
Résumé. — Nous introduisons les groupes algébriques linéaires dits “classi-
ques” sur une base quelconque, puis nous les replaçons dans la classification
des groupes réductifs établie dans [SGA3]. Nous traitons les cas non déployés,
et décrivons au passage plusieurs catégories de torseurs.
Abstract. — We introduce so-called “classical” linear algebraic groups over
a general base, and we then place them where they belong in the classification
of reductive groups established in [SGA3]. We cover the non split cases, and
we describe on the way several categories of torsors.
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1. Introduction
L’objet principal de [SGA3] est la classification des schémas en groupes
réductifs sur une base quelconque. Rappelons tout d’abord qu’un groupe algé-
brique G sur une base S est réductif (au sens de [SGA3], voir Exp. XIX, déf.
2.7) s’il est lisse et affine sur S, et à fibres géométriques réductives et connexes
au sens de la théorie sur les corps ; sur les fibres géométriques, son radical est
donc un tore (voir [SGA3, Exp. XIX, déf. 1.6.1]). Il est de plus semi-simple si
ces fibres sont semi-simples (radical trivial). Notons qu’être réductif ou semi-
simple est en fait par descente une propriété locale pour toutes les topologies
considérées dans cet article.
Le but de cette note est de faire le lien entre les groupes linéaires et quadra-
tiques dits “classiques” et la classification de [SGA3]. Cet exposé s’adressant
en priorité aux lecteurs qui ne sont pas habitués à la terminologie employée
dans l’ouvrage, de nombreux détails de calculs, exemples et traductions sont
fournis.
Notations. — Dans tout ce qui suit, R désigne un anneau associatif commu-
tatif et unitaire, S un schéma de base quelconque, implicitement égal à Spec(R)
lorsqu’il est affine.
Soit X un schéma sur S, et soit T → S un morphisme de schémas. La
notation XT désigne le produit fibré de X sur T . Lorsque T est le spectre d’un
anneau R′, on s’autorisera également la notation XR′ pour XT . Un point s ∈ S
correspond à un morphisme de son corps résiduel κ(s) vers S, et Xs = Xκ(s)
est alors appelé fibre en s. Si s¯ est le spectre d’une clôture algébrique de κ(s),
le schéma Xs¯ est appelé fibre géométrique.
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La méthode suivie dans ce texte comporte plusieurs étapes. Tout d’abord,
il nous faut introduire et définir les groupes classiques que l’on veut replacer
dans la classification. Il s’agit des groupes semi-simples adjoints ou simplement
connexes, des séries An, Bn, Cn et Dn, bien que nous en manipulions bien
d’autres au passage. Conformément à la philosophie de [SGA3], les schémas
(en groupes) sont vus comme des foncteurs de points représentables. Nos
groupes classiques sont donc introduits comme des foncteurs de points, puis on
montre qu’ils sont représentables par des schémas affines sur la base, ce qui ne
pose pas de réelle difficulté pour deux raisons : beaucoup de nos groupes sont
construits comme des produits fibrés de groupes obtenus précédemment, et
cette opération préserve la représentabilité. Par ailleurs, la représentabilité par
des schémas affines sur la base peut se tester localement pour la topologie fppf
ou étale. Ces deux topologies de Grothendieck sont d’ailleurs quasiment les
seules que nous utiliserons, en dehors de la topologie de Zariski, bien entendu.
Les groupes classiques se construisent à l’aide de structures algébriques
comme des modules quadratiques, des algèbres d’Azumaya, ou des algèbres
à involution. Nous discutons donc ces structures sur une base quelconque dans
les sections 2.5, 2.6 et 2.7. Les groupes sont alors introduits dans les parties
2.4 et 3 pour les groupes de type linéaire (liés au type An), ainsi que dans la
partie 4 pour les groupes en rapport avec les modules quadratiques ou plus
généralement les algèbres à involution.
Une fois la plupart des groupes introduits, il faut identifier les groupes
déployés, leur version sur Z, dits groupes de Chevalley, et prouver qu’ils sont
bien réductifs. Le principal problème est la lissité, qui doit essentiellement être
obtenue à la main en vérifiant d’abord la lissité de chaque fibre géométrique,
ce qui revient, parce qu’on est sur un corps, à comparer la dimension de Krull
et celle de l’algèbre de Lie, puis on montre que la dimension de ces fibres ne
varie pas. Les critères précis sont rappelés en section 2.9.
L’étape d’après, est de trouver la donnée radicielle de chacun des groupes.
Cela consiste à décrire un tore maximal déployé, expliciter l’algèbre de Lie et
la représentation adjointe, y trouver les racines, et constater qu’elles forment
bien les données radicielles des types considérés.
Ces deux dernières étapes forment les parties intitulées “Groupe déployé
adjoint” et “Groupe déployé simplement connexe” de chacune des sections 3
(type An), 6 (type Bn), 7 (type Cn) et 8 (type Dn).
Il reste alors le problème de la torsion. Si [SGA3] nous dit que tous les
groupes réductifs sont des formes étales des groupes déployés, il nous faut
montrer pour être complet que les différents groupes classiques que nous avons
introduits, en plus du cas déployé, constituent toutes les formes étales de ces
groupes, qu’il n’y en a pas d’autres. Pour cela, nous avons recours au formalisme
du produit contracté, décrit en section 2.2. Ce formalisme nous dit que toute
forme est en fait un produit contracté du groupe par un torseur sous son groupe
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d’automorphismes. Il nous faut donc identifier les groupes d’automorphismes,
ce qui est fait dans les sections du même nom dans les quatre parties 3, 6, 7 et
8.
Puis, il faut être capable de donner une description assez concrète des tor-
seurs pour expliciter les produits contractés. C’est la raison pour laquelle nous
utilisons des champs, car c’est un cadre très souple dans lequel on peut for-
maliser les produits contractés, et construire des catégories concrètes d’objets
algébriques (par exemple les modules quadratiques), équivalentes à des caté-
gories de torseurs. Le texte est donc parsemé de théorèmes qui comparent un
champ bien concret (comme celui des modules quadratiques) avec une catégo-
rie de torseurs (par exemple sous le groupe orthogonal). Comme nous savons
que le mot “champ” provoque immanquablement chez certains un rhume des
foins, nous nous empressons d’ajouter que nous n’utilisons aucune des subti-
lités qui font le bonheur des champistes. Le peu de choses que nous utilisons
effectivement est rappelé dans les parties 2.1 et 2.2, et pourrait se résumer en
quelque mots : un champ est une sorte de catégorie dans laquelle les objets
et les morphismes peuvent se construire localement. Nous faisons un usage
répétitif des produits fibrés de champs, pour en fabriquer de nouveaux sans
peine. Les premiers champs que nous introduisons sont construits comme des
structures sur les faisceaux, ce qui explique la présence de la partie 2.1. Nous
avons également inclus à titre d’exemple quelques calculs de gerbes, qui cor-
respondent aux morphisme de connexion vers le terme H2 des suites exactes
de cohomologie.
Faute de temps, nous avons laissé de côté un certain nombre de choses,
qui pourraient probablement être traitées par les mêmes méthodes. Citons :
la description systématique des catégories de torseurs sous tous les groupes
mentionnés, y compris ceux qui ne sont pas déployés ; la description des varié-
tés projectives homogènes sous les groupes considérés ; la description de types
simples intermédiaires entre le cas simplement connexe et le cas adjoint, lors-
qu’ils existent (par exemple en type An) ; la description de types mixtes ; la
description des types exceptionnels déjà connus sur les corps (ex : G2, F4) ; la
description du type D4 ; la description des isomorphismes exceptionnels de bas
rang.
Les principales difficultés que nous avons rencontrées sont de deux natures :
premièrement, bien souvent, dans la littérature, les constructions sont faites
sur les corps, en distinguant la caractéristique 2 des autres. Or, pour travailler
sur une base quelconque, ces distinctions sont interdites, les constructions
doivent être indépendantes d’une éventuelle caractéristique. Deuxièmement,
sur un corps, tous les fibrés vectoriels sont triviaux, et certains invariants ne
se voient donc pas. Nous avons donc dû en rajouter certains. Voir par exemple
l’invariant lq qui intervient dans les formes strictement intérieures des types
simplement connexes Bn et Dn.
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Outre SGA3, les trois grandes références que nous avons utilisé sans vergogne
sont le livre de Giraud sur les champs [Gir], celui de Knus sur les formes qua-
dratiques [Knus], et le livre des involutions de Knus, Merkurjev, Rost et Tignol
[KMRT], ce dernier principalement pour sa notion de paire quadratique, qui
fonctionne en toute caractéristique, et tous les groupes qui en découlent.
Vu le grand nombre de groupes et de champs considérés, pour que la lec-
trice ne soit pas perdue, nous avons ajouté des tables à la fin du texte qui
listent les groupes les plus importants, ainsi que les équivalences entre certains
champs et certaines catégories de torseurs, avec références aux endroits du
texte concernés.
Nous remercions vivement Philippe Gille pour diverses explications sur des
points techniques de SGA3, Cyril Demarche pour son aide sur les champs
et les gerbes, Asher Auel pour ses précisions sur les algèbres de Clifford, et
enfin Skip Garibaldi, Sylvain Brochard et les rapporteurs anonymes pour leurs
suggestions d’amélioration à partir d’une version préliminaire de ce texte.
2. Préliminaires
2.1. Structures. —
2.1.1. Structures élémentaires. — Expliquons brièvement la notion de struc-
ture dans une catégorie C munie de produits finis, puis la notion d’objet X en
cette structure. Nous voulons que ce formalisme puisse contenir la notion d’ob-
jet en groupes dans une catégorie donnée, ou bien la notion de OS-modules
dans la catgorie des S-foncteurs de points ; voir les exemples 2.1.1.4 ci-après.
Dans tout les cas, il faut pouvoir spécifier des morphismes, comme la muli-
plication G × G → G d’un objet en groupes, et des contraintes vérifiées par
ces morphismes, comme l’associativité. Enfin, nous avons besoin d’objets et de
morphismes que nous appellerons constants, comme par exemple l’objet neutre
qui nous servira d’unité pour les groupes, ou bien l’objet en anneaux OS et sa
multiplication, dont on se sert pour définir chaque OS-modules.
En termes précis, ces structures se formalisent à l’aide de deux constructions
catégoriques classiques : Étant donné un graphe orienté γ, notons Cat(γ) la
catégorie engendrée par ce graphe (la catégorie des chemins de ce graphe).
Cette construction est fonctorielle et définit un adjoint à gauche du foncteur
oubli de la catégorie des petites catégories vers celle des graphes (voir [10,
Ch. II, §7]). Notons également Π(C) la complétion d’une petite catégorie C par
les produits finis. C’est également une construction fonctorielle, et qui définit
un adjoint à gauche du foncteur d’oubli de la catégorie des petites catégories
munies de produits finis (avec pour morphismes les foncteurs les respectant)
vers la catégorie des petites catégories. Une autre manière de le dire est que
pour toute petite catégorie C, il y a un foncteur canonique C → Π(C) et on a la
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propriété universelle suivante : tout foncteur de C dans une catégorie D munie
de produits finis se factorise de manière unique par un foncteur Π(C) → D
qui conserve les produits. La catégorie Π(C) se construit aisément de manière
combinatoire à partir de C. (1)
Définition 2.1.1.1. — Une structure dans C est la donnée de :
1. un graphe orienté fini γ et un morphisme de graphes orientés c : γ → C
(qui spécifie les constantes) ;
2. un ensemble fini I et un graphe F contenant le graphe Π(Cat(I⊔γ)), ayant
les mêmes sommets que celui-ci, et seulement un nombre fini d’arêtes
supplémentaires (qui correspondent aux morphismes)
3. une relation d’équivalence R sur les morphismes de Π(Cat(F )) engendrée
par un nombre fini de relations f ∼ g entre morphismes de Π(Cat(F ))
(ce qui définit les contraintes sur les morphismes).
On obtient alors un morphisme de graphes g donné par la composée
γ → I ⊔ γ → Cat(I ⊔ γ)→ Π(Cat(I ⊔ γ)) ⊆ F → Π(Cat(F ))
(où les unités des deux adjonctions ont été utilisées) et on peut considérer la
catégorie quotiente Π(Cat(F ))/R, au sens de [10, Ch. II, §8].
Définition 2.1.1.2. — Si struc est une structure dans C au sens de la défi-
nition précédente, un objet en struc est un foncteur X : Π(Cat(F ))/R → C tel
que X ◦ g = c. La catégorie Cstruc des objets en struc est celle des foncteurs
Π(Cat(F ))/R→ C.
Remarquons que la donnée d’un tel foncteur X est équivalente à la donnée
d’un foncteur Π(Cat(F )) → C, compatible à la relation d’équivalence R, et
que c : γ → C étant déjà fixé, par les propriétés universelles, il suffit de donner
les objets images des i ∈ I (qu’on peut noter Xi) puis les images des arêtes
supplémentaires de F , en s’assurant qu’elles respectent les contraintes données
par la relation d’équivalence.
Définition 2.1.1.3. — Si F : C → D est foncteur respectant les produits
finis, on peut pousser une structure struc dans C vers une structure F (struc)
dans D de la manière évidente, et on obtient également un foncteur F : Cstruc →
DF (struc).
1. Nous n’avons pas de bonne référence pour cette construction, mais on peut procéder
comme suit : on considère la catégorie dont les objets sont des ensembles finis au-dessus de
l’ensemble des objets de C, et avec pour morphismes de φ : A→ Ob(C) vers ψ : B → Ob(C)
les applications θ : A → B munies d’un étiquetage a 7→ fa de chaque élément de A par
un morphisme fa : φ(a) → ψ(θ(a)) de C. On vérifie alors que la catégorie opposée de cette
catégorie répond au problème.
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Exemple 2.1.1.4. — Tout d’abord, pour chaque ensemble I, la structure
triviale sur un ensemble d’objets indicés par I est celle pour laquelle les
constantes, morphismes et relations sont vides. Mentionnons encore les struc-
tures suivantes (dans les S-foncteurs de points, ou dans les S-faisceaux pour
une certaine topologie) que nous rencontrerons :
1. groupe gr : le seul objet constant est S (donc le graphe γ a un sommet
et aucune arête), les morphismes sont l’unité S → G, la loi de groupe
G × G → G et l’inverse G → G (l’ensemble I a donc un élément, et le
graphe F a 3 morphismes supplémentaires), et les relations imposent les
contraintes bien connues, comme l’associativité.
2. groupe abélien : une structure de groupe, avec la commutativité ajoutée
aux relations ;
3. anneau : une loi d’addition, de multiplication et les diagrammes évidents.
En particulier, dans la catégorie des S-foncteurs, l’anneau que nous no-
terons OS . Il est construit comme tiré à S de O = Spec(Z[x]), et vérifie
OS(T ) = Γ(T,OT ), qu’on abrège en Γ(T ), pour tout schéma T au-dessus
de S. En particulier, O(Spec(R)) = R pour tout anneau R (cf. [SGA3,
Exp. I, 4.3.3]). Les morphismes structuraux sont ceux qui induisent la
structure d’anneau dessus ;
4. OS-module : les constantes sont l’anneau OS et ses morphismes de struc-
ture, puis on se donne une structure de groupe abélien et d’action de OS
avec les relations habituelles ;
5. OS-algèbre alg : la structure de OS-module assorti d’une multiplication
muni d’une unité avec les relations habituelles (y compris l’associativité) ;
6. OS-algèbre à involution alginv : la structure de OS-algèbre avec un en-
domorphisme σ du OS-module sous-jacent, qui anti-commute à la mul-
tiplication et qui vérifie σ2 = Id (et qui est donc un automorphisme de
module) ;
7. OS-forme bilinéaire (resp. symétrique, alternée), c’est-à-dire une struc-
ture de OS-module, avec un morphisme M ×M → OS qui est bilinéaire
(resp. et symétrique ou alterné) ;
8. OS-module quadratique : une structure de OS module, à laquelle on ra-
joute un morphisme q :M → OS qui est quadratique en la multiplication
par les scalaires de OS et tel que le module polaire associé satisfait aux
relations de bilinéarité de l’exemple précédent ;
9. G-action à gauche G-act (ou à droite act-G) : étant donné un objet en
groupes G, utilisé comme objet constant, un G-objet est un objet X muni
d’un morphisme G×X → X satisfaisant les diagrammes d’associativité
et de l’action triviale du neutre. Cette action peut être à gauche ou à
droite, auquel cas le morphisme considéré est plutôt X ×G→ X.
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Remarque 2.1.1.5. — Dans les exemples précédents, il est parfois utile
d’ajouter des morphismes auxquels on ne pense pas immédiatement pour avoir
les bonnes relations. Par exemple dans l’exemple des modules quadratiques,
il faut construire la forme polaire. Pour cela, il est pratique d’utiliser le
morphisme “multiplication par −1”, endomorphisme de l’objet constant OS et
qu’on ajoutera donc aux constantes de la structure.
2.1.2. Changement de base des structures. — Afin de formaliser les change-
ments de base, la première notion à introduire est celle de catégorie fibrée sur
une catégorie de base, qui sera pour nous toujours celle des S-schémas, aussi
nous nous limitons à ce cas.
Définition 2.1.2.1. — Une catégorie fibrée scindée sur les S-schémas, abrégé
en S-catégorie fibrée dans ce texte, est la donnée de :
– pour tout schéma T sur S, une catégorie CT appelée fibre sur T ;
– pour tout S-morphisme f : T ′ → T , un foncteur de changement de base
φf : CT → CT ′ ;
– pour tout T sur S, un isomorphisme de foncteurs ǫT : φidT
∼→ idCT ;
– pour toute paire de morphismes composables f et g, un isomorphisme de
foncteurs ιf,g : φg ◦ φf
∼→ φf◦g.
Ces isomorphismes doivent vérifier une condition de compatibilité entre ǫ et ι
lorsque l’un des deux morphismes est l’identité, et une relation d’associativité,
toutes deux aisées à deviner.
Comme il est de coutume, si X est un objet de CT et T ′ un T -schéma, nous
désignerons son changement de base φT ′→T (X) par XT ′ .
Définition 2.1.2.2. — Un foncteur F d’une S-catégories fibrée C vers une
autre D est la donnée, pour chaque T sur S, d’un foncteur FT : CT → DT , de
manière à commuter avec les foncteurs de changement de base.
Définition 2.1.2.3. — Soient F1 : C1 → D et F2 : C2 → D deux foncteurs
de S-catégories fibrées. Alors on définit le produit fibré de catégories fibrées
C1 ×D C2 comme la catégorie fibrée dont les objets sur T sont les triplets
(x1, x2, φ) avec xi ∈ (Ci)T , φ : F1(x1)
∼→ F2(x2) et dont les morphismes
(x1, x2, φ) → (y1, y2, ψ) sont les paires de morphismes f1 : x1 → y1 et f2 :
x2 → y2 tels que ψ ◦ F1(f1) = F2(f2) ◦ φ.
Notons Pi, i = 1, 2, les foncteurs de projection évidents C1 ×D C2 → Ci,
et c l’isomorphisme de foncteurs F1P1
∼→ F2P2 donné par c(x1,x2,φ) = φ. Il
est immédiat que le produit fibré C1 ×D C2 satisfait à la propriété universelle
suivante.
Proposition 2.1.2.4. — Étant donné une S-catégorie fibrée A, deux fonc-
teurs G1 : A → C1 et G2 : A → C2 et un isomorphisme de foncteurs
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a : F1G1
∼→ F2G2, il existe un unique foncteur H : A→ C1 ×D C2 tel que pour
i = 1, 2, on ait PiH = Gi et l’égalité de morphismes de foncteurs cH = a.
Un groupoïde est une catégorie dans laquelle tous les morphismes sont des
isomorphismes. A toute catégorie C, on peut associer un groupoïde C≃, qui a
les mêmes objets, mais dont les morphismes sont les seuls isomorphismes de
C. De même, le groupoïde C≃ associé à une catégorie fibrée C est la catégorie
fibrée de fibres (C≃)T = (CT )≃.
Nous voulons maintenant pouvoir manipuler des objets en une structure,
mais sur une catégorie fibrée, et de manière compatible au changement de
base. En d’autres termes, étant donné une structure struc dans la catégorie CS ,
nous allons définir la S-catégorie fibrée des objets en struc. Nous supposerons
toujours dans ce contexte que les fibres de C admettent des produits finis, et que
les morphismes de changement de base les respectent. Une struture struc dans
CS fournit par changement de base une structure strucT sur CT par 2.1.1.3 :
les objets et morphismes constants sont obtenus par changement de base de
ceux de CS à CT , et les objets en strucT doivent être munis de morphismes
satisfaisant aux “mêmes” contraintes. Le changement de base définit ainsi un
foncteur CstrucS → C
strucT
T .
Définition 2.1.2.5. — Étant données une S-catégorie fibrée C (munie de
produits finis respectés par les changements de base) et une structure struc
dans CS, on définit la catégorie fibrée Cstruc de fibre (Cstruc)T = (CT )strucT et
dont les changements de base sont induits par ceux de C.
Cela permet de construire de nouvelles catégories fibrées à partir de certaines
structures.
Par exemple, la catégorie fibrée des O-modules, dont la T -fibre sera consti-
tuée des OT -modules, peut être obtenue à partir de la catégorie fibrée C des
faisceaux, dont la T -fibre est constituée des T -faisceaux (voir page 11), en
considérant l’objet constant OS pour définir la structure de OS-module dans
CS .
2.1.3. Champs. — Pour pouvoir décrire concrètement les catégories de tor-
seurs sous des groupes classiques, nous avons besoin d’un cadre dans lequel on
puisse tordre un objet d’une catégorie par un torseur sous son groupe d’auto-
morphismes, et obtenir ainsi un nouvel objet de cette catégorie. Le bon cadre
pour ce type d’opérations est celui des champs, tel que développé dans [Gir],
dont nous n’aurons en fait besoin que d’une petite part. Aussi, le but de ce
qui suit est d’introduire et de rendre palpable la partie de la théorie dont nous
aurons besoin pour le lecteur qui ne connaît pas les champs.
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Définition 2.1.3.1. — Un S-foncteur de points est un préfaisceau d’en-
sembles sur la catégorie des S-schémas, autrement dit un foncteur contravariant
des S-schémas vers les ensembles.
Définition 2.1.3.2. — On dit qu’un foncteur de points est représentable
par un schéma X s’il est isomorphe au foncteur T 7→ X(T ), où X(T ) =
HomS-schéma(T,X).
On peut restreindre un foncteur à la sous-catégorie pleine des schémas affines
sur S. Or, le foncteur qui envoie un S-schéma sur son foncteur de points
restreint aux S-schémas affines sur S est pleinement fidèle (voir [3, th. de
comparaison, p. 18]). En d’autres termes, pour connaître un schéma (ou un
morphisme de schémas), il suffit de connaître ses points sur les schémas affines
sur S. Nous définirons donc de nombreux schémas en donnant leurs S-points
sur les schémas affines sur S, puis en montrant que le foncteur est représentable,
ce qui montre que le foncteur de points s’étend de manière unique à tous les
schémas sur S. Pour décrire un morphisme de schémas, il suffit alors de donner
des morphismes de foncteurs de points. Autrement dit, lorsque X1 et X2 sont
deux S-schémas, la donnée d’un morphisme de S-schémas X1 → X2 revient
à la donnée d’applications d’ensembles X1(Y ) → X2(Y ) pour tout S-schéma
Y , de manière fonctorielle en Y . Il suffit même de donner ces morphismes
pour les schémas Y affines sur S, par ce qui précède. Ce dernier point est
particulièrement utile pour définir des morphismes de schémas sur Spec(Z),
car il suffit alors de décrire le morphisme sur tous les R-points, R étant un
anneau. Par exemple, pour donner une structure de schéma en groupes sur un
S-schéma X, on peut décrire les morphismes donnant la structure de groupe
sur chaque X(Y ), de manière fonctorielle en Y .
L’ajout d’une topologie de Grothendieck T sur la catégorie des S-schémas
permet de parler de propriétés locales d’objets d’une S-catégorie fibrée, et de
définir la notion de faisceau, que nous rappelons ci-dessous. Nous ne pouvons
rappeler ici la définition exacte d’une topologie de Grothendieck, et renvoyons
le lecteur à [SGA3, Exp. IV, §4.2]. Nous la supposerons toujours associée à
une prétopologie, c’est-à-dire la spécification de recouvrements de chaque S-
schémas T , un recouvrement de T étant un ensemble de morphismes à but T .
Ces recouvrements doivent bien entendu satisfaire certains axiomes (loc. cit.
déf. 4.2.5), qui miment ceux des ouverts d’une topologie classique. Cette topo-
logie sera souvent sous-entendue, et en pratique les topologies considérées dans
le cadre qui nous occupe sont les topologies de Zariski, étale, fppf et dans une
moindre mesure fpqc (dans l’ordre de la moins fine à la plus fine).
Définition 2.1.3.3. — Un S-foncteur de points X, i.e. un foncteur contrava-
riant des S-schémas vers les ensembles, sera dit un S-faisceau (pour la topologie
T) s’il satisfait aux conditions habituelles :
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1. X(∅) est un singleton.
2. Pour tout S-schéma T , et pour tout recouvrement (Ti → T )i∈I de T , si
on note Tij = Ti ×T Tj , le diagramme d’ensembles
X(T )
i //
∏
i∈I
X(Ti)
p1 //
p2
//
∏
(i,j)∈I2
X(Tij)
est exact, au sens que le morphisme de gauche est injectif et identifie
X(T ) avec l’égalisateur des deux morphismes de droite, où le morphisme
p1 est induit par les projections sur le premier facteur Tij → Ti et p2 par
celles sur le deuxième facteur Tij → Tj.
(La première condition découle de la seconde, lorsque le schéma vide ∅
admet le recouvrement vide (à ne pas confondre avec le recouvrement par le
vide, qui est toujours présent) dans la topologie T, ce qui sera le cas de toutes les
topologies que nous considérerons par la suite.) Pour T → S donné, on vérifie,
voir [SGA3, Exp. IV, Prop. 4.5.2], que la restriction des S-foncteur de points
vers les T -foncteurs de points, envoyant X sur XT donné par XT (T ′) = X(T ′)
pour tout T ′ → T , envoie bien les S-faisceaux sur les T -faisceaux. On peut donc
définir la catégorie fibrée des faisceaux (pour la topologie T sur S), en utilisant
les restrictions comme foncteurs de changement de base. Nous noterons cette
catégorie Faisc/S,T, voire Faisc/S .
De manière imagée, un champ est une catégorie fibrée (sur une catégorie
de base munie d’une topologie) dans laquelle on peut définir les objets et les
morphismes localement par recollement. En étant encore plus imprécis, c’est
une sorte de faisceau de catégories.
Définition 2.1.3.4. — Un S-champ (pour la topologie T) est une S-catégorie
fibrée (voir déf. 2.1.2.1) C qui vérifie pour tout S-schéma T :
1. Pour tous x, y objets de CT , le T -foncteur de points T ′ 7→ HomCT ′ (xT ′ , yT ′)
est un T-faisceau.
2. La descente sur les objets : Soit (Ti)i∈I un recouvrement de T . Notons
Tij le produit fibré de Ti ×T Tj . Soient des objets xi ∈ CTi , et des iso-
morphismes ψij : (xi)Tij
∼→ (xj)Tij vérifiant la condition de compatibilité
évidente sur les produits fibrés triples. Alors il existe un unique (à isomor-
phisme unique près) objet x ∈ CT muni d’isomorphismes λi : xi
∼→ xTi
tels que ψij = (λj)
−1
Tij
◦ (λi)Tij pour tout i, j.
Un morphisme de S-champs est un foncteur de S-catégories fibrées.
Définition 2.1.3.5. — Étant donnée un recouvrement (Ti)i∈I de T , la don-
née d’objets xi ∈ CTi et d’isomorphismes compatibles ψij au sens du point 1
précédent est appelée donnée de descente, relativement au recouvrement fixé.
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On peut définir la catégorie des données de descente relativement à un
recouvrement donné. Tout objet x de CT définit canoniquement une donnée
de descente sur n’importe quel recouvrement de T , en posant xi = xTi et en
définissant les isomorphismes ψij canoniquement par la structure de catégorie
fibrée. Cela définit un foncteur de CT vers la catégorie des données de descente
relativement à (Ti)i∈I , et la définition d’un champ peut alors se reformuler en
disant que ce foncteur est une équivalence de catégories : le point 1 donne la
pleine fidélité, et le point 2 l’essentielle surjectivité.
On dit alors qu’on construit un objet de CT (resp. un morphisme) “par des-
cente” lorsqu’on en construit une occurrence sur chaque Ti d’un recouvrement
de T , ainsi que des isomorphismes de compatibilité sur les produits doubles
(resp. rien), et qu’on applique le point 2 (resp. le point 1) de la définition d’un
champ pour l’obtenir sur T . Autrement dit, on construit un objet (resp. un
morphisme) de la catégorie des données de descente, et on utilise l’équivalence
de catégories.
On dit également qu’une condition sur les objets ou les morphismes des-
cend ou bien est locale pour une certaine topologie, s’il suffit de la vérifier
après changement de base à chacun des schémas d’un recouvrement pour cette
topologie.
Exemple 2.1.3.6. — Le champ associé à un faisceau X sur S, est la S-
catégorie fibrée dont la fibre sur le S-schéma T est la catégorie dont les ob-
jets sont les éléments de X(T ) avec pour morphismes Hom(x, x) = {idx} et
Hom(x, y) = ∅ si x 6= y. C’est un exercice facile, qui utilise bien entendu
que X est un faisceau et pas un simple préfaisceau, dans la vérification des
deux points de la définition. En particulier, le champ associé au faisceau final
(constant, un point partout) n’a qu’un seul objet par fibre, et cet objet n’a
qu’un seul morphisme, l’identité. Nous noterons ce champ Final .
Exemple 2.1.3.7. — En fait, on voit même facilement que si les fibres d’une
catégorie fibrée sont discrètes et petites, c’est-à-dire que ce sont des catégories
avec pour seuls morphismes les identités des objets, et ces objets forment un
ensemble, comme dans l’exemple précédent, alors cette catégorie fibrée est un
champ si et seulement si le foncteur de points qui à T associe l’ensemble des
objets de CT est un faisceau.
Exercice 2.1.3.8. — La catégorie fibrée Faisc/S,T est un champ.
Proposition 2.1.3.9. — Si C est un champ, alors C≃ est un champ.
Démonstration. — On peut construire l’inverse d’un morphisme localement
par descente.
Proposition 2.1.3.10. — Si struc est une structure dans CS, où C est un S-
champ (muni de produits finis respectés par les changements de base), alors la
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catégorie fibrée Cstruc est un champ. En particulier si struc est une structure sur
les S-faisceaux, alors Faiscstruc/S , au sens de la définition 2.1.2.5, est un champ.
Démonstration. — La condition faisceautique des Hom se vérifie par inclusion
des morphismes d’objets en struc dans les morphismes de C (ou de puissances
de C lorsque I a plusieurs éléments). Pour la descente des objets en struc,
on construit les objets de C nécessaires par descente, puis les morphismes
structuraux dans C par la condition faisceautique sur les Hom dans C, et on
montre qu’ils vérifient les relations par cette même condition.
Notation 2.1.3.11. — Lorsque C est un S-champ, et X et Y sont des objets
de CS, on note HomCX,Y le S-faisceau dont les T -points sont HomCT (XT , YT ).
Lorsque Cstruc est le champ défini à partir d’une structure sur CS, comme en
2.1.3.10, on utilise également la notation HomstrucX,Y au lieu de Hom
Cstruc
X,Y . De
même, on définit les faisceaux EndCX = Hom
C
X,X , Iso
C
X,Y = Hom
C≃
X,Y et
AutCX = Iso
C
X,X .
Remarque 2.1.3.12. — Dans cette situation, si T est un S-schéma, on
a immédiatement la commutation au changement de base HomC
T
XT ,YT
=
(HomCX,Y )T où C
T est le T -champ obtenu de C par restriction.
Exercice 2.1.3.13. — [produit fibré de champs] Le produit fibré de deux
champs au-dessus d’un troisième, au sens de la définition 2.1.2.3, est un
champ.
Cette propriété va nous permettre de construire de nombreux champs à
partir d’autres.
2.2. Faisceaux en groupes et torseurs. — Expliquons maintenant com-
ment on tord un faisceau X muni d’une action d’un faisceau en groupes H
par un torseur P sous H. L’espace ainsi obtenu P ∧H X est appelé produit
contracté (déf. 2.2.2.9). Lorsque X est un objet en une structure struc (ex : un
faisceau en groupes) et que H la respecte, on peut définir le produit contracté
P ∧H X, qui est également un objet en struc. Sous des hypothèses raisonnables
(prop. 2.2.4.5), on obtient ainsi toutes les formes de X, c’est-à-dire les objets
isomorphes à X localement pour la topologie considérée. C’est ce qui nous ser-
vira à obtenir tous les groupes réductifs d’un type déployé donné à partir du
groupe de Chevalley correspondant. Les questions de représentabilité de ces
différents faisceaux par des schémas sont regroupées dans la section 2.3 et en
particulier dans la proposition 2.3.0.20.
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2.2.1. Actions de groupes. — Soit H un S-faisceau en groupes et soit X un
S-faisceau, muni d’une action à gauche (resp. à droite) de H, donc un objet
en H-act (resp. en act-H) comme dans l’exemple 2.1.1.4 (9) ci-dessus. Ceci
est équivalent à la donnée d’un morphisme de faisceaux en groupes H →
AutX (resp. Hop → AutX) (un faisceau à groupes d’opérateurs H dans la
terminologie de [SGA3]).
Considérons alors la catégorie fibrée FaiscH-act/S (resp. Faisc
act-H
/S ), qui est
un champ par la proposition 2.1.3.10. Les objets de sa T -fibre sont donc les
T -faisceaux munis d’une action à gauche de HT (resp. à droite).
2.2.2. Torseurs. — Soit T une topologie de Grothendieck sur les S-schémas.
Sauf mention contraire, nous supposerons toujours que les faisceaux mentionnés
dans cette partie sont des faisceaux au sens de cette topologie. Notons que
Faisc/S étant un champ, un morphisme f de faisceaux est un isomorphisme
si et seulement s’il en est un localement.
Dans ce qui suit, P désigne toujours un S-faisceau avec action à droite de
H, donc un objet de la catégorie (Faiscact-H/S )S . La notion symétrique existe
bien entendu avec une action à gauche.
Définition 2.2.2.1. — On dit que P est un pseudo-torseur ou formellement
principal homogène (resp. formellement homogène) sous H si l’application
P × H → P × P dont les composantes sont l’action et la projection est un
isomorphisme (resp. un épimorphisme) de faisceaux. Voir [SGA3, Exp. IV,
5.1.0, et 6.7.1].
Définition 2.2.2.2. — On dit que P est un torseur (resp. est homogène)
sous H pour la topologie T, ou un T-torseur, s’il est un pseudo-torseur (resp.
formellement homogène) et que T-localement, P a un point, i.e. P (Si) 6= ∅
pour tout Si dans un certain recouvrement de S.
On notera que contrairement à la notion de pseudo-torseur, qui n’est qu’une
notion de foncteurs de points, la notion de torseur dépend bien de la topologie
T. Le fait que P est localement non vide revient à ce que son morphisme
structural P → S soit un épimorphisme de faisceau.
Exemple 2.2.2.3. — Lorsqu’on fait agir H sur lui-même à droite par trans-
lations, on obtient évidemment un torseur, appelé torseur trivial.
Proposition 2.2.2.4. — Un faisceau P muni d’une action à droite de H est
un torseur si et seulement s’il est T-localement isomorphe au torseur trivial H.
Autrement dit, un torseur est un faisceau avec action qui est localement trivial
pour la topologie T. De plus, on a alors PT ≃ HT si et seulement si P (T ) 6= ∅.
Démonstration. — Si P (T ) contient un point p, alors on construit immédia-
tement un isomorphisme HT
∼→ PT de faisceaux avec action à droite de H en
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envoyant h vers p · h, et bien entendu, si PT ≃ HT , alors P (T ) 6= ∅, puisque
H(T ) contient toujours l’élément neutre. Réciproquement, si P est muni d’une
action à droite de H et si PT ≃ HT , alors l’application PT ×HT → PT × PT
mentionnée plus haut est alors un isomorphisme. C’est donc un isomorphisme
localement, donc un isomorphisme.
Définition 2.2.2.5. — Lorsqu’un torseur P sous H devient isomorphe au
torseur trivial après extension à un schéma T sur S, donc PT ≃ HT ou de
manière équivalente P (T ) 6= ∅, on dit qu’il est déployé sur T . On abrège
déployé sur S par déployé.
Proposition 2.2.2.6. — Si P1 et P2 sont des torseurs sous H, et si f : P1 →
P2 est un morphisme de faisceaux qui est équivariant sous l’action de H, alors
f est un isomorphisme.
Démonstration. — Si P1(T ) 6= ∅, alors f : P1(T ) → P2(T ) est une bijection.
En effet, l’action de H(T ) est transitive des deux côtés et commute à f .
Si P2(T ) ∋ s, alors on utilise un recouvrement de T par des Ti tels que
(P1)Ti est trivial pour tout i (et a donc un point). On a donc des bijection
fTi : P1(Ti) → P2(Ti), ce qui permet de construire un point dans P1(T ) par
recollement des f−1(sTi), ce qui ramène au cas précédent.
Proposition 2.2.2.7. — Soit G un S-faisceau en groupes qui agit sur un S-
faisceau X de manière homogène. Soit x ∈ X(S), et soit H le sous-faisceau
de G des éléments fixant x. Alors X muni du morphisme G → X d’action
sur x s’identifie au faisceau quotient G/H, muni du morphisme canonique
G→ G/H.
Démonstration. — On vérifie la propriété universelle du faisceautisé associé au
préfaisceau G/H donné par (G/H)(T ) = G(T )/H(T ). Il y a bien entendu une
flèche canonique de préfaisceaux G/H → X. Pour tout faisceau Y muni d’une
flèche G/H → Y , il faut construire l’unique flèche X → Y l’étendant. Or si un
T -point de X est dans l’image de G → X, il est clair qu’il ne peut s’envoyer
que sur un seul élément, obtenu en le relevant à G(T ), puis en appliquant
G(T ) → (G/H)(T ) → Y (T ). Puisque l’action de G est homogène, c’est vrai
localement, et par descente dans le faisceau Y , on construit donc de manière
unique l’image de tout point de X.
Si P est un S-torseur sous H, alors pour tout S′ → S, PS′ est un HS′-
torseur, puisqu’être un pseudo-torseur et le fait d’avoir un point localement
sont deux notions stables par changement de base. On peut donc définir une
sous-catégorie fibrée (pleine) de Faiscact-H/S , donc les objets de la fibre en S
′
sont les faisceaux avec action de HS′ qui sont des torseurs. Cette sous-catégorie
fibrée est un champ. En effet, les morphismes de torseurs sont simplement
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des isomorphismes d’objets avec action à droite, donc forment des faisceaux
puisque Faiscact-H/S est un champ, et on a donc également la descente des
objets. De plus, étant donné un morphisme T → S, on peut considérer la sous-
catégorie fibrée dont les objets de la fibre en S′ sont les torseurs déployés par
T ×S S
′ → T . Elle forme également un sous-champ de manière évidente.
Définition 2.2.2.8. — On note Tors(H) le champ des torseurs (à droite) sous
H, et Tors(H,T/S) le sous-champ des torseurs déployés par T → S.
Définition 2.2.2.9. — Soient X et P des faisceaux avec action de H res-
pectivement à gauche et à droite. On note P ∧H X le faisceau conoyau (2) des
deux flèches H × P ×X → P ×X données respectivement sur les points par
(h, p, x) 7→ (ph, x) et (h, p, x) 7→ (p, hx). On appelle P∧HX le produit contracté
de P et X.
Autrement dit, P ∧H X est le faisceautisé du préfaisceau des orbites de
H agissant sur P × X par (h, (p, x)) 7→ (ph−1, hx). Il est immédiat qu’on
définit ainsi un foncteur de la catégorie des S-faisceaux avec action de H (avec
morphismes respectant l’action) vers les S-faisceaux.
Lemme 2.2.2.10. — Cette construction est associative : lorsque Q est muni
d’une action à gauche de H et à droite de H ′ et qu’elles commutent, on a
(P ∧H Q) ∧H
′
X ∼= P ∧H (Q ∧H
′
X).
D’autre part, on a évidemment H ∧H X ∼= X, d’où pour tout morphisme de
groupes φ : H ′ → H, un isomorphisme P ∧H
′
H ∧H X ∼= P ∧H
′
X où H ′ agit
sur X à travers φ.
Démonstration. — Laissée au lecteur.
Dans ce qui suit, P désigne toujours un pseudo-torseur.
Lemme 2.2.2.11. — Si X1 et X2 sont munis d’une action de H, alors l’ap-
plication naturelle P ∧H (X1×X2)→ (P ∧HX1)×(P ∧HX2), obtenue par cova-
riance de P∧H (−) et par propriété universelle du produit, est un isomorphisme.
N.B. C’est l’application faisceautisée de (p, (x1, x2)) 7→ ((p, x1), (p, x2)).
Démonstration. — L’application inverse se définit aisément en utilisant que P
est un pseudo-torseur pour identifier P ×X1×P ×X2 avec P ×X1×H ×X2
avant de quotienter par l’action de H ×H.
2. Pour l’existence de ce faisceau, on a fait abstraction des problèmes de théorie des en-
sembles sur l’existence des faisceautisés d’un préfaisceau pour une topologie de Grothendieck.
Pour y remédier, il faut soit savoir que ce faisceau existe dans les cas qui nous intéressent,
soit se placer dans un univers fixé comme dans [3].
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Proposition 2.2.2.12. — Soit φ : H1 → H2 un morphisme de S-faisceaux
en groupes. On peut alors munir H2 d’une action à gauche de H1 par φ.
L’application
P 7→ P ∧H1 H2
définit un foncteur de la catégorie des H1-torseurs (à droite) vers les H2
torseurs (à droite), et il y a un morphisme de foncteurs d’associativité en cas
de composition de deux morphismes.
Démonstration. — Le groupe H2 agit bien à droite sur P∧H1H2 car les actions
de H1 à gauche et de H2 à droite sur H2 commutent. On vérifie qu’il en fait un
torseur. La fonctorialité en P est évidente. L’associativité provient du lemme
2.2.2.10.
Relions maintenant les produits fibrés de groupes et les produits fibrés de
champs. Soient f1 : G1 → H et f2 : G2 → H deux morphismes de S-
faisceaux en groupes. Le faisceau en groupes G = (G1 ×H G2), défini par
(G1 ×H G2)(T ) = G1(T )×H(T ) G2(T ), est un faisceau par l’exemple 2.1.3.7 et
l’exercice 2.1.3.13. Considérons le foncteur fibré
Tors(G) → Tors(G1)×Tors(H) Tors(G2)
P 7→ (P ∧G G1, P ∧
G G2, i).
où i est la composée (P ∧G G1) ∧G1 H
∼→ P ∧G H ∼→ (P ∧G G2) ∧
G2 H.
Proposition 2.2.2.13. — Ce foncteur Tors(G) → Tors(G1) ×Tors(H) Tors(G2)
est une équivalence de catégories fibrées si l’une des des flèches G1 → H ou
G2 → H est un épimorphisme de faisceaux.
Démonstration. — On construit un foncteur dans l’autre sens de la manière
suivante. Étant donné un triplet (P1, P2, φ : P1 ∧G1 H
∼→ P2 ∧
G2 H), on
fabrique le produit fibré P1 ×φ P2, à l’aide des morphismes P1 → P2 ∧G2 H
et P2 → P2 ∧G2 H définis respectivement sur les points par p 7→ φ((p, 1))
et p 7→ (p, 1). On le munit de l’action évidente de G à droite par propriété
universelle du produit fibré. Enfin, on vérifie que c’est un pseudo-torseur, grâce
aux mêmes propriétés de P1 et P2. Reste à vérifier que localement, le pseudo-
torseur obtenu a un point. On peut donc se ramener au cas où P1 = G1,
P2 = G2, et G1 ∧G1 H = G2 ∧G2 H = H. Le morphisme φ étant H équivariant
à droite, il correspond alors à la multiplication à gauche par un point h de
H. Par hypothèse, quitte à localiser encore, on peut supposer qu’il est l’image
d’un point point g de G1 (resp. de G2). Le point (g, 1) (resp. (1, g−1)) est alors
dans dans le produit fibré, qui est non vide. Cette construction est bien sûr
fonctorielle, et le fait que le foncteur obtenu donne un inverse à isomorphisme
près du précédent est laissé au lecteur.
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Cette équivalence nous permettra de décrire les torseurs sous des noyaux,
ou sous des produits cartésiens de groupes, par exemple les torseur sous SLn
ou µn.
2.2.3. Torsion et structure. — Expliquons maintenant comment un objet en
une structure est tordu en un objet en la même structure. Soit C une catégorie,
soit H un objet en groupes de C, i.e. un objet de la catégorie Cgr, et soit
struc une structure élémentaire dans C. Soit X ∈ Cstruc, de famille (Xi)i∈I
d’objets de C. Supposons maintenant donnée une action de H sur chacun des
Xi, i ∈ I (exemple 9 de 2.1.1.4) et faisons-le agir trivialement sur tous les
Yi, puis diagonalement sur tout objet source ou but des morphismes de la
structure.
Définition 2.2.3.1. — On dit que l’action de H sur X respecte la structure
struc si ces actions “diagonales” commutent à tous les morphismes de la struc-
ture. On dit alors que H agit sur X par automorphismes de struc.
Soit X un S-faisceau en struc, d’objets structuraux (Xi), i ∈ I. Supposons
que chaque Xi soit muni d’une action deH, de manière à ce que les morphismes
structurels soient équivariants quand on fait agir H trivialement sur les objets
constants Yj de struc, puis diagonalement sur les produits. Alors les objets
P ∧H Xi et les morphismes obtenus en tordant les morphismes structuraux de
X par P (le produit contracté commutant aux produits, par 2.2.2.11) forment
un nouvel objet en struc, qu’on notera P ∧H X. De plus, cette construction est
fonctorielle : un morphisme d’objets en struc se tord en un morphisme d’objets
en struc.
Exemple 2.2.3.2. — Tout les exemples de 2.1.1.4 conservent donc leur struc-
ture lorsqu’on les tord par un pseudo-torseur sous un groupe qui agit en res-
pectant la structure.
Exemple 2.2.3.3. — Si X = G et H = AutgrG est le faisceau d’automor-
phismes d’objet en groupes (voir notation 2.1.3.11), alors P ∧H G est natu-
rellement muni d’une structure de groupe. Si plutôt X = H = G muni de
son action sur lui-même par conjugaison, c’est bien entendu également le cas,
puisque H agit à travers AutgrG .
Proposition 2.2.3.4. — Si f : X → Y est un morphisme de S-faisceaux en
struc, que φ : H → G est un morphisme de S-faisceaux en groupes, que H (resp.
G) agit sur X (resp. Y) en respectant la structure, et que f est H-équivariant
quand H agit sur Y à travers φ, alors pour tout H-torseur P , le morphisme f
se tord en un morphisme P ∧H X→ (P ∧H G) ∧G Y d’objets en struc.
Démonstration. — C’est une conséquence facile de la fonctorialité.
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Jusqu’ici, nous avons donc vu le produit contracté, qui permet de tordre par
un torseur un S-faisceau en struc, pour en obtenir un autre. Cette construction
se généralise aux champs de la manière suivante.
Soit C un S-champ, et soit H un S-faisceau en groupes. Un action (à gauche)
de groupe deH sur un objetX de CT , est un morphisme de faisceaux en groupes
φ : HT → AutX . Une action à droite est un morphisme H
op
T → AutX où H
op
est le faisceau en groupes opposé à H.
Les paires (X,φ) forment donc une catégorie fibrée dite des objet à groupe
d’opérateursH, notée Oper (H, C) (resp. Oper (C,H) lorsque l’action est à droite).
On vérifie immédiatement que cette catégorie fibrée est un champ. Notons que
lorsque C = Faisc/S , on a par définition Oper (H, C) = Faisc
act-H
/S .
Par [Gir, Ch. III, prop. 2.3.1], il existe un morphisme de champs (donc un
foncteur de catégories fibrées)
Tw : Tors(H)× Oper (H, C)→ C
qui envoie un couple (P,X) vers un objet noté P ∧H X et tel que si P = H
le torseur trivial, alors H ∧H X est canoniquement isomorphe (donc par un
isomorphisme de foncteurs, disons i) à X, de manière à ce que lorsque P = H,
l’opération de H sur X se retrouve naturellement de la manière suivante :
Notons pour un instantHd leH-torseur trivial. On impose alors que l’opération
H → AutX soit égale à la composée
H → AutHd
Tw(−,X)
−→ AutHd∧HX
i
−→ AutX .
où la première flèche envoie un élément sur son action par translation à gauche
sur H. Cette paire (Tw, i) est alors unique à isomorphisme unique près. Bien
entendu, lorsque C = Faiscstruc, on retrouve le produit contracté défini plus
haut, par unicité.
Ce foncteur Tw n’est pas mystérieux. On peut construire P ∧H X à la main
par descente : on choisit un recouvrement (Ti) de T pour lequel PTi est trivial,
et on choisit un point pi de P (Ti). Ensuite, puisque PTij reste trivial, il existe un
élément hij de H(Tij) qui envoie (pi)Tij vers (pj)Tij . On peut donc considérer la
donnée de descente Xi = XTi et (Xi)Tij = XTij ≃ (Xj)Tij donnée par l’action
de hij . Il est immédiat que c’est bien une donnée de descente, et cela définit
donc un objet de C, puisque C est un champ.
Si X ∈ Oper (H, C) alors pour tout Y ∈ C, le faisceau HomX,Y est naturelle-
ment muni d’une action à droite de H par précomposition par l’action de H.
C’est donc un objet de Oper (Faisc/S ,H).
Si P est un H-torseur, et ψ : P → HomX,Y est un morphisme de
Oper (Faisc/S ,H), alors on obtient canoniquement un morphisme φ : P∧
HX →
Y , de manière fonctorielle en X et Y . Lorsque P a un point p et s’iden-
tifie donc à H au moyen de ce point, on construit le morphisme comme
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P ∧H X ∼→ H ∧H X
i
≃ X
ψ(p)
−→ Y . Puis, on vérifie facilement que ce mor-
phisme ne dépend pas du choix de p, et est donc suffisamment canonique pour
descendre par le deuxième point de la définition des champs.
Dans l’autre sens, étant donné un morphisme dans C de φ : P ∧H X → Y ,
on construit un morphisme de faisceaux P → HomX,Y en envoyant un point
p de P sur la composition X
i
≃ H ∧H X ∼→ P ∧H X
φ
−→ Y , où le deuxième
isomorphisme est l’identification de H et P induit par p. On retiendra donc
une sorte d’adjonction (qui n’en est pas tout à fait une) qui permet souvent de
faciliter les constructions :
Lemme 2.2.3.5. — Si P est un H-torseur et si X est un objet de Oper (H, C),
alors par les deux constructions ci-dessus, il est équivalent de se donner un
morphisme de P → HomX,Y dans Oper (Faisc/S ,H) ou un morphisme P ∧
H
X → Y dans C.
On veut maintenant pouvoir comparer le faisceau en groupes d’automor-
phismes de X = P ∧H X0 avec le groupe P ∧H AutX où H agit sur AutX par
automorphismes intérieurs.
Proposition 2.2.3.6. — Considérons le morphisme de faisceaux en groupes
P ∧H AutX → Aut(P∧HX)
défini sur les points par
(p, a) 7→
(
(p′, x) 7→ (p, ahp,p′(x))
)
où hp,p′ ∈ H est tel que php,p′ = p′. C’est un isomorphisme.
Démonstration. — Tout d’abord, il faut vérifier que ce morphisme est bien
défini et respecte les structures de groupes. Ce point est laissé au lecteur. Il
suffit ensuite de prouver que c’est un isomorphisme après trivialisation de P .
Or dans ce cas, à isomorphismes canoniques près, c’est l’application identité
de AutX .
Remarque 2.2.3.7. — Le cas particulier où H = AutX est souvent utile.
Proposition 2.2.3.8. — Si H1 → H2 est un morphisme de faisceaux en
groupes, et P est un torseur sous H1, alors on a un isomorphisme canonique,
fonctoriel en l’objet X dans Oper (H2, C),
(P ∧H1 H2) ∧
H2 X ∼→ P ∧H1 X
où dans le second terme, H1 agit sur X à travers H2.
Démonstration. — Lorsque P ≃ H1, la formule est triviale et canonique. Le
cas général s’obtient alors par descente.
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Soit F : C → D un foncteur de catégories fibrées. Par exemple, un OS-
module quadratique est naturellement un OS-module tout court. Pour tout
objet X de C, on a donc un morphisme AutX → AutF (X). Dans cette situa-
tion, on a alors le résultat suivant.
Proposition 2.2.3.9. — Soit P un torseur sous AutX , et soit P ′ le torseur
sous AutF (X) obtenu en poussant P le long de AutX → AutF (X).
1. On a un isomorphisme naturel P ′ ∧AutF (X) F (X) ∼→ F (P ∧AutX X).
2. Par la proposition 2.2.3.4, le morphisme AutX → AutF (X) se tord en
le morphisme AutP∧AutXX → AutF (P∧AutXX), en utilisant les identifi-
cations de la proposition 2.2.3.6 et du point précédent.
Démonstration. — 1. On part de l’identité P ∧AutXX → P ∧AutXX, pour ob-
tenir un morphisme P → HomX,P∧AutXX , qu’on compose avec le morphisme
vers HomF (X),F (P∧AutXX), induit par F . De nouveau par le lemme 2.2.3.5, on
obtient un morphisme P ∧AutX F (X)→ F (P ∧AutXX), or le premier terme est
canoniquement isomorphe à P ′∧AutF (X) F (X) par la proposition 2.2.3.8. On a
donc obtenu le morphisme recherché, fonctoriellement, et on vérifie sans peine
que c’est un isomorphisme lorsque P = H, et donc en général par descente.
Le point 2 est une conséquence simple de la fonctorialité du produit
contracté, et est laissé au lecteur.
Exemple 2.2.3.10. — Regardons le cas où le foncteur fibré est donné par un
oubli de structure, par exemple des modules quadratiques (voir 2.6.1.16) vers
les modules localement libres (voir 2.4.1.8). La proposition 2.2.3.9 dit alors que
lorsqu’on tord (M, q) par un torseur sous ses automorphismes, autrement dit
sous le groupe orthogonal de OM,q, et qu’on oublie la structure quadratique sur
le résultat, on obtient le même OS-module (à isomorphisme canonique près)
qu’en poussant ce torseur à GLM et en tordant M . Cela n’a évidemment rien
de surprenant.
2.2.4. Formes. — Soit C un S-champ, et soit X0 un objet de CT , pour un
certain T → S.
Définition 2.2.4.1. — On dit qu’un objet X de CT est une forme de X0
s’il est T-localement isomorphe à X0. C’est-à-dire qu’il existe un recouvrement
(Ti)i∈I de T tel que XTi ≃ (X0)Si . On dit que X est déployé par un morphisme
T ′ → T si XT ′ ≃ (X0)T ′ .
Soit X0 un objet de CS . Une forme de (X0)T s’envoie par changement de
base CT → CT ′ sur une forme de (X0)T ′ , on obtient donc une ainsi une catégorie
fibrée Formes(X0). De même, T → S étant donné, on peut considérer les formes
de (X0)S′ déployées par un morphisme T ×S S′ → S, et cela forme une sous-
catégorie fibrée de la précédente, notée Formes(X0, T/S).
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Proposition 2.2.4.2. — Les catégories fibrées Formes(X0) et Formes(X0, T/S)
sont des champs.
Démonstration. — Exercice.
Proposition 2.2.4.3. — Si X est un objet de CT et si P est un torseur sous
H agissant sur X, le produit contracté P ∧H X est une forme de X.
Démonstration. — Par la proposition 2.2.2.4, le torseur P est T-localement
isomorphe à H, et on a H ∧H X ≃ X.
Proposition 2.2.4.4. — Soit X une forme de X0 (resp. déployée sur T ′).
Alors IsoX0,X est un torseur sous AutX0 (resp. trivialisé sur T
′).
Démonstration. — Clair.
On considère le champ Tors(AutX0). Notons que c’est un champ en grou-
poïdes par la proposition 2.2.2.6. On considère également le champ en grou-
poïdes Formes(X0)≃. Les foncteurs
Tors(AutX0) → Formes(X0)
P 7→ P ∧AutX0 X0
et
Formes(X0) → Tors(AutX0)
X 7→ IsoX0,X
sont adjoints en utilisant pour unité et coünité les applications évidentes
IsoX0,X ∧
AutX0 X0 → X
(ψ, x) 7→ ψ(x)
et
P → Iso
X0,(P∧
AutX0X0)
p 7→ (x 7→ (p, x))
(données ici quand IsoX0,X a un point, et on les construit donc par descente
à partir de ce cas).
Proposition 2.2.4.5. — Ces foncteurs sont des équivalences de catégories
fibrées inverses l’une de l’autre, entre Tors(AutX0) et Formes(X0). Ils se re-
streignent en une équivalence de catégorie fibrées entre Tors(AutX0 , T/S) et
Formes(X0, T/S).
Démonstration. — Si X est une forme de X0 (resp. déployée par T → S), le
faisceau IsoX0,X est un AutX0-torseur (resp. trivialisé par T → S). La counité
de l’adjonction IsoX0,X∧
AutX0X0 → X est un isomorphisme localement (resp.
après extension à T ), donc c’est un isomorphisme. On raisonne de même avec
le morphisme naturel P → Iso
X0,(P∧
AutX0X0)
.
Proposition 2.2.4.6. — Soient F1 : C1 → D et F2 : C2 → D deux foncteurs
de catégories fibrées entre S-champs. Soient X1 ∈ (C1)S, X2 ∈ (C2)S et φ :
F1(X1)
∼→ F2(X2) un isomorphisme, donc un objet X0 = (X1,X2, φ) de
(C1 ×D C2)S. Alors AutX0 ≃ AutX1 ×AutF1(X1) AutX2 . Supposons de plus
que
AutX1 ×AutX2 → IsoF (X1),F (X2)
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donné sur les points par (f, g) 7→ F2(g) ◦ φ ◦ F2(f−1) est un épimorphisme
de faisceaux (ce qui est en particulier le cas si AutX1 → AutF1(X1) ou
AutX2 → AutF2(X2) est un épimorphisme de faisceaux). Alors le foncteur fi-
bré Formes(X0)→ Formes(X1)×Formes(F1(X1)) Formes(X2) obtenu par la propriété
universelle du produit fibré est une équivalence de catégories.
Démonstration. — La propriété sur les groupes d’automorphismes est immé-
diate sur les points. L’équivalence de catégories suit alors des propositions
2.2.2.13 et 2.2.4.5.
Proposition 2.2.4.7. — Soient F1, F2 : C → D deux foncteurs fibrés entre
deux champs. Supposons que pour un objet X0 ∈ C, on ait un isomorphisme
φ : F1(X0)
∼→ F2(X0) et que la conjugaison par cet isomorphisme intφ :
AutF1(X0)
∼→ AutF2(X0) fasse commuter le diagramme
AutX0
F1 //
F2
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
AutF1(X0)
intφ

AutF2(X0).
Alors F1 et F2 se restreignent en des foncteurs Formes(X0)→ Formes(F1(X0)) =
Formes(F2(X0)), munis d’un isomorphisme de foncteurs canoniquement induit
par φ.
Démonstration. — Par la proposition 2.2.4.5, il suffit de considérer les objets
de la forme P ∧AutX0 X0. Les foncteurs se restreignent par le point 1 de la
proposition 2.2.3.9 et l’isomorphisme de foncteurs est donné par
F1(P ∧
AutX0 X0)
∼→ P ∧AutF1(X0) F1(X0)
∼→ P ∧AutF2(X0) F2(X0)
∼→ F2(P ∧
AutX0 X0).
Si struc = alg et si A est un faisceau en OS-algèbres, on peut considérer
son faisceau des éléments inversibles pour la multiplication, noté GL1,A, et qui
est naturellement un faisceau en groupes. Soit maintenant H un faisceau en
groupes qui agit sur A en respectant sa structure d’algèbre, il agit donc sur
GL1,A en respectant la structure gr. Soit P un torseur sous H. Dans le même
esprit que la proposition 2.2.3.6 et avec une preuve analogue, on obtient :
Proposition 2.2.4.8. — Le morphisme P ∧H GL1,A → GL1,P∧HA est un
isomorphisme.
Si G est un faisceau en groupes, on définit son centre CentreG par
CentreG(T ) = {g ∈ G(T ), gg
′ = g′g, ∀T ′ → T et g′ ∈ G(T ′)}.
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On vérifie facilement que c’est bien un faisceau. Pour tout faisceau en groupes
G, on a des morphismes canoniques de faisceaux G→ G/CentreG → Aut
gr
G .
Définition 2.2.4.9. — Si G0 est un faisceau en groupes, on dit que G est une
forme intérieure (resp. strictement intérieure) de G0 s’il est obtenu en tordant
G0 par un torseur provenant d’un torseur sous G0/CentreG0 (resp. sous G0).
Si G0 est semi-simple, on dit que G est une forme fortement intérieure si elle est
obtenue en tordant G0 par un torseur sous (G0)sc, le revêtement simplement
connexe de G0.
En particulier, lorsque G0 est semi-simple et adjoint, il est de centre trivial,
et ses formes intérieures sont strictement intérieures. Si au contraire il est
simplement connexe, alors ses formes strictement intérieures sont fortement
intérieures.
Soit G′ un sous-faisceau en groupes normal d’un faisceau en groupes G, et
soit H un faisceau en groupes agissant sur G et dont l’action préserve G′.
L’action de H sur G se restreint à G′ et descend au quotient G/G′ en rendant
les morphismes G′ → G et G→ G/G′ équivariants.
Proposition 2.2.4.10. — Soit P un torseur sous un faisceau en groupes H
agissant sur G en préservant G′, par exemple si H agit par automorphismes
intérieurs de G. La suite exacte de faisceaux en groupes
1→ G′ → G→ G/G′ → 1
se tord en une suite exacte de faisceaux en groupes
1→ P ∧H G′ → P ∧H G→ P ∧H (G/G′)→ 1.
Démonstration. — Il est évident que les groupes et les morphismes se tordent,
et la suite reste exacte : utiliser que l’application naturelle du tordu d’un noyau
vers le noyau des tordus est un isomorphisme puisque c’en est un localement
après trivialisation de P , de même pour les images.
Remarque 2.2.4.11. — La proposition qui précède s’applique en particulier
au cas où G est le groupe des automorphismes de G′ et où G′ s’inclut dedans
comme les automorphismes intérieurs. On notera qu’il agit alors sur G′ par
un automorphisme, et sur lui-même par automorphismes intérieurs, et que
l’inclusion de G′ dans G est compatible à ces deux actions. En d’autres termes,
on peut voir un automorphisme extérieur de G′ comme un automorphisme
intérieur, mais sur le groupe plus gros G.
Exemple 2.2.4.12. — Supposons qu’on a une suite exacte de faisceaux en
groupes
1→ G→ H
φ
→ E → 1
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muni d’une section s : E → H (ce qui est équivalent à se donner un iso-
morphisme G ⋊ E ≃ H). Faisons agir E sur G à travers s par conjugaison
(dans H) et supposons que Q est un sous-faisceau en groupes de G préservé
par cette action de E. Considérons l’action de H sur lui-même donnée par
(h, g) 7→ h · g · (s ◦ φ(h−1)). Alors
– Cette action préserve G et les orbites de G sous Q (agissant à droite). Elle
induit donc une action de H sur G/Q.
– Faisons agir H sur G par conjugaison sur G. Avec l’action précédente, cela
fournit une action de H sur (G,G/Q). Cette action est compatible à la
structure d’action de groupe (G,G/Q).
Pour tout H-torseur, le tordu (P ∧H G,P ∧H G/Q) est donc bien toujours
muni d’une structure d’action de groupe.
Plus généralement, on peut tordre de même en utilisant un torseur sous tout
groupe H ′ muni d’un morphisme f : H ′ → H.
Cet exemple s’applique en particulier lorsque G est un S-groupe semi-simple
adjoint, que H = AutG et que Q est un sous-groupe parabolique standard dé-
fini par un sous-ensemble du diagramme de Dynkin préservé par tout automor-
phisme de celui-ci. Ces paraboliques sont dits adaptés à un épinglage dans la
terminologie de [SGA3], voir [SGA3, Exp. XXVI, déf. 1.11]. Lorsqu’on utilise
H ′ = E et f = s, on dit qu’on est dans la situation quasi-déployée.
2.2.5. Suites exactes de cohomologie. — En présence d’une suite exacte courte
de T-faisceaux en groupes
1→ G1 → G2 → G3 → 1,
on obtient une suite exacte longue en cohomologie
(1) 1→ G1(S)→ G2(S)→ G3(S)→ H
1
T(S,G1)→ H
1
T(S,G2)→ H
1
T(S,G3)
où H1T(S,G) désigne l’ensemble des classes d’isomorphismes de S-torseurs sous
G, pointé par G lui-même. Les morphismes entre les points des groupes sont les
morphismes évidents, les morphismes entre H1T sont induits par la fonctorialité
2.2.2.12 et le morphisme G3(S) → H1T(S,G1) envoie un point s de G3(S) sur
la fibre image réciproque de s dans G2, qui est naturellement un G1-torseur.
L’exactitude en G1(S) et G2(S) est en tant que groupes, alors que c’est en tant
qu’ensembles pointés pour le reste de la suite. Voir [Gir, Ch. III, prop. 3.3.1]
pour la preuve de ces faits.
Dans certains cas, la suite exacte longue se prolonge à un ensemble H2T,
défini à l’aide de gerbes. Survolons donc la définition et les quelques propriétés
des gerbes qui nous serviront à définir et à utiliser l’ensemble H2T(S,A) d’un
schéma en groupes abéliens A sur S. La référence de base [Gir] traite ces
questions dans un grand degré de généralité. Nous avons au contraire cherché
à traduire autant que possible cette généralité dans les cas particuliers qui
nous intéressent, ce qui nous conduit à énoncer des définitions dans un cadre
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beaucoup plus restreint, mais probablement plus familier au lecteur peu au fait
de la cohomologie non abélienne.
Définition 2.2.5.1. — Une S-gerbe est un S-champ G pour lequel toutes les
catégories GT sont des groupoïdes, et qui est :
– localement non vide : pour tout T sur S, il existe un recouvrement (Ti)i∈I
de T tel que pour tout i, la catégorie GTi a au moins un objet (il suffit de
l’imposer pour T = S) ;
– localement connexe : pour tout couple d’objets x et y de GT , il existe un
recouvrement (Ti)i∈I de T tel que HomGTi (xTi , yTi) est non vide pour tout
i.
Un morphisme de S-gerbes est un morphisme de champs, donc un foncteur de
catégories fibrées.
Notons que ces conditions sont conservées par restriction de la catégorie
fibrée de base des S-schémas aux T -schémas, ce qui définit un foncteur de
changement de base des S-gerbes vers les T -gerbes.
Exemple 2.2.5.2. — Soit G un faisceau en groupes sur S. Le champ des
G-torseurs Tors(G) est une gerbe. En effet, la première condition est triviale,
puisque le torseur trivial G est présent dans toute fibre. La deuxième condition
provient de la proposition 2.2.2.4.
Définition 2.2.5.3. — Une S-gerbe isomorphe à la gerbe Tors(G) d’un S-
faisceaux en groupes G est dite neutre.
Proposition 2.2.5.4. — Toute gerbe est localement neutre.
Démonstration. — Localement, une gerbe G est non vide et on prend pour G
le groupe des automorphismes d’un objet x. Remarquons que les objets de GT
sont des formes de xGT , par connexité locale de la gerbe, et que toutes les
formes de x sont bien des objets de GT , à isomorphisme près, par descente. On
utilise alors une équivalence de catégories analogue à celle de la proposition
2.2.4.5 entre GT et les et les Autx-torseurs.
Remarquons que le groupe G ci-dessus n’est pas unique. Il dépend du choix
de x : les formes d’un groupe ne lui sont pas toutes isomorphes.
Définition 2.2.5.5. — Une S-gerbe liée (3) par un faisceau en groupes abé-
liens A est une S-gerbe G munie, pour tout objet x ∈ GT , d’un isomorphisme
de T -faisceaux ιx : AT → Autx. Ces isomorphismes doivent commuter aux
3. La notion de gerbe liée est définie de manière beaucoup plus générale dans [Gir] en
utilisant la notion de lien, mais nous nous contenterons de cette situation simplifiée, qui
correspond chez Giraud au cas où le lien est représenté par un faisceaux en groupes abéliens
A.
28 BAPTISTE CALMÈS ET JEAN FASEL
changements de base dans G et à tout morphisme Autx → Auty induit par
un isomorphisme x→ y. Un morphisme (G, ι) → (G′, ι′) de gerbes liées par A
est un morphisme de gerbes, donc un foncteur de S-catégories fibrées F , tel
que pour tout x le morphisme φF,x : Autx → AutF (x) induit par F vérifie
φF,x ◦ ιx = ι
′
F (x).
Il suit de la définition que pour deux objets x, y ∈ GT , le faisceau Homx,y =
Isox,y est un AT -torseur à travers ιx.
Exemple 2.2.5.6. — La gerbe Tors(A) est naturellement liée par A, car pour
tout A-torseur P , on a un isomorphisme canonique A ∼→ AutP . Bien entendu,
le fait que A est abélien est essentiel ; cela implique qu’il ne se tord pas par
automorphismes intérieurs. Dans le cas contraire, Autx serait un tordu de A,
par 2.2.3.6, non nécessairement isomorphe à A.
Lemme 2.2.5.7. — Tout morphisme de gerbes liées par A est une équivalence
de catégories.
Démonstration. — La pleine fidélité vient du fait que le foncteur F induit
un morphisme de A-torseurs entre Homx,y = Autx,y et HomFT (x),FT (y) =
AutFT (x),FT (y). Or tout morphisme de A-torseurs est un isomorphisme, voir la
proposition 2.2.2.6. Le caractère essentiellement surjectif de F se déduit alors
de la condition de descente.
Lemme 2.2.5.8. — Une gerbe (G, ι) liée par A est équivalente par un mor-
phisme de gerbes liées par A à la gerbe Tors(A) si et seulement si GS 6= ∅.
Démonstration. — Puisque Tors(A)S contient l’objet A, un sens est évident.
Pour l’autre, considérons x ∈ GS. Alors le foncteur fibré F donné par FT : y 7→
IsoxT ,y est bien un morphisme de gerbes liées par A.
Définition 2.2.5.9. — L’ensemble pointé H2T(S,A) est l’ensemble des classes
d’équivalences (de catégories fibrées) de gerbes liées par A, pointé par la classe
de la gerbe Tors(A).
Exemple 2.2.5.10. — Soit B → C un morphisme de S-faisceaux en groupes
de noyau abélien, et soit Q un C-torseur. Un relèvement de Q à B est un couple
(P, p) où P est un B-torseur, et p est un morphisme de C-torseurs P∧BC ∼→ Q.
Un morphisme de relèvements (P1, p1)→ (P2, p2) est un morphisme de torseurs
φ : P1 → P2 tel que p2 ◦ (φ ∧B C) = p1. Le champ en groupoïdes dont la fibre
sur T est la catégorie des relèvements de QT à BT est une gerbe liée par le
noyau de B → C. On la note ∂(P ).
En présence d’une suite exacte de S-faisceaux en groupes
1→ A→ B → C → 1
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où A est central dans B (condition portant sur les points), on définit un
foncteur de la catégorie des C-torseurs vers celle des gerbes liées par A, en
envoyant un C-torseur P sur la gerbe ∂(P ) des relèvements de P à B.
Définition 2.2.5.11. — Le foncteur précédent induit un morphisme d’en-
sembles pointés ∂ : H1T(G,C)→ H
2
T(G,A) appelé second morphisme de bord.
Proposition 2.2.5.12. — Si A est central dans B, la suite exacte longue (1)
associée à la suite exacte 1 → A → B → C → 1 prolongée par le second
morphisme de bord est encore exacte en H1T(C) en tant que suite d’ensembles
pointés.
Démonstration. — C’est presque tautologique : Un torseur P sur C provient
de B si et seulement si ∂(P )S est non vide, si et seulement si la gerbe ∂(P ) est
neutre.
On vérifie immédiatement que cette construction de deuxième cobord est
fonctorielle en la suite exacte courte.
Soient T1 et T2 deux topologies de Grothendieck, avec T2 plus fine que T1,
i.e. tout T1-recouvrement est un T2 recouvrement.
Exercice 2.2.5.13. — Soit F un T1-faisceau qui est T1-localement un fais-
ceau pour la topologie T2. Alors F est un T2-faisceau.
Il suit de cet exercice que si G est un T2-faisceau en groupes, alors tout
T1-torseur sous G est bien un T2-faisceau, puisque localement isomorphe à G,
et donc un T2-torseur. On obtient ainsi une application
H1T1(S,G)→ H
1
T2
(S,G)
qui est injective, puisque l’existence d’un isomorphisme entre deux torseurs
ne dépend pas de la topologie considérée. C’est en particulier le cas si G est
un foncteur de points représentable, et si T2 est moins fine que la topologie
canonique (la topologie la plus fine pour laquelle tout foncteur représentable est
un faisceau). S’il est de plus affine sur S, et si la topologie T1 est plus fine que
la topologie de Zariski, tout torseur sous G est alors également représentable,
par la proposition 2.3.0.17 ci-après.
Le même type de raisonnement est valable pour les gerbes : si A est un
T2-faisceau en groupes abéliens, les gerbes pour la topologie T1 liées par A vu
comme T1-faisceau sont également des gerbes pour la topologie T2 liées par A
vu comme T2-faisceau. L’application de changement de topologie
H2T1(S,A)→ H
2
T2
(S,A)
envoie la classe d’une gerbe sur elle-même, et est injective car une gerbe G est
triviale si et seulement si GS 6= ∅, ce qui ne dépend pas non plus de la topologie
considérée.
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Pour les groupes réductifs sur une base S, on a alors les résultats suivants.
Théorème 2.2.5.14. — Tout groupe réductif sur une base S est localement
déployé pour la topologie étale.
Démonstration. — Voir [SGA3, Exp. XXII, cor. 2.3].
Théorème 2.2.5.15. — Pour tout groupe algébrique G lisse sur S (ex : G
réductif), l’application H1ét(S,G)→ H
1
fppf(S,G) est un isomorphisme. Il en est
de même pour l’application H2ét(S,A)→ H
2
fppf(S,A) si A est abélien.
Démonstration. — Au niveau des H1, l’application est injective, voir ci-dessus.
Il reste donc à voir qu’un pseudo-torseur déployé par un recouvrement fppf est
en fait déjà déployé par un recouvrement étale. C’est vrai lorsque la base S est
locale hensélienne par [SGA3, Exp. XXIV, prop. 81], puis pour tout anneau
local et enfin pour un voisinage Zariski de tout point de S par deux arguments
de limite successifs. Pour les H2, faute d’argument élémentaire, référons à
[7, 11.7] pour la comparaison des groupes de cohomologie étale usuels, et à
[Gir, Ch. IV, §3.5] pour comparer ces groupes avec le H2 défini en terme de
gerbes.
2.3. Représentabilité. — Rappelons quelques résultats de représentabilité
dont nous nous servirons constamment.
Proposition 2.3.0.16. — La topologie fpqc est moins fine que la topologie
canonique.
Démonstration. — Voir [SGA3, Exp. IV, proposition 6.3.1].
En d’autres termes, tout S-foncteur de points qui est représentable est un
faisceau pour la topologie fpqc, et donc également pour les topologies fppf,
étales et Zariski.
Proposition 2.3.0.17. — Un faisceau pour la topologie de Zariski qui est
représentable localement sur la base S est représentable. Un faisceau pour la
topologie étale ou fppf qui est représentable localement par des schémas affines
sur S est représentable (par un schéma affine sur S).
Démonstration. — Voir [SGA3, Exp. VIII, lemme 1.7.2].
Cette proposition nous sera souvent utile pour nous ramener au cas d’une
base S affine. Nous aurons également besoin du résultat suivant.
Lemme 2.3.0.18. — Soient F,G,H des S-foncteurs en groupes représen-
tables par les schémas X, Y et Z respectivement. Soient encore f : F → H et
g : G→ H des morphismes de foncteurs en groupes. Alors le foncteur F ×H G
défini par (F ×H G)(T ) := F (T ) ×H(T ) G(T ) est également représentable par
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le schéma X ×Z Y ; il est muni naturellement d’une structure de schéma en
groupes et il satisfait la propriété universelle du produit fibré de F et G au-
dessus de H dans la catégorie des schémas en groupes. Si X, Y et Z sont
affines sur S, alors il en est de même de X ×Z Y .
Démonstration. — Voir [EGA, I, (3.2.6) et (3.4.3.2)] pour l’existence du pro-
duit. Le reste est laissé au lecteur.
Remarque 2.3.0.19. — Un cas particulier du lemme précédent est le cas où
g : G → H est l’inclusion d’un sous-groupe. On obtient alors le schéma en
groupes image inverse de G par f . Si G est le groupe trivial, on obtient le
schéma noyau de f , noté ker(f).
Proposition 2.3.0.20. — Si T → S est un morphisme fidèlement plat et
quasi-compact et si X0 est un S-schéma, alors toute forme de X0 déployée sur
T est encore un S-schéma si X0 est affine sur S.
Démonstration. — Voir [SGA3, Exp. VIII, Lemme 1.7.2 (ii)] (toute forme est
canoniquement munie d’une donnée de descente).
2.4. Quelques schémas fondamentaux. — Introduisons maintenant cer-
tains schémas qui nous serviront constamment par la suite. Rappelons que
OS est le S-schéma en anneaux tel que OS(T ) = Γ(T,OT ) = Γ(T ) et donc
OS(Spec(R)) = R pour tout schéma affine Spec(R) au dessus de S, avec addi-
tion et multiplication données par celles de R (point 3 des exemples 2.1.1.4).
2.4.1. OS-modules localement libres de type fini. — Si F est un OS-module,
et T → S un morphisme on note FT le OT module F ⊗OS OT . Rappelons que
le foncteur W des OS-modules vers les OS-modules est défini par
W(F)(T ) = Γ(T,FT ).
Proposition 2.4.1.1. — Le foncteur W possède les propriétés suivantes :
1. Il est pleinement fidèle.
2. Il est compatible au changement de base : W(F ⊗OS OT ) =W(F)T .
3. Il envoie les faisceaux localement libres de type fini au sens de Zariski
(resp. étale) vers les faisceaux localement libres de type fini pour la topo-
logie de Zariski (resp. étale) sur S.
Démonstration. — Pour les points 1 et 2, voir [SGA3, Exp. I, prop. 4.6.2]. Le
point 3 est une conséquence immédiate du point 2.
Proposition 2.4.1.2. — Soit M un foncteur de points en OS-modules. Les
conditions suivantes sont équivalentes.
1. M est un faisceau Zariski et il est Zariski-localement isomorphe à un
OS-module libre de type fini.
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2. M ≃W(M) où M est localement libre de type fini.
3. M est un faisceau étale, et il est Zariski-localement isomorphe à un OS-
module libre de type fini.
4. M est un faisceau étale, et il est étale-localement isomorphe à un OS-
module libre de type fini.
5. M ≃W(M) où M est étale-localement libre de type fini.
Démonstration. — Les implications 3 =⇒ 1 et 3 =⇒ 4 sont évidentes, ainsi
que 2 =⇒ 1 et 5 =⇒ 4 carW commute au changement de base. Pour 1 =⇒
2, il suffit de voir qu’un tel faisceau Zariski est représentable par la proposition
2.3.0.17 et parce que OnS l’est, et la structure de module est transportée car
W est pleinement fidèle. De même, 4 =⇒ 5 par la même proposition, car
les schémas représentant étale-localement M sont affines sur S. Toujours par
représentabilité, on a 2 =⇒ 3 (tout foncteur représentable est un faisceau
étale). Enfin, 5 =⇒ 2 par descente sur M (voir [EGA, IV 2.5.2]).
Définition 2.4.1.3. — Nous appellerons simplement OS-module localement
libre de type fini un foncteur de points en OS-modules qui vérifie les conditions
équivalentes de la proposition précédente. Son rang est alors défini comme on
le devine, et il est localement constant et fini.
La proposition 2.4.1.2 dit alors en particulier :
Corollaire 2.4.1.4. — Le foncteur W définit une équivalence de catégories
des OS-modules localement libres de type fini vers les OS-modules localement
libres de type fini.
Si S = Spec(R), on a OS(S) = R et donc la suite de foncteurs suivants
R-mod
˜(−)
≃
// OS-mod quasi-cohérents
W // OS −mod
où le premier est l’équivalence de catégories bien connue, et le second est
pleinement fidèle. Il s’ensuit que si R′ est une extension de R et qu’on pose
T = Spec(R′), on a alors pour tous modules M et N sur R, on a
Hom
OS−mod
W(M˜ ),W(N˜)
(T ) = HomOT−mod(W(M˜ )T ,W(N˜ )T )
= HomOT−mod(W(M˜T ),W(N˜T ))
= HomOT−mod(M˜, N˜)
= HomR′−mod(MR′ , NR′)
(2)
où le premier terme est défini en 2.1.3.11. Il en est de même pour End, Iso et
Aut.
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Remarque 2.4.1.5. — Le foncteurW étant additif, il permet de transporter
une structure de OS-algèbre sur un module A en une structure de OS-algèbre
surW(A). Réciproquement, commeW est pleinement fidèle, si un OS-module
W(A) est muni d’une structure de OS-algèbre, elle provient d’une unique
structure de OS-algèbre sur A. Il en est de même pour le foncteur ˜(−) dans le
cas affine.
Lemme 2.4.1.6. — La flèche naturelle
HomOS−mod(M,N)→ HomOS(S)−mod(M(S), N(S))
est un isomorphisme lorsque M et N sont libres ou lorsqu’ils sont localement
libres de type fini et S est affine.
Démonstration. — LorsqueM etN sont libres, on utilise HomOS−mod(OS ,OS) =
OS(S) = Γ(S,OS). Dans le cas affine, on utilise la suite d’égalités (2).
On pose que Mn,S est la OS-algèbre End
OS−mod
OnS
et par ce qui précède, on
a bien
Mn,S(T ) = Mn(Γ(T )).
Ce foncteur de points est représentable par un schéma affine sur S comme
un produit de n2 copies de O, et les morphismes définissant sa structure de
O-algèbre sont ceux qu’on imagine. Plus généralement, lorsque M est un OS-
module localement libre de type fini, le foncteur de points EndOS−modM est
représentable par un schéma affine sur S par 2.3.0.17, car c’est un faisceau
Zariski puisque M en est un, et il est localement isomorphe à Mn,S.
Définition 2.4.1.7. — Pour un OS-module localement libre de type fini M ,
on note EndM le schéma en OS-algèbres qui vérifie
EndM (T ) = EndOT−mod(MT )
pour tout T → S. En particulier, si M = OnS, on a EndM =Mn,S avec
Mn,S(T ) = Mn(Γ(T ))
pour tout T → S. On supprime S de toutes ces notations lorsqu’il n’y a pas
d’ambiguïté.
Considérons la S-catégorie fibrée Vec (resp. Vecn) dont la fibre en T est la
catégorie des OT -modules localement libres de type fini (resp. de rang constant
n).
Proposition 2.4.1.8. — Les catégories fibrées Vec et Vecn sont des champs
(étales ou fppf).
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Démonstration. — Sans la restriction “localement libre de type fini”, la ca-
tégorie fibrée obtenue est un champ par la proposition 2.1.3.10 appliquée à
l’exemple 2.1.1.4 (4). Il suffit alors de voir que la propriété d’être localement
libre de type fini descend ainsi que d’être de rang constant n, ce qui est immé-
diat.
2.4.2. Groupe linéaire. —
Proposition 2.4.2.1. — Soit A une OS-algèbre unitaire et associative (non
nécessairement commutative) qui est localement libre de type fini en tant que
OS-module. Considérons le foncteur en groupes “éléments inversibles”
T 7→ A(T )×.
Ce foncteur est représentable par un schéma affine sur S.
Démonstration. — Il est facile de voir que ce foncteur est un faisceau pour
la topologie de Zariski, en utilisant que A en est un. Par 2.3.0.17, on peut
donc supposer que S = Spec(R), et par la remarque 2.4.1.5 que A = W(B˜)
où B est une R-algèbre libre de rang fini comme R-module. On peut donc
définir une norme N : B → R en associant à un élément le déterminant de
la multiplication à gauche par cet élément. Le foncteur de points de l’énoncé
est alors représentable par le schéma affine Spec(S(B∨)[N−1]) où S(B∨) est
l’algèbre symétrique sur B∨ = HomR(B,R) et N est l’élément de Sn(B∨)
correspondant à la norme définie ci-dessus. En effet
HomR−alg(S(B
∨), R′) = HomR−mod(B
∨, R′) = HomR−mod(B
∨, R)⊗RR
′ = BR′
où on a utilisé le fait que B est libre pour les deux dernières égalités. Lorsqu’on
remplace S(B∨) par S(B∨)[N−1] à gauche, on obtient le sous-ensemble des
morphismes qui envoie N dans R×, et donc à droite B×R′ .
(4)
Définition 2.4.2.2. — Soit GL1,A le schéma en groupes défini par la pro-
position précédente. Lorsque A = Mn,S, on utilise la notation GLn,S =
GL1,Mn,S , et on supprime S de la notation lorsqu’il n’y a pas d’ambiguïté.
Enfin, lorsque M est un OS-module localement libre de type fini, on utilise
également la notation GLM pour GL1,End(M).
Définition 2.4.2.3. — Le schéma en groupes Gm,S, ou Gm, est par défini-
tion GL1,S.
On a donc Gm(T ) = Γ(T )×.
4. Si la multiplication à gauche par a est inversible, il a un inverse à droite, donc la
multiplication à droite par a a un déterminant inversible, et est donc inversible, donc a a un
inverse à gauche.
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Définition 2.4.2.4. — Soit µn,S , ou µn, le noyau de l’application élévation
à la puissance n du schéma en groupes Gm,S vers lui-même.
Pour tout schéma T sur S, on a donc µn(T ) = {u ∈ Γ(T )× t.q. un = 1}.
De plus, il est facile de voir que sur une base affine S = Spec(R), le schéma en
groupes µn est représenté par Spec(R[x]/(xn − 1)). Il est donc représentable
par la proposition 2.3.0.17. C’est un cas particulier de groupe diagonalisable,
voir [SGA3, Exp. VIII] pour plus de détails, et il est lisse si et seulement si
n est premier aux caractéristiques résiduelles de S, voir [SGA3, Exp. VIII,
prop. 2.1].
2.4.3. Torseurs sous GLn, Gm et µn.— Notons que par définition, GLn,S =
AutOnS et GLM = AutM , où O
n
S et M sont des objets du champ Vec.
Les propositions 2.2.4.5 et 2.4.1.2 et impliquent immédiatement :
Proposition 2.4.3.1. — Le foncteur M 7→ IsoOn
S
,M définit une équivalence
de catégories fibrées
(Vecn)≃
∼→ Tors(GLn)
du champ en groupoïdes des modules localement libres de rang constant n vers
le champ en groupoïdes des GLn-torseurs pour la topologie Zariski ou étale.
En particulier, lorsque n = 1, cela définit une équivalence de catégories fibrées
(Vec1)≃
∼→ Tors(Gm)
des OS-modules inversibles vers les Gm-torseurs.
Notons ∆M le déterminant du OS-module (localement libre de type fini)
M . Sur une composante connexe de S, il s’agit du module puissance extérieure
maximale Λr(M) où r est le rang (constant) de M , avec la convention que si
r = 0, on a Λ0(M) = OS. Il s’agit donc toujours d’un OS-module localement
libre de rang 1. Cela définit, pour chaque rang, non nécessairement constant, un
foncteur ∆ des OS-modules localement libres de ce rang vers les OS-modules
localement libre de rang constant 1.
Définition 2.4.3.2. — Soit ∆ le foncteur de catégories fibrées ∆ : Vec →
Vec1 défini sur les fibres comme ci-dessus.
Le morphisme déterminant GLn → Gm de groupes algébriques est défini
sur les points par la formule habituelle.
Lemme 2.4.3.3. — Le long de ce morphisme déterminant, le torseur
IsoOn
S
,M se pousse en le torseur IsoOS ,∆M .
Démonstration. — Par la proposition 2.2.2.6, il suffit de donner un morphisme
Iso
OS−mod
OnS ,M
∧GLn Gm → Iso
OS−mod
OS ,∆M
. On vérifie immédiatement que sur les
points, (f, u) 7→ det(f) · u est bien définie, où det(f) : OS → ∆M est la
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puissance extérieure n-ième de f : OnS → M , ce qui définit le morphisme par
descente.
Lorsque le schéma µn,S n’est pas lisse, i.e. lorsque S a un point géométrique
de caractéristique non première à n, ses torseurs pour la topologie étale ne
coïncident pas avec ses torseurs pour la topologie fppf. Ces derniers sont plus
faciles à décrire, et suffisants pour les applications qui nous intéressent ; en
effet, µn apparaît principalement dans des suite exactes courtes de groupes
algébriques où les autres groupes sont lisses, et pour lesquels il est donc indif-
férent de considérer les torseurs étales ou fppf. Décrivons donc les µn-torseurs
pour la topologie fppf.
Considérons le foncteur fibré (Vec1)≃ → (Vec1)≃ qui envoie un module de
rang 1 sur sa puissance n-ième, ainsi que le foncteur fibré Final → Vec1 qui
envoie le seul objet de la fibre sur T vers OT .
Définition 2.4.3.4. — Le champ (cf. exercice 2.1.3.13) des modules inver-
sibles n-trivialisés n-Triv est le produit fibré de (Vec1)≃ ×Vec1 Final à l’aide de
ces deux foncteurs.
Explicitement, un objet de n-TrivT est donc donné par un OT -module lo-
calement libre L de rang constant 1 muni d’un isomorphisme φ : L⊗n → OS ,
et un morphisme de OS-modules trivialisés (L1, φ1) → (L2, φ2) est donc un
morphisme r : L1 → L2 tel que φ2 ◦ r⊗n = φ1. Un tel morphisme est automa-
tiquement un isomorphisme.
Définition 2.4.3.5. — Le module n-trivialisé trivial est le couple (OS,m)
où m : O⊗nS → OS est la multiplication.
Lemme 2.4.3.6. — Pour toute topologie entre la topologie de Zariski et la
topologie canonique telle que φ est localement une puissance n-ième, i.e. φ :
L⊗n → OS factorise localement par m : O
⊗n
S → OS, un module n-trivialisé
(L, φ) est localement trivial, i.e. est une forme de (OS ,m), C’est toujours le
cas pour la topologie fppf.
Démonstration. — La seule chose qui n’est pas évidente est l’affirmation sur la
topologie fppf : on commence par se restreindre à un ouvert Zariski sur lequel
L est trivial et la base est affine et vaut Spec(R), et il faut alors montrer que
tout élément λ ∈ R devient une puissance n-ième après une extension fppf. On
prend l’extension évidente R[x]/(xn − λ).
On suppose maintenant que la topologie vérifie les conditions du lemme
précédent.
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Il est immédiat qu’on a Autn-Triv(OS ,m) = µn où les objets sont dans le champ
n-Triv . On considère le faisceau Iso(OS ,m),(L,φ), torseur sous le précédent. Ex-
plicitement :
Iso(OS ,m),(L,φ)(T ) = {r : OT → LT , φT ′ ◦ r
⊗n
T ′ = mT ′ , ∀T
′ → T}.
(Les r considérés sont des morphismes de OS-modules ; ils sont automatique-
ment inversibles.) L’action à droite de µn = Aut(OS ,m) revient à la multiplica-
tion d’un morphisme par un scalaire. Remarquons au passage que le faisceau
Iso(OS ,m),(L,φ) est représentable par un schéma affine sur S car c’est la fibre
au dessus de φ de l’application (−)⊗n : HomL,OS → HomL⊗n,OS entre fais-
ceaux d’ensembles représentables par des schémas affines sur S. La proposition
2.2.4.5 donne alors immédiatement :
Proposition 2.4.3.7. — Le foncteur (L, φ) 7→ Iso(OS ,m),(L,φ) est une équi-
valence de catégories fibrées entre champs en groupoïdes
Formes((OS ,m))
∼→ Tors(µn).
En particulier, si la topologie est fppf, tous les modules n-trivialisés sont des
formes de (OS ,m) et on a
n-Triv ∼→ Tors(µn).
Enfin, par la proposition 2.2.3.9, on a :
Lemme 2.4.3.8. — Le torseur Iso(OS ,m),(L,φ) se pousse le long de µn → Gm
en un torseur isomorphe à IsoOS ,L par la fonctorialité définie en 2.2.2.12.
Remarquons que l’isomorphisme Iso(OS ,m),(L,φ) ∧
µn Gm
∼→ IsoOS ,L peut
s’expliciter. Sur les points, il envoie un couple (r, u), où r est un isomorphisme
tel que φ◦r⊗n = m et u un point de Gm, donc un automorphisme de OS, vers
l’élément r ◦ u.
2.4.4. Groupe projectif linéaire. —
Proposition 2.4.4.1. — Soit A une OS-algèbre localement libre de type fini.
Le foncteur en groupes AutalgA est représentable par un schéma en groupes affine
sur S et de type fini, qui est un sous-groupe fermé de GLA (A est vu comme
OS-module, ici).
Démonstration. — C’est un faisceau Zariski puisque A en est un. On se ramène
donc au cas S = Spec(R) affine et A libre commeOS-module, avec A =W(B˜).
Considérons alors le R-module M = HomR(B ⊗R B,B) et l’élément m qui
y représente la multiplication de B. Le stabilisateur de m est représentable
par un sous-schéma en groupes fermé de GL
W(M˜), par [SGA3, Exp. I, §6.7].
Définissons un morphisme GLA → GLW(M˜) en envoyant un élément α des
points de GLA(T ) sur l’endomorphisme de MT qui à un morphisme f :
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BT⊗BT → BT associe le morphisme α◦f ◦(α−1⊗α−1). L’image réciproque du
stabilisateur de m est le foncteur en groupes de l’énoncé, et il est représentable
par la remarque 2.3.0.19.
En fait, dans cette proposition, le fait que A soit associative ou unitaire n’est
pas utilisé.
Définition 2.4.4.2. — On note PGLA le foncteur de points représentable
de la proposition précédente.
Pour tout schéma T au dessus de S, on a bien entendu (PGLA)T = PGLAT
par la remarque 2.1.3.12.
Proposition 2.4.4.3. — Si T est affine et égal à Spec(R′), alors
PGLA(T ) = AutR′−alg(A(T )).
Démonstration. — Lorsque T est affine, alors AT = W( ˜A(T )) puisque AT
vérifie la condition 2 de la proposition 2.4.1.2. On conclue par pleine fidélité
de W et ˜(−).
Nous aurons enfin besoin des deux foncteurs suivants.
Proposition 2.4.4.4. — Soit N un OS-module localement libre de type fini
et v ∈ N(S). Alors Stabv, défini par
Stabv(T ) = {α ∈ GLN (T ), α(vT ′) = vT ′ , ∀T
′ → T}
est un sous-groupe représentable et fermé de GLN .
Démonstration. — On vérifie aisément que ce foncteur est un faisceau Zariski.
On peut donc se ramener au cas où N est libre sur une base affine S = Spec(R)
par la proposition 2.3.0.17. Choisissons alors une base e1, . . . , en de N(R),
qui permet d’identifier GLN ≃ GLn. Le terme de droite est représenté par
l’anneau A = R[xij ,det
−1]. Écrivant v = (v1, . . . , vn) dans la base donnée, on
considère l’idéal I de A défini par les équations
n∑
k=1
xjkvk = vj
pour j = 1, . . . , n. On voit que A/I représente Stabv et que ce foncteur est
fermé dans GLN .
Proposition 2.4.4.5. — Soit G un S-groupe algébrique muni d’une repré-
sentation ρ : G → GLN , N un OS-module localement libre, et M un sous-
OS-module localement facteur direct de N . Alors le foncteur normalisateur
Normρ,M , défini par
Normρ,M (T ) = {g ∈ G(T ), ρ(g)(MT ) =MT , }
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est un sous-groupe fermé représentable de G.
Démonstration. — Comme dans la proposition précédente, on se ramène au
cas où M et N sont libres avec N ≃ M ⊕M ′ et sur une base affine Spec(R).
On choisit alors des bases {e1, . . . , em} de M et {em+1, . . . , em+n} de M ′, ce
qui permet d’identifier GLN avec GLm+n, représenté par R[xij , 1 ≤ i, j ≤
m+ n,det−1]. Le groupe recherché est alors l’image réciproque par ρ du sous-
groupe fermé de GLN défini par l’idéal engendré par les xij avec 1 ≤ j <
n+ 1 ≤ i ≤ n+m. On conclut donc par la remarque 2.3.0.19.
2.5. Algèbres séparables, étales et d’Azumaya. — Rappelons dans
cette partie la définition et quelques propriétés des algèbres séparables, puis
étales et enfin d’Azumaya sur un anneau, ou plus généralement des faisceaux
en algèbres de ces types. Le livre de Knus et Ojanguren [9] est une bonne
référence pour ces trois notions, ainsi que l’article de Grothendieck [6].
Dans cette section, sauf mention contraire, la topologie de Grothendieck
considérée est la topologie étale, et toutes les formes sont donc implicitement
des formes étales.
2.5.1. Algèbres séparables. —
Définition 2.5.1.1. — Une algèbre A localement libre de type fini sur R est
dite séparable si elle est projective comme module sur A⊗R Aop (agissant par
(x⊗ y).a = xay).
Proposition 2.5.1.2. — Soit A un faisceau en OS-algèbres localement libres
de type fini. Les conditions suivantes sont équivalentes.
1. Localement pour la topologie de Zariski, l’algèbre A est l’image par le
foncteur W d’une algèbre séparable sur Γ(S).
2. Pour tout schéma affine T au-dessus de S, l’algèbre A(T ) est séparable
sur Γ(T ).
3. Localement pour la topologie étale, l’algèbre A est associée par le foncteur
W à une algèbre séparable sur Γ(S).
Démonstration. — Le point 1 implique évidemment les points 2 et 3. Pour 2
⇒ 1, voir [9, Ch. III, prop. 2.5]. Enfin, pour 3 ⇒ 1, voir [9, Ch. III, prop. 2.2,
(b)].
Définition 2.5.1.3. — Un faisceau en OS-algèbres localement libres de type
fini qui satisfait aux conditions équivalentes de la proposition précédente est
appelé séparable.
Exemple 2.5.1.4. — Un produit fini de copies de R est séparable. Une al-
gèbre de matrices Mn(R) est séparable sur R.
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Proposition 2.5.1.5. — Lorsque R est un corps, une algèbre de type fini
est séparable si et seulement si elle est isomorphe à un produit fini d’algèbres
de matrices sur des algèbres à division (corps gauches) de dimension finie
sur R et dont les centres sont des extensions de corps (finies) séparables de
R. En particulier, si une telle algèbre est commutative, c’est un produit fini
d’extensions de corps finies séparables de R. Voir [9, Ch. III, th. 3.1].
2.5.2. Algèbres étales. —
Définition 2.5.2.1. — Une algèbre commutative sur un anneau R est dite
étale si elle est séparable, plate et de présentation finie. Elle est alors dite finie
si elle est de type fini comme R-module.
Une algèbre étale finie est automatiquement localement libre de rang fini
comme module sur R (voir [EGA, IV4, 18.2.3]).
Proposition 2.5.2.2. — Soit Z un faisceau en OS-algèbres. Les conditions
suivantes sont équivalentes.
1. Localement pour la topologie de Zariski, l’algèbre A est l’image par le
foncteur W ◦ ˜(−) d’une algèbre étale finie sur Γ(S).
2. Pour tout schéma affine T au-dessus de S, l’algèbre Z(T ) est étale finie
sur Γ(T ).
3. Localement pour la topologie étale, l’algèbre A est l’image par le foncteur
W ◦ ˜(−) d’une algèbre étale finie sur Γ(S).
Démonstration. — Les conditions d’être séparable, plate ou de présentation
finie peuvent se tester localement pour les topologies Zariski ou étale, respec-
tivement par la proposition 2.5.1.2, puis par les propositions 2.5.1 et 2.7.1 et
le corollaire 17.7.3 de [EGA, IV].
Définition 2.5.2.3. — Nous appellerons OS-algèbre étale finie un faisceau
Z en OS-algèbres qui satisfait aux conditions équivalentes de la proposition
précédente. On dit qu’elle est de rang n si son rang comme module localement
libre est constant sur S et égal à n.
Proposition 2.5.2.4. — Les formes étales de la OS-algèbre OnS sont les OS-
algèbres étales finies de rang n. Pour une telle forme Z, le faisceau AutalgZ est
un forme étale du faisceau en groupes constant (Sn)S (groupe symétrique).
Démonstration. — On dispose d’un morphisme évident Sn → Aut
alg
OnS
dont on
vérifie facilement qu’il est un isomorphisme localement. La deuxième affirma-
tion de l’énoncé découle alors de la première par la proposition 2.2.3.6.
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Les propriétés d’être étale, finie et localement libre de rang n sont locales
pour la topologie étale, donc toute forme étale de OnS est encore étale finie de
rang n.
Réciproquement, montrons que toute OS-algèbre étale finie de rang n est
localement isomorphe à OnS pour la topologie étale. On peut supposer S affine
et l’algèbre libre sur OS et la base locale, par un argument de limite. On est
alors ramené au cas d’une algèbre étale finie A sur un anneau local R. Par
changement de base au corps résiduel, on obtient une extension de degré n de
corps, étale donc séparable. On prend un générateur de cette extension, et on le
relève en un élément x de A. Par le lemme de Nakayama, on montre facilement
que les éléments 1, x, . . . , xn−1 engendrent A, qui s’écrit donc R[x]/P (x) avec
P unitaire de degré n, et P ′(x) inversible dans A, par [EGA, IV, cor. 18.4.3].
Montrons alors par récurrence sur n que A est déployée par une extension
étale finie. C’est évident si n = 1. Utilisons l’extension R → A elle-même,
et considérons donc A ⊗R A ≃ A[y]/P (y). Le polynôme unitaire P (y) se
décompose en (y − x)Q(y) où Q est un polynôme unitaire en y à coefficients
dans A. Puisque P ′(y) = (y − x)Q′(y) + Q(y) est inversible, les éléments
y − x et Q(y) engendrent l’idéal unité. Par le théorème chinois, on a donc
A ⊗R A ≃ A[y]/(y − x) × A[y]/Q(y) ≃ A × A[y]/Q(y). De plus Q′(y) est
inversible dans A[y]/Q(y) par la même équation, ce qui nous ramène au cas
n− 1 de la récurrence.
Remarque 2.5.2.5. — Le fait que toute OS-algèbre étale finie de degré n est
localement OnS pour la topologie étale peut également se voir comme consé-
quence de la théorie des revêtements étales (i.e. des morphismes finis étales).
En effet, c’est exactement dire que le revêtement correspondant est localement
trivial pour la topologie étale. C’est une conséquence de deux faits : l’hensélisé
strict d’un anneau local est obtenu comme limite inductive d’algèbres étales,
et tout revêtement d’un hensélisé strict est trivial (voir [EGA, IV, déf. 18.8.7
et prop. 18.8.8, (i)]).
Corollaire 2.5.2.6. — Si Z est une OS-algèbre étale finie de rang n = 2,
Aut
alg
Z = (Z/2)S canoniquement.
Démonstration. — Le groupe symétrique S2 = Z/2 étant commutatif, ses
tordus par des torseurs sous un groupe agissant par automorphismes intérieurs
lui sont isomorphes.
Remarque 2.5.2.7. — On peut construire à la main l’automorphisme diffé-
rent de l’identité lorsque n = 2. Si Z(T ) est libre sur R′ = OS(T ) pour T affine,
on définit tr(z) la trace de z ∈ Z(T ) comme la trace de la multiplication par z
exprimée sur un base quelconque. Le morphisme z 7→ tr(z)− z est bien un au-
tomorphisme de R′-algèbres et c’est le seul différent de l’identité. Comme il est
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canonique, il permet de définir par recollement un automorphisme d’algèbres
de Z au-dessus de S.
Définition 2.5.2.8. — La catégorie fibrée de T -fibre les algèbres étales finies
de rang n est notée Etn. C’est un champ pour les topologies Zariski, étale ou
fppf.
Démonstration. — Les OS-algèbres forment un champ par 2.1.3.10, et le fait
d’être étale fini de degré n descend pour la topologie fppf, comme vu plus
haut.
Les propositions 2.2.4.5 et 2.5.2.4 impliquent immédiatement :
Proposition 2.5.2.9. — Le foncteur Z 7→ IsoZ,OnS définit une équivalence du
champ en groupoïdes (Etn)≃ des algèbres étales finies de rang n vers Tors(Sn)
le champ des torseurs étales ou fppf sous Sn.
Attardons-nous enfin sur le cas n = 2, qui nous sera plus utile que les autres.
Étant donnée une algèbre étale finie E de rang 2, on lui associe fonctoriellement
un module localement libre de rang 1, le noyau de la trace, qu’on note χE . De
plus, la multiplication induit un isomorphisme µE : χE ⊗ χE → OS et cela
fait de (χE , µE) un module déterminant au sens de la définition 2.6.1.4 plus
bas. Ces faits peuvent se vérifier localement, auquel cas, voir [Knus, Ch. III,
(4.2.1) à (4.2.3)].
Cela permet de définir un foncteur fibré Ξ : (Et 2)≃ → ModDet , qui envoie une
algèbre E sur (χE , µE), qui induit sur les automorphismes (Z/2)S = AutE →
AutΞ(E) = (µ2)S le morphisme canonique Z/2 → µ2 envoyant i sur (−1)
i
(localement).
Remarque 2.5.2.10. — Les points de Z/2 peuvent se décrire comme des
projecteurs : (Z/2)(T ) ∼= {p ∈ Γ(T ) t.q. p2 = p}, où une fonction localement
constante à valeurs dans {0, 1} est identifiée au projecteur qui vaut l’identité
là où elle vaut 1 et 0 là où elle vaut 0. Le morphisme Z/2→ µ2 est alors donné
sur les points par p 7→ 1− 2p. C’est donc un isomorphisme lorsque 2 ∈ Γ(S)×,
alors que c’est un morphisme constant de valeur 1 lorsque 2 = 0 dans Γ(S).
2.5.3. Algèbres d’Azumaya. — Examinons maintenant les algèbres d’Azu-
maya.
Définition 2.5.3.1. — Une algèbre séparable A sur un anneau R est appelée
R-algèbre d’Azumaya si R s’injecte dans A et si le centre de A est réduit à R.
Exemple 2.5.3.2. — Une algèbre d’Azumaya sur un corps est une algèbre
centrale simple sur ce corps par la proposition 2.5.1.5.
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Proposition 2.5.3.3. — Soit A une OS-algèbre localement libre de type fini.
Les conditions suivantes sont équivalentes.
1. Localement pour la topologie de Zariski, l’algèbre A est l’image par le
foncteur W ◦ ˜(−) d’une algèbre d’Azumaya sur Γ(S).
2. Pour tout schéma affine T au-dessus de S, l’algèbre A(T ) est une algèbre
d’Azumaya sur Γ(T ).
3. Localement pour la topologie étale, l’algèbre A est l’image par le foncteur
W ◦ ˜(−) d’une algèbre d’Azumaya sur Γ(S).
Démonstration. — On a trivialement 2 ⇒ 1 ⇒ 3. Pour 3 ⇒ 2, se ramener à
une base affine, puis utiliser l’équivalence entre les points 4 et 1 de [9, Ch. III,
th. 6.6].
Définition 2.5.3.4. — Un OS-faisceau en algèbres d’Azumaya, ou plus sim-
plement une OS-algèbre d’Azumaya, est un faisceaux en OS-algèbres A qui
satisfait aux conditions équivalentes de la proposition précédente.
Exemple 2.5.3.5. — Pour tout n, la OS-algèbre Mn,S est une OS-algèbre
d’Azumaya ; on vérifie que son centre est bien OS en utilisant les matrices
élémentaires. De même, pour tout OS-module localement libre M , le faisceau
en OS-algèbres EndM est une OS-algèbre d’Azumaya : on se ramène au cas
précédent localement.
Proposition 2.5.3.6. — Le rang comme OS-module d’une OS-algèbre
d’Azumaya est un carré.
Démonstration. — Voir [9, Ch. III, prop. 6.1 et th. 6.4].
Définition 2.5.3.7. — Le degré d’une OS-algèbre d’Azumaya est la racine
carré de son rang. C’est une fonction localement constante à valeurs entières
par la proposition précédente.
Proposition 2.5.3.8. — Un OS-faisceau en algèbres d’Azumaya de degré n
sur une base S est un faisceau en OS-algèbres qui est une forme (étale) de
Mn,S.
Démonstration. — Puisque Mn,S est une algèbre d’Azumaya, toute forme
étale de Mn,S en est également une par le point 3 de 2.5.3.3.
Réciproquement, on se ramène au cas où la base est affine puis on utilise le
point 4 de [9, Ch. III, th. 6.6].
Proposition 2.5.3.9. — Le centre d’une algèbre d’Azumaya est OS.
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Démonstration. — Comme tout recouvrement étale est épimorphique (univer-
sel) par [SGA3, Exp. IV, prop. 4.4.3], pour tester si un élément central est
dans OS(T ), on peut supposer que l’algèbre est Mn,S , dont le centre est bien
OS par un calcul direct de commutation aux matrices élémentaires.
Définition 2.5.3.10. — Lorsque la topologie est fppf ou bien étale, on définit
le champ des algèbres d’Azumaya de degré n, noté Azumayan en posant que
(Azumayan)T est la catégorie des OT -algèbres d’Azumaya de degré n.
Notons que cette catégorie fibrée est bien un champ pour la topologie étale
ou fppf : en effet, lesOS-algèbres forment un champ par la proposition 2.1.3.10,
et la propriété d’être d’Azumaya de degré n est locale par définition pour la
topologie étale. C’est de plus un champ en groupoïdes, puisque tout morphisme
d’algèbres entre deux algèbres d’Azumaya de même degré est un isomorphisme :
on le vérifie localement pour la topologie étale, auquel cas, il suffit de montrer
que tout endomorphisme f : Mn(R) → Mn(R) est un isomorphisme, pour un
anneau R. Voir alors [9, Ch. III, Cor. 5.4].
Décrivons maintenant les torseurs sous GL1,A lorsque A est une OS-algèbre
d’Azumaya.
Soit M un A-module, donc donné par une structure analogue à celle des
OS-modules, en remplaçant OS par A. C’est automatiquement unOS-module,
puisque OS est inclus dans A (comme son centre).
Lemme 2.5.3.11. — Si un tel M est localement libre type fini sur A, alors il
est localement libre de type fini sur OS. De plus, si A est de degré constant n,
alors M est de rang m sur A si et seulement s’il est de rang mn2 sur OS.
Démonstration. — Localement, A ≃Mn.
Pour toute OS-algèbre d’Azumaya A de degré constant n, considérons la
catégorie fibrée A-Vecm dont les objets de la fibre sur T sont des AT -modules
à gauche, qui sont localement libres de rang m comme A-modules. Cette
catégorie fibrée est un champ : sans la condition “localement libre de rang m”,
c’est un champ (pour les topologies Zariski, étale ou fppf) par la proposition
2.1.3.10. Il faut ensuite voir que cette condition descend, ce qui est clair.
Définissons le foncteur fibré “Endomorphismes”
End : (Aop-Vec1)≃ → Azumayan
qui envoie un objet M sur EndM (endomorphismes de Aop-modules) et un
(iso)morphisme f sur intf .
Le Aop-module Ad qui est A vu comme A-module à droite, et donc comme
Aop-module à gauche est évidemment libre de rang 1. Alors, dans le champ
Aop-Vec1 le faisceau d’endomorphismes EndAd est canoniquement isomorphe
à A (comme OS-algèbre) par f 7→ f(1). L’objet Ad s’envoie donc sur A par
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le foncteur End. De plus, AutAd = GL1,A, et le foncteur End induit la flèche
canonique
GL1,A = Aut
Aop-Vec1
Ad
→ Aut
Azumaya
n
A = PGLA.
(les premiers automorphismes sont de Aop-modules, les seconds de OS-
algèbres).
Puisque tout objet de Aop-Vec1 est localement isomorphe à Ad, par la pro-
position 2.2.4.5, on obtient :
Proposition 2.5.3.12. — Le foncteur fibré IsoAd,− définit une équivalence
de champs en groupoïdes
(Aop-Vec1)≃
∼→ Tors(GL1,A).
De même, puisque toute algèbre d’Azumaya est localement isomorphe à A,
on obtient également :
Proposition 2.5.3.13. — Le foncteur fibré IsoA,− définit une équivalence de
champs en groupoïdes
Azumayan
∼→ Tors(PGLA).
De plus, par la proposition 2.2.3.9, on a enfin :
Lemme 2.5.3.14. — A travers ces équivalences, le foncteur End induit la
fonctorialité Tors(GL1,A) → Tors(PGLA) le long du morphisme canonique
GL1,A → PGLA.
Intéressons-nous au cas particulier où A = EndM où M est un OS-module
localement libre de rang n. On a alors l’équivalence de Morita :
EndopM -Vec1
∼→ Vecn
qui est donnée par le foncteur M ⊗EndopM − et par le foncteur M
∨ ⊗ − dans
l’autre sens. Cela utilise les isomorphismes canoniques
M ⊗EndopM
M∨ ∼→ OS et M
∨ ⊗M ∼→ EndopM
dont le premier envoie m ⊗ f sur f(m). Par cette équivalence, M ∈ Vecn est
donc envoyé sur EndopM dans End
op
M -Vec1 et on retrouve la description de la
proposition 2.4.3.1 dans le cas où M = OnS .
Le foncteur fibré Vec1 → Aop-Vec1 envoyant un fibré en droites L sur le Aop-
module Ad ⊗L (l’action de Aop se faisant sur Ad) envoie l’objet OS sur Ad et
induit entre leurs automorphismes l’inclusion Gm → GL1,A.
Introduisons enfin la norme et la trace réduite.
On considère la catégorie fibrée TrAzumaya dont la T -fibre a pour objets
les paires (A, t) où A est une OT -algèbre d’Azumaya et où t : A → OT est
un morphisme de OT -modules qui vérifie t(ab) = t(ba) sur les points. Les
morphismes (A, t) → (A′, t′) sont les morphismes d’algèbres f : A → A′ tels
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que t′ ◦ f = t. Cette catégorie fibrée est un champ par 2.1.3.10, et il y a
un foncteur fibré oubli évident TrAzumaya → Azumaya, qui induit donc pour
toute paire (A, t) un morphisme de faisceaux en groupes AutA,t → AutA. Ce
morphisme est en fait un isomorphisme. En effet, tout morphisme d’algèbres
f : A → A vérifie t ◦ f = t : comme les morphismes sont à valeurs dans
OS, un faisceau, on peut vérifier l’égalité localement, et donc supposer que f
est intérieur, auquel cas cela découle immédiatement de la propriété imposée
sur t. Partant donc d’un torseur sous PGLn = AutMn correspondant à A
par 2.5.3.13, on peut donc tordre (Mn, tr), où tr est la trace, en une paire
(A, trdA).
Définition 2.5.3.15. — Pour toute algèbre d’Azumaya A, le morphisme de
OS-modules trdA : A→ OS défini ci-dessus est appelé trace réduite.
Le foncteur fibré Azumaya → TrAzumaya qui envoie A sur (A, trdA) est une
section de l’oubli TrAzumaya → Azumaya.
Lemme 2.5.3.16. — Si A est de degré constant pair, le module bilinéaire
(A, t) où t : A→ A∨ est donné par t(a) = trd(a−) est régulier.
Démonstration. — C’est une propriété locale pour la topologie étale, on peut
donc supposer A = Mn et trd est alors la trace usuelle, auquel cas c’est un
exercice facile d’algèbre linéaire.
De manière analogue, on introduit la norme réduite en considérant le champ
NrAzumayan des (A, d), avec A d’Azumaya de degré n et d : A→ OS satisfaisant
d(ab) = d(a)d(b) sur les points. Comme plus haut, on a AutA,d → AutA est un
isomorphisme, et on obtient un morphisme nrd en tordant la paire (Mn,det).
Définition 2.5.3.17. — Ce morphisme nrd : A → OS est appelé norme
réduite. Il induit sur les éléments inversibles un morphisme GL1,A → Gm.
Remarque 2.5.3.18. — Lorsque A = EndM pour unOS-module localement
de type fini M , cette norme réduite est bien le déterminant usuel qui, sur les
points, à un endomorphisme de M associe son endomorphisme déterminant,
point de End∆M = OS. Par construction, c’est vrai localement et donc en
général puisque OS est un faisceau.
2.6. Modules quadratiques. — Rappelons qu’un OS-module bilinéaire
(resp. quadratique) est un objet en OS-modules bilinéaires (resp. quadra-
tiques), au sens de l’exemple 7 de 2.1.1.4 (resp. 8). Nous éviterons d’utiliser la
terminologie “forme bilinéaire” car le mot “forme” est déjà pris (déf. 2.2.4.1).
De plus, pour alléger, nous désignerons souvent un module bilinéaire (resp.
quadratique) par la seule mention de l’application b : M ×M → OS (resp.
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q : M → OS), et nous utiliserons parfois le terme “module” à la place de
OS-module.
La notation M∨ désigne le module dual donné par
M∨(T ) = HomOT−mod(MT ,OT ).
Pour un OS-module localement libre de type fini, le morphisme canonique
̟M : M → (M
∨)∨ est un isomorphisme. Nous supposerons dans cette partie
et dans toute la suite du texte que, sauf mention explicite, tous les modules
quadratiques ou bilinéaires sont localement libres de type fini.
La somme orthogonale de deux modules bilinéaires b1 et b2 est notée b1 ⊥ b2.
Idem pour les modules quadratiques.
On montre facilement que se donner un OS-module bilinéaire est équivalent
à se donner un OS-module M (loc. libre de type fini) et un morphisme φ :
M →M∨. Ce OS-module sera symétrique si (φ)∨ ◦̟M = φ et antisymétrique
si (φ)∨ ◦ ̟M = −φ. Par ailleurs un module bilinéaire est dit alterné si la
composition
M
∆ // M ×M
b // OS
est triviale, où ∆ est l’application diagonale. Il est clair qu’un module alterné
est antisymétrique.
Lorsque la base S est égale à Spec(R), le foncteur ˜(−) induit une équivalence
de catégorie entre les modules bilinéaires (resp. quadratiques) usuels sur R et
les OS-modules bilinéaires (resp. quadratiques).
Un module quadratique q vient par définition avec un module polaire associé
bq, qui est un module bilinéaire symétrique. Sur les points, il s’agit de bq(x, y) =
q(x+ y)− q(x)− q(y).
De même, partant d’un module module bilinéaire b, on obtient un module
quadratique associé qb en précomposant le morphisme bilinéaire M ×M →M
par l’application diagonale M →M ×M . On a qbq = 2q et si b est symétrique,
bqb = 2b. Ces deux constructions sont clairement fonctorielles.
Définition 2.6.0.19. — Nous utiliserons la notation usuelle 〈a1, a2, . . . , an〉
pour désigner le module quadratique diagonal d’équation a1x21 + · · · + anx
2
n
sur OnS . Pour les modules bilinéaires, nous utiliserons la même notation pour
désigner le module d’équation a1x1y1 + a2x2y2 + . . . anxnyn sur OnS.
On a donc b〈a1,...,an〉 = 〈2a1, . . . , 2an〉 et q〈a1,...,an〉 = 〈a1, . . . , an〉.
Si (M, b) est un module bilinéaire et si N est un sous-module de M , l’or-
thogonal de N , noté N⊥ désigne le sous-module de M noyau de l’application
correspondante M →M∨ restreinte à N , autrement dit
N⊥(T ) = {m ∈M(T ) t.q. b(mT ′ , n) = 0 ∀T
′ → T et ∀n ∈ N(T ′)}.
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Si (M, q) est un module quadratique, alors l’orthogonal d’un sous-module est
toujours pris au sens de la forme polaire bq associée.
Définition 2.6.0.20. — Le radical radb d’un module bilinéaire (M, b) est le
noyau de l’application M →M∨. Étant donné un module quadratique (M, q),
nous appellerons radical polaire, noté radq, le radical de son module polaire
bq et nous appellerons radical quadratique, noté qradq le sous-module de son
radical polaire constitué des éléments s’envoyant sur 0 par q.
Remarque 2.6.0.21. — On vérifie aisément que le radical quadratique d’un
module quadratique est bien un sous-module. Par contre, en général, il n’est
pas localement libre. Si 2 est inversible dans Γ(S), alors le radical quadratique
et le radical polaire de q coïncident. Sur un anneau, ni le radical polaire, ni
le radical quadratique ne commutent en général à l’extension des scalaires,
au sens que qradq(R)⊗ R
′ peut-être strictement contenu dans qradqR′ (R
′). Il
suffit de prendre l’exemple des formes 〈1〉 et 〈2〉 sur Z puis sur les corps de
car. 2 ou pas, pour avoir tous les cas possibles. Le radical polaire commute
aux extensions plates de la base, car c’est le noyau de M → M∨ et donc en
particulier, sur un corps de base, comme tout est plat, il y a commutation à
l’extension des scalaires. Par contre, le radical quadratique ne commute même
pas à ces extensions plates : sur un corps k de caractéristique 2, on peut
prendre R′ = k[t]/t2 (qui est plate). Mais le module quadratique quasi-linéaire
〈1〉 vérifie qrad〈1〉(k) = {0} et pourtant qrad〈1〉R′ (R
′) = {tx, x ∈ k}.
La situation en rang un est la suivante.
Proposition 2.6.0.22. — Le foncteur b 7→ qb induit une équivalence de caté-
gories des modules bilinéaires de rang 1 vers les modules quadratiques de rang
1.
Démonstration. — Étant donné un module module quadratique q sur un OS-
module localement libre de rang 1 , construisons une forme bilinéaire b telle
que qb ≃ q. Lorsque L est libre de rang 1 et que e est une base de OS(S),
l’application q est entièrement déterminée par l’image q(e), et on choisit la
forme bilinéaire donnée sur les points par (xe, ye) 7→ xyq(e) ; cette forme est
indépendante du choix de e. Pour un L quelconque, on prend un recouvrement
ouvert Zariski qui trivialise L, et on construit b par recollement à partir du cas
précédent ; l’isomorphisme q ≃ qb peut se tester localement. Cela montre que
le foncteur est essentiellement surjectif. Il est fidèle puisque les modules sous-
jacents ne changent pas, et on vérifie qu’il est plein en localisant à nouveau à
des ouverts Zariski.
Remarque 2.6.0.23. — Étant donné bqb = 2b, il est clair que si 2 est inver-
sible dans OS(S), alors q 7→ bq et b 7→ qb sont des équivalences de catégories.
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Mais hors de cette hypothèse, dès le rang 2, il y a des modules quadratiques
qui ne sont pas de la forme qb avec b bilinéaire. Il suffit de prendre une base S
en caractéristique 2 (i.e. où 2 = 0 dans OS(S)). On a alors bqb = 2b = 0, donc
un module quadratique q tel que bq est non nul fournit un exemple. C’est le
cas de q sur M = O2S donné par q(ae1 + be2) = ab (qui est hyperbolique, voir
ci-dessous).
Définition 2.6.0.24. — Le OS-module bilinéaire sur M ⊕M∨ donné par la
matrice
(
0 1
̟M 0
)
est symétrique et sera noté bhM . De même, le module bilinéaire
donnée par la matrice
(
0 1
−̟M 0
)
est alterné et sera noté ahM . On les appelle res-
pectivement module hyperbolique bilinéaire symétrique et alterné. Le module
quadratique hyperbolique sur M ⊕M∨, noté qhM , est donné par l’évaluation
qhM(m, e) = e(m) sur les points. Lorsque M = O
n
S, on utilise les notations b
h
2n,
ah2n et q
h
2n.
Attention, on a bqhM = b
h
M mais qbhM = 2q
h
M .
Définition 2.6.0.25. — En rang impair, on note bh2n+1 et q
h
2n+1 les sommes
orthogonale de bh2n et q
h
2n avec le module 〈1〉, bilinéaire ou quadratique respec-
tivement.
Attention, on a alors bqh2n+1 = 〈2〉 ⊥ b
h
2n et qbh2n+1 = 〈1〉 ⊥ 2q
h
2n.
Définition 2.6.0.26. — Un OS-module bilinéaire est dit régulier si son radi-
cal est nul. Un OS-module quadratique est dit régulier si son module bilinéaire
polaire associé est régulier.
Exemple 2.6.0.27. — Les modules hyperboliques bhM , a
h
M et donc q
h
M sont
réguliers.
Proposition 2.6.0.28. — Un OS-module bilinéaire (resp. quadratique) est
régulier si et seulement s’il l’est localement pour la topologie étale ou même
fppf.
Démonstration. — Le fait d’être un isomorphisme se teste localement pour la
topologie fppf.
2.6.1. Déterminant. — Définissons maintenant le déterminant d’un module
bilinéaire. Rappelons que ∆M est le déterminant du OS-module localement
libre de type fini M .
Définition 2.6.1.1. — Le morphisme déterminant d’un module bilinéaire
b : M → M∨, est le morphisme de OS-modules (∆M )⊗2 → OS donné
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par la composition du morphisme id ⊗ ∆b : ∆
⊗2
M → ∆M ⊗ ∆M∨ suivi des
isomorphismes canoniques
∆M ⊗∆M∨ ≃ ∆M ⊗∆
∨
M ≃ OS.
On le note db.
Remarque 2.6.1.2. — Lorsque M = OnS, on a canoniquement OS ≃ O
⊗2
S ≃
∆⊗2M et on obtient bien le déterminant de la matrice qui décrit l’application
bilinéaire sur la base canonique, en regardant l’élément de OS(S) qui est
l’image de 1 par ce morphisme.
Proposition 2.6.1.3. — Un module bilinéaire M est régulier si et seulement
si son morphisme déterminant ∆⊗2M → OS est un isomorphisme. Un module
quadratique est régulier si et seulement si le déterminant de son module bili-
néaire associé est inversible.
Démonstration. — La deuxième affirmation est une conséquence triviale de
la première, qui se vérifie localement pour la topologie de Zariski, et lorsque
le module est OnS, l’affirmation est classique : une matrice est inversible si et
seulement si son déterminant est inversible.
Un OS-module déterminant est un module n-trivialisé avec n = 2, voir la
partie 2.4.3 ; Explicitement, c’est un couple (L, φ) où L est un OS-module
inversible de rang constant 1, et φ : L⊗2 → OS est un isomorphisme.
Définition 2.6.1.4. — On note ModDet = 2-Triv le champ des modules dé-
terminants.
Notons que pour tout module déterminant (L, φ), on a Aut(L,φ) = µ2.
Définition 2.6.1.5. — Soit (M, b) un module bilinéaire (resp. quadratique)
régulier. Son module déterminant est le module déterminant (∆M ,db) (resp.
(∆M ,dbq )).
Par compatibilité aux formes hyperboliques, il est parfois nécessaire d’ajou-
ter un signe au module déterminant trivial.
Définition 2.6.1.6. — Soit ε = 1 ou −1. Le OS-module déterminant (OS, ε·
m) où m : O⊗2S → OS est la multiplication est appelé le OS-module détermi-
nant trivial pair si ε = 1 et trivial impair si ε = −1.
Lemme 2.6.1.7. — Le module déterminant du module hyperbolique qh2n est le
module déterminant trivial de la parité de n.
Démonstration. — Le déterminant de la matrice associée à la forme bilinéaire
sur la base canonique est (−1)n.
La proposition 2.4.3.7 avec n = 2 se décline pour ε = ±1.
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Proposition 2.6.1.8. — Le foncteur (L, φ) 7→ Iso(OS ,ε·m),(L,φ) est une équi-
valence de catégories fibrées entre champs en groupoïdes
Formes((OS , ε ·m))
∼→ Tors(µ2).
des formes de (OS , ε ·m) vers les µ2-torseurs. En particulier, si la topologie est
fppf, tous les modules 2-trivialisés sont des formes de (OS,m) puisque (−1)
est localement un carré et on a
2-Triv≃
∼→ Tors(µ2).
Notons enfin :
Lemme 2.6.1.9. — Deux (L1, φ1) et (L2, φ2) sont isomorphes si et seulement
s’il existe un isomorphisme ψ : L1 ≃ L2 et si φ
−1
1 ψ
⊗2φ2(1) est un carré de
Gm(S).
Démonstration. — Un sens est évident, et dans l’autre, s’il existe un tel φ, on
peut le modifier par une racine carrée de l’élément de Gm(S) pour le corriger
en un morphisme de module déterminants.
Lorsque (M, b) est un module bilinéaire régulier, son module déterminant
(∆M ,db) définit donc un µ2-torseur Iso(OS ,ε·m),(∆M ,db). A priori, c’est un tor-
seur fppf, mais c’est en fait un torseur étale quand q est une forme du module
hyperbolique de rang pair, par la proposition 2.6.1.13.
Définition 2.6.1.10. — On note Db le module déterminant (∆M ,db) associé
à un module bilinéaire (b,M) régulier. Lorsque q est un module quadratique
régulier, on définit son module déterminant Dq = Dbq . Cela définit un foncteur
fibré
D : Formes(qh2n)→ ModDet .
qui à q associe Dq.
Sur le module O2S , de base canonique (e1, e2), étant donné deux éléments
a et b de Γ(S), on note [a, b] le module quadratique donné sur les points par
xe1 + ye2 7→ ax
2 + xy + by2.
Lemme 2.6.1.11. — Le module [a, b] est régulier si et seulement si 1−4ab ∈
Γ(S)× et le schéma T = Spec(OS [t]/(t2 − t+ ab)) est alors étale sur S. Si de
plus a, b ∈ Γ(S)×, le module [a, b]T est isomorphe à (qh2 )T .
Démonstration. — On vérifie immédiatement que le déterminant de [a, b] est la
multiplication par 4ab− 1 de OS = O
⊗2
S → OS. C’est donc un isomorphisme
si et seulement si 1 − 4ab est inversible, ce qui prouve l’affirmation sur la
régularité.
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On peut vérifier que l’extension est étale localement, lorsque S = Spec(R),
en calculant la dérivée de t2 − t + ab qui vaut 2t − 1, qui est donc inversible
dans R′ = R[t]/(t2 − t+ ab) puisque (2t− 1)2 = 1− 4ab.
Lorsque a et b sont inversibles, on peut alors vérifier que sur T , (te1−ae2, (1−
t)e1 − ae2) est une nouvelle base du module, sur laquelle il est clairement
isomorphe à qh2 .
Proposition 2.6.1.12. — Sur un anneau local, un module quadratique de
rang pair est régulier si et seulement s’il est isomorphe à une somme directe
de modules de la forme [a, b] ci-dessus avec 1− 4ab, a et b dans Γ(S)×.
Démonstration. — Voir [Knus, Ch. IV, lemme 2.2.2]. La preuve est essen-
tiellement qu’on peut prouver ce type de décomposition sur un corps, puis la
relever du corps résiduel à l’anneau local par le lemme de Nakayama.
Proposition 2.6.1.13. — Les formes étales du module quadratique hyperbo-
lique qh2n (de rang 2n sur O
2n
S ) sont les modules quadratiques réguliers de rang
constant 2n.
Démonstration. — Puisque qh2n est régulier, toute forme étale est régulière par
2.6.0.28. Réciproquement, étant donné un module quadratique régulier, on
peut supposer que son module sous-jacent est libre. Comme il s’écrit comme
somme de modules de la forme [a, b] avec a, b, 1 − 4ab ∈ R× sur les anneaux
locaux et qu’il n’y a alors qu’un nombre fini de coefficients, c’est encore le cas
sur un voisinage Zariski et affine de chaque point. On conclut par le lemme
2.6.1.11.
On considère alors la catégorie fibrée de tous les modules quadratiques (à
module sous-jacent localement libre), ainsi que sa sous-catégorie fibrée des
modules quadratiques réguliers de rang n. Pour les topologies Zariski, étale ou
fppf, la première est un champ par 2.1.3.10, et par conséquent la seconde aussi
parce que la propriété d’être régulier se teste localement, par 2.6.0.28.
Définition 2.6.1.14. — On appelle Quad le champ de tous les module qua-
dratiques (à module sous-jacent localement libre), et RegQuad n celui des mo-
dules quadratiques réguliers de rang constant n.
La proposition 2.6.1.13 montre que le sous-champ Formes(qh2n) est égal à tout
RegQuad 2n.
En rang impair, la notion adéquate pour remplacer la régularité qui n’arrive
jamais en caractéristique 2 est la semi-régularité. Pour éviter de développer
toute la notion, nous renvoyons à [Knus, Ch. IV, §3]. C’est une notion locale
pour la topologie fppf (cf [Knus, Ch. IV, (3.1.5)]). On en tire immédiatement,
comme dans le cas pair :
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Proposition 2.6.1.15. — Les formes fppf du module quadratique hyperbo-
lique qh2n+1 sont les modules quadratiques semi-réguliers de rang constant 2n+1.
Définition 2.6.1.16. — Partant d’un module quadratique (M, q), considé-
rons AutM,q, que nous noterons OM,q ou même Oq (voir les parties 4 et 6
pour plus de détails).
Nous aurons besoin d’un raffinement dû à Kneser du théorème de Cartan-
Dieudonné.
Définition 2.6.1.17. — Soit (M, q) un module quadratique quelconque. Soit
v un élément de M(S) tel que q(v) ∈ Γ(S)×. La réflexion orthogonale associée
à v est l’élément de OM,q(S) de la forme τv = x 7→ x−
bq(x,v)
q(v) v.
Lorsqu’on parle de réflexion orthogonale sans préciser le vecteur v, il s’agit
toujours d’une réflexion orthogonale associée à un vecteur v comme dans la
définition précédente (donc avec q(v) ∈ Γ(S)×).
Lemme 2.6.1.18. — Le déterminant d’une réflexion orthogonale est −1 ∈
Γ(S)×.
Démonstration. — Ceci peut se vérifier localement pour la topologie de Za-
riski. On peut donc supposer que S est le spectre d’un anneau local et que
M est libre. On prend alors une base e1, . . . , en de M avec v =
∑
viei, et on
calcule
∆(τv)(e1 ∧ . . . ∧ en) = τv(e1) ∧ . . . ∧ τv(en)
= (e1 −
bq(v, e1)
q(v)
v) ∧ . . . ∧ (en −
bq(v, en)
q(v)
v)
=
(
1−
∑
vi
bq(v, ei)
q(v)
)
(e1 ∧ . . . ∧ en)
or 2q(v) = bq(v, v) =
∑
vibq(v, ei) donc le facteur entre parenthèses vaut bien
(−1).
Théorème 2.6.1.19. — [Kneser] Soit (q,M) un module quadratique sur un
anneau local R, et soit N et N ′ deux sous-modules libres de M tels que q|N
soit régulière, et munis d’un isomorphisme t : N → N ′ de modules quadratiques
(q|N , N)→ (q|N ′ , N
′). Alors t peut se prolonger en un élément de OM,q(R) et de
plus, cet élément peut-être choisi comme un produit de réflexions orthogonales
si l’une des conditions suivantes est satisfaite : 1. le corps résiduel k de R est
différent de F2, et la forme qk n’est pas identiquement nulle. 2. le corps résiduel
de R est F2, et la forme qF2 n’est pas identiquement nulle sur M
⊥.
Démonstration. — Voir [8], Ch. I, (4.4) et (4.5) dans le cas où E = H avec la
notation de loc. cit..
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Attention, la condition 2 doit être comprise comme non satisfaite si M⊥ =
{0}, donc en particulier, ce théorème ne dit rien sur la décomposition en
réflexions lorsque le corps résiduel est F2 et le module est régulier.
Théorème 2.6.1.20. — [Cartan-Dieudonné] Si (M, q) est un module quadra-
tique régulier sur un anneau local, alors tout élément de OM,q(R) se décompose
en produit de réflexions orthogonales, sauf peut-être si le corps résiduel est F2
et si le rang de M est inférieur où égal à 4.
Démonstration. — On prend N = N ′ = M dans le théorème précédent. Si le
corps résiduel n’est pas F2, alors la condition 1 est vérifiée. Si le corps résiduel
est F2, alors voir [8, Ch. I, (4.6)].
Pour un module semi-régulier, on a également :
Théorème 2.6.1.21. — Si (M, q) est un module semi-régulier sur un corps
k, alors tout élément de Oq(k) est un produit de réflexions orthogonales.
Démonstration. — Voir [8, Ch. I, (3.5)].
Remarque 2.6.1.22. — Pour une module semi-régulier sur un anneau local,
tout élément du groupe orthogonal n’est pas forcément un produit de réflexions.
C’est déjà faux pour le module hyperbolique qh2n+1, n ≥ 1 sur F2[x]/x
2 : si e
est le vecteur de base portant 〈1〉, toute réflexion orthogonale τv préserve le
sous-espace engendré par e, puisque dans ce cas de caractéristique 2, c’est le
radical polaire. Donc, τv(e) = λe. Il suit que λe = τv(e) = e −
bq(e,v)
q(v) v, donc
soit bq(e, v) = 0 et τv(e) = e, soit bq(e, v) 6= 0, et v est proportionnel à e, donc
τv(e) = −e = e. Dans les deux cas, τv(e) = e pour tout vecteur v et donc
f(e) = e pour tout produit de réflexions. Ainsi, l’application égale à l’identité
sur le sous-espace sous-jacent à qh2n et envoyant e sur (1 + x)e est bien dans
le groupe orthogonal puisque (1 + x)2 = 1, mais ne peut être un produit de
réflexions.
2.7. Algèbres d’Azumaya à involution. — Passons maintenant en revue
différents types d’involutions sur des algèbres d’Azumaya. Notre but n’est pas
d’être exhaustif, mais de préparer le matériel qui interviendra dans la partie
sur les groupes réductifs. Rappelons qu’une involution sur un anneau A est un
anti-automorphisme d’ordre 2, c’est-à-dire un endomorphisme de A qui vérifie
σ(xy) = σ(y)σ(x) pour x, y ∈ A et σ2 = id.
Définition 2.7.0.23. — Une OS-algèbre d’Azumaya à involution de pre-
mière espèce est un faisceau en OS-algèbres à involution (structure alginv des
exemples 2.1.1.4), dont le faisceau en algèbres sous-jacent est un faisceau en
OS-algèbres d’Azumaya et dont l’involution est OS-linéaire. Il est immédiat
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que sur une base affine, cette structure est l’image par le foncteur W ◦ ˜(−)
d’une algèbre à involution de première espèce.
Lorsque la base S est affine et égale à Spec(R), on retrouve la définition
classique en prenant les sections globales (cf. 2.4.1.5) : une algèbre d’Azumaya
de première espèce sur un anneau R est une algèbre d’Azumaya A sur R munie
d’une involution σ qui est R-linéaire.
Si M est un OS-module localement libre de type fini et b : M → M∨
est un isomorphisme δ-symétrique (b = δb∨ ◦ ̟ où ̟ : M → (M∨)∨ est
l’identification canonique, et δ ∈ µ2(S)), autrement dit (M, b) est un OS-
module bilinéaire δ-symétrique non dégénéré, alors on peut lui associer une
involution ηb sur A = EndM , donnée sur les points par ηb(x) = b−1x∨b, où
End
op
M est naturellement identifiée avec EndM∨, par l’application x 7→ x
∨.
De manière équivalente, si on identifie M ⊗ M ∼→ M ⊗ M∨ ∼→ EndM par
m1⊗m2 7→ m1b(m2), alors σb correspond à l’échange des facteurs sur M ⊗M .
Définition 2.7.0.24. — Si (M, b) est un module bilinéaire symétrique non
dégénéré (resp. (M, q) un module quadratique régulier), on appelle involution
adjointe à b (resp. à q) l’involution ηb (resp. ηbq définie ci-dessus).
Notons que si ηb = ηb′ , alors intb = intb′ et donc b = λb′ pour un certain λ
inversible, puisque A est de centre OS.
Proposition 2.7.0.25. — Localement pour la topologie étale, toute OS-
algèbre à involution (A, σ) de première espèce est isomorphe à une involution
(EndV , ηb) pour un certain OS-module bilinéaire b, qui est δ-symétrique pour
un certain δ ∈ µ2(S), qui ne dépend que de l’involution de départ.
Démonstration. — Puisque c’est une propriété locale, on se ramène au cas où
S = Spec(R) et où A est Mn par 2.5.3.8. La composition σ ◦ t(−) est donc
un automorphisme de Mn(R). Quitte à localiser encore R, il est donc intérieur
(voir 3.2.0.58), égal à intb pour un certain b ∈ GLn(R). Or comme σ2 = id, on
doit avoir tbb−1 ∈ R×. Or b = δtb = δ2b donc δ ∈ µ2(R). L’élément b est celui
cherché, à l’identification canonique de Rn avec (Rn)∨ près. Il est fixé à un
élément du centre près, le produit tbb−1 est donc canonique. Par recollement
(µ2 est un faisceau), on construit ainsi l’élément δ ∈ µ2(S) recherché, qui ne
dépend que de σ.
Définition 2.7.0.26. — Le type d’une OS-algèbre à involution A de pre-
mière espèce est l’élément de µ2(S) obtenu par la construction précédente. Si
cet élément est 1, on dit que l’involution est orthogonale, et s’il est −1, on
dit que l’involution est faiblement symplectique. (5) Si de plus (A, σ) est étale
5. Attention, notre terminologie diffère de celle de [KMRT], dans lequel il n’y a pas
d’involution orthogonale sur un corps de caractéristique 2, où elles sont toutes dénommées
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localement de la forme (EndV , ηb) pour un module b alterné, alors on dit que
l’involution est symplectique.
Remarque 2.7.0.27. — Notons que tout δ ∈ µ2(S) est effectivement le type
d’une involution de première espèce. Par exemple, sur A = M2, alors l’appli-
cation a 7→ u · ta · u−1 avec u =
(
0 δ
1 0
)
est de type δ.
Lorsque 2 ∈ Γ(S)× et que S est connexe, une involution est donc soit
orthogonale soit faiblement symplectique et ces deux cas s’excluent. De plus
les involutions faiblement symplectiques et symplectiques coïncident. Lorsque
2 = 0 ∈ Γ(S), au contraire, les types orthogonal et faiblement symplectique
se confondent(5), et lorsque S n’est pas un corps, il y a donc d’autres types,
même localement, si µ2(S) est strictement plus gros que (Z/2)(S).
Lemme 2.7.0.28. — Soit (A, σ) une OS-involution de première espèce. Alors
on a trd ◦ σ = trd et nrd ◦ σ = nrd.
Démonstration. — Il suffit de vérifier ces égalités étale localement. On peut
donc supposer que l’algèbre est déployée, et par un argument limite, qu’on est
sur un anneau local. Dans ce cas, puisque tout automorphisme est intérieur,
l’involution σ est de la forme intg ◦ t, la trace réduite coïncide avec la trace et
la norme réduite avec le déterminant (par construction). La formule est alors
classique.
Si (A, σ) est une OS-algèbre à involution de première espèce, on définit le
sous-OS-module des éléments symétriques de (A, σ) par
SymA,σ(T ) = {a ∈ A(T ) t.q. σ(a) = a}.
On définit également le sous-modules des éléments alternés
AltA,σ = ℑ(σ − id) ⊆ A
comme le faisceau Zariski image de l’application σ − id. En d’autres termes,
pour tout élément x de AltA,σ(T ), il existe un ouvert Zariski U de T tel que
x|U soit de la forme σ(a) − a, avec a ∈ A(U).
Lemme 2.7.0.29. — Soit (M, q) un OS-module quadratique régulier de rang
constant n. Si (A, σ) est une forme fppf de (EndM , ηq), alors
1. SymA,σ est un OS-module localement libre de rang constant n(n+ 1)/2.
2. AltA,σ est un OS-module localement libre de rang constant n(n− 1)/2.
3. L’orthogonal de SymA,σ pour la OS-module bilinéaire A muni de (x, y) 7→
trd(xy) est AltA,σ.
symplectiques. Nous choisissons au contraire de dire qu’une telle involution est à la fois
orthogonale et (faiblement) symplectique.
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Démonstration. — Les points 1 et 2 peuvent se vérifier fppf-localement. On
peut donc supposer (A, σ) = (EndM , ηq). On définit un morphisme (M ⊗
M) ∼→ EndM en envoyant m1 ⊗ m2 sur m1bq(m2,−). Ce morphisme est
un isomorphisme : cela se vérifie localement, lorsque M est libre. Par cet
isomorphisme, ηq correspond donc à l’échange des facteurs sur M ⊗ M , et
toujours localement, en prenant une base, on vérifie alors que les éléments
symétriques de M⊗M sont bien un sous-module libre de la dimension requise,
et de même pour les éléments alternés.
Pour l’orthogonalité, on utilise le lemme 2.7.0.28 pour vérifier l’inclusion
AltA,σ ⊆ Sym
⊥
A,σ, puis le fait que sur tous les corps résiduels, on doit avoir
égalité pour des raisons de dimension (la forme est régulière par 2.5.3.16), ce qui
implique l’égalité sur les anneau locaux des points par le lemme de Nakayama,
et donc globalement.
Introduisons maintenant la notion de paire quadratique, Nous nous limite-
rons au cas de degré pair. Ce qui suit est essentiellement le contenu de [KMRT,
Ch 1, §5, B], légèrement adapté pour fonctionner sur une base quelconque.(5)
Définition 2.7.0.30. — Une paire quadratique est un triplet (A, σ, f) où A
est une algèbre à involution orthogonale, de degré pair (sur chaque composante
connexe), et f : SymA,σ → OS est un morphisme de OS-modules qui satisfait
à f(a + σ(a)) = trd(a). On vérifie facilement que cette structure définit un
champ, par la proposition 2.1.3.10, qu’on note PairesQuad 2n.
Si (M, q) est un module quadratique régulier de rang 2n, notons φq l’iso-
morphisme M ⊗M → EndM décrit dans la preuve de 2.7.0.29, et ηq = ηbq
l’involution décrite avant la proposition 2.7.0.25.
Proposition 2.7.0.31. — Il existe un unique morphisme OS-linéaire fq :
SymEndM ,ηq → OS tel que fq ◦ φq(m ⊗ m) = q(m) pour tout T -point m
de M , pour tout T sur S, et (EndM , ηq, fq) est alors une paire quadratique.
Cette construction est fonctorielle en q. Réciproquement, étant donné une paire
quadratique (EndM , σ, f), il existe un module quadratique (M, q) tel que ηq = σ
et fq = f , et q est déterminé à un élément de Γ(S)× près.
Démonstration. — Une preuve est donnée dans [KMRT, Ch. I, (5.11)] pour
les corps, et elle est valable sans changement sur n’importe quelle base lorsque
M est libre. Par unicité de fq dans une telle situation, le cas général suit par
descente.
Nous noterons η2n au lieu de ηqh2n et f2n au lieu de fqh2n .
On vérifie que sur la base de O2nS telle que q
h
2n est donnée par
qh2n(x1, . . . , x2n) =
∑n
1 x2i−1x2i, alors η2n = intH ◦
t(−) où H =∑n
1 (E2i−1,2i + E2i,2i−1) (N.B. H = H
−1 = tH). Le module SymM2n,η2n
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admet alors pour base les E2i−1,2j−1 + E2i,2j , 1 ≤ i, j ≤ n ajoutés aux
E2i−1,2j + E2i,2j−1, 1 ≤ i 6= j ≤ n et aux E2i,2i−1 et E2i−1,2i, 1 ≤ i ≤ n. Le
morphisme f2n est alors donné sur cette base par f2n(Ei,i+Ei+1,i+1) = 1 alors
que tous les autres sont envoyés sur 0. En d’autres termes, c’est la somme
d’un terme diagonal sur deux (sachant que les autres sont identiques).
Corollaire 2.7.0.32. — Toute paire quadratique est une forme étale de la
paire (M2n, η2n, f2n).
Rappelons que les modules quadratiques réguliers sont les formes du module
hyperbolique de rang 2n et qu’ils sont les objets du champ RegQuad 2n défini
en 2.6.1.14. La proposition précédente permet ainsi de définir un foncteur fibré
RegQuad 2n → PairesQuad 2n, qui envoie l’objet (M, q) sur (EndM , ηq, fq).
Passons maintenant aux algèbres à involution de deuxième espèce.
Définition 2.7.0.33. — Une algèbre à involution de deuxième espèce sur un
anneau R est une algèbre d’Azumaya A sur Z, qui est une algèbre étale finie
de degré 2 sur R, munie d’une involution R-linéaire σ qui se restreint à Z en
son unique automorphisme de R-algèbres partout localement non trivial (voir
cor. 2.5.2.6).
Définition 2.7.0.34. — Un faisceau en algèbres d’Azumaya avec involution
de deuxième espèce est un faisceau en OS-algèbres d’Azumaya A sur une OS-
algèbre étale finie Z de degré 2 sur OS, muni d’une involution qui se restreint à
Z en son unique automorphisme de OS-algèbre partout localement non trivial.
Clairement, dans le cas où S est affine, c’est l’image par le foncteur W ◦ ˜(−)
de la structure de la définition précédente.
Soit τ l’involution sur Mn(Z) × M
op
n (Z) définie par (a, b) 7→ (b, a). En
considérant le morphisme de faisceau associé à τ , et en étendant la base de Z à
S, on obtient donc un faisceau en OS-algèbres à involution (Mn,S ×M
op
n,S, τS)
de deuxième espèce, que nous appellerons déployée.
Proposition 2.7.0.35. — Les S-formes (au sens de la structure OS-alginv)
de la OS-algèbre à involution déployée (Mn,S×M
op
n,S, τS) sont les OS-algèbres
d’Azumaya de degré n avec involution de deuxième espèce.
Démonstration. — Par les propositions 2.5.2.4 et 2.5.3.8, toute forme de l’al-
gèbre à involution déployée est bien une OS-algèbre à involution de deuxième
espèce.
Réciproquement, étant donné une OS-algèbre à involution de deuxième
espèces (A,Z), par les mêmes propositions, localement pour la topologie étale,
on peut supposer que Z = OS × OS et A = Mn,S ×M
op
n,S . Un court calcul
utilisant les deux projecteur canoniques du centre OS ×OS montre alors que
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l’involution est de la forme (σ×(σ−1)op)◦τ où σ est un automorphisme deMn.
Voir par exemple [KMRT, 2.14]. Or dans ce cas, le morphisme (σ× id) définit
un isomorphismes de OS-algèbres à involution de (Mn ×M
op
n , τ) vers (Mn ×
M
op
n , (σ × (σ−1)op) ◦ τ). On a donc montré que localement pour la topologie
étale, toute OS-algèbre à involution de deuxième espèce est déployée.
2.8. Algèbres de Lie. — Soit IS le schéma des nombres duaux sur S, défini
comme le spectre de la OS-algèbre OS [t]/t2. Son morphisme structural IS → S
admet une section canonique correspondant à l’application envoyant t sur 0.
Voir [SGA3, Exp. II, §2] pour les détails. On a OS(IT ) = OS(T )[t]/t2 pour
tout T → S.
Dans [SGA3, Exp. II], l’algèbre de Lie LieG d’un schéma en groupes G sur
une base S est défini (en 3.9.0.1) comme le foncteur de points tiré le long de la
section unité S → G du fibré tangent TG à G, lui-même défini (en 3.1) comme
le foncteur de points des T 7→ TG(T ) = G(IT ). Ce fibré tangent et l’algèbre
de Lie sont munis d’une structure de foncteur en groupes, et on a ainsi pour
tout T → S une suite exacte scindée de groupes
(3) LieG(T )
i // G(IT )
p
// G(T )
s
mm
qui identifie LieG(T ) au noyau du morphisme p, et où p et s sont induits par
les deux morphismes mentionnés plus haut entre S et IS . Le foncteur LieG
s’identifie (par 3.3) à la fibration vectorielle V(ω1G/S), au sens de [SGA3, Exp.
I, déf. 4.6.1], associée au OS-module cohérent ω1G/S des différentielles relatives
de G par rapport à S tiré à S par la section unité. En particulier, ce foncteur
est muni d’une structure de OS-module. Son crochet de Lie est défini (en
4.7.2) par l’intermédiaire de la représentation adjointe, et G 7→ LieG définit
naturellement un foncteur des schémas en groupes vers les OS-modules munis
d’une loi de composition bilinéaire (voir [SGA3, Exp. II, (i) avant la prop.
4.8]).
Proposition 2.8.0.36. — Dans le cas du groupe additif sous-jacent au OS-
module OS lui-même, on a les identifications TOS = OS [t]/t
2 et LieOS = OS,
muni du crochet nul.
Démonstration. — C’est immédiat.
Proposition 2.8.0.37. — Pour toute extension T → S, on a (LieG)T =
LieGT .
Démonstration. — Voir [SGA3, Exp. II], proposition 3.4 et 4.1.2.0.
Posons LieG = (ω1G/S)
∨.
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Proposition 2.8.0.38. — Si G est lisse sur S, alors ω1G/S est localement libre
de type fini et LieG =W(LieG). Si de plus S est affine égal à Spec(R), on a
donc LieG = A˜ où A = LieG(S) = LieG(S) est un module localement libre
sur R et pour schéma affine T = Spec(R′) au-dessus de S, on a
LieG(T ) = AR′ .
Démonstration. — Le faisceau ω1G/S est localement libre de type fini par [5,
Exp. II, th. 4.3]. On a LieG = V(ω1G/S) et V(ω
1
G/S) = W((ω
1
G/S)
∨) par
[SGA3, Exp. I, cor. 4.6.5.1]. Le cas affine s’obtient par la suite d’identifications
LieG(T ) = (LieG)T (T ) =W(A˜)T (T ) =W((A˜)T )(T ) =W(A˜R′ )(T ) = AR′ .
Remarque 2.8.0.39. — Dans le cas affine et lisse de la proposition précé-
dente, le module A est muni d’une structure d’algèbre de Lie sur R par pleine
fidélité de W et comme cette algèbre permet de retrouver complètement le
foncteur LieG, nous appellerons parfois A l’algèbre de Lie de G.
Le lemme suivant justifie les calculs des algèbres de Lie de nombreux groupes
“classiques”.
Lemme 2.8.0.40. — Soit G un foncteur en groupes représentable sur une
base S et soit f : F → G un sous-groupe représentable. Alors Lief : LieF →
LieG identifie LieF à une sous-OS-algèbre de Lie de LieG.
Démonstration. — Le fait que c’est un sous-OS-module est clair par la défini-
tion utilisant les nombres duaux.
Soit A une OS-algèbre associative et unitaire (mais non nécessairement
commutative), localement libre comme OS-module et telle que OS est central
dans A. On note LA le foncteur en algèbres de Lie de OS-module sous-jacent
A et de crochet [a, b] = ab− ba.
Proposition 2.8.0.41. — L’algèbre de Lie LieGL1,A est isomorphe à LA, et
par cet isomorphisme, la représentation adjointe correspond à la conjugaison.
Démonstration. — Le morphisme naturel A ⊗OS TOS → TA est un isomor-
phisme deOS-modules car A est localement libre (voir [SGA3, Exp. II, 4.4.2]).
Cela permet d’identifier l’espace tangent TA(T ) = A(IT ) = A(T )[t]/t2, et la
suite (3) pour G = GL1,A devient alors
(4) A(T ) i // A(T )× ×A(T )
p
// A(T )×
s
oo
avec la loi de groupe additive sur A(T ). La représentation adjointe est donc
immédiate, et on vérifie facilement que le crochet de Lie est bien celui de LA
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en utilisant la méthode de [SGA3, Exp. II, 4.7.3], ce qui revient à calculer
(1+xt)(1+yt′)(1−xt)(1−yt′) = 1+(xy−yx)tt′ où t et t′ sont deux variables
de carré nul, intervenant dans IS ×S IS
Si B est une R-algèbre, soit De´rR(B,B) le module des différentielles de
B dans B, c’est-à-dire des applications R-linéaires d : B → B satisfaisant
à d(ab) = d(a)b + ad(b). Elles sont automatiquement nulles sur R. Muni du
crochet [d, e] = d ◦ e− e ◦ d, c’est une algèbre de Lie. Pour tout OS-algèbre A,
on définit alors De´rOS−alg(A,A) comme le sous-ensemble des endomorphismes
de OS-module de A dont les éléments vérifient la condition ci-dessus sur les
T -points pour tout T → S.
Le R-module sous-jacent à B muni du crochet [a, b] = ab− ba est également
une algèbre de Lie. Ce crochet est nul sur R, et définit donc une structure d’al-
gèbre de Lie sur le module quotient B/R. L’application φ : B → De´rR(B,B)
qui à a associe la dérivation (x 7→ ax − xa) est un morphisme d’algèbres de
Lie (i.e. respecte le crochet). Son noyau est le centre (multiplicatif) de B ; elle
se factorise donc en une application d’algèbres de Lie φ¯ : B/R→ De´rR(B,B).
Pour toute OS-algèbre A, on définit ainsi une application φ¯ : A/OS → De´rA,A.
Définition 2.8.0.42. — Soit A une OS-algèbre localement libre. Notons
De´rA,A le foncteur de points T 7→ De´rOT−alg(AT , AT ).
Proposition 2.8.0.43. — On a un isomorphisme d’algèbres de Lie
Lie
Aut
alg
A
≃ De´rA,A.
La représentation adjointe est donnée par σ(d) = σ ◦ d ◦ σ−1 pour σ ∈
AutOT−alg(AT ) et d ∈ De´rOT (AT , AT ). Lorsque l’algèbre A est séparable
(6)
sur OS et de centre OS, le morphisme φ¯ est un isomorphisme, et à travers cet
isomorphisme, la représentation adjointe est donnée par l’action usuelle des
OS-automorphismes de A sur A/OS, le quotient par le centre.
Démonstration. — En utilisant à nouveau AIS (T ) ≃ A(T )[t]/t
2, on calcule
directement que
T
Aut
alg
A
(T ) = AutalgA (IT ) = AutOT [t]/t2−alg(AT [t]/t
2)
s’identifie à l’ensemble des couples (φ1, φ2) où φ1 ∈ AutOT−alg(AT ), φ2 ∈
EndOT−mod(AT ) avec φ2(ab) = φ1(a)φ2(b) + φ2(a)φ1(b) sur les points, et
l’algèbre de Lie est le sous-groupe des éléments tels que φ1 est l’identité,
donc De´rA,A. Pour une algèbre séparable, l’application φ est un isomorphisme
localement par [9, III, th. 1.4 p. 73]. Pour tout σ ∈ Aut(AT ), on a φ(σ(a)) =
σ ◦ φ(a) ◦ σ−1, d’où l’action adjointe annoncée.
6. C’est-à-dire que localement pour la topologie étale, l’algèbre A(T ) est séparable.
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2.9. Lissité. — Pour montrer qu’un groupe algébrique sur S est réductif, sa
lissité sur S est un point clé. Le critère de lissité par fibres [EGA, IV-4, prop.
17.8.2] permet de déduire la lissité sur S de la lissité des fibres au-dessus de
tous les points de S à condition d’avoir la platitude sur S, ce qui n’est pas
évident pour des groupes définis comme des foncteurs de points. On rappelle
donc un critère issu de [SGA3] qui nous permettra d’obtenir la lissité sans
peine dans les cas que nous considérerons.
Proposition 2.9.0.44. — Soit G un schéma en groupes de type fini sur un
corps k. Alors G est lisse sur k si et seulement si son algèbre de Lie est de
dimension égale à la dimension (de Krull) de G.
Démonstration. — Soit g ∈ G. Par descente plate de la lissité [5, Exp. II, cor.
4.13], on peut supposer que g est k-rationnel, et par changement de base le
long de la multiplication par g, on peut supposer que g est l’unité de G. Le
résultat découle alors de [5, Exp. II, th. 5.5].
Proposition 2.9.0.45. — Soit G un groupe algébrique localement de présen-
tation finie sur une base S noethérienne réduite, dont les fibres sont lisses,
connexes et de dimension localement constante. Alors G est lisse sur S.
Démonstration. — Si S n’est pas connexe, G se décompose en une union
disjointe de groupes sur les composantes connexes de S. On peut donc supposer
que S est connexe. On remarque ensuite que le morphisme structurel G → S
est scindé par la section unité. On en déduit que G est connexe puisque S est
connexe et les fibres sont connexes. Le résultat suit alors de [SGA3, exp. VI,
cor. 4.4].
Exemple 2.9.0.46. — Le schéma en groupes µn,S est lisse si et seulement si
n est premier aux caractéristiques résiduelles de S. Voir [SGA3, Exp. VIII,
prop. 2.1].
Signalons enfin un résultat bien utile pour calculer la dimension des fibres
géométriques de schémas en groupes.
Proposition 2.9.0.47. — Soient G et H deux schémas en groupes localement
de type fini sur un corps k, et f : G→ H un morphisme quasi-compact surjectif
de k-schémas en groupes. Alors dimG = dimH + dimker(f).
Démonstration. — Voir [SGA3, Exp. VI, 2.5.2].
Remarquons que les hypothèses sont vérifiées si G et H sont affines de type
fini sur k et si G → H est un épimorphisme de faisceaux fppf. En effet, tout
morphisme provenant de G est alors quasi-compact, et un épimorphisme de
faisceaux fppf est automatiquement surjectif comme morphisme de schémas.
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2.10. Données radicielles. — Rappelons brièvement la notion de don-
née radicielle, qui est la donnée combinatoire qui permet la classification des
groupes réductifs déployés, et comment un groupe réductif fournit une donnée
radicielle, afin de pouvoir par la suite faire correspondre les groupes classiques
avec la classification de [SGA3].
Une donnée radicielle est la donnée d’un Z-module libre de rang fini M ,
d’un sous-ensemble fini Σ de M dont les éléments sont appelés racines, d’une
injection Σ → M∨, habituellement notée α 7→ α∨, dont les images sont
appelées coracines, et qui satisfont à deux axiomes rappelés en [SGA3, Exp.
XXI, déf. 1.1.1]. Cette donnée est plus générale que celle d’un système de
racines pour deux raisons : premièrement, il peut y avoir une partie de M qui
n’est pas engendrée par les racines (même après tensorisation par Q) et qui
correspond au fait que le groupe peut avoir un radical non trivial s’il n’est pas
semi-simple. Deuxièmement, par rapport à un système de racines, on conserve
la donnée du réseau des caractères du tore entre le réseau des racines et celui
des poids.
Soit G un groupe algébrique réductif sur S contenant un tore maximal
T qu’on suppose déployé, c’est-à-dire isomorphe à DS(M) pour un groupe
abélien libre M , qui s’identifie donc aux caractères de T . Les racines de G
sont alors les éléments α ∈ M pour lesquels, sur toutes les fibres, α reste
non nul et l’espace propre correspondant dans la représentation adjointe de G
restreinte à T est également non nul [SGA3, Exp. XIX, déf. 3.2]. La coracine
α∨ ∈ M∨ correspondant à α est obtenue par unicité dans [D, th. 2.4.1], qui
reprend [SGA3, Exp. XX, th. 2.1]. Tout cela forme bien une donnée radicielle
par [SGA3, Exp. XXII prop. 1.14]. Pour identifier les données radicielles de
groupes réductifs donnés, nous utiliserons donc [D, th. 2.4.1], qui fait intervenir
les morphismes exponentiels, qu’il faudra donc avoir identifiés avant, toujours
par unicité, voir [D, th. 2.3.4] ou [SGA3, Exp. XX, th. 1.5].
Remarque 2.10.0.48. — Attention, les énoncés de [D, th. 2.4.1] diffèrent
d’un signe dans l’accouplement entre espaces propres de racines opposées de
l’algèbre de Lie (désigné par (X,Y ) 7→ XY ). La raison de cette différence de
signe, qui est un choix à faire, est expliquée par la note de Demazure dans le
présent volume, et il en ressort que le choix de [D, th. 2.4.1] est meilleur. Nous
nous y tiendrons donc, et le lecteur devra donc multiplier l’accouplement par
(−1) s’il veut utiliser les formules de [SGA3].
2.11. Groupes d’automorphismes. — Rappelons quelques résultats sur
les groupes d’automorphismes de groupes réductifs, qui nous seront utiles par
la suite.
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Un schéma en groupes réductif G est en particulier un faisceau étale en
groupes, et a donc à ce titre un faisceau en groupes d’automorphismes AutG =
Aut
gr
G , défini par 2.1.3.11.
Le quotient (en tant que faisceaux fpqc) d’un groupe réductif par son centre
est représentable, affine sur la base, et est un groupe réductif semi-simple
adjoint, appelé groupe adjoint de G et qu’on notera ici Gadj.
Théorème 2.11.0.49. — Pour tout groupe réductif sur S, on a une suite
exacte de S-faisceaux étales en groupes
1→ Gadj → AutG → AutExtG → 1
où la première flèche envoie un élément sur l’automorphisme intérieur associé,
et où AutExtG est défini comme le quotient.
1. Lorsque G est déployé et donc muni d’un épinglage, on a un isomorphisme
canonique entre AutExtG et le groupe des automorphismes de la donnée
radicielle épinglée, et la suite est scindée.
2. Lorsque G est semi-simple simplement connexe ou adjoint, ce dernier
groupe coïncide avec celui des automorphismes du diagramme de Dynkin.
Démonstration. — Voir [SGA3, Exp. XXIV, th. 1.3] pour les deux premiers
points, suivi de [SGA3, Exp. XXI, prop. 6.7.2 et cor. 7.4.5] pour le dernier.
Il se trouve que AutgrG est alors représentable comme conséquence de ce
théorème, mais nous n’en aurons pas besoin. Nous utiliserons uniquement ce
faisceau en groupes pour tordre un groupe déployé donné, et obtenir tous les
groupes réductifs de même donnée radicielle déployée.
3. Groupes de type An
3.1. Groupe linéaire. — Le groupe linéaire est probablement le groupe le
plus classique qui soit, et comme la plupart des autres groupes d’automor-
phismes sont définis comme des sous-groupes du groupe linéaire, il est naturel
de le traiter en premier. C’est de plus un bon exemple pour se faire la main.
Il a été défini en 2.4.2.2, et sa représentation adjointe dans son algèbre de
Lie est décrite en 2.8.0.41. C’est le prototype du groupe réductif qui n’est pas
semi-simple.
Proposition 3.1.0.50. — Pour toute OS-algèbre A localement libre de type
fini séparable, le schéma en groupes GL1,A est réductif.
Démonstration. — Comme cela se vérifie localement sur la base, on se ramène
au cas S affine et A libre. Par construction (voir prop. 2.4.2.1), le schémaGL1,A
est alors affine et ouvert dans A qui est un fibré vectoriel sur S, donc lisse. Il
suffit alors de vérifier que les fibres géométriques sont réductives et connexes.
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On est donc ramené à la théorie sur les corps algébriquement clos. Or sur un
tel corps, une algèbre séparable est un produit d’algèbres de matrices par la
proposition 2.5.1.5, et son groupe linéaire est donc bien réductif par la preuve
classique.
Soit Diagn le sous-S-faisceau en groupes de GLn formé des matrices diago-
nales (i.e. le foncteur de points de ces matrices). C’est évidemment un sous-
faisceau en groupes de GLn représentable puisqu’isomorphe à Gnm, qui est un
tore déployé. Les caractères de ce tore sont donnés par le Z-module libre de
base t1, . . . , tn où ti donne la i-ème coordonnée d’un élément diagonal.
Proposition 3.1.0.51. — Le sous-groupe Diagn est un tore maximal de
GLn.
Démonstration. — La théorie sur les corps étant supposée connue, on voit
immédiatement que c’est un tore maximal sur toute fibre géométrique.
Soit TriSupn le sous-S-faisceau en groupes de GLn,S formé des matrices
triangulaires supérieures. On montre qu’il est représentable comme un sous-
schéma fermé de GLn défini par les équations qui fixent la partie sous la
diagonale à zéro.
Proposition 3.1.0.52. — Le sous-groupe TriSupn de GLn est un sous-
groupe de Borel au sens de [SGA3, exp. XIV, déf. 4.5].
Démonstration. — La situation sur un corps k étant connue, (TriSupn)k est
un sous-groupe de Borel de GLn,k et il est lisse. Le groupe TriSupn,Z est alors
lisse par la proposition 2.9.0.45, ainsi que TriSupn,S par changement de base.
Le fait d’être un sous-groupe de Borel se vérifie alors par définition sur les
fibres.
Considérons l’action adjointe de GLn sur son algèbre de Lie. Par la proposi-
tion 2.8.0.41, cette algèbre de Lie estMn muni du crochet classique, et l’action
adjointe est donnée sur les points par la conjugaison de matrices. On restreint
alors cette action au tore maximal Diagn. Soit Ei,j la matrice élémentaire
avec un 1 en ligne i colonne j et zéro ailleurs. Un calcul immédiat montre que
Diagn agit sur OS · Ei,j par ti − tj. Cela donne donc les racines de GLn par
rapport au tore Diagn.
Par [SGA3, exp. XXII, th. 1.1], pour chaque racine α il existe un unique
morphisme expα du groupe algébrique (additif) correspondant à l’espace
propre de α de l’algèbre de Lie vers GLn, qui induise entre algèbre de Lie
l’inclusion canonique de cet espace propre dans l’algèbre de Lie de GLn. Un
calcul immédiat montre que le morphisme
expαi,j : OS · Ei,j → GLn
λ ·Ei,j 7→ Id+ λ ·Ei,j
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(décrit sur les points) fournit le candidat.
Proposition 3.1.0.53. — La donnée radicielle du S-schéma en groupes GLn
relativement au tore maximal déployé Diagn est
– Le Z-module libre M ≃ Zn des caractères de Diagn (dont t1, . . . , tn
forment une base) ;
– Le sous-ensemble fini de celui-ci formé des racines αi,j = ti − tj pour
1 ≤ i, j ≤ n et i 6= j ;
– Le Z-module libre M∨ ≃ Zn des cocaractères (de base duale t∨1 , . . . , t
∨
n) ;
– Le sous-ensemble fini de celui-ci formé des coracines α∨i,j = t
∨
i − t
∨
j pour
1 ≤ i, j ≤ n et i 6= j.
Démonstration. — On lit les racines dans la décomposition précédente de
l’algèbre de Lie, et on vérifie immédiatement que les coracines associées sont
bien celles proposées en appliquant le critère-définition [D, th. 2.4.1] (voir
la remarque 2.10.0.48) : l’accouplement entre sous-espaces propres de racines
opposées est λ · Ei,j ⊗ µ · Ej,i 7→ −λµ et le morphisme de groupes α∨i,j :
Gm → Diagn envoie u ∈ Gm(S) sur la matrice diagonale avec u (resp. u
−1)
en position i (resp. j) et 1 ailleurs. C’est bien ce qui correspond à t∨i − t
∨
j
par l’isomorphisme Diagn ≃ D(M) (dual de Cartier). On vérifie à la main la
formule (F) de loc. cit., les morphismes exponentiels ayant déjà été décrits.
Exercice 3.1.0.54. — Montrer par un calcul direct que pour n ≥ 2, si φ est
un automorphisme de M qui permute les racines simples (ti − ti+1)1≤i≤n−1
et tel que φ∨ permute les coracines simples (t∨i − t
∨
i+1)1≤i≤n−1, alors φ est
l’identité ou la matrice avec des −1 sur l’antidiagonale, et 0 partout ailleurs.
Proposition 3.1.0.55. — Le centre de GLn est Gm envoyé diagonalement
dedans.
Démonstration. — Les matrices inversibles qui commutent à toutes les autres
sont diagonales, par un calcul classique utilisant les matrices élémentaires.
3.2. Groupe déployé adjoint. —
Définition 3.2.0.56. — Soit PGLn,S le groupe algébrique sur S défini par
le foncteur de points AutOS−algMn,S (représentable, affine et de type fini sur S par
la proposition 2.4.4.1). Lorsque la base S est implicite, on ne la mentionne plus
dans la notation.
On a bien entendu PGLn,S = (PGLn,Z)S par la remarque 2.1.3.12.
Proposition 3.2.0.57. — Pour tout S-schéma T ,
PGLn,S(T ) = AutΓ(T )−alg(Mn(Γ(T )).
Pour tout anneau R, on a donc PGLn(R) = AutR−alg(Mn(R)).
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Démonstration. — Il suffit de voir que la flèche naturelle
Aut
OS−alg
Mn,S
(T ) = AutOT−alg(Mn,T )→ AutΓ(T )−alg(Mn,S(Γ(T )))
est un isomorphisme. Cela provient du même isomorphisme pour End car Mn
est un OS-module libre et de ce que les conditions à imposer pour être un
automorphisme d’algèbre sont évidemment les mêmes des deux côtés de ce
dernier isomorphisme.
On définit alors le morphisme canonique GLn → PGLn en envoyant un élé-
ment inversible de Mn(T ) vers l’automorphisme conjugaison par cet élément.
On obtient ainsi :
Proposition 3.2.0.58. — Sur toute base S, la suite de faisceaux Zariski
1→ Gm → GLn → PGLn → 1
est exacte (Gm est envoyé diagonalement dans GLn). Il en est de même pour
les topologies entre Zariski et canonique, comme étale ou fppf.
Démonstration. — Une suite exacte de faisceaux reste exacte par changement
de base, voir [SGA3, Exp. IV, 4.5.7]. Il suffit donc de faire le cas S = Spec(Z).
Le noyau du morphisme GLn → PGLn est bien Gm, par la proposition
3.1.0.55. Il suffit de vérifier la surjectivité de faisceaux sur leurs germes, qui
sont des anneaux locaux. Or, sur un anneau local, le théorème de Skolem-
Noether vaut : tous les automorphismes des algèbres de matrices sont intérieurs
(voir [1, th. 3.6]). Le foncteur de points PGLn étant représentable, c’est
directement un faisceau pour toute topologie entre la topologie Zariski et
canonique, la surjectivité comme faisceau Zariski montre la surjectivité pour
les autres topologies.
En d’autres termes, le faisceau étale PGLn est le faisceau associé au pré-
faisceau qui à Y associe GLn(Y )/Gm(Y ).
Corollaire 3.2.0.59. — Pour tout schéma S tel que Pic(S) = 0, on a
PGLn(S) ≃ GLn(S)/Gm(S). En particulier, c’est le cas lorsque S est le
spectre d’un corps, ou même d’un anneau local.
Démonstration. — On considère la suite exacte en cohomologie associée à la
suite exacte courte de faisceaux étales de la proposition 3.2.0.58, avec l’identi-
fication H1ét(S,Gm) = Pic(S).
Considérons le sous-groupe dePGLn image du toreDiagn par le morphisme
GLn → PGLn. C’est le quotient de Diagn par Gm, c’est donc le dual de
Cartier du noyau de l’application somme des coordonnées Zn → Z. Ce noyau
est isomorphe à Zn−1 donc le sous-groupe considéré est un tore déployé de rang
n− 1. Appelons-le PDiagn.
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Corollaire 3.2.0.60. — Le sous-groupe PDiagn de PGLn décrit ci-dessus
est un tore maximal (déployé) au sens de [SGA3].
Démonstration. — Par le corollaire 3.2.0.59, ce tore donne le tore maximal
connu de PGLn sur chaque fibre géométrique (étant donné connue la théorie
sur les corps).
Proposition 3.2.0.61. — L’algèbre de Lie de PGLn est le OS-module
Mn/OS, muni du crochet [m¯, n¯] = mn− nm sur les points. La représentation
adjointe est l’action des automorphismes sur le quotient par le centre.
Démonstration. — C’est une application immédiate de la proposition 2.8.0.43.
Proposition 3.2.0.62. — Le groupe PGLn est réductif.
Démonstration. — Le groupe PGLn est de type fini et affine par construction
(voir la prop. 2.4.4.1) . Sur un corps k, on sait que PGLn,k est lisse, connexe
et réductif. La lissité de PGLn,Z résulte donc de la proposition 2.9.0.45, puis
celle de PGLn,S vient par changement de base.
Alternativement, cela découle de [SGA3, Exp. XXII, prop. 4.3.1] puisque
GLn est réductif et déployé par les propositions 3.1.0.50 et 3.1.0.51 et que
PGLn en est le quotient par son centre, par les propositions 3.1.0.55 et 3.2.0.58.
Comme dans le cas deGLn,R, on identifie les applications exponentielles par
unicité. L’application expα¯i,j envoie λ · E¯i,j vers l’image de la matrice 1+λEi,j
dans GLn(S) (donc vers l’automorphisme de Mn(S) de conjugaison par cette
matrice).
Proposition 3.2.0.63. — La donnée radicielle du S-schéma en groupes
PGLn relativement au tore maximal déployé PDiagn est
– Le Z-module libre ker(Zn → Z) des caractères de Diagn dont la somme
des coordonnées est nulle (dont t1 − t2, . . . , tn−1 − tn forment une base) ;
– Le sous-ensemble fini de celui-ci formé des racines αi,j = ti − tj pour
1 ≤ i, j ≤ n et i 6= j ;
– Le Z-module libre dual coker(Z→ Zn), quotient des cocaractères de Diagn
par l’application diagonale (de base duale t∨1 , t
∨
1 + t
∨
2 , . . . , t
∨
1 + · · ·+ t
∨
n−1) ;
– Le sous-ensemble fini de celui-ci formé des coracines α∨i,j = t
∨
i − t
∨
j pour
1 ≤ i, j ≤ n et i 6= j.
Démonstration. — Par la description du tore maximal PDiagn comme quo-
tient de Diagn, on a immédiatement qu’il agit sur le sous-espace OS · E¯i,j par
α¯i,j, ce qui donne les racines. Les coracines sont alors immédiatement obtenues
par unicité en utilisant comme pour GLn la formule (F) de [D, th. 2.4.1] (il
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n’y a rien à vérifier, cela a déjà été fait pour GLn, et on ne fait que regarder
les images dans PGLn).
Théorème 3.2.0.64. — Pour tout n ≥ 1, le groupe (semi-simple) adjoint
déployé de type An sur une base S est PGLn+1.
Démonstration. — Un tel groupe est unique à isomorphisme près. Le groupe
PGLn étant réductif et déployé, l’énoncé ne dépend que de sa donnée radicielle
(voir [SGA3, exp. XXIII, cor. 5.4]), on est donc ramené à la situation sur un
corps, supposée connue. On peut en tout cas facilement lire directement sur la
donnée radicielle que le groupe est semi-simple adjoint : les racines engendrent
les caractères du tore. Alternativement, c’est une conséquence de [SGA3, prop.
4.3.5].
Proposition 3.2.0.65. — Le sous-ensemble de racines ∆ = {αi,i+1, 1 ≤
i ≤ n − 1} forme un système de racines simples, et assorti des éléments
ui,i+1 = 1 + Ei,i+1 = ¯Ei,i+1 ∈Mn(S)/OS(S), ils munissent le groupe PGLn,
le tore PDiagn et son système de racines d’un épinglage.
Démonstration. — L’ensemble de racines simples est classique. Il est immédiat
de vérifier que les ui,i+1 satisfont à la condition de [SGA3, exp. XXIII, déf.
1.1].
Profitons-en pour signaler que le morphisme GLn → PGLn induit un
morphisme de données radicielles (voir [SGA3, exp. XXI, déf. 6.1]). Il est
donné par la projection de Diagn vers PDiagn et des morphismes associés
respectivement entre caractères et cocaractères. Ces morphismes induisent bien
des bijections entre ensemble de racines, ainsi qu’entre ensembles de coracines.
Il s’agit du morphisme de GLn vers son groupe adjoint associé, qui correspond
au morphisme de la donnée radicielle adjointe vers la donné radicielle de GLn
(voir [SGA3, prop. 6.5.5]).
3.3. Groupe déployé simplement connexe. —
Définition 3.3.0.66. — Soit n ≥ 1. Soit SLn le schéma en groupe affine de
type fini sur S noyau de l’application déterminant GLn → Gm.
Démonstration. — Ce noyau est clairement représentable par un schéma affine
de type fini sur S, car localement sur un anneau R, il est le sous-schéma fermé
de GLn donné par l’équation du déterminant.
Pour tout S-schéma T , le groupe SLn,S(T ) est l’ensemble des matrices de
Mn(T ) = Mn(OS(T )) de déterminant 1. En particulier, on a
SLn,T = (SLn,S)T = (SLn,Z)T .
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Proposition 3.3.0.67. — L’algèbre de Lie de SLn est isomorphe au sous
OS-module libre de Mn constitué des matrices de trace nulle. L’action adjointe
de SLn dessus est donnée par conjugaison.
Démonstration. — C’est immédiat à partir de l’algèbre de Lie de GLn en
utilisant le lemme 2.8.0.40.
Proposition 3.3.0.68. — Le groupe SLn est réductif.
Démonstration. — Il ne manque que la lissité, qui se déduit sur Z de la
situation connue sur les corps par la proposition 2.9.0.45, puis par changement
de base pour SLn,S.
Proposition 3.3.0.69. — L’intersection du tore maximal Diagn de GLn
avec SLn est un tore maximal (déployé) de SLn. Notons-le PDiagn. Il est
de rang n− 1.
Démonstration. — Il est clair que c’est un tore déployé de rang n− 1, dual de
Cartier du conoyau de l’application diagonale Z → Zn duale du déterminant
sur Diagn. La théorie sur les corps étant connue, il est maximal dans chaque
fibre géométrique.
Proposition 3.3.0.70. — L’intersection de TriSupn avec SLn est un sous-
groupe de Borel de SLn contenant le tore précédent.
Démonstration. — Immédiat par fibres.
Proposition 3.3.0.71. — Le centre de SLn est µn inclus diagonalement.
Démonstration. — C’est clair sur tous les T -points en utilisant les matrices
élémentaires.
La décomposition de l’algèbre de Lie de SLn en caractères se lit immédia-
tement, (comme celle de GLn qu’on a déjà traitée). On obtient que les racines
sont les caractères αi,j = ti − tj avec i 6= j, d’espace propre OS · Ei,j. Les
morphismes exponentiels sont les mêmes que pour GLn (ils se factorisent par
SLn).
Proposition 3.3.0.72. — La donnée radicielle de SLn relativement au tore
maximal déployé PDiagn est
– Le Z-module libre coker(Z → Zn) (diagonale), quotient des caractères de
Diagn (dont t1, t1 + t2, . . . , t1 + · · ·+ tn−1 est une base).
– Le sous-ensemble fini de celui-ci formé des racines αi,j = t¯i − t¯j pour
1 ≤ i, j ≤ n et i 6= j ;
– Le Z-module libre dual ker(Zn → Z) (somme des coordonnées), sous
groupe des cocaractères de Diagn (de base duale t
∨
1 − t
∨
n , · · · , t
∨
n−1 − t
∨
n) ;
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– Le sous-ensemble fini de celui-ci formé des coracines α∨i,j = t
∨
i − t
∨
j pour
1 ≤ i, j ≤ n et i 6= j.
Démonstration. — La preuve est la même que pour GLn.
Théorème 3.3.0.73. — Pour n ≥ 1, le S-schéma en groupes (semi-simple)
simplement connexe déployé de type An est SLn+1.
Démonstration. — Un tel groupe est unique à isomorphisme près. Le groupe
SLn+1 est semi-simple et simplement connexe de manière évidente puisque les
coracines engendrent les cocaractères. Son type de Dynkin se lit sur une fibre
géométrique où la théorie est connue. Alternativement, il se voit sur la donnée
radicielle.
On a donc le diagramme de morphismes de groupes algébriques correspon-
dant au diagramme de données radicielles de [SGA3, Exp. XXI, prop. 6.5.5] :
SLn = (GLn)sc = (GLn)de´r //
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
(GLn)ss = (GLn)adj = PGLn
GLn
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
Décrivons maintenant les SLn-torseurs. Considérons les foncteurs fibrés det :
(Vecn)≃ → Vec1, défini en 2.4.3.2, et Final → Vec1 qui envoie le seul objet de
Final T sur OT . Définissons alors le produit fibré Vecn ×Vec1 Final , qui est un
champ par l’exercice 2.1.3.13.
Définition 3.3.0.74. — On appelle VecTrivDetn le produit fibré précédent, et
on le nomme champ des O-modules de déterminant trivialisé.
Explicitement, un objet de (VecTrivDetn)T est donc une paire (M,φ) où M
est un OT -module localement libre de rang constant n, et φ : ∆M
∼→ OS est un
isomorphisme. Un morphisme (M1, φ1)→ (M2, φ2 est un isomorphisme deOS-
modules f :M1 →M2 tel que det f : ∆M1
∼→ ∆M2 satisfait à φ2 ◦ det f = φ1.
Considérons alors dans (VecTrivDetn)S l’objet (OnS, d) où d est l’isomorphisme
“déterminant” qui envoie un produit extérieur v1∧. . .∧vn sur le déterminant des
vecteurs v1, . . . , vn. On a alors l’égalité de faisceaux Aut(OnS ,d) = SLn, puisque
par la description concrète des morphismes ci-dessus, un isomorphisme f doit
vérifier d ◦ det f = d, donc det f = 1.
Localement, pour la topologie Zariski (donc également étale, etc.), tout objet
(M,φ) de VecTrivDetn est isomorphe à (OnS, d). En effet, localement M ≃ O
n
S
par la définition 2.4.1.3, puis (OnS, φ)
∼→ (OnS , d) localement dans le cas affine,
car il est facile de construire dans le cas affine un isomorphisme On
∼→ On de
déterminant donné, avec une matrice diagonale.
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La proposition 2.2.4.5 fournit alors immédiatement :
Proposition 3.3.0.75. — Le foncteur fibré qui envoie un objet (M,φ) de
VecTrivDetn vers Iso(OnS ,d),(M,φ) définit une équivalence de catégories fibrées du
champ en groupoïdes VecTrivDetn vers le champ Tors(SLn) (la topologie sous-
jacente étant toujours la topologie étale, mais c’est vrai pour une topologie plus
fine que Zariski).
3.4. Automorphismes. — Intéressons-nous maintenant aux automor-
phismes de PGLn, et donnons-en une description en termes de groupes
classiques.
Étant donnée un faisceau en algèbres A sur S localement libre de type fini
commeOS-module, munie d’une involution OS-linéaire σ, on considèreAutA,σ
son faisceau des automorphismes.
Proposition 3.4.0.76. — Pour tout schéma T au-dessus de S, on a
(AutalginvA,σ )T = Aut
alginv
AT ,σT
.
Lorsque T est un schéma affine, alors AutalginvA,σ (T ) est l’ensemble des auto-
morphismes d’algèbre de A(T ) commutant à l’involution. De plus, ce faisceau
est représentable par un schéma affine sur S.
Démonstration. — En dehors de la représentabilité, la preuve est identique à
celle de la proposition 2.4.4.3, mais avec une involution en plus. Le faisceau
est ensuite représentable comme sous-schéma fermé de AutA. En effet, on se
réduit au cas affine S = Spec(R) par 2.3.0.17. L’algèbre A(S) est alors de
type fini sur R, la commutation à σ s’exprime par un certain nombre (fini)
d’équations sur des générateurs.
Définition 3.4.0.77. — On note AutalginvA,σ le schéma affine sur S ainsi ob-
tenu.
L’opposé d’une algèbre A, notée Aop a la même structure de R-module sous-
jacente que A et la multiplication y est définie à partir de celle de a en inversant
l’ordre des deux facteurs. Rappelons que τ est l’involution sur Mn ×M
op
n , qui
à (a, b) associe (b, a). Considérons un automorphisme d’algèbre commutant à
τ . Sa restriction au centre OS × OS est l’identité ou l’échange des facteurs
(sur chaque composante connexe). Si sa restriction au centre est l’identité, il
est facile de voir qu’il est de la forme (ǫ, ǫop) avec ǫ ∈ AutMn . On obtient
donc que PGLn s’identifie à un sous-groupe normal de Aut
alginv
Mn×M
op
n ,τ
, noyau
de l’application de restriction au centre
Aut
alginv
Mn×M
op
n ,τ
→ AutalginvOS×OS ,τ ≃ (Z/2)S .
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De plus la conjugaison par tout σ ∈ Aut(Mn(S)×M
op
n (S), τ) préserve ce noyau
et définit donc une application
φ : Autalginv
Mn×M
op
n ,τ
→ AutgrPGLn
(toutes ces constructions commutent à l’extension de la base S de manière
évidente).
Théorème 3.4.0.78. — Pour n ≥ 3, on a un isomorphisme de suites exactes
courtes scindées
1 // AutalgMn
// Aut
alginv
Mn×M
op
n ,τ
//
≃φ

Aut
alginv
OS×OS ,τ
//
≃

1
1 // PGLn // Aut
gr
PGLn
// AutExtPGLn
// 1
où les flèches de la ligne du haut sont décrites ci-dessus, les flèches de la ligne
du bas sont les flèches canoniques (conjugaison et quotient). Les deux groupes
de droite sont isomorphes au groupe (localement) constant (Z/2)S . Soit d la
matrice antidiagonale et t : Mn → M
op
n la transposition. L’application qui, sur
chaque composante connexe de S, envoie l’élément τ 6= id sur l’automorphisme
ex : (a, b) 7→ (d(tb)d−1, d(ta)d−1) est un scindage de la surjection d’en haut.
Pour n ≤ 2, le groupe PGLn n’a pas d’automorphisme extérieur. On a le
même diagramme, mais la flèche φ n’est pas un isomorphisme, et la flèche de
droite est la projection vers le groupe trivial.
Démonstration. — Toutes les affirmations étant Zariski locales sur la base
S, on peut supposer S = Spec(R) où R est un anneau local. Le carré de
gauche commute par construction, et l’affirmation sur le scindage se vérifie
immédiatement par calcul. Le groupe PGL1 est trivial et PGL2 n’a pas
d’automorphisme extérieur car le diagramme de Dynkin est un point. Il n’y
a donc rien de plus à justifier pour n = 1, 2. Supposons donc n ≥ 3. Les
deux groupes de droite sont bien isomorphes au groupe constant (Z/2)R.
C’est évident pour AutR×R,τ , et cela découle de l’interprétation de AutExt
en termes d’automorphismes du diagramme de Dynkin, voir [SGA3, Exp.
XXIV, th. 1.3 (iii)]. Pour vérifier que le carré de droite commute, il suffit
donc de vérifier que φ(ex) s’envoie bien sur l’élément non trivial de AutExt.
Or, on voit comment φ(ex) agit sur PGLn,R (identifié aux éléments de la
forme (ǫ, ǫop)) et en particulier sur l’image de GLn,R, où les élément sont de
la forme (intg, intopg ), g ∈ GLn,R, qu’il envoie sur (intd(tg−1)d−1 , int
op
d(tg−1)d−1
).
Il préserve donc le tore PDiag image de Diag, en agissant dessus comme le
dual de Cartier de l’automorphisme des caractères qui envoie αi,i+1 = ti− ti+1
sur −tn+1−i + tn−i = αn−i,n−i+1. Il préserve donc aussi l’ensemble des racines
simples ∆, sur lequel il agit comme l’automorphisme non trivial du diagramme
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de Dynkin. De plus, il envoie l’élément ui,i+1 sur un−i,n−i+1. Il est ainsi un
morphisme de groupes épinglés selon [SGA3, exp. XXIII, déf. 1.3], et fournit
l’élément non trivial de AutExt.
Remarque 3.4.0.79. — Dans PGL2, le candidat à être un automorphisme
extérieur n’en est pas un : pour tout automorphisme ǫ ∈ Aut(Mn(R)), on a
t ◦ ǫop ◦ t = inte ◦ ǫ ◦ int
−1
e où e =
(
0 1
−1 0
)
. C’est un calcul immédiat quand
l’automorphisme ǫ est lui-même intérieur, ce qui suffit localement.
Par le théorème 2.11.0.49, le groupe SLn a les mêmes automorphismes que
PGLn. On veut toutefois comprendre comment ils agissent sur SLn lorsqu’on
les identifie à Autalginv
Mn×M
op
n ,τ
. Considérons le monomorphisme GLn → Mn ×
M
op
n qui envoie un élément g ∈ GLn(S) vers l’élément (g, g−1) ∈ Mn(S) ×
M
op
n (S). L’image de cette application est préservée par Aut
alginv
Mn×M
op
n ,τ
. Par la
suite exacte scindée du théorème précédent, il suffit de le vérifier pour l’élément
ex et pour tout (ǫ, ǫop), ce qui est immédiat. Par identification de GLn à
l’image, cela définit donc une action de Autalginv
Mn×M
op
n ,τ
sur GLn, pour laquelle
ex(g) = tg−1 et (ǫ, ǫop)(g) = ǫ(g).
Lemme 3.4.0.80. — Le sous-groupe algébrique SLn est préservé par cette
action.
Démonstration. — Comme plus haut, il suffit de le vérifier pour l’élément ex,
pour lequel c’est évident, et pour tout élément de la forme (ǫ, ǫop). On a affaire
à des faisceaux, on peut vérifier l’énoncé localement pour la topologie étale.
Par 3.2.0.58, on peut alors supposer que ǫ est la conjugaison par un élément
inversible, et préserve donc le déterminant.
Théorème 3.4.0.81. — L’action de Autalginv
Mn×M
op
n ,τ
sur GLn (resp. SLn) dé-
finie ci-dessus et celle de Autalginv
Mn×M
op
n ,τ
sur PGLn du théorème 3.4.0.78
commutent au morphisme naturel GLn → PGLn (resp. SLn → PGLn).
Pour n ≥ 3, il identifie ainsi les automorphismes de GLn (resp. SLn) à
Aut
alginv
Mn×M
op
n ,τ
. Pour n = 2, ce dernier groupe coïncide toujours avec les au-
tomorphismes de GL2 (mais pas avec ceux de SL2 ni PGL2 comme vu plus
haut).
Démonstration. — La compatibilité avec la projection π : GLn → PGLn
se teste sur ex et les (ǫ, ǫop). Pour n ≥ 3, on a bien les automorphismes de
SLn et ceux de GLn par le théorème 2.11.0.49 et l’exercice 3.1.0.54. Pour
n = 2, l’automorphisme extérieur de GL2 est bien fourni par g 7→ tg−1, le
raisonnement de la fin de la preuve du théorème 3.4.0.78 s’applique.
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3.5. Groupes tordus. — Commençons par le cas semi-simple adjoint et
donc de donnée radicielle déployée isomorphe à celle de PGLn,S sur une base
quelconque S, omise ci-après des notations pour alléger.
Par 2.2.4.5, toute forme de PGLn est obtenue par torsion par un torseur P
sous son groupe d’automorphismes, qui est AutMn×Mopn ,τ (voir 3.4.0.78). On
tord donc la suite du théorème 3.4.0.78 à l’aide de la proposition 2.2.4.10 dans le
cas de la remarque 2.2.4.11. On obtient une suite de groupes d’automorphismes
tordus
1→ P ∧H PGLn → P ∧
H H → P ∧H AutalginvS×S,τ → 1
où H := Autalginv
Mn×M
op
n ,τ
. En utilisant 2.2.3.6, on identifie le terme du milieu
P ∧H H = Autalginv
P∧H (Mn×M
op
n ,τ)
= AutA,ν
pour un certain faisceau en algèbres d’Azumaya (A, ν) de deuxième espèce sur
S. De même, le terme de droite s’identifie à
P ∧H AutS×S,τ = AutZ(A),ν
où Z(A) est le centre de A, un faisceau en algèbres étales finies de degré 2
sur S et ν est le seul S-automorphisme non trivial de Z(A) sur toutes les
composantes connexes de S (Voir 2.5.2.1 et 2.5.2.6). Notons que ν est une
involution et un automorphisme puisque Z(A) est commutatif. Dans le cas
d’une forme intérieure, le torseur P est de la forme Q ∧PGLn H où Q est un
torseur sous PGLn, et on a donc
P∧HPGLn = Q∧
PGLnPGLn = Q∧
Aut
alg
MnAut
alg
Mn
= Autalg
Q∧
Aut
alg
MnMn
= AutalgA
pour un certain faisceau en algèbres d’Azumaya A de degré n sur S. Puisque
toutes les formes s’obtiennent par torsion (voir 2.2.4.5) et que tout groupe
réductif est localement déployé pour la topologie étale (voir 2.2.5.14), on a
donc montré :
Proposition 3.5.0.82. — À isomorphisme près, les groupes réductifs de don-
née radicielle déployée identique à celle de PGLn (n ≥ 3), c’est-à-dire de type
déployé An−1 et adjoint, sont les noyaux de AutA,ν → AutZ(A),ν où (A, ν)
est un faisceau d’algèbre d’Azumaya sur S de deuxième espèce, de degré n et
de centre Z(A) étale fini de degré 2 sur S. Pour n ≥ 2, les formes intérieures
sont les PGLA où A est un faisceau en algèbre d’Azumaya de degré n (voir
déf. 2.4.4.2). Le groupe PGL2 n’a que des formes intérieures.
Pour les formes fortement intérieures de PGLn, voir 3.5.0.93.
Passons maintenant au cas simplement connexe, c’est-à-dire les formes
(étales) de SLn. Nous obtiendrons également celles de GLn. D’après 2.2.5.14
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et 2.2.4.5, un tel groupe est obtenu par torsion de GLn par un torseur étale
sous AutSLn = AutPGLn .
Soit (A, ν) un faisceau en algèbres à involution de deuxième espèce sur S
(voir déf. 2.7.0.34). Considérons le S-foncteur de points défini par
UA,ν(T ) = {a ∈ A(T ), ν(a)a = 1} .
Proposition 3.5.0.83. — Pour tout schéma T au-dessus de S, on a
(UA,ν)T = UAT ,νT .
De plus, ce foncteur est représentable.
Démonstration. — La première égalité est claire. Pour la représentabilité, on
montre que le foncteur est un faisceau Zariski en utilisant que c’est un sous-
foncteur de GL1,A et en utilisant que la condition ν(a)a = 1 est de nature
locale. On se ramène alors au cas S affine et A libre par la proposition 2.3.0.17.
Dans ce cas, A = W( ˜A(S)) et la condition ν(a)a = 1 est donnée par des
équations sur des générateurs de A(S).
Définition 3.5.0.84. — On note UA,ν le S-groupe algébrique représentant
le foncteur décrit ci-dessus, et on l’appelle le schéma en groupes unitaire de
(A, ν).
Lemme 3.5.0.85. — Le morphisme définit sur les points par g 7→ (g, g−1)
définit un isomorphisme de schémas en groupes GLn ≃ UMn×Mopn ,τ .
Démonstration. — Clair.
Tout faisceau en groupes H agissant sur (A, ν) en respectant la structure de
alginv agit également sur UA,ν de la manière évidente.
Proposition 3.5.0.86. — Soit P un torseur sous un tel H. On a un isomor-
phisme canonique
P ∧H UMn×Mopn ,τ ≃ UP∧H (Mn×Mopn ,τ)
Démonstration. — On procède comme pour la proposition 2.2.4.8.
Théorème 3.5.0.87. — Tout groupe réductif dont la donnée radicielle dé-
ployée est celle de GLn est isomorphe à UA,ν où (A, ν) est un faisceaux en
algèbres d’Azumaya à involution de deuxième espèce de degré n sur S. Les
formes intérieures sont les GL1,A où A est un faisceau en algèbres d’Azumaya
de degré n. Les formes strictement intérieures sont les GLM où M est un
S-faisceau localement libre de rang n sur S.
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Démonstration. — Il suffit d’utiliser la proposition 3.5.0.86 dans le cas H =
AutMn×Mopn et de voir que l’action qui y est considérée correspond bien à celle
du théorème 3.4.0.81 par l’identification du lemme 3.5.0.85. Pour les formes
intérieures, il suffit d’utiliser la proposition 2.2.4.8. Enfin, pour les formes
strictement intérieures, on utilise l’équivalence 2.4.3.1 entre les GLn-torseurs
(étales ou Zariski) et les faisceaux localement libre de type fini sur S. Lorsqu’on
tord Mn par un tel torseur, on obtient justement EndM où M est le faisceau
localement libre associé.
Tout faisceau en algèbres à involution (A, ν) de deuxième espèce est ob-
tenu par définition comme P ∧H (Mn ×M
op
n , τ) où P est un torseur sous
Aut
alginv
Mn×M
op
n ,τ
. Le morphisme GL1,Mn×Mopn = GLn × GL
op
n → Gm donné
par le déterminant sur la première composante se restreint en un morphisme
UMn×Mopn ,τ → Gm.
Lemme 3.5.0.88. — Ce morphisme est équivariant si Autalginv
Mn×M
op
n ,τ
agit sur
Gm trivialement. Son noyau s’identifie à SLn par l’isomorphisme du lemme
3.5.0.85, qui est donc stable par l’action.
Démonstration. — Cela découle immédiatement du lemme 3.4.0.80.
Il se tord donc en un morphisme UA,ν → Gm.
Définition 3.5.0.89. — On définit le faisceau en groupes SUA,ν comme le
noyau du morphisme UA,ν → Gm ci-dessus. C’est donc bien le tordu de SLn
par le torseur donnant (A, ν).
En particulier, à travers l’identification GLn ≃ UMn×Mopn ,τ , le sous groupe
SLn s’identifie à SUMn×Mopn ,τ .
On fait agir AutMn sur GLn = GLMn de manière évidente et sur Gm
trivialement.
Lemme 3.5.0.90. — Le morphisme déterminant GLn → Gm est équiva-
riant.
Démonstration. — Il suffit de le vérifier localement pour la topologie étale, et
on peut donc supposer par 3.2.0.58 qu’on fait agir un élément de AutMn(T )
qui la conjugaison par un élément de GLn(T ), auquel cas c’est évident.
Définition 3.5.0.91. — Pour tout S-faisceau en algèbres d’Azumaya A de
degré n, on note SL1,A le noyau du morphisme norme réduite défini en 2.5.3.17 ;
C’est bien le tordu de SLn par 2.2.4.10.
Pour tout S-schéma T , on a clairement (SL1,A)T = SL1,AT .
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Théorème 3.5.0.92. — Les groupes réductifs dont la donnée radicielle dé-
ployée est celle de SLn, c’est-à-dire de type déployé An−1 et simplement
connexe, sont les groupes isomorphe à SUA,ν où (A, ν) est un faisceau en
algèbres d’Azumaya à involution de deuxième espèce de degré n sur S. Les
formes intérieures sont les SL1,A où A est un faisceau en algèbres d’Azumaya
de degré n. Les formes strictement intérieures sont les SLM où M est un fais-
ceau localement libre de rang n sur S et de déterminant trivial. Lorsque n ≤ 2,
toutes les formes sont intérieures.
Démonstration. — Par la définition 3.5.0.89, si P est un torseur sous H =
AutMn×Mopn ,τ , et si (A, ν) = P ∧
H (Mn ×M
op
n , τ), alors P ∧H SLn = SUA,ν .
Les formes intérieures s’obtiennent par la définition 3.5.0.91. Pour les formes
strictement intérieures, on utilise comme dans la preuve du théorème 3.5.0.87,
l’équivalence de catégories 2.4.3.1 entre les torseurs sous GLn et les fibrés
vectoriels sur S de rang n et on constate par la suite exacte scindée 1 →
SLn → GLn → Gm → 1 que les torseurs provenant de SLn correspondent
aux fibrés vectoriels de déterminant trivial, grâce au lemme 2.4.3.3.
Le groupe SL1 est trivial. Toutes les formes de SL2 sont intérieures, l’absence
d’automorphisme extérieur se lit sur le diagramme de Dynkin. Le groupe
AutM2×M
op
2
est plus gros que le groupe d’automorphismes AutM2 et son action
se factorise par celui-ci.
Corollaire 3.5.0.93. — Les formes fortement intérieures de PGLn sont les
PGLM = Aut
alg
EndM
où M est un faisceau localement libre de rang n sur S, et
de déterminant trivial.
Remarque 3.5.0.94. — La suite exacte
1→ Gm → GLn → PGLn → 1
ou encore en identifiant PGLn = ker(AutMn×Mopn → AutOS×OS ,τ ),
1→ Gm → GLn → AutMn×Mopn → AutOS×OS ,τ → 1
se tord en
1→ Gm → UA,ν → AutA,ν → AutZ(A),ν → 1.
(Le premier morphisme est bien équivariant pour l’action triviale sur Gm et
passe donc à la torsion par le même type de raisonnement local que dans le
lemme 3.4.0.80.) Dans le cas d’un GLn-torseur, on a simplement
(5) 1→ Gm → GL1,A → AutA → 1.
De même, la suite exacte
1→ µn → SLn → PGLn → 1
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donne après torsion
1→ µn → SUA,ν → AutA,ν → AutZ(A),ν → 1
ou dans le cas d’un GLn-torseur
1→ µn → SL1,A → AutA → 1
et la suite exacte
1→ SLn → GLn → Gm → 1
donne
1→ SUA,ν → UA,ν → Gm → 1.
ou dans le cas d’un GLn-torseur
1→ SL1,A → GL1,A → Gm → 1.
3.6. Suites exactes longues de cohomologie. — Détaillons quelques
suites exactes longues de cohomologie associées à des groupes de type An,
en termes de torseurs et de groupes de Brauer d’algèbres d’Azumaya.
3.6.1. Gerbes liées par µn et Gm à la Brauer. — Commençons par rappeler
quelques faits bien connus à propos du groupe de Brauer. Nous distinguerons le
groupe de Brauer-Azumaya, défini en termes de classes d’algèbres d’Azumaya,
du groupe de Brauer cohomologique, défini en termes de cohomologie étale.
Définition 3.6.1.1. — Le Groupe de Brauer-Azumaya Br(S) est l’ensemble
des algèbres d’Azumaya sur S, quotienté par la relation A ∼ B s’il existe deux
OS-modules localement libres de type fini M et N un isomorphisme de OS-
algèbres A⊗OS EndM ≃ B⊗OS EndN et muni de la loi de groupe induite par
le produit tensoriel. On note [A] la classe de A dans Br(S).
L’élément neutre du groupe est la classe de OS elle-même, et l’inverse de [A]
est [Aop] la classe de l’algèbre opposée : on dispose en effet de l’isomorphisme
bien connu A ⊗OS A
op ≃ EndA (ce dernier A est vu comme OS-module)
envoyant a⊗ b sur x 7→ axb. Dans le cas d’une base S sur laquelle tous les OS-
modules localement libres sont libres, par exemple un anneau local, voire un
corps, on retrouve la relation d’équivalence plus connue, pour laquelle A ∼ B
s’il existe m,n ∈ N \ {0} et un isomorphisme Mm(A) ≃Mn(B).
Le groupe H2ét(S,Gm) coïncide avec H
2
fppf(S,Gm) car Gm est lisse, par
2.2.5.15. Le groupe de Brauer cohomologique en est la partie de torsion.
La construction suivante est une légère généralisation de [Gir, Ch. V, §4.2].
Soit A-Vec le champ des A-modules qui sont localement libres comme OS-
modules. Étant donnée une OS-algèbre d’Azumaya A fixée, pour toute OS-
algèbre d’Azumaya B, on considère le foncteur Final → Azumaya qui envoie
le seul objet d’une fibre sur B, et le foncteur End : A-Vec≃ → Azumaya . Le
produit fibré Final ×Azumaya A-Vec≃ est un champ par l’exercice 2.1.3.13, et un
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objet de ce champ est une paire (M,φ) oùM est un A-module localement libre
de type fini (comme A-module) et φ : B ∼→ EndM est un isomorphisme de OS-
algèbres (d’Azumaya). Un morphisme (M,φ) → (N,ψ) est un isomorphisme
f :M ∼→ N de A-modules tel que intf ◦ φ = ψ. Ce champ est donc une gerbe,
puisque toute algèbre d’Azumaya est localement triviale.
Définition 3.6.1.2. — On appelle gerbe des A-banalisations de B la gerbe
ci-dessus. On la note A-GerBan(B).
Le morphisme de faisceaux Gm → Aut
A-GerBan(B)
M,φ envoyant un scalaire sur
l’homothétie correspondante de M est un isomorphisme, par l’exemple 2.5.3.5,
on en déduit que cette gerbe est liée par Gm.
Proposition 3.6.1.3. — L’application qui à une algèbre d’Azumaya B asso-
cie la gerbe A-GerBan(B) passe aux classes d’équivalences, et définit un mor-
phisme injectif
Br(S)→ H2ét(S,Gm).
Démonstration. — Le morphisme précédent est en fait un morphisme de
groupes lorsque A est déployée, voir loc. cit.. L’injectivité vient alors du fait
qu’une gerbe est neutre si et seulement si sa fibre sur S est non vide. Pour le
passage aux classes, voir [Gir, Ch. V, Lemme 4.3]. Plus généralement, lorsque
A n’est pas déployée, on vérifie que la gerbe OS-GerBan(A)×OS-GerBan(B)
est en fait équivalente à la gerbe A-GerBan(B) par produit tensoriel sur les
objets (comme dans loc. cit., Ch. V, Lemme 4.3). On est donc ramené au cas A
déployé, à un décalage près. (Attention, lorsque A n’est pas déployée, ce n’est
donc plus un morphisme de groupes).
Définissons maintenant un analogue du groupe de Brauer-Azumaya lors-
qu’on remplace Gm par µn. On considère les triplets (B,P, φ) où B est une
OS-algèbre d’Azumaya, P est un OS-module, et φ : B⊗n
∼→ EndP est un
isomorphisme de OS-algèbres. C’est donc une banalisation de B⊗n, mais en
conservant la donnée de B. Deux tels triplets (B1, P1, φ1) et (B2, P2, φ2) sont
dits Brauer-équivalents s’il existe
– deux OS-modules localement libres V1 et V2
– un isomorphisme de OS-modules x : P1 ⊗ V
⊗n
1 ≃ P2 ⊗ V
⊗n
2
– un isomorphisme de OS-algèbres y : B1 ⊗EndV1 ≃ B2 ⊗EndV2
qui satisfont à
(B1 ⊗EndV1)
⊗n y //
φ1

(B2 ⊗EndV2)
⊗n
φ2

EndP1 ⊗End
⊗n
V1
intx // EndP2 ⊗End
⊗n
V2
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(où on a supprimé les identifications canoniques EndV⊗W ≃ EndV ⊗ EndW
et les permutations de facteurs des produits tensoriels pour alléger.) Il est
facile de voir que cela définit bien une relation d’équivalence. De plus, il y
a un produit tensoriel évident sur les triplets : (B1, P1, φ1) ⊗ (B2, P2, φ2) =
(B1 ⊗ B2, P1 ⊗ P2, φ) où la définition de φ se devine facilement. Ce produit
tensoriel passe aux classes d’équivalences et définit une loi de groupe sur
le quotient, la classe neutre étant (OS ,OS,O
⊗n
S ≃ OS = EndOS) avec la
multiplicationO⊗nS → OS . L’inverse de la classe de (B,P, φ) est (B
op, P∨, φop).
Définition 3.6.1.4. — On note µBrn(S) le groupe ainsi obtenu.
Il est clair que µBrn(S) est fonctoriel en S. De plus, il s’envoie dans Br(S)
en ne conservant que l’algèbre dans un triplet.
Définissons maintenant le champ n-A-Ban des algèbres d’Azumaya n-A-
banalisées. Il s’agit du produit fibré Azumaya ×Azumaya A-Vec≃ obtenu en consi-
dérant les foncteurs Azumaya → Azumaya envoyant B sur B⊗n et A-Vec≃ →
Azumaya envoyant P sur EndA-VecP . Explicitement, un objet de ce champ est un
(B,P, ψ) avec B une algèbre d’Azumaya, P un OS-module localement libre,
et ψ un isomorphisme B⊗n ≃ EndP .
Étant donné un tel objet (B,P, ψ), considérons maintenant la catégorie
fibrée
A-µnGerBan(B,P, ψ) = Final ×n-A-Ban A-Vec≃
où le foncteur Final → n-A-Ban envoie le seul objet d’une fibre sur (B,P, ψ),
et où celui A-Vec≃ → n-A-Ban envoie N sur (EndN , N⊗n,EndN⊗n ≃ End
⊗n
N ).
C’est bien un champ, comme produit fibré de champs, et c’est une gerbe
pour la topologie fppf, essentiellement parce que toute algèbre d’Azumaya est
localement triviale, et qu’on peut localement extraire les racines n-ièmes.
De manière analogue à la proposition 3.6.1.3, on prouve :
Proposition 3.6.1.5. — L’application qui à une algèbre d’Azumaya triviali-
sée (B,P, ψ) associe la gerbe A-µnGerBan(B) passe aux classes d’équivalences,
et définit un morphisme injectif
µBrn(S)→ H
2
fppf(S,Gm).
3.6.2. Suites exactes. — Signalons enfin quelques identifications dans les
suites exactes longues en cohomologie étale associées à certaines suites exactes
courtes rappelées à la fin de la section 2.2. La suite exacte de faisceaux
1→ Gm,S → GL1,A → PGLA → 1
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fournit une suite exacte longue
1→ Γ(S)× → A(S)× → AutA(S)
→ H1ét(S,Gm)→ H
1
ét(S,GL1,A)→ H
1
ét(S,PGLA)
→ H2ét(S,Gm)
dans laquelle H1ét(S,Gm) et H
1
ét(S,GL1,A) s’identifient par la proposition
2.4.3.1 respectivement à Pic(S) et à l’ensemble des classes d’isomorphismes
de Aop-modules localement libres de rang 1. De même, H1ét(S,PGLA) s’identi-
fie aux classes d’isomorphismes d’algèbres d’Azumaya (pointé par la classe de
A). Modulo ces identifications, il est facile de comprendre les foncteurs entre
champs qui induisent les flèches de cette suite exacte : l’homomorphisme de
connexion AutA(S) → Pic(S) est donné par le foncteur qui envoie un auto-
morphisme σ sur le fibré en droites Lσ tel que Lσ(T ) = {a ∈ A(T ), aTm =
σ(m)aT , ∀m ∈ A(T
′), ∀T ′ → T}. On vérifie immédiatement que c’est un fibré
en droite en utilisant que localement, σ est intérieur.
Le morphisme H1ét(S,Gm) → H
1
ét(S,GL1,A) est induit par le foncteur
Vec1 → 1-VecAop qui envoie un fibré en droites L sur L⊗ Ad, vu comme Aop-
module par l’action à droite de A sur Ad.
Le morphisme H1ét(S,GL1,A) → H
1
ét(S,PGLA) est induit par le foncteur
End, décrit juste avant la proposition 2.5.3.12.
Enfin, le morphisme H1ét(S,PGLA)→ H
2
ét(S,Gm) est induit par le foncteur
“gerbe des relèvements”, défini en 2.2.5.10. On obtient donc qu’une OS-algèbre
d’Azumaya B est envoyée sur la gerbe dont la fibre en T est constituée des
relèvements (M,φ), où M est un Aop-module, et φ : EndA
op-mod
M
∼→ B est
un isomorphisme de OS-algèbres d’Azumaya. On reconnaît donc la gerbe
Aop-GerBan(B) des Aop-banalisations de B définie en 3.6.1.2. Cela prouve
que ce dernier morphisme se factorise en fait par Br(S).
Passons maintenant à la suite exacte courte
1→ SLn → GLn → Gm → 1
qui donne la suite exacte longue
1→ SLn(Γ(S))→ GLn(Γ(S))→ Γ(S)
×
→ H1ét(S,SLn)→ H
1
ét(S,GLn)→ H
1
ét(S,Gm)
Outre les précédentes identifications, on peut également voir H1ét(S,SLn)
comme l’ensemble des classes d’isomorphismes de couples (M,d) où M est
un fibré de rang M et d : ∆M → OS est un isomorphisme. Le morphisme de
connexion envoie alors un élément d ∈ Γ(S)× sur le couple (O⊕nS , d), et il est
donc facile de voir que cet morphisme est trivial (mais en général le morphisme
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H1ét(S,SLn) → H
1
ét(S,GLn) n’est pas injectif). Le morphisme suivant oublie
d, et le dernier envoie un fibré sur son déterminant.
4. Groupes de nature quadratique
Introduisons maintenant un certain nombre de groupes classiques en rapport
avec les modules quadratiques, comme le groupe orthogonal, le groupe spin, etc.
et essayons de donner une description concrète des torseurs sous ces groupes.
Les questions de lissité sont laissées de côté pour le moment, et seront traitées
dans les parties de classification. La topologie de Grothendieck considérée est,
sauf mention contraire, la topologie étale.
4.1. Groupe orthogonal. — Soit (M, q) un module quadratique (voir par-
tie 2.6). Rappelons en particulier que M est un OS-module localement libre
de type fini, et qu’on l’oublie souvent dans la notation.
Soit Quad la catégorie fibrée telle que Quad T soit la catégorie desOT -modules
quadratiques. C’est un champ par la proposition 2.1.3.10.
Proposition 4.1.0.1. — Le foncteur de points AutM,q est représentable par
un sous-schéma en groupes fermé de GLM , donc affine et de type fini sur S.
Démonstration. — On voit q comme un élément de S2(M∨) et on vérifie que
Autq est l’image inverse de Stabq par le morphisme GLM → GLS2(M∨) qui
à α : M → M associe l’automorphisme de S2(M∨) induit par α∨. Il est donc
représentable par la proposition 2.4.4.4 et la remarque 2.3.0.19, comme un
sous-schéma fermé de GLM , qui est de type fini sur S. Il est donc également
affine de type fini sur S. Dans le cas affine, on identifie GLM (S) = GL(MR)
grâce au lemme 2.4.1.6.
Définition 4.1.0.2. — On note Oq le schéma en groupes défini par la pro-
position précédente et également On = Oqhn pour le module hyperbolique q
h
n
de rang n.
Notons que par définition,
Oq(T ) = {α ∈ GLM (T ), qT ′ ◦ αT ′(x) = qT ′(x), ∀T
′ → T, ∀x ∈M(T ′)}.
Lorsque S = Spec(R) et que (M, q) est le OS-module quadratique associé à
un R-module quadratique (MR, qR), on a
Oq(S) = O(qR) = {α ∈ GL(MR), qR ◦ α = qR}
en utilisant l’équivalence W et le lemme 2.4.1.6. Ceci garantit que lorsque la
base est un corps, le schéma en groupes défini ci-dessus est bien le schéma en
groupes classique, utilisé par exemple dans [2] ou [KMRT]. Donnons tout de
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suite une autre caractérisation de Oq en rang pair qui servira par la suite, en
termes de la paire quadratique associée, définie en 2.7.0.31.
Lemme 4.1.0.3. — Si q est un module quadratique régulier de rang constant
2n, alors pour tout schéma T sur S,
Oq(T ) = {g ∈GLM (T ), ηq(g)g = 1, fq ◦ intg = fq}.
Démonstration. — Notons φq :M ⊗M
∼→ EndM l’isomorphisme m1 ⊗m2 7→
m1bq(m2,−). Rappelons qu’à travers cet isomorphisme, l’involution adjointe
ηq correspond à l’échange des facteurs, et qu’on a évidemment bq(ηq(x), y) =
bq(x, ηq(y)). On en tire que si g ∈ Oq(T ), alors pour tous les points x, y au-
dessus de T , on a bq(x, ηq(g)(y)) = bq(x, g−1(y)), d’où ηq(g) = g−1 car bq est
non dégénérée par hypothèse. On vérifie également immédiatement que pour
tout g ∈GLM (T ), intg ◦ φq(m1 ⊗m2) = φq(g(m1)⊗ ηq(g−1)(m2). D’où,
(6) fq ◦ intg ◦ φq(m⊗m) = fq ◦ φq(g(m) ⊗ g(m)) = q(g(m)) = q(m)
si g ∈ Oq(T ). Mais par la propriété d’unicité de fq de 2.7.0.31, on a alors
fq ◦ intg = fq. Réciproquement, si g ∈GLM (T ) vérifie les deux propriétés, on
obtient q(m) = fq ◦ φq(m⊗m) = fq ◦ intg ◦ φq(m ⊗m) = q(g(m)) pour tous
les points m au-dessus de T , donc g ∈ Oq(T ).
Proposition 4.1.0.4. — Le foncteur qui à un module quadratique q associe
le torseur Isoqh2n,q (resp. Isoqh2n+1,q) définit une équivalence de catégories fibrées
– du champ Formes(qh2n) vers le champ Tors(O2n) ;
– du champ Formes(qh2n+1) vers le champ Tors(O2n+1).
Ceci est valable pour la topologie étale ou fppf.
Démonstration. — C’est une application immédiate de 2.2.4.5.
Soit q0 un module quadratique. Considérons le foncteur fibré Quad → Quad
qui à un module quadratique q associe le module quadratique q ⊥ q0. Étant
donné une forme q, ce foncteur induit donc l’inclusionOq → Oq⊥q0 prolongeant
un automorphisme par l’identité sur le sous-espace correspondant à q0.
Lemme 4.1.0.5. — Si q′ est une forme de q, correspondant à un torseur sous
Oq, alors le morphisme Oq → Oq⊥q0 se tord par la procédure de la proposition
2.2.3.9 en le morphisme Oq′ → Oq′⊥q0.
Démonstration. — C’est une application directe de la proposition 2.2.3.9.
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4.2. Algèbres de Clifford. — Rappelons maintenant la construction et
quelques propriétés de l’algèbre de Clifford d’un module quadratique (M, q),
toujours supposé localement libre de type fini. Par le corollaire 2.4.1.4, on peut
considérer que M =W(M) et que la structure de module quadratique sur M
provient d’une structure de même nature sur M, également notée q.
On considère l’algèbre tensorielle
⊕
iM
⊗i, construite à l’aide du produit
tensoriel des OS-modules. On considère alors le quotient, en tant que préfais-
ceau, de ce produit tensoriel par l’idéal bilatère engendré par les sections de
la forme m⊗2 − q(m)1, puis on le faisceautise (Zariski). On applique W au
faisceau en OS-algèbres obtenu, qui hérite d’une Z/2-graduation de l’algèbre
tensorielle.
Définition 4.2.0.6. — Pour tout module quadratique (M, q) sur la base S,
on note CM,q ou même Cq le faisceau en OS-algèbres Z/2-graduées construit
ci-dessus. On l’appelle algèbre de Clifford de (M, q). On note C0,q et C1,q ses
parties respectivement paire et impaire.
Dans le cas affine, le OS-module M étant cohérent, on a :
Proposition 4.2.0.7. — Si T = Spec(R′), alors CM,q(R′) = C(M(R′), qR′),
où ce dernier est l’algèbre de Clifford usuelle d’un module quadratique sur un
anneau (voir [Knus, Ch. IV, §1]).
Proposition 4.2.0.8. — Pour tout morphisme T → S, on a CqT ≃ (Cq)T .
Démonstration. — Voir [Knus, Ch. IV, Prop. 1.2.3] pour le cas affine, avant
d’appliquer le foncteurW, qui commute au changement de base par la proposi-
tion 2.4.1.1. Ce raisonnement s’adapte directement au cas général (non affine)
ou bien, au choix, on utilise le cas affine et la naturalité de l’isomorphisme pour
globaliser le morphisme et vérifier que c’est un isomorphisme.
L’algèbre de Clifford d’un module quadratique (M, q) satisfait à la propriété
universelle suivante. C’est l’objet initial de la catégorie des paires (A, j) où
A est une OS-algèbre localement libre de type fini, et où j : M → A est un
morphisme de OS-module, qui satisfait à j(m)2 = q(m) · 1 dans l’algèbre
A (ce qui peut s’exprimer comme un diagramme). Vérifier cette propriété
universelle revient à construire un morphisme, évident sur le préfaisceau, puis
qu’on faisceautise. Cela permet par exemple de construire deux involutions :
soit σ : Cq → C
op
q l’unique morphisme de OS-algèbres qui vérifie σ(m) = m
(resp. σ(m) = −m) pour tout m ∈ M(T ). Il est automatiquement d’ordre 2
(σ2 = id) par la propriété universelle.
Définition 4.2.0.9. — [involutions] L’involution σ de Cq telle que σ|M =
idM est appelée l’involution canonique. Celle telle que σ|M = − idM est appelée
l’involution standard, et on note cette dernière σq.
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Considérons la forme hyperbolique qhM sur le module M ⊕ M
∨ (avec la
notation de 2.6.0.24), et soit Λ∗M =
⊕
i Λ
iM . On définit une application j :
M⊕M∨ → EndΛ∗M sur les points en envoyantm ∈M(T ) sur l’endomorphisme
m ∧ (−) et f ∈ M∨(T ) sur df : m1 ∧ . . . ∧ mr 7→
∑r
i=1(−1)
i−1f(mi)m1 ∧
. . . mˇi . . .∧mr. On vérifie qu’elle satisfait bien à j(m)2 = q(m)·IdΛ∗MT (voir par
exemple [Knus, Ch. IV, Prop. 2.1.1]. Cela induit donc par propriété universelle
un morphisme
CqhM
→ EndΛ∗M .
Proposition 4.2.0.10. — Le morphisme ci-dessus est un isomorphisme de
OS-algèbres graduées si on met la graduation sur EndΛ∗M induite par la dé-
composition Λ∗M ≃ ΛpM ⊕ ΛiM (puissances extérieures paires et impaires).
Démonstration. — Cela se vérifie localement, auquel cas voir [Knus, Ch. IV,
Prop. 2.1.1].
Puisque EndΛ∗M est une OS-algèbre d’Azumaya, il en est de même pour Cq
pour toute forme q de qh2n par 4.2.0.8. En particulier, le centre de Cq est alors
OS. On obtient donc un foncteur de catégories fibrées :
C : RegQuad 2n → Azumaya2n .
Nous considérerons plus tard également un foncteur similaire et du même nom
à valeurs dans les algèbres d’Azumaya graduées.
Théorème 4.2.0.11. — [Structure des algèbres de Clifford en rang pair] Si
(M, q) est un module quadratique régulier de rang 2n, alors son algèbre de
Clifford est une OS-algèbre d’Azumaya. Le centre Z0 de l’algèbre de Clifford
paire C0,q est une OS-algèbre étale finie de rang 2, et C0,q est d’Azumaya
dessus.
Démonstration. — Toutes ces propriétés peuvent se vérifier localement, auquel
cas on est ramené à [Knus, Ch. IV, (2.2.3)].
Avant de passer aux modules quadratiques de rang impair, introduisons
l’algèbre de Clifford paire d’une paire quadratique de rang pair. Nous nous
bornons à vérifier que la construction donnée dans [KMRT, Ch. II, § 8B] sur
un corps s’étend sans réelle difficulté à une base quelconque.
Soit (A, σ, f) une paire quadratique.
Lemme 4.2.0.12. — Localement pour la topologie de Zariski, il existe un
élément l tel que trd(ls) = f(s) pour tout s ∈ SymA,σ(S), et cet élément vérifie
l+σ(l) = 1. Deux tels éléments diffèrent localement d’un élément alterné, c’est-
à-dire de la forme σ(a)− a, a ∈ A(S).
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Démonstration. — Sur un corps, ceci est prouvé en [KMRT, Ch. I, (5.7)].
Répétons-donc cette preuve avec les légères modifications nécessaires. On
commence par se placer sur un ouvert sur lequel le module SymA,σ est
facteur direct de A. Cela permet d’étendre la forme linéaire f à tout A
(n’importe comment). Puis, par régularité de la forme trace réduite (lemme
2.5.3.16), on trouve alors l tel que f(a) = trd(la) sur tout A. On a alors
trd(σ(l)a) = trd(σ(a)l) = trd(lσ(a)), d’où
trd
(
(l + σ(l))a
)
= trd(l(a+ σ(a)) = f(a+ σ(a)) = trd(a)
et l + σ(l) = 1 par régularité de la forme trace. Par ailleurs, par le lemme
2.7.0.29, point 3, il est clair que deux tels éléments l diffèrent localement d’un
élément alterné.
Par l’équivalence de catégories W, A provient d’une algèbre d’Azumaya A
surOS . On considère l’algèbre tensorielle T (A), puis le faisceau Zariski quotient
T (A)/(J1(σ, f)+J2(σ, f)) où J1(σ, f) est le faisceau d’idéaux engendré par les
éléments de la forme s − f(s) avec s ∈ SymA,σ et J2(σ, f) est le faisceaux
d’idéaux engendré par les élément de la forme ι(u), où ι se définit de la façon
suivante (voir [KMRT, Ch I, 8B]).
Soit sand : A ⊗ A → EndA l’application “sandwich”, qui envoie a ⊗ b sur
x 7→ axb. Premièrement, on définit σ2 : A ⊗ A → A ⊗ A par la condition
sand(u)(σ(a)) = sand(σ2(u))(a) pour des points u de A⊗A et a de A. Puis,
on vérifie que si u est tel que σ2(u) = u, et si l satisfait aux conditions du lemme
4.2.0.12 sur un ouvert, alors σ(u)(l), ne dépend pas du choix d’un tel l. Cela
permet par recollement (descente) de construire l’application ι = σ(−)(l)− id,
de source le sous-faisceau de A des éléments tels que σ2(a) = a. Enfin, on
définit l’algèbre de Clifford paire de (A, σ, f) comme le quotient Zariski de
T (A)/(J1(σ, f) + J2(σ, f)).
Définition 4.2.0.13. — L’algèbre de Clifford d’une paire quadratique
(A, σ, f), notée C0,A,σ,f , est définie comme la OS-algèbre image par le
foncteur W de la OS-algèbre (A, σ, f), définie ci-dessus.
Elle est naturellement munie d’une involution standard σ induite par l’in-
version de l’ordre des facteurs sur l’algèbre tensorielle de A, et par l’involution
σ sur chaque facteur A (voir [KMRT, Ch. II (8.11)]).
Théorème 4.2.0.14. — Si (M, q) est un module quadratique régulier de rang
2n, alors on a un isomorphisme canonique
C0,q ≃ C0,EndM ,ηq ,fq
où la paire quadratique (EndM , ηq, fq) a été définie en 2.7.0.31. Par cet iso-
morphisme, l’involution standard σq restreinte à C0,q correspond à l’involution
standard σ.
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Démonstration. — Le morphisme canonique est construit en passant au quo-
tient de la partie paire de l’algèbre tensorielle, au moyen de l’identification ca-
noniqueM⊗M → EndM envoyant m1⊗m2 surm1bq(m2,−). Ensuite, il suffit
de vérifier que c’est un isomorphisme sur tous les corps résiduels des points fer-
més. On est donc ramené au cas des corps, qui est traité dans [KMRT, Ch.
II, Prop. (8.8)].
Théorème 4.2.0.15. — [Structure des algèbres de Clifford paires des paires
quadratiques] Soit (A, σ, f) une paire quadratique. Son algèbre de Clifford paire
C0,A,σ,f a pour centre une OS-algèbre étale finie de degré 2, notée ici Z0,A,σ,f .
Elle est d’Azumaya sur ce centre.
Démonstration. — Tout cela peut se vérifier étale localement, et découle
alors immédiatement des théorèmes 4.2.0.11 et 4.2.0.14 puisque localement
(A, σ, f) ≃ (Mn, η2n, f2n) par le théorème 2.7.0.32.
Ceci permet de définir un foncteur fibré
Arf : PairesQuad 2n → Et2,
du champ des paires quadratiques vers celui des algèbres étales finies de rang
2, qui envoie une paire quadratique sur le centre de son algèbre de Clifford
paire.
Considérons maintenant le module hyperbolique de rang impair qh2n+1 et soit
e un vecteur de base du module sous-jacent à 〈1〉 tel que q(e) = 1.
Théorème 4.2.0.16. — [Structure des algèbres de Clifford en rang impair,
cas déployé]
1. Le centre de Cqh2n+1, noté ici Z, est une OS-algèbre Z/2-graduée de degré 2
telle que Z0 = OS (comme OS-algèbre) et Z1 ≃ OS (comme OS-module)
avec pour multiplication Z1⊗Z1 → Z0 donné par la multiplication usuelle
de OS ⊗OS → OS (qui est donc un isomorphisme).
2. L’action d’un élément f ∈ Oqh2n+1(S) par C(f) sur Cqh2n+1 se restreint à
Z1 et agit dessus par le déterminant de f .
3. L’inclusion i : qh2n → q
h
2n+1 induit par la décomposition q
h
2n+1 = q
h
2n ⊥ 〈1〉
induit un isomorphisme Cqh2n ≃ C0,qh2n+1 qui envoie un élément (m, g) de
OnS ⊕ (O
n
S)
∨ sur i(m,−g) · e.
4. La multiplication induit un isomorphisme Z ⊗ C0,qh2n+1 → Cqh2n+1 d’al-
gèbres graduées.
Démonstration. — Tout les points peuvent se tester localement pour la topo-
logie Zariski. On se ramène donc au cas où la base S est affine. Pour les points
1, 3 et 4, voir alors [Knus, Ch. IV, Prop. 3.2.2]. Pour prouver le point 2, notons
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que (3.2.3) p. 210 de loc. cit. fournit un générateur de Z1, de la forme w = xe où
e est comme ci-dessus et x est un élément de i(C0,qh2n). En particulier, ex = xe.
On a de plus w2 = e2x2 = 1. Toute réflexion orthogonale τv par rapport à un
vecteur v tel que q(v) est inversible est de déterminant (−1) par 2.6.1.18 et agit
bien par son déterminant, car C(τv) = −intv et w est central. L’affirmation
est donc vraie pour les produits de réflexions. On peut par ailleurs se ramener
au cas du spectre d’un anneau local, qui est une limite de voisinages Zariski,
puisque tout élément vit à un niveau fini dans la limite. Malheureusement,
même sur un anneau local, tout élément de Oqh2n+1(S) n’est pas un produit de
réflexions (voir 2.6.1.22). Soit F le module sous-jacent au sous-module quadra-
tique qh2n, qui est régulier. Un élément f ∈ Oqh2n+1(S) envoie le plan F sur son
image f(F ), et par le théorème de Kneser 2.6.1.19, on peut donc trouver un
produit de réflexions g qui coïncide avec f sur F . L’élément f ◦ g−1 est donc
l’identité sur F , et préserve donc son orthogonal, qui est engendré par e. On
a donc f ◦ g−1(e) = λe pour un certain λ ∈ µ2(S), et C(f ◦ g−1)(x) = x, d’où
C(f ◦ g−1)(w) = λw. Ainsi, f ◦ g−1 agit bien par son déterminant λ et comme
g est un produit de réflexions, l’affirmation est vraie pour f .
Théorème 4.2.0.17. — [Structure des algèbres de Clifford en rang impair,
cas général] Soit (M, q) une forme fppf de qh2n+1.
1. Le centre de Cq, noté ici Z, est une OS-algèbre Z/2-graduée de degré 2
telle que Z1 = OS (comme OS-algèbre) et Z1 ≃ ∆M (comme OS-module)
par un isomorphisme canonique.
2. La multiplication Z1⊗Z1 → Z0, canoniquement isomorphe à ∆M⊗∆M →
OS, est un isomorphisme.
3. Un élément f ∈ Oq(S) agit par son déterminant sur Z1.
4. Lorsque q = qhM ⊥ 〈1〉, alors l’inclusion i : q
h
M → q induit un isomor-
phisme de OS-algèbres CqhM ≃ C0,q en envoyant un élément (m, g) de
M ⊕M∨ vers (m,−g)e. En particulier, C0,q est une OS-algèbre d’Azu-
maya.
5. La multiplication induit un isomorphisme Z ⊗ C0,q → Cq d’algèbres
graduées, autrement dit, C1,q ≃ C0,q ⊗ ∆M comme C0,q-module et la
multiplication C⊗21,q → C0,q est induite par celle sur Z1 ⊗ Z1 → OS.
Démonstration. — Toutes ces affirmations se prouvent localement pour la to-
pologie fppf, on est donc ramené à la proposition précédente, à l’exception de
l’identification de Z1 ≃ ∆M . Pour cela, on utilise que tout morphisme dans
Formes(qh2n+1) agit par le foncteur C en préservant le centre et la graduation,
donc en préservant Z1, et définit donc un foncteur fibré Formes(qh2n+1)→ Vec1.
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Par le point 2 de la proposition 4.2.0.16, ce foncteur induit le morphisme déter-
minant Oqh2n+1 = Autqh2n+1 → AutOS = Gm. Par la proposition 2.2.4.7, il est
donc canoniquement isomorphe au foncteur déterminant Formes(qh2n+1)→ Vec1,
qui envoie le module (q,M) sur le fibré en droites déterminant ∆M de M ..
Remarque 4.2.0.18. — En particulier, lorsque q = qhM ⊥ 〈1〉, alors C0,q ≃
EndΛ∗M comme OS-algèbre et C1,q ≃ EndΛ∗M comme C0,q-module.
Définition 4.2.0.19. — Le foncteur fibré demi-déterminant
1
2D : Formes(q
h
2n+1)→ ModDet
associe à un module quadratique q le module déterminant (∆M ,∆M ⊗∆M
∼→
OS) défini par le point 2 de la proposition 4.2.0.17. La définition du foncteur
sur les morphismes est induit par la fonctorialité de l’algèbre de Clifford.
La composée des deux foncteurs fibrés
Formes(qh2n+1)→ ModDet → Vec1
est donc par construction canoniquement isomorphe au foncteur oubli
Formes(qh2n+1)→ Vec2n+1 suivi du déterminant ∆ : Vec2n+1 → Vec1.
Remarque 4.2.0.20. — La notion de demi-déterminant est due à Kneser,
dans le cadre des modules quadratiques quelconques sur un anneau. Il peut se
calculer de manière explicite sur une base, voir [Knus, Ch. IV, §3].
4.3. Groupe spécial orthogonal. — Considérons maintenant les S-
foncteurs fibrés (pour la topologie étale ou fppf) définis en 2.6.1.10 et 4.2.0.19
D : Formes(qh2n) → ModDet
q 7→ Dq
et
1
2D : Formes(q
h
2n+1) → ModDet
q 7→ 12Dq.
Définissons maintenant le groupe spécial orthogonal. Les carrés commutatifs
de foncteurs fibrés (7)
Formes(qh2n)
D //

ModDet

Vec2n
∆ // Vec1
Formes(qh2n+1)
1
2D //

ModDet

Vec2n+1
∆ // Vec1
7. Le carré de droite n’est commutatif qu’à un isomorphisme canonique près, comme
expliqué après la définition 4.2.0.19.
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où les foncteurs verticaux ne conservent que le module sous-jacent, induisent
sur les automorphismes de qh2n (resp. q
h
2n+1) et de ses images par les différents
foncteurs les carrés commutatifs de morphismes de faisceaux (8)
O2n
det //
 _

µ2 _

GL2n
det // Gm
O2n+1
det //
 _

µ2 _

GL2n+1
det // Gm
La proposition 2.2.3.9 donne alors immédiatement :
Lemme 4.3.0.21. — Soit h l’un des modules quadratiques qh2n ou q
h
2n+1 et
soit q une forme étale (resp. fppf) de h, obtenue en tordant h par le Oh-
torseur Isoh,q. Alors si M est le module sous-jacent à q, les carrés commutatifs
ci-dessus se tordent par Isoh,q et ses poussés IsoO2nS ,M (resp. IsoO2n+1S ,M
),
IsoDh,Dq (resp. Iso1
2Dh,
1
2Dq
) et IsoOS ,∆M en
Oq
det //
 _

µ2 _

GLM
det // Gm.
Soit SOM,q le noyau du morphisme déterminant OM,q → µ2. Ses points sont
donc donnés par
SOM,q(S) = SO(qR)
lorsque S = Spec(R) et (M, q) est le OS-module quadratique associé à un
R-module quadratique (MR, qR). Le faisceau en groupes SOM,q est un sous-
groupe fermé de OM,q représenté par un schéma affine de type fini sur OS par
le lemme 2.3.0.18.
Définition 4.3.0.22. — On note SOM,q, ou même simplement SOq, le
schéma en groupes ainsi obtenu, et également SOn lorsque q = qhn.
Remarque 4.3.0.23. — Si s ∈ Γ(S)×, on a les isomorphismes canoniques
OM,sq ≃ OM,q et SOM,sq ≃ SOM,q comme sous-groupes de GLM .
Proposition 4.3.0.24. — La suite
1→ SO2n+1 → O2n+1
det
→ µ2 → 1
8. Cette fois-ci le carré de droite est bien strictement commutatif.
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est une suite exacte de faisceaux étales. Soit q une forme fppf de qh2n+1. Par le
torseur Isoqh2n+1,q, la suite exacte précédente se tord en
1→ SOq → Oq
det
→ µ2 → 1
qui est donc également une suite exacte de faisceaux étales ou fppf.
Démonstration. — Pour avoir l’exactitude de la première suite, il suffit, par
définition de SO2n+1, de montrer que le morphisme déterminant est surjectif.
Or la suite est trivialement scindée en rang impair. La suite exacte tordue
est alors une conséquence directe du lemme précédent et de la proposition
2.2.4.10.
Proposition 4.3.0.25. — Lorsque la base S est le spectre d’un anneau local,
et lorsque q est de la forme q = 〈1〉 ⊥ q′ avec q′ régulière (en particulier q
est une forme fppf de qh2n+1), alors tout élément de SOq(S) est un produit de
réflexions orthogonales.
Démonstration. — Par le même argument que dans la fin de la preuve du
théorème 4.2.0.16, en utilisant le théorème de Kneser 2.6.1.19, on voit que tout
élément de Oq est un produit de réflexions orthogonales et d’une application,
notée ici u, envoyant e (base du sous-module sous-jacent à 〈1〉) sur λe, λ ∈ µ2
et se restreignant à l’identité sur le sous-module F sous-jacent à q′. Or le
déterminant d’un tel produit étant λ·(−1)n, il ne sera dans SOq que si λ = ±1.
Si λ = 1, alors u = id, et on peut la supprimer du produit, et si λ = −1, alors
u est la réflexion par rapport au vecteur e.
En rang pair, la situation est un peu différente : le déterminant O2n → µ2
n’est pas surjectif, ce n’est même pas un épimorphisme de faisceaux en général,
comme nous allons le voir. Considérons le morphisme du faisceau (localement)
constant Z/2 vers µ2, qui sur les points, envoie 0 sur 1 et 1 sur −1. C’est bien
entendu un morphisme de faisceaux en groupes abéliens. Son image sera notée
provisoirement ℑ(Z/2). Remarquons que si 2 = 0 sur la base, cette image est
le faisceau en groupes trivial, alors que si 2 est inversible, cette image est µ2
tout entier.
Proposition 4.3.0.26. — Le déterminant O2n → µ2 a pour image ℑ(Z/2) ⊆
µ2 et on a donc une suite exacte de faisceaux
1→ SO2n → O2n
det
→ ℑ(Z/2)→ 1
qui est scindée. Soit q une forme de qh2n. Par le torseur Isoqh2n,q, la suite exacte
précédente se tord en
1→ SOq → Oq
det
→ ℑ(Z/2)→ 1
qui est donc également une suite exacte de faisceaux étales ou fppf.
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Démonstration. — On peut vérifier la factorisation du déterminant localement
pour la topologie de Zariski. Par un argument de limite, on peut donc supposer
l’anneau local. De plus, quitte à injecter cet anneau dans un anneau plus gros
(par exemple par hensélisation stricte), on peut supposer que le corps résiduel
n’est pas F2. Alors, par le théorème 2.6.1.20, tout élément deO2n est un produit
de réflexions, et a donc un déterminant égal à 1 ou −1, par 2.6.1.18. De plus,
−1 est atteint par n’importe quelle réflexion orthogonale τv (déf. 2.6.1.17), et il
en existe bien car il y a des vecteurs v tels que q(v) est inversible, par exemple
le vecteur (1, 1, 0, . . . , 0). On obtient donc bien une surjection sur les points, et
elle est scindée par l’application définie sur les points par p 7→ (1 − p) id+pτv
(à l’aide de la description de Z/2 de la remarque 2.5.2.10). On a donc bien un
épimorphisme de faisceaux det : O2n → ℑ(Z/2).
La suite tordue s’obtient alors par la proposition 2.2.4.10, après identification
du tordu de O2n avec Oq par la proposition 2.2.3.6. Notons que ℑ(Z/2) n’est
pas tordu parce qu’il est abélien et toute action par automorphismes intérieurs
est donc triviale.
Dans le cas de rang pair, un autre groupe nous sera plus utile que SO. Il
s’agit du groupe O+, que nous introduisons maintenant.
Définition 4.3.0.27. — Pour tout module quadratique régulier (M, q) de
rang constant 2n, on note O+M,q ou O
+
q le noyau de l’application Oq = Autq →
AutZ0,q = Z/2 induite par le foncteur Arf : RegQuad 2n → Et2 qui envoie un
module quadratique sur le centre de son algèbre de Clifford paire (et qui se
factorise donc par PairesQuad 2n)
Notons que O+q est représentable et affine sur S par la remarque 2.3.0.19.
Proposition 4.3.0.28. — La suite
1→ O+q → Oq
Arf
−→ Z/2→ 0
est une suite exacte de faisceaux étales ou fppf. Lorsque q = qh2n, le morphisme
Oq(T )→ Z/2(T ) est même surjectif pour tout schéma T sur S.
Démonstration. — Par définition de O+, la seule chose à montrer est que
Oq → Z/2 est un épimorphisme de faisceaux. Cela découle de la surjectivité
sur les points lorsque la forme est hyperbolique, qui est traitée en [Knus, Ch.
IV, Prop. (5.2.2)]. (9)
9. Attention, dans [Knus], en rang pair, le groupe O+ est noté SO, et le noyau du
déterminant n’est pas considéré du tout.
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Proposition 4.3.0.29. — La composition RegQuad 2n
Arf
−→ Et2
Ξ
−→ ModDet
induit le déterminant Oq → µ2 (Le foncteur Ξ a été défini juste avant la
remarque 2.5.2.10).
Démonstration. — Cela peut se vérifier localement pour la topologie fppf, on
est alors ramené au cas de la forme hyperbolique. Il faut alors vérifier l’action
d’un élément de Oq sur le noyau de la forme trace du centre de l’algèbre de
Clifford paire. C’est ce qui est fait en [Knus, Ch. IV, (5.1.2)].
Cela implique que lorsque 2 est inversible dans Γ(S), puisque (Z/2)S =
(µ2)S , la suite exacte de la proposition 4.3.0.26 et celle de la proposition 4.3.0.28
coïncident, et O+q = SOq.
On obtient maintenant une description des torseurs sous O+2n = O
+
qh2n
. Soit
RegQuadArfTriv2n le produit fibré de champs RegQuad 2n ×Et2 Final . Le centre
de l’algèbre de Clifford paire du module hyperbolique qh2n étant isomorphe à
OS ×OS par l’isomorphisme de 4.2.0.10 qu’on notera ζ2n, on obtient un objet
trivial (qh2n, ζ2n). La proposition 2.2.4.6 implique alors à l’aide de la surjectivité
de la suite de la proposition 4.3.0.28 :
Proposition 4.3.0.30. — Le foncteur fibré (q, ζ) 7→ Iso(qh2n,ζ2n),(q,ζ) définit
une équivalence de champs RegQuadArfTriv2n → Tors(O
+
2n).
Donnons maintenant une description concrète des torseurs sous SO2n+1.
Considérons le foncteurs fibré 12D : Formes(q
h
2n+1)→ ModDet ainsi que le fonc-
teur fibré Final → ModDet qui envoie l’unique objet sur le module détermi-
nant trivial (OS,OS ⊗OS ≃ OS). Formons alors le produit fibré de champs
QuadDetTrivh = Formes(q
h
2n+1)×ModDet Final . Explicitement, les objets de sa fibre
sur T sont donc des paires (q, φ) où q est une forme de qh2n+1 et où φ est un
isomorphisme du module demi-déterminant de q vers le module déterminant
trivial, autrement dit, M étant le OS-module sous-jacent à q, c’est un isomor-
phisme φ : ΛM ≃ OS tel que φ⊗2 = 12dq. L’objet trivial est (q
h
2n+1, idOS).
Proposition 4.3.0.31. — Le foncteur fibré qui envoie un objet (q, φ) de
QuadDetTrivqh2n+1
sur Iso(qh2n+1,idOS ),(q,φ)
définit une équivalence de champs
QuadDetTrivqh2n+1
≃ Tors(SO2n+1).
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Démonstration. — On applique la proposition 2.2.4.6 : Par définition, le
groupe SOqh2n+1 est le produit fibré
SO2n+1 //

p
1

O2n+1
det // µ2
et le déterminant O2n+1 → µ2 est surjectif sur les points (donc bien entendu
un épimorphisme de faisceaux) par 4.3.0.24.
4.4. Groupes PGO, PGO+, GO, O et O+ d’une paire quadratique.
— Ce qui suit est essentiellement une rapide adaptation des notions intro-
duites dans [KMRT, Ch. VI, § 23.B] au cas d’une base quelconque.
Dans cette section (A, σ, f) désigne toujours une paire quadratique de degré
2n, donc un objet du champ PairesQuad 2n, au sens de la définition 2.7.0.30.
Rappelons que toutes les paires quadratiques sont des formes étales de la paire
hyperbolique (M2n, η2n, f2n) par le corollaire 2.7.0.32.
Définition 4.4.0.32. — Soit PGOA,σ,f le faisceau en groupes des automor-
phismes AutA,σ,f . Lorsque (M, q) est un module quadratique régulier, on note
PGOM,q ou PGOq au lieu de PGOEndM ,ηq,fq .
Proposition 4.4.0.33. — Le faisceau PGOA,σ,f est représentable par un
schéma affine sur S.
Démonstration. — Par la proposition 2.3.0.17, on se réduit au cas de
AutM2n,η2n,f2n et on peut supposer S = Spec(R). Le faisceau AutM2n,η2n
est représentable par un schéma affine sur S par 3.4.0.76. On considère alors
la représentation AutM2n,η2n → GLSym∨M2n,η2n
induite par le fait que tout
élément symétrique est préservé par un automorphisme d’algèbre à involution.
Le stabilisateur de f dans GLSym∨M2n,η2n
est représentable par la proposition
2.4.4.4, et donc également PGOM2n,η2n,f2n comme son image réciproque,
grâce au lemme 2.3.0.18.
Les torseurs sous PGOA,σ,f se décrivent donc immédiatement.
Proposition 4.4.0.34. — Le foncteur (B, τ, g) 7→ Iso(A,σ,f),(B,τ,g) définit
une équivalence de catégories fibrées PairesQuad 2n
∼→ Tors(PGOA,σ,f )
Démonstration. — C’est une application immédiate de la proposition 2.2.4.5.
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Définition 4.4.0.35. — Soit PGO+A,σ,f le noyau de l’application
PGO(A,σ,f) = Aut(A,σ,f) → AutZ0,A,σ,f = Z/2
induite par le foncteur Arf : PairesQuad 2n → Et 2. Lorsque (M, q) est un module
quadratique régulier, on note PGO+M,q ou PGO
+
q au lieu de PGO
+
EndM ,ηq ,fq
.
Comme à l’accoutumée, on note PGO2n et PGO
+
2n les schémas en groupes
correspondants à l’involution hyperbolique (M2n, η2n, f2n)
Proposition 4.4.0.36. — Le faisceau en groupes PGO+A,σ,f est représentable
par un schéma affine sur S.
Démonstration. — C’est un noyau, on applique le lemme 2.3.0.18.
Proposition 4.4.0.37. — Pour toute paire quadratique (A, σ, f), la suite
1→ PGO+A,σ,f → PGOA,σ,f → Z/2→ 0.
est une suite exacte de faisceaux étales. En particulier, pour tout module qua-
dratique régulier q, cette suite s’écrit
1→ PGO+q → PGOq → Z/2→ 0.
Soit P le PGO2n-torseur correspondant à (A, σ, f). Alors la première suite est
obtenue par torsion sous P de la même suite pour (A, σ, f) = (M2n, η2n, f2n).
Démonstration. — Par définition de PGO+, il suffit de montrer l’exactitude
à droite. On peut supposer que (A, σ, f) est (M2n, η2n, f2n), et que la base est
affine et même locale par un argument de limite. On calcule alors à la main que
inta est dans PGO et s’envoie sur 1 ∈ Z/2 si a est la matrice de l’application
qui permute les deux premiers vecteurs de base.
L’affirmation sur la torsion découle immédiatement de la proposition 2.2.3.6
et de la proposition 2.2.3.9, point 2 appliquée au foncteur Arf, puisque Z/2 ne
se tord pas.
Puisque PGO+ est un noyau, ses torseurs se décrivent comme à l’ac-
coutumée à partir de ceux de PGO. Soit PairesQuad 2n le produit fibré des
champs PairesQuad 2n ×Et2 Final , où Final → Et2 est le foncteur fibré en-
voyant le seul objet de chaque fibre sur l’algèbre étale de degré 2 triviale
OS × OS . Un objet de ce produit fibré est donc de la forme (A, σ, f, ζ) où
ζ : Z0,A,σ,f
∼→ OS ⊗ OS est un isomorphisme de OS-algèbres. En particu-
lier, par l’isomorphisme ζ2n : Z0,qh2n ≃ OS × OS, nous avons donc un objet
(Mn, η2n, f2n, ζ2n).
Proposition 4.4.0.38. — Le foncteur
(A, σ, f, ζ) 7→ Iso(Mn,η2n,f2n,ζ2n),(A,σ,f,ζ)
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définit une équivalence de catégories fibrées
PairesQuad 2n
∼→ Tors(PGO+Mn,η2n,f2n,ζ2n).
Démonstration. — Cela découle de 2.2.4.6, grâce à la suite exacte de la pro-
position 4.4.0.37, qui donne la condition d’épimorphisme requise.
Par le foncteur oubli de la paire quadratique PairesQuad 2n → Azumaya2n, on
obtient sur les automorphisme un morphisme naturel PGOA,σ,f → PGLA qui
fait de PGOA,σ,f un sous-groupe fermé de PGLA (le stabilisateur de σ et f).
Définition 4.4.0.39. — Le faisceau en groupes GOA,σ,f est défini comme le
produit fibré
GOA,σ,f //
p

PGOA,σ,f

GL1,A // PGLA
Pour tout module quadratique régulier (M, q), on note GOq le groupe
GOEndM ,ηq,fq .
C’est donc un sous-groupe fermé de GL1,A, représentable par le lemme
2.3.0.18. On vérifie sans peine que les points de GOA,σ,f sont donnés par
GOA,σ,f (T ) = {a ∈ GL1,A(T ), aσ(a) ∈ Gm(T ), f ◦ inta = f}.
Cela revient à montrer que inta ∈ PGOA,σ,f = AutA,σ,f si et seulement si les
deux conditions définissant l’ensemble ci-dessus sont satisfaites, or f ◦ inta =
inta est satisfaite par définition, et il est alors aisé de montrer que inta ◦ σ =
σ ◦ inta si et seulement si aσ(a) est central, donc dans Gm(T ).
Proposition 4.4.0.40. — La suite
1→ Gm → GOA,σ,f → PGOA,σ,f → 1
est une suite exacte de faisceaux étales. En particulier, pour tout module qua-
dratique q régulier, cette suite est
1→ Gm → GOq → PGOq → 1.
Démonstration. — C’est une chasse au diagramme à partir de la définition de
GO et de la suite exacte (5).
Proposition 4.4.0.41. — Pour tout T sur S et pour tout point a de
GOA,σ,f (T ) le produit σ(a)a est dans Gm(T ) inclus dans GL1,A(T ).
Démonstration. — Cela se vérifie localement pour la topologie étale. On peut
donc supposer que S = Spec(R) et que la paire quadratique est (M2n, η2n, f2n).
Le calcul est alors fait dans la partie 8.1 lors du calcul de l’algèbre de Lie.
98 BAPTISTE CALMÈS ET JEAN FASEL
On obtient ainsi un morphisme GOA,σ,f → Gm en envoyant a sur σ(a)a.
Définition 4.4.0.42. — Le faisceau en groupes OA,σ,f est défini comme le
noyau du morphisme GOA,σ,f → Gm.
Il est donc représentable par le lemme 2.3.0.18.
Définition 4.4.0.43. — Le faisceau en groupes O+A,σ,f est défini comme le
noyau du morphisme composé
OA,σ,f → GOA,σ,f → PGOA,σ,f → Z/2
où tous les morphismes sont ceux définis précédemment et le dernier est induit
par le foncteur Arf.
Proposition 4.4.0.44. — Lorsque (M, q) est un module régulier de rang 2n,
on a un isomorphisme canonique Oq
∼→ OEndM ,ηq,fq , et donc par conséquent
O+q
∼→ O+
EndM ,ηq,fq
.
Démonstration. — Cela découle directement de la description de Oq de la
proposition 4.1.0.3 et des points de GO ci-dessus.
Proposition 4.4.0.45. — La suite
1→ OA,σ,f → GOA,σ,f → Gm → 1.
est une suite exacte de faisceaux fppf.
Démonstration. — Par définition de OA,σ,f , seule l’épimorphie à droite est à
montrer, ce qui est une propriété locale pour la topologie fppf. On peut donc
supposer que l’élément de Gm à atteindre est un carré λ2, et il est alors atteint
par λ idA.
La composée OA,σ,f → GOA,σ,f → PGOA,σ,f et l’inclusion µ2 dans OA,σ,f
induite par l’inclusion de µ2 dans GL1,A (un élément de µ2 agit par multipli-
cation sur A) fournissent :
Proposition 4.4.0.46. — La suite
1→ µ2 → OA,σ,f → PGOA,σ,f → 1
est une suite exacte de faisceaux étales. Elle en induit une autre :
1→ µ2 → O
+
A,σ,f → PGO
+
A,σ,f → 1.
Démonstration. — L’exactitude de la première suite s’obtient par chasse au
diagramme, en croisant les suites exactes des propositions 4.4.0.40 et 4.4.0.45
et en remarquant que la composée Gm → GOA,σ,f → Gm est l’élévation au
carré. La seconde en est une conséquence immédiate.
GROUPES CLASSIQUES 99
Le groupe PGOA,σ,f = AutA,σ,f agit sur les différents groupes PGO,
PGO+, GO, O et O+ fabriqués à partir de l’algèbre de Clifford paire, car
celle-ci est fonctorielle en la paire quadratique, et les structures définissant ces
groupes sont préservés par les morphismes de paires quadratiques. On obtient
alors immédiatement :
Proposition 4.4.0.47. — Par l’action ci-dessus, le PGOMn,η2n,f2n-torseur
Iso(Mn,η2n,f2n),(A,σ,f) tord PGOMn,η2n,f2n en PGOA,σ,f , et de même pour
PGO+, O, O+ et GO. Les différents morphismes reliant ces groupes sont
également tordus.
Démonstration. — Voir la démonstration de 4.5.1.11 un peu plus loin, qui
fonctionne sur le même principe.
4.5. Groupes de Clifford et Spin. —
4.5.1. Cas d’un module quadratique. — Soit (M, q) un module quadratique,
M toujours supposé localement libre, et où q est une forme fppf de qh2n ou
bien de qh2n+1. Le foncteur fibré algèbre de Clifford C à valeur dans le champ
des algèbres Z/2-graduées induit un morphisme de faisceaux en groupes Oq →
AutCq . Ce morphisme est injectif, car Cq contient M comme sous-module et
il est par définition préservé par tout C(f) avec f ∈ Oq. On peut également
considérer les deux foncteurs qu’il induit
C : Formes(qh2n)→ Azumaya22n et C0 : Formes(q
h
2n+1)→ Azumaya22n .
Par ailleurs, afin de tenir compte de la graduation dans l’algèbre de Clifford,
nous aurons besoin de manipuler des algèbres d’Azumaya et des OS-modules
Z/2-gradués. On définit donc plusieurs champs :
– GrAzumaya2n, dont les objets sont des faisceaux en algèbres d’Azumaya
de degré constant 2n, munis en plus d’une Z/2-graduation que les mor-
phismes respectent.
– GrVec2n, dont les objets sont des OS-modules de rang 2n munis d’une
Z/2-graduation telle que les sous-modules de degré 0 et 1 sont tout deux
des OS-modules localement libre de rang constant n, et les morphismes
sont localement homogènes.
Il est immédiat que ce sont des champs en combinant les procédures maintenant
habituelles.
Soit ZeroUn le champ associé au faisceau (Z/2)S , au moyen de l’exemple
2.1.3.6. Chaque fibre n’a donc qu’un objet, et les automorphismes de cet objet
sont le faisceau (Z/2)S . Nous disposons d’un foncteur fibré DegLoc : GrVec2n →
ZeroUn qui envoie un objet sur le seul disponible, et un morphisme sur son
degré local. Notons GrVec02n le produit fibré GrVec2n ×ZeroUn Final , qui a donc
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les mêmes objets que GrVec2n, mais dont les morphismes sont homogènes de
degré 0, i.e. préservent la graduation.
Pour toute OS-algèbre graduée, notons GLh1,A le sous-faisceau en groupes
de GL1,A formé des éléments localement homogènes.
Définition 4.5.1.1. — Le faisceau en groupes de Clifford Γq est défini
comme le produit fibré
Γq //

p
GLh1,Cq

Oq
  C // AutCq
où la flèche verticale de droite est l’action par conjugaison.
Étant donné T sur S, g ∈ GL1,Cq(T ) et f ∈ Oq(T ), tels que C(f) = intg,
on a alors que intg préserve M(T ) dans Cq(T ). Par ailleurs, si g ∈ GL1,Cq(T )
est tel que intg préserve M(T ), alors q(gmg−1) = (gmg−1)2 = gm2g−1 =
gq(m)g−1 = q(m). Explicitement, sur les points, on a donc
Γq(S) = {α ∈ GL
h
1,Cq(S) t.q. αT ·m · α
−1
T ∈M(T ) ∀T sur S et ∀m ∈M(T )}.
Définition 4.5.1.2. — Le faisceau en groupes de Clifford pair SΓq est défini
comme l’intersection de Γq et de GL1,C0,q dans GL
h
1,Cq .
Lorsque q est qh2n (resp. q
h
2n+1), on utilise la notation Γ2n et SΓ2n (resp.
Γ2n+1 et SΓ2n+1). Notons que Γq et SΓq sont tout deux représentables par
des schémas affines sur S par le Lemme 2.3.0.18.
Proposition 4.5.1.3. — Lorsque q est une forme étale ou fppf de qh2n, on
a les suites exactes de faisceaux en groupes suivantes, pour les topologies de
Zariski, étale, ou fppf :
(7) 1→ Gm → Γq → Oq → 1
qui induit
(8) 1→ Gm → SΓq → O
+
q → 1.
Le faisceau en groupes SΓq s’identifie donc au produit fibré
SΓq //

p
Γq

O+q
  // Oq.
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Démonstration. — On peut raisonner Zariski localement sur S, et donc sup-
poser S affine. Cela découle alors de [Knus, Ch. IV, (6.2.2) et (6.2.3)], car
toute classe dans le groupe de Picard est localement nulle pour la topologie de
Zariski (en prenant garde une fois de plus que O+ est noté SO par Knus).
Le cas du groupe de Clifford spécial en rang impair sera traité en 4.6.0.8.
Décrivons maintenant les torseurs sous le groupe de Clifford Γ2n de la forme
hyperbolique de rang pair 2n. Soit End : (GrVec2n)≃ → GrAzumaya2n le foncteur
fibré “endomorphismes", qui à un module gradué N• associe EndN• muni de
la graduation du degré des éléments homogènes, i.e. EndN0 et EndN1 sont en
degré 0 alors que HomN0,N1 et HomN1,N0 sont en degré 1. À un isomorphisme
f : N• → N
′
•, on associe intf : EndN• → EndN ′• . Notons que ce dernier
respecte automatiquement la graduation si f est localement homogène. Soit
GrDeplCliff 2n le produit fibré de champs
GrDeplCliff 2n
//

p
(GrVec2n)≃

Formes(qh2n)
C // GrAzumaya2n .
Explicitement, un objet de (GrDeplCliff 2n)T est donc un triplet (q,N0 ⊕N1, φ)
où q est une forme de (qh2n)T , N0 et N1 sont des OT -module localement libre de
rang 2n−1, et φ : EndN
∼→ Cq est un isomorphisme de OT -algèbres graduées.
Nous avons donné en 4.2.0.10 un isomorphisme d’algèbres graduées Cqh2n ≃
End(Λ∗On
S
)• , où (Λ
∗OnS)0 = Λ
pOnS et Λ
∗OnS)1 = Λ
iOnS. Notons-le φh. Cela fournit
donc un objet (qh2n, (Λ
∗OnS)•, φh) de (GrDeplCliff 2n)S . Un automorphisme de cet
objet est une paire (f, g) où f ∈ Oqh2n(T ), g ∈ GL
h
(Λ∗OnS)•
(T ) et C(f) = intg.
D’où Aut(qh2n,(Λ∗OnS)•,φh) = Γ2n. Puisque GL
h
(Λ∗OnS)•
→ AutEnd(Λ∗On
S
)• est un
épimorphisme de faisceaux (Skolem-Noether gradué dans le cas local [Knus,
Ch. III, (6.5.1)]), la proposition 2.2.4.6 donne :
Proposition 4.5.1.4. — Le foncteur fibré qui envoie un objet (q,N•, φ) sur
Iso(qh2n,(Λ∗O
n
S)•,φh),(q,N•,φ)
définit une équivalence de champs
GrDeplCliff 2n ≃ Tors(Γ2n)
(pour les topologies étales ou fppf).
Proposition 4.5.1.5. — Pour tout module régulier q de rang 2n, la suite de
faisceaux en groupes
1→ SΓq → Γq → Z/2→ 0
est une suite exacte de faisceaux étales, où la flèche Γq → Z/2 est le degré
local.
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Démonstration. — Par définition de SΓ, seule l’exactitude à droite est à mon-
trer, et on peut supposer le module q hyperbolique. Tout élément m ∈ M tel
que q(m) est inversible est alors en degré 1.
Pour décrire les torseurs sous SΓ2n, considérons le produit fibré de champs
DeplCliff 2n := GrDeplCliff 2n ×ZeroUn Final
où le foncteur GrDeplCliff 2n → ZeroUn est la composée de l’oubli GrDeplCliff 2n →
GrVec2n et du foncteur degré local DegLoc : GrVec2n → ZeroUn défini plus haut.
Il est facile de voir que DeplCliff 2n est équivalent au champ dont les objets sont
les mêmes que ceux de GrDeplCliff 2n, mais dont les morphismes sont des paires
(f, g) avec g de degré constant 0. Il est donc immédiat que les automorphismes
de l’objet (qh2n, (Λ
∗OnS)•, φh) sont le groupe SΓ2n.
Proposition 4.5.1.6. — Le foncteur fibré qui envoie un objet (q,N•, φ) sur
Iso(qh2n,(Λ∗O
n
S)•,φh),(q,N•,φ)
définit une équivalence de champs
DeplCliff 2n ≃ Tors(SΓ2n)
(pour les topologies étales ou fppf).
Démonstration. — C’est encore une fois une application directe de la propo-
sition 2.2.4.6, à l’aide de la suite exacte de la proposition 4.5.1.5.
En rang impair, nous obtenons directement les SΓ-torseurs. Notons qh2n+1 la
forme qh2n ⊥ 〈1〉. On définit le champ ZGrAzumaya dont les objets sont des OS-
algèbres Z/2-graduées, de la forme Z⊗A où A est une OS-algèbre d’Azumaya,
et Z est une algèbre graduée de degré 2, avec Z0 = OS comme OS-algèbre, Z1
localement libre comme OS-module et la multiplication Z1 ⊗ Z1 → Z0 = OS
étant un isomorphisme de OS-module. La graduation n’est fournie que par Z,
et A est homogène de degré 0. Les morphismes sont les morphismes de OS-
algèbre Z/2-graduée. Il n’est pas difficile de vérifier que c’est un champ (pour
la topologie étale ou fppf), par la proposition 2.1.3.10 puis par descente des
propriétés comme “localement libre”. Par le point 4 du théorème 4.2.0.16, on
peut voir le foncteur C comme Formes(qh2n+1)→ ZGrAzumaya . De plus, on peut
définir un foncteur fibré (Vec2n)≃ → ZGrAzumaya en envoyant un OS-module
localement libre N sur l’algèbre Z/2-graduée donnée par Ztriv ⊗ EndN , où
Ztriv est telle que Ztriv1 = OS avec la multiplication usuelle OS ⊗OS → OS ;
un isomorphisme de N s’envoie sur la conjugaison par cet isomorphisme sur
EndN . On considère alors le champ DeplCliff 2n+1 défini comme le produit fibré
DeplCliff 2n+1
//

p
(Vec2n)≃

Formes(qh2n+1)
C // ZGrAzumaya .
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Explicitement, un objet de (DeplCliff 2n+1)T est donc un triplet (q,N, φ) où q
est une forme de (qh2n+1)T , N est un OT -module localement libre de rang 2
n,
et φ : Ztriv ⊗ EndN
∼→ Cq est un isomorphisme de OT -algèbres graduées.
Par la remarque 4.2.0.18, on obtient un isomorphisme de OS-algèbres φh :
Cqh2n+1
≃ Ztriv ⊗ EndΛ∗On
S
qui fournit donc un objet (qh2n+1,Λ
∗OnS, φh) de
(DeplCliff 2n+1)S , dont on vérifie immédiatement que les automorphismes sont
SΓ2n+1. On obtient donc encore une fois par la proposition 2.2.4.6 :
Proposition 4.5.1.7. — Le foncteur fibré qui envoie un objet (q,N, φ) sur
Iso(qh2n+1,Λ∗O
n
S ,φh),(q,N,φ)
définit une équivalence de champs
DeplCliff 2n+1 ≃ Tors(SΓ2n+1)
(pour les topologies étales ou fppf).
Démonstration. — La seule chose à vérifier est la condition de surjectivité
de la proposition 2.2.4.6. Lorsque N = Λ∗OnS tout automorphisme de la OS-
algèbre Z/2-graduée Ztriv ⊗ EndN peut se décomposer (par son action sur
le centre) en un automorphisme d’algèbre de EndN et un automorphisme
de OS-module Z1 = OS de carré trivial (car il doit être compatible à la
multiplication Z1 ⊗Z1 → Z0), donc un élément de µ2. Or, Zariski localement,
tout automorphisme de EndN est intérieur (Skolem-Noether, voir [1, th. 3.6]).
De plus, si λ ∈ µ2(T ), l’automorphisme e 7→ λe et l’identité sur le sous-espace
sous-jacent au sous-module qh2n est bien dans Autqh2n+1 et induit λ sur Z1,
par la description du générateur de Z1 fourni dans la preuve du théorème
4.2.0.16. Donc, tout automorphisme de Ztriv⊗EndN provient bien localement
de AutΛ∗OnS ×Autqh2n+1 .
Remarquons que la preuve de la proposition précédente est un cas d’ap-
plication de la proposition 2.2.4.6 où aucun des deux foncteurs définissant le
produit fibré n’induit individuellement un épimorphisme de faisceaux sur les
automorphismes, il faut utiliser la condition plus générale portant sur les deux
simultanément.
Passons maintenant à la définition du groupe Spin, et à une description de
ses torseurs. Pour cela nous aurons besoin de la norme spinorielle.
On considère l’involution standard σq du faisceau en algèbres de Clifford
Cq d’un module quadratique q, forme (étale ou fppf) de qh2n ou q
h
2n+1. Alors
l’application Γq → GL1,Cq définie sur les points par x 7→ σq(x)x arrive en fait
dans Gm ⊂ GL1,Cq , et définit un morphisme de faisceaux en groupes. Toutes
ces affirmations peuvent se vérifier localement, et sont prouvées dans [Knus,
Ch. IV, Lemme 6.1.1] (on vérifie en fait que l’image est dans le centre de Cq
ainsi que dans C0,q).
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Définition 4.5.1.8. — Le morphisme sn : Γq → Gm défini ci-dessus est
appelé norme spinorielle.
Remarque 4.5.1.9. — Pour les formes qh2n et q
h
2n+1, avec n ≥ 1, la norme
spinorielle est surjective sur les points (donc évidemment un épimorphisme de
faisceaux Zariski, étale, fppf). En effet, un élément m ∈ M(T ) ⊂ Cq(T ) est
dans Γq(T ) si et seulement si q(m) est inversible, et auquel cas sn(m) = −q(m).
Les formes qh2n et q
h
2n+1 représentant trivialement tout élément de Γ(T )
∗, on
a le résultat. De plus, la restriction de sn à SΓ est également surjective : on
utilise la classe de m1 ⊗m2 avec q(m1) = 1 et q(m2) l’élément recherché.
Définition 4.5.1.10. — Soit q une forme (étale ou fppf) de qh2n ou q
h
2n+1.
Le schéma en groupes Pinq est le noyau de la norme spinorielle Γq → Gm et
le schéma en groupes Spinq est le noyau de la norme spinorielle SΓq → Gm.
Donc, Spinq = Pinq∩SΓq. (Ils sont bien représentables par des schémas affines
sur S par le lemme 2.3.0.18.)
Les points de Spinq sont donc donnés, pour tout S-schéma T , par
Spinq(T ) = {α ∈ SΓq(T ) t.q. sn(α) = 1}.
Comme d’habitude, on note Spin2n (resp. Spin2n+1) lorsque le module qua-
dratique est hyperbolique et de même pour Pin.
Pour toutes paires de module quadratique (q,M) et (q′,M ′), formes fppf de
h = qh2n ou bien h = q
h
2n+1, on peut considérer l’action Isoq,q′ × Cq → Cq′
induite par le foncteur C. Par construction, pour tout élément f de Isoq,q′ , on
a C(f)(M) ⊆M ′. On en tire que pour un élément g de SΓq, on a C(f)(g) dans
SΓq′ . De plus, C(f)(σq(x)) = σq′(C(f)(x)), où σq et σq′ sont les involutions
standard respectives, donc sn(C(f)(g)) = sn(g) et Spinq est envoyé dans
Spinq′ par C(f). Le foncteur C induit donc des action de Oq sur Cq, C0,q, Γq,
SΓq, Spinq, compatibles aux différentes inclusions les reliant.
Proposition 4.5.1.11. — Par l’action ci-dessus, le Oh-torseur Isoh,q tord
SΓh en SΓq, Spinh en Spinq, le morphisme sn : SΓh → Gm en SΓq → Gm
(l’action de Oh sur Gm est triviale), et les inclusions Spinh → SΓh → Γh en
les inclusions correspondantes pour q.
Démonstration. — Le procédé est le même dans tous les cas. Par exemple pour
SΓ, on définit sur les points un morphisme Isoh,q∧Oh SΓh → SΓq en envoyant
(f, g) sur C(f)(g), puis on faisceautise. Par les propriétés citées ci-dessus, il est
clair que c’est bien défini, et que localement, c’est un isomorphisme. Ensuite,
la torsion des différents morphismes se fait par 2.2.3.4.
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Utilisons le foncteur fibré End : (Vecn)≃ → Azumayan pour construire le
produit fibré (Vecn)≃ ×Azumaya
n
(Vecn)≃ du champ (Vecn)≃ avec lui-même. On
définit un foncteur fibré
(Vecn)≃ ×Azumaya
n
(Vecn)≃ → (Vecn)≃ × (Vec1)≃
en envoyant un triplet (F,G,ψ : EndF
∼→ EndG) sur (G,G∨ ⊗EndF F ),
où EndF agit à gauche sur G par ψ, et donc à droite sur G∨. Au niveau
des morphismes, cela envoie un couple (a, b) tel que φ ◦ inta = intb ◦ φ,
i.e. intφ(a) = intb, i.e. b
−1 ◦ φ(a) central, sur (b, (b−1)∨ ⊗ a), ce dernier étant
bien défini car b−1φ(a) est central. Dans l’autre sens, on définit également
un foncteur fibré en envoyant un objet (G,L) sur l’objet (G ⊗ L,G, φ) où
φ : EndF ≃ EndF⊗L est l’isomorphisme canonique f 7→ f ⊗ id.
Lemme 4.5.1.12. — Ces deux foncteurs sont des équivalences de catégories
inverses l’une de l’autre.
Démonstration. — Laissant de côté la partie de l’objet qui ne bouge pas (le
G), il suffit d’utiliser les isomorphismes canoniques de Morita G∨ ⊗EndG G ≃
OS et G ⊗ G∨ ≃ EndG qui peuvent d’ailleurs se vérifier localement lorsque
F = OnS.
Lemme 4.5.1.13. — Pour tout triplet (F,G, φ : EndF
∼→ G), l’équivalence
de catégories précédente induit sur les groupes d’automorphismes un isomor-
phisme
GLF ×PGLEndF GLG
∼→ GLG ×Gm.
Sur les points, il se décrit ainsi : il envoie un couple (a, b) tel que φ ◦ inta =
intb ◦ φ, i.e. intφ(a) = intb, i.e. b
−1 ◦ φ(a) central, sur le couple (b, b−1 ◦ φ(a)).
Démonstration. — Tout d’abord, le morphisme GLF → PGLEndF est bien
un épimorphisme de faisceaux par 3.2.0.58, donc Aut(F,G,φ) = GLF ×PGLEndF
GLG. Ensuite, il suffit de suivre la manière l’équivalence de catégories sur les
morphismes.
En rang pair, définissons un foncteur fibré
DeplCliff 2n → Vec22n ×Azumaya22n Vec22n
par
(q,N•, φ : Cq ≃ EndN•) 7→ (N
⊗2
• ,Cq, ψ : EndN⊗2• ≃ EndCq )
où ψ est donné par la composition EndN⊗2• ≃ EndN⊗2• ≃ C
⊗2
q ≃ EndCq , le
dernier isomorphisme étant induit par l’involution standard σq : il envoie a⊗ b
sur x 7→ a · x · σq(b). En rang impair, on définit de manière analogue
DeplCliff 2n+1 → Vec22n ×Azumaya22n Vec22n
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par
(q,N, φ : Cq ≃ Z ⊗EndN ) 7→ (N
⊗2,C0,q, ψ : EndN⊗2 ≃ EndC0,q),
où ψ est donné par la composition EndN⊗2 ≃ End
⊗2
N ≃ C
⊗2
0,q ≃ EndC0,q ,
le dernier isomorphisme étant toujours induit par l’involution standard σq.
Considérons alors les foncteurs fibrés
Sn2n : DeplCliff 2n → Vec1 et Sn2n+1 : DeplCliff 2n+1 → Vec1
obtenus comme
DeplCliff 2n → (Vec22n)≃ ×Azumaya22n (Vec22n)≃ ≃ (Vec22n)≃ × (Vec1)≃ → Vec1
i.e. le précédent, suivi de l’équivalence du lemme 4.5.1.12 et de la projection
sur le facteur Vec1. On fait de même avec DeplCliff 2n+1 au lieu de DeplCliff 2n.
Explicitement, Sn2n(q,N•, φ) est donc un fibré en droites L (explicite) tel que
N⊗2• ≃ Cq ⊗ L. De même, Sn2n+1(q,N, φ) est un fibré en droites L tel que
N⊗2 ≃ C0,q⊗L. Les objets triviaux (qh2n, (Λ
∗OnS)•, φh) et (q
h
2n+1,Λ
∗OnS, φh) sont
envoyés sur le fibré trivial OS. Les foncteurs fibrés Sn2n et Sn2n+1 induisent
alors des morphismes de faisceaux en groupes
SΓ2n = Aut(qh2n,(Λ∗OnS)•,φh)
→ AutOS = Gm.
et
SΓ2n+1 = Aut(qh2n+1,Λ∗OnS ,φh)
→ AutOS = Gm.
Proposition 4.5.1.14. — Ces deux morphismes sont la norme spinorielle
sn : SΓ2n → Gm (resp. sn : SΓ2n+1 → Gm) définie en 4.5.1.8.
Démonstration. — La preuve des deux cas est identique. Faisons le cas impair
pour fixer les idées. On part d’un point de SΓ2n+1(T ), qu’on peut décrire
comme une paire (f, g) avec f ∈ Oq(T ) et g ∈ GLhΛ∗On
S
(T ) tels que C0(f) = φh◦
intg ◦φ
−1
h = intφ−1
h
(g). Sa norme spinorielle est par définition σh(φ
−1
h (g))φ
−1
h (g)
où σh est l’involution standard. Par le premier foncteur, on obtient la paire
(g⊗2,C0(f)). Si ψ : EndN⊗2
∼→ EndC0,q est obtenu à partir de φh comme
ci-dessus, alors pour obtenir l’élément de Gm recherché, on doit par le lemme
4.5.1.13 calculer C0(f)−1 ◦ψ(g⊗2). Or ψ(g⊗2) =
(
x 7→ φ−1(g) ·x ·σh(φ
−1(g))
)
.
En composant par C0(f)−1 = intφ−1(g−1), on obtient donc
x 7→ φ−1(g−1) · φ−1(g) · x · σh(φ
−1(g)) · φ−1(g) = x · σh(φ
−1(g)) · φ−1(g)
ce qui est bien la multiplication par la norme spinorielle.
Les torseurs sous les groupes SΓ2n et SΓ2n+1 étant compris, ainsi que la
norme spinorielle, on obtient facilement une description des torseurs sous les
groupes Spin2n et Spin2n+1.
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Considérons-donc les champs DeplCliffSn2n et DeplCliffSn2n+1 définis comme
les produits fibrés
DeplCliffSn2n
//

Final

DeplCliff 2n
Sn2n // Vec1
DeplCliffSn2n+1
//

Final

DeplCliff 2n+1
Sn2n+1
// Vec1
où le foncteur Final → Vec1 qui envoie l’unique objet de chaque fibre sur le
fibré trivialOS. Explicitement, un objet de (DeplCliffSn2n)T est donc de la forme
(q,N•, φ, ψ) où
– q est un OT -module quadratique régulier de rang 2n (une forme de qh2n) ;
– N• est un OT -module localement libre dont les deux composantes sont
localement libres de rang constant 2n−1 ;
– φ : Cq
∼→ EndN• est un isomorphisme de OS-algèbres graduées ;
– ψ : L ∼→ OS est un isomorphisme de OS-modules, où L = Sn(q,N•, φ) =
C∨q ⊗End
N
⊗2
•
N⊗2• est un fibré en droites, qui satisfait à N
⊗2
• ≃ Cq ⊗ L.
Notons que les autres données étant fixées la donnée de ψ équivaut à la donnée
d’un isomorphisme λ : N⊗2• ≃ Cq tel que intλ : EndN⊗2• ≃ EndCq coïncide
avec EndN⊗2• ≃ End
⊗2
N•
≃ C⊗2q ≃ EndCq , ces deux derniers isomorphismes
induit par φ et σq. Un objet de (DeplCliffSn2n+1)T est lui de la forme (q,N, φ, ψ)
où
– q est un OT -module quadratique, forme de qh2n+1,
– N est un OT -module localement libre de rang constant 2n,
– φ : Cq
∼→ Ztriv ⊗EndN est un isomorphisme de OS-algèbres graduées
– ψ : L ∼→ OS est un isomorphisme de OS-modules, où L = Sn(q,N, φ) =
C∨0,q ⊗EndN⊗2 N
⊗2 est un fibré en droites, qui satisfait à N⊗2 ≃ C0,q⊗L.
De même que pour le rang pair, les autres données étant fixées la donnée de
ψ équivaut à la donnée d’un isomorphisme λ : N⊗2 ≃ C0,q tel que intλ :
EndN⊗2 ≃ EndC0,q coïncide avec EndN⊗2 ≃ End
⊗2
N ≃ C
⊗2
0,q ≃ EndC0,q , ces
deux derniers isomorphismes induit par φ et σq.
Les foncteurs Sn2n et Sn2n+1 induisent la norme spinorielle sur les groupes
d’automorphismes des objets triviaux par la proposition 4.5.1.14, et elle est
de plus surjective pour ces objets par la remarque 4.5.1.9. Par la proposition
2.2.4.6, on obtient :
Proposition 4.5.1.15. — Le foncteur fibré qui envoie un objet (q,N•, φ, ψ)
sur Iso(qh2n,(Λ∗OnS)•,φh,ψh),(q,N•,φ,ψ) définit une équivalence de champs
DeplCliffSn2n ≃ Tors(Spin2n)
(pour les topologies étales ou fppf).
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ainsi que :
Proposition 4.5.1.16. — Le foncteur fibré qui envoie un objet (q,N, φ, ψ)
sur Iso(qh2n+1,Λ∗OnS ,φh,ψh),(q,N,φ,ψ) définit une équivalence de champs
DeplCliffSn2n+1 ≃ Tors(Spin2n+1)
(pour les topologies étales ou fppf).
4.5.2. Cas d’une paire quadratique. — Nous introduisons maintenant le
groupe de Clifford (spécial) et le groupe Spin d’une paire quadratique
(A, σ, f). Encore une fois, ces notions sont développées sur un corps dans
[KMRT, Ch. VI, § 23.2], et nous nous bornons à vérifier qu’elles passent à
une base quelconque.
Pour cela, il faut commencer par définir le bimodule de Clifford d’une paire
quadratique. Nous ne reprenons pas la longue construction de loc. cit., qui
fonctionne essentiellement sans changement sur toute base, à ceci-près que
le quotient qui intervient dans la définition doit être considéré comme un
faisceau quotient pour la topologie de Zariski (et non uniquement un quotient
de préfaisceaux).
Ce bimodule de Clifford est noté CA,σ,f . Résumons ses propriétés en une
proposition.
Proposition 4.5.2.1. — Si (A, σ, f) est une paire quadratique, alors
1. CA,σ,f est un OS-module localement libre.
2. Il est muni d’une action à gauche de A, d’une action de bimodule (donc
à gauche et à droite) de C0,A,σ,f , commutant l’une avec l’autre.
3. Il est muni d’un morphisme injectif de OS-modules A→ CA,σ,f .
4. Lorsque q est un module quadratique régulier de rang 2n et (A, σ, f) =
(EndM , ηq, fq), alors on a un isomorphisme canonique et fonctoriel
C(EndM ,ηq ,fq) ≃ M ⊗ C1,q qui identifie les actions précédentes avec
celles que l’on imagine, et le morphisme EndM → C(EndM ,ηq,fq) avec
(id⊗i) ◦ φ−1q : EndM ≃ M ⊗M → M ⊗ C1,q où φq est l’identification
M ⊗M ≃ EndM définie en section 2.7, et i : M → C1,q est l’inclusion
usuelle.
Définition 4.5.2.2. — Le groupe de Clifford spécial (10) SΓA,σ,f est le sous-
groupe de GL1,C0,A,σ,f qui normalise l’image de A dans CA,σ,f .
Il est représentable par un schéma affine sur S par 2.4.4.5.
10. appelé groupe de Clifford tout court et noté ΓA,σ,f dans [KMRT].
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Proposition 4.5.2.3. — Lorsque q est un module quadratique régulier de
rang 2n et (A, σ, f) = (EndM , ηq, fq), alors on a un isomorphisme
SΓEndM ,ηq,fq ≃ SΓq
induit par l’isomorphisme C0,EndM ,ηq,fq ≃ C0,q.
Démonstration. — Cela revient à vérifier que dans ce cas déployé, le norma-
lisateur est bien le groupe de Clifford spécial. Comme le bimodule de Clifford
est alors isomorphe à M ⊗C1,q, avec action à droite et à gauche de C0,q sur
le deuxième facteur, il y a une inclusion évidente, dont on vérifie facilement
qu’elle est un isomorphisme localement lorsque M est libre.
Rappelons que σ est l’involution standard (ou canonique) sur C0,A,σ,f dé-
finie en 4.2.0.13, et qu’elle correspond à l’involution standard σq sur C0,q par
l’isomorphisme C0,EndM ,ηq,fq ≃ C0,q.
Lemme 4.5.2.4. — Alors, pour tout point g de SΓA,σ,f (T ) l’élément σ(g)g
est dans Gm(T ).
Démonstration. — Cela se vérifie localement pour la topologie étale, on peut
donc supposer que SΓA,σ,f est celui d’un module quadratique régulier, auquel
cas cela découle de l’explication précédant 4.5.1.8.
Définition 4.5.2.5. — On appelle norme spinorielle sn le morphisme
SΓA,σ,f → Gm ainsi défini.
Définition 4.5.2.6. — Le faisceau en groupes SpinA,σ,f est défini comme le
noyau de la norme spinorielle SΓA,σ,f → Gm.
Il est représentable par un schéma affine sur S par la remarque 2.3.0.19.
De même qu’en 4.4.0.47, le groupe algébrique PGOA,σ,f agit sur SΓA,σ,f et
sur SpinA,σ,f en préservant les morphismes d’inclusion et la norme spinorielle.
On obtient donc immédiatement :
Proposition 4.5.2.7. — Par l’action du groupe algébrique PGOM2n,η2n,f2n ,
le torseur Iso(Mn,η2n,f2n),(A,σ,f) tord SΓ2n en SΓA,σ,f et de même pour Spin.
4.6. Suites exactes longues de cohomologie. — Notons que le foncteur
DeplCliff 2n+1 → Formes(q
h
2n+1) qui oublie tout sauf le module quadratique se
factorise par un foncteur DeplCliff 2n+1 → QuadDetTriv2n+1, en conservant l’iso-
morphisme entre la partie impaire Z1 du centre de son algèbre de Clifford
(canoniquement isomorphe à ∆M par 4.2.0.17, point 1) et OS. En d’autres
termes, le morphisme naturel SΓ2n+1 → O2n+1 se factorise par SO2n+1, et
donc par torsion (Proposition 2.2.3.9) on obtient de même une factorisation
du morphisme SΓq → Oq par SOq pour tout q, forme fppf de qh2n+1.
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Proposition 4.6.0.8. — Pour tout q, forme fppf de qh2n+1, on a le diagramme
commutatif de faisceaux fppf aux lignes et aux colonnes exactes
(9) 1

1

1

1 // µ2 //

Spinq

// SOq // 1
1 // Gm //
(−)2

SΓq //
sn

SOq //

1
1 // Gm

Gm //

1
1 1
où les deux morphismes horizontaux vers SO sont ceux définis juste au-dessus.
De plus, le diagramme pour une forme q est obtenu par torsion par la procédure
de la proposition 2.2.3.9 à partir de celui pour q = qh2n+1.
Démonstration. — On montre d’abord le diagramme quand q = qh2n+1. La
première colonne est exacte car tout élément de Γ(S)× est localement un carré
pour la topologie fppf. La deuxième colonne est exacte par la remarque 4.5.1.9.
La deuxième ligne est exacte à gauche. En effet, tout élément de SΓ qui induit
l’identité par conjugaison sur M est central dans C0, et est donc un élément
de Gm par 4.2.0.17. Sa norme spinorielle est alors son carré, ce qui explique
la commutativité du carré en bas à gauche, ainsi que l’exactitude à gauche
de la première ligne. Il ne reste qu’à montrer que le morphisme Spin → SO
est un épimorphisme, puisque cela implique bien entendu la même chose pour
SΓ→ SO. Remarquons tout d’abord que localement, pour la topologie Zariski,
la proposition 4.3.0.25 assure que tout élément f de SOq(S) se décompose en
produit de réflexions orthogonales f = τv1 ◦ · · · ◦ τvm par rapport aux vecteurs
v1, . . . , vm tels que les q(vi) sont tous inversibles. Puisque τv = τλv pour tout
λ ∈ Gm(S), par extension fppf, on peut supposer que tous les vi sont tels que
q(vi) = −1. Alors la norme spinorielle de la classe de l’élément v1 ⊗ · · · ⊗ vm
est bien 1 et il s’envoie bien sur (−τv1) ◦ · · · ◦ (−τvm) = (−1)
mf . Soit m est
pair, soit m est impair, et puisque 1 = det(f) = (−1)m par le Lemme 2.6.1.18,
c’est donc que 1 = −1 dans OS(S). Dans les deux cas, v1 ⊗ · · · ⊗ vm s’envoie
donc sur f .
Enfin, le cas d’un module quadratique général s’obtient par torsion du
précédent, en appliquant la proposition 4.5.1.11, pour les deux colonnes de
droite du diagramme. On vérifie sans peine que l’action de Oqh2n+1 sur les
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groupes (abéliens) noyaux µ2 et Gm est triviale et qu’il ne se tordent pas, par
conséquent.
Proposition 4.6.0.9. — Pour tout q, forme fppf de qh2n, on a le diagramme
commutatif de faisceaux fppf aux lignes et aux colonnes exactes
(10) 1

1

1

1 // µ2 //

Spinq

// O+q
// 1
1 // Gm //
(−)2

SΓq //
sn

O+q
//

1
1 // Gm

Gm //

1
1 1
où la ligne du milieu est la suite exacte (8) de la proposition 4.5.1.3. De plus,
le diagramme pour une forme q est obtenu par torsion par la procédure de la
proposition 2.2.3.9 à partir de celui pour q = qh2n.
Démonstration. — Ainsi que dans la proposition précédente, on a la commu-
tativité du diagramme en bas à gauche, puis que l’intersection de Gm et Spinq
dans SΓq est bien µ2. Pour vérifier que Spinq → O
+
q est un épimorphisme,
étant donné qu’on sait déjà que SΓq → O+q en est un, il suffit de relever fppf-
localement un point de O+q , et de le corriger par un élément provenant de Gm
afin de rendre sa norme spinorielle triviale. Quitte à localiser encore, c’est pos-
sible par commutativité du diagramme en bas à gauche, puisque tout élément
est fppf-localement un carré.
L’affirmation sur les formes tordues s’obtient comme dans la proposition
précédente.
5. Connexité
Traitons maintenant de la connexité géométrique des groupes de nature
quadratique introduits précédemment. Rappelons que :
Lemme 5.0.0.10. — Soit X un schéma sur un corps k et soit k¯ un extension
de k algébriquement close. Si Xk¯ est connexe, alors il en est de même de X.
De plus, si X est localement de type fini sur k, alors Xk¯(k¯) est (très) dense
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dans l’espace topologique sous-jacent à Xk¯, et X est donc connexe si Xk¯(k¯)
l’est.
Démonstration. — Voir [EGA, Ch. IV, Prop. 4.5.1 et 10.4.9].
Soit n ≥ 1 et soit (q,M) un OS-module quadratique de rang n, forme
de qhn. Soit Xq la quadrique affine sur S donnée sur les points par Xq(T ) =
{v ∈M(T ) t.q. q(v) = 1}. De même, soit Uq le sous foncteur de M défini par
Uq(T ) = {v ∈ M(T ) t.q. q(v) ∈ Γ(T )×}. Alors la quadrique Xq est représen-
table par un schéma affine localement de type fini sur S, fermé dans Uq qui est
un ouvert affine sur S dans M . En effet, par la proposition 2.3.0.17, on se ra-
mène au cas où q est hyperbolique, orXqh2n est tirée de Spec(Z[x1, . . . , x2n]/(1−∑
xixi+1)) et Uqh2n de Spec(Z[x1, . . . , x2n][(
∑
xixi+1)
−1]). Le cas de rang im-
pair est analogue. Sur tout corps, on vérifie également aisément que Xq est
irréductible puisque défini par un polynôme irréductible sur une clôture algé-
brique, donc connexe, et Uq est irréductible donc connexe puisqu’ouvert non
vide dans An qui est irréductible. Par ailleurs, l’action (fidèle) de Gm sur M
se restreint en une action sur Uq.
Lemme 5.0.0.11. — Si q est une forme de qh2n (n ≥ 1) et si v ∈ M(S) est
tel que q(v) est inversible, alors la réflexion orthogonale τv par rapport à v est
d’invariant de Arf égal à 1 ∈ (Z/2)(S).
Démonstration. — Puisque Z/2 est localement constant, il suffit de le véri-
fier sur les fibres géométriques, et donc quand q ≃ qh2n. On considère alors
l’application Uq → Oq définie sur les points par v 7→ τv. Puisque (Uq)k est
connexe par le lemme précédent et (Z/2)k est constitué de deux points fermés,
la composition (Uq)k → (Oq)k → (Z/2)k est constante. Il suffit donc de monter
qu’une réflexion bien précise s’envoie sur 1 ∈ (Z/2)(k). Choisissons la réflexion
par rapport à e1 − e2, ou e1 et e2 sont une paire de vecteurs engendrant un
plan hyperbolique et tels que q(e1) = q(e2) = 0 et bq(e1, e2) = 1. Elle provient
de (qh2n)Z et par connexité de Z, l’invariant de Arf est constant dessus, on peut
donc se contenter de le calculer pour une fibre de caractéristique différente de
2, auquel cas Z/2 ≃ µ2 par i 7→ (−1)i, et le résultat découle alors du lemme
2.6.1.18.
Lemme 5.0.0.12. — Tout produit d’un nombre pair de réflexions est dans la
composante connexe du neutre de Oq.
Démonstration. — Par récurrence, il suffit de le montrer pour un produit
de deux réflexions, puisque tout élément g de Oq permute les composantes
connexes, donc τ1 · · · τ2m−2 et (τ1 · · · τ2m−2)(τ2m−1τ2m) sont dans la même
composante connexe, si (τ2m−1τ2m) est dans la composante du neutre. De
plus, on peut supposer la base S connexe, et même vérifier la propriété sur
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les fibres géométriques. Soient v1 et v2 tels que q(v1) et q(v2) sont inversibles.
Alors l’application Uq → Oq définie sur les points par v 7→ τvτv2 atteint τv1τv2
et id = τv2τv2 , ce qui montre le résultat par connexité de Uq.
Théorème 5.0.0.13. — Pour toute forme (étale ou fppf) q de qh2n, le groupe
algébrique O+q est à fibres connexes.
Démonstration. — Par le lemme 5.0.0.10, on se limite à prouver la connexité
de l’espace O+q (k) lorsque k est algébriquement clos. Tout élément deOq(k) est
alors un produit de réflexions par le théorème de Cartan-Dieudonné 2.6.1.20,
et est dans O+q (k) si et seulement si ce nombre est pair par le lemme 5.0.0.11.
Il résulte alors du lemme 5.0.0.12 que O+q est alors exactement la composante
connexe du neutre de Oq.
Théorème 5.0.0.14. — Pour toute forme (étale ou fppf) q de qh2n+1, le
groupe algébrique SOq est à fibres connexes.
Démonstration. — On se ramène de nouveau à montrer que SOq(k) est
connexe si k est algébriquement clos et q = qh2n+1. Par le théorème 2.6.1.21,
tout élément g de Oq(k) est un produit de m réflexions orthogonales. Si la
caractéristique de k est différente de 2, par le lemme 5.0.0.12, on a g ∈ SOq(k)
si et seulement si m est pair, ce qui prouve que SOq coïncide avec la com-
posante connexe du neutre, puisque µ2 a deux composantes connexes. Si la
caractéristique de k est 2, on remarque que id = τe où e est une base de 〈1〉
dans la décomposition qh2n+1 = q
h
2n ⊥ 〈1〉. On peut donc rajouter τe à un
produit pour se ramener à un nombre pair de réflexions, et tout SOq(k) est
égal à sa composante connexe du neutre.
Lemme 5.0.0.15. — Soit k un corps algébriquement clos et soient G schéma
en groupes localement de type fini sur k et F un sous-schéma en groupes. Si
l’inclusion est quasi-compacte (automatique si F est affine ou fermé dans G)
et si le quotient fppf est représenté par un schéma H, alors H(k) ≃ G(k)/F (k)
comme espaces topologiques.
Démonstration. — C’est évident en tant qu’ensembles sous-jacents, la seule
chose à montrer est que la topologie sur H(k) est bien la topologie quotient,
autrement dit que l’application G(k) → H(k) est ouverte, ce qui découle de
[SGA3, Exp. VI, théorème 3.2].
Exercice 5.0.0.16. — Soit F un sous-groupe d’un groupe topologique G. Si
G/F est connexe et F est inclus dans une composante connexe de G, ce qui
est en particulier le cas si F est connexe, alors G connexe.
Théorème 5.0.0.17. — Pour toute forme (étale ou fppf) q de qh2n ou q
h
2n+1,
les groupes algébriques Spinq et SΓq sont à fibres connexes.
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Démonstration. — Comme précédemment, il suffit de montrer que Spinq(k)
(resp. SΓq(k)) est connexe lorsque k est un corps algébriquement clos et donc
q = qh2n ou q = q
h
2n+1.
En rang impair, on utilise alors la surjection Spin2n+1(k) → SO2n+1(k)
(resp. ou SΓ2n+1(k)→ SO2n+1(k)) de noyau µ2(k) (resp. Gm) de la proposi-
tion 4.6.0.8. Le lemme 5.0.0.15 et l’exercice 5.0.0.16, achèvent la preuve pour
SΓq, et il suffit de montrer que µ2(k) est tout entier dans une composante
connexe de Spin2n+1(k). Or ce sous-groupe est µ2 · 1 au sein de l’algèbre de
Clifford. Si e1 et e2 sont deux vecteurs engendrant un plan hyperbolique, tels
que q(e1) = q(e2) = 0 et bq(e1, e2) = 1, il y a une copie de Gm ⊆ SΓ2n+1 des
éléments de la forme αe1⊗e2+α−1e2⊗e1, puisque e1⊗e2+e2⊗e1 = 1. Or ils
sont de norme spinorielle 1, par un calcul direct. Cette copie de Gm (connexe)
est donc dans Spin2n+1 et contient µ2.
En rang pair, on procède de même, mais en avec la surjection de la propo-
sition 4.6.0.9.
Proposition 5.0.0.18. — Pour toute forme (étale ou fppf) q de qh2n, le
groupe algébrique PGO+q est à fibres connexes.
Démonstration. — Cela découle de la connexité des fibres de O+q et de la
surjection O+q → PGO
+
q de la proposition 4.4.0.46.
Proposition 5.0.0.19. — Le groupe symplectique Sp2n (voir la définition
7.1.0.39 plus bas) est à fibres connexes.
Démonstration. — La preuve est similaire à celle de la connexité de O+, mais
un peu plus simple : sur un corps k, tout élément de Sp2n est un produit
de transvections symplectiques (voir [4]), c’est-à-dire de transformations de la
forme τv,λ : x 7→ x + λah2n(x, v)v et réciproquement, toute transvection sym-
plectique est évidement un élément du groupe symplectique. On connecte alors
toute transvection symplectique à l’identité en faisant varier λ. Puisque Ga est
connexe, cela montre que toute transvection symplectique est dans la compo-
sante connexe de l’identité, ainsi que tout élément du groupe symplectique,
par récurrence.
6. Groupes semi-simples de type Bn
6.1. Groupe déployé adjoint. — Dans cette section, (M, q) est toujours
un OS-module quadratique tel que M est localement libre de type fini (voir la
section 2.6), de groupe orthogonal noté Oq (définition 2.6.1.16), et de groupe
spécial orthogonal noté SOq (définition 4.3.0.22). Nous supposerons de plus
que (M, q) est une forme fppf de qh2n ou de q
h
2n+1, pour un certain n ≥ 1.
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Proposition 6.1.0.20. — Si m est le rang deM , alors les fibres géométriques
des groupes algébriques Oq, SOq et, si m est pair, O+q sont de dimension
m(m− 1)/2 (donc n(2n− 1) si m = 2n ou n(2n+ 1) si m = 2n+ 1).
Démonstration. — Sur un corps algébriquement clos, q = qh2n ou q = q
h
2n+1.
On peut alors suivre la preuve de [2, §23.6] mutatis mutandis pour Oq. On en
déduit le résultat pour les autres groupes par la proposition 2.9.0.47 à l’aide
des suites exactes des propositions 4.3.0.24, 4.3.0.26 et 4.3.0.28.
Rappelons que le module sous-jacent à qh2n+1 est O
2n+1
S , de base canonique
notée (e0, e1, . . . , e2n), et la structure quadratique est donnée par l’équation
qh2n+1(x0, x1, . . . , x2n) = x
2
0 + x1x2 + · · ·+ x2n−1x2n.
Définition 6.1.0.21. — Nous noterons O2n+1 (resp. SO2n+1) au lieu de
Oqh2n+1
(resp. SOqh2n+1).
Calculons maintenant l’algèbre de Lie de O2n+1 comme une sous-algèbre de
LieGL2n+1 , conformément au lemme 2.8.0.40. En considérant la suite exacte
0 // LieO2n+1(S)
// O2n+1(IS)
p
// O2n+1(S) // 1
dont chacun des termes s’inclut dans le terme correspondant de la suite (4)
de GL2n+1, on s’aperçoit que LieO2n+1(S) est constituée des éléments de la
forme 1 + ft avec f ∈ M2n+1(Γ(S)) satisfaisant (bh)T (fT (v), v) = 0 pour tout
S-schéma T et tout v ∈ Γ(T )2n+1. Ceci est équivalent à dire que le module
bilinéaire bh,f : O
2n+1
S ×O
2n+1
S → OS donné par bh,f(x, y) = bh(f(x), y) est
alterné.
Pour calculer la dimension des fibres géométriques de cette algèbre de Lie,
on peut localiser et donc supposer S affine égal à Spec(R) avec R local. Notons
B la matrice de fR sur la base canonique de O
2n+1
S (R) (resp. C celle de bqR,fR).
On a alors, pour tout j = 0, . . . , 2n, les égalités C0j = 2B0j , C2i−1,j = B2i,j
et C2i,j = B2i−1,j pour tout i = 1, . . . , n. Il est clair que C est alternée si et
seulement si Cii = 0 et Cij = −Cji pour tous i 6= j. On obtient finalement les
équations suivantes :

2B00 = B2i,2i−1 = B2i−1,2i = 0 pour tout i = 1, . . . , n
2B0,2j = −B2j−1,0 pour tout j = 1, . . . , n
2B0,2j−1 = −B2j,0 pour tout j = 1, . . . , n
B2i−1,2j = −B2j−1,2i pour tout 1 ≤ i < j ≤ n
B2i,2j = −B2j−1,2i−1 pour tout i, j = 1, . . . , n
B2i,2j−1 = −B2j,2i−1 pour tout 1 ≤ i < j ≤ n.
Si R est une algèbre sur un corps k de caractéristique différente de 2, la
dimension de LieO2n+1(R) est ainsi (2n + 1)
2 − (2n2 + 3n + 1) = (2n + 1) ·
n. Elle est égale à la dimension du groupe algébrique (O2n+1)k qui est par
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conséquent lisse par la proposition 2.9.0.44. Par contre, si R est sur un corps k
de caractéristique 2, on voit qu’on a seulement 2n2+3n équations linéairement
indépendantes. L’algèbre de Lie LieO2n+1(k) est ainsi de dimension strictement
supérieure à la dimension de (O2n+1)k. On peut donc en conclure que O2n+1
n’est pas lisse sur Z puisque ses fibres géométriques ne sont pas toutes lisses.
Si par contre on se restreint au noyau du déterminant, la lissité s’améliore.
L’algèbre de Lie LieSO2n+1 est la sous-algèbre de LieO2n+1 des matrices de
trace nulle. On obtient ainsi une description de l’algèbre de Lie de SO2n+1(R)
pour tout anneau R comme étant la sous-algèbre de M2n+1(R) des matrices
Bij satisfaisant les relations

B00 = B2i,2i−1 = B2i−1,2i = 0 pour tout i = 1, . . . , n
2B0,2j = −B2j−1,0 pour tout j = 1, . . . , n
2B0,2j−1 = −B2j,0 pour tout j = 1, . . . , n
B2i−1,2j = −B2j−1,2i pour tout 1 ≤ i < j ≤ n
B2i,2j = −B2j−1,2i−1 pour tout i, j = 1, . . . , n
B2i,2j−1 = −B2j,2i−1 pour tout 1 ≤ i < j ≤ n.
On trouve alors une base LieSO2n+1(R) donnée par les matrices

E0,2i − 2E2i−1,0 pour tout i = 1, . . . , n
E0,2i−1 − 2E2i,0 pour tout i = 1, . . . , n
E2i−1,2j−1 − E2j,2i pour i, j = 1, . . . , n
E2i−1,2j − E2j−1,2i pour 1 ≤ i < j ≤ n
E2i,2j−1 − E2j,2i−1 pour 1 ≤ i < j ≤ n.
où Ei,j dénote comme d’habitude la matrice élémentaire avec un 1 en ligne i
colonne j et zéro ailleurs. Elle est donc de dimension n(2n+ 1).
Proposition 6.1.0.22. — Le groupe SO2n+1 est semi-simple.
Démonstration. — On vérifie tout d’abord que SO2n+1 est lisse sur Spec(Z).
Au vu de la proposition 2.9.0.45, il suffit de vérifier que les fibres sont connexes,
lisses, et de dimension constante. La connexité est prouvée dans le théorème
5.0.0.14. Les fibres sont lisses par la proposition 2.9.0.44 puisque sur tout corps
k, sa dimension est bien égale à celle de la fibre (SO2n+1)k. Par changement
de base, il reste donc lisse sur toute base S. Il est de plus affine sur S (voir
juste avant 4.3.0.22). Pour conclure qu’il est réductif (au sens de [SGA3])
et même semi-simple, on utilise que les fibres géométriques de SO2n+1 sont
(semi-)simples par [KMRT, Theorem 25.10].
Pour trouver un tore maximal de SO2n+1, on constate que le morphisme
défini sur les points par (α1, . . . , αn) 7→ (1, α1, α
−1
1 , α2, α
−1
2 , . . . , αn, α
−1
n ) de
Gnm vers Diag2n+1 a pour image un sous-tore fermé Diag2n+1 isomorphe à
Gnm et est en fait dans le sous-groupe fermé SO2n+1 de GL2n+1. On note
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DiagSO2n+1 ce sous-groupe de SO2n+1. Par définition, DiagSO2n+1 est un
tore déployé de rang n et il est maximal puisque il est maximal sur les fibres
géométriques par [2, §23.6]. Considérons la base de caractères {ti|i = 1, . . . , n}
de ce tore donnés par
ti(1, α1, α
−1
1 , α2, α
−1
2 , . . . , αn, α
−1
n ) = αi
pour i = 1, . . . , n.
Les données d’une base de l’algèbre de Lie comme sous-algèbre de M2n+1
et du tore maximal comme un sous-tore du tore maximal usuel de GL2n+1
permettent de calculer les racines de SO2n+1. Pour ce faire, rappelons tout
d’abord la proposition 3.1.0.53 qui montre que le tore des matrices diagonales
dans GL2n+1 agit sur l’algèbre de Lie via
TEijT
−1 = ti(T )t
−1
j (T )Eij .
Les espaces propres de la représentation adjointe (et les racines) sont donc les
suivants :
1. Le sous-module de l’algèbre de Lie du tore (les matrices diagonales dans
l’algèbre de Lie) de poids trivial.
2. Le module libre de rang 1 de base (E0,2i − 2E2i−1,0) de poids ti pour
1 ≤ i ≤ n.
3. Le module libre de rang 1 de base (E0,2i−1 − 2E2i,0) de poids −ti pour
1 ≤ i ≤ n.
4. Le module libre de rang 1 de base (E2i−1,2j−1 − E2j,2i) de poids ti − tj
pour tout i, j = 1, . . . , n avec i 6= j.
5. Le module libre de rang 1 de base (E2i−1,2j − E2j−1,2i) de poids ti + tj
pour tout 1 ≤ i < j ≤ n.
6. Le module libre de rang 1 de base (E2i,2j−1 −E2j,2i−1) de poids −ti − tj
pour tout 1 ≤ i < j ≤ n.
On explicite maintenant pour toute racine α non triviale l’unique morphisme
DiagSO2n+1-équivariant de groupes algébriques
expα : Ga → SO2n+1
induisant l’inclusion canonique de l’espace propre associé à α dans son algèbre
de Lie ([SGA3, Exp. XXII, théorème 1.1]). On trouve :
1. Le morphisme expti défini par λ 7→ Id+ λ(E0,2i − 2E2i−1,0 − λE2i−1,2i).
2. Le morphisme exp−ti défini par λ 7→ Id+λ(E0,2i−1− 2E2i,0−λE2i,2i−1).
3. Le morphisme expti−tj défini par λ 7→ Id+ λ(E2i−1,2j−1 − E2j,2i).
4. Le morphisme expti+tj défini par λ 7→ Id+ λ(E2i−1,2j − E2j−1,2i).
5. Le morphisme exp−ti−tj défini par λ 7→ Id+ λ(E2i,2j−1 − E2j,2i−1).
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Étant donnés les racines et les morphismes exponentiels, on calcule les
coracines. Associant à chaque racine dans la liste ci-dessus, on trouve dans
l’ordre :
1. Les coracines 2t∨i pour tout 1 ≤ i ≤ n.
2. Les coracines −2t∨i pour tout 1 ≤ i ≤ n.
3. Les coracines t∨i − t
∨
j pour tout i, j = 1, . . . , n avec i 6= j.
4. Les coracines t∨i + t
∨
j pour tout 1 ≤ i < j ≤ n.
5. Les coracines −t∨i − t
∨
j pour tout 1 ≤ i < j ≤ n.
Les accouplements sont (X,Y ) 7→ −XY dans le cas 5. ci-dessus, et (X,Y ) 7→
XY dans tous les autres cas.
Nous pouvons ainsi énoncer la proposition suivante :
Proposition 6.1.0.23. — La donnée radicielle de SO2n+1 relativement au
tore maximal déployé DiagSO2n+1 est
– Le Z-module libre N ≃ Zn des caractères de DiagSO2n+1 (dont t1, . . . , tn
forment une base) ;
– Le sous-ensemble fini de celui-ci formé des racines ±ti pour 1 ≤ i ≤ n et
±ti ± tj pour 1 ≤ j < i ≤ n ;
– Le Z-module libre N∨ ≃ Zn des cocaractères (de base duale t∨1 , . . . , t
∨
n) ;
– Le sous-ensemble fini de celui-ci formé des coracines ±2t∨i pour i = 1 ≤
i ≤ n et ±t∨i ± t
∨
j pour 1 ≤ j < i ≤ n.
Finalement, on déduit le résultat suivant des calculs précédents :
Théorème 6.1.0.24. — Pour tout n ≥ 1, le groupe SO2n+1 est déployé,
semi-simple et adjoint de type Bn.
Démonstration. — Le groupe est semi-simple par la proposition 6.1.0.22 et
adjoint puisque ses racines engendrent les caractères du tore. On voit que
les racines {t1 − t2, t2 − t3, . . . , tn−1 − tn, tn} forment un système de racines
simples, et il est facile de vérifier que son diagramme de Dynkin associé est de
type Bn.
6.2. Groupe déployé simplement connexe. — Soit (M, q) un OS-
module quadratique. On dispose de son algèbre de Clifford Cq (définition
4.2.0.6), à laquelle on associe son groupe de Clifford Γq (définition 4.5.1.1)
ainsi que son groupe de Clifford pair SΓq (définition 4.5.1.2) qui sont donnés
sur les R-points par
Γq(R) = {g ∈ C
×
qR| g(MR)g
−1 =MR}.
et
SΓq(R) = {g ∈ C
×
0,qR
| g(MR)g
−1 =MR}.
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On dispose enfin du groupe spinoriel Spinq associé à (M, q) (définition 4.5.1.10)
dont les R-points sont de la forme
Spinq(R) = {g ∈ C0(MR, qR)
×|g(MR)g
−1 =MR et g · σ(g) = 1}
où σ est l’involution standard ou canonique.
Proposition 6.2.0.25. — Sur toute fibre géométrique s, le groupe algébrique
Spin2n (resp. Spin2n+1) est de dimension n(2n− 1) (resp. n · (2n + 1)).
Démonstration. — On utilise la proposition 2.9.0.47. La ligne exacte du haut
du diagramme de la proposition 4.6.0.9 montre que la dimension est la même
que celle de SO2n, donnée par la proposition 6.1.0.20. On procède de même
avec la suite exacte de la proposition 4.6.0.8 pour Spin2n+1.
Supposons maintenant que q = qh2n+1 et que S = Spec(Z) et calculons
l’algèbre de Lie de Spin2n+1. Pour ce faire, on considère la suite exacte (3)
0 // LieSpin2n+1(R)
// Spin2n+1(R[t])
p
// Spin2n+1(R) // 1
pour tout anneau R. Un élément de la forme 1 + ta avec a ∈ C0(MR, qR) est
dans Spin2n+1(R[t]) si et seulement si am − ma ∈ M pour tout m ∈ M et
a+ σ(a) = 0. La première condition donne a = b+
∑
0≤i<j≤2n aijei ⊗ ej pour
des éléments b, aij ∈ R, et la seconde condition donne 2b+
∑n
i=1 a2i−1,2i = 0.
Une base de l’algèbre de Lie LieSpin2n+1(R) est ainsi donnée par les éléments
suivants :
1. 1− 2e2n−1 ⊗ e2n
2. e2i−1 ⊗ e2i − e2n−1 ⊗ e2n pour tout 1 ≤ i ≤ n− 1.
3. ei⊗ej pour tout 0 ≤ i < j ≤ 2n avec (i, j) 6= (2r−1, 2r) pour r = 1, . . . , n.
Cela montre que l’algèbre de Lie est le groupe vectoriel associé à un module
libre de rang n(2n+ 1). On en déduit :
Proposition 6.2.0.26. — Le schéma en groupes Spin2n+1 est semi-simple.
Démonstration. — On sait que les fibres sont connexes (théorème 5.0.0.17),
de dimension constante et semi-simples. Elles sont lisses par la proposition
2.9.0.44 et les calculs ci-dessus. La proposition 2.9.0.45 fournit donc la lissité sur
Spec(Z), puis sur toute autre base par changement de base. Nous savons déjà
que Spin2n+1 est affine (juste après la définition 4.5.1.10). Il est donc réductif et
semi-simple au sens de [SGA3] puisqu’à fibres semi-simples (résultat classique
qu’on peut obtenir à partir de la semi-simplicité des fibres de SO2n+1 et de la
suite exacte les reliant).
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Pour déterminer un tore maximal de Spin2n+1, on considère le diagramme
de la proposition 4.6.0.8 pour la forme qh2n+1
1

1

1

1 // µ2 //

Spin2n+1

// SO2n+1 // 1
1 // Gm //
(−)2

SΓ2n+1 //

SO2n+1 //

1
1 // Gm

Gm //

1
1 1
dont la seconde ligne, la suite exacte
1 // Gm // SΓ2n+1
χ
// SO2n+1 // 1
nous permet facilement de trouver un tore maximal de SΓ2n+1. En effet, soit
DiagSΓ2n+1 la préimage de DiagSO2n+1 sous le morphisme χ. Une extension
de tores étant un tore, on voit que DiagSΓ2n+1 est un tore, qui est maximal
puisque DiagSO2n+1 l’est. On peut expliciter les caractères de DiagSΓ2n+1,
mais on ne se servira que des cocaractères qui décrivent explicitement le tore.
On trouve les cocaractères suivants :
s∨0 : Gm → DiagSΓ2n+1
défini pour tout schéma T et tout α ∈ Γ(T ) par s∨0 (α) = α · 1 (dans l’algèbre
de Clifford)
s∨1 : Gm → DiagSΓ2n+1
défini par s∨1 (α) = αe1 ⊗ e2 + e2 ⊗ e1, ainsi que pour tout i = 2, . . . , n les
morphismes
t∨i : Gm → DiagSΓ2n+1
où t∨i (α) est donné par la formule
αe1⊗e2⊗e2i−1⊗e2i+e1⊗e2⊗e2i⊗e2i−1+e2⊗e1⊗e2i−1⊗e2i+α
−1e2⊗e1⊗e2i⊗e2i−1.
Considérons maintenant la suite exacte de groupes de la colonne du milieu
dans le diagramme ci-dessus
1 // Spin2n+1 // SΓ2n+1
sn // Gm // 1
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où sn est la norme spinorielle (définition 4.5.1.8). Le noyau de la restriction sn :
DiagSΓ2n+1 → Gm de la norme spinorielle au tore maximal de SΓ2n+1 donne
immédiatement un tore maximal de Spin2n+1. On le note DiagSpin2n+1. On
a sn(s∨0 (α)) = α
2, sn(s∨1 (α)) = α et sn(t
∨
i (α)) = 1 pour tout i = 2, . . . , n.
Il s’ensuit que le cocaractère t∨1 = 2s
∨
1 − s
∨
0 (donné par t
∨
1 (α) = αe1 ⊗ e2 +
α−1e2 ⊗ e1) et les cocaractères t∨i (i = 2, . . . , n) déterminent DiagSpin2n+1.
Les caractères de ce tore sont donnés par ti(t∨j (αj)) = δijαj pour tout
i, j = 1, . . . , n.
On calcule maintenant les racines de Spin2n+1 par rapport au tore maximal
DiagSpin2n+1 et les espaces propres dans la représentation adjointe. On trouve
pour tout anneau R :
1. L’algèbre de Lie du tore engendré par R · (1 − 2e2n−1 ⊗ e2n) et par les
R · (e2i−1 ⊗ e2i − e2n−1 ⊗ e2n) pour tout i = 2, . . . , n.
2. Le sous-module R · (e0 ⊗ e1) de poids 2t1 + t2 + . . .+ tn.
3. Le sous-module R · (e0 ⊗ e2) de poids −2t1 − t2 − . . . − tn.
4. Le sous-module R · (e0 ⊗ e2i−1) de poids ti pour tout i = 2, . . . , n.
5. Le sous-module R · (e0 ⊗ e2i) de poids −ti pour tout i = 2, . . . , n.
6. Le sous-module R · (e1⊗ e2i−1) de poids 2t1+2ti+
∑n
j=2,j 6=i tj pour tout
i = 2 . . . , n.
7. Le sous-module R ·(e2⊗e2i) de poids −2t1−2ti−(
∑n
j=2,j 6=i tj) pour tout
i = 2, . . . , n.
8. Le sous-module R·(e2i−1⊗e2j−1) de poids ti+tj pour tout 2 ≤ i < j ≤ n.
9. Le sous-module R · (e2i ⊗ e2j) de poids −ti− tj pour tout 2 ≤ i < j ≤ n.
10. Le sous-module R · (e1 ⊗ e2i) de poids 2t1 +
∑n
j=2,j 6=i tj pour tout
i = 2, . . . , n.
11. Le sous-module R · (e2 ⊗ e2i−1) de poids −2t1− (
∑n
j=2,j 6=i tj) pour tout
i = 2, . . . , n.
12. Le sous-module R · (e2i−1⊗e2j) de poids ti− tj pour tout 2 ≤ i < j ≤ n.
13. Le sous-module R · (e2i⊗e2j−1) de poids tj− ti pour tout 2 ≤ i < j ≤ n.
Les morphismes exponentiels sont donnés pour tous les espaces propres par
λ 7→ 1+λ(ei⊗ ej) avec i < j. Les racines et les morphismes exponentiels étant
connus, il est facile de calculer les coracines. Associant à chaque racine dans la
liste ci-dessus sa coracine, on trouve dans l’ordre :
2. La coracine t∨1 .
3. La coracine −t∨1 .
4. Les coracines 2t∨i − t
∨
1 pour tout i = 2, . . . , n.
5. Les coracines t∨1 − 2t
∨
i pour tout i = 2, . . . , n..
6. Les coracines t∨i pour tout i = 2 . . . , n.
7. Les coracines −t∨i pour tout i = 2 . . . , n.
8. Les coracines t∨i + t
∨
j − t
∨
1 pour tout 2 ≤ i < j ≤ n.
9. Les coracines t∨1 − t
∨
i − t
∨
j pour tout 2 ≤ i < j ≤ n.
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10. Les coracines t∨1 − t
∨
i pour tout i = 2, . . . , n.
11. Les coracines t∨i − t
∨
1 pour tout i = 2, . . . , n.
12. Les coracines t∨i − t
∨
j pour tout 2 ≤ i < j ≤ n.
13. Les coracines t∨i − t
∨
j pour tout 2 ≤ i < j ≤ n.
Les accouplements sont (X,Y ) 7→ XY dans les cas 2. à 9. et (X,Y ) 7→ −XY
dans les cas 10. à 13. Les longues listes données ci-dessus permettent de trouver
la donné radicielle de Spin2n+1.
Proposition 6.2.0.27. — La donnée radicielle de Spin2n+1 par rapport au
tore déployé DiagSpin2n+1 est
– Le Z-module libre N ≃ Zn des caractères de DiagSpin2n+1 (dont
t1, . . . , tn forment une base) ;
– Le sous-ensemble fini de celui-ci formé des racines ±ti pour 2 ≤ i ≤ n,
±ti± tj pour 2 ≤ j < i ≤ n, ±(2t1+ t2+ . . .+ tn), ±(2t1+ t2+ . . .+ ti−1+
2ti+ti+1+. . .+tn) pour i = 2, . . . , n et ±(2t1+t2+. . .+ti−1+ti+1+. . .+tn)
pour i = 2, . . . , n ;
– Le Z-module libre N∨ ≃ Zn des cocaractères (de base duale t∨1 , . . . , t
∨
n) ;
– Le sous-ensemble fini de celui-ci formé des coracines ±t∨i pour i =
1, . . . , n, ±(2t∨i − t
∨
1 ) pour i = 2, . . . , n, ±(t
∨
i + t
∨
j − t
∨
1 ) pour 2 ≤ i < j ≤ n
et ±(t∨i − t
∨
j ) pour 1 ≤ i < j ≤ n.
Au vu des calculs obtenus, nous pouvons énoncer le résultat suivant :
Théorème 6.2.0.28. — Le groupe Spin2n+1 est déployé, semi-simple et sim-
plement connexe de type Bn.
Démonstration. — Il reste à voir qu’il est simplement connexe de type Bn.
Le premier point est clair puisque les coracines engendrent les cocaractères.
L’ensemble de racines simples {2t1 +
∑n
i=3 ti, t2 − t3, t3 − t4, . . . , tn−1 − tn, tn}
montre que le diagramme de Dynkin associé est de type Bn.
On cherche maintenant le centre de Spin2n+1. Pour ce faire, rappelons qu’on
dispose d’un morphisme de groupes χ : SΓ2n+1 → SO2n+1. La restriction de
χ à Spin2n+1 induit un morphisme
Spin2n+1 → SO2n+1
et un morphisme sur les tores déployés
DiagSpin2n+1 → DiagSO2n+1
dont le noyau est précisément le centre de Spin2n+1. Utilisant les descrip-
tions explicites précédentes, on trouve qu’il envoie un élément (α1, . . . , αn)
sur (α21, α2α
2
1, . . . , αnα
2
1) (tout deux décomposés sur les bases de cocaractères
fournies). Nous avons ainsi démontré la proposition suivante :
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Proposition 6.2.0.29. — Le morphisme de groupes algébriques
ζ : µ2 → Z(Spin2n+1)
défini par ζ(α) = α · 1 (vu dans l’algèbre de Clifford) est un isomorphisme.
6.3. Automorphismes. — Puisque le diagramme de Dynkin n’a pas d’au-
tomorphisme non trivial, tout automorphisme est intérieur. En d’autres termes,
Aut
gr
Spin2n+1
= AutgrSO2n+1 = SO2n+1.
6.4. Groupes tordus. —
Théorème 6.4.0.30. — À isomorphisme près, les S-schémas en groupes ré-
ductifs de donnée radicielle déployée identique à celle de SO2n+1 (n ≥ 1),
c’est-à-dire de type déployé semi-simple adjoint Bn, sont les groupes SOq où
q est un OS-module quadratique localement isomorphe à qh2n+1 pour la topo-
logie étale et de module demi-déterminant trivial de parité de n (c’est-à-dire
isomorphe à celui de la forme hyperbolique). Toutes les formes sont intérieures
(et donc strictement intérieures puisque le groupe est adjoint). Pour les formes
fortement intérieures, voir le corollaire 6.4.0.35.
Démonstration. — Nous aurons besoin du résultat suivant :
Lemme 6.4.0.31. — Par l’équivalence de la proposition 4.1.0.4 entre O2n+1-
torseurs et formes étales de qh2n+1, les torseurs provenant de SO2n+1 corres-
pondent aux modules quadratiques de module demi-déterminant trivial de parité
de n.
Démonstration. — C’est une quasi-tautologie : L’inclusion de SO2n+1 dans
O2n+1 est induite par le foncteur fibré QuadDetTrivqh2n+1 → Formes(q
h
2n+1). Un
objet (q, φ), où φ trivialise le demi-déterminant de q, s’envoie sur q qui est donc
de demi-déterminant trivial. Réciproquement, si q est de demi-déterminant
trivial, c’est qu’il existe une trivialisation φ, et donc q provient de (q, φ).
Le théorème 6.4.0.30 découle alors de la proposition 4.6.0.8.
Remarque 6.4.0.32. — On n’obtiendrait pas plus de groupes, à isomor-
phisme près, en tordant SO2n+1 par tous les torseurs sous O2n+1, plutôt
que ceux provenant de SO2n+1. En effet, ces groupes seraient les SOq avec
q forme étale quelconque de qh2n+1. Or si (q,M) n’a pas un module demi-
déterminant trivial, on a tout de même l’isomorphisme 12d : ∆
⊗2
M ≃ OS, par
construction du module demi-déterminant. Du coup, si on poseM ′ =M⊗∆M
et q′ : M ⊗ ∆M → OS en envoyant m ⊗ l sur q(m)12dq(l), on obtient un
nouveau module quadratique (q′,M ′). De plus, ∆M ′ ≃ ∆M ⊗ ∆
⊗2n+1
M , donc
∆M ′ ≃ OS par
1
2d
n+1
q , ce qui trivialise son module demi-déterminant. Par
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ailleurs, Oq′ ≃ Oq, en envoyant f sur f ⊗det(f). Cela induit un isomorphisme
SOq′ ≃ SOq.
Afin de pouvoir énoncer le théorème sur les formes du groupe simplement
connexe, nous devons introduire un invariant supplémentaire.
Lemme 6.4.0.33. — Soit (A,P, ψ) une OS-algèbre d’Azumaya A mu-
nie d’une trivialisation de sa puissance m-ième ψ : A⊗m ≃ EndP . Si de
plus A est triviale dans le groupe de Brauer, alors pour toute trivialisation
(N,φ : A ≃ EndN ) de A, il existe un fibré en droites L et un isomorphisme
λ : N⊗m ≃ P ⊗ L tels que λ soit un morphisme de EndP -module à gauche
lorsqu’on fait agir EndP sur N⊗m par l’isomorphisme
EndN⊗m ≃ End
⊗m
N
φ⊗m
≃ A⊗m
ψ
≃ EndP .
De manière équivalente intλ coïncide avec ψ lorsqu’on identifie End
⊗m
N ≃
EndN⊗m et EndP ≃ EndP⊗L par les isomorphismes canoniques, et A ≃
EndN par φ. En d’autres termes, la composition
A⊗m
φ⊗m
≃ End⊗mN ≃ EndN⊗m
intλ
≃ EndP⊗L ≃ EndP
coïncide avec ψ. De plus, la classe de L dans Pic(S)/m ne dépend que de
(A,P, ψ) (et non pas du choix de N , φ ou L).
Démonstration. — On fait de N⊗m un EndP -module à gauche. Puis, P∨ étant
un EndP -module à droite, on considère L = P∨ ⊗EndP N
⊗m, dont on vérifie
facilement qu’il est un fibré en droites localement lorsque tous les modules sont
libres. L’équivalence de Morita P ⊗ P∨ ≃ EndP fournit alors l’isomorphisme
λ : N⊗m ≃ P ⊗ P∨ ⊗EndP N
⊗m ≃ P ⊗ L. L’exercice de vérifier que les autres
conditions sur λ dans l’énoncé sont équivalentes est laissé au lecteur.
Le morphisme φ et N étant donnés, (L, λ) est unique à isomorphisme cano-
nique près puisqu’on peut l’obtenir en tensorisant P ⊗L par P∨⊗EndP (−) et
que λ est un morphisme de EndP -modules. Si (N,φ) est changé en (N ′, φ′),
avec pour fibré associé (L′, λ′), alors EndN ≃ EndN ′ et par le même raison-
nement, on montre qu’il existe K fibré en droites tel que N ′ ≃ K ⊗ N , d’où
un isomorphisme de EndP -modules à gauche
P ⊗ L⊗K⊗m ≃ N⊗m ⊗K⊗m ≃ (N ′)⊗m ≃ P ⊗ L′
et donc L⊗K⊗m ≃ L′.
Partant maintenant d’un module quadratique q, forme fppf de qh2n+1. Son
algèbre de Clifford paire est munie d’une 2-trivialisation canonique induite par
l’involution standard σq : on a C
⊗2
0,q ≃ C0,q⊗C
op
0,q ≃ EndC0,q . Supposons main-
tenant qu’elle est triviale dans le groupe de Brauer Br(S). Alors cette algèbre
de Clifford est de la forme EndN pour un certain OS-module localement libre
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N , et on peut donc lui associer la classe d’un fibré en droites dans Pic(S)/2
par le lemme précédent. Notons cette classe lq.
Théorème 6.4.0.34. — À isomorphisme près, les S-schémas en groupes ré-
ductifs de donnée radicielle déployée identique à celle de Spin2n+1 (n ≥ 1),
c’est-à-dire de type déployé semi-simple simplement connexe Bn, sont les
groupes Spinq où q est un OS-module quadratique localement isomorphe à
qh2n+1 pour la topologie étale, et de module demi-déterminant trivial. Toutes les
formes sont intérieures, et les formes strictement intérieures sont les groupes
Spinq avec q d’algèbre de Clifford triviale dans le groupe de Brauer, et dont
l’invariant lq ∈ Pic(S)/2 est trivial.
Démonstration. — Les formes étales de Spin2n+1 sont obtenues par torsion
sous un torseur sous SO2n+1 = AutSpin2n+1 , situation qui a déjà été examinée
pour la première ligne du diagramme (9). Toutes les formes sont intérieures
puisque Spin2n+1/µ2 = SO2n+1. Les formes strictement intérieures, donc
tordues par un torseur sous Spin2n+1 lui-même), s’obtiennent en utilisant la
proposition 2.2.3.6 appliquée à la catégorie DeplCliffSn2n+1. On trouve donc les
groupes d’automorphismes des objets de cette catégorie, qui sont précisément,
par construction de ce champ, les groupes Spinq pour les formes q satisfaisant
aux hypothèses de l’énoncé.
Corollaire 6.4.0.35. — Les formes fortement intérieures de SO2n+1, le
groupe déployé adjoint de type Bn, sont les groupes SOq où q est d’algèbre de
Clifford triviale dans le groupe de Brauer et dont l’invariant lq ∈ Pic(S)/2 est
trivial.
Remarque 6.4.0.36. — Il n’y a pas d’autre groupe semi-simple de type dé-
ployé semi-simple Bn que ceux mentionnés dans les deux théorèmes de cette
section, car il n’y a pas d’autre groupe déployé entre Spin et SO, le centre du
premier étant µ2, qui est aussi petit que possible sans être trivial.
Remarque 6.4.0.37. — De même que dans la remarque 6.4.0.32, on n’ob-
tiendrait pas plus de groupes en considérant des modules quadratiques quel-
conques, formes étales de qh2n+1, car en définissant q
′ de la même manière, on
aurait C0,q′ ≃ C0,q et Spinq′ ≃ Spinq.
Remarque 6.4.0.38. — On voit au passage, par la description des torseurs
sous SΓ2n+1, que les groupes Spinq avec q d’algèbre de Clifford triviale mais
pas nécessairement d’invariant lq trivial, sont ceux tordus par un torseur pro-
venant de SΓ2n+1.
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7. Groupes semi-simples de type Cn
7.1. Groupe déployé adjoint. — Soit n ∈ N et A une OS-algèbre d’Azu-
maya de degré 2n (définition 2.5.3.7) munie d’une involution symplectique σ
(définition 2.7.0.26).
Définition 7.1.0.39. — Le schéma en groupes projectif symplectique
PGSpA,σ est Aut
alginv
A,σ considéré dans la définition 3.4.0.77 Aut
alginv
A,σ (re-
présentable par un schéma affine sur S par la proposition 3.4.0.76).
En particulier, soit la OS-algèbre M2n,S et soit le module alterné ah2n (défi-
nition 2.6.0.24). Ce module induit une involution de première espèce symplec-
tique σh sur M2n,S , et on note PGSp2n,S = PGSpM2n,S ,σh .
Dans ce contexte, la proposition 3.4.0.76 nous dit que pour tout S-schéma
T , on a
PGSp2n,T = (PGSp2n,S)T = (PGSp2n,Z)T
et PGSp2n(R) = {α ∈ AutR−alg(M2n(R))|ασ = σα} pour tout anneau R.
Utilisant la suite exacte
0 // LiePGSp2n(R)
// PGSp2n(R[t])
p
// PGSp2n(R) // 1
on voit facilement que l’algèbre de Lie de PGSp2n est donnée pour tout anneau
R par le R-module libre
LiePGSp2n(R) := {α ∈M2n(R)|α+ σ(α) ∈ R · Id}/R · Id.
Écrivant M = (Mij) pour 1 ≤ i, j ≤ 2n avec Mij ∈ M2n(R), on obtient les
égalités 

M22 = λId−
tM11
M12 =
tM12
M21 =
tM21
Ceci donne une base de l’algèbre de Lie de la forme


Eii pour tout i = 1 . . . , n,
Eij − Ej+n,i+n pour tout i, j = 1, . . . , n avec i 6= j,
Ei,n+j + Ej,n+i pour tout 1 ≤ i < j ≤ n,
En+i,j + En+j,i pour tout 1 ≤ i < j ≤ n,
Ei,n+i pour tout 1 ≤ i ≤ n,
En+i,i pour tout 1 ≤ i ≤ n.
et celle-ci est bien de dimension n(2n+ 1). En conséquence :
Proposition 7.1.0.40. — Pour tout n ≥ 1, le groupe PGSp2n est semi-
simple.
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Démonstration. — Pour tout point géométrique s ∈ S, le groupe (PGSp2n)s
est connexe (prop. 5.0.0.19) et de dimension n(2n+1) par [KMRT, VI, §23.4].
La lissité de PGSp2n découle alors immédiatement des propositions 2.9.0.44
et 2.9.0.45 sur Spec(Z), puis sur toute autre base par changement de base. Le
groupe est semi-simple sur les fibres géométriques par [KMRT, VI, théorème
25.11]. Il est par conséquent semi-simple.
Pour trouver un tore maximal de PGSp2n, on considère le tore des matrices
diagonales dans GLM2n,Z et on calcule son intersection avec PGSp2n. Soit
donc N ∈ GL(M2n(R)) une matrice diagonale. On suppose que N est donnée
par N(Eij) = αijEij pour tout 1 ≤ i, j ≤ 2n. Exprimant les conditions pour
que cette matrice soit dans PGSp2n(R), on voit que αij = α
−1
1i ·α1j pour tout
1 ≤ i, j ≤ 2n et que α1,i+n = α1,n+1 · α
−1
1,i . Il s’ensuit que l’automorphisme N
est uniquement déterminé par les α1,i avec i = 2, . . . , n + 1. On obtient ainsi
un homomorphisme injectif de groupes (R×)n → PGSp2n(R) en associant
à (λ1, . . . , λn) l’automorphisme de M2n(R) défini par α1j = λj−1 pour tout
j = 2, . . . n + 1 et les relations ci-dessus. On obtient ainsi un morphisme de
groupes Gnm → PGSp2n qui est une immersion fermée par [SGA3, Exp.
IX, corollaire 2.5]. On note DiagPGSp2n l’image de G
n
m dans PGSp2n.
C’est évidemment un tore déployé, et on s’aperçoit qu’il est maximal puisque
maximal sur les fibres géométriques. Les caractères de ce tore sont donnés par
ti((αij)) = α1,i+1 pour tout i = 1, . . . , n.
Un calcul immédiat donne les racines de PGSp2n par rapport au tore
DiagPGSp2n pour tout anneau R :
1. Le sous-module de l’algèbre de Lie du tore de poids trivial.
2. Le sous-module R · (Eij − Ej+n,i+n) de poids ti−1 − tj−1 pour tout
2 ≤ i, j ≤ n avec i 6= j.
3. Le sous-module R · (Ei1 − En+1,i) de poids ti−1 pour tout i = 2, . . . , n.
4. Le sous-module R · (E1i −Ei+n,1) de poids −ti−1 pour tout i = 2, . . . , n.
5. Le sous-module R · (Ei,n+j + Ej,n+i) de poids ti−1 + tj−1 − tn pour tout
2 ≤ i < j ≤ n.
6. Le sous-module R · (En+i,j + En+j,i) de poids tn − ti−1 − tj−1 pour tout
2 ≤ i < j ≤ n.
7. Le sous-module R · (E1,n+i + Ei,n+1) de poids ti−1 − tn pour tout i =
2, . . . , n.
8. Le sous-module R · (En+1,i + En+i,1) de poids tn − ti−1 pour tout i =
2, . . . , n.
9. Le sous-module R ·Ei,n+i de poids 2ti−1 − tn pour tout i = 2, . . . , n.
10. Le sous-module R ·En+i,i de poids tn − 2ti−1 pour tout i = 2, . . . , n.
11. Le sous-module R ·En+1,1 de poids tn.
12. Le sous-module R ·E1,n+1 de poids −tn.
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Pour décrire les morphismes exponentiels exp : Ga → PGSp2n on donne de
façon fonctorielle pour tout anneau R et tout λ ∈ R une matrice A(λ) et on
définit exp(λ) comme étant la conjugaison par A(λ). On trouve :
2. Le morphisme expti−1−tj−1 : R · (Eij − Ej+n,i+n) → PGSp2n(R) défini
par
λ 7→ Id+ λ(Eij − Ej+n,i+n).
3. Le morphisme expti−1 : R · (Ei1 − En+1,i)→ PGSp2n(R) défini par
λ 7→ Id+ λ(Ei1 − En+1,i).
4. Le morphisme exp−ti−1 : R · (E1i − Ei+n,1)→ PGSp2n(R) défini par
λ 7→ Id+ λ(E1i − Ei+n,1).
5. Le morphisme expti−1+tj−1−tn : R·(Ei,n+j+Ej,n+i)→ PGSp2n(R) défini
par
λ 7→ Id+ λ(Ei,n+j + Ej,n+i).
6. Le morphisme exptn−ti−1−tj−1 : R·(En+i,j+En+j,i)→ PGSp2n(R) défini
par
λ 7→ Id+ λ(En+i,j + En+j,i).
7. Le morphisme expti−1−tn : R · (E1,n+i+Ei,n+1)→ PGSp2n(R) défini par
λ 7→ Id+ λ(E1,n+i + Ei,n+1).
8. Le morphisme exptn−ti−1 : R · (En+1,i+En+i,1)→ PGSp2n(R) défini par
λ 7→ Id+ λ(En+1,i + En+i,1).
9. Le morphisme exp2ti−1−tn : R ·Ei,n+i → PGSp2n(R) défini par
λ 7→ Id+ λEi,n+i.
10. Le morphisme exptn−2ti−1 : R ·En+i,i → PGSp2n(R) défini par
λ 7→ Id+ λEn+i,i.
11. Le morphisme exptn : R ·En+1,1 → PGSp2n(R) défini par
λ 7→ Id+ λEn+1,1.
12. Le morphisme exp−tn : R · E1,n+1 → PGSp2n(R) défini par
λ 7→ Id+ λE1,n+1.
Ces données permettent de trouver immédiatement les coracines, selon la
liste suivante :
2. Les coracines t∨i−1 − t
∨
j−1 pour tout 2 ≤ i, j ≤ n avec i 6= j.
3. Les coracines 2t∨n + 2t
∨
i−1 +
∑n
j=2,j 6=i t
∨
j−1 pour tout i = 2, . . . , n.
4. Les coracines −2t∨n − 2t
∨
i−1 −
∑n
j=2,j 6=i t
∨
j−1 pour tout i = 2, . . . , n.
5. Les coracines t∨i−1 + t
∨
j−1 pour tout 2 ≤ i < j ≤ n.
6. Les coracines −t∨i−1 − t
∨
j−1 pour tout 2 ≤ i < j ≤ n.
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7. Les coracines −2t∨n −
∑n
j=2,j 6=i t
∨
j−1 pour tout i = 2, . . . , n.
8. Les coracines 2t∨n +
∑n
j=2,j 6=i t
∨
j−1 pour tout i = 2, . . . , n.
9. Les coracines t∨i−1 pour tout i = 2, . . . , n.
10. Les coracines −t∨i−1 pour tout i = 2, . . . , n.
11. La coracine 2t∨n +
∑n−1
j=1 t
∨
j .
12. La coracine −2t∨n −
∑n−1
j=1 t
∨
j .
Le résultat suivant est donc démontré :
Proposition 7.1.0.41. — La donnée radicielle de PGSp2n relativement au
tore maximal déployé DiagPGSp2n est
– Le Z-module libre N ≃ Zn des caractères de PGSp2n (dont t1, . . . , tn
forment une base) ;
– Le sous-ensemble fini de celui-ci formé des racines ±(ti−1 − tj−1) et des
racines ±(ti−1 + tj−1 − tn) pour 2 ≤ i < j ≤ n, ainsi que ±(ti−1 − tn) et
±(2ti−1 − tn) pour i = 2, . . . , n et ±ti pour i = 1, . . . n ;
– Le Z-module libre N∨ ≃ Zn des cocaractères (de base duale t∨1 , . . . , t
∨
n) ;
– Le sous-ensemble fini de celui-ci formé des coracines ±t∨i−1 ± t
∨
j−1 pour
2 ≤ j < i ≤ n, ainsi que pour tout i = 2, . . . , n les coracines ±t∨i−1,
±(2t∨n + 2t
∨
i−1 +
∑n
j=2,j 6=i t
∨
j−1) et ±(2t
∨
n +
∑n
j=2,j 6=i t
∨
j−1), et finalement
les coracines ±(2t∨n +
∑n−1
j=1 t
∨
j ).
Théorème 7.1.0.42. — Pour tout n ≥ 1, le groupe PGSp2n est déployé,
semi-simple et adjoint de type Cn.
Démonstration. — Le groupe est semi-simple par la proposition 7.1.0.40 et
déployé. Il est adjoint puisque ses racines engendrent les caractères du tore.
Enfin, le système de racines simples {t1 − t2, t2 − t3, . . . , tn−1 − tn, tn} montre
que le diagramme de Dynkin associé est de type Cn.
7.2. Groupe déployé simplement connexe. — Soit n ∈ N et A une OS-
algèbre d’Azumaya de degré 2n munie d’une involution symplectique σ. On
considère la représentation
ρ : GL1,A → GLA
donnée par ρ(a)(m) = σ(a) ·m · a pour tout T → S, tout a ∈ A(T )× et tout
m ∈ A(T ).
Définition 7.2.0.43. — Le schéma en groupes symplectique SpA,σ est défini
comme la préimage sous ρ du stabilisateur de Id dans GLA. Le lemme 2.3.0.18
et la proposition 2.4.4.4 montrent que SpA,σ est représentable et qu’il est un
sous-groupe fermé de GL1,A, donc affine et de type fini sur S.
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En particulier, on peut considérer la paire (M2n,S , σh) et on note Sp2n,S est
le groupe SpM2n,S ,σh . De manière analogue à la section précédente, on voit que
pour tout schéma T
Sp2n,T = (Sp2n,S)T = (Sp2n,Z)T .
Pour tout anneau R, on obtient aussi la description des R-points de Sp2n via
la formule
Sp2n(R) = {M ∈ GL2n(R) |
tMHM = H}
où H est la matrice de ah2n dans la base canonique de R
n ⊕ (Rn)∨.
On détermine maintenant son algèbre de Lie comme sous-algèbre de Lie de
LieGLM2n,Z
= LM2n,Z (voir prop. 2.8.0.41) en accord avec le lemme 2.8.0.40.
La suite exacte
1 // LieSp2n(R)
// Sp2n(R[t]) // Sp2n(R) // 1
montre que 1+ tM ∈ LieSp2n(R) si et seulement si
tMH +HM = 0. Écrivant
M = (Mij) pour 1 ≤ i, j ≤ 2 avec Mij ∈Mn(R), on obtient les égalités

M22 = −
tM11
M12 =
tM12
M21 =
tM21
Il s’ensuit que LieSp2n(R) est libre de dimension n
2+n(n+1)/2+n(n+1)/2 =
n(2n+ 1) sur R avec une base donnée par les matrices

Eij − Ej+n,i+n pour tout 1 ≤ i, j ≤ n,
Ei,n+j + Ej,n+i pour tout 1 ≤ i < j ≤ n,
En+i,j + En+j,i pour tout 1 ≤ i < j ≤ n,
Ei,n+i pour tout 1 ≤ i ≤ n,
En+i,i pour tout 1 ≤ i ≤ n.
En conséquence :
Proposition 7.2.0.44. — Le groupe Sp2n est semi-simple sur SpecZ.
Démonstration. — Pour tout point géométrique s ∈ SpecZ, le groupe (Sp2n)s
est connexe de dimension n · (2n+ 1), et (semi-)simple par [2, §23.3]. Puisque
l’algèbre de Lie sur s est de même dimension, les propositions 2.9.0.44 et
2.9.0.45 montrent que le groupe est lisse, et donc réductif et semi-simple au
sens de [SGA3].
Pour trouver un tore maximal de Sp2n, on considère le tore DiagSp2n
donné par les matrices de la forme diag(α1, . . . , αn, α
−1
1 , . . . , α
−1
n ). C’est un
tore maximal puisqu’il est maximal sur les fibres géométriques ([2, §23.3]).
Les caractères du tore sont donnés par ti(diag(α1, . . . , αn, α
−1
1 , . . . , α
−1
n )) = αi
pour tout 1 ≤ i ≤ n. Le fait que Sp2n soit un sous-groupe de GL2n et que
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DiagSp2n soit un sous tore du tore maximal des matrices diagonales dans
GL2n donne facilement les racines de Sp2n. On trouve pour tout anneau R la
liste suivante :
1. Le sous-module de l’algèbre de Lie du tore de poids trivial.
2. Le sous-module R ·(Eij−Ej+n,i+n) de poids ti− tj pour tout 1 ≤ i, j ≤ n
avec i 6= j.
3. Le sous-module R · (Ei,n+j + Ej,n+i) de poids ti + tj pour tout 1 ≤ i <
j ≤ n.
4. Le sous-module R · (En+i,j +En+j,i) de poids −ti − tj pour tout 1 ≤ i <
j ≤ n.
5. Le sous-module R ·Ei,n+i de poids 2ti pour tout 1 ≤ i ≤ n.
6. Le sous-module R ·En+i,i de poids −2ti pour tout 1 ≤ i ≤ n.
Pour toute racine α, l’unique morphisme de groupes algébriques
expα : Ga → Sp2n
induisant l’inclusion canonique de l’espace propre associé à α dans son algèbre
de Lie ([SGA3, Exp. XXII, théorème 1.1]) est comme ci-dessous :
1. Le morphisme expti−tj : R · (Eij − Ej+n,i+n)→ Sp2n(R) défini par
λ 7→ Id+ λ(Eij − Ej+n,i+n).
2. Le morphisme expti+tj : R · (Ei,n+j + Ej,n+i)→ Sp2n(R) défini par
λ 7→ Id+ λ(Ei,n+j + Ej,n+i).
3. Le morphisme exp−ti−tj : R · (En+i,j + En+j,i)→ Sp2n(R) défini par
λ 7→ Id+ λ(En+i,j + En+j,i).
4. Le morphisme exp2ti : R · Ei,n+i → Sp2n(R) défini par
λ 7→ Id+ λEi,n+i.
5. Le morphisme exp−2ti : R · En+i,i → Sp2n(R) défini par
λ 7→ Id+ λEn+i,i.
Ces données nous permettent de calculer facilement les coracines. Dans
tous les cas ci-dessous, l’accouplement de la remarque 2.10.0.48 est donné par
(X,Y ) 7→ −XY . Les coracines associées aux racines décrites ci-dessus sont
dans l’ordre :
2. Les coracines t∨i − t
∨
j pour tout 1 ≤ i, j ≤ n avec i 6= j.
3. Les coracines t∨i + t
∨
j pour tout 1 ≤ i < j ≤ n.
4. Les coracines −t∨i − t
∨
j pour tout 1 ≤ i < j ≤ n.
5. Les coracines t∨i pour tout 1 ≤ i ≤ n.
6. Les coracines −t∨i pour tout 1 ≤ i ≤ n.
En résumé la donnée radicielle de Sp2n est la suivante :
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Proposition 7.2.0.45. — La donnée radicielle de Sp2n relativement au tore
maximal déployé DiagSp2n est
– Le Z-module libre N ≃ Zn des caractères de Sp2n (dont t1, . . . , tn forment
une base) ;
– Le sous-ensemble fini de celui-ci formé des racines ±2ti pour 1 ≤ i ≤ n
et ±ti ± tj pour 1 ≤ j < i ≤ n ;
– Le Z-module libre N∨ ≃ Zn des cocaractères (de base duale t∨1 , . . . , t
∨
n) ;
– Le sous-ensemble fini de celui-ci formé des coracines ±t∨i pour i = 1 ≤
i ≤ n et ±t∨i ± t
∨
j pour 1 ≤ j < i ≤ n.
Le résultat suivant découle immédiatement de cette proposition :
Théorème 7.2.0.46. — Pour tout n ≥ 1, le groupe Sp2n est déployé, semi-
simple et simplement connexe de type Cn.
Démonstration. — La proposition 7.2.0.44 montre déjà que le groupe est semi-
simple. Il est simplement connexe puisque la proposition ci-dessus montre que
les coracines engendrent les cocaractères. Il est de type Cn puisque les racines
simples {t1 − t2, t2 − t3, . . . , tn−1 − tn, 2tn} donnent un diagramme de Dynkin
de ce type.
Pour calculer le centre de Sp2n, on définit un morphisme de groupes
χ : Sp2n → PGSp2n en associant à M ∈ Sp2n(R) l’automorphisme intérieur
intM de M2n(R) pour tout anneau R. Ce morphisme induit un morphisme
χ : DiagSp2n → DiagPGSp2n dont le noyau est le centre de Sp2n. Explici-
tement, on trouve
χ(diag(α1, . . . , αn, α
−1
1 , . . . , α
−1
n )) = (αij)
avec α1i = α1 ·α
−1
i pour i = 2, . . . , n et α1,n+1 = α
2
1. Au niveau des caractères
des tores DiagSp2n et DiagPGSp2n, on obtient ti 7→ t1 − ti+1 pour i =
1, . . . , n − 1 et tn 7→ 2t1. On en déduit que le centre de Sp2n est le groupe
multiplicatif associé au groupe Z/2. Ainsi :
Proposition 7.2.0.47. — Le morphisme de groupes algébriques
ζ : µ2 → Z(Sp2n)
défini pour tout anneau R et tout α ∈ µ2(R) par ζ(α) = diag(α, . . . , α) est un
isomorphisme.
Identifions maintenant les torseurs sous Sp2n. Pour ce faire, on considère la
S-catégorie fibrée Alt2n dont la fibre en T est la catégorie dont les objets sont
les OT -modules alternés (non dégénérés) de rang 2n et les morphismes sont les
isométries. Il est facile de vérifier que Alt2n est un champ en groupoïdes pour
la topologie étale ou bien fppf.
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Proposition 7.2.0.48. — Le foncteur (M, b) 7→ Iso(O2ns ,ah2n),(M,b) définit une
équivalence de catégories fibrées
Alt2n
∼→ Tors(Sp2n).
du champ en groupoïdes des modules alternés (non dégénérés) de rang 2n vers
le champ en groupoïdes des Sp2n-torseurs pour la topologie étale ou fppf.
Démonstration. — Par la proposition 2.2.4.5, il suffit de comprendre les formes
Zariski ou étale du module alterné (O2nS , a
h
2n). Faisons-le dans le cas Zariski.
Soit donc (M, b) un module alterné de rang 2n. La proposition 2.4.1.2 montre
queM est une forme Zariski de O2nS et il suffit de voir que Zariski localement b
est isométrique à ah2n. Pour ce faire, on suppose que S = Spec(R) est affine et
on remarque que tout sous-module libre de rang 1 d’un module symplectique
(M, b) est forcément inclus dans son orthogonal puisque une forme alternée
sur un module de rang 1 est triviale. On a donc une décomposition (M, b) =
(M ′, b′) ⊥ ah2 avec (M
′, b′) alterné. Quitte à localiser R, on peut à nouveau
supposer que M ′ a un sous-facteur libre de rang 1. Par induction, on voit
que tout module alterné est localement de la forme ah2 ⊥ . . . ⊥ a
h
2 . On
conclut en remarquant que les modules alternés ah2 ⊥ . . . ⊥ a
h
2 et a
h
2n sont
isométriques.
7.3. Automorphismes. — Le diagramme de Dynkin Cn n’a pas d’auto-
morphisme non trivial. Il s’ensuit que tout automorphisme est intérieur et par
conséquent
Aut
gr
Sp2n
= AutgrPGSp2n
= PGSp2n.
7.4. Groupes tordus. —
Théorème 7.4.0.49. — Les S-schémas en groupes de type déployé semi-
simple adjoint Cn (n ≥ 1) sont à isomorphisme près les groupes PGSpA,σ où A
est une OS-algèbre d’Azumaya de degré 2n et σ est une involution de première
espèce symplectique sur A. Toutes les formes sont intérieures (et donc stric-
tement intérieures puisque le groupe est adjoint). Pour les formes fortement
intérieures, voir le corollaire 7.4.0.51.
Démonstration. — Au vu de la proposition 2.2.3.6, on sait que tout torseur P
sousAutalginvM2n,σh = PGSp2n est de la forme AutP∧PGSp2n (M2n,σh). Il suffit donc
de démontrer que les formes étales de (M2n, σh) sont précisément les Algèbres
d’Azumaya de degré 2n munies d’une involution symplectique σ. Soit donc une
telle paire (A, σ). Par la proposition 2.7.0.25, il suffit de démontrer que tout
module symplectique (M, b) est étale localement de la forme (O2nS , a
h
2n). C’est
précisément la proposition 7.2.0.48.
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Théorème 7.4.0.50. — Les S-schémas en groupes réductifs de donnée radi-
cielle déployée identique à Sp2n (pour n ≥ 1) sont les groupes SpA,σ où A est
une OS-algèbre d’Azumaya de degré 2n et σ est une involution symplectique.
Toutes les formes sont intérieures et les formes strictement intérieures sont les
groupes Spb = SpEndM ,σb où M est un OS-module localement libre de rang 2n
muni d’un isomorphisme alterné b et σb est l’involution associée à b.
Démonstration. — Les formes étales de Sp2n sont obtenues par torsion sous un
PGSp2n = AutSp2n-torseur. Argumentant comme dans la proposition 2.2.3.6,
on s’aperçoit que le morphisme naturel
P ∧PGSp2n Sp2n → SpP∧PGSp2n (M2n,σh)
est un isomorphisme pour tout PGSp2n-torseur P . La preuve du théorème
ci-dessus identifie les algèbres à involution P ∧PGSp2n (M2n, σh) avec les al-
gèbres (A, σ) de type voulu. De plus, toutes le formes sont intérieures puisque
Sp2n/µ2 = PGSp2n.
Pour les formes strictement intérieures, on utilise la proposition 7.2.0.48 qui
identifie les torseurs sous Sp2n aux modules alternés (M, b). Lorsqu’on tord
Sp2n par un tel torseur, on obtient bien un groupe de la forme SpEndM ,σb .
Corollaire 7.4.0.51. — Les formes fortement intérieures de PGSp2n, le
groupe adjoint déployé de type Cn, sont les PGSpb = PGSpEndM ,σb où M est
un OS-module localement libre de rang 2n muni d’un isomorphisme alterné b,
d’involution symplectique associée σb.
8. Groupes semi-simples de type Dn
8.1. Groupe déployé adjoint. — Soit (A, σ, f) une paire quadratique au
sens de la définition 2.7.0.30. Rappelons que le groupe des automorphismes
PGO(A,σ,f) d’une telle paire est représentable par un schéma affine sur S par
la proposition 4.4.0.33. On dispose de plus de l’invariant de Arf
PGO(A,σ,f) → Z/2
dont le noyau est le groupe PGO+(A,σ,f) qui est de ce fait représentable (défi-
nition 4.4.0.35). On dispose enfin d’une suite exacte de faisceau étales (propo-
sition 4.4.0.37)
1→ PGO+(A,σ,f) → PGO(A,σ,f) → Z/2→ 0
En particulier, pour la paire quadratique (M2n, η2n, f2n) définie avant le corol-
laire 2.7.0.32, ces schémas en groupes sont notés PGO2n et PGO
+
2n.
A partir de maintenant, nous supposerons n ≥ 2.
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Pour calculer l’algèbre de Lie de PGO+2n, on prend le chemin des écoliers.
Rappelons tout d’abord qu’on dispose pour tout schéma S, toute OS-algèbre
d’Azumaya A et toute involution orthogonale σ d’un OS-module localement
libre SymA,σ et d’un groupe GO(A,σ,f) pour toute paire quadratique (A, σ, f).
En particulier, on obtient ainsi un groupe
GO2n := GO(M2n,η2n,f2n)
qui est représentable sur toute base S et donc également sur Spec(Z).
Fixons maintenant une base (e1, . . . , e2n) de O2nS sur laquelle le module
hyperbolique qh2n est donné par
qh2n(x1, . . . , x2n) = x1x2 + · · ·+ x2n−1x2n.
Écrivant intA pour la conjugaison par une matrice A, une description explicite
de GO2n est donnée sur tout anneau R par
GO2n(R) = {A ∈ GL2n(R) t.q. η2n ◦ intA = intA ◦ η2n et f2n ◦ intA = f2n}.
La condition η2n ◦ intA = intA ◦ η2n s’exprime par
H−1t(A−1BA)H = A−1H−1tBHA
pour tout B ∈ M2n(R), où H =
∑n
1 (Ei,i+1 + Ei+1,i) est symétrique. Le
centre de M2n(R) étant constitué des matrices scalaires, on en déduit que
η2n ◦ intA = intA ◦ η2n si et seulement si t(A−1)HA−1H−1 est une matrice
scalaire. Ceci nous permet de calculer l’algèbre de Lie LieGO2n . Utilisant la
suite exacte
0 // LieGO2n(R)
// GO2n(R[t])
p
// GO2n(R) // 1,
on voit que pour tout B ∈M2n(R) on a Id+ tB ∈ LieGO2n(R) si et seulement
si B + η2n(B) ∈ R · Id et f2n(CB − BC) = 0 pour tout élément symétrique
C ∈ Sym(M2n(R), η2n). La première condition donne pour B = (bij) les
relations
1. b2j,2i = −b2i−1,2j−1 pour tout 1 ≤ i, j ≤ n avec i 6= j.
2. b2j−1,2i = −b2i,2j−1 pour tout 1 ≤ i, j ≤ n.
3. b2j,2i−1 = −b2i,2j−1 pour tout 1 ≤ i, j ≤ n.
4. b2i−1,2i−1 + b2i,2i = b11 + b22 pour tout 2 ≤ i ≤ n.
Pour expliciter un peu ces relations, on donne une base de Sym(M2n(R), η2n).
Utilisant la description explicite de la matrice H, on obtient la base suivante
(comme sous-module de M2n(R))
1. E2i−1,2i pour tout i = 1, . . . , n.
2. E2i,2i−1 pour tout i = 1, . . . , n.
3. E2i−1,2j +E2j−1,2i pour tout 1 ≤ i < j ≤ n.
4. E2i−1,2j−1 + E2j,2i pour tout 1 ≤ i ≤ j ≤ n.
5. E2i,2j + E2j−1,2i−1 pour tout 1 ≤ i < j ≤ n.
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6. E2i,2j−1 +E2j,2i−1 pour tout 1 ≤ i < j ≤ n.
On voit que la condition b2j−1,2i = −b2i,2j−1 pour tout 1 ≤ i, j ≤ n ci-dessus
donne les relations supplémentaires
5. b2i,2i−1 = 0 pour tout 1 ≤ i ≤ n.
6. b2i−1,2i = 0 pour tout 1 ≤ i ≤ n.
Ceci montre que LieGO2n(R) est le R-module libre dont une base est donnée
par les éléments suivants :
1. E2i−1,2j−1 − E2j,2i pour tout 1 ≤ i, j ≤ n avec i 6= j.
2. E2i−1,2j −E2j−1,2i pour tout 1 ≤ i < j ≤ n.
3. E2i,2j−1 −E2j,2i−1 pour tout 1 ≤ i < j ≤ n.
4. E2i−1,2i−1 − E2i,2i pour tout 2 ≤ i ≤ n.
5. E11 +
∑n
i=2E2i,2i.
6. E22 +
∑n
i=2E2i,2i.
Par ailleurs, la suite exacte de groupes
1→ Gm → GO2n → PGO2n → 1
de la proposition 4.4.0.40 montre que LiePGO2n est le quotient de LieGO2n
par LieGm = Ga. On trouve ainsi une base de LiePGO2n(R) pour tout anneau
R formée des éléments (seul le point 4. diffère de la liste ci-dessus) :
1. E2i−1,2j−1 − E2j,2i pour tout 1 ≤ i, j ≤ n avec i 6= j.
2. E2i−1,2j −E2j−1,2i pour tout 1 ≤ i < j ≤ n.
3. E2i,2j−1 −E2j,2i−1 pour tout 1 ≤ i < j ≤ n.
4. E2i−1,2i−1 − E2i,2i pour tout 2 ≤ i ≤ n− 1.
5. E11 +
∑n
i=2E2i,2i.
6. E22 +
∑n
i=2E2i,2i.
Elle est donc de dimension n(2n− 1). Par ailleurs, PGO+2n a la même algèbre
de Lie que PGO2n comme le montre la proposition 4.4.0.37. On en déduit
immédiatement le résultat suivant :
Proposition 8.1.0.52. — Le groupe PGO+2n est semi-simple.
Démonstration. — Par la proposition 2.9.0.47, et en utilisant la suite exacte
de la proposition 4.4.0.46, on a que sur tout corps k, PGO+2n est bien de
dimension identique à celle de O+2n, c’est-à-dire n(2n − 1). Puisque c’est bien
la dimension de l’algèbre de Lie sur k et qu’il est à fibres connexes par la
proposition 5.0.0.18, il suit des propositions 2.9.0.44 et 2.9.0.45 que le groupe
PGO+ sur Z est lisse. Par changement de base, il le reste sur tout autre
base S. Ses fibres géométriques sont simples par [KMRT, Theorem 25.12, p.
359]. C’est donc bien un groupe algébrique réductif semi-simple au sens de
[SGA3].
Pour trouver un tore maximal de PGO+2n, on remarque d’abord qu’un tore
est connexe et qu’il suffit par conséquent de trouver un tore maximal dePGO2n
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pour arriver à nos fins. Pour ce faire, on utilise à nouveau la suite exacte
1→ Gm → GO2n → PGO2n → 1.
Si T est un tore maximal de GO2n contenant le centre Gm de GO2n, alors le
quotient est un tore maximal de PGO2n. On considère le morphisme
τ : Gn+1m → GO2n
défini sur les points en envoyant (α0, α1, . . . , αn) sur
τ(α0, α1, . . . , αn) = diag(α0α1, α
−1
1 , α0α2, α
−1
2 , . . . , α0αn, α
−1
n )
(matrice diagonale dans GL2n, dont on vérifie qu’elle est bien dans GO2n).
Il est clair que τ est un morphisme de groupes et une immersion fermée par
[SGA3, Exp. IX, corollaire 2.5]. On note DiagGO2n ce tore.
Lemme 8.1.0.53. — Le tore DiagGO2n est maximal.
Démonstration. — La proposition 4.4.0.45 montre qu’on dispose d’une suite
exacte
1 // O2n // GO2n
η
// Gm // 1
qui induit une suite exacte de tores
1 // N // DiagGO2n
η
// Gm // 1,
où N est le tore des matrices de la forme diag(α1, α
−1
1 , α2, α
−1
2 , . . . , αn, α
−1
n ).
Ce tore N étant maximal sur toute fibre géométrique par [2, §23.4 et 23.6], on
voit que DiagGO2n est lui-aussi maximal.
On trouve finalement un tore maximal de PGO+2n en considérant le
quotient DiagPGO+2n de DiagGO2n par le centre Gm. Explicitement,
DiagPGO+2n(R) est l’ensemble des conjugaisons par les matrices de la forme
diag(α0α1, α
−1
1 , α0α2, α
−1
2 , . . . , α0αn−1, α
−1
n−1, α0, 1)
avec αi ∈ R×. Les caractères de ce tore admettent une base donnée par
ti(diag(α0α1, α
−1
1 , α0α2, α
−1
2 , . . . , α0αn−1, α
−1
n−1, α0, 1)) = αi
pour tout i = 0, . . . , n − 1. Un calcul direct donne la liste suivante de racines
de PGO+2n pour tout anneau R :
1. L’algèbre de Lie du tore engendrée par les éléments E11 +
∑n
i=2E2i,2i,
E22 +
∑n
i=2E2i,2i et E2i−1,2i−1 − E2i,2i pour tout 2 ≤ i ≤ n− 1.
2. Le sous-module R · (E2i−1,2j−1 − E2j,2i) de poids ti − tj pour tout 1 ≤
i, j ≤ n− 1 avec i 6= j.
3. Le sous-module R·(E2i−1,2n−1−E2n,2i) de poids ti pour tout i = 1, . . . , n−
1.
4. Le sous-module R · (E2n−1,2i−1 − E2i,2n) de poids −ti pour tout i =
1, . . . , n− 1.
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5. Le sous-module R · (E2i−1,2j − E2j−1,2i) de poids t0 + ti + tj pour tout
1 ≤ i < j ≤ n− 1.
6. Le sous-module R · (E2i,2j−1 − E2j,2i−1) de poids −t0 − ti − tj pour tout
1 ≤ i < j ≤ n− 1.
7. Le sous-module R · (E2i−1,2n − E2n−1,2i) de poids t0 + ti pour tout i =
1, . . . , n− 1.
8. Le sous-module R · (E2i,2n−1 − E2n,2i−1) de poids −t0 − ti pour tout
i = 1, . . . , n− 1.
Les morphismes exponentiels
expα : Ga → PGO
+
2n
induisant l’inclusion canonique de l’espace propre associé à α dans son algèbre
de Lie ([SGA3, Exp. XXII, théorème 1.1]) sont comme ci-dessous :
2. Le morphisme expti−tj : R · (E2i−1,2j−1 − E2j,2i)→ PGO
+
2n défini par
λ 7→ Id+ λ(E2i−1,2j−1 − E2j,2i).
3. Le morphisme expti : R · (E2i−1,2n−1 − E2n,2i)→ PGO
+
2n défini par
λ 7→ Id+ λ(E2i−1,2n−1 − E2n,2i).
4. Le morphisme exp−ti : R · (E2n−1,2i−1 − E2i,2n)→ PGO
+
2n défini par
λ 7→ Id+ λ(E2n−1,2i−1 − E2i,2n).
5. Le morphisme expt0+ti+tj : R · (E2i−1,2j −E2j−1,2i)→ PGO
+
2n défini par
λ 7→ Id+ λ(E2i−1,2j − E2j−1,2i).
6. Le morphisme exp−t0−ti−tj : R · (E2i,2j−1 − E2j,2i−1) → PGO
+
2n défini
par
λ 7→ Id+ λ(E2i,2j−1 − E2j,2i−1).
7. Le morphisme expt0+ti : R · (E2i−1,2n − E2n−1,2i)→ PGO
+
2n défini par
λ 7→ Id+ λ(E2i−1,2n − E2n−1,2i).
8. Le morphisme exp−t0−ti : R · (E2i,2n−1 − E2n,2i−1)→ PGO
+
2n défini par
λ 7→ Id+ λ(E2i,2n−1 − E2n,2i−1).
Utilisant ces morphismes, on trouve facilement la liste de coracines suivante :
2. Les coracines t∨i − t
∨
j pour tout 1 ≤ i, j ≤ n− 1 avec i 6= j.
3. Les coracines 2t∨i − 2t
∨
0 +
∑n−1
j=1,j 6=i t
∨
j pour tout i = 1, . . . , n− 1.
4. Les coracines 2t∨0 − 2t
∨
i −
∑n−1
j=1,j 6=i t
∨
j pour tout i = 1, . . . , n− 1.
5. Les coracines t∨i + t
∨
j pour tout 1 ≤ i < j ≤ n− 1.
6. Les coracines −t∨i − t
∨
j pour tout 1 ≤ i < j ≤ n− 1.
7. Les coracines 2t∨0 −
∑n−1
j=1,j 6=i t
∨
j pour tout i = 1, . . . , n − 1.
8. Les coracines −2t∨0 +
∑n−1
j=1,j 6=i t
∨
j pour tout i = 1, . . . , n− 1.
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Les accouplements de la remarque 2.10.0.48 sont donnés dans les cas 2. à 4.
par (X,Y ) 7→ −XY et dans les cas 5. à 8. par (X,Y ) 7→ XY .
Nous avons ainsi démontré le résultat suivant :
Proposition 8.1.0.54. — Pour n ≥ 2, la donnée radicielle de PGO+2n par
rapport au tore maximal déployé DiagPGO+2n est
– Le Z-module libre N ≃ Zn des caractères de PGO+2n (dont t0, . . . , tn−1
forment une base) ;
– Le sous-ensemble fini de celui-ci formé des racines ti − tj pour 1 ≤ i, j ≤
n − 1 avec i 6= j, ±ti pour i = 1, . . . , n − 1, ±(t0 + ti + tj) pour 1 ≤ i <
j ≤ n− 1 et ±(t0 + ti) pour i = 1, . . . , n− 1 ;
– Le Z-module libre N∨ ≃ Zn des cocaractères (de base duale t∨0 , . . . , t
∨
n−1) ;
– Le sous-ensemble fini de celui-ci formé des coracines t∨i − t
∨
j pour 1 ≤
i, j ≤ n− 1 avec i 6= j, ±(2t∨i − 2t
∨
0 +
∑n−1
j=1,j 6=i t
∨
j ) pour i = 1, . . . , n− 1,
±(t∨i + t
∨
j ) pour 1 ≤ i < j ≤ n − 1 et ±(2t
∨
0 −
∑n−1
j=1,j 6=i t
∨
j ) pour tout
i = 1, . . . , n− 1.
Théorème 8.1.0.55. — Pour tout n ≥ 2, le groupe PGO+2n est déployé,
semi-simple et adjoint de type Dn (avec la convention que D2 = A1 ×A1).
Démonstration. — Le groupe est semi-simple par la proposition 8.1.0.52 et
déployé. Il est adjoint puisque ses racines engendrent les caractères du tore.
Enfin, il est de type Dn comme le montre le système de racines simples {t0 +
tn−1, t1 − t2, t2 − t3, . . . , tn−2 − tn−1, tn−1} (lorsque n = 2, il s’agit de {t0 +
t1, t1}).
8.2. Groupe déployé simplement connexe. — Ce cas est très similaire
au cas traité dans la section 6.2. On entrera donc moins dans les détails que
dans les autres sections.
Soit (M, q) un module quadratique régulier, avecM localement libre de rang
constant 2n. On lui associe son schéma en groupes spinoriel Spinq (définition
4.5.1.10) qui est affine sur S. En particulier :
Définition 8.2.0.56. — Si M = O2nS et q = q
h
2n on note Spin2n le groupe
Spinqh2n
.
Il est clair que ce groupe est défini sur Spec(Z) et on l’étudie comme d’ha-
bitude sur cette base. Pour tout anneau R, on a la description suivante des
R-points
Spin2n(R) = {g ∈ C0,h(R)
×|g(M ⊗R)g−1 =M ⊗R et g · σ(g) = 1}
où σ est l’involution standard sur l’algèbre de Clifford paire C0,h du module
quadratique qh2n.
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Le calcul de la section 6.2 montre que pour tout anneau R, l’algèbre de Lie
LieSpin2n est le R-module libre engendré par les éléments
1. 1− 2e2n−1 ⊗ e2n
2. e2i−1 ⊗ e2i − e2n−1 ⊗ e2n pour tout 1 ≤ i ≤ n− 1.
3. ei⊗ej pour tout 1 ≤ i < j ≤ 2n avec (i, j) 6= (2r−1, 2r) pour r = 1, . . . , n.
On a donc :
Proposition 8.2.0.57. — Le groupe Spin2n est semi-simple.
Démonstration. — Le raisonnement est identique à celui de la proposition
6.2.0.26, mutatis mudandis : La dimension des fibres de Spin2n a été calculée
dans la proposition 6.2.0.25, et leur connexité dans le théorème 5.0.0.17.
Pour trouver un tore maximal de Spin2n, on considère les cocaractères
t∨1 : Gm → Spin2n
défini pour tout anneau R et tout α0 ∈ R× par t∨1 (α1) = α1e1⊗e2+α
−1
1 e2⊗e1,
ainsi que pour tout i = 2, . . . , n
t∨i : Gm → Spin2n
donnés par t∨i (αi) =
αie1⊗e2⊗e2i−1⊗e2i+e1⊗e2⊗e2i⊗e2i−1+e2⊗e1⊗e2i−1⊗e2i+α
−1
i
e2⊗e1⊗e2i⊗e2i−1.
Le sous-groupe de Spin2n engendré par ces cocaractères est un tore, qui
est maximal par les mêmes arguments que dans la section 6.2. On le note
DiagSpin2n. Les caractères de ce tore sont donnés par ti(t
∨
j (αj)) = δijαj
pour tout 1 ≤ i, j ≤ n.
Les racines sont données pour tout anneau R par la liste suivante :
1. L’algèbre de Lie du tore engendré par R · (1 − 2e2n−1 ⊗ e2n) et par les
R · (e2i−1 ⊗ e2i − e2n−1 ⊗ e2n) pour tout i = 1, . . . , n− 1.
2. Le sous-module R · (e1⊗ e2i−1) de poids 2t1+2ti+
∑n
j=2,j 6=i tj pour tout
i = 2, . . . , n.
3. Le sous-module R · (e2 ⊗ e2i) de poids −2t1− 2ti−
∑n
j=2,j 6=i tj pour tout
i = 2, . . . , n.
4. Le sous-module R · (e1 ⊗ e2i) de poids 2t1 +
∑n
j=2,j 6=i tj pour tout i =
2, . . . , n.
5. Le sous-module R · (e2 ⊗ e2i−1) de poids −2t1 −
∑n
j=2,j 6=i tj pour tout
i = 2, . . . , n.
6. Le sous-module R·(e2i−1⊗e2j−1) de poids ti+tj pour tout 2 ≤ i < j ≤ n.
7. Le sous-module R · (e2i ⊗ e2j) de poids −ti− tj pour tout 2 ≤ i < j ≤ n.
8. Le sous-module R · (e2i−1⊗ e2j) de poids ti− tj pour tout 2 ≤ i < j ≤ n.
9. Le sous-module R · (e2i⊗ e2j−1) de poids tj − ti pour tout 2 ≤ i < j ≤ n.
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On vérifie immédiatement que les morphismes exponentiels Ga → Spin2n
prévus par [SGA3, Exp. XXII, théorème 1.1] sont dans tous les cas de la forme
λ 7→ 1 + λei ⊗ ej . Ceci nous permet de calculer les coracines. On trouve pour
tout anneau R les coracines énumérée ci-dessous :
2. Les coracines t∨i pour tout i = 2, . . . , n.
3. Les coracines −t∨i pour tout i = 2, . . . , n.
4. Les coracines t∨1 − t
∨
i pour tout i = 2, . . . , n.
5. Les coracines t∨i − t
∨
1 pour tout i = 2, . . . , n.
6. Les coracines t∨i + t
∨
j − t
∨
1 pour tout 2 ≤ i < j ≤ n.
7. Les coracines t∨1 − t
∨
i − t
∨
j pour tout 2 ≤ i < j ≤ n.
8. Les coracines t∨i − t
∨
j pour tout 2 ≤ i < j ≤ n.
9. Les coracines t∨j − t
∨
i pour tout 2 ≤ i < j ≤ n.
Dans tous les cas, les accouplements prévus par la remarque 2.10.0.48 sont
donnés par (X,Y ) 7→ XY . Finalement :
Proposition 8.2.0.58. — La donnée radicielle de Spin2n par rapport au tore
maximal déployé DiagSpin2n est
– Le Z-module libre N ≃ Zn des caractères de Spin2n (dont t1, . . . , tn
forment une base) ;
– Le sous-ensemble fini de celui-ci formé des racines ±(2t1 + 2ti +∑n
j=2,j 6=i tj) pour i = 2, . . . , n, ±(2t1 +
∑n
j=2,j 6=i tj) pour i = 2, . . . , n et
±ti ± tj pour 2 ≤ i < j ≤ n ;
– Le Z-module libre N∨ ≃ Zn des cocaractères (de base duale t∨1 , . . . , t
∨
n) ;
– Le sous-ensemble fini de celui-ci formé des coracines ±t∨i pour i =
2, . . . , n, ±(t∨1 − t
∨
i ) pour i = 2, . . . , n, ±(t
∨
i + t
∨
j − t
∨
1 ) pour 2 ≤ i < j ≤ n
et ±(t∨i − t
∨
j ) pour 2 ≤ i < j ≤ n.
Théorème 8.2.0.59. — Pour tout n ≥ 2, le groupe Spin2n est déployé, semi-
simple et simplement connexe de type Dn (avec la convention D2 = A1 ×A1).
Démonstration. — Le groupe est semi-simple par la proposition 8.2.0.57 et
déployé. Il est semi-simple puisque ses racines engendrent les caractères du tore.
Enfin, il est de type Dn comme on s’en convainc en contemplant le système de
racines simples {2t1 +
∑n
i=3 ti, t2 − t3, t3 − t4, . . . , tn−1 − tn, tn−1 + tn} quand
n ≥ 3 ou {2t1, 2t1 + 2t2} quand n = 2.
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On calcule maintenant le centre de Spin2n. Pour ce faire, on dispose d’un
diagramme de morphisme de schémas en groupes
Spin2n
//
##❍
❍
❍
❍
❍
❍
❍
❍
❍
O+2n

// PGO+2n

O2n // PGO2n
constitué de plusieurs flèches naturelles, définies dans les propositions 4.6.0.9
et 4.4.0.46. On dispose ainsi d’un morphisme
χ : Spin2n → PGO
+
2n
qui induit une bijection entre ensembles de racines et de coracines, ainsi qu’un
morphisme de tores χ : DiagSpin2n → DiagPGO
+
2n dont le noyau est le
centre de Spin2n. Identifiant les tores à G
n
m au moyen des cocaractères, on
trouve
χ(α1, . . . , αn) = (α
2
n, α
2
1 ·
n−1∏
i=2
αi, α2α
−1
n , α3α
−1
n , . . . , αn−1α
−1
n ).
Ainsi (α1, . . . , αn) ∈ kerχ si et seulement si αi = αn pour tout i = 2, . . . , n−1,
α2n = 1 et α
2
1α
n−2
n = 1. On a ainsi la proposition suivante :
Proposition 8.2.0.60. — Si n est pair, le centre de Spin2n est isomorphe à
µ2 ×µ2. Si n est impair, alors le centre est isomorphe à µ4.
8.3. Automorphismes. — On calcule maintenant les automorphismes du
groupe PGO+2n, adjoint de type Dn. On suppose que n 6= 1 ou 4 (nous ne
traiterons pas la trialité ici).
Pour commencer, remarquons que le groupe PGO2n agit sur PGO
+
2n par
conjugaison puisque on a une suite exacte de groupes (proposition 4.4.0.40)
1 // PGO+2n
// PGO2n // Z/2 // 0
On note φ : PGO2n → AutPGO+2n
le morphisme de groupe induit par la
conjugaison.
Théorème 8.3.0.61. — Pour n 6= 1 ou 4, on a un isomorphisme de suites
exactes
1 // PGO+2n
// PGO2n //
≃φ

Z/2 //
≃

1
1 // PGO+2n
// Aut
PGO+2n
// AutExt
PGO+2n
// 1
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Démonstration. — Il suffit d’exhiber, si R est un anneau local, n’importe quel
élément de PGO2n(R) qui permute non trivialement les racines simples de
PGO+2n (et qui est alors automatiquement d’invariant de Arf non trivial). Soit
par exemple A = E2n−1,2n+E2n,2n−1+
∑2n−2
i=1 Eii ∈ GL2n(R). La conjugaison
intA par A est un automorphisme de M2n(R) préservant l’involution η2n et
l’homomorphisme f2n. Ainsi intA ∈ PGO2n(R). Un calcul direct montre que
intA préserve le tore DiagGO2n et son quotient DiagPGO
+
2n et échange les
deux racines simples t0 + tn−1 et tn−1 de PGO
+
2n.
8.4. Groupes tordus. — Soit n ≥ 5 un entier.
Théorème 8.4.0.62. — À isomorphisme près, les S-schémas en groupes ré-
ductifs de donnée radicielle déployée identique à celle de PGO+2n (n ≥ 5),
c’est-à-dire de type déployé semi-simple adjoint Dn, n ≥ 5, sont les groupes
PGO+A,σ,f où (A, σ, f) est une paire quadratique de degré 2n au sens de la
définition 2.7.0.30. Les formes intérieures sont les groupes PGOA,σ,f tels que
le centre de l’algèbre de Clifford paire de (A, σ, f) est isomorphe à OS ×OS.
Toutes les formes intérieures sont strictement intérieures puisque le groupe est
adjoint. Pour les formes fortement intérieures, voir le corollaire 8.4.0.64.
Démonstration. — Le groupe des automorphismes de PGO+2n est PGO2n par
le théorème 8.3.0.61. Pour les formes quelconques, sachant que le champ des
PGO2n-torseurs est équivalent à PairesQuad 2n, on applique donc la proposition
4.4.0.37. Pour les formes intérieures, sachant que le champ des PGO+2n-torseurs
est équivalent au champ PairesQuad 2n, on vérifie que l’image essentielle par le
foncteur oubli PairesQuad →PairesQuad 2n est évidemment constituée des objets
(A, σ, f) tels qu’il existe une trivialisation du centre Z0,A,σ,f , et on applique la
proposition 2.2.3.9, point 1.
Il nous faut maintenant introduire, comme dans le cas Bn, un invariant
supplémentaire pour les modules quadratiques réguliers d’algèbre de Clifford
triviale. La construction est identique au cas Bn, mais en utilisant l’algèbre
de Clifford toute entière au lieu de sa partie paire. Elle est munie d’une 2-
trivialisation canonique C⊗2q ≃ Cq⊗C
op
q ≃ EndCq où le premier isomorphisme
est induit par l’involution standard σq. Par le lemme 6.4.0.33, on obtient donc
une classe lq dans Pic(S)/2.
Théorème 8.4.0.63. — À isomorphisme près, les S-schémas en groupes ré-
ductifs de donnée radicielle déployée identique à celle de Spin2n (n ≥ 5),
c’est-à-dire de type déployé semi-simple simplement connexe Dn, n ≥ 5, sont
les groupes SpinA,σ,f où (A, σ, f) est une paire quadratique de degré 2n au sens
de la définition 2.7.0.30. Les formes intérieures sont les groupes SpinA,σ,f tels
que le centre de l’algèbre de Clifford paire de (A, σ, f) est isomorphe à OS×OS.
Les formes strictement intérieures sont les groupes Spinq où q est un module
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quadratique régulier de rang 2n, d’algèbre de Clifford paire triviale dans le
groupe de Brauer et d’invariant lq ∈ Pic(S)/2 trivial.
Démonstration. — Les formes quelconques sont des tordues de Spin2n par
un torseur sous le groupe d’automorphismes qui est PGO2n comme dans le
cas du groupe adjoint. Le résultat découle alors de la proposition 4.5.2.7.
Les formes intérieures sont donc celles des torseurs sous le groupe adjoint
PGO+2n, et on les obtient donc par image essentielle de PairesQuad 2n →
PairesQuad 2n. Enfin, les formes strictement intérieures sont celles qui pro-
viennent de Spin2n lui-même, qu’on obtient comme images essentielles par
le foncteur DeplCliffSn2n → PairesQuad 2n qui envoie un objet ((q,M), N, φ, ψ)
vers la paire quadratique (EndM , ηq, fq). Par construction de DeplCliffSn2n, ce
sont bien les (EndM , ηq, fq) pour les q dont l’algèbre de Clifford est triviale
dans le groupe de Brauer, et dont l’invariant lq est trivial.
Corollaire 8.4.0.64. — Les formes fortement intérieures du groupe PGO+2n,
le groupe adjoint déployé de type Bn, sont les groupes PGO+q (définition
4.4.0.35) où q est un module quadratique régulier de rang 2n, d’algèbre de
Clifford paire triviale dans le groupe de Brauer et d’invariant lq ∈ Pic(S)/2
trivial.
Remarque 8.4.0.65. — Il n’est pas difficile de voir que dans le cas intérieur,
les résultats des théorèmes 8.4.0.62 et 8.4.0.63 restent valables quand n ≤ 4.
9. Tables
Pour les tables 2 et 3, en type An, l’involution (A, ν) est unitaire avec A
de degré n + 1 sur son centre. En type Bn, le module quadratique q est une
forme étale de l’hyperbolique de rang 2n+1. En type Cn, l’involution (A, σ) est
symplectique, avec A de degré 2n. En type Dn, la paire quadratique (A, σ, f)
est avec A de degré 2n.
Pour la table 4, en type An, le OS-module localement libre M est de rang
n + 1 et de déterminant trivial. En type Dn (resp. Bn), l’algèbre de Clifford
de (A, σ, f) est de centre trivial OS ×OS et le module quadratique q˜ est une
forme étale de la forme hyperbolique de rang 2n (resp. 2n+1), dont l’algèbre de
Clifford (resp. paire) est triviale dans le groupe de Brauer, et dont l’invariant
lq˜ est trivial (voir 8.4.0.63 et 6.4.0.34). En type Cn, l’isomorphisme alterné b
est sur un OS-module localement libre de rang 2n.
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Table 1. Groupes de Chevalley (sur Z) simples simplement
connexes ou adjoints par type de Dynkin
type simplement connexe adjoint centre du groupe s.c.
An SLn+1 (3.3.0.66) PGLn+1 (3.2.0.56) µn+1 (3.3.0.71)
Bn Spin2n+1 (4.5.1.10) SO2n+1 (6.1.0.21) µ2 (6.2.0.29)
Cn Sp2n (7.2.0.43) PGSp2n (7.1.0.39) µ2 (7.2.0.47)
Dn Spin2n (8.2.0.56) PGO
+
2n (4.4.0.32)
µ2 ×µ2 si n pair (8.2.0.60)
µ4 si n impair (ibid)
Table 2. Groupes tordus de type déployé simple et simplement
connexe ou adjoint
type simpl. connexe adjoint centre du s.c.
An SUA,ν (3.5.0.92) ker(AutA,ν→AutZ(A),ν) (3.5.0.82)µn+1
Bn Spinq (6.4.0.34) SOq (6.4.0.30) µ2
Cn SpA,σ (7.4.0.50) PGSpA,σ (7.4.0.49) µ2
Dn
n 6=1,4
SpinA,σ,f (8.4.0.63)PGO
+
A,σ,f (8.4.0.62)
µ2 ×µ2 (n pair)
µ4 (n impair)
Table 3. Automorphismes des groupes simples adjoints ou simple-
ment connexes
type déployé général extérieurs
An Aut(Mn×Mn),τ (3.4.0.78) AutA,ν Z/2 si n > 1
Bn SO2n+1 SOq 0
Cn PGSp2n PGSpA,σ 0
Dn n 6=1,4 PGO2n (8.3.0.61) PGOA,σ,f Z/2
Table 4. Groupes tordus intérieurs et fortement intérieurs de type
déployé simple simplement connexe ou adjoint
type simplement connexe adjoint
int. fort. int. int. fort. int.
An SL1,A SLM PGLA PGLM
Bn Spinq Spinq˜ SOq SOq˜
Cn SpA,σ Spb PGSpA,σ PGSpb
Dn SpinA,σ,f Spinq˜ PGO
+
A,σ,f PGO
+
q˜
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Table 5. Champ équivalent au champ Tors(G) des torseurs sous le
groupe G
G Champ Topologie
µn n-Triv fppf (2.4.3.7)
µ2 2-Triv = ModDet fppf (2.6.1.4)
Sn Etn ét ou fppf (2.5.2.9)
GLn Vecn ét ou fppf (2.4.3.1)
GL1,A A
op-Vec1 ét ou fppf (2.5.3.12)
SLn VecTrivDetn ét ou fppf (2.2.4.5)
PGLn Azumayan ét ou fppf (2.5.3.13)
PGLA Azumayan ét ou fppf (2.5.3.13)
O2n RegQuad 2n ét ou fppf (4.1.0.4)
O2n+1 Formes(q
h
2n+1) ét ou fppf (4.1.0.4)
SO2n+1 QuadDetTriv2n+1 ét ou fppf (4.3.0.31)
O+2n RegQuadArfTriv2n ét ou fppf (4.3.0.30)
Γ2n GrDeplCliff 2n ét ou fppf (4.5.1.4)
SΓ2n DeplCliff 2n ét ou fppf (4.5.1.6)
PGO2n PairesQuad 2n ét ou fppf (4.4.0.34)
PGOA,σ,f PairesQuad 2n ét ou fppf (4.4.0.34)
PGO+2n PairesQuad 2n ét ou fppf (4.4.0.38)
Sp2n Alt2n ét ou fppf (7.2.0.48)
Spin2n DeplCliffSn2n ét ou fppf (4.5.1.16)
Spin2n+1 DeplCliffSn2n+1 ét ou fppf (4.5.1.15)
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