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We present a theoretical examination of the magneto-electric response in the recently discov-
ered multiferroic insulator Cu2OSeO3. Combining Monte Carlo simulation and Ginzburg-Landau
analysis we predict the response in each of the magnetic phases, including helical, conical, ferro-
magnetic and Skyrmion crystal phases, both for thin film and bulk systems. A common feature
for all non-collinear phases is that the magneto-electric susceptibility increases linearly with the
applied magnetic field. Being both calculable and measurable, the magneto-electric susceptibility
can serve as a new powerful probe to detect and investigate magnetic phases and phase transitions
in multiferroic chiral magnets in general.
PACS numbers: 75.85.+t, 75.70.Kw
I. INTRODUCTION
The discovery of nontrivial topological structures in
condensed matter physics attracts significant attention.
Starting from the prediction1–3 and observation4–8 of
the Skyrmion crystal phase in chiral magnets such as
MnSi, the study of stabilization and manipulation of the
Skyrmions has become an important subject in the field
of magnetism. Skyrmions are topologically nontrivial
magnetic textures, they can naturally couple to the mag-
netic field through Zeeman coupling, and to the itiner-
ant electrons’ spin by the Hund’s coupling. The former
leads to the ac magnetic field-induced excitation of the
Skyrmion internal modes9–11 and the latter to the elec-
tric current-induced Skyrmion motion12–17 as well as the
counter-effect, the topological Hall effect3,13,18.
In addition to the chiral magnetic metals, a Skyrmion
crystal phase was recently discovered in the multiferroic
insulator Cu2OSeO3
19–22, which opens up the opportu-
nity to study electric field control of the Skyrmions and
the related magnetic phases. In this material, the fi-
nite electric dipole moment induced for each Skyrmion
core can be put to use to control the drift motion
of the Skyrmion core by coupling to the electric field
gradient21,23. Through the inherent magneto-electric
coupling in an multiferroic insulator, one can envisage
the potential to manipulate the magnetization of the
Skyrmions by means of electric field, rather than mag-
netic field, which is also technologically interesting since
it is easier to apply local electric fields using electrodes
than it would be to create local magnetic fields.
A first step towards exploiting such properties is a
framework to predict and to measure the magneto-
electric response, which is not limited to the Skyrmion
crystal phase but may manifest itself also in the non-
topological helical and conical phases. It means, among
others, that different magneto-electric responses of those
phases can serve as a probe of the magnetic structure as
well as the phase transitions between them. In this pa-
per, we show that the Skyrmion crystal phase exhibits a
(quantitatively) different magneto-electric response com-
pared to either conical or helical phases. All the principal
phases show linear dependence of the magneto-electric
(ME) susceptibility χME on the applied magnetic field
strength B, with different slopes. Our theoretical ex-
planation of the ME response of the multiferroic, helical
magnetic insulator is based on extensive Monte Carlo
(MC) simulations and Ginzburg-Landau (GL) theory.
These two methods are complementary to each other and
when both of them are applicable, the results show ex-
cellent agreement.
The paper is organized as follows. We show our model
Hamiltonian in Sec. II. Extensive MC results for ME
responses and other thermodynamic quantities are pre-
sented in Sec. III A for two dimensions, followed by simi-
lar MC calculations for the three-dimensional lattice sys-
tem in Sec. III B. Ginzburg-Landau theory for ME sus-
ceptibility is developed in Sec. IV. Outlook and discus-
sion are given in Sec. V.
II. MODEL HAMILTONIAN
The starting point in our calculation of the magneto-
electric susceptibility χME = ∂M/∂E is the three-
dimensional cubic-lattice Hamiltonian H = HHDM +
HME written in terms of the unit classical spin vec-
tor Si. The first term HHDM describes the Heisenberg-
Dzyaloshinskii-Moriya spin exchange Hamiltonian to-
gether with the Zeeman field, known to yield the helical-
to-Skyrmion crystal phase transition as a function of
2magnetic field. It reads3,9,24,25
HHDM =
∑
r,eˆ
(−J Sr · Sr+aeˆ −D eˆ · Sr × Sr+aeˆ)
−
∑
r
B · Sr, (1)
where eˆ = xˆ, yˆ, zˆ is the bond vector together with a the
lattice spacing on a cubic lattice. The second term, HME,
is the magneto-electric coupling specific to the multifer-
roic insulator Cu2OSeO3 where the Skyrmion phase has
been recently discovered19. In deriving HME we assume
the existence of local electric dipole moment Pi, cou-
pled to the external electric field E in the usual manner
−E ·∑iPi. A critical insight pointed out in a number
of recent papers23,26,27 is that Pi depends on the local
magnetization configuration according to
Pi = λ(S
y
i S
z
i , S
z
i S
x
i , S
x
i S
y
i ) (2)
with some coupling strength λ. This is the “pd-
hybridization” mechanism of multiferroics satisfying cu-
bic symmetry21,28–32. As a result, we obtain the Hamil-
tonian
HME = −
∑
i
Pi · Ei = −λ
2
∑
i
Si

 0 Ezi EyiEzi 0 Exi
Eyi E
x
i 0

Si.(3)
Our model is a coarse-grained version of the detailed crys-
tal structure present in the actual material, so Si and
Pi are both average quantities inside a crystal unit cell.
The magneto-electric response will depend on the direc-
tion of both the magnetic field and of the electric field.
The magnetic field B determines the plane wherein the
Skyrmions form (orthogonal to B). The electric field
E can be applied along another direction to probe, for
example, the magneto-electric response ∂M/∂E, where
the magnetization M is the thermodynamic average of
spin per site along a measuring direction. We calculate
in the following the case of B ‖ [111] and E ‖ [111],
i.e. both B and E fields oriented along the [111] crystal
axis. After a rotation transformation23 R, which places
the new z-axis along [111] (zˆ′ = Rzˆ ‖ [111]) and the
new x-axis along [1¯10] (xˆ′ = Rxˆ ‖ [1¯10]), the magneto-
electric coupling is simplified to a uniaxial anisotropy
term HME = −(
√
3λE/2)
∑
i[S
z′
i ]
2. In the following dis-
cussion we absorb λ into E by E′ = λE, so that E′ has
dimension of energy. Primes are dropped from here on.
The magneto-electric response function is worked out
according to standard rules of statistical mechanics,
χME =
∂M
∂E
· aˆ = 1
NT
(〈[∑
i
Si · aˆ
][∑
i
Pi · bˆ
]〉
−
〈∑
i
Si · aˆ
〉〈∑
i
Pi · bˆ
〉)
, (4)
where M = 〈∑i Si〉/N is the thermodynamic average
of magnetic moment per site, N is the number of lat-
tice sites, and T is the temperature. aˆ is the direction
along which we measure the magnetic moment, bˆ is the
direction of the external electric field. The canonical en-
semble averages 〈· · · 〉 are performed by the method of
Monte Carlo (MC) simulation. Unless otherwise noted,
the magnetization measured in the magneto-electric sus-
ceptibility is assumed parallel to the magnetic field ap-
plied. In the case of aˆ ‖ bˆ ‖ [111], after the rotation, we
have
∑
i
Si · aˆ =
∑
i
Szi ,
∑
i
Pi · bˆ = −∂HME
∂E
=
√
3
2
∑
i
[Szi ]
2. (5)
III. MONTE CARLO CALCULATION
A. Film material
It has been found experimentally that for films of thick-
nesses comparable to a few times the helical modulation
period, the Skyrmion lattice phase is stabilized over most
of the phase diagram where the corresponding bulk sam-
ple displays the conical order7. Therefore, the properties
of the Skyrmion phase and the transition from the helical
to Skyrmion phase can be studied theoretically by simu-
lating a 2D lattice allowing larger system sizes. Here we
study the film material perpendicular to the [111] crys-
tal direction, the electric and magnetic fields are in this
direction too. The lattice size is N = 362, and the mod-
ulation wavelength is chosen to be 9 lattice constants by
taking the ratio D/J =
√
2 tan(2π/9). Figure 1 shows
the χME curve as a function of increasing magnetic field
B along with the magnetization curve M(B). To make
comparison with the Ginzburg-Landau (GL) results fea-
sible, low temperature was used in the simulation. We
choose T/J = 0.1, where J is the exchange energy, com-
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FIG. 1: (Color online) (a) Magnetization curve Mz and
(b) magneto-electric susceptibility χME for varying magnetic
field β in the 2D helical, Skyrmion crystal and ferromagnetic
phases. The electric and magnetic fields are re-scaled to di-
mensionless values, see Sec. IV.
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FIG. 2: (Color online) (a) Magnetization curve M[111] and
(b) magneto-electric susceptibility χME for varying magnetic
fields β in the 3D conical phase in low temperature T/J = 0.1.
All quantities are re-scaled to dimensionless form, see Sec. IV.
parable to the magnetic ordering transition temperature
Tc in the model. Two magnetic phase transitions go-
ing from helical (H) to Skyrmion crystal (SC) phase at
a lower critical field B = Bc1, and the other going from
SC to ferromagnetic (FM) phase at the upper critical
field B = Bc2, are clearly identified by abrupt changes
in the measured quantities in Fig. 1. Judging from
the larger value of χME within the Skyrmion phase we
conclude that there is more magneto-electric susceptibil-
ity per area coming from the Skyrmion phase than the
helical phase. Interestingly, both helical and Skyrmion
phases exhibit a linear dependence of χME on the mag-
netic field strength B, with differing slopes. We will show
how this feature follows from the Ginzburg-Landau anal-
ysis in Sec. IV.
The helical and Skyrmion crystal phases spontaneously
break the spatial translation symmetry, these nonuni-
form phases host many meta-stable states, so we have
plotted in the figure results from multiple runs. We use
the “field-cooling” method by fixing the magnetic field
to the target field and lowering temperature from above
Tc down to the target temperature of interest. Within
each run an estimation of the statistical error is made by
the “bootstrap method”. The bootstrap error bars are
smaller than the difference between results from different
runs. Multiple-run results agree with each other reason-
ably well; this is because the field cooling method gives
the right thermodynamic state in this case. The results
from GL and MC show some minor differences. The MC
curve of magnetization is not saturated in the high field
region due to the finite temperature effect. Because of
the finite size effect, the transition magnetic field pro-
duced by MC is shifted from the GL result, and the MC
phase transition is not as sharp as GL because there is
phase coexistence in MC, which is absent in GL.
B. Bulk Material
1. Conical phase at low temperature
Prior simulations of the multiferroic chiral magnet has
been limited to two-dimensional lattice. The 2D simula-
tion of the previous section misses the conical (C) phase
and therefore makes the direct comparison to the ME
susceptibility experiments, done on a three-dimensional
single crystal, difficult. To discuss the magneto-electric
response of a 3D lattice in the conical phase, we perform
a Monte Carlo simulation dedicated to the conical phase
on a N = 103 lattice with helical wavelength equal to
10 lattice constants, i.e., D/J =
√
3 tan(2π/10). The
electric and magnetic fields are both put along [111], as
before. With these parameters, the system favors conical
phase along [111], as easily verified by directly observing
the typical configurations generated by the Monte Carlo
process. To measure the magneto-electric susceptibility,
we calculated the correlation function between S[111] =∑
i(S
x
i +S
y
i +S
z
i )/
√
3 and P[111] =
∑
i(P
x
i +P
y
i +P
z
i )/
√
3,
which reads
χME =
1
NT
( 〈
S[111]P[111]
〉− 〈S[111]〉 〈P[111]〉 ). (6)
No rotation transformation is needed in this simulation.
The temperature is chosen again to be T/J = 0.1. Re-
sults are shown in Fig. 2. In the low field region, besides
4the conical phase with the modulation vector parallel to
[111], helical phases with modulation vector parallel to
other [111]-equivalent directions also appear. The reason
is that the magnetic field is still not large enough to over-
come the free energy barrier between helical states with
different modulation vectors. So we may conclude that
in real bulk material, the system may break into domains
with different modulation vectors each pointing to one of
the [111] equivalent directions. For large enough mag-
netic field, only conical phase along [111] is stable, and
the magnetization curve is linear with slope equal to two
in our dimensionless unit system. This is precisely the
result coming from the GL theory (Sec. IV). Just like
the helical and Skyrmion crystal phases, the magneto-
electric susceptibility in conical phase again shows linear
behavior with respect to the magnetic field, but with the
largest slope 4. The linear behavior and the value of the
slope could all be obtained by the GL theory (Sec. IV).
In the above discussions, we have studied the magneto-
electric response of the chiral magnet in the three prin-
cipal phases separately. In each of the 2D helical, 2D
Skyrmion crystal and 3D conical phases, the magneto-
electric susceptibility shows linear dependence on the
magnetic field, but with different slopes. The slope of
the conical phase is the largest while that of the helical
phase the smallest.
2. 3D simulation just below Tc
Having obtained the magneto-electric response of all
the relevant phases separately, it is now desirable to per-
form a simulation showing all the phases and compare
with previous results. Very recently, Buhrandt and Fritz
successfully obtained the 3D A-phase of chiral magnet
just below the ordering temperature in a Monte Carlo
simulation33. The key insight of their work is to remove
the lattice induced anisotropy by introducing next-to-
nearest neighbor coupling constants. In this way, the con-
ical phase becomes the thermodynamically stable phase
over a lower temperature range and the so-called A-phase
of Skyrmion crystal is only stable in a narrow window
just below Tc. It is to be noted that the lattice-induced
anisotropy is only important when the Skyrmion crystal
phase and conical phase compete, so it does not affect
the previous results we have obtained for the 2D system
and the 3D conical phase.
To study the finite temperature (just below Tc)
magneto-electric response, we adopt the Buhrandt-Fritz
model with the following parameters: N = 303, D/J =
tan(2π/10), J ′/J = −1/16, D′/D = −1/8, and T/J =
0.82. Here J ′ and D′ are the Heisenberg and DM inter-
actions between Sr and Sr+2aeˆ. Tc in zero magnetic field
is around 0.92J . Typical magnetic orders are shown in
Fig. 3. The results for the magnetic and magneto-electric
susceptibilities are shown in Fig. 4. In a 3D system as
large as N = 303, the number of competing meta-stable
states are much larger than before. Luckily, multiple runs
of the Monte Carlo sampler give qualitatively the same
result. The electric and magnetic fields are directed to
z-direction of the lattice, but we still map this direction
of the simulated lattice to the [111] direction of the mod-
eled bulk material. So to calculate the magneto-electric
susceptibility, we still use the formula Eq. (4) and Eq. (5).
From the magnetization curve (Fig. 4(a)) we could
easily see the helical to Skyrmion crystal transition by
the abrupt increase of total magnetic moment in z-
direction. The Skyrmion crystal to conical phase tran-
sition is identified by the increase of magnetic suscepti-
bility (Fig. 4(b)). Overall we find the magneto-electric
susceptibility curve gives much more clear boundary be-
tween the different phases by the peaks and dips, com-
pared to more conventional magnetization or magnetic
susceptibility curves. The magneto-electric response is
still largest in the conical phase and smallest in the heli-
cal phase.
IV. MAGNETO-ELECTRIC SUSCEPTIBILITY
IN GINZBURG-LANDAU THEORY
As stated above, one interesting new possibility raised
by the multiferroic chiral magnetic material is that of
measuring the magneto-electric response in the Skyrmion
crystal phase. Even the non-topological states, such as
helical or conical phases, provide a non-trivial ME re-
sponse. In this section we provide Ginzburg-Landau cal-
culation of this quantity, which accurately captures the
ME responses obtained from the previous MC simula-
tions at low temperatures. The GL analysis just below
Tc is more complicated and will be addressed in the fol-
lowing works.
We use the standard chiral magnet free energy with
Heisenberg and DM exchanges and the Zeeman term.
The magneto-electric coupling is expressed by
FME = −(ExMyMz + cyclic perm.). (7)
We again choose the B ‖ E ‖ [111] geometry under which
experiments are often carried out. The GL expressions
simplify greatly in this setup as well. The full GL free
energy takes the form
F =
J
2
(∇M)2 +DM · (∇×M)
−B (Mx +My +Mz) /
√
3
−E (MyMz +MzMx +MxMy) /
√
3, (8)
which could be obtained by the standard continuum limit
process in three dimensions from the lattice Hamiltonian
Eq. (1) with the following relations
J → aJ, D → a2D, B → a3B, E → a3E. (9)
Then we perform a joint real and spin space rotation
(RM)(r) = R(M(R−1r))
5FIG. 3: (Color online) Average configuration (order parameter) of the three dimensional helical (a), Skyrmion crystal (b), and
conical (c) phases. The surfaces of constant value for Sy = 0, Sz = 0, and Sy = 0 are plotted for the three phases, respectively.
In three dimensional helical phase, the modulation vector is not strictly perpendicular to the magnetic field in z-direction, as
opposed to the two dimensional case. The simulation parameters are: T/J = 0.820; (a) B/J = 0.025, (b) B/J = 0.113, and
(c) B/J = 0.250.
as before, which makes the new z-axis along the [111]-
direction and the new x-axis along the [1¯10]-direction23,
so the free energy becomes
F
8Jκ2
= (∇M)2 +M · (∇×M)− βMz − 1
2
ǫM2z . (10)
Note the dimensionless magnetic and electric fields β =
B/(8Jκ2) and ǫ =
√
3E/(8Jκ2) in the above. The space
coordinates are re-scaled as well, r→ r/(4κ), where κ =
D/(2J) is half of the magnitude of the helical modulation
vector. The dimensionless free energy in Eq. (10) is the
starting point of the following discussion.
A. Helical phase
First we consider the helical phase in the thin film ge-
ometry with the magnetic field perpendicular to it. For
the fields not exceeding the threshold value βc1 the sys-
tem is in helical phase. It can be proven analytically that
without magnetic field, the ground state is the so-called
proper-screw state
M(x, y, z) = (0, cos(x/2), sin(x/2)). (11)
Here we have chosen the spin modulation vector q ‖ xˆ as
an example. In fact the free energy (10) is isotropic in
the whole space so q could point to any direction as long
as the magnitude is unchanged.
Now we turn on the electric and magnetic fields. Monte
Carlo results show that as long as neither fields are very
big, the ground state is still a proper screw, but the mod-
ulation vector is not constant, so we make the following
ansatz to characterize this twisted screw
M(x, y, z) = (0, cos(θ(x)), sin(θ(x))). (12)
Now θ(x) becomes a variational function to be optimized
with respect to Eq. (10). At finite fields, the optimized
function deviates from the zero field solution θ(x) = x/2.
After inserting this state to the free energy we have
F [θ(x)]
8Jκ2
= [θ′(x)]2 − θ′(x)
−β sin(θ(x)) − 1
2
ǫ sin2(θ(x)). (13)
This functional is to be optimized with boundary condi-
tions θ(0) = 0 and θ(4π) = 2π, which is compatible with
the wavelength and the right-handedness of the proper
screw state in the absence of the fields. The numerical
calculation is done as follows. We sweep magnetic field β
from 0 to 0.1, with 0.1 being the lower critical field from
helical phase to Skyrmion crystal phase1,16,24 transition.
At each magnetic field, we calculate two optimized func-
tions θ(x). One with ǫ = 0 and one with ǫ = δǫ. Finally,
the magneto-electric susceptibility is determined from
∂Mz
∂ǫ
=
∫ 4pi
0
dx×
sin[θ(x; ǫ = δǫ)]− sin[θ(x; ǫ = 0)]
4π × δǫ . (14)
Figure 1 shows the results obtained in this way with
δǫ = 0.05, which agree with the MC very well. We
have checked that δǫ = 0.05 is small enough so that
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FIG. 4: (Color online) (a) Magnetization curve Mz and the
magnetic (b) and magneto-electric (c) susceptibilities of a
N = 303 lattice with varying magnetic field β, the temper-
ature T/J = 0.82 is just below Tc/J = 0.92. The helical to
Skyrmion crystal and Skyrmion crystal to conical transitions
are very easily identified by the peaks and dips of the χME
curve. All quantities are re-scaled to dimensionless form, see
Sec. IV.
the system is in the linear response region. In Fig. 5(a)
we plot three typical functions sin(θ(x)), which is the z-
component of the local magnetization, in different fields.
The blue curve shows a perfect proper screw state with
θ(x) = x/2. The red curve is the twisted screw in finite
magnetic field and zero electric field. It is clear that the
region with magnetization pointing up is enlarged com-
pared with the perfect screw, since the Zeeman term fa-
vors magnetization pointing in that direction. The green
curve shows the twisted screw in finite electric field and
zero magnetic field, in which both the regions with mag-
netization pointing up and pointing down are enlarged.
This is because the electric field induces an easy z-axis
anisotropy.
B. Conical phase
Now we consider the conical phase in a 3D mate-
rial. The right-handed conical spin configuration which
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FIG. 5: (Color online) The spatial profile of the z-component
of magnetization in different electric and magnetic fields for
the helical (a) and Skyrmion crystal (b) phases. Larger mag-
netic field favors more magnetization pointing up, while larger
electric field favors more magnetization pointing up or point-
ing down.
is compatible with D > 0 follows
M(x, y, z) = (sin(θ) cos(qz), sin(θ) sin(qz), cos(θ)) (15)
where θ is the conical angle, (0, 0, q) is the conical mod-
ulation vector. Insert it into the energy functional
Eq. (10), we have the energy density as a function of
just two variables q and θ
F (q, θ)
8Jκ2
=
1
2
(q2−q)(1−cos(2θ))−β cos(θ)− 1
2
ǫ cos2(θ).
Minimizing this function with respect to q and θ we get
q0 =
1
2
, cos(θ0) =
2β
1− 2ǫ . (16)
It shows that the magnetic and electric fields in [111]-
direction does not change the modulation vector. The
magnetic susceptibility is
∂Mz
∂β
=
2
1− 2ǫ , (17)
which does not depend on the magnetic field but depends
on the electric field. The magneto-electric susceptibility
is
∂Mz
∂ǫ
=
4β
(1− 2ǫ)2 , (18)
which depends on the magnetic field linearly. The value
at ǫ = 0, in particular is 4β. These conclusions agree
with the MC results very well, see Fig. 2.
7C. Skyrmion crystal phase
Finally we consider the Skyrmion crystal phase which
appears in both 2D and 3D materials. Following the
method of previous works1,2,16,24, we start from the trial
function of a single Skyrmion
M (ρ, φ, z) = sin [θ (ρ)] φˆ+ cos [θ (ρ)] zˆ, (19)
where θ(ρ) is the variational function to be optimized
with respect to Eq. (10), which, after inserting the trial
function, becomes
F (ρ)
8Jκ2
=
(
∂θ
∂ρ
)2
+
∂θ
∂ρ
+
sin2(θ)
ρ2
+
sin(θ) cos(θ)
ρ
−β cos(θ)− 1
2
ǫ cos2(θ). (20)
It is already known that the phase boundary between
the helical and Skyrmion crystal phases is located at
βc1 = 0.1 and that between the Skyrmion crystal and
ferromagnetic phases is located at βc2 = 0.4
1,16,24. To
analyze the Skyrmion crystal, we need to introduce a
radius cut R0, which gives the region occupied by each
Skyrmion in the lattice. Then we optimize θ (ρ) with the
boundary conditions θ (0) = π and θ (R0) = 0. Finally
we calculate the average energy density∫ R0
0 dρ 2πρF (ρ)/(8Jκ
2)
πR20
and search for R0 so that the average energy density is
optimized. This corresponds to finding the optimized
lattice spacing for the Skyrmion lattice. The result R0
depends on the magnetic field β1,24.
With the above background, we again sweep the mag-
net field β, but this time from 0.1 to 0.4. At each β we
calculate two optimized functions θ (ρ), one with ǫ = 0
and one with ǫ = δǫ. These two functions both use the
cut R0 for this magnetic field. Then we calculate the
magneto-electric susceptibility
dMz
dǫ
=
∫ R0
0
2πρ dρ ×
cos [θ (ρ; ǫ = δǫ)]− cos [θ (ρ; ǫ = 0)]
πR20 × δǫ
. (21)
The result with δǫ = 0.05 is shown in Fig. 1, which has
remarkable agreement with MC. In Fig. 5(b) we show the
function cos(θ(ρ)) in different fields. The blue curve is
the z-component of magnetization of a Skyrmion inside
a unit cell of the Skyrmion lattice. The red curve is the
result with larger magnetic field, in which the periph-
eral region with magnetization pointing up is enlarged.
The green curve is the result in nonzero electric field, in
which the peripheral region is also enlarged. Notice that
the central region is not enlarged because in cylindrical
coordinate, the central region has weight 2πρ which is
much smaller than the peripheral region. As a result,
the enlargement of the peripheral region gives more en-
ergy gain.
D. Estimation
Figure 1 shows the Ginzburg-Landau together with
the Monte Carlo results. In the following the energy
unit J is set to 1. In the 2D Monte Carlo simula-
tion κ = D/(2J) =
√
2 tan(2π/9)/2 = 0.59. Accord-
ing to our re-scaling, the electric field, magnetic field
and energy density all scale as 1/(8Jκ2) = 0.36. Since
Monte Carlo has finite size effect, the calculated best
fit parameter is 1/(8Jκ2) = 0.42. The results from
the two methods agree quite well except at the phase
boundary. The reason, as we have mentioned, is that
in Ginzburg-Landau calculation the phase transition is
very sharp but in Monte Carlo there is always a phase
coexists at the phase boundary. The 3D conical state
simulation is re-scaled with simulation parameter κ =
D/(2J) =
√
3 tan(2π/10)/2 = 0.63. The re-scaling pa-
rameter is 1/(8Jκ2) = 0.32 but the best fit parameter is
1/(8Jκ2) = 0.35. The results are plotted in Fig. 2. It
is shown that the Ginzburg-Landau result ∂M/∂ǫ = 4β
agrees very well with the Monte Carlo result.
We can also substitute the material parameters into
our dimensionless unit system and give estimations as
follows. First we calculate the dimensionless values cor-
responding to one Tesla of magnetic field and one Volt
per nanometer of electric field,
β0 =
4µB × (1T)
8Jκ2
= 2.94
ǫ0 =
√
3λ× (1V/nm)
8Jκ2
= 1.37, (22)
where 4µB is the magnetic moment inside a unit cell of
Cu2OSeO3; the exchange strength is taken to be J =
5meV; κ = D/(2J) = π/l with l = 630/8.9 the wave-
length of helix in the unit of lattice constant a = 8.9nm;
the magneto-electric coupling constant is estimated to be
λ = 1× 10−32J/(V/m). These set of parameters is taken
from Ref. 21 and the typical ME-susceptibility in conical
phase is thus
∂M
∂E
=
∂M
∂ǫ
∂ǫ
∂E
=
4βǫ0
(1V/nm)
= 0.55(V/nm)−1 (23)
with typical value β = 0.1. This result also corresponds
to 0.14(µB/Cu)/(V/nm) since the saturate magnetic mo-
ment is 4µB and there are 16 copper atoms in a unit
cell (three up one down structure). Thermal fluctu-
ation generally reduces the average magnetic moment
from the ground state value, so the magneto-electric sus-
ceptibility in finite temperature should be less than the
Ginzburg-Landau estimation, which may lead to minor
over-estimation.
V. DISCUSSION AND OUTLOOK
In summary, inspired by the recent discovery of the
multiferroic chiral magnetic material Cu2OSeO3, whose
8underlying mechanism of magneto-electric coupling is the
so-called “pd hybridization”, we have performed theoret-
ical analysis of the magneto-electric response ∂M/∂E for
this class of material. We studied the magneto-electric
response in all the relevant magnetic phases. We found
that the magneto-electric response in the B ‖ E ‖ [111]
geometry shows linear dependence on the magnetic field
in all the helical, conical and Skyrmion crystal phases,
but with different slopes. Estimation using realistic ma-
terial parameters is also given to compare with potential
experiments. In addition to the usual magnetic suscep-
tibility, the magneto-electric susceptibility gives a new
way to identify the magnetic phases transitions. We also
showed how the electric field modulates the magnetic
structures, which could be used in future applications.
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