The use of multiple predictor smoothing methods in sampling-based sensitivity analyses of complex models is investigated. Specifically, sensitivity analysis procedures based on smoothing methods employing the stepwise application of the following nonparametric regression techniques are described: (i) locally weighted regression (LOESS), (ii) additive models (GAMs), (iii) projection pursuit regression (PP_REG), and (iv) recursive partitioning regression (RP_REG). The indicated procedures are illustrated with both simple test problems and results from a performance assessment for a radioactive waste disposal facility (i.e., the Waste Isolation Pilot Plant). As shown by the example illustrations, the use of smoothing procedures based on nonparametric regression techniques can yield more informative sensitivity analysis results than can be obtained with more traditional sensitivity analysis procedures based on linear regression, rank regression or response surface regression when nonlinear relationships between model inputs and model predictions are present.
INTRODUCTION
Sampling-based approaches to uncertainty and sensitivity analysis are both effective and widely used (Helton and Davis 2000 , 2002 . Analyses of this type involve the generation and exploration of a mapping from uncertain analysis inputs to uncertain analysis results. The underlying idea is that analysis results y(x) = [y 1 (x), y 2 (x), …, y nY (x)] are functions of uncertain analysis inputs x = [x 1 , x 2 , …, x nX ]. In turn, uncertainty in x results in a corresponding uncertainty in y(x). This leads to two questions: (i) What is the uncertainty in y(x) given the uncertainty in x?, and (ii) How important are the individual elements of x with respect to the uncertainty in y(x)? The goal of uncertainty analysis is to answer the first question, and the goal of sensitivity analysis is to answer the second question. In practice, the implementation of an uncertainty analysis and the implementation of a sensitivity analysis are very closely connected on both a conceptual and a computational level.
Five basic components underlie the implementation of a sampling-based uncertainty and sensitivity analysis: (i) Definition of distributions D 1 , D 2 , …, D nX that characterize the epistemic uncertainty in the components x 1 , x 2 , …, x nX of x, (ii) Generation of a sample x 1 , x 2 , …, x nS from the x's in consistency with the distributions D 1 , D 2 , …, D nX , (iii) Propagation of the sample through the analysis to produce a mapping [x i , y(x i )], i = 1, 2, …, nS, from analysis inputs to analysis results, (iv) Presentation of uncertainty analysis results (i.e., approximations to the distributions of the elements of y constructed from the corresponding elements of y(x i ), i = 1, 2, …, nS), and (v) Determination of sensitivity analysis results (i.e., exploration of the mapping [x i , y(x i )], i = 1, 2, …, nS).
The primary focus of this presentation is the sensitivity analysis component of a sampling-based uncertainty and sensitivity analysis. Traditional parametric regression procedures, often in conjunction with the use of rank transformations, are popular and usually effective sensitivity analysis tools (Section 2). However, such procedures can fail to identify the effects of influential variables when the underlying relationships between analysis inputs and analysis results are both nonlinear and nonmonotonic. Nonparametric regression procedures are presented as tools for use in sensitivity analyses when more traditional parametric regression procedures fail to identify the relationships that exist between analysis inputs and analysis results (Section 3). The application of nonparametric regression procedures in sensitivity analysis is illustrated with two analytic test functions (Campolongo 2000) and a result from a performance assessment (PA) for the Waste Isolation Pilot Plant (WIPP, Helton and Marietta 2000) (Section 4). The presentation then ends with a brief discussion (Section 5).
PARAMETRIC REGRESSION ANALYSIS
Traditional parametric regression analysis provides an algebraic representation of the relationships between a de-pendent variable y (i.e., an element of y) and one or more independent variables (i.e., elements of x). Unless stated otherwise, regression analysis is usually assumed to involve the construction of linear models of the form
The regression coefficients in Equation (1) are usually determined such that the sum ( )
is minimized. As a result, the regression model in Equation (1) is often referred to as a least squares model. An important property of least squares regression models is the equality
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where y denotes the estimated expected value for y. The ratio 
provides a measure of the extent to which the regression model can match the observed data. Specifically, when the variation about the regression model is small, then the corresponding R 2 value is close to 1, which indicates that the regression model is accounting for most of the uncertainty in y. Conversely, an R 2 value close to 0 indicates that the regression model is not very successful in accounting for the uncertainty in y. When the individual x j in the regression model in Equation (1) are linearly independent, the R 2 value for the regression model can be expressed as
where 2 j R is the R 2 value that results from regressing y on only x j . Thus, 2 j R is equal to the contribution of x j to the R 2 value for the regression model in Equation (1) when the x j 's are independent. The regression coefficients b j , j = 1, 2, …, nX, are not very useful in sensitivity analysis because each b j is influenced by the units in which x j is expressed and also does not incorporate any information on the distribution assigned to x j . Because of this, the regression model in Equation (1) 
where y , j x , ŝ and ŝ j denote estimated means and standard deviations for y and x j . The coefficients b j ŝ j /ŝ in Equation (7) are referred to as standardized regression coefficients (SRCs). The SRC b j ŝ j /ŝ provides a measure of variable importance based on the effect on y relative to the standard deviation of y of moving x j away from its expected value by a fixed fraction of its standard deviation. Further, when the x j 's are independent, the inclusion or exclusion of an individual x j from the regression model has no effect on the SRCs for the remaining variables in the model. Thus, as long as the x j 's are independent, the SRCs b j ŝ j /ŝ provide a useful measure of variable importance, with (i) the absolute values of the coefficients b j ŝ j /ŝ providing a comparative measure of variable importance (i.e., variable x u is more important than variable x v if |b u ŝ u /ŝ| > |b v ŝ v /ŝ|) and (ii) the sign of b j ŝ j /ŝ indicating whether x j and y tend to move in the same direction or in opposite directions. However, when x j 's are not independent, SRCs do not provide reliable indications of variable importance.
For purposes of sensitivity analysis, there is usually no reason to construct a regression model containing all the uncertain variables (i.e., x 1 , x 2 , …, x nX ) as indicated in Equation (1). Rather, a more appropriate procedure is to construct regression models in a stepwise manner. With this procedure, a regression model is first constructed with the most influential variable (e.g., 1 x % as determined based on R 2 values for regression models containing only single variables). Then, a regression model is constructed with 1 x % and the next most influential variable (e.g., 2
x % as determined based on R 2 values for regression models containing 1 x % and each of the remaining variables). The process then repeats to determine 3 x % in a similar manner and continues until no more variables with an identifiable effect on y k can be found. Variable importance (i.e., sensitivity) is then indicated by the order in which variables are selected in the stepwise process, the changes in cumulative R 2 values as additional variables are added to the regression model, and the SRCs for the variables in the final regression model. An example of a sensitivity analysis of this form is presented in Table 1 . , .
This inclusion exists because the preceding model is still linear in its coefficients (i.e., b 0 , the b j , the b jl ); in essence, the indicated transformations involving the x j (i.e., f j (x j ), f jl (x j , x l )) are simply defining a new set of analysis inputs to be used in a regression-based sensitivity analysis. Results can be improved in some analyses by well-chosen variable transformations of the form indicated in Equation (8).
However, in large analyses involving many uncertain analysis inputs (i.e., x j ) and many possibly time-dependent analysis results (i.e., y's), the a priori determination of suitable transformations can be difficult. Also, care must be taken to suitably account for any correlations that may be introduced by the chosen transformations (i.e., f j (x j ) and f jl (x j , x l ) may be highly correlated).
Nonlinear regression provides an alternative to linear regression that can be useful in some analyses. In nonlinear regression, at least some of the model coefficients are operated on by nonlinear functions. For example,
is a nonlinear model because b 2 and b 4 appear in expressions that are operated on by nonlinear functions. A major challenge in the use of nonlinear regression in sensitivity analysis is the determination of a suitable form for the nonlinear regression model. A rank transformation can be used to convert a nonlinear but monotonic relationship between the x j and y into a linear relationship (Iman and Conover 1979) . With this transformation, the values for the x j and y are replaced by their corresponding ranks. Specifically, the smallest value for a variable is assigned a rank of 1; the next largest value is assigned a rank of 2; tied values are assigned their average rank; and so on up to the largest value, which is assigned a rank of nS. Use of the rank transformation results in rank (i.e., Spearman) correlation coefficients (RCCs), rank regressions, standardized rank regression coefficients (SRRCs) and partial rank correlation coefficients (PRCCs). In the presence of nonlinear but monotonic relationships between the x j and y, use of the rank transform can substantially improve the resolution of sensitivity analysis results (Table 2) .
NONPARAMETRIC REGRESSION
There are drawbacks to the parametric regression techniques indicated in Section 2 that can reduce their effectiveness in some sensitivity analyses. First, it is necessary to provide an a priori specification of the form of the regression model (e.g., linear as in Equations (1) and (8), nonlinear as in Equation (9), or linear with rank transformed data). Unfortunately, when complex patterns of behavior are present, it can be difficult to determine the appropriate form for a regression model. Such determinations can be a particular challenge in exploratory analyses that can involve 10s or even 100s of analysis results, with each result potentially requiring the specification of a different regression model. Second, the specified form for the regression is required to hold across the entire mapping from analysis inputs to analysis results, which makes the representation of local behavior and/or asymptotes difficult. In addition, grid-based procedures (Kleijnen and Helton 1999) have the drawback that the associated sensitivity results can be dependent on the particular grid selected for use. Unfortunately, the most appropriate grid for use with these procedures is not always apparent. Nonparametric regression procedures provide an alternative to parametric regression procedures and grid-based procedures that can mitigate the potential problems indicated in the preceding paragraph. With nonparametric regression procedures, an a priori specification of the exact algebraic form of the regression model is not required. Rather, an iterative procedure is used to construct a model that captures the relationships that are present in the mapping between analysis inputs and a particular analysis result. This iterative construction procedure does not require the use of a grid and produces a model that can represent local patterns of behavior. Nonparametric regression is often referred to as smoothing. Popular nonparametric regression procedures include (i) locally weighted regression (LOESS), (ii) generalized additive models (GAMs), (iii) projection pursuit regression (PP_REG), and (iv) recursive partitioning regression (RP_REG). These procedures are briefly described below.
The LOESS technique (Cleveland 1979 ) is based on the assumption that the relationship between y and x is of the form
where β(x) = [β 1 (x), β 2 (x), …, β nX (x)] and x = [x 1 , x 2 , …,
x nX ] T . In turn, an approximate relationship of the form
is sought with LOESS. The quantities ˆ( ) α x and ˆ( ) x β for a given value of x are defined to be the values for α and β
where (i) d r (x) is the distance to the r th nearest neighbor of x in nX-dimensional Eulidean space, (ii) I [0,dr(x)) (||x -x i ||) equals 1 if ||x -x i || < d r (x) and equals 0 otherwise, and (iii) the individual independent variables (i.e., x 1 , x 2 , …, x nX ) are normalized to mean zero and standard deviation one so that the value for the norm || ⋅ || is not dominated by the units used for these variables. The determination of α and β is straightforward with the use of appropriate matrix techniques (p. 139, Simonoff 1996) .
For GAMs (Hastie and Tibshirani 1990) , the function f(x) is assumed to have the form
where the f j are arbitrary functions that will be determined as part of the analysis process. In turn, the observed values for y are assumed to be of the form
Given initial estimates 2 f , 3 f , …, ˆn X f for f 2 , f 3 , …, f nX , an estimate 1 f for f 1 can be obtained through use of the relationship
for i = 1, 2, …, nS. In particular, a scatterplot smoother (e.g., LOESS with only one independent variable) can be used to smooth the partial residuals on the left hand side of Equation (15) 
where α ∈ R nX , ||α|| = 1, and g α is the outcome of using a scatterplot smoother (e.g., LOESS) on the points [y i , αx i ], i = 1, 2, …, nS. Once 1 α and ĝ 1 are estimated, the partial residuals y i − ĝ 1 ( 1 i x α ), i = 1, 2, …, nS, are used to obtain 2 α and ĝ 2 . Specifically, 2 α and ĝ 2 are defined to be the values for α and g α that minimize the sum
where α ∈ R nX , ||α|| = 1, and g α is the outcome of using a scatterplot smoother on the points [y i − ĝ 1 ( 1 α x), αx i ], i = 1, 2, …, nS. This process continues until no appreciable improvement based on a relative error criterion is observed. The RP_REG procedure (Breiman et al. 1984 ) is based on splitting the data into subgroups where observations within each subgroup are more homogeneous than they are over the set of all observations. Then, f(x) is estimated with regression models defined for each subgroup. Specifically, f(x) is estimated by The preceding procedures can all be carried out in a stepwise manner to determine variable importance, with (i) the most important variable 1
x % being the variable that results in the single-variable model with the most predictive capability, (ii) the second most important variable 2
x % being the variable that in conjunction with 1 x % results in the two-variable model with the most predictive capability, and so on until (iii) some stopping criteria is reached that indicates that the consideration of additional variables does not produce models with improved predictive capability. Order of selection in the stepwise construction process and fraction of variability explained (i.e., R 2 as defined in Equation (8)) can be used to indicate variable importance. The F-statistic with appropriate degrees of freedom (a topic too complicated for consideration here; see Section 3.9 in Hastie and Tibshirani (1990) and Section 3.13 in Ruppert et al. (2003) ) can be used to determine a stopping point in the stepwise variable selection procedure.
The R 2 value is the primary quantity used in this presentation to assess the contribution of the uncertainty associated with a group of variables to the uncertainty in an analysis result. In particular, if
vector of variables taken from the variables x 1 , x 2 , …, x nX under consideration in a particular analysis (i.e., x = [x 1 , x 2 , …, x nX ] is the vector of uncertain inputs under considera-
is an approximation to the real model f(x) = f(x 1 , x 2 , …, x nX ) estimated with a particular procedure from a mapping [y i , x i ], i = 1, 2, …nS, from analysis inputs to analysis results, and
provides an estimate of the fraction of the uncertainty in y that derives from the uncertainty associated with the variables in x % . In the following, R 2 is calculated in a stepwise manner for use in determining variable importance. The most important variable, designated 1 x % , is the element of x = [x 1 , x 2 , …, x nX ] that gives the largest value for R 2 . That is,
are considered in the definition of R 2 in Equation (20), and the x j that gives the highest value for R 2 is deemed to be the most important variable and taken to be 1 x % . The second most important variable, designated 2 x % , is the element of x = [x 1 , x 2 , …, x nX ] that gives the largest value for R 2 when all possible values for
x % ≠x j , are considered. The third most important variable, designated 3 x % , is determined in like manner from consideration of vectors of the form
x % ≠x j and 2 x % ≠x j , and so on through all nX elements of x.
The contribution of x % to the uncertainty in y that is estimated by R 2 is formally defined by ( ) ( ) ( )
EXAMPLE RESULTS
As indicated in the Introduction, the application of nonparametric regression procedures in sensitivity analysis is illustrated with two analytic test functions and a result from a PA for the WIPP. The two test functions are given by 
The independent variables x 1 , x 2 , …, x 8 are assumed to be independent and uniformly distributed on [0, 1]. The result from the WIPP PA is pressure (WAS_PRES) in the repository at 10, 000 yr subsequent to a drilling intrusion at 1000 yr. The underlying model involves 31 uncertain variables and is based on the numerical solution of a system of nonlinear partial differential equations (Vaughn et al. 2000) .
The analyses for the test functions in Equations (22) and (23) use a random sample of size 300 from x 1 , x 2 , …, x 10 , where x 9 and x 10 are spurious variables included in the sample that, like x 1 , x 2 , …, x 8 , are independent and uniformly distributed on [0, 1] . The analyses for WAS_PRES use a sample of size 300 obtained by pooling three independent Latin hypercube samples of size 100 from 31 uncertain variables.
The analyses for the three examples are presented in Tables 3-5 . In these tables, LIN_REG, RANK_REG and RS_REG are used to indicate linear regression, rank 
Further, the designators LOESS, GAM, PP_REG and RP_REG remain as in Section 3, and the designator TRUE MODEL indicates results obtained with the test functions and the variance decomposition described in Equation (21). Methods based on LIN_REG and RANK_REG perform poorly for the test function y = f (x 1 , x 2 , …, x 8 ) in Equation (22) and result in very low R 2 values (Table 3) . In contrast, the remaining methods perform well and result in R 2 values between 0.80 and 0.99. The RP_REG procedure performed best as its R 2 values are in close agreement with results from an analytic variance decomposition (i.e., TRUE MODEL) for the four dominant variables (i.e., x 1 , x 2 , x 3 , x 4 ). After RP_REG, the GAM procedure performs best but does not match the R 2 values from TRUE MODEL quite as well.
Methods based on LIN_REG, RANK_REG, RS_REG, LOESS and PP_REG all perform poorly for the test function y = f (x 1 , x 2 , x 3 ) in Equation (23) (Table 4) . Again, results obtained with the RP_REG and GAM procedures compare best with the TRUE MODEL results. However, the comparisons are not as good as those in Table 3 , with the GAM procedure failing to identify the effect of x 3 and the RP_REG procedure indicating an effect for the spurious variable x 9 .
Methods based on LIN_REG, RANK_REG and LOESS perform poorly for the variable WAS_PRES from the WIPP PA (Table 5) In addition to the two test functions and the variable WAS_PRES, the complete study (Storlie and Helton 2005) considered two additional test functions and five additional variables from the WIPP PA.
OBSERVATIONS AND INSIGHTS
The following observations and insights are based on the three examples described in this presentation and on the additional seven examples contained in the complete study (Storlie and Helton 2005) . Nonparametric methods worked quite well for sensitivity analysis and provide a useful addition to currently employed sampling-based sensitivity analysis procedures.
The overall best method considered in this study is RP_REG. In the test cases, it almost always ordered the input variables correctly and estimated the contributions to the R 2 accurately. The drawback is that it takes longer to apply than any of the other methods.
The GAM and RS_REG procedures had good performance on the test data and are fast computationally. The RS_REG procedure can model a certain degree of interaction while GAM does not. However, GAM can model more general nonlinearity than RS_REG. Also, multiplicative interaction terms could be used in GAM to make it a more general method.
The LOESS and PP_REG procedures displayed some problems that could reduce their usefulness for sensitivity analysis. Specifically, LOESS sometimes failed to identify important input variables, although it usually identified the two most important variables. The PP_REG procedure showed a tendency to err in the opposite direction and often included insignificant input variables in the model.
Given the nonlinear relationships that can be present in analyses with complex computer models, one should be cautious about using only linear methods for sensitivity analysis. However, when a linear regression with raw or rank-transformed data is appropriate, it should be used as it is the easiest method to implement and interpret.
A reasonable analysis strategy is initially to fit linear regressions with raw and rank-transformed data and ob-serve the R 2 values. If these values are below 0.9, then fit a RS_REG surface. If RS_REG also has an R 2 below 0.9, then fit a GAM surface. If the GAM surface still has a low R 2 , then fit a RP_REG model. This approach restricts the use of the more computationally demanding RP_REG procedure to situations where its use is necessary. This is important because real analyses can involve carrying out sensitivity analyses for hundreds of time-dependent analysis results (e.g., see the sensitivity analyses summarized in Helton and Marietta (2000) ). The authors' experience is that linear regression with rank-transformed data and examination of associated scatterplots is usually sufficient to carry out a successful sensitivity analysis. However, there are situations where this approach will not be successful. Then, nonparametric regression procedures can often provide the needed techniques to determine the relationships between uncertain analysis inputs and analysis results.
