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Abstract
This paper focuses on the linearly coupled critical fractional Schro¨dinger system{
ǫ2s(−△)su+ a(x)u = up + λv in RN ,
ǫ2s(−△)sv + b(x)v = v2∗s−1 + λu in RN ,
where N > 2s, s ∈ (0, 1), p ∈ (1, 2∗s), ǫ and λ are positive parameters, a, b ∈ C(RN )
are positive potentials, and (−△)s is the fractional Laplacian operator. Under certain
assumptions on a and λ, we obtain the existence, decay estimates and concentration
property of positive vector ground states for small ǫ. Furthermore, under an additional
assumption on potentials a and b, we consider the multiplicity of positive vector so-
lutions for small ǫ, which turn out to have similar decay estimate and concentration
property to those of the ground state for small ǫ.
Keywords: Fractional Schro¨dinger system; critical nonlinearities; positive vector so-
lutions; concentration property; decay estimates.
1 Introduction and main results
In this paper, we consider the existence, multiplicity and concentration property of pos-
itive vector solutions for the following linearly coupled fractional Schro¨dinger system{
ǫ2s(−△)su+ a(x)u = up + λv in RN ,
ǫ2s(−△)sv + b(x)v = v2∗s−1 + λu in RN , (1.1)
where N > 2s, s ∈ (0, 1), p ∈ (1, 2∗s), 2∗s = 2N/(N − 2s), ǫ, λ > 0 are parameters, (−△)s
is the fractional Laplacian operator, and a, b ∈ C(RN) are positive potentials. System (1.1)
arises in the study of time-dependent nonlinear Schro¨dinger system{
iǫ∂ψ
∂t
= ǫ2s(−△)sψ + P (x)ψ − |ψ|p−1ψ − λφ in R× RN ,
iǫ∂φ
∂t
= ǫ2s(−△)sφ+Q(x)φ − |φ|2∗s−2φ− λψ in R× RN . (1.2)
∗Corresponding author. E-mail: qishj15@lzu.edu.cn (S. Qi); zhaoph@lzu.edu.cn (P. Zhao).
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In fact, if (ψ, φ) is a standing wave of system (1.2), that is, a solution with the form
(ψ(t, x), φ(t, x)) = (e−iEt/ǫu(x), e−iEt/ǫu(x)) satisfying u(x) → 0 and v(x) → 0 as |x| → ∞.
Then (u, v) is a solution of system{
ǫ2s(−△)su+ (a(x)− P )u = |u|p−1u+ λv in RN ,
ǫ2s(−△)sv + (b(x)−Q)v = |v|2∗s−2v + λu in RN .
For sufficiently small ǫ > 0, the standing wave is referred to as the semiclassical state. A
solution (u, v) of (1.1) is called a positive vector solution if u > 0 and v > 0 in RN .
The fractional Laplacian operator (−△)s arises in many fields such as phase transitions,
flame propagation, stratified materials and others, see [4, 9, 37] and references therein. In
particular, it can be understood as the infinitesimal generator of a stable Levy process (see
[40]). There are various equivalent definitions of the fractional Laplacian operator [32]. In
particular, if u belongs to the Schwartz class, then (−△)su can be defined as
F ((−△)su) (ξ) = |ξ|2sF(u)(ξ), ξ ∈ RN ,
where F denotes the Fourier transform. The fractional Laplacian can also be defined by the
singular integral
(−△)su(x) := CN,sPV
∫
RN
u(x)− u(y)
|x− y|N+2s dy = CN,s limǫ→0
∫
RN\Bǫ(x)
u(x)− u(y)
|x− y|N+2s dy (1.3)
for any real number 0 < s < 1, where PV stands for the Cauchy principal value and CN,s
is the normalized constant. If u ∈ C1.1loc (RN) ∩ Ls, then the integral in (1.3) converges (see,
e.g., [19, 20]), and hence (−∆)s is well-defined for such u. Here
Ls :=
{
u ∈ L1loc(RN) :
∫
RN
|u(x)|
1 + |x|N+2s dx <∞
}
.
Alternatively, it can be expressed without using the Cauchy principal value as
(−∆)su(x) := CN,s
2
∫
RN
2u(x)− u(x+ y)− u(x− y)
|y|N+2s dy.
The nonlinear Schro¨dinger equations and systems have attracted a great deal of atten-
tions. In particular, there has been a great interest in the study of standing waves. For the
local cases (s=1), there are many significant references, we refer to [10, 11, 12, 13, 16, 22,
23, 33, 34, 35] and references therein.
In recent years, an ever-growing interest has been devoted to consider Schro¨dinger equa-
tions and systems involving in the nonlocal operator. However, the study of these problems
becomes much more complicated since the nonlocal character of operators causes some es-
sential difficulties. For the fractional Schro¨dinger equation
ǫ2(−△)su+ V (x)u = f(u) in RN , (1.4)
Fall, Mahmoudi and Valdinoci [27] showed that the concentration points must be critical
points of V under some suitable assumptions. Moreover, if the potential V is coercive and
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has a unique global minimum, then ground states have the concentration property as ǫ tends
to zero. In addition, if the potential V is radial, then the minimizer is unique for small ǫ.
Da´vila, del Pino and Wei [24] proved the existence of positive solutions which have multiple
spikes near given topologically nontrivial critical points of V or cluster near a given local
maximum point of V by the Lyapunov-Schmidt reduction method. Alves and Miyagaki
[3] studied the existence and concentration property of positive solutions via penalization
method developed in [22] for f with subcritical growth. He and Zou [30] considered the
existence, multiplicity and concentration property of positive solutions of (1.4) with critical
nonlinearities. For more results concerning the existence and concentration property for
fractional Schro¨dinger equations, we refer to [7, 6, 8, 29, 38] and references therein.
However, only few results are known in the literature on the study of concentration
property of standing waves even for the subcritical case when the fractional Scho¨dinger
systems are incorporated into consideration. Guo and He [31] considered the existence
and concentration property of ground states for the following weakly coupled fractional
Schro¨dinger system with subcritical nonlinearities{
ǫ2s(−△)2su+ P1(x)u = (|u|2p + b|u|p−1|v|p+1)u in RN ,
ǫ2s(−△)2sv + P2(x)v = (|v|2p + b|v|p−1|u|p+1)v in RN ,
(1.5)
where 2p + 2 < 2∗s, potentials Pi (i = 1, 2) are continuous and have the positive global
infimum, and there exists a smooth bounded open set Λ ⊂ RN such that
inf
Λ
P1(x) < min
∂Λ
P1(x) and inf
Λ
P2(x) < min
∂Λ
P2(x). (1.6)
Yu, Zhao and Zhao [41] investigated the subcritical fractional Schro¨dinger-Poisson system{
ǫ2s(−△)su+ V (x)u+ uv = K(x)|u|p−2u in R3,
ǫ2s(−△)sv = u2 in R3,
where 3/4 < s < 1, 4 < p < 2∗s, potential V ∈ C(R3) ∩ L∞(R3) has a positive global
minimum, and K ∈ C(R3) ∩ L∞(R3) is positive and has global maximum. The authors
proved the existence of positive vector ground state by using variational methods for each
ǫ > 0 sufficiently small, and determined a concrete set related to the potentials V and K
as the concentration position of these ground state solutions as ǫ → 0. For more results on
the existence of solutions for fractional Schro¨dinger systems, we can refer to [5, 39, 42] and
references therein.
Inspired by the works mentioned above, the current paper is devoted to the study of
semiclassical states of the nonlocal critical Schro¨dinger system (1.1) by using the variational
methods, Ljusternik-Schnirelmann theory and penalization approach. Clearly, if s = 1, then
system (1.1) becomes the local Schro¨dinger system{
−ǫ2△u+ a(x)u = up + λv in RN ,
−ǫ2△v + b(x)v = v2∗s−1 + λu in RN , (1.7)
which has been investigated in [1, 2, 14, 15]. In particular, the authors in [14] considered
the existence and nonexistence of positive vector solutions of (1.7) in autonomous case with
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ǫ = 1 by the Nehari manifold approach and blow up analysis. Concretely, the authors showed
that the radial positive vector ground state (un, vn) of the subcritical system obtained by
replacing 2∗s − 1 by 2∗s − 1 − τn with τn → 0 as n → ∞ approximates to a radial positive
vector ground state of (1.7) if the ground state energy is less than 1
N
S˜
N
2 , where S˜ denotes
the sharp embedding constant from H1(RN ) to L2
∗
(RN ). Based on the results established in
[14], the authors in [15] further considered the concentration property of the ground state
for (1.7) using the penalization method. Naturally, we except to investigate the existence,
multiplicity and concentration property of positive vector solutions for the nonlocal case
(1.1). Before stating our main results, we first give some assumptions on the potential a and
b as follows.
(P1) There exist positive constants a0 and b0 such that
inf
x∈RN
b(x) = b0, inf
x∈RN
a(x) = a0 ≤ µ0 :=
(
2s(p+ 1)
N(p− 1)S
N
2sC
− p+1
p−1
p+1
)( p+1p−1−N2s)−1
,
where S and Cp+1 are the sharp embedding constants from χs to L
2∗s(RN ) and E to
Lp+1(RN) defined in (2.3) and (3.5) below, respectively .
(P2) There is a smooth bounded open domain Λ ⊂ RN such that
inf
x∈Λ
a(x) ≤ µ0 < a1 := inf
x∈∂Λ
a(x).
Noting that we only assume some local conditions (P1)-(P2) on a and b rather than assump-
tions in [41], where the authors posed the global boundedness to the potential. Moreover,
compared with assumption (1.6) concerning both potentials P1 and P2 for system (1.5), in
the present paper, we only need assumption (P2) on the potential a, which is not involved
in the potential b.
As usual, if the ground state of (1.1) exists and has concentration property, we except
that it converges to a ground state of a autonomous system. Consequently, for any fixed
x0 ∈ RN , we first consider the system{
(−△)su+ a(x0)u = up + λv in RN ,
(−△)sv + b(x0)v = v2∗s−1 + λu in RN .
(1.8)
Theorem 1.1. Let N > 2s, s ∈ (0, 1) and p ∈ (1, 2∗s). Assume λ <
√
a(x0)b0(x0) and
a(x0) ≤ µ0, where µ0 is defined in (P1). Then system (1.8) admits a positive vector ground
state.
Remark 1.2. If p = 2∗s − 1 and λ <
√
a0b0, then there is no positive vector solution to (1.8)
for any x0 ∈ RN by the Pohozaev identity. Therefore, we always assume p < 2∗s − 1 in this
work.
In the present paper, we investigate the existence of positive vector ground state for (1.8)
using the extension methods, mountain pass theorem and Nehari manifold approach, which is
very different to that of [14] for local case. Indeed, in [14], the authors showed that the radial
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positive vector ground state (un, vn) of the subcritical system obtained by replacing 2
∗
s−1 by
2∗s − 1− τn with τn → 0 as n→∞ is bounded uniformly in H1(RN )×H1(RN ). As a result,
there exists a subsequence which converges weakly to some (u, v) ∈ H1(RN)×H1(RN). Then
the authors established the uniform L∞(RN) estimates of (un, vn) by blow up analysis when
the ground state energy is less than 1
N
S˜
N
2 , which along with the radial character of (un, vn)
concludes that (un, vn) converges strongly to (u, v) ∈ H1(RN)×H1(RN ). Consequently, (u, v)
is a positive vector solution of autonomous case of (1.7) with ǫ = 1.
For the scalar equation (1.4), as mentioned above, Fall, Mahmoudi and Valdinoci [27]
showed that the concentration positions must be critical points of V under suitable assump-
tions. While for systems, the positions of concentration points become more complicated.
For any x ∈ RN , let cx be the ground state energy of (1.8) with x0 replaced by x. Further-
more, under assumption (P2), we define
O =
{
x ∈ Λ : cx = c0 := inf
y∈Λ
cy
}
. (1.9)
Theorem 1.3. Assume that (P1) and (P2) hold. Let N > 2s, s ∈ (0, 1) and p ∈ (1, 2∗s).
If λ < min{√a0b0,
√
(a1 − µ0)b0}. Then O 6= ∅, O ⊂⊂ Λ and there exists ǫ0 > 0 such that
for any ǫ ∈ (0, ǫ0), system (1.1) has a positive vector ground state (uǫ, vǫ) with the following
properties:
(I) There exist xǫ ∈ Λ and x0 ∈ O such that
uǫ(xǫ) + vǫ(xǫ) = max
x∈RN
(uǫ(x) + vǫ(x)).
Moreover, xǫ → x0 as ǫ→ 0.
(II) Define (u˜ǫ(x), v˜ǫ(x)) = (uǫ(ǫx + xǫ), vǫ(ǫx + xǫ)) for any ǫ ∈ (0, ǫ0). Then, up to a
subsequence, (u˜ǫ, v˜ǫ) converges as ǫ→ 0 to a ground state of (1.8) with x0 given in (I).
(III) There exists a positive constant C independent of ǫ such that
uǫ(x) + vǫ(x) ≤ Cǫ
N+2s
ǫN+2s + |x− ǫxǫ|N+2s for any x ∈ R
N .
Noting that Theorem 1.3 focuses on the existence, concentration property and decay
estimate of the positive vector ground state. Naturally, we want to ask weather other positive
vector solutions exist or not for (1.1), and if exist, weather they have the same properties to
those of the ground state obtained in Theorem 1.3.
Theorem 1.4. Under all assumptions of Theorem 1.3, if we suppose in addition that
(P3) there exists x0 ∈ Λ such that a(x0) = a0 and b(x0) = b0.
Then for any δ > 0 such that Oδ := {x ∈ RN : dist(x,O) ≤ δ} ⊂⊂ Λ, there exists ǫδ > 0
such that system (1.1) admits at least catOδ(O) positive vector solutions for any ǫ ∈ (0, ǫδ).
Moreover, the properties (I)-(III) in Theorem 1.3 also hold for these solutions.
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We obtain the polynomial decay results for the positive vector solutions of system (1.1)
instead of the exponential decay in the local case. Moreover, we conclude not only the
existence, concentration property and decay estimate of the positive vector ground state,
but also the multiplicity of positive vector solutions and similar properties to those of the
ground state in Theorem 1.4.
We would like to mention here that, there are some essential difficulties in dealing with
our system (1.1). The first one of the main difficulties arises in the nonlocal character of
the operator (−△)s. One useful method to study the fractional Laplacian is the integral
equations method, which turns a given fractional Laplacian equation into its equivalent
integral equation, and then various properties of the original equation can be obtained by
investigating the integral equation, see [18, 19] and references therein. Recently, Chen and
Li et al. have developed a direct method to investigate the nonlocal problems, see [17, 19, 20]
and references therein. However, these methods do not turn the nonlocal operator into a
local one, which makes many traditional methods in studying the local differential operators
no longer work. To overcome this difficulty, we use the extension method introduced by
Cafarelli and Silvestre [21], which turns nonlocal problems involving the fractional Laplacian
into local ones in higher dimensions, and therefore some additional difficulties followed with,
for example, the extension functional is not homogeneous and the truncation argument
becomes more delicate since we need to take care the trace of the involved functions which
defined in an upper half space RN+1+ . The second main difficulty comes from the critical
nonlinearities in using variational methods due to the lack of compactness. To overcome this,
we will use a version of the concentration compactness principle established in [25]. Another
difficulty arises in the linearly coupled terms, which makes our analysis more complicated in
establishing various estimates.
The rest of the paper is organized as follows. In section 2, we translate our system into its
extension form, and then consider the variational character of a modified extension system.
Section 3 is devoted to the study of the ground state for the autonomous system (1.8). In
section 4, the multiplicity of the positive vector solutions are concluded for the modified ex-
tension system for small ǫ. In section 5, we prove that the positive vector solutions obtained
in section 4 for the modified extension system also solve the extension system of the original
problem by making a rescaling, and then we complete the proofs of our main theorems.
Notation
• We use S and Cp+1 to stand for the positive constants defined in (2.3) and (3.5) below,
respectively.
• For any x ∈ RN , y ≥ 0 and r > 0, the symbol Br(x) denotes the ball centered at x
with radius r in RN , and B+r ((x, y)) denotes the ball centered at (x, y) with radius r
in RN+1+ = R
N × (0,+∞). Particularly, we denote respectively Br(0) and B+r ((0, 0)) by
Br and B+r
• For any U belongs to χs defined in section 2, we denote its trace by u.
• We denote the norm in Lq(RN) by || · ||q.
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2 The modified extension problem
Since the fractional Laplacian operator (−△)s is nonlocal, many powerful methods for
local elliptic equation are not available any more. To overcome this difficulty, we use the
extension method developed by Cafarelli and Silvestre in [21]. Concretely, for a function
u : RN → R, consider its extension U : RN × [0,∞)→ R that satisfies{
div(y1−2s∇U) = 0 in RN × [0,∞),
U(x, 0) = u(x).
Then there hold
(−∆)su(x) = −ks lim
y→0+
y1−2s
∂U(x, y)
∂y
, x ∈ RN ,
and
U(x, y) = P sy ∗ u(x) = CN,s
∫
RN
y2s
(|x− ξ|2 + y2)N+2s2
u(ξ)dξ, (x, y) ∈ RN+1+ , (2.1)
where ks and CN,s are normalized positive constants (see, e.g., [8, 21, 29]). The extension
operator is well defined for any u ∈ H˙(RN), which is defined as the completion of C∞c (RN)
under the norm
||u||2
H˙
:= CN,s
∫
R2N
(u(x)− u(y))2
|x− y|N+2s dxdy.
We define the weighted Sobolev space χs as the completion of C
∞
c (R
N+1
+ ) under the norm
||U ||2χs := ks
∫
R
N+1
+
y1−2s|∇U |2dxdy.
For any U ∈ χs, its trace on RN × {y = 0} is well defined and denoted by U(·, 0) or u for
simplicity in this paper. Furthermore, we define a Hilbert space E as
E :=
{
U ∈ χs :
∫
RN
|u(x)|2dx <∞
}
(2.2)
equipped with the norm
||U ||2E := ||U ||2χs + ||u||22.
Next, we state some useful embedding results in [8, 29, 25].
Lemma 2.1. There hold
(I) The embedding E →֒ Lq(RN) for any q ∈ [2, 2∗s] is continuous. Moreover, the embedding
E →֒ Lq
loc
(RN) for any q ∈ [2, 2∗s) is compact.
(II) There exists a sharp constant S = S(s,N) such that
S||u||22∗s ≤ ||U ||2χs for any U ∈ χs. (2.3)
Moreover, the equality holds on the family of functions Wǫ which is the extension of
wǫ =
ǫ
N−2s
2
(ǫ2 + |x|2)N−2s2
, ǫ > 0.
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(III) There exist positive constants Ĉ and γ = 1 + 2
N−2s
such that, for any U ∈ χs,(∫
R
N+1
+
y1−2s|U |2γ
)1/2γ
≤ Ĉ
(∫
R
N+1
+
y1−2s|∇U |2dxdy
)1/2
.
(IV) If {Un} is a bounded sequence in χs, then it is pre-compact in L2loc(y1−2s,RN+1+ ), where
L2(y1−2s,RN+1+ ) denotes the weighted Lebesgue space equipped with the norm
||U ||2
L2(y1−2s ,RN+1+ )
:=
∫
R
N+1
+
y1−2sU2dxdy.
For more information on the extension method and extension spaces, we refer to [8, 21,
29, 25] and references therein.
Now, let us turn to our system (1.1). Note that if (u˜, v˜) is a solution of (1.1), then by a
direct calculation, (u(x), v(x)) := (u˜(ǫx), v˜(ǫx)) solves the system{
(−△)su+ a(ǫx)u = up + λv in RN ,
(−△)sv + b(ǫx)v = v2∗s−1 + λu in RN . (2.4)
By the extension method, we can translate system (2.4) into
−div(y1−2s∇U) = 0 in RN+1+ ,
−div(y1−2s∇V ) = 0 in RN+1+ ,
−ks lim
y→0
y1−2s ∂U(x,y)
∂y
+ a(ǫx)u = up + λv on RN ,
−ks lim
y→0
y1−2s ∂V (x,y)
∂y
+ b(ǫx)v = v2
∗
s−1 + λu on RN .
(2.5)
Now we define a function space
Xs,ǫ := {(U, V ) ∈ χs × χs : ||(U, V )||Xs,ǫ <∞},
where
||(U, V )||Xs,ǫ =
(||U ||2a,ǫ + ||V ||2b,ǫ) 12 ,
||U ||2a,ǫ := ks
∫
R
N+1
+
y1−2s|∇U |2dxdy +
∫
RN
a(ǫx)u2dx,
||V ||2b,ǫ := ks
∫
R
N+1
+
y1−2s|∇V |2dxdy +
∫
RN
b(ǫx)v2dx.
In what follows, we omit the normalized constant ks for the convenience.
We call (U, V ) ∈ Xs,ǫ a weak solution of (2.5) if and only if for any (Φ,Ψ) ∈ Xs,ǫ, there
holds∫
R
N+1
+
y1−2s∇U · ∇Φdxdy +
∫
R
N+1
+
y1−2s∇V · ∇Ψdxdy +
∫
RN
a(ǫx)uφdx+
∫
RN
b(ǫx)vψdx
=
∫
RN
upφdx+
∫
RN
v2
∗
s−1ψ + λ
∫
RN
uψdx+ λ
∫
RN
vφdx.
(2.6)
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Observe that if (U, V ) ∈ Xs,ǫ is a weak solution of (2.5), then its trace (u, v) is a weak
solution of (2.4), and (U, V ) is a critical point of the functional Jǫ : Xs,ǫ → R defined as
Jǫ(U, V ) =
1
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + 1
2
∫
R
N+1
+
y1−2s|∇V |2dxdy + 1
2
∫
RN
a(ǫx)u2dx
+
1
2
∫
RN
b(ǫx)v2dx+
1
p+ 1
∫
RN
up+1dx+
1
2∗s
∫
RN
v2
∗
sdx+ λ
∫
RN
uvdx.
(2.7)
Define
f(s) =
{
|s|p−1s+ if s ≤ α,
αp−1s+ if s > α,
g(s) =
{
|s|2∗s−2s+ if s ≤ α,
α2
∗
s−2s+ if s > α,
(2.8)
where
0 < α < min
{
1,
(
δ0a0
2
) 1
p−1
,
(
δ0b0
2
) 1
2∗s−2
}
, (2.9)
δ0 is defined in (2.19) below, and s
+ := max{s, 0}. Furthermore, we denote
Λǫ = {x ∈ RN : ǫx ∈ Λ},
where Λ is given in (P2). Set
fǫ(x, s) = χΛǫ(x)|s|p−1s+ + (1− χΛǫ(x))f(s), (x, s) ∈ RN × R, (2.10)
gǫ(x, s) = χΛǫ(x)|s|2
∗
s−2s+ + (1− χΛǫ(x))g(s), (x, s) ∈ RN × R, (2.11)
and
Fǫ(x, s) =
∫ s
0
fǫ(x, s)ds, Gǫ(x, s) =
∫ s
0
gǫ(x, s)ds. (2.12)
Note that if x ∈ Λǫ then
(p+ 1)Fǫ(x, s) = |s+|p+2 = fǫ(x, s)s, ∀s ∈ R, (2.13)
and
2∗sGǫ(x, s) = |s+|2
∗
s = gǫ(x, s)s, ∀s ∈ R. (2.14)
If x /∈ Λǫ, then for any s ≤ 0, there hold fǫ(x, s) = 0 = Fǫ(x, s) and gǫ(x, s) = 0 = Gǫ(x, s).
For any 0 < s ≤ α, the equalities (2.13) and (2.14) hold. Moreover, for any s > α,
Fǫ(x, s) =
∫ α
0
tpdt+ αp−1
∫ s
α
tdt =
1
p+ 1
αp+1 +
1
2
αp−1s2 − 1
2
αp+1 ≤ 1
2
fǫ(x, s)s. (2.15)
Similarly, by a straightforward calculation we have Gǫ(x, s) ≤ 12gǫ(x, s)s for any s > 0, which
along with (2.13), (2.14) and (2.15) implies that
2Fǫ(x, s) ≤ fǫ(x, s)s, 2Gǫ(x, s) ≤ gǫ(x, s)s, ∀(x, s) ∈ RN × R. (2.16)
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Now, we consider the following modified system
−div(y1−2s∇U) = 0 in RN+1+ ,
−div(y1−2s∇V ) = 0 in RN+1+ ,
− lim
y→0
y1−2s ∂U(x,y)
∂y
+ a(ǫx)u = fǫ(x, u) + λv on R
N ,
− lim
y→0
y1−2s ∂V (x,y)
∂y
+ b(ǫx)v = gǫ(x, v) + λu on R
N .
(2.17)
Noting that if (U, V ) ∈ Xs,ǫ is a weak solution of (2.17) defined by a similar way to (2.6),
then (U, V ) is a critical point of the functional Iǫ : Xs,ǫ → R defined as
Iǫ(U, V ) =
1
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + 1
2
∫
R
N+1
+
y1−2s|∇V |2dxdy + 1
2
∫
RN
a(ǫx)u2dx
+
1
2
∫
RN
b(ǫx)v2dx−
∫
RN
Fǫ(x, u)dx−
∫
RN
Gǫ(x, v)dx− λ
∫
RN
uvdx.
(2.18)
Recall that λ <
√
a0b0, we can fix a positive constant δ0 = δ0(λ) such that
0 < δ0 <
(
1− λ√
a0b0
)
. (2.19)
This along with assumption (P1) implies that for any ǫ > 0 and x ∈ RN , there hold
λuv < (1− δ0)
√
a0b0|u||v| ≤ 1
2
(1− δ0)a(ǫx)u2 + 1
2
(1− δ0)b(ǫx)v2. (2.20)
Lemma 2.2. Assume (P1). If λ <
√
a0b0, then Iǫ satisfies the mountain geometry, that is,
(I) there exist r, τ > 0 independent of ǫ such that
Iǫ(U, V ) ≥ τ > 0 for any ||(U, V )||Xs,ǫ = r;
(II) there is (U, V ) ∈ Xs,ǫ with ||(U, V )||Xs,ǫ > r such that Iǫ(U, V ) < 0.
Proof. By the definitions of Fǫ and Gǫ, we have that
Fǫ(x, s) ≤ 1
p+ 1
(s+)p+1, Gǫ(x, s) ≤ 1
2∗s
(s+)2
∗
s for any (x, s) ∈ RN × R, (2.21)
we then by (2.18) and (2.20) deduce that
Iǫ(U, V ) ≥1
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + 1
2
∫
R
N+1
+
y1−2s|∇V |2dxdy + δ0
2
∫
RN
a(ǫx)u2dx
+
δ0
2
∫
RN
b(ǫx)v2dx− 1
p+ 1
∫
RN
(u+)p+1dx− 1
2∗s
∫
RN
(v+)2
∗
sdx
≥δ0
2
||(U, V )||2Xs,ǫ −
1
p + 1
C
− p+1
2
p+1 ||(U, V )||p+1Xs,ǫ −
1
2∗s
S−
2∗s
2 ||(U, V )||2∗sXs,ǫ,
(2.22)
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where the last inequality follows from Lemma 2.1. This implies that (I) holds for small r > 0.
Choose a nonnegative function Φ ∈ C∞c (RN+1+ ) with ∅ 6= supp φ ⊂⊂ Λǫ, then
Iǫ(tΦ, 0) =
t2
2
∫
R
N+1
+
y1−2s|∇Φ|2dxdy + t
2
2
∫
RN
a(ǫx)φ2dx− t
p+1
p+ 1
∫
RN
φp+1dx
→ −∞ as t→∞.
Then (II) holds. The proof is complete.
Now, we define
Γ := {γ ∈ C([0, 1], Xs,ǫ) : γ(0) = (0, 0), Iǫ(γ(1)) < 0},
then Γ 6= ∅ thanks to Lemma 2.2. Furthermore, set
cǫ := inf
γ∈Γ
max
t∈[0,1]
Iǫ(γ(t)), (2.23)
then it follows from (2.22) that cǫ > τ > 0 for any ǫ > 0. We define the Nehari manifold [36]
associated to Iǫ by
Nǫ := {(U, V ) ∈ Xs,ǫ : I ′ǫ(U, V )(U, V ) = 0}.
Lemma 2.3. Assume (P1). If λ <
√
a0b0, then
(I) there exists a positive constant C0 > 0 independent of ǫ such that
||(U, V )||Xs,ǫ ≥ C0 for any (U, V ) ∈ Nǫ.
(II) For any (U, V ) ∈ Nǫ, we have |supp u+ ∩ Λǫ|+ |supp v+ ∩ Λǫ| > 0.
(III) Iǫ is bounded from below on Nǫ by a positive constant.
Proof. For any (U, V ) ∈ Nǫ, in view of I ′ǫ(U, V )(U, V ) = 0, we have∫
R
N+1
+
y1−2s|∇U |2dxdy +
∫
R
N+1
+
y1−2s|∇V |2dxdy +
∫
RN
a(ǫx)u2dx+
∫
RN
b(ǫx)v2dx
=
∫
RN
fǫ(x, u)udx+
∫
RN
gǫ(x, v)vdx+ 2λ
∫
RN
uvdx.
It then follows from (2.20),(2.21) and Lemma 2.1 that
δ0||(U, V )||2Xs,ǫ ≤ C
− p+1
2
p+1 ||(U, V )||p+1Xs,ǫ + S−
2∗s
2 ||(U, V )||2∗sXs,ǫ.
Consequently, there exists a positive constant C0 > 0 independent of ǫ such that
||(U, V )||Xs,ǫ ≥ C0.
Assume to the contrary that (II) is not true, then there exists (U, V ) ∈ Nǫ such that
supp u+ ∩ Λǫ = ∅ and supp v+ ∩ Λǫ = ∅.
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This along with I ′ǫ(U, V )(U, V ) = 0, (2.10), (2.11), (2.20) and the choice of α shows that
0 =
∫
R
N+1
+
y1−2s|∇U |2dxdy +
∫
R
N+1
+
y1−2s|∇V |2dxdy +
∫
RN
a(ǫx)u2dx+
∫
RN
b(ǫx)v2dx
−
∫
RN\Λǫ
fǫ(x, u)udx−
∫
RN\Λǫ
gǫ(x, v)vdx− 2λ
∫
RN
uvdx
≥
∫
R
N+1
+
y1−2s|∇U |2dxdy +
∫
R
N+1
+
y1−2s|∇V |2dxdy +
∫
RN
a(ǫx)u2dx+
∫
RN
b(ǫx)v2dx
− αp−1
∫
RN
u2dx− α2∗s−2
∫
RN
v2dx− (1− δ0)
∫
RN
a(ǫx)u2dx+ (1− δ0)
∫
RN
b(ǫx)v2dx
≥δ0
2
||(U, V )||2Xs,ǫ.
Then we conclude that ||(U, V )||2Xs,ǫ = 0, which contradicts (I). Therefore (II) holds.
For any (U, V ) ∈ Nǫ, it follows from I ′ǫ(U, V )(U, V ) = 0 and (2.16) that
Iǫ(U, V ) =Iǫ(U, V )− 1
2
I ′ǫ(U, V )(U, V )
=
(
1
2
− 1
p + 1
)∫
Λǫ
(u+)p+1dx+
(
1
2
− 1
2∗s
)∫
Λǫ
(v+)2
∗
sdx
+
∫
RN\Λǫ
1
2
fǫ(x, u)u− Fǫ(x, u)dx+
∫
RN\Λǫ
1
2
gǫ(x, v)v −Gǫ(x, v)dx
≥
(
1
2
− 1
p + 1
)∫
Λǫ
(u+)p+1dx+
(
1
2
− 1
2∗s
)∫
Λǫ
(v+)2
∗
sdx.
(2.24)
We then from (II) obtain that Iǫ(U, V ) > 0 for any (U, V ) ∈ Nǫ. Now we suppose to the
contrary that there exists a sequence {(Un, Vn)} ⊂ Nǫ such that Iǫ(Un, Vn) → 0 as n → ∞,
then it follows from (2.24) that
lim
n→∞
∫
Λǫ
(u+n )
p+1dx = 0, lim
n→∞
∫
Λǫ
(v+n )
2∗sdx = 0.
Combining with (2.18) (2.10) and (2.11), we have
on(1) =
1
2
∫
R
N+1
+
y1−2s|∇Un|2dxdy + 1
2
∫
R
N+1
+
y1−2s|∇Vn|2dxdy + 1
2
∫
RN
a(ǫx)u2ndx
+
1
2
∫
RN
b(ǫx)v2ndx−
∫
RN\Λǫ
Fǫ(x, un)dx−
∫
RN\Λǫ
Gǫ(x, vn)dx− λ
∫
RN
unvndx
≥δ0
4
||(Un, Vn)||2Xs,ǫ.
Hence ||(Un, Vn)||Xs,ǫ → 0 as n→∞, which contradicts (I). The proof is complete.
Since the trace (u, v) of any solution (U, V ) of (2.17) satisfies (II) in Lemma 2.3, we define
X+s,ǫ = {(U, V ) ∈ Xs,ǫ : |supp u+ ∩ Λǫ|+ |supp v+ ∩ Λǫ| > 0},
and S+s,ǫ as the intersect of X
+
s,ǫ with the unit sphere Ss,ǫ, namely, S
+
s,ǫ = Ss,ǫ ∩X+s,ǫ.
12
Lemma 2.4. Assume (P1). If λ <
√
a0b0, then
(I) for any (U, V ) ∈ X+s,ǫ, if we define hUV (t) = Iǫ(tU, tV ), then hUV ∈ C1(0,∞) and there
exists a unique tUV > 0 such that
hUV (tUV ) = max
t>0
hUV (t).
Moreover, h′UV (t) > 0 for any t ∈ (0, tUV ), and h′UV (t) < 0 for any t ∈ (tUV ,∞).
(II) (tUV U, tUV V ) ∈ Nǫ. Moreover if W ⊂ X+s,ǫ is bounded and there is θ > 0 such that
||(U, V )||Xs,ǫ > θ for any (U, V ) ∈ W , then there exists a positive constant cW inde-
pendent of ǫ such that tUV ≥ cW > 0. In addition, if W is compact, then there is a
positive constant CW such that tUV ≤ CW .
(III) Set τǫ : (U, V ) 7→ (tUV U, tUV V ), then τǫ is continuous from X+s,ǫ to Nǫ, and τǫ := τǫ|S+s,ǫis
a homomorphism between S+s,ǫ and Nǫ.
Proof. For any (U, V ) ∈ X+s,ǫ, by the definition of hUV (t) and straight computations, we have
h′UV (t) =t
∫
R
N+1
+
y1−2s|∇U |2dxdy + t
∫
R
N+1
+
y1−2s|∇V |2dxdy + t
∫
RN
a(ǫx)u2dx
+ t
∫
RN
b(ǫx)v2dx−
∫
RN
fǫ(x, tu)udx−
∫
RN
gǫ(x, tv)vdx− 2λt
∫
RN
uvdx
≥tδ0
2
||(U, V )||2Xs,ǫ − tpC
− p+1
2
p+1 ||(U, V )||p+1Xs,ǫ − t2
∗
s−1S−
2∗s
2 ||(U, V )||2∗sXs,ǫ,
(2.25)
which implies that hUV ∈ C1(0,∞) and h′UV (t) > 0 for small t > 0. On the other hand,
h′UV (t) ≤t
∫
R
N+1
+
y1−2s|∇U |2dxdy + t
∫
R
N+1
+
y1−2s|∇V |2dxdy + t
∫
RN
a(ǫx)u2dx
+ t
∫
RN
b(ǫx)v2dx− tp
∫
Λǫ
(u+)p+1dx− t2∗s−1
∫
Λǫ
(v+)2
∗
sdx− 2λt
∫
RN
uvdx
→−∞ as t→∞,
we further from (2.25) and hUV (0) = 0 conclude that there exists tUV > 0 such that
hUV (tUV ) = max
t>0
hUV (t).
To prove (I), we only need to prove that the equation h′UV (t) = 0 has a unique solution in
(0,∞). In terms of h′UV (t) = 0, we have∫
R
N+1
+
y1−2s|∇U |2dxdy +
∫
R
N+1
+
y1−2s|∇V |2dxdy +
∫
RN
a(ǫx)u2dx
+
∫
RN
b(ǫx)v2dx+ 2λ
∫
RN
uvdx
=
∫
RN
fǫ(x, tu)udx
t
+
∫
RN
gǫ(x, tv)v
t
dx.
(2.26)
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It follows from the definitions of fǫ and gǫ that fǫ(x, s)/s and gǫ(x, s)/s are nondecreasing
with respect to s in (0,∞) for any fixed x ∈ RN . Moreover, if x ∈ Λǫ then fǫ(x, s)/s and
gǫ(x, s)/s are strictly increasing with respect to s in (0,∞). As a result, there exists a unique
tUV > 0 such that (2.26) holds. Namely, we have shown (I).
In view of the equality in (2.25) and a direct calculation, it follows that
I ′ǫ(tUV U, tUV V )(tUV U, tUV V ) = tUV h
′(tUV ) = 0,
that is, (tUVU, tUV V ) ∈ Nǫ. Let (U, V ) ∈ W, then by a similar estimate to (2.25), we have
t2UV
δ0θ
2
2
≤ t2UV
δ0
2
||(U, V )||2Xs,ǫ ≤ tp+1UV C
− p+1
2
p+1 ||(U, V )||p+1Xs,ǫ + t2
∗
s
UV S
−
2∗s
2 ||(U, V )||2∗sXs,ǫ.
As a result, there exists a positive constant cW only depending on the uniformly upper and
below bounds of the norm of elements in W such that tUV ≥ cW > 0. Assume that there
exists a sequence {(Un, Vn)} ⊂ W such that tUnVn → ∞ as n → ∞. We denote tUnVn by tn
for convenience. Since W is compact, there exist a subsequence denoted still by {(Un, Vn)}
and positive constants c1, c2 and N0 such that for any n > N0, there hold∫
Λǫ
(u+n )
p+1dx > c1 or
∫
Λǫ
(v+n )
2∗sdx > c2.
We assume without loss of generality that the former one holds. Observing that
Iǫ(tnUn, tnVn) ≤t
2
n
2
∫
R
N+1
+
y1−2s|∇Un|2dxdy + t
2
n
2
∫
R
N+1
+
y1−2s|∇Vn|2dxdy + t
2
n
2
∫
RN
a(ǫx)u2ndx
+
t2n
2
∫
RN
b(ǫx)v2ndx−
tp+1n
p+ 1
∫
Λǫ
(u+n )
pdx− t
2∗s
n
2∗s
∫
Λǫ
(v+n )
2∗s−1dx− λt2n
∫
RN
unvndx
≤t2n||(Un, Vn)||Xs,ǫ −
tp+1n
p+ 1
∫
Λǫ
(u+n )
pdx− t
2∗s
n
2∗s
∫
Λǫ
(v+n )
2∗s−1dx
≤t2n sup
n
||(Un, Vn)||Xs,ǫ −
tp+1n
p+ 1
c1
→−∞.
(2.27)
This contradicts (III) in Lemma 2.3. Consequently, (II) holds.
Suppose that there exist {(Un, Vn)} ⊂ X+s,ǫ and (U, V ) ∈ X+s,ǫ such that (Un, Vn)→ (U, V )
in X+s,ǫ. To verify the continuity of τǫ, we only need to prove lim
n→∞
tUnVn = tUV . Thanks to (II),
there exists t0 > 0 such that, up to a subsequence, lim
n→∞
tUnVn = t0. Let n tends to infinity in
the equality I ′ǫ(tUnVnUn, tUnVnVn)(tUnVnUn, tUnVnVn) = 0, we have
0 =
t20
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + t
2
0
2
∫
R
N+1
+
y1−2s|∇V |2dxdy + t
2
0
2
∫
RN
a(ǫx)u2dx
+
t20
2
∫
RN
b(ǫx)v2dx−
∫
RN
fǫ(x, t0u)t0udx−
∫
RN
gǫ(x, t0v)t0vdx− λt20
∫
RN
uvdx.
Hence h′UV (t0) = 0. By virtue of (I), there holds tUV = t0. Therefore, τǫ is continuous.
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Define ςǫ : Nǫ → S+s,ǫ as
ςǫ(U, V ) =
(U, V )
||(U, V )||Xs,ǫ
for any (U, V ) ∈ Nǫ.
Then ς is well defined thanks to (II) in Lemma 2.3, and for any (U, V ) ∈ S+s,ǫ, we have
ς (τǫ(U, V )) =
(tUV U, tUV V )
||(tUV U, tUV V )||Xs,ǫ
= (U, V ).
Therefore τǫ
−1 = ςǫ. Namely, τǫ is a homomorphism between S
+
s,ǫ and Nǫ. The proof is
complete.
Lemma 2.5. Assume (P1). If λ <
√
a0b0, then
inf
(U,V )∈Nǫ
Iǫ(U, V ) = inf
(U,V )∈X+s,ǫ
max
t>0
Iǫ(tU, tV ) = inf
γ∈Γ
max
t∈[0,1]
Iǫ(γ(t)) = cǫ.
Proof. The first equality is a direct result of (I) and (II) of Lemma 2.4. We only prove the
second one. In fact, for any (U, V ) ∈ X+s,ǫ there exists T > tUV such that Iǫ(TU, TV ) < 0.
We define γ(t) = (tTU, tTV ) for any t ∈ [0, 1]. Then γ ∈ Γ and
max
t∈[0,1]
Iǫ(γ(t)) = max
t∈[0,1]
Iǫ(tTU, tTU) = Iǫ(tUVU, tUV V ) = max
t>0
Iǫ(tU, tV ).
It then follows that
inf
γ∈Γ
max
t∈[0,1]
Iǫ(γ(t)) ≤ inf
(U,V )∈X+s,ǫ
max
t>0
Iǫ(tU, tV ). (2.28)
On the other hand, note that for any γ ∈ Γ, I ′ǫ(γ(s))γ(s) > 0 if s sufficiently small. Moreover,
it follows from Iǫ(γ(1)) < 0 that γ(1) ∈ X+s,ǫ and tγ(1) < 1, hence I ′ǫ(γ(1))(γ(1)) < 0. We
then drive that there exists s0 ∈ (0, 1) such that I ′ǫ(γ(s0))(γ(s0)) = 0. Namely, γ(s0) ∈ Nǫ.
As a result, we have
max
t∈[0,1]
Iǫ(γ(t)) ≥ Iǫ(γ(s0)) ≥ inf
(U,V )∈Nǫ
Iǫ(U, V ),
which together with (2.28) completes the proof.
Now we define a function Φǫ : X
+
s,ǫ → R as
Φǫ(U, V ) = Iǫ(τǫ(U, V )) for any (U, V ) ∈ X+s,ǫ, (2.29)
where τǫ is defined in Lemma 2.4. Moreover, set Φǫ = Φǫ|S+s,ǫ. Then by a similar discussion
to [36, Corollary 2.3], we have the following results.
Lemma 2.6. Assume (P1). If λ <
√
a0b0, then
(I) Φǫ ∈ C1(X+s,ǫ) and
Φ′ǫ(U, V )(W,Z) =
||τǫ(U, V )||Xs,ǫ
||(U, V )||Xs,ǫ
I ′(τǫ(U, V ))(W,Z), ∀ (U, V ) ∈ X+s,ǫ, (W,Z) ∈ Xs,ǫ.
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(II) Φǫ ∈ C1(S+s,ǫ) and
Φ
′
ǫ(U, V )(W,Z) = ||τ ǫ(U, V )||Xs,ǫI ′(τ ǫ(U, V ))(W,Z), ∀ (U, V ) ∈ S+s,ǫ, (W,Z) ∈ TUV S+s,ǫ,
where
TUV S
+
s,ǫ := {(W,Z) ∈ Xs,ǫ : 〈(U, V ), (W,Z)〉Xs,ǫ = 0}.
(III) If {(Un, Vn)} ⊂ S+s,ǫ is a (PS)d sequence of Φǫ, then {τ ǫ(Un, Vn)} is a (PS)d sequence
of Iǫ. Moreover, if {(Un, Vn)} ⊂ Nǫ is a bounded (PS)d sequence of Iǫ, then τ−1ǫ (Un, Vn)
is a (PS)d sequence of Φǫ.
(IV) (U, V ) ∈ S+s,ǫ is a critical point of Φǫ if and only if τ ǫ(U, V ) is a critical point of Iǫ.
Moreover, the critical values coincide and
inf
S+ǫ
Φǫ = inf
Nǫ
Iǫ.
Lemma 2.7. Assume (P1) and λ <
√
a0b0. If {(Un, Vn)} ⊂ Xs,ǫ is a (PS)d sequence for Iǫ
with d > 0, then
(I) there exists C0 > 0 such that ||(Un, Vn)||Xs,ǫ ≤ C0.
(II) For any θ > 0, there exists r = r(θ) such that
lim sup
n→∞
(∫
R
N+1
+ \B
+
r
y1−2s(|∇Un|2 + |∇Vn|2)dxdy +
∫
RN\Br
a(ǫx)u2n + b(ǫx)v
2
ndx
)
< θ.
Proof. Let {(Un, Vn)} ⊂ Xs,ǫ be a (PS)d sequence for Iǫ with d > 0, then it follows from
(2.10), (2.11), (2.15) and (2.20) that
d+ on(1) + o
(||(Un, Vn)||Xs,ǫ)
=Iǫ(Un, Vn)− 1
p+ 1
I ′ǫ(Un, Vn)(Un, Vn)
≥
(
1
2
− 1
p+ 1
)(
||(Un, Vn)||2Xs,ǫ −
∫
RN\Λǫ
fǫ(x, un)undx−
∫
RN\Λǫ
gǫ(x, vn)vndx− 2λ
∫
RN
unvndx
)
≥
(
1
2
− 1
p+ 1
)(
||(Un, Vn)||2Xs,ǫ − αp−1
∫
RN
u2ndx− α2
∗
s−2
∫
RN
v2ndx− 2λ
∫
RN
unvndx
)
≥δ0
2
(
1
2
− 1
p + 1
)
||(Un, Vn)||2Xs,ǫ.
Hence there exists C0 > 0 such that ||(Un, Un)||Xs,ǫ ≤ C0. Namely, (I) holds.
For any fixed ǫ, we first choose a constant r > 1 such that Λǫ ⊂⊂ B r
2
and a cut-off
function η ∈ C∞(RN+1+ ) such that η(x, y) = 1 if (x, y) ∈ RN+1+ \B+r , η(x, y) = 0 if (x, y) ∈ B+r
2
,
0 ≤ η(x, y) ≤ 1 and |∇η(x, y)| ≤ C
r
with some positive constant C for any (x, y) ∈ RN+1+ . It
then follows that {(ηUn, ηVn)} ⊂ Xs,ǫ is bounded due to (I). Hence,
I ′ǫ(Un, Vn)(ηUn, ηVn) = on(1).
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By a direct calculation, this is equivalent to∫
R
N+1
+
y1−2s(|∇Un|2 + |∇Vn|2)η(x, y)dxdy +
∫
RN
(
a(ǫx)u2n + b(ǫx)v
2
n
)
η(x, 0)dx
−
∫
RN
fǫ(x, un)unη(x, 0)dx−
∫
RN
gǫ(x, vn)vnη(x, 0)dx− 2λ
∫
RN
unvnη
2(x, 0)dx
=on(1)−
∫
R
N+1
+
y1−2s∇Un · ∇ηUndxdy −
∫
R
N+1
+
y1−2s∇Vn · ∇ηVndxdy.
(2.30)
Since Λǫ ⊂⊂ B r
2
and η(x, y) = 0 if (x, y) ∈ B+r
2
, we then find
δ0
2
(∫
R
N+1
+
y1−2s(|∇Un|2 + |∇Vn|2)η(x, y)dxdy +
∫
RN
(
a(ǫx)u2n + b(ǫx)v
2
n
)
η(x, 0)dx
)
≤on(1) + C
r
∫
B+r \B
+
r
2
y1−2s|∇Un|2dxdy +
∫
B+r \B
+
r
2
y1−2sU2ndxdy +
∫
B+r \B
+
r
2
y1−2s|∇Vn|2dxdy
+
∫
B+r \B
+
r
2
y1−2sV 2n dxdy
 ,
It then follows from Lemma 2.1, (I) and the definition of η that∫
R
N+1
+ \B
+
r
y1−2s(|∇Un|2 + |∇Vn|2)dxdy +
∫
RN\Br
a(ǫx)u2n + b(ǫx)v
2
ndx ≤ on(1) +
C
r
.
Let r > 2C
θ
, then (II) holds. The proof is complete.
Next, we conclude a compactness for the (PS) sequence of Iǫ. Firstly we state a version
of the concentration compactness principle in [25].
Lemma 2.8. Assume that {Un} ⊂ χs converges weakly to U in χs. Let µ, ν be two nonneg-
ative measures on RN+1+ and R
N respectively and such that
lim
n→∞
y1−2s|∇Un|2 → µ, lim
n→∞
|un|2∗s → ν
in the sense of measure. If for any δ > 0 there exists ρ > 0 such that∫
R
N+1
+ \B
+
ρ
y1−2s|∇Un|2dxdy ≤ δ for any n ∈ N.
Then there exist an at most countable set J and three families {xj}j∈J ⊂ RN , {µj}j∈J and
{νj}j∈J , µj, νj ≥ 0 such that
µ ≥ y1−2s|∇U |2 +
∑
j∈J
µjδ(xj ,0), ν = |u|2
∗
s +
∑
j∈J
νjδxj , µj ≥ Sν2/2
∗
s
j for any j ∈ J.
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Lemma 2.9. Assume (P1) and λ <
√
a0b0. If {(Un, Vn)} ⊂ Xs,ǫ is a (PS)d sequence for Iǫ
with 0 < d < s
N
S
N
2s , then there exists a convergent subsequence.
Proof. Let {(Un, Vn)} ⊂ Xs,ǫ be a (PS)d sequence for Iǫ with 0 < d < sNS
N
2s , then there
exists C0 > 0 such that ||(Un, Vn)||Xs,ǫ ≤ C0 by (I) in Lemma 2.7. Consequently, we have a
subsequence (denoted still by {(Un, Vn)} for convenience) and (Uǫ, Vǫ) such that
(Un, Vn) ⇀ (Uǫ, Vǫ) in Xs,ǫ,
(Un, Vn)→ (Uǫ, Vǫ) a.e. in RN+1+ ,
(un, vn)→ (uǫ, vǫ) in Lsloc(RN)× Ltloc(RN) with 1 ≤ s, t < 2∗s. (2.31)
It then follows from I ′ǫ(Un, Vn)→ 0 that (Uǫ, Vǫ) is a critical point of Iǫ. Thanks to (2.10),(2.11)
and (2.31), we have
fǫ(x, un)→ fǫ(x, uǫ), gǫ(x, un)→ gǫ(x, uǫ) in L1loc(RN).
By virtue of (II) in Lemma 2.7, Lemma 2.8 and (2.10), we can conclude that for any θ > 0
there exist r = r(θ) and N0 > 0 such that Λǫ ⊂⊂ Br, and∫
Br
|fǫ(x, un)un − fǫ(x, uǫ)uǫ|dx ≤ θ
3
, for any n > N0,∫
RN\Br
|fǫ(x, un)un|dx ≤ αp−1
∫
RN\Br
u2ndx ≤
θ
3
, for any n > N0,∫
RN\Br
|fǫ(x, uǫ)uǫ|dx ≤ αp−1
∫
RN\Br
u2ǫdx ≤
θ
3
.
As a consequence, for any n > N0, we find that∫
RN
|fǫ(x, un)un − fǫ(x, uǫ)uǫ|dx
≤
∫
Br
|fǫ(x, un)un − fǫ(x, uǫ)uǫ|dx+
∫
RN\Br
|fǫ(x, un)un|dx+
∫
RN\Br
|fǫ(x, uǫ)uǫ|dx
≤θ,
that is
lim
n→∞
∫
RN
fǫ(x, un)undx =
∫
RN
fǫ(x, uǫ)uǫdx. (2.32)
In a similar manner, we obtain that unvn → uǫvǫ in L1(RN) as n → ∞. It follows from
I ′(Un, Vn)(Un, 0) = on(1) that∫
R
N+1
+
y1−2s|∇Un|2dxdy +
∫
RN
a(ǫx)u2ndx
=on(1) +
∫
RN
fǫ(x, un)undx+ λ
∫
RN
unvndx
→
∫
RN
fǫ(x, uǫ)uǫdx+ λ
∫
RN
uǫvǫdx
=
∫
R
N+1
+
y1−2s|∇Uǫ|2dxdy +
∫
RN
a(ǫx)u2ǫdx.
(2.33)
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By using (II) in Lemma (2.7) and the concentration compactness principle, we readily con-
clude that there exist an at most countable set J and three families {xj}j∈J , {µj}j∈J and
{νj}j∈J with µj ≥ 0, νj ≥ 0 for any j ∈ J such that
µ ≥ y1−2s|∇V +ǫ |2 +
∑
j∈J
µjδ(xj ,0), ν = |v+ǫ |2
∗
s +
∑
j∈J
νjδxj , µj > Sν
2
2∗s
j for any j ∈ J.
If νj = 0 for any j ∈ J , then
lim
n→∞
∫
RN
|v+n |2
∗
sdx =
∫
RN
|v+ǫ |2
∗
sdx.
If there is some j ∈ J such that νj 6= 0, then we claim that xj /∈ Λǫ. Otherwise, there exists
ρ > 0 such that Bρ(xj) ⊂⊂ Λ. Let η ∈ C∞c (RN+1+ ) be a cut-off function such that η(x, y) = 1
in B+1
2
, η(x, y) = 0 in RN+1+ \ B+1 and 0 ≤ η(x, y) ≤ 1 for any (x, y) ∈ RN+1+ . Define
ηρ(x, y) = η
(
x− xi
ρ
,
y
ρ
)
for any (x, y) ∈ RN+1+ .
Owing to I ′(Un, Vn)(0, Vnηρ) = on(1), we obtain∫
R
N+1
+
y1−2s|∇Vn|2ηρ(x, y)dxdy +
∫
RN
b(ǫx)v2nηρ(x, 0)dx
= on(1) +
∫
RN
gǫ(x, vn)vnηρ(x, 0)dx+ λ
∫
RN
unvnηρ(x, 0)dx−
∫
R
N+1
+
y1−2s∇Vn · ∇ηρVndxdy.
(2.34)
Noting from (P1) and (2.31) that
lim
ρ→0
lim
n→∞
∫
RN
b(ǫx)v2nηρ(x, 0)dx = lim
ρ→0
∫
Bρ(xj)
b(ǫx)v2ǫ ηρ(x, 0)dx = 0.
Similarly,
lim
ρ→0
lim
n→∞
∫
RN
unvnηρ(x, 0)dx = 0.
By virtue of supp ηρ(·, 0) ⊂ Bρ(xj) ⊂⊂ Λǫ and (2.11),
lim
ρ→0
lim sup
n→∞
∫
RN
gǫ(x, vn)vnηρ(x, 0)dx = lim
ρ→0
lim sup
n→∞
∫
RN
|v+n |2
∗
sηρ(x, 0)dx
= lim
ρ→0
∫
RN
(|v+ǫ |2
∗
s +
∑
j∈J
νjδxj)ηρ(x, 0)dx = νj.
Similarly,
lim
ρ→0
lim sup
n→∞
∫
R
N+1
+
y1−2s|∇Vn|2ηρ(x, y)dxdy ≥ lim
ρ→0
lim sup
n→∞
∫
R
N+1
+
y1−2s|∇V +n |2ηρ(x, y)dxdy ≥ µj .
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Note that ∫
R
N+1
+
y1−2s∇Vn · ∇ηρVndxdy =
∫
R
N+1
+
y1−2s∇Vn · ∇ηρ(Vn − Vǫ)dxdy
+
∫
R
N+1
+
y1−2s∇Vn · ∇ηρVǫdxdy
:=A1 + A2
(2.35)
Using the Ho¨lder inequality, we deduce
|A1| ≤ 1
ρ
(∫
B+ρ ((xj ,0))
y1−2s|∇Vn|2dxdy
) 1
2
(∫
B+ρ ((xj ,0))
y1−2s|Vn − Vǫ|2dxdy
) 1
2
,
It follows from Lemma 2.1 that lim
n→∞
A1 = 0. From the Ho¨lder inequality again, we have
|A2| ≤1
ρ
(∫
R
N+1
+
y1−2s|∇Vn|2dxdy
) 1
2
(∫
B+ρ ((xj ,0))
y1−2s|Vǫ|2γdxdy
) 1
2γ
(∫
B+ρ ((xj ,0))
y1−2sdxdy
)γ−1
2γ
≤ρ (N+2−2s)(γ−1)2γ −1 sup
n
||Vn||χs
(∫
B+ρ ((xj ,0))
y1−2s|Vǫ|2γdxdy
) 1
2γ
.
In view of γ = 1 + 2
N−2s
, there holds (N+2−2s)(γ−1)
2γ
− 1 = 0, which together with Lemma 2.1
implies that
lim
ρ→0
lim
n→∞
A2 = 0.
We further from (2.35) conclude that
lim
ρ→0
lim sup
n→∞
∫
R
N+1
+
y1−2s∇Vn · ∇ηρVndxdy = 0.
By passing to the limit as n→∞ and then ρ→ 0 in (2.34), we have µj ≤ νj, which combined
with µj ≥ Sν
2
2∗s
j and νj > 0 further shows that νj > S
N
2s . Since 0 < d < s
N
S
N
2s , there exists
N0 > 0 such that for any n > N0,
s
N
S
N
2s > d = Iǫ(Un, Vn)− 1
2
I ′ǫ(Un, Vn)(Un, Vn) + on(1)
=
∫
RN
1
2
fǫ(x, un)un − Fǫ(x, un)dx+
∫
RN
1
2
gǫ(x, vn)vn −Gǫ(x, vn)dx+ on(1)
≥ s
N
∫
Λǫ
|v+n |2
∗
sdx+ on(1)
≥ s
N
∫
RN
|v+n |2
∗
sηρ(x, 0)dx+ on(1)
→ s
N
∫
Bρ(xj)
|v+ǫ |2
∗
sηρ(x, 0)dx+
s
N
∫
RN
∑
j∈J
νjδxjηρ(x, 0)dx
≥ s
N
∫
Bρ(xj)
|v+ǫ |2
∗
sηρ(x, 0)dx+
s
N
S
N
2s ,
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we reach a contradiction. As a consequence, xj /∈ Λǫ and then
lim
n→∞
∫
Λǫ
|v+n |2
∗
sdx =
∫
Λǫ
|v+ǫ |2
∗
sdx.
By a similar discussion to (2.32), we infer
lim
n→∞
∫
RN\Λǫ
gǫ(x, vn)vndx =
∫
RN\Λǫ
gǫ(x, vǫ)vǫdx.
To this end, it follows from I ′ǫ(Un, Vn)(0, Vn)→ 0 that∫
R
N+1
+
y1−2s|∇Vn|2dxdy +
∫
RN
b(ǫx)v2ndx
=on(1) +
∫
Λǫ
|v+n |2
∗
sdx+
∫
RN\Λǫ
gǫ(x, vn)vndx+ λ
∫
RN
unvndx
→
∫
Λǫ
|v+ǫ |2
∗
sdx+
∫
RN\Λǫ
gǫ(x, vǫ)vǫdx+ λ
∫
RN
uǫvǫdx
=
∫
RN
gǫ(x, vǫ)vǫdx+ λ
∫
RN
uǫvǫdx
=
∫
R
N+1
+
y1−2s|∇Vǫ|2dxdy +
∫
RN
b(ǫx)v2ǫ dx,
which together with (2.33) implies (Un, Vn)→ (Uǫ, Vǫ) in Xs,ǫ. The proof is complete.
Corollary 2.10. Assume (P1) and λ <
√
a0b0. Then the function Φǫ defined by (2.29)
satisfies (PS)d condition with 0 < d <
s
N
S
N
2s on S+s,ǫ.
Proof. Assume that {(Un, Vn)} ⊂ S+s,ǫ is a (PS)d sequence with 0 < d < sNS
N
2s for Φǫ, then
{τ ǫ(Un, Vn)} is a (PS)d sequence for Iǫ due to Lemma 2.6. It then follows from Lemma 2.9
that there exist (U, V ) ∈ Xs,ǫ and a subsequence (still denoted by {τ ǫ(Un, Vn)}) such that
τ ǫ(Un, Vn)→ (U, V ) in Xs,ǫ. (2.36)
We then by(I) and (II) in Lemma 2.4 infer that (U, V ) ∈ Nǫ and τ−1ǫ (U, V ) ∈ S+s,ǫ. Thanks
to (2.36) and (III) in Lemma 2.4, we have
(Un, Vn)→ τ−1ǫ (U, V ) in Xs,ǫ.
The proof is complete.
Lemma 2.11. Assume (P1) and λ <
√
a0b0. If there exists x0 ∈ Λ such that system (1.8)
has a positive vector ground state with energy cx0 less than
s
N
S
N
2s , then
lim sup
ǫ→0
cǫ ≤ cx0 <
s
N
S
N
2s .
Moreover, system (2.17) admits a positive vector ground state (Uǫ, Vǫ) ∈ Xs,ǫ.
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Proof. Let (U, V ) be a positive vector ground state of (1.8) with x0 ∈ Λ, then there exists
r > 0 such that Br(xo) ⊂⊂ Λ. Take a cut-off function η ∈ C∞c (RN+1+ ) such that η(x, y) = 1
if (x, y) ∈ B+r
2
, η(x, y) = 0 if (x, y) ∈ RN+1+ \ B+r , 1 ≤ η(x, y) ≤ 1 and |∇η(x, y)| ≤ Cr with
constant C > 0 for any (x, y) ∈ RN+1+ . Set(
U˜ǫ,x0(x, y), V˜ǫ,x0(x, y)
)
=
(
U
(
x− x0
ǫ
, y
)
η(ǫx− x0, ǫy), V
(
x− x0
ǫ
, y
)
η(ǫx− x0, ǫy)
)
.
(2.37)
We omit the subscript x0 for convenience. Then there exists tǫ > 0 such that (tǫU˜ǫ, tǫV˜ǫ) ∈ Nǫ.
Moreover, by a straight calculation, there exist constants θ, C˜ > 0 independent of ǫ such that
0 < θ ≤ ||(U˜ǫ, V˜ǫ)||Xs,ǫ ≤ C˜.
Noting that supp u˜ǫ ⊂ B r
ǫ
(x0
ǫ
) ⊂⊂ Λǫ and supp v˜ǫ ⊂ B r
ǫ
(x0
ǫ
) ⊂⊂ Λǫ, we obtain by a change
of variables x¯ = x− x0
ǫ
that∫
Λǫ
(u˜+ǫ )
p+1dx ≥
∫
B r
2ǫ
u(x¯)p+1dx¯ ≥
∫
B r
2
u(x¯)p+1dx¯ := c1 > 0.
Similar arguments to (2.27) further implies that {tǫ} is bounded. Moreover, if there exists
a subsequence denoted still by {tǫ} such that tǫ → t0 as ǫ → 0, then t0 > 0 by a similar
argument to (2.25). Furthermore, from a straight calculation and changes of variables, we
conclude that
Iǫ(tǫU˜ǫ, tǫV˜ǫ) =
t2ǫ
2
∫
R
N+1
+
y1−2s|∇U(x¯, y)|2|η(ǫx¯, ǫy)|2dx¯dy
+
t2ǫ
2
∫
R
N+1
+
y1−2s|∇V (x¯, y)|2|η(ǫx¯, ǫy)|2dx¯dy
+
t2ǫǫ
2
2
∫
R
N+1
+
y1−2s|∇η(ǫx¯, ǫy)|2|U(x¯, y)|2dx¯dy
+
t2ǫǫ
2
2
∫
R
N+1
+
y1−2s|∇η(ǫx¯, ǫy)|2|V (x¯, y)|2dx¯dy
+ tǫǫ
∫
R
N+1
+
y1−2s∇η(ǫx¯, ǫy) · ∇U(x¯, y)U(x¯, y)η(ǫx¯, ǫy)dx¯dy
+ tǫǫ
∫
R
N+1
+
y1−2s∇η(ǫx¯, ǫy) · ∇V (x¯, y)V (x¯, y)η(ǫx¯, ǫy)dx¯dy
+
t2ǫ
2
∫
RN
a(ǫx¯+ x0)(u(x¯))
2(η(ǫx¯, 0))2dx¯
+
t2ǫ
2
∫
RN
b(ǫx¯+ x0)(v(x¯))
2(η(ǫx¯, 0))2dx¯
− t
p+1
ǫ
p+ 1
∫
RN
(u(x¯))p+1(η(ǫx¯, 0))p+1dx¯− t
2∗s
ǫ
2∗s
∫
RN
(v(x¯))2
∗
s(η(ǫx¯, 0))2
∗
sdx¯
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− λt2ǫ
∫
RN
u(x¯)v(x¯)(η(ǫx¯, 0))2dx¯.
By Lemma 2.1, Ho¨lder inequality and γ = 1 + 2
N−2s
, we have
t2ǫǫ
2
2
∫
R
N+1
+
y1−2s|∇η(ǫx¯, ǫy)|2|U(x¯, y)|2dx¯dy
≤Ct
2
ǫǫ
2
2r2
∫
B+r
ǫ
\B+r
2ǫ
y1−2sU2γdx¯dy
 1γ ∫
B+r
ǫ
\B+r
2ǫ
y1−2sdx¯dy

γ−1
γ
≤Ct
2
ǫ
2
∫
B+r
ǫ
\B+r
2ǫ
y1−2sU2γdx¯dy
 1γ → 0 as ǫ→ 0,
and
ǫ
∫
R
N+1
+
y1−2s∇η(ǫx¯, ǫy) · ∇U(x¯, y)U(x¯, y)η(ǫx¯, ǫy)dx¯dy
≤ ǫ
r
∫
B+r
ǫ
\B+r
2ǫ
y1−2s|∇U |2dx¯dy
12 ∫
B+r
ǫ
\B+r
2ǫ
y1−2sU2γdx¯dy
 12γ ∫
B+r
ǫ
\B+r
2ǫ
y1−2sdx¯dy

γ−1
2γ
≤C
∫
B+r
ǫ
\B+r
2ǫ
y1−2s|∇U |2dx¯dy
12 ∫
B+r
ǫ
\B+r
2ǫ
y1−2sU2γdx¯dy
 12γ → 0 as ǫ→ 0.
Similarly, we obtain that
t2ǫǫ
2
2
∫
R
N+1
+
y1−2s|∇η(ǫx¯, ǫy)|2|V (x¯, y)|2dx¯dy → 0 as ǫ→ 0
and
ǫ
∫
R
N+1
+
y1−2s∇η(ǫx¯, ǫy) · ∇V (x¯, y)V (x¯, y)η(ǫx¯, ǫy)dx¯dy → 0 as ǫ→ 0.
It further follows from the dominated convergence theorem that
lim sup
ǫ→0
Iǫ(tǫU˜ǫ, tǫV˜ǫ) =
t20
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + t
2
0
2
∫
R
N+1
+
y1−2s|∇V |2dxdy
+
t20a(x0)
2
∫
RN
u2dx+
t20b(x0)
2
∫
RN
v2dx− t
p+1
0
p+ 1
∫
RN
up+1dx
− t
2∗s
0
2∗s
∫
RN
v2
∗
sdx− λt20
∫
RN
uvdx
=Ix0(t0U, t0V )
≤cx0 .
(2.38)
23
As a consequence,
lim sup
ǫ→0
cǫ ≤ lim sup
ǫ→0
Iǫ(tǫU˜ǫ, tǫV˜ǫ) ≤ cx0.
Now we proceed to show that system (2.17) admits a positive vector ground state. Ow-
ing to Lemma 2.2, Lemma 2.9 and the mountain pass theorem, we find that Iǫ admits a
critical point (Uǫ, Vǫ) ∈ Xs,ǫ such that Iǫ(Uǫ, Vǫ) = cǫ. By virtue of Lemma 2.5, (Uǫ, Vǫ)
is a ground state for Iǫ. Next, we prove that uǫ > 0 and vǫ > 0 in R
N . Observe that
I ′ǫ(Uǫ, Vǫ)(−U−ǫ ,−V −ǫ ) = 0, then∫
R
N+1
+
y1−2s|∇U−ǫ |2dxdy +
∫
R
N+1
+
y1−2s|∇V −ǫ |2dxdy +
∫
RN
a(ǫx)(u−ǫ )
2dx
∫
RN
b(ǫx)(v−ǫ )
2dx
≤2λ
∫
RN
u−ǫ v
−
ǫ dx,
which along with λ ≤ (1 − δ0)
√
a0b0 and (P1) shows that ||(U−ǫ , V −ǫ )||Xs,ǫ = 0. As a result,
uǫ ≥ 0, vǫ ≥ 0 in RN . Assume there exists x¯ ∈ RN such that uǫ(x¯) = 0, then
(−△)suǫ(x¯) = CN,sPV
∫
RN
uǫ(x¯)− uǫ(y)
|x¯− y|N+2s dy ≤ 0. (2.39)
On the other hand,
(−△)suǫ(x¯) = λvǫ(x¯) ≥ 0.
Therefore, (−△)suǫ(x¯) = 0, and then uǫ = 0 in RN . By (2.17), we further see vǫ = 0 in RN .
Thanks to the extension formula (2.1), there holds (Uǫ, Vǫ) = (0, 0). This contradicts (I) in
Lemma 2.2. The proof is complete.
3 The autonomous system
In this section, we discuss the ground state of the linearly coupled autonomous system
(1.8). By the extension method, we translate (1.8) into
−div(y1−2s∇U) = 0 in RN+1+ ,
−div(y1−2s∇V ) = 0 in RN+1+ ,
− lim
y→0
y1−2s ∂U(x,y)
∂y
+ a(x0)u = u
p + λv on RN ,
− lim
y→0
y1−2s ∂V (x,y)
∂y
+ b(x0)v = v
2∗s−1 + λu on RN .
(3.1)
The Euler-Lagrange functional associated to system (3.1) is given by
Jx0(U, V ) =
1
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + 1
2
∫
R
N+1
+
y1−2s|∇V |2dxdy + 1
2
∫
RN
a(x0)u
2dx
+
1
2
∫
RN
b(x0)v
2dx+
1
p+ 1
∫
RN
up+1dx+
1
2∗s
∫
RN
v2
∗
sdx+ λ
∫
RN
uvdx.
(3.2)
To consider system (3.1), we define a Hilbert space
Xs,x0 = {(U, V ) ∈ χs × χs : ||(U, V )||Xs,x0 <∞},
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where
||(U, V )||Xs,x0 =
(||U ||2a,x0 + ||V ||2b,x0) 12 ,
||U ||2a,x0 :=
∫
R
N+1
+
y1−2s|∇U |2dxdy +
∫
RN
a(x0)u
2dx,
||V ||2b,x0 :=
∫
R
N+1
+
y1−2s|∇V |2dxdy +
∫
RN
b(x0)v
2dx.
Since we are interested in the positive vector solution, we first discuss the functional Ix0 :
Xs,x0 → R defined as
Ix0(U, V ) =
1
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + 1
2
∫
R
N+1
+
y1−2s|∇V |2dxdy + 1
2
∫
RN
a(x0)u
2dx
+
1
2
∫
RN
b(x0)v
2dx+
1
p+ 1
∫
RN
(u+)p+1dx+
1
2∗s
∫
RN
(v+)2
∗
sdx+ λ
∫
RN
uvdx.
(3.3)
It is easy to see that if Ix0 has a critical point (U, V ) satisfying u ≥ 0 and v ≥ 0 in RN , then
it is a critical point of Jx0 as well. The Nehari manifold associated to Ix0 is given by
Nx0 := {(U, V ) ∈ Xs,x0 : I ′x0(U, V )(U, V ) = 0}.
Remark 3.1. By a minor modification, we can prove that the results of Lemma 2.2, (I) and
(III) in Lemma 2.3 also hold for Ix0 and Nx0. Moreover, For any (U, V ) ∈ Nx0, we have
|supp u+|+ |supp v+| > 0.
Now we define
X+s,x0 = {(U, V ) ∈ Xs,x0 : |supp u+|+ |supp v+| > 0},
and let S+s,x0 be the intersect of X
+
s,x0
with the unit sphere Ss,x0, namely, S
+
s,x0
= Ss,x0 ∩X+s,x0.
Remark 3.2. The results in Lemmas 2.4, 2.5 and 2.6 hold as well if we replace the subscript
ǫ by x0.
Lemma 3.3. If there exist a bounded sequence {Un} ⊂ χs and U ∈ χs such that
Un → U a.e. in RN+1+ .
Then
lim
n→∞
(||Un||2χs − ||Un − U ||2χs) = ||U ||2χs.
Proof. In fact, we only need to prove
lim
n→∞
∫
R
N+1
+
y1−2s
∣∣|∇Un|2 − |∇Un −∇U |2 − |∇U |2∣∣ dxdy = 0.
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Note that∣∣|∇Un|2 − |∇Un −∇U |2∣∣ = ∣∣|(∇Un −∇U) +∇U |2 − |∇Un −∇U |2∣∣
≤max{∣∣(|∇Un −∇U | + |∇U |)2 − |∇Un −∇U |2∣∣ ,∣∣(|∇Un −∇U | − |∇U |)2 − |∇Un −∇U |2∣∣} .
Since for any ǫ > 0, there is C(ǫ) > 0 such that∣∣|a+ b|2 − |a|2∣∣ ≤ ǫ|a|2 + C(ǫ)|b|2 for any a, b ∈ R.
It then follows that∣∣|∇Un|2 − |∇Un −∇U |2∣∣ ≤ ǫ|∇Un −∇U |2 + C(ǫ)|∇U |2.
As a consequence, we have
hǫn :=
(∣∣|∇Un|2 − |∇Un −∇U |2 − |∇U |2∣∣− ǫ|∇Un −∇U |2)+ ≤ (C(ǫ) + 1)|∇U |2.
The dominated convergence theorem then implies that
lim
n→∞
∫
R
N+1
+
y1−2shǫndxdy = 0. (3.4)
Since {Un} ⊂ χs is bounded, we conclude that
ǫ
∫
R
N+1
+
y1−2s|∇Un −∇U |2dxdy ≤ Cǫ,
which along with (3.4) and the definition of hǫn implies that
lim
n→∞
∫
R
N+1
+
y1−2s
∣∣|∇Un|2 − |∇Un −∇U |2 − |∇U |2∣∣ dxdy ≤ lim
n→∞
∫
R
N+1
+
y1−2shǫndxdy + Cǫ = Cǫ.
Letting ǫ→ 0, we get the result. The proof is complete.
We now state a useful lemma which is a direct result of [30, Lemma 3.3] as follows.
Lemma 3.4. Let {(Un, Vn)} ⊂ χs × χs be bounded and satisfy
lim
n→∞
sup
z∈RN
∫
Br(z)
u2n + v
2
ndx = 0 for some r > 0.
Then
(un, vn)→ (0, 0) in Ls(RN)× Lt(RN), ∀s, t ∈ (2, 2∗s).
We define a constant
Cp+1 := inf
U∈E
∫
R
N+1
+
y1−2s|∇U |2dxdy + ∫
RN
u2dx(∫
RN
|u|p+1dx) 2p+1 , (3.5)
where the Hilbert space E is defined in (2.1).
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Lemma 3.5. If p ∈ [1, 2∗s − 1), then there exists a nonnegative function U ∈ E such that the
constant Cp+1 defined by (3.5) is achieved at U .
Proof. Noting that
Cp+1 = inf
U∈E
||u||p+1=1
(∫
R
N+1
+
y1−2s|∇U |2dxdy +
∫
RN
u2dx
)
.
First, it follows from the interpolation theorem that, for any U ∈ E with ||u||p+1 = 1,
1 = ||u||p+1p+1 = ||u||
N(p−1)
2s
2∗s
||u||p+1−
N(p−1)
2s
2 ≤ C||U ||
N(p−1)
2s
E ||u||
p+1−
N(p−1)
2s
2 ≤ C||U ||p+1E ,
where C is independent of U. Hence Cp+1 ≥ 1C > 0. Let {Un} ⊂ E with ||un||p+1 = 1 be such
that ∫
R
N+1
+
y1−2s|∇Un|2dxdy +
∫
RN
u2ndx→ Cp+1 as n→∞.
In view of Lemma 3.4, there exist {zn} ⊂ RN and θ > 0 such that
lim inf
n→∞
∫
B1(zn)
u2ndx ≥ θ > 0.
Now, we define
U˜n(x, y) = Un(x+ zn, y) for any (x, y) ∈ RN+1+ .
Then ||u˜n||p+1 = 1 and
lim
n→∞
||U˜n||E = Cp+1, lim inf
n→∞
∫
B1
u˜2ndx ≥ θ > 0.
Therefore, there exists a subsequence (denoted still by U˜n) and U ∈ E such that
U˜n ⇀ U in E ,
U˜n → U a.e. in RN+1+ ,
u˜n → u in Lqloc(RN), ∀q ∈ [2, 2∗s).
As a consequence, we further have ∫
B1
u2dx ≥ θ > 0, (3.6)
||u||p+1 ≤ 1, ||U ||E ≤ lim inf
n→∞
||U˜n||E = Cp+1. (3.7)
We now claim that ||u||p+1 = 1. Define Wn = U˜n − U , then by Lemma 3.3 and (3.5),
Cp+1 = lim
n→∞
||U˜n||2E = lim
n→∞
||Wn − U ||2E + ||U ||2E
≥ Cp+1 lim
n→∞
((||u˜n − u||p+1p+1) 2p+1 + (||u||p+1p+1) 2p+1)
= Cp+1 lim
n→∞
((||u˜n||p+1p+1 − ||u||p+1p+1) 2p+1 + (||u||p+1p+1) 2p+1)
= Cp+1
((
1− ||u||p+1p+1
) 2
p+1 +
(||u||p+1p+1) 2p+1) .
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Then ||u||p+1p+1 = 1 in terms of (3.6), and furthermore ||U ||E = Cp+1 due to (3.7). Since∣∣∣∣|U |∣∣∣∣
E
=
∣∣∣∣U∣∣∣∣
E
and
∣∣∣∣|u|∣∣∣∣
p+1
=
∣∣∣∣u∣∣∣∣
p+1
= 1, we can assume that U is nonnegative. Define
Û(x, y) = C
1
p−1
p+1U(x, y) in R
N+1
+ . (3.8)
Then ||Û ||2E = Cp+1||uˆ||2p+1. Moreover, Û is a ground state of−div(y
1−2s∇Û) = 0 in RN+1+ ,
− lim
y→0
y1−2s ∂Û(x,y)
∂y
+ û = ûp in RN .
Hence, ||Û ||2E = ||uˆ||p+1p+1 = C
p+1
p−1
p+1 . As a result, there hold
Î(Û) :=
1
2
||Û ||2E −
1
p+ 1
||uˆ||p+1p+1 =
(
1
2
− 1
p+ 1
)
C
p+1
p−1
p+1 . (3.9)
Theorem 3.6. Under assumptions (P1), (P2) and 0 < λ < min{√a0b0,
√
(a1 − µ0)b0},
(I) if x0 ∈ ∂Λ then cx0 = sNS
N
2s .
(II) if a(x0) ≤ µ0 for some x0 ∈ RN , then cx0 < sNS
N
2s .
Proof. Inspired by some ideas in [14], we fist show cx0 ≥ sNS
N
2s for any x0 ∈ ∂Λ. In fact, for
any (U, V ) ∈ X+s,x0, it follows from Young inequality and (P1) that
Ix0(tU, tV ) ≥
t2
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + t
2
2
∫
RN
(
a(x0)− λ
2
b(x0)
)
u2dx− t
p+1
p + 1
∫
RN
(u+)p+1dx
+
t2
2
∫
R
N+1
+
y1−2s|∇V |2dxdy − t
2∗s
2∗s
∫
RN
(v+)2
∗
sdx
:= g(t, U) + h(t, V ).
We consider the following three cases.
Case 1. if u+ = 0 in RN , then
inf
(U,V )∈X+s,x0
u+=0
max
t>0
Ix0(tU, tV ) ≥ inf
V ∈χs
max
t>0
h(t, V ) = h(1,Wǫ) ≥ s
N
S
N
2s ,
where Wǫ is defined in (III) of Lemma 2.1.
Case 2. if v+ = 0 in RN , then
inf
(U,V )∈X+s,x0
v+=0
max
t>0
Ix0(tU, tV ) ≥ inf
U∈E
max
t>0
g(t, U).
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Let β2s = a(x0)− λ2b(x0) , γ =
(
a(x0)− λ2b(x0)
) 1
p−1
and U˜(x, y) = γÛ(βx, βy), where Û is defined
by (3.8). Then by a direct calculation, we find U˜ is a ground state of−div(y
1−2s∇U˜) = 0 in RN+1+ ,
− lim
y→0
y1−2s ∂U˜(x,y)
∂y
+
(
a(x0)− λ2b(x0)
)
u˜ = u˜p on RN .
As a result, there hold
inf
U∈E
max
t>0
g(t, U) = g(1, U˜)
=
1
2
∫
R
N+1
+
y1−2s|∇U˜ |2dxdy + 1
2
∫
RN
(
a(x0)− λ
2
b(x0)
)
u˜2dx− 1
p + 1
∫
RN
(u˜+)p+1dx
=
(
1
2
− 1
p+ 1
)(
a(x0)− λ
2
b(x0)
)( p+1p−1−N2s)
||uˆ||p+1p+1
=
(
1
2
− 1
p+ 1
)(
a(x0)− λ
2
b(x0)
)( p+1P−1−N2s)
C
p+1
p−1
p+1
≥ s
N
S
N
2s .
Therefore,
inf
(U,V )∈X+s,x0
v+=0
max
t>0
Ix0(tU, tV ) ≥
s
N
S
N
2s .
Case 3. If u+ 6= 0, v+ 6= 0 in RN , then there exist t1 > 0 and t2 > 0 such that
max
t>0
g(t, U) = g(t1, U), max
t>0
h(t, V ) = h(t2, V ).
Moreover, if t1 ≥ t2 then g(t2, U) > 0. As a consequence,
max
t>0
Ix0(tU, tV ) ≥ h(t2, V ) ≥ inf
V ∈χs
max
t>0
h(t, V ) = h(1,Wǫ) ≥ s
N
S
N
2s .
Similarly, if t1 < t2, then
max
t>0
Ix0(tU, tV ) ≥ g(t1, U) ≥ inf
U∈E
max
t>0
g(t, U) = g(1, U˜) ≥ s
N
S
N
2s .
Summarizing the above three cases, we conclude that cx0 ≥ sNS
N
2s for any x0 ∈ ∂Λ.
Next, we prove that cx0 ≤ sNS
N
2s for any x0 ∈ RN . Let φ0 ∈ C∞([0,∞)) be a cut-off
function such that φ0(t) = 1 if t ∈ [0, 1/2] and φ0(t) = 1 if t > 1. Define
φ(x, y) = φ0
( |(x, y)|
r
)
, Ψǫ(x, y) =
φ(x, y)Wǫ(x, y)
||φ(·, 0)Wǫ(·, 0)||2∗s
,
and ψǫ as the trace of Ψǫ, where Wǫ is given by (III) in Lemma 2.1.Then we know from the
argument of [26] that
||Ψǫ||2χs = S +O(ǫN−2s)
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and
||ψǫ||22 = h(ǫ) =

o(ǫ2s) if N > 4s,
o(ǫ2s ln 1
ǫ
) if N = 4s,
o(ǫN−2s) if N < 4s.
As a consequence,
tǫ :=
||Ψǫ||2χs + b(x0)||ψǫ||22
||ψǫ||2∗s2∗s
= S + o(ǫN−2s) + b(x0)h(ǫ),
that is, tǫ is bounded. Therefore, there exist a subsequence (denoted still by tǫ) and t0 > 0
such that tǫ → t0 as ǫ→ 0. Direct calculations yields that
max
t>0
Ix0(0, tΨǫ) = Ix0(0, tǫΨǫ)
=
t2ǫ
2
(
S + o(ǫN−2s) + b(x0)h(ǫ)
)− t2∗sǫ
2∗s
→ t
2
0
2
S − t
2∗s
0
2∗s
≤ max
t>0
(
t2
2
S − t
2∗s
2∗s
)
=
s
N
S
N
2s
As a result,
cx0 ≤ lim sup
ǫ→0
max
t>0
Ix0(0, tΨǫ) ≤
s
N
S
N
2s for any x0 ∈ RN . (3.10)
Consequently, (I) holds.
We next prove (II). If a(x0) ≤ µ0 for some x0 ∈ RN , define α = (a(x0))
1
p−1 , β = (a(x0))
1
2s ,
Ŵ (x, y) = αÛ(βx, βy) for any (x, y) ∈ RN+1+ , (3.11)
where Û is given by (3.8). Then Ŵ is a ground state of−div(y
1−2s∇Ŵ ) = 0 in RN+1+ ,
− lim
y→0
y1−2s ∂Ŵ (x,y)
∂y
+ a(x0)ŵ = ŵ
p on RN .
Hence, there hold
inf
U∈E
max
t>0
Ix0(tU, 0) = Ix0(Ŵ , 0)
=
(
1
2
− 1
p+ 1
)
(a(x0))
p+1
p−1
−N
2s ||uˆ||p+1p+1
=
(
1
2
− 1
p+ 1
)
(a(x0))
p+1
p−1
−N
2sC
p+1
p−1
p+1 .
(3.12)
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If a(x0) < µ0, then it follows from p < 2
∗
s, (P1)-(P2) and the definition of µ0 that
cx0 ≤ inf
U∈E
max
t>0
Ix0(tU, 0) =
(
1
2
− 1
p+ 1
)
(a(x0))
p+1
p−1
−N
2sC
p+1
p−1
p+1 <
s
N
S
N
2s . (3.13)
If a(x0) = µ0, we claim that cx0 <
s
N
S
N
2s . Otherwise, we have
cx0 =
s
N
S
N
2s = Ix0(Ŵ , 0)
due to (3.10) and (3.12), where Ŵ is defined in (3.11). Hence (Ŵ , 0) is a ground state of
(3.1), which is impossible. The proof is complete.
Lemma 3.7. Assume (P1) and λ <
√
a0b0. If {(Un, Vn)} ⊂ Xs,x0 is a (PS)d sequence of Ix0
with 0 < d < s
N
S
N
2s , then there exists θ > 0, r > 0 and {zn} ⊂ RN such that
lim inf
n→∞
∫
Br(zn)
u2n + v
2
ndx ≥ θ > 0.
Proof. Assume to the contrary that
lim
n→∞
sup
z∈RN
∫
Br(z)
u2n + v
2
ndx = 0,
then Lemma 3.4 implies that
(un, vn)→ (0, 0) in Ls(Rn)× Lt(Rn), ∀s, t ∈ (2, 2∗s).
Moreover, we can cover RN by a countable number of balls {Br(xj)}j∈J in a way that each
point of RN is contained in at most N + 1 balls, hence∫
RN
|unvn|dx ≤
∑
j∈J
∫
Br(xj)
|unvn|dx ≤ (N + 1) sup
z∈RN
(∫
Br(z)
u2ndx
) 1
2
(∫
RN
v2ndx
) 1
2
→ 0
as n→∞. It follows from boundedness of {(Un, Vn)} and I ′x0(Un, Vn)→ 0 as n→∞ that∫
R
N+1
+
y1−2s|∇Un|2dxdy+
∫
RN
a(x0)u
2
ndx =
∫
RN
up+1n dx+λ
∫
RN
unvndx+on(1)→ 0 as n→∞.
(3.14)
Assume that
lim
n→∞
∫
R
N+1
+
y1−2s|∇Vn|2dxdy +
∫
RN
b(x0)v
2
ndx = l.
Then we obtain by I ′x0(Un, Vn)(0, Vn)→ 0 as n→∞ that
lim
n→∞
∫
RN
|v+n |2
∗
sdx = l.
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Thanks to Lemma 2.1, there is l ≥ Sl 22∗s . Namely, either l = 0 or l ≥ S N2s . If the later one
holds, then
s
N
S
N
2s ≥ d+ on(1) = Ix0(Un, Vn)−
1
2
I ′x0(Un, Vn)(Un, Vn)
=
(
1
2
− 1
p+ 1
)∫
RN
|u+n |p+1dx+
(
1
2
− 1
2∗s
)∫
RN
|v+n |2
∗
sdx
→ s
N
l >
s
N
S
N
2s .
This contradiction confirms that l = 0. Namely,
lim
n→∞
∫
R
N+1
+
y1−2s|∇Vn|2dxdy +
∫
RN
b(x0)v
2
ndx = 0,
which along with (3.14) further implies that (Un, Vn) → (0, 0) as n → ∞. This contradicts
Ix0(Un, Vn)→ d > 0. The proof is complete.
Theorem 3.8. Assume (P1). If λ <
√
a0b0, then for any x0 ∈ RN with 0 < cx0 < sNS
N
2s ,
Ix0 admits a positive vector critical point (U, V ) ∈ Xs,x0 such that Ix0(U, V ) = cx0 .
Proof. By a minor modification to the proof of Lemma 2.2, we can prove that Ix0 satisfies
the mountain pass geometry. As a consequence, there exists {(Un, Vn)} ⊂ Xs,x0 such that
Ix0(Un, Vn)→ cx0 , I ′x0(Un, Vn)→ 0 as n→∞.
By virtue of Lemma 3.7, there exist θ > 0, r > 0 and {zn} ⊂ RN such that∫
Br(zn)
u2n + v
2
ndx ≥ θ > 0.
Now define (
U˜n(x, y), V˜n(x, y)
)
= (Un(x+ zn, y), Vn(x+ zn, y)) .
Then {(U˜n, V˜n)} is a (PS)cx0 sequence for Ix0 as well, and
lim inf
n→∞
∫
Br(0)
u˜2n + v˜
2
ndx ≥ θ > 0. (3.15)
It then follows from the boundedness of (PS)cx0 sequence that there exist a subsequence
denoted still by {(U˜n, V˜n)} and (U, V ) ∈ Xs,x0 such that
(U˜n, V˜n) ⇀ (U, V ) in Xs,x0,
(U˜n, V˜n)→ (U, V ) a.e. in RN+1+ ,
(u˜n, v˜n)→ (u, v) in Lsloc(RN)× Ltloc(RN), ∀s, t ∈ [2, 2∗s).
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By a direct calculation, we infer that (U, V ) is a critical point of Ix0. As a consequence,
cx0 ≤ Ix0(U, V ) = Ix0(U, V )−
1
p+ 1
I ′x0(U, V )(U, V )
=
(
1
2
− 1
p + 1
)(∫
R
N+1
+
y1−2s|∇U |2dxdy +
∫
R
N+1
+
y1−2s|∇V |2dxdy +
∫
RN
a(x0)u
2dx
+
∫
RN
b(x0)v
2dx− λ
∫
RN
uvdx
)
+
(
1
p+ 1
− 1
2∗s
)∫
RN
(v+)2
∗
sdx
≤ lim inf
n→∞
[(
1
2
− 1
p+ 1
)(∫
R
N+1
+
y1−2s|∇U˜n|2dxdy +
∫
R
N+1
+
y1−2s|∇V˜n|2dxdy
+
∫
RN
a(x0)u˜
2
ndx+
∫
RN
b(x0)v˜
2
ndx− λ
∫
RN
u˜nv˜ndx
)
+
(
1
p+ 1
− 1
2∗s
)∫
RN
(v˜+n )
2∗sdx
]
= lim inf
n→∞
(
Ix0(U˜n, V˜n)−
1
p+ 1
I ′x0(U˜n, V˜n)(U˜n, V˜n)
)
= cx0,
(3.16)
where the second inequality is obtained by λ <
√
a0b0 and Fatou’s lemma. Hence (U, V ) is
a ground state of Ix0. By a similar argument to the proof of Theorem 2.11 and (3.15) , we
conclude u > 0 and v > 0 in RN . The proof is complete.
Lemma 3.9. Under assumptions (P1) and (P2), if λ < min{√a0b0,
√
(a1 − µ0)b0}, then
O :=
{
x ∈ Λ : cx = c0 := inf
y∈Λ
cy
}
6= ∅, O ⊂⊂ Λ.
Moreover, cx <
s
N
S
N
2s for any x ∈ O.
Proof. It follows from Theorem 3.6 and (P2) that O 6= ∅ and cx < sNS
N
2s for any x ∈ O. To
complete the proof, we only need to verify that the function l : Λ→ R defined as l(x) = cx is
continuous. If xn → x0 with cx0 < sNS
N
2s as n→∞, then it follows from Theorems 3.8 that
there exist (U0, V0) ∈ Nx0 and tn > 0 such that Ix0(U0, V0) = cx0 and (tnU0, tnV0) ∈ Nxn . By
a similar argument to the proof of (II) in Lemma 2.4, we see that tn is bounded. So we can
assume that tn → t0 > 0 as n→∞. As a consequence,
lim
n→∞
cxn ≤ lim
n→∞
Ixn(tnU0, tnV0) = Ix0(t0U0.t0V0) ≤ Ix0(U0, V0) = cx0 . (3.17)
Hence, we can assume cxn <
s
N
S
N
2s for large n. It follows from Theorem 3.8 that Ixn has a
positive vector ground state (Un, Vn) for large n. By a similar argument to the proof of (I)
in lemma 2.7, {(Un, Vn)} is bounded in Xs,x0. As a result, there exist a subsequence denoted
still by {(Un, Vn)} and (U, V ) ∈ Xs,x0 such that
(Un, Vn) ⇀ (U, V ) as n→∞,
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and (U, V ) is a critical of Ix0. Moreover, Similar to (3.16), we see
cx0 ≤ Ix0(U, V )−
1
p+ 1
I ′x0(U, V )(U, V )
≤ lim
n→∞
(
Ixn(Un, Vn)−
1
p+ 1
I ′xn(Un, Vn)(Un, Vn)
)
= lim
n→∞
cxn.
(3.18)
This together with (3.17) implies that lim
n→∞
l(xn) = l(x0) for x0 with cx0 <
s
N
S
N
2s . Assume
xn → x0 with cx0 = sNS
N
2s , we only need to prove that the limit holds for {xn} with cxn <
s
N
S
N
2s . In fact, we conclude by a similar argument to (3.18) that
s
N
S
N
2s = cx0 ≤ lim
n→∞
cxn ≤
s
N
S
N
2s .
The proof is complete.
It follows from a similar argument to (3.16) that the (PS)cx0 sequence for Ix0 with x0 ∈O has a convergent subsequence. Furthermore, we can investigate the compactness for a
sequence in Nx0 , which plays a crucial role in the discussion of multiplicity.
Lemma 3.10. Under assumptions (P1), (P2) and 0 < λ < min{√a0b0,
√
(a1 − µ0)b0},
if {(Un, Vn)} ⊂ Nx0 be such that Ix0(Un, Vn) → cx0 for some x0 ∈ O, then there exists a
convergent subsequence.
Proof. We divide the proof into two steps.
Step 1. We claim that if {(Un, Vn)} ⊂ S+s,x0 satisfies dist((Un, Vn), ∂S+s,x0)→ 0 as n→∞,
then ||τx0(Un, Vn)|| → ∞ and Ix0(τx0(Un, Vn))→∞. In fact, for any (U, V ) ∈ ∂S+s,x0 , we have
u(x) ≤ 0, v(x) ≤ 0 in RN . As a consequence, u+n (x) ≤ |un(x) − u(x)| for any n. Hence, for
any (U, V ) ∈ ∂S+s,x0 ,∫
RN
(u+n )
p+1dx ≤
∫
RN
|un − u|p+1dx ≤ C||(Un − U, Vn − V )||p+1Xs,x0 .
Noting that dist((Un, Vn), ∂S
+
s,x0
)→ 0, then
lim sup
n→∞
∫
RN
(u+n )
p+1dx = 0.
Similarly, we have
lim sup
n→∞
∫
RN
(v+n )
2∗sdx = 0.
As a result, for any t > 0,
lim inf
n→∞
Ix0(τx0(Un, Vn)) ≥ lim inf
n→∞
Ix0(tUn, tVn) ≥ lim inf
n→∞
δ0t
2
4
||(Un, Vn)||2Xs,x0 =
δ0t
2
4
.
Hence Ix0(τx0(Un, Vn)) → ∞. Thanks to Lemma 2.1, we conclude that if {τx0(Un, Vn)} is
bounded, then so is {Ix0(τx0(Un, Vn))}. The claim then holds.
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Step 2. In view of Ix0(Un, Vn)→ cx0 , we have
(Un, V n) := τ
−1
x0
(Un, Vn) ∈ S+s,x0, Φx0(Un, V n) = Ix0(Un, Vn)→ cx0.
Define Υ : S+s,x0 → R ∪ {∞} by
Υ(U, V ) =
{
Φx0(U, V ) if (U, V ) ∈ S+s,x0,
∞ if (U, V ) ∈ ∂S+s,x0 .
Then Υ ∈ C(S+s,x0,R ∪ {∞}) is bounded from below by cx0 . Therefore, there is a (PS)cx0
sequence {(W n, Zn)} ⊂ S+s,x0 for Φx0 such that
||(W n − Un, Zn − V n)||Xs,x0 → 0.
Set (Wn, Zn) = τx0(W n, Zn), then {(Wn, Zn)} is a (PS)cx0 sequence of Ix0 and
||(Wn − Un, Zn − Vn)||Xs,x0 → 0. (3.19)
Similar to the proof of Theorem 3.8, the sequence {(Wn, Zn)} has a convergent subsequence
in Xs,x0, and then so does {(Un, Vn)} in terms of (3.19). The proof is complete.
4 Multiplicity of solutions for the modified system
In this section, we relate the number of positive vector solutions of (2.17) to the topology
of the set O. For this aim, we choose δ > 0 such that Oδ ⊂⊂ Λ.
Lemma 4.1. Under assumptions (P1) and (P2), if λ < min{√a0b0,
√
(a1 − µ0)b0}, then
there holds
lim
ǫ→0
Iǫ
(
τǫ
(
U˜ǫ,x0, V˜ǫ,x0
))
= c0 uniformly for x0 ∈ O,
where
(
U˜ǫ,x0, V˜ǫ,x0
)
is defined in (2.37), and τǫ is specified by (III) in Lemma 2.4.
Proof. It follows from (II) in Lemma 2.4 that there exists tǫ > 0 such that
τǫ
(
U˜ǫ,x0, V˜ǫ,x0
)
=
(
tǫU˜ǫ,x0, tǫV˜ǫ,x0
)
∈ Nǫ.
By a similar argument to the proof of Lemma 2.11, we see that tǫ is bounded. Moreover,
if there exists a subsequence denoted still by {tǫ} such that tǫ → t0 as ǫ → 0, then t0 > 0.
Furthermore, thanks to I ′ǫ
(
tǫU˜ǫ,x0, tǫV˜ǫ,x0
)(
tǫU˜ǫ,x0, tǫV˜ǫ,x0
)
= 0, we conclude by a similar
discussion to the proof of (2.38) that
0 = I ′ǫ
(
tǫU˜ǫ,x0, tǫV˜ǫ,x0
)(
tǫU˜ǫ,x0, tǫV˜ǫ,x0
)
→ I ′x0(t0U, t0V )(t0U, t0V ).
Namely, (t0U, t0V ) ∈ Nx0 . Recall that (U, V ) is a ground state of Ix0 , then t0 = 1, this along
with (2.38) implies that
lim
ǫ→0
Iǫ
(
tǫU˜ǫ,x0, tǫV˜ǫ,x0
)
= Ix0(U, V ) = c0.
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By virtue of I ′ǫ
(
tǫU˜ǫ,x0, tǫV˜ǫ,x0
)(
tǫU˜ǫ,x0, tǫV˜ǫ,x0
)
= 0 and a direct calculation similar to that
in the proof of Lemma 2.11, we can see the limit holds uniformly for x0 ∈ O. The proof is
complete.
We define Hǫ : O → Nǫ by
Hǫ(z) = τǫ
(
U˜ǫ,z, V˜ǫ,z
)
=
(
tǫU˜ǫ,z, tǫV˜ǫ,z
)
.
Then by Lemma 4.1, there holds
lim
ǫ→0
Iǫ(Hǫ(z)) = c0 uniformly in z ∈ O. (4.1)
Moreover, tǫ → 1 as ǫ→ 0. For any fixed z ∈ O, let h(ǫ) =
∣∣∣Iǫ (τǫ (U˜ǫ,z, V˜ǫ,z))− c0∣∣∣, and
N˜ǫ = {(U, V ) ∈ Nǫ : Iǫ(U, V ) ≤ c0 + h(ǫ)}, (4.2)
then h(ǫ)→ 0 as ǫ→ 0, and N˜ǫ 6= ∅ because of τǫ
(
U˜ǫ,z, V˜ǫ,z
)
∈ N˜ǫ for any z ∈ O.
Next, we show a concentration property for the functions in N˜ǫ. More general, we have
Lemma 4.2. Assume (P1)-(P2) and λ < min{√a0b0,
√
(a1 − µ0)b0}. Let sequence {(Uǫ, Vǫ)}
satisfy (Uǫ, Vǫ) ∈ Nǫ for any small ǫ and Iǫ(Uǫ, Vǫ)→ c0 as ǫ→ 0. If either (Uǫ, Vǫ) is a critical
point of Iǫ for each small ǫ or assumption (P3) holds, then
(I) there exist a subsequence {(Uǫn , Vǫn)}, a sequence {zǫn} ⊂ RN and (U˜ , V˜ ) ∈ E ×E such
that
(U˜ǫn , V˜ǫn)→ (U˜ , V˜ ) as n→∞.
where
(U˜ǫn(x, y), V˜ǫn(x, y)) := (Uǫn(x+ zǫn, y), Vǫn(x+ zǫn , y)) in R
N+1
+ . (4.3)
(II) there exists z0 ∈ O such that ǫnzǫn → zo as n→∞.
(III) (U˜ , V˜ ) is a positive vector ground state of system (1.8) with x0 replaced by z0.
Proof. Note that {(Uǫ, Vǫ)} is bounded by assumptions. Then we claim that there exist
{zǫ} ⊂ RN , r > 0 and θ > 0 such that
lim inf
ǫ→0
∫
Br(zǫ)
u2ǫ + v
2
ǫdx > θ. (4.4)
Otherwise, let l = lim
ǫ→0
||(Uǫ.Vǫ)||2Xs,ǫ, then it follows from Lemma 3.4 and (Uǫ.Vǫ) ∈ Nǫ that
lim
ǫ→0
∫
RN
v2
∗
s
ǫ dx ≥ l,
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which along with Lemmas 2.3 and 2.1 that l > S
N
2s . Furthermore,
s
N
S
N
2s ≤ lim
ǫ→0
(
Iǫ(Uǫ, Vǫ)− 1
2
I ′ǫ(Uǫ, Vǫ)(Uǫ, Vǫ)
)
= lim
ǫ→0
Iǫ(Uǫ, Vǫ) = c0 <
s
N
S
N
2s ,
we reach a contradiction. Now define
(U˜ǫ(x, y), V˜ǫ(x, y)) = (Uǫ(x+ zǫ, y), Vǫ(x+ zǫ, y)) in R
N+1
+ . (4.5)
Then {(U˜ǫ, V˜ǫ)} is bounded in E × E , and then there exist a subsequence denoted still by
{(U˜ǫ, V˜ǫ)} for convenience and (U˜ , V˜ ) such that
(U˜ǫ, V˜ǫ) ⇀ (U˜ , V˜ ) in E×E , (u˜ǫ, v˜ǫ)→ (u˜, v˜) in Lsloc(RN)×Ltloc(RN), ∀s, t ∈ [2, 2∗s). (4.6)
As a consequence, ∫
Br
u˜2 + v˜2dx > θ. (4.7)
We consider two cases in the following.
Case 1. (Uǫ, Vǫ) is a critical point of Iǫ for each small ǫ. Then uǫ ≥ 0, vǫ ≥ 0 in RN
for each small ǫ. We claim that lim
ǫ→0
dist(ǫzǫ,Λ) = 0. Otherwise, there exists ρ > 0 such that
dist(ǫzǫ,Λ) > ρ for small ǫ. As a result,
Λǫ ⊂ RN \B ρ
ǫ
(zǫ).
It then follows from (2.17) and (4.5) that for any (W,Z) ∈ C∞c (RN+1+ ) × C∞c (RN+1+ ) with
W ≥ 0, Z ≥ 0 in RN+1+ ,∫
R
N+1
+
y1−2s∇U˜ǫ · ∇Wdxdy +
∫
R
N+1
+
y1−2s∇V˜ǫ · ∇Zdxdy +
∫
RN
a(ǫx+ ǫzǫ)u˜ǫwdx
+
∫
RN
b(ǫx+ ǫzǫ)v˜ǫzdx− λ
∫
RN
u˜ǫzdx− λ
∫
RN
v˜ǫwdx−
∫
(Λǫ−zǫ)c
fǫ(x+ zǫ, u˜ǫ)wdx
−
∫
(Λǫ−zǫ)c
gǫ(x+ zǫ, v˜ǫ)zdx
=
∫
Λǫ−zǫ
u˜pǫwdx+
∫
Λǫ−zǫ
v˜2
∗
s−1
ǫ zdx.
Letting ǫ→ 0, then∫
R
N+1
+
y1−2s∇U˜ · ∇Wdxdy +
∫
R
N+1
+
y1−2s∇V˜ · ∇Zdxdy +
∫
RN
a0u˜wdx+
∫
RN
b0v˜zdx
− λ
∫
RN
u˜zdx− λ
∫
RN
v˜wdx− αp−1
∫
RN
u˜wdx− α2∗s−2
∫
RN
v˜zdx
≤0.
By the density of C∞c (R
N+1
+ ) in E , we further get∫
R
N+1
+
y1−2s|∇U˜ |2dxdy +
∫
R
N+1
+
y1−2s|∇V˜ |2dxdy +
∫
RN
a0u˜
2dx+
∫
RN
b0v˜
2dx = 0,
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which contradicts (4.7). Hence the claim holds. As a consequence, {ǫzǫ} is bounded. Then
there exist a subsequence denoted still by {ǫzǫ} and z0 ∈ Λ such that
lim
ǫ→0
ǫzǫ = z0. (4.8)
In view of (U˜ǫ, V˜ǫ) ⇀ (U˜ , V˜ ) in E × E , we conclude that (U˜ , V˜ ) is a solution of system
−div(y1−2s∇U) = 0 in RN+1+ ,
−div(y1−2s∇V ) = 0 in RN+1+ ,
− lim
y→0
y1−2s ∂U(x,y)
∂y
+ a(z0)u = χu
p + (1− χ)f(u) + λv on RN ,
− lim
y→0
y1−2s ∂V (x,y)
∂y
+ b(z0)v = χv
2∗s−1 + (1− χ)g(v) + λu on RN ,
(4.9)
where χ(x) = lim
ǫ→0
χΛ(ǫx + ǫzǫ) and hence, if z0 ∈ Λ then χ is the characteristic function
of RN , and if z0 ∈ ∂Λ then χ is the characteristic function of a half-space in RN . The
Euler-Lagrange functional associated to system (4.9) is given by
Lz0(U, V ) =
1
2
∫
R
N+1
+
y1−2s|∇U |2dxdy + 1
2
∫
R
N+1
+
y1−2s|∇V |2dxdy + 1
2
∫
RN
a(z0)u
2dx
+
1
2
∫
RN
b(z0)v
2dx−
∫
RN
χ
(
up+1
p+ 1
+
v2
∗
s
2∗s
)
dx
−
∫
RN
(1− χ)(F (u) +G(v))dx− λ
∫
RN
uvdx.
(4.10)
It then follows from (2.8) and a similar result to Lemma 2.5 that
Lz0(U˜ , V˜ ) = max
t>0
Lz0(tU˜ , tV˜ ) ≥ max
t>0
Iz0(tU˜ , tV˜ ) ≥ cz0 . (4.11)
On the other hand, by Fatou’s Lemma,
Lz0(U˜ , V˜ ) =Lz0(U˜ , V˜ )−
1
2
L′z0(U˜ , V˜ )(U˜ , V˜ )
=
∫
RN
χ
[(
1
2
− 1
p+ 1
)
u˜p+1 +
(
1
2
− 1
2∗s
)
v˜2
∗
s
]
dx
+
∫
RN
(1− χ)
(
1
2
f(u˜)u˜− F (u˜) + 1
2
g(v˜)v˜ −G(v˜)
)
dx
≤ lim
ǫ→0
∫
RN
χΛǫ(x+ zǫ)
[(
1
2
− 1
p+ 1
)
u˜p+1ǫ +
(
1
2
− 1
2∗s
)
v˜2
∗
s
ǫ
]
dx
+ lim
ǫ→0
∫
RN
(1− χΛǫ(x+ zǫ))
(
1
2
f(u˜ǫ)u˜ǫ − F (u˜ǫ) + 1
2
g(v˜ǫ)v˜ǫ −G(v˜ǫ)
)
dx
= lim
ǫ→0
(
Iǫ(Uǫ, Vǫ)− 1
2
I ′ǫ(Uǫ, Vǫ)(Uǫ, Vǫ)
)
= lim
ǫ→0
Iǫ(Uǫ, Vǫ) = c0.
(4.12)
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It then follows from (4.11) that cz0 = c0 = inf
y∈Λ
cy, that is, z0 ∈ O ⊂⊂ Λ. Hence χ = 1 in RN ,
and then (U˜ , V˜ ) is a ground state of system (1.8) with x0 replaced by z0. Moreover,
lim
ǫ→0
∫
Λǫ−zǫ
u˜p+1ǫ dx =
∫
RN
u˜p+1dx, lim
ǫ→0
∫
Λǫ−zǫ
v˜2
∗
s
ǫ dx =
∫
RN
v˜2
∗
sdx.
Furthermore, by straight calculations, we see∫
R
N+1
+
y1−2s|∇U˜ǫ|2dxdy +
∫
R
N+1
+
y1−2s|∇V˜ǫ|2dxdy + a0δ0
2
∫
RN
u˜2ǫdx+
b0δ0
2
∫
RN
v˜2ǫdx
+
∫
RN
(
a(ǫx+ ǫzǫ)− a0δ0
2
)
u˜2ǫdx+
∫
RN
(
b(ǫx+ ǫzǫ)− b0δ0
2
)
v˜2ǫdx
−
∫
(Λǫ−zǫ)c
fǫ(x+ zǫ, u˜ǫ)u˜ǫdx−
∫
(Λǫ−zǫ)c
gǫ(x+ zǫ, v˜ǫ)v˜ǫdx− 2λ
∫
RN
u˜ǫv˜ǫdx
=
1
p+ 1
∫
Λǫ−zǫ
u˜p+1ǫ dx+
1
2∗s
∫
Λǫ−zǫ
v˜2
∗
s
ǫ dx
→ 1
p+ 1
∫
RN
u˜p+1dx+
1
2∗s
∫
RN
v˜2
∗
sdx
=
∫
R
N+1
+
y1−2s|∇U˜ |2dxdy +
∫
R
N+1
+
y1−2s|∇V˜ |2dxdy + a0δ0
2
∫
RN
u˜2dx+
b0δ0
2
∫
RN
v˜2dx
+
∫
RN
(
a(z0)− a0δ0
2
)
u˜2dx+
∫
RN
(
b(z0)− b0δ0
2
)
v˜2dx− 2λ
∫
RN
u˜v˜dx.
On the other hand, we infer from (2.20) that(
a(ǫx+ ǫzǫ)− a0δ0
2
)
u˜2ǫ +
(
b(ǫx+ ǫzǫ)− b0δ0
2
)
v˜2ǫ − fǫ(x+ zǫ, u˜ǫ)u˜ǫ − gǫ(x+ zǫ, v˜ǫ)v˜ǫ
− 2λu˜ǫv˜ǫ ≥ 0.
The Fatou’s Lemma then implies that
lim
ǫ→0
∫
R
N+1
+
y1−2s|∇U˜ǫ|2dxdy +
∫
R
N+1
+
y1−2s|∇V˜ǫ|2dxdy
=
∫
R
N+1
+
y1−2s|∇U˜ |2dxdy +
∫
R
N+1
+
y1−2s|∇V˜ |2dxdy,
lim
ǫ→0
∫
RN
u˜2ǫdx =
∫
RN
u˜2dx, lim
ǫ→0
∫
RN
v˜2ǫdx =
∫
RN
v˜2dx.
Hence (U˜ǫ, V˜ǫ)→ (U˜ , V˜ ) as ǫ→ 0 in E × E .
Case 2. There is x0 ∈ Λ such that a(x0) = a0 and b(x0) = b0. Then there exists tǫ > 0
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such that (tǫU˜ǫ, tǫV˜ǫ) ∈ Nx0 . By (2.10), (2.11) and a change of variables, we have
c0 ≤Ix0(tǫU˜ǫ, tǫV˜ǫ)
=
t2ǫ
2
∫
R
N+1
+
y1−2s|∇Uǫ|2dxdy + t
2
ǫ
2
∫
R
N+1
+
y1−2s|∇Vǫ|2dxdy
+
t2ǫ
2
∫
RN
a(x0)u
2
ǫdx+
t2ǫ
2
∫
RN
b(x0)v
2
ǫdx−
tp+1ǫ
p + 1
∫
RN
up+1ǫ dx
− t
2∗s
ǫ
2∗s
∫
RN
v2
∗
s
ǫ dx− 2λ
∫
RN
uǫvǫdx
≤Iǫ(tǫUǫ, tǫVǫ)
≤cǫ → c0,
(4.13)
and then {(tǫU˜ǫ, tǫV˜ǫ)} is bounded, which along with the boundedness of {(U˜ǫ, V˜ǫ)} implies
that there exists a subsequence of tǫ (still denoted by tǫ) such that it converges to t0 > 0. In
view of Lemma 3.10 and (4.6), we then derive, up to a subsequence,
(U˜ǫ, V˜ǫ)→
(
U˜ , V˜
)
in E × E . (4.14)
We now claim that lim
ǫ→0
dist(ǫzǫ,Λ) = 0. Otherwise, there exists ρ > 0 such that dist(ǫzǫ,Λ) >
ρ for small ǫ. As a result,
Λǫ ⊂ RN \B ρ
ǫ
(zǫ). (4.15)
Since I ′ǫ(Uǫ, Vǫ)(Uǫ, Vǫ) = 0, we have
δ0
2
||(U˜ , V˜ )||Xs,x0 =
δ0
2
lim
ǫ→0
||(U˜ǫ, V˜ǫ)||Xs,x0 ≤ limǫ→0
(∫
Λǫ−zǫ
|uǫ|p+1dx+
∫
Λǫ−zǫ
|vǫ|2∗sdx
)
= 0,
which contradicts (4.7). The claim then holds. As a consequence, there is z0 ∈ Λ such that,
up to a subsequence, ǫzǫ → z0 as ǫ → 0. Now we prove z0 ∈ O. In fact, it follows from
Fatou’s lemma, (4.14), (2.10), (2.11) and (tǫU˜ǫ, tǫV˜ǫ)→ (t0U˜ , t0V˜ ) that
Iz0(t0U˜ , t0V˜ )
≤ lim inf
ǫ→0
(
t2ǫ
2
∫
R
N+1
+
y1−2s|∇U˜ǫ|2 + t
2
ǫ
2
∫
R
N+1
+
y1−2s|∇V˜ǫ|2 + t
2
ǫ
2
∫
RN
a(ǫx+ ǫzǫ)u˜
2
ǫdx
+
t2ǫ
2
∫
RN
b(ǫx+ ǫzǫ)v˜
2
ǫdx−
∫
RN
Fǫ(x+ zǫ, tǫu˜ǫ)dx
−
∫
RN
Gǫ(x+ zǫ, tǫv˜ǫ)dx− 2λt2ǫ
∫
RN
u˜ǫu˜ǫdx
)
= lim inf
ǫ→0
Iǫ(tǫUǫ, tǫVǫ) ≤ c0.
(4.16)
On the other hand, c0 = Ix0(t0U˜ , t0V˜ ) due to (4.13) and (4.14). Hence a(z0) = a0 and
b(z0) = b0 by (4.16), that is z0 ∈ O. It then follows from (4.14) that (U˜ , V˜ ) is a ground state
of (1.8) with x0 replaced by z0. The proof is complete.
40
Corollary 4.3. Assume (P1)-(P2) and λ < min{√a0b0,
√
(a1 − µ0)b0}. Let (Uǫ, Vǫ) be a
ground state of Iǫ, then Iǫ(Uǫ, Vǫ)→ c0 as ǫ→ 0.
Proof. The proof follows directly from (4.11), (4.12), Lemma 2.11 and Theorem 3.6.
Set ρ = ρ(δ) such that Oδ ⊂ Bρ. Define χ : RN → RN as χ(x) = x if x ∈ Bρ and
χ(x) = ρx
|x|
if |x| > ρ. Consider the barycenter map βǫ : Nǫ → RN ,
βǫ(U, V ) :=
∫
RN
χ(ǫx)u2dx+
∫
RN
χ(ǫx)v2dx∫
RN
u2dx+
∫
RN
v2dx
.
Then by a change of variables x¯ = x− z
ǫ
and the dominated convergence theorem, we have
βǫ
(
τǫ
(
U˜ǫ,z, V˜ǫ,z
))
=
t2ǫ
∫
RN
χ(ǫx¯+ z)u2(x¯)η2(ǫx¯, 0)dx¯+ t2ǫ
∫
RN
χ(ǫx¯+ z)v2(x¯)η2(ǫx¯, 0)dx¯∫
RN
u2(x¯)η2(ǫx¯, 0)dx¯+
∫
RN
v2(x¯)η2(ǫx¯, 0)dx¯
=t2ǫz + ǫt
2
ǫ
∫
RN
x¯u2(x¯)η2(ǫx¯, 0)dx¯+
∫
RN
x¯v2(x¯)η2(ǫx¯, 0)dx¯∫
RN
u2(x¯)η2(ǫx¯, 0)dx¯+
∫
RN
v2(x¯)η2(ǫx¯, 0)dx¯
→z uniformly in z ∈ O as ǫ→ 0.
(4.17)
where
(
U˜ǫ,z, V˜ǫ,z
)
is defined in (2.37), and τǫ is specified by (III) in Lemma 2.4. We further
discuss the concentration property of barycenters for the functions in N˜ǫ.
Lemma 4.4. Assume (P1)-(P3) and λ < min{√a0b0,
√
(a1 − µ0)b0}. Then for any δ > 0
such that Oδ ⊂⊂ Λ, there holds
lim
ǫ→0
sup
(U,V )∈N˜ǫ
dist(βǫ(U, V ),Oδ) = 0.
Proof. For any ǫ > 0, there exists (Uǫ, Vǫ) ∈ N˜ǫ such that
sup
(U,V )∈N˜ǫ
dist(βǫ(U, V ),Oδ) ≤ dist(βǫ(Uǫ, Vǫ),Oδ) + o(ǫ).
In view of (4.11) and (4.12), we see
c0 ≤ lim inf
ǫ→0
cǫ ≤ Iǫ(Uǫ, Vǫ) ≤ c0 + h(ǫ).
Lemma 4.2 then implies that there exists {z˜ǫ} ⊂ RN such that
zǫ := ǫz˜ǫ → z0 ∈ O. (4.18)
As a consequence, for small ǫ, we have zǫ ∈ Oδ and
βǫ(Uǫ, Vǫ) = zǫ +
∫
RN
(χ(ǫx¯+ zǫ)− zǫ)u2(x¯+ z˜ǫ)dx¯+
∫
RN
(χ(ǫx¯+ zǫ)− zǫ)v2(x¯+ z˜ǫ)dx¯∫
RN
u2(x¯+ z˜ǫ)dx¯+
∫
RN
v2(x¯+ z˜ǫ)dx¯
.
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The dominated convergence theorem further yields that
lim
ǫ→0
dist(βǫ(Uǫ, Vǫ), zǫ) = 0.
As a consequence,
sup
(U,V )∈N˜ǫ
dist(βǫ(U, V ),Oδ) ≤ dist(βǫ(Uǫ, Vǫ),Oδ) + o(ǫ) ≤ dist(βǫ(Uǫ, Vǫ), zǫ) + o(ǫ)→ 0
as ǫ→ 0. The proof is complete.
Theorem 4.5. Assume (P1)-(P3) and λ < min{√a0b0,
√
(a1 − µ0)b0}. Then for any δ > 0
such that Oδ ⊂⊂ Λ and small ǫ, system (2.17) has at least catOδ(O) positive vector solutions.
Moreover, if we denote by {(Uǫ, Vǫ)} a sequence of these solutions, then
lim
ǫ→0
Iǫ(Uǫ, Vǫ)→ c0.
Proof. For any ǫ > 0, define πǫ : O → S+ǫ by
πǫ(z) = τ
−1
ǫ (Hǫ(z)), ∀z ∈ O,
where τ ǫ is defined in Lemma 2.4. Moreover, by (2.29) and (4.1),
lim
ǫ→0
Φǫ(τ
−1
ǫ (Hǫ(z))) = lim
ǫ→0
Iǫ(Hǫ(z)) = c0 uniformly in z ∈ O.
As a consequence, there exists ǫˆ > 0 such that for any ǫ ∈ (0, ǫˆ),
πǫ(O) ⊂ S˜+ǫ := {(U, V ) ∈ S+ǫ : Φǫ(U, V ) ≤ c0 + h(ǫ)}.
Consequently, we have
O Hǫ−→ Hǫ(O) τ
−1
ǫ−−→ πǫ(O) τǫ−→ Hǫ(O) βǫ−→ Oδ.
On the other hand, for any z ∈ O and small ǫ, there exists θ(ǫ, z) ∈ RN with |θ(ǫ, z)| < δ
2
such that βǫ(Hǫ(z)) = z + θ(ǫ, z) thanks to (4.17). Define Q : [0, 1]×O → Oδ by
Q(t, z) = z + (1− t)θ(ǫ, z),
then Q is continuous. Obviously, Q(0, z) = βǫ(Hǫ(z)), Q(1, z) = z for all z ∈ O. Therefore,
Q is a homotopy between βǫ ◦ Hǫ = βǫ ◦ τǫ ◦ πǫ and the inclusion map Id : O → Oδ. As a
result,
catπǫ(O)πǫ(O) ≥ catOδ(O).
It follows from Corollary 2.10 and category theory (see [36, Corollary 28]) that Φǫ has at
least catπǫ(O)πǫ(O) critical points on S˜+ǫ := {(U, V ) ∈ S+ǫ : Φǫ(U, V ) ≤ c0 + h(ǫ)}. In view
of Lemma 2.6, Iǫ admits at least catOδ(O) critical points in N˜ǫ. Namely, system (2.17) has
at least catOδ(O) solutions. By a similar argument to the proof of Theorem 2.11 and (3.15),
we conclude that the components of these solutions are positive. The proof is complete.
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5 Proofs of main theorems
This section is devoted to the proofs of main theorems. To prove the existence and
multiplicity of positive vector solutions of system (1.1), we only need to show that the
solutions of system (2.17) obtained in Theorem 4.5 and Lemma 2.11 also solve system (2.5)
for any small ǫ. Then we further investigate the decay estimate and concentration property
of positive vector solutions of system (1.1).
Lemma 5.1. Assume (P1)-(P3) and λ < min{√a0b0,
√
(a1 − µ0)b0}. Let (Uǫ, Vǫ) be the
positive vector solution of system (2.17) obtained in Theorem 4.5 or Lemma 2.11 for any
small ǫ. Then there exists a positive constant C independent of ǫ such that for any (U˜ǫ, V˜ǫ)
defined in (4.3), there holds
||u˜ǫ + v˜ǫ||∞ ≤ C.
Proof. Let W˜ǫ = U˜ǫ + V˜ǫ in R
N+1
+ , then it follows from (2.10) and (2.11) that
fǫ(x+ zǫ, u˜ǫ) + gǫ(x+ zǫ, v˜ǫ) + λw˜ǫ ≤ u˜pǫ + v˜2
∗
s−1
ǫ + λw˜ǫ ≤ C(1 + w˜2
∗
s−1
ǫ ),
where C is a positive constant independent of ǫ. Furthermore, we can verify from (2.17) and
(4.3) that W˜ǫ is a subsolution of−div(y
1−2s∇W˜ǫ) = 0 in RN+1+ ,
− lim
y→0
y1−2s ∂W˜ǫ(x,y)
∂y
= C(1 + w˜
2∗s−1
ǫ ) on RN .
(5.1)
Then by the Moser’s iteration for scalar equations (see, e.g., [30, Lemma 4.1]), we can
complete the proof.
Proofs of Theorem 1.3 and 1.4. To verify the existence and multiplicity of positive vec-
tor solutions of system (1.1), we only need to show that there exists ǫ0 such that any positive
vector solution (Uǫ, Vǫ) of system (2.17) obtained in Theorem 4.5 and Lemma 2.11 also solves
system (2.5) for any 0 < ǫ < ǫ0. Set W˜ǫ = U˜ǫ + V˜ǫ, where (U˜ǫ, V˜ǫ) is defined in (4.3). Then
there exists W˜ ∈ E such that W˜ǫ → W˜ as ǫ → 0 due to Lemma 4.2, and ||w˜ǫ||∞ < C for
some constant C > 0 independent of ǫ. Moreover, W˜ǫ ∈ C(RN+1+ ) by [29, Corollary 2.1], and
W˜ǫ is a subsolution of−div(y
1−2s∇W˜ǫ) = 0 in RN+1+ ,
− lim
y→0
y1−2s ∂W˜ǫ(x,y)
∂y
= λw˜ǫ + Cw˜
4s
N+2s
ǫ on RN .
It follows from [29, Proposition 2.4] that for any x ∈ RN ,
sup
B1(x)×[0,1)
W˜ǫ ≤
(∫
B2(x)×(0,2)
y1−2s|W˜ǫ|2γdxdy
) 1
2γ
+ C
(∫
B2(x)
w˜2ǫ
) 2s
N+2s
≤
(∫
B2(x)×(0,2)
y1−2s
∣∣∣W˜ǫ − W˜ ∣∣∣2γ dxdy) 12γ + (∫
B2(x)×(0,2)
y1−2s|W˜ |2γdxdy
) 1
2γ
+ C
(∫
B2(x)
(w˜ǫ − w˜)2dx+
∫
B2(x)
w˜2dx
) 2s
N+2s
.
(5.2)
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Since W˜ǫ → W˜ in E , for any θ > 0 there exist ǫ0 > 0 and R > 0 such that for any 0 < ǫ < ǫ0,∫
R
N+1
+
y1−2s
∣∣∣W˜ǫ − W˜ ∣∣∣2γ dxdy ≤ θ, ∫
RN
(w˜ǫ − w˜)2dx ≤ θ,
∫
R
N+1
+ \B
+
R
y1−2s|W˜ |2γdxdy ≤ θ,
∫
RN\BR
w˜2dx ≤ θ,
which along with (5.2) implies that
lim
|x|→∞
w˜ǫ(x) = 0 uniformly in ǫ. (5.3)
In other words, there exists Rα > 0 such that w˜ǫ < α for any ǫ ∈ (0, ǫ0) and |x| > Rα.
Consequently,
uǫ(x) + vǫ(x) = w˜ǫ(x− zǫ) < α for any x ∈ RN \BRα(zǫ). (5.4)
On the other hand, since ǫzǫ → z0 ∈ O as ǫ→ 0, there exists r > 0 such that Br(ǫzǫ) ⊂⊂ Λ
for small ǫ. Namely, Λcǫ ⊂⊂ RN \ B rǫ (zǫ) for small ǫ. Let ǫ be sufficiently small such that
ǫRα < r, then Λ
c
ǫ ⊂⊂ RN \BRα(zǫ). It then follows from (5.4) that
||uǫ + vǫ||L∞(RN\Λǫ) < α for small ǫ. (5.5)
In terms of (2.10) and (2.11), we have
fǫ(x, uǫ) = u
p
ǫ , gǫ(x, vǫ) = v
2∗s−1
ǫ for all x ∈ RN and small ǫ.
That is to say, (Uǫ, Vǫ) is a solution of system (2.5).
We claim that ||wǫ||L∞(RN ) ≥ α for small ǫ. Otherwise, by (2.10) and (2.11), we have
fǫ(x, uǫ) ≤ αp−1uǫ, gǫ(x, vǫ) ≤ α2∗s−2vǫ, ∀x ∈ RN .
Furthermore, it follows from I ′ǫ(Uǫ, Vǫ)(Uǫ, Vǫ) = 0 and (2.20) that ||(Uǫ, Vǫ)||Xs,ǫ = 0, which
contradicts (I) in Lemma 2.3. The claim holds. Therefore, there exists xǫ ∈ Λǫ such that
wǫ(xǫ) = max
x∈RN
wǫ(x).
By a direct calculation we see that (uˆǫ(x), vˆǫ(x)) := (uǫ(
x
ǫ
), vǫ(
x
ǫ
)) in RN is a positive vector
solution of system (1.1). Moreover, uˆǫ + vˆǫ achieves its maximum at ǫxǫ. Next, we prove
ǫxǫ → z0 as ǫ→ 0. In fact, ǫxǫ ∈ BǫRα(ǫzǫ) for small ǫ due to (5.4), which along with Lemma
4.2 implies ǫxǫ → z0 as ǫ → 0, and then the property (II) in Theorems is a direct result of
Lemma 4.2.
Thanks to λ < (1− δ0)
√
a0b0, we have
λ
(1− δ0)a0 <
(1− δ0)b0
λ
.
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Let θ = 1
2
(
λ
(1−δ0)a0
+ (1−δ0)b0
λ
)
and W ǫ = θU˜ǫ + V˜ǫ. Then
(−△)swǫ ≤ (λ− a0θ)u˜ǫ + (λθ − b0)v˜ǫ + θu˜pǫ + v˜2
∗
s−1
ǫ
≤ −δ0a0θu˜ǫ − δ0b0v˜ǫ + θu˜pǫ + v˜2
∗
s−1
ǫ
≤ −θ¯wǫ + θ1−pwpǫ + w2
∗
s−1
ǫ ,
(5.6)
where θ¯ = min{δ0a0θ, δ0b0}. By virtue of (5.3), there exists R > 0 such that for any |x| > R
and small ǫ there holds
−θ¯wǫ + θ1−pwpǫ + w2
∗
s−1
ǫ ≤ −
θ¯
2
wǫ,
which together with (5.6) yields
(−△)swǫ + θ¯
2
wǫ ≤ 0, ∀|x| > R.
Noting from [28, Lemma 4.3] that there is a continuous function w such that
(−△)sw + 1
2
w = 0, ∀|x| > 1,
and 0 < w < C2
|x|N+2s
for some C2 > 0. Now we set φ(x) = w
(
θ¯
1
2sx
)
in RN , then
(−△)sφ+ θ¯
2
φ = 0, ∀|x| > θ¯− 12s ,
and 0 < φ < C
′
|x|N+2s
with C ′ > 0. Define
R′ = max{θ¯− 12s , R}, α = sup
ǫ
||wǫ||∞ <∞, β = inf
BR′
φ(x) > 0
and ψ = αφ− βwǫ in RN , then{
(−△)sψ + θ¯
2
ψ ≥ 0 in RN \BR′ ,
ψ ≥ 0 in BR′ .
(5.7)
We claim that ψ ≥ 0 in RN . Otherwise, there exists {xn} ⊂ RN such that
lim
n→∞
ψ(xn) = inf
x∈RN
ψ(x) < 0.
Since ψ(x)→ 0 as |x| → ∞, {xn} is bounded. Hence there exists x0 ∈ RN such that, up to
a subsequence, xn → x0. It then follows that
ψ(x0) = inf
x∈RN
ψ(x) < 0,
which along with (5.7) implies that x0 ∈ RN \BR′ . On the other hand, we see that
(−△)sψ(x0) = CN,sPV
∫
RN
ψ(x0)− ψ(y)
|x− y|N+2s dy ≤ 0.
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As a result, we have
(−△)sψ(x0) + θ¯
2
ψ(x0) < 0,
which contradicts (5.7). Therefore ψ ≥ 0 in RN . In other words, there holds
u˜ǫ(x) + v˜ǫ(x) ≤ C
1 + |x|N+2s
for some positive constant C independent of ǫ. As a consequence,
uˆǫ(x) + vˆǫ(x) = uǫ
(x
ǫ
)
+ vǫ
(x
ǫ
)
= u¯ǫ
(x
ǫ
− zǫ
)
+ v¯ǫ
(x
ǫ
− zǫ
)
≤ Cǫ
N+2s
ǫN+2s + |x− ǫzǫ|N+2s
≤ Cǫ
N+2s
ǫN+2s + |x− ǫxǫ|N+2s ,
where the last inequality is obtained by the fact that ǫzǫ → z0 and ǫxǫ → z0 as ǫ→ 0. The
proof is complete.
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