Abstract. We consider distributions u ∈ S (R) of the form u(t) = n∈N ane ı λnt , where (an) n∈N ⊂ C and Λ = (λn) n∈N ⊂ R have the following properties: (an) n∈N ∈ s , that is, there is a q ∈ N such that (n −q an) n∈N ∈ 1 ; for the real sequence Λ, there are n 0 ∈ N, C > 0, and α > 0 such that n ≥ n 0 ⇒ | λn | ≥ Cn α . Let I ⊂ R be an interval of length . We prove that for given Λ, (1)
Introduction.
Harald Bohr is accredited to be the founder of the Theory of Almost Periodic Functions. He published three long papers in Acta Mathematica in the years 1925 and 1926 (volumes 45, 46, and 47 ). An account of his theory is given by Bohr himself in [3] . A more modern and comprehensive exposition can be found in [5] . Mimicking the behavior of periodic functions, given a continuous function u : R → C and > 0, Bohr called a number τ ∈ R such that | u(t + τ ) − u(t) | ≤ for all t ∈ R a translation number of u corresponding to .
The definition of an (Bohr) almost periodic function is as follows: A continuous function u : R → C is called almost periodic if for every > 0 there is a L > 0 such that any interval of R of length L contains at least one translation number of u corresponding to .
As is easy to see, if u is not periodic, then L must become arbitrarily large as gets arbitrarily small.
Bohr showed that the set of all almost periodic functions is equal to the closure in C 0 of the set of functions
a n e ı λnt : N ∈ N, a n ∈ C, λ n ∈ R .
Using the mean value operator Functions in the form (1.1) are very common in engineering as in the case of the modeling of ocean waves, signal processing, and vibrations of beams, plates, and shells. As a consequence, important inverse problems involve functions of that form. In fact, at the end of this article we show how the uniqueness result of this article can be used to prove that the recovery of geometrical imperfections in a cylindrical shell is possible from a measurement of its dynamics.
There are many other definitions and corresponding almost periodic function spaces, as can be seen, for instance, in [5] . A very "small" space is AP 1 , whose elements are of the form (1.1) with ((a n ) n∈N ∈) ∈
1 . Here we go in another direction, supposing that in (1.1) the sequence (a n ) n∈N lies in s , the space of slowly growing sequences. That is, ∃ q ∈ Z + such that (n −q a n ) n∈N ∈ 1 , (1. 2) and for the real sequence Λ = (λ n ) n∈N , we suppose that there are a n 0 ∈ N, C > 0, and α > 0 such that
In what follows, S = S(R) is the space of rapidly decreasing functions and S = S (R), the space of Schwartz tempered distributions, is its dual. From now on we omit the reference to R in S and in S . Now we interpret u in (1.1) as an element lying in S in the following way:
where p ∈ N is any number such that αp − q ≥ 0.
Invoking the definition of Fourier transform of a tempered distribution and using a simple property of these transforms, we get
The main objective of this work is to investigate the sufficient and necessary conditions for the existence of a bounded interval I such that
In the next section we prove that if Λ = O(n α ) with α < 1, then the knowledge of u in a bounded interval is not enough for its recovery.
A nonuniqueness result.
The following result can be found in [2] . Theorem 1. If f (z) is an entire function of order 1 with real zeros, the two conditions below are equivalent:
where #(r) here denotes the number of zeros of f (z) in | z | ≤ r.
Theorem 1 shows that if λ n /n n→+∞ −→ 0, then there is no entire function of order 1 and finite type with zeros at λ n , n ∈ N \ A, where A is a finite set. In fact, if such a function satisfies (2.1) with B = +∞, then (2.2) would violate the growth in the imaginary axis for the Fourier transform of a distribution of compact support.
We call Z τ the space of functions in S whose Fourier transforms are in
). By the Paley-Wiener theorem, we can see that Z τ is the space of entire functions ϕ such that for all k ∈ Z + there is a C k > 0 such that
Note that because of condition (1.3), we have
where c 0 ⊂ ∞ is the space of all sequences that converge to zero. The space L p τ , for 1 ≤ p ≤ +∞, is defined to be the collection of entire functions f of exponential type at most τ for which f L p < +∞.
Definition 2.1 (uniform discrete set). The sequence Λ = (λ n ) n∈N is a uniformly discrete set if there exists δ > 0 such that
We assume the following very important theorem of Beurling [1] . 
Its transpose
The statement in (1.6) is equivalent to showing that t T Λ is injective. However, as a consequence of the Hahn-Banach theorem, it is equivalent to showing that
it is enough to show that the set A ∩ c 0 , where
is not dense in c 0 . If Λ satisfies (1.3) and Λ = O(n α ) with α < 1, then it is always possible to extract a subsequence Λ = (λ n k ) k∈N of Λ that is uniformly discrete with l.
We now prove that the set A is closed in 
r .
In order to obtain some results in the case of nonperiodic almost periodic functions, the following theorems of Plancherel and Pólya (see [16] ) and Kahane [9] are fundamental.
Theorem 4 (see [16] 
Proof. We may suppose that (a n ) n∈N ∈ 2 for condition (1.2) guarantees that there exists q ∈ Z + such that (a n n −q ) n∈N ∈ 2 , and the application (a n ) n∈N → (a n n −q ) n∈N is injective. Suppose α > 1 and take τ > 0 arbitrary. We are going to show that the application S Λ,τ :
where u is of the form (1.1), is injective.
Since u , ϕ = n∈N a n ϕ(λ n ), proving that S Λ,τ is injective is equivalent to showing that
, we obtain that for any > 0, there exists ϕ ∈ Z τ such that
Now, by Theorem 4 and the fact that
and repeat the same argument above using τ > τ 0 .
We show now a method to recover (a n ) n∈N ⊂ s from the knowledge of u in a bounded interval I ⊂ R.
4.
A method to recover (a n ) ⊂ s . At this point, we know when it is possible to identify (a n ) ⊂ s given the knowledge of the distribution u restricted to a bounded interval. Now we propose a method to perform that identification.
To start, we need a simple extension lemma. Lemma 7. Suppose that u is a tempered distribution of the form (1.1) such that the conditions (1.2) and (1.3) are valid. Consider the set
The distribution u : S → R is also well defined in F(E) and
Furthermore, if there exists an interval
Proof. First of all, note that since φ has compact support, by the Paley-Wiener theorem, φ can be extended to an entire function, and therefore, the evaluation of φ(λ n ) makes sense.
Consider the mollifier function with compact support
where A > 0 is such that R h = 1.
Note that h ∈ S, and therefore, h ∈ S. Since h
Again by the Paley-Wiener theorem, φ has polynomial growth in the real axis, and thus φ h ∈ S.
Since φ * h ∈ S, we have
After applying the dominated convergence theorem twice, first to evaluate
by (1.4), and then to interchange the operations of summation and passing to the limit in
Now we apply the result of Lemma 7 to the case of periodic functions and distributions.
Periodic functions and distributions.
If (a n ) n∈N ∈ 1 and (λ n ) n∈N is the sequence λ n = 2π
(n−1) P , where P > 0, that is, if u is a periodic function with period P , then if φ m is chosen to be
Note that for no m ∈ N, φ m belongs to S, but φ m does conform to the requirements of Lemma 7. In fact, it suffices to take p = q = 0.
The sequence (a n ) n∈N is completely determined, for we have explicitly
It means that for periodic functions, there exists a bounded interval I (with nonempty interior) such that if u| I = 0, then a m = 0 for all m ∈ N. If u ∈ S were not known a priori to be a function, according to Lemma 7, we should take a slightly greater interval J ⊃J ⊃ [−P/2, P/2] so that u| J = 0 ⇒ u ≡ 0.
Recovery method (α ≥ 1).
If α ≥ 1, we can, of course, assume α = 1 in (1.3) .
Regarding the real sequence Λ = (λ n ) n∈N , besides (2.3), we assume in this section that (|λ n |) n∈N is not decreasing. From the point of view of applications, this assumption is not so restrictive. In most cases it is possible to reorder the sequence, if necessary.
We shall use a family of functions of compact support defined as follows:
Note that φ k,m,τ is compactly supported. Since, for τ > 0,
we have explicitly for ξ = λ m that
Since (a n ) n∈N ∈ s , there is a q ∈ Z + such that (n −q a n ) n∈N ∈ 1 . Now we choose k = k q ∈ Z + such that
and from now on we keep it fixed. With this choice, φ kq ,m,τ conforms to the requirements of Lemma 7 (take p = k q ). Now defineP
, and A n = a n n q .
Of course, (A n ) n∈N ∈ 2 , and for all n ∈ N, A n = 0 ⇔ a n = 0. There are K 1 > 0 and K 2 > 0 such that
We define
Consider the operator T :
2 → s defined by
Observe that applying T can be interpreted as performing a product with a matrix of infinite order, ⎡ ⎢ ⎣
B(1) B(2)
. . .
Call T N the symmetric square matrix of order N obtained by truncation, (2, N) . . . . . . . . . . . .
We recall one of Gershgorin's theorems about the location of the eigenvalues of a square matrix. We denote by 2 N the space R N with the Euclidean metric. Since T N for all N ∈ N are of finite rank and Hermitian, a simple consequence of Lemma 9 is that there is a λ min > 0 such that
Theorem 8 (Gershgorin). Each eigenvalue of the matrix
For the next theorem, we are going to need Helly's theorem, which we state below. Its proof can be found, for example, in [11] .
Theorem 10 (Helly). Suppose that X is a normed space. Let f 1 , . . . , f n be a nonempty finite collection of bounded linear functionals on X, and let c 1 , . . . , c n be a corresponding collection of scalars. Then the following are equivalent:
(a) There is an 1+N , a 2+N , . . .).
Theorem 11. The operator T : 2 → s defined by
Proof. Suppose that there is a sequence a = (A n ) n∈N ∈ 2 , with a 2 = 2δ > 0, such that T a = 0. From (4.7) and (4.10), for all N ∈ N, we can obtain a linear system of equations that has the form
. . . (2, n) . . .
where T N is explicitly given by (4.8). This system of equations is exactly determined because of Lemma 9.
The unique solution of (4.11) is given by (x j ) j∈{1,...,N } =ã N . Helly's theorem guarantees that for all N ∈ N,
By the Cauchy-Schwarz inequality, we have 
Therefore,
On the other hand, we can lower bound α 1 f 1 + · · · + α N f N by identifying the norm of the operator with of its representation and invoking (4.9):
Recalling (4.3) and that
we conclude from (4.12), (4.13), and (4.14) that
By Helly's theorem, there is a solutionx N2 = (x j ) j∈{1,...,N2} of (4.11), with x N2 < δ, but this is false, for the solution of (4.11) isã N2 , which is unique, and it should be ã N2 2
N Π N can be used to recover (A n ) n∈N (and therefore, (a n ) n∈N , for a n = A n n q ). Recalling that T ((A n ) n∈N ) = (B(m)) m∈N , we prove the next proposition.
Proof. Take (A j ) j∈N arbitrary. It is easy to see from the calculations done in the proof of Theorem 11 that
where a bound for (c j ) j∈{1,...,N } 2 N is found in (4.13). Therefore, we have
−→ 0, and by (4.15),
From Proposition 12, we conclude again that T :
2 → s of Theorem 11 is injective, but without recourse to Helly's theorem. However, we preferred to keep it for the sake of exposition.
Stability.
Suppose that the information we have at our disposal is u(t) + e(t), where e(t) is the measurement error, which can be bounded a priori by
Then, instead of having (B(m)) m∈N , with B(m) given by (4.5), which corresponds to an error free measurement, we havẽ
If we call B e (m) = m q e , φ kq ,m,τ , then since R N is linear, we have
If there is no measurement error, from Proposition 12 we know that R N ((B(m)) m∈N ) converges to (A j ) j∈N as N → +∞. Now we find an upper bound to R N ((B e (m)) m∈N 2 N for each N ∈ N.
Proposition 13.
Proof. From (4.1) and the repetitive use of Young's inequality for convolutions, we can see that
In general, in experimental setups, the physics of the problem limits the extent of time during which u(t) is measured. The result of Proposition 13 shows that for fixed observation time, which is τ (k+1) by (4.1), the term that corresponds to measurement error behaves like
Application to an identification problem.
The fact that the knowledge of the behavior of an almost periodic function in a compact interval with nonempty interior, or in some cases even in any open set, is enough to determine all coefficients of (1.1) has an important consequence for engineering problems. In this section, we show an application to illustrate how the results shown in this article could be used.
The dynamics of a vibrating structure can reveal the presence of defects or perturbations in how mass or rigidity are distributed. For example, [4] , [12] show how to use information about the eigenvalues of the problem to uncover the presence and location of a crack in a rod, or mass distribution in a string. In the present paper, we deal with a similar, but different problem. As we are about to see, the information we aim for, which concerns geometric imperfection in cylindrical shells, is embedded in the coefficients a n , n ∈ N, of (1.1) instead of in the natural frequencies of vibration, or in the sequence (λ n ) n∈N .
Thin walled structures and slender structures are commonly used in naval, nuclear, and civil engineering because they are very efficient from the point of view of their load carrying capacity compared to their own weight. In contrast to nonslender structures, the most common cause of failure of thin walled structures, and in particular in axis-symmetrical shells, is buckling. A good appraisal of the applications of these types of structures can be found in [8] .
Euler was the first (1744) to study the elastic stability of slender columns. His analyses are at the basis of the classical theory of buckling that put, in modern terms, concerns spectral analysis of differential operators. The development of the theory of the elastic stability of shells happened mainly during the first three decades of the twentieth century, as is accounted for by Timoshenko and Gere in their book [14] .
It is a well-known fact that in practice the load level that causes the structure to fail by buckling is much lower than that predicted by the classical theory [7] , [10] . The main cause for this discrepancy is the presence of geometrical imperfections whose existence is unavoidable due to construction imprecision and small collisions during operation. Many civil engineering shells have predominantly axisymmetric imperfections caused by the technique of bending and welding plates to form individual strakes or rings [13] .
The importance of the influence of the presence of geometrical imperfections leads naturally to investigations about their effect on the safety of thin walled structures. The information about the imperfections can be modeled in a probabilistic or in a deterministic way. In [6] , the authors use convex analysis to make a worst case study when one has only limited information about the initial imperfections in a axisymmetric cylindrical shell.
The physics of the problem.
The problem concerns a thin cylindrical shell of thickness h, radius R, and length L loaded at its ends as shown in Figure 5 .1 by a sudden normal force N . In fact, the shell is not perfectly cylindric. Instead, its profile is described by a function
The material is homogeneous with mass density ρ, Young's modulus E, and Poisson coefficient ν. From a simple mechanical analysis of a typical portion of the shell [15] , we get the equation of the dynamics of the shell, which is
where w is the radial displacement and D = Before the sudden application of the load N , the structure is completely at rest. The points of the shell at its top and bottom are constrained to be still the whole time, but, in engineering jargon, they can "freely rotate." Mathematically, the boundary and initial conditions are
The parameters ρ, E, and ν vary with the choice of the material. The geometric parameters R, h, L are fixed by design considerations. But in an experiment, N can be chosen so that
which implies
The function w 0 ∈ L 2 ([0, L]) models the "initial imperfections." It is the function that is to be recovered in this inverse problem.
We do the following change of variables to nondimensionalize the problem:
where ω 1 is the first fundamental frequency of the system, which is independent of the initial imperfections, and N crit is the critical buckling load of the structure without any imperfection:
Equation (5.1) in its dimensionless version becomes 
We obtain the solution In general, by using accelerometers, it is possible to measure the acceleration of a point. From By using the method inspired in Proposition 12, we recover (ã n ) n∈N and, therefore, the geometrical imperfection profile w.
Numerical experiments.
We close this article with a numerical experiment to illustrate a procedure to recover the geometrical imperfection in a cylindrical shell.
As a synthetic data we use A n = cos[ 
