In this paper, we consider regression models with a Hilbert-spacevalued predictor and a scalar response, where the response depends on the predictor only through a finite number of projections. The linear subspace spanned by these projections is called the effective dimension reduction (EDR) space. To determine the dimensionality of the EDR space, we focus on the leading principal component scores of the predictor, and propose two sequential χ 2 testing procedures under the assumption that the predictor has an elliptically contoured distribution. We further extend these procedures and introduce a test that simultaneously takes into account a large number of principal component scores. The proposed procedures are supported by theory, validated by simulation studies, and illustrated by a real-data example. Our methods and theory are applicable to functional data and high-dimensional multivariate data.
1. Introduction. Li (1991) considered a regression model in which a scalar response depends on a multivariate predictor through an unknown number of linear projections, where the linear space spanned by the directions of the projections was named the effective dimension reduction (EDR) space of the model. Li (1991) introduced a χ 2 test to determine the dimension of the EDR space, and an estimation procedure, sliced inverse regression (SIR), to estimate the EDR space. Li's results focused on the case where p, the dimension of the predictor, is much smaller than n, the sample size. It is not obvious how to extend his results to high-dimensional multivariate data where p is comparable to or larger than n; see Remark 5.4 in Li (1991) . where the ξ j 's are zero-mean, uncorrelated random variables with Var(ξ j ) = ω j , and the η j 's are standardized ξ j 's. Call η j the standardized jth principal component score of X. The representations in (2.2) and (2.3) are commonly referred to as the principal component decomposition and the KarhunenLoève expansion, respectively; see Ash and Gardner (1975) and Eubank and Hsing (2010) for details.
In view of (2.1) and (2.3), any component of β k that is in the orthogonal complement of the span of the ψ j is not estimable. As explained above, this paper does not address the estimation of the β k . Thus, assume without generality that the β k 's are spanned by the ψ j 's and write
By (2.3) and (2.4), β k , X = β k , µ + j b kj η j , and (2.1) can be re-expressed as
where, for simplicity, the constants β 1 , µ , . . . , β K , µ are absorbed by f . For the i.i.d. sample (X 1 , Y 1 ), . . . , (X n , Y n ), let η ij be the standardized jth principal component score of X i , and write
2.2. Elliptically contoured distributions. As mentioned in Section 1, the relevance of elliptical symmetry is evident in the inference of (2.1). We devote this subsection to a brief introduction of the notion of elliptically contoured distribution for Hilbert-space-valued variables.
Let X be as defined in Section 2.1. By the assumption E( X 4 ) < ∞, the distribution of X is determined by the (marginal) distributions of the random variables h, X , h ∈ H . Say that X has an elliptically contoured distribution if E(e i h,X−µ ) = φ( h, Σh ), h ∈ H , (2.6) for some some function φ on R and self-adjoint, nonnegative operator Σ. Recall that X is said to be a Gaussian process if h, X is normally distributed
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for any h ∈ H , and so (2.6) holds with φ(t) = exp(−t/2) and Σ = Γ X . However, (2.6) in general describes a much larger class of distributions.
The mathematics necessary to characterize elliptically contoured distributions was worked out in Schoenberg (1938) ; see Cambanis, Huang and Simons (1981) and Li (2007) . It follows that definition (2.6) implies that Σ is a constant multiple of Γ X and φ(t 2 ) is a characteristic function. More explicitly, (2.6) leads to the characterization
where Θ andX are independent, Θ is a nonnegative random variable with E(Θ 2 ) = 1 andX has the same covariance operator as X; if X ∈ R p and rank(Γ X ) = k ≥ 1 thenX d = ΘA p×k U k×1 where AA T = Γ X and U is uniformly distributed on the k-dimensional sphere with radius √ k; if rank(Γ X ) = ∞ thenX is necessarily a zero-mean Gaussian process. Recall that U k×1 is asymptotically Gaussian [cf. Spruill (2007) ] and so the infinite-dimensional representation can be viewed as the limit of the finite-dimensional one.
Functional inverse regression.
To introduce functional inverse regression, we first state some conditions: (C1) E( X 4 ) < ∞. (C2) For any function b ∈ H , there exist some constants c 0 , . . . , c K such that E( b, X | β 1 , X , . . . , β K , X ) = c 0 + c 1 β 1 , X + · · · + c K β K , X .
(C3) X has an elliptically contoured distribution; namely, (2.7) holds.
Conditions (C1)-(C3) are standard conditions in the inverse regression literature; see, for instance, Yao (2003, 2005) . As mentioned earlier, condition (C1) guarantees the principal decomposition; moreover, it also ensures the convergence rate of n −1/2 in the estimation of the eigenvalues and eigenspaces of Γ X based on an i.i.d. sample X 1 , . . . , X n ; see Dauxois, Pousse and Romain (1982) . Condition (C2) is a direct extension of (3.1) in Li (1991) which addresses multivariate data. If X is a Gaussian process, then projections of X are jointly normal, from which (C2) follows easily. Condition (C3) describes a broader class of processes satisfying (C2) than the Gaussian process; for convenience (C3) is often assumed in lieu of (C2). Call the collection {E(X(t)|Y ), t ∈ I } of random variables the inverse regression process and denote its covariance operator by Γ X|Y . We will use the notation Im(T ), for any operator T , to denote the range of T . The following result, first appeared in Ferré and Yao (2003) , is a straightforward extension of Theorem 3.1 of Li (1991) . 
Theorem 2.1 implies that span(Γ X β 1 , . . . , Γ X β K ) contains all of the eigenfunctions that correspond to the nonzero eigenvalues of Γ X|Y . Consequently, if Γ X|Y has K nonzero eigenvalues, then the space spanned by the eigenfunctions is precisely span(Γ X β 1 , . . . , Γ X β K ). In that case, one can in principle estimate span(β 1 , . . . , β K ) through estimating both Γ X and Γ X|Y . This forms the basis for the estimation of the EDR space [cf. Li (1991) and Yao (2003, 2005) ].
While Γ X|Y is finite-dimensional under (C1) and (C2), if H is infinitedimensional then its definition still involves infinite-dimensional random functions. In order to implement any inference procedure, we consider a finite-dimensional adaptation using principal components.
Let m be any positive integer, where
If one regards the η i,(m) as predictors and combine the ς ik with ε i to form the error, then (2.8) bears considerable similarity with the multivariate model of Li (1991) . One fundamental difference is that although the ς ik are uncorrelated with η i,(m) , they might not be independent of η i,(m) , unless X is Gaussian. Another major difference is that we do not directly observe η i, (m) so that this model might be viewed as a variation of the errors-in-variables model in Carroll and Li (1992) . Our estimator for K will be motivated by the finite-dimensional model (2.8). The details of the procedure, including the role of m, will be explained in Section 3. To pave the way for that, we briefly discuss the inference of the b k,(m) below.
We first need to estimate η i,(m) . Let
be the sample mean function and the sample covariance operator, respectively. Let ω j and ψ j be the jth sample eigenvalue and eigenfunction of Γ X . By Dauxois, Pousse and Romain (1982) , ω j and ψ j are root-n consistent under (C1). The standardized jth principal component scores of X i are then estimated by η ij = ω −1/2 j ψ j , X i −X ; let η i,(m) = ( η i1 , . . . , η im ) T . Based on the "data" ( η i,(m) , Y i ), 1 ≤ i ≤ n, the usual sliced inverse regression (SIR) algorithm can be carried out as follows. Partition the range of Y into disjoint intervals, S h , h = 1, . . . , H, where p h := P(Y ∈ S h ) > 0 for all h. Define
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and (m) be the between-slice covariance matrix. In the finite-dimensional model (2.8) with (ς i1 , . . . , ς iK , ε i ) playing the role of error, V (m) is the sliced-inverse-regression covariance matrix. The eigenvectors of V (m) corresponding to the nonzero eigenvalues are contained in span(b 1,(m) , . . . , b K,(m) ). The matrix V (m) is estimated by the corresponding sample version
, the estimators of β k 's are given by
In order for span( β 1 , . . . , β K ) to consistently estimate the EDR space, it is necessary that span(µ 1 − µ, . . . , µ h − µ) have the same dimension as the EDR space, and that m tends to ∞ with n in some manner. However, first and foremost, we must know K beforehand, which makes the determination of K a fundamental issue. The matrix V (m) will be our basis for deciding K. Here, we define some notation related to V (m) and V (m) for future use. For any m × 1 vector u, let
where ϑ h,(m) and ϑ h,(m) are defined in (2.9) and (2.11), respectively. Thus, the inverse-regression covariance matrices V (m) and V (m) can be rewritten 3. Deciding the dimension of EDR space. As explained in previous sections, we are particularly interested in functional data or high-dimensional multivariate data. Existing methods for deciding the dimensionality of EDR space in the multivariate setting [Li (1991) , Schott (1994) ] are not directly applicable to the types of data that are focused on in this paper. Yao (2003, 2005) used a graphical approach to determine the number of EDR directions for functional data but a formal statistical procedure has been lacking. Our approach is generically described as follows. To decide the dimension of the EDR space, as in Li (1991) , we will conduct sequential testing of
we will stop at the first instance K 0 = K when the test fails to reject H 0 and declare K as the true dimension. Below, we consider two types of tests in the sequential testing procedure motivated by (2.8). In Section 3.1, we assume that m is fixed, while in Section 3.2 we consider m in a wide range.
3.1. Chi-squared tests based on a fixed m. Fix an m and focus on the between-slice inverse covariance matrix V (m) , which has dimension m × m; recall that it only makes sense to consider m such that m ≤ n − 1 and, if X is a p-dimensional vector, m ≤ p. Define
Clearly, K (m) ≤ K for all m. It is desirable to pick an m such that K (m) = K. Note that this condition means that the projections of all of the EDR directions onto the space spanned by the first m principal components are linearly independent, which is very different from saying that all of the EDR directions are completely in the span of the first m principle components; see the examples in Section 4. However, picking an m to guarantee K (m) = K before analyzing the data is clearly not always possible. A practical approach is to simply pick an m such that the first m principal components explain a large proportion, say, 95%, of the total variation in the X i 's. Such an approach will work for most real-world applications. Still, keeping m fixed has its limitations. We will address them in more detail in future sections.
In the following, let λ j (M ) denotes the jth largest eigenvalue of a nonnegative-definite square matrix M . Under
, large values of T K 0 ,(m) will support the rejection of H 0 . The following theorem provides the asymptotic distribution of T K 0 ,(m) under H 0 . For the convenience of the proofs, we will assume below that the positive eigenvalues of Γ X are all distinct.
The following addresses the case where X is a Gaussian process. 
for all x.
Theorem 3.1 suggests a χ 2 test for testing H 0 : K ≤ K 0 versus H a : K > K 0 , which is an extension of a test in Li (1991) for multivariate data. Ideally, case (i) holds and the χ 2 test has the correct size asymptotically, as n → ∞. For a variety of reasons case (ii) may be true, for which the χ 2 test will be conservative. This point will be illustrated graphically by a simulation example in Figure 1 in Section 4.
The proof of Theorem 3.1 is highly nontrivial, which goes considerably beyond the scope of the multivariate counterpart. A theoretical result that is needed to establish (ii) of Theorem 3.1 appears to be new and is stated here.
Proposition 3.2. Let Z be a p × q random matrix and we write Z = [Z 1 |Z 2 ] where Z 1 and Z 2 have sizes p × r and p × (q − r), respectively, for some 0 < r < min(p, q). Assume that Z 1 and Z 2 are independent, and
The case where Z is a matrix of i.i.d. Normal(0, 1) entries can be viewed as the special case, r = 0, in Proposition 3.2. In that case, the bound is the exact distribution since p j=1 λ j (ZZ T ) equals the sum of squares of all of the entries of Z and is therefore distributed as χ 2 with pq degrees of freedom.
Next, we address the scenario where X is elliptically contoured but not necessarily Gaussian. Let
If K (m) = K 0 , then it can be seen from the proofs in the Appendix that
where X k 's are distributed as i.i.d. χ 2 with m − K 0 degrees of freedom, and
H ). If X is Gaussian, then τ h 's and δ k 's are identically equal to 1. In general, the limiting null distribution in (3.4) depends on the unknown parameters δ k . Cook (1998) suggested carrying out this type of test by simulating the critical regions based on the estimated values of these parameters. Below, we introduce a different approach by adjusting the test statistic so that the limiting distribution is free of nuisance parameters.
Under H 0 : K ≤ K 0 , let m > K 0 and P 2 be the matrix whose columns are the eigenvectors that correspond to the m − K 0 smallest eigenvalues of V (m) . The definition (3.3) suggests (see proof of Theorem 3.3 in the Appendix) that τ h can be estimated by
H ), and define
, where A − denotes the Moore-Penrose generalized inverse of the matrix A. By Lemma 3 below, Σ (m) has the same null space as V (m) . Thus, under
where, again, large values of T * K 0 ,(m) support the rejection of H 0 . The following result extends (i) of Theorem 3.1 from the case where X(t) is Gaussian to a general elliptically contoured process. While we conjecture that (ii) of Theorem 3.1 can be similarly extended, we have not been able to prove it.
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Theorem 3.3. Suppose that (C1) and (C3) hold. Assume that the true dimension K ≤ K 0 and let
, will be referred to as the χ 2 test and the adjusted χ 2 test, respectively.
Adaptive Neyman tests.
So far we considered tests based on a fixed m. In most situations, in practice, choosing the smallest m for which the first m sample principal components explain most of the variations should work fairly well for determining K. However, for functional or high-dimensional multivariate data, one cannot theoretically rule out the possibility that the EDR directions can only be detected by examining the information contained in higher-order principal components.
A careful inspection reveals two different issues here. The first is the question that if we have an unusual model in which some EDR directions depend only on high-order principal components that the data have little power to discern, can any approach be effective in detecting the presence of those directions? The answer is "not likely" since, intuitively, we can detect the presence of those EDR directions no better than we can the principle components that comprise the directions. This is due more to the nature of high or infinite-dimensional data than the limitation of any methodology. However, keep in mind that principal components are not ordinary covariates, but are mathematical constructs which not only depend on the covariance function of X but also the choice of inner product of H . Thus, one can argue that having an EDR direction that is orthogonal to a large number of low-order principal components of the predictor is itself a rather artificial scenario and is not likely to be the case in practice.
Let us now turn to the second issue. Assume that all of the EDR directions do contain low-order principal components which can be estimated well from data. For example, suppose each EDR direction is not in the orthogonal complement of the space spanned by the first three principal components and so the procedures described in Section 3.1 will in principle work if we let m = 3. However, since that knowledge is not available when we conduct data analysis, to be sure perhaps we might consider picking a much larger truncation point, say, m = 30. The problem with this approach is that, when the sample size is fixed, the power of the tests will decrease with m. Intuitively, when m is large the information contained in the individual components of ϑ h,(m) = ( ϑ 1,h , . . . , ϑ m,h ) T becomes diluted. We will illustrate this point numerically in Section 4.1. This is strikingly similar to the situation of testing whether the mean of a high-dimensional normal random vector is nonzero described at the beginning of Section 2 of Fan and Lin (1998) , where the power of the Neyman test (likelihood-ratio test) was shown to converge to the size of the test as the number of dimension increases. Essentially, the problem that they describe is caused by the fact that the Neyman test has a rejection region that is symmetric in all components of the vector, which is designed to treat all possible alternatives uniformly. Fan and Lin (1998) argued that the alternatives that are of the most importance in practice are usually those in which the leading components of the Gaussian mean vector are nonzero, and they modified the Neyman test accordingly such that the test will have satisfactory powers for those alternatives.
We now introduce a test inspired by Fan and Lin (1998) that avoids having to pick a specific m. To test
. . , N , for some "large" N ; we then take the maximum of the standardized versions of these test statistics, and the null hypothesis will be rejected for large values of the maximum. To facilitate this approach, we present the following result that is a deeper version of Theorem 3.1 and shows that the test statistics T K 0 ,(m) has a "partial sum" structure in m as the sample size tends to ∞. In view of Theorem 3.4, we propose the following. To test
and we reject H 0 at level α if U K 0 ,N > u α where u α is the 1 − α quantile of
The resulting test resembles asymptotically the aforementioned test in Fan and Lin (1998) which was referred to as an adaptive Neyman test. For convenience, we will also refer to our test as adaptive Neyman test, although the contexts of the two problems are completely unrelated.
Suppose that H 0 holds and m K 0 is the smallest m such that
Then, by Theorem 3.1,
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Simulation results show that the maximum in the definition of U K 0 ,N is, with high probability, attained at relatively small m's. Thus, the test is quite robust with respect to the choice of N . In practice, one can pick N so that there is virtually just noise beyond the N th sample principal component. Numerically, the performance of the adaptive Neyman test matches those of the χ 2 tests in which m is chosen correctly, but does not have the weakness of possibly under-selecting m.
Discussion.
(a) Our procedures apply to both finite-dimensional and infinite-dimensional data, and, in particular, are useful for treating high-dimensional multivariate data. In that case, Li's χ 2 test suffers from the problem of diminishing power as does the test developed in Schott (1994) ; see, for example, Table 4 in Schott (1994) . Our procedures can potentially be a viable solution in overcoming the power loss problem in that situation. The inclusion of measurement error in X provides additional flexibility in modeling multivariate data. Note that the formulation of Theorem 2.1 can be extended to accommodate measurement error: if X = X 1 + X 2 where X 1 is the true covariate with mean µ and covariance matrix Γ X 1 and X 2 is independent measurement error with mean zero, then E(X|Y ) = E(X 1 |Y ) and so Im(Γ X|Y ) ⊂ span(Γ X 1 β 1 , . . . , Γ X 1 β K ). Thus, one might speculate that our procedures continue to work in that case, and this is borne out by simulations presented in Section 4.3. Detailed theoretical investigation of this is a topic of future work, but preliminary indications are that the extension of Theorem 2.1 is valid at least under the additional assumption that the components of X 2 are i.i.d. with finite variance. (b) Choice of slices: in the SIR literature, the prevailing view is that the choice of slices is of secondary importance. In our simulation studies, we used contiguous slices containing roughly the same number of Y i 's, where the number of Y i 's per slice that we experimented with ranged from 25 to 65. Within this range, we found that the number of data per slice indeed had a negligible effect on the estimation of K. (c) Choice of α: if α is fixed and m and N are chosen sensibly in the χ 2 tests and the adaptive Neyman test, respectively, then the asymptotic results show that the probability of correct identification of K tends to 1 − α as n tends to ∞. In real-data applications, the optimal choice of α depends on a number of factors including the sample size and the true model. In our simulation studies, presented in Section 4, α = 0.05 worked well for all of our settings. (d) Limitations of SIR: the failure of SIR in estimating the EDR space in situations where Y depends on X in a symmetric manner is well documented. While exact symmetry is not a highly probable scenario in practice, it does represent an imperfection of SIR which has been addressed by a number of other methods including SAVE in Cook and Weisberg (1991) , MAVE in Xia et al. (2002) and integral transform methods in Zeng (2006, 2008) . The estimation of K based on those approaches will be a topic of future research.
4. Simulation studies.
Simulation 1: Sizes and power of the tests.
In this study, we consider functional data generated from the process
where ω k = 20(k + 1.5) −3 . Thus, the principal components are the sine and cosine curves in the sum. We will consider the cases where the η k 's follow Normal(0, 1) and centered multivariate t distribution with ν = 5 degrees of freedom, with the latter representing the situation where X is an elliptically contoured process. Note that the centered multivariate t distribution with ν degrees of freedom can be represented by
where Z ∼ N (0, I) and τ ∼ χ 2 ν are independent.
To simulate {η 1 , η 2 , . . .} in that case, we first simulate z 1 , z 2 · · · ∼ i.i.d. Normal(0, 1), τ ∼ χ 2 ν , and then put η k = z k / τ /(ν − 2). By this construction, any finite collection of the η k 's follows a multivariate t distribution, where the η k 's are mutually uncorrelated but not independent.
Let the EDR space be generated by the functions
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Consider the models Model 1: Y = 1 + 2 sin( β 1 , X ) + ε, Model 2: Y = β 1 , X × (2 β 2 , X + 1) + ε,
where ε ∼ Normal(0, 0.5 2 ). The EDR spaces of the three models have dimensions K = 1, 2 and 3, respectively. Also note that K (m) = K if m ≥ 1, 2 and 3, respectively, for the three models.
In each of 1000 simulation runs, data were simulated from models 1-3 for the two distributional scenarios that X is distributed as Gaussian and t with two sample sizes n = 200 and 500. To mimic real applications, we assumed that each curve X i is observed at 501 equally-spaced points. We then registered the curves using 100 Fourier basis functions. A functional principal component analysis was carried out using the package fda in R contributed by Jim Ramsay.
To decide the dimension of the EDR space, we compared the two proposed χ 2 tests and the adaptive Neyman test. For the χ 2 tests, we let m = 5, 7 and 30, where the first 5, 7 and 30 principal components of X, respectively, account for 91%, 95% and 99.59% of the total variation. We present the results for m = 30 as an extreme case to illustrate the point that using a large number of principal components will cause the tests to have lower powers. For the adaptive Neyman test, we took N = K 0 + 30 and simulated the critical values for U K 0 ,N based on the description following Theorem 3.4. We only report the results based on H = 8 slices, but the choice was not crucial. The nominal size of the tests was set to be α = 0.05.
The simulation results are briefly discussed below. Table 1 gives the empirical frequencies of rejecting H 0 : K ≤ 1. Since the dimension of EDR space under model 1 is equal to 1, the results in the column under model 1 give the empirical sizes of the tests. Models 2 and 3 represent two cases under the alternative hypothesis, therefore the results in those columns give the power of the tests. As can be seen, when m is 5 or 7, the two χ 2 tests have sizes close to the nominal size and have high powers. However, for the case m = 30 and n = 200, the tests performed significantly worse in those metrics. On the other hand the adaptive Neyman test performs very stably, with powers comparable to those of χ 2 tests with a well chosen m. It is also worth noting that when X has the t distribution, the χ 2 test performs comparably to, sometimes better than, the adjusted χ 2 test, showing that the χ 2 test is quite robust against departure from normality. Table 2 shows that the empirical frequencies of finding the true dimensions for different situations. As can be expected, estimating the true dimension becomes more challenging as the model becomes more complicated. For example, the probabilities of finding the true dimension for model 3 are much smaller than those for model 2. Our simulation results also show that, for a range of small values of m, the two χ 2 procedures perform very well especially if n = 500, where for brevity those results are represented by m = 5 and 7 in Table 2 . However, when m = 30, the probabilities of finding the true dimension become smaller for those procedures, which is especially true for models 2 and 3. This is another illustration that using a large number of principal components will lead to a loss of power for the underlying χ 2 tests. Again, the adaptive Neyman procedure performs comparably to the two χ 2 procedures with a well-chosen m.
Simulation 2: Sensitivity to the truncation point m.
In the examples in Section 4.1, the three EDR directions are linearly independent when projected onto the three leading principal components. Hence, the two χ 2 procedures are expected to work so long as m ≥ 3. For situations where one or more EDR directions only depend on high-order principal components, the choice of m in the χ 2 procedure is crucial and the adaptive Neyman procedure has a clear advantage.
To illustrate this, we consider a new model where X is a Gaussian process whose distribution is as described in Section 4.1, β 1 is as in (4.1), but β 4 is given by
In this model, the dimension of the EDR space is 2, but the projections of β 1 and β 4 onto the first five principal components are linearly dependent; indeed, K (m) = 1, m ≤ 5, and K (m) = 2, m ≥ 6. As shown in Table 3 , the two χ 2 procedures with m = 5 both failed to find the true dimension, even when n = 500. On the other hand, when n = 500 and m = 7, the χ 2 procedures worked very well. With m = 30, both χ 2 tests again have considerably lower powers, which leads to smaller probabilities of correct identification. As in the previous models, the adaptive Neyman procedure has comparable performance to the best χ 2 procedures.
Finally, we use model 4 to illustrate the null distribution of T K 0 ,(m) and 
Simulation 3: Multivariate data with measurement errors.
In this subsection, we present a simulation study for high-dimensional multivariate data; in particular, we use the study to support claims made in (a) of Assume that X is multivariate, and, for clarity, denote X by X here. The simulated model is described as follows. We first generate a pdimensional variable X = (X T 1 , X T 2 ) T , where p is "large," with X 1 denoting a 10-dimensional random vector while X 2 = 0 p−10 , so that X 1 contains the real signal in X. Suppose that X 1 has a low-dimensional representation
where the ψ k 's are orthonormal vectors, ξ k ∼ Normal(0, ω k ) are independent, and (ω 1 , . . . , ω 5 ) = (3, 2.8, 2.6, 2.4, 2.2); the ψ k 's are randomly generated, but are fixed throughout the simulation study. Furthermore, instead of observing the true X, assume that we observe an error-prone surrogate,
where U ∼ Normal(0, I p ) is measurement error. Thus, the eigenvalues of the covariance of W are bounded below by 1. Note that this is a simpler measurement-error model than the one considered in Carroll and Li (1992) , but realistically portrays certain crucial aspects of high-dimensional data encountered in practice; for example, in a typical fMRI study the total number of brain voxels captured by the image is huge but often only a relatively small portion of the voxels are active for the task being studied, while background noise is ubiquitous.
Let X 1 , . . . , X p be the components of X. Consider the model
where ε ∼ Normal(0, 0.5 2 ). Thus, Y only depends on X 1 . Below we compare the χ 2 procedure in Li (1991) and the adaptive Neyman procedure using W as the observed covariate. We conducted simulations for n = 200, 500 and p = 15, 20, 40, 100. For each setting, we repeat the simulation for 1000 times and used Li's procedure and the adaptive Neyman procedure in deciding the number of EDR directions. For both procedures, the nominal size α = 0.05 was used. In Table 4 , we summarize the empirical frequencies of finding the correct dimension. As can be seen, while the performance of the adaptive Neyman procedure is quite stable for different p's, the performance of Li's procedure deteriorates as p increases. In Table 5 , we also present the true sizes, obtained by simulations, of the two tests for H 0 : K ≤ 2. In all cases both tests have sizes under 0.05. The sizes of both tests are closer to the nominal size when n = 500 than when n = 200. With a fixed n, the sizes of Li's test decrease quickly as p increases, reflecting the conservative nature of the test for large p, while those for the adaptive Neyman test remain relatively stable.
5. Data analysis. In this section, we consider the Tecator data [Thodberg (1996) ], which can be downloaded at http://lib.stat.cmu.edu/datasets/tecator. The data were previously analyzed in a number of papers including Ferré and Yao (2005) , Amato, Antoniadis and De Feis (2006) and Hsing and Ren (2009) . The data contains measurements obtained by analyzing 215 meat samples, where for each sample a 100-channel, near-infrared spectrum was obtained by a spectrometer, and the water, fat and protein contents were also directly measured. The spectral data can be naturally considered as functional data, and we are interested in building a regression model to predict the fat content from the spectrum. Following the convention in the literature, we applied a logistic transformation to the percentage of fat content, U , by letting Y = log 10 {U/(1 − U )}.
In applying functional SIR, both Ferré and Yao (2005) and Amato, Antoniadis and De Feis (2006) used graphical tools to select the number EDR directions, where the numbers of directions selected were 10 and 8, respectively. On the other hand, using only two EDR directions, Amato, Antoniadis and De Feis (2006) applied MAVE to achieve a prediction error comparable to what can be achieved by SIR using 8 directions. These conclusions were somewhat inconsistent.
Based on the instructions given by the Tecator website, we used the first 172 samples for training and the last 43 for testing. Following Amato, Antoniadis and De Feis (2006) , we focused on the most informative part of the spectra, with wavelengths ranging from 902 to 1028 nm. The curves are rescaled onto the interval [0, 1]. The first plot in Figure 2 shows those spectra in the training set.
We first fitted B-splines to the discrete data, and then applied our sequential-testing procedures. With α = 0.05, the adaptive Neyman procedure concluded that K = 3. To see how well a three-dimensional model works, the model Y = f ( β 1 , X , β 2 , X , β 3 , X ) + ε was entertained. The EDR directions were estimated by the regularized approach, RSIR, introduced by Zhong et al. (2005) ; the estimated EDR directions are presented in the center plot in Figure 2 . Finally, the link function f was estimated by smoothing spline ANOVA [Gu (2002) ] with interaction terms; the estimated model was then applied to test data to predict fat content. The root mean prediction error was 0.062 which is comparable to what was obtained by MAVE in Amato, Antoniadis and De Feis (2006) . The plot of the predicted versus the true fat contents for test data is also given in Figure 2 .
Our result is in agreement with what was obtained using MAVE in Amato, Antoniadis and De Feis (2006) in that a low-dimensional model is appropriate for this data set.
APPENDIX: PROOFS
In the following, the notation "⋆" refers to symbolic matrix multiplication; for instance, if f 1 , . . . , f k are mathematical objects (functions, matrices, etc.) and c = (c 1 , . . . , c k ) T is a vector for which the operation k i=1 c i f i is defined, we will denote the sum by (f 1 , . . . , f k ) ⋆ c; also if C is a matrix containing columns c 1 , . . . , c ℓ , the notation (f 1 , .
The notation is defined in Section 2 and will be used extensively below without further mention. 
where
(V (m) )) contains the nonzero singular values of B (m) , and P and Q are orthonormal matrices of dimensions m × m and H × H, respectively, which contain the singular vectors of B (m) . Note that, for brevity of notation, we leave out m in P, Q and n in B (m) , V (m) in this proof.
Partition P and
where P 1 and Q 1 both have K (m) columns, and P 2 and Q 2 have m − K (m) and H − K (m) columns, respectively. Thus, the columns of P 2 and Q 2 are singular vectors corresponding to the singular value 0, and so B T (m) P 2 = 0 and B (m) Q 2 = 0. We further partition Q 2 in the following way. Recall that µ 1 , . . . , µ H are the within-slice means defined in (2.10). By Theorem 2.1, span(µ 1 − µ, . . . , µ H − µ) is a subspace of span(Γ X β 1 , . . . , Γ X β K ) and therefore has dimension less than or equal to K ≤ K 0 . It follows from the "rank-nullity theorem" that there exists a matrix Q 2• of dimension H × (H − K 0 ) with orthonormal columns such that
Furthermore, observe that g spans the null space of F and so (µ 1 −µ, . . . , µ H − µ) ⋆ (F g) = 0. Without loss of generality, let g be the last column of Q 2• . Define an operator T : H → R m by
Applying T to both sides of (A.1), we have
where, for convenience, the notation T {(µ 1 − µ, . . . , µ H − µ)} means (T (µ 1 − µ), . . . , T (µ H − µ)). This means Q 2• is contained in the column space of Q 2 . Without loss of generality, we assume that Q 2 has the decomposition
By the central limit theorem and covariance computations, it is easy to see that the columns of √ nP T 2 ( M − M )G are asymptotically independent, where the hth column converges in distribution to a random vector having the multivariate normal distribution
For convenience, let V denote the vector ( β 1 , X , . . . , β K , X ). By iterative conditioning,
where we used the facts that Y is redundant given ε and the β k , X 's, and X is independent of ε. With the notationV = ( β 1 ,X , . . . , β K ,X ), we have
In the following, we focus on the special caseX is Gaussian. The general case is similar but requires a more careful analysis of the conditional distribution of jointly elliptically contoured random variables. Let b be any column of P 2 . Then
Thus, P T 2η(m) is a vector of standard normal random variables that are independent of the β k ,X 's. It follows from (A.9) that (A.10) where I is the identity matrix. The proof is complete. Proof. First, write
These were established by (2.8) and (2.9) in Hall and Hosseini-Nasab (2006) for H = L 2 [a, b]. Actually, they hold for any Hilbert space H ; see Eubank and Hsing (2010) , Theorem 3.8.11. Since Γ X − Γ X = O p (n −1/2 ), these im-
Similarly, since P T 2 M = 0,
Thus,
To get the desired result, we break the proof into several parts. First, we establish that .14) where (Z 1 , Z 2 ) are jointly normal with mean 0. By (A.11) and the fact that (1, . . . , 1)F = 0, we have By the central limit theorem, the random element n −1/2 ( R − R, u n,h − u h , p n,h − p h , h = 1, . . . , H) has a jointly Gaussian limit. In view of (A.7), (A.12) Since E(P T 2 z k ) = 0, = E n 1/2 P T 2 u n,1 z T k P 2 p 1 , . . . , P T 2 u n,H z T k P 2 p H ⋆ (F q) .
Let V be as defined in the proof of Lemma 1. By the same conditioning argument employed there, E(n 1/2 P T 2 u n,h z where the sub-index i is suppressed from the symbols on the right-hand side since it suffices to deal with a generic process (X, Y ) in computing expectations. Note that P T 2 η (m) and V are independent, η (m) and D k are independent, and η (m) , V , D k are normally distributed with mean zero. Then it is easy to conclude from (A.22) that
By the property of the normal distribution, each (diagonal) element of E{D k |V } can be written as K j=1 c j β j , X − µ for some c j , 1 ≤ j ≤ K. For convenience, denote E{D k |V } as T (X − µ) where T is a linear functional. Thus,
As a result, E n 1/2 P T 2 u n,1 z T k P 2 p 1 , . . . , P T 2 u n,H z T k P 2 p H ⋆ (F q) = (P T 2 T (µ 1 − µ)P 2 , . . . , P T 2 T (µ H − µ)P 2 ) ⋆ (F q) = P T 2 ((T (µ 1 − µ) , . . . , T (µ H − µ)) ⋆ (F q))P 2 = 0, by (A.1). This shows that the covariances between the components of (A.20) and (A.21) are all equal to 0, and concludes the proof that Z 1• and Z 2 * are independent.
