On Multivariable Polynomials by Akhlaq, Mohd.
ON MULTIVARIABLE POLYNOMIALS 
DISSERTATION 
SUBMITTED IN PARTIAL FULFILMENT OF THE REQUIREMENTS 
FOR THE AWARQXlEJtiE DEGREE OF 
iHaster of ^uilosoptjp 
Spplieb iWatl)ematic£^ 
( ( BY (I 
MOHD. AKHLAQ 
UNDER THE SUPERVISION OF 
PROFESSOR MUMTAZ AHMAD KHAN 
M.Sc, Ph.D. (Lucknow) 
Chairman 
DEPARTMENT OF APPLIED MATHEMATICS 
Z. H. COLLEGE OF ENGINEERING & TECHNOLOGY 
FACULTY OF ENGINEERING 
ALIGARH MUSLIM UNIVERSITY 
ALIGARH - 202002, U.P. (INDIA) 
2007 
DS4362 
IN THE MEMOR\ 
OF MY 
ELDER BROTHER 
LATE NAIK TASVWER 
HUSSAIN MALIK 
DEDICATED 
TO MY 
PARENTS 
MR. ABDUL AZIZ MALIK 
AND 
MRS. BEGUM JAN MALIK 
DEPARTMENT OF APPLIED MATHEMATICS 
Z. H. COLLEGE OF ENGINEERING 
AND TECHNOLOGY 
FACULTY OF ENGINEERING, 
ALIGARH MUSLIM UNIVERSITY, 
ALIGARH - 202002, (U.P.) INDIA 
CERTIFICATE 
CERTIFIED THAT THE DISSERTATION ENTITLED "ON 
MULTIVARIABLE POLYNOMIALS" HAS BEEN WRITTEN UNDER 
MY GUIDANCE AND SUPERVISION IN THE DEPARTMENT OF APPLIED 
MATHEMATICS, ALIGARH MUSLIM UNIVERSITY, ALIGARH. TO THE 
BEST OF MY KNOWLEDGE AND BELIEF, THE WORK INCLUDED IN 
THIS DISSERTATION HAS NOT BEEN SUBMITTED TO ANY OTHER 
\ I ( 
UNIVERSITY OR INSTITUTION FOR THE AWARD OF A DEGREE. 
THIS IS TO FURTHER CERTIFY THAT MR. MOHD. AKHLAQ HAS 
FULFILLED THE PRESCRIBED CONDITIONS OF DURATION AND 
NATURE GIVEN IN THE STATUTES AND ORDINANCES OF ALIGARH 
MUSLIM UNIVERSITY, ALIGARH 
Hm^y^ 
(PROFESSOR MUMTAZ AHMAD KHAN) 
SUPERVISOR 
Dated:.7.-..'5.:.2t9:0.7. 
CONTENTS 
Page No. 
Acknowledgement J - » 
Preface •«• - iv 
Chapter - 1 Introduction, Definitions, Notation and Results Used 1-23 
1.1 Introduction 1 
1.2 Gamma, Beta and Related Functions 3 
1.3 BesseI Function 6 
1.4 Orthogonal Polynomials 7 
1.5 Hypergeometric Representations 8 
1.6 Integral Transforms 10 
1.7 Gauss's Hypergeometric Function and its 11 
Generalization 
1.8 Hypergeometric Function of Two and Several 13 
Variables 
1.9 The Kampe de Feriet Function 14 
1.10 Laguerre Polynomials of Multivartables 15 
1.11 Konhauser Biorthogonal Polynomials of One and Two 16 
Variables 
1.12 Hermite Polynomials of One and Two Variables 17 
1.13 Bessel Polynomials of One and Two Variables 18 
1.14 General Class of Multivariable Polynomials 18 
Chapter - 2 Laguerre Polynomials of Multivariables 24 - 46 
2.1 Introduction 24 
2.2 Polynomial Sets Generated by G^^(x{) 25 
2.3 Definition of Laguerre Polynomials L}^'{x) 28 
2.4 Laguerre Polynomials of Two Variables U^'^'{x,y) 31 
2.5 New Generating Functions for V^'^'{x,y) 34 
2.6 A Finite Sum Property of L^ "'"^ (^x, y) 36 
2.7 Integral Representations for L\"''^ ^(x,y) 37 
2.8 Laguerre Polynomials of Three Variables 38 
&/'^\x,y,z) 
2.9 Generating Function for L^^'^-^\x,y,z) 40 
2.10 Laguerre Polynomials of m-Variables 42 
2.11 Generating Function for m - Variables 43 
2.12 A Finite Sum Property for m - Variables 44 
2.13 Integers Representation for m-Variables 45 
2.14 Multinomial Operations Representation 46 
Chapter - 3 Konhauser's Biorthogonal Polynomials of One and Two 47 - 68 
Variables 
3.1 Introduction 47 
3.2 Generating Function for Z°(x;k) 48 
3.3 Recurrence Relation for Z^^(x;k) ^^ 
3.4 Schlaflis 's Contour Integral for Z" (x; k) 49 
3.5 Fractional Integrals and Derimtive for Z"(x;k) 51 
3.6 A General Class of Generating Function 54 
3.7 Konhauser's Niorthogonal Polynomials of Two 57 
Variables Z^'''(x,y;k,p) 
3.8 Generating Function Zn''^(x,y;k,p) 58 
3.9 Schlaflis's Contour Integral for Z"'''(x,y;k,p) 61 
3.10 Fractional Integrals and Derivative for 62 
z:'P(x,y;k,p) 
3.11 Laplace Transform for Z'^'^{x,y;k,p) 65 
3.12 Further Integral Representation for Z"'^(x,y;k,p) 66 
3.13 A Finite Summation Formulae for Z""'' (x, y; k, p) 68 
Chapter - 4 Hermite Polynomials of One and Two Variables 69 - 96 
4.1 Introduction 69 
4.2 Hermite Polynomials of one Variables Hn(x). 71 
4.3 Pure Recurrence relations for IIf,(x). 13 
4.4 Differential Recurrence relation for H„(x). 73 
4.5 The Rodrigue's formula for Hn(x). 73 
4.6 Other generating function for H„(x). 73 
4.7. Integral representation ofII„(x). 74 
4.8 Orthogonal properties of Hn(x). 75 
4.9 Hermite Polynomial in terms of terminating JFQ. 75 
4.10 More generating function for Hn(x). 76 
4.11 Hermite polynomials of two variables H„(x,y). 78 
4.12 Generating function for H„(x,y). 80 
4.13 Special properties of Hn(x, y). 83 
4.14 Recurrence relation for H„(x, y). S6 
4.15 Relationship between H„(x, y). and H„(x,). 89 
4.16 The Rodrigue's formula for H„(x,y). 91 
4.17 Relationship with Legendre polynomials 92 
4.18 Expansion of polynomials. 93 
Chapter-5 Bessel Polynomials of one and two variables 97-113 
5.1 Introduction 97 
5.2 Bessel polynomials of two variables Y^'^'{\,y^ 103 
5.3 Integral representation 104 
5.4 Schlafli's Contour integral 107 
5.5 Fractional Integrals. 108 
5.6 Laplace transform 109 
5.7 Generating function for Y^'^'{^,y) HO 
5.8 Double generating function for Y^''^'{x,y) 112 
Chapter - 6 General class of multivariable polynomials 114 - 132 
6.1 A multivariable generating function of Srivastave 114 
6.2 A generalization of theorem (6.1) 116 
6.3 Further generalizations 119 
6.4 Some multiple generating functions of Carllitz and \Tl 
Srivastava 
6.5 Multiple series Extension of some classical results. 128 
References 133 -147 
A CKNO WLED GEMENT 
Behind every success there is, certainly, an unseen power of almighty God, 
but an aim is the eternal condition of success which is attainable at perfection in 
everything by those who persevere with the association of their Predecessors, 
teachers family, friends and colleagues. 
It is good fortune and a matter of proud and privilege for me to have the 
brilliant supervision of Professor Mumtaz Ahmad Khan, Chairman, Department 
of Applied Mathematics, Zakir Husain College of Engineering & Technology, 
Aligarh Muslim University, Aligarh. I gratefully acknowledge my deep 
indebtedness to him for his able guidance and cordial cooperation from, the 
inception to the completion of this dissertation. It is unforgettable that whenever I 
faced any problem, he encouraged me angelically to move a head through his 
stimulating discussions valuable suggestions, benevolent behaviour and other 
indefatigable efforts. I owe him once more for all that I learnt and gained from him. 
I also take this opportunity to thank every staff member of the Department 
of Applied Mathematics who have contributed in any way towards completion of 
this task. 
My thanks are also due to my Seniors Mr. Javid Iqbal, Mr. Naseem 
Ahmad Khan, Mr. Naeem Ahmad and Mr. Mohd. Asif for their help 
encouragement and useful suggestions that I have obtained from him. 
I am very much grateful for the cooperation given by friends Mr. Isthrar 
Ahmad, Mr. Shakeel Ahmad and Mr. Aftab Russian Shah. 
I shall be failing in my duties if I do not express my gratitude to the wife of 
my supervisor for her kind hospitality and inspiration during the completion of this 
dissertation. 
I thankfully acknowledge the cooperation rendered by my father Mr. Abdul 
Aziz Malik and my mother Mrs. Begum Jan and my late elder brother Tasvwer 
Hussain and Sisters Rubina Akhtar and Nusrat Malik. 
1 also express my deep appreciation to my beloved wife Mrs. Parveen 
Akhtar and my lovely daughter Rabia Akhlaq Malik for bearing with my 
preoccupation with this dissertation. 
My special thanks are also due to my Father-in-Law Haji Mohd Hafiz and 
to my Mother-in-Law Mrs. Anwer Begum, who always rose to the occasion to 
help me during my difficult periods. 
In the end I would like to thank Mr. Tariq Ahmad Khan for his 
painstaking and excellent computer typing of the manuscript of my M.Phil, 
dissertation. 
Finally, I owe a deep sense of gratitude to the authorities of Aligarh Muslim 
University my Alma mater, for providing me adequate research facilities. 
(Mohd. Akhlaq) 
Research Scholar 
PREFACE 
In the present dissertation an attempt has been made to discuss "On 
Multivariable Polynomials". This dissertation comprises of six chapters. 
Definitions and equations have been numbered chapter wise. The section number is 
followed by the number of equation for example (3.4.2) refers to equation number 
and of section 4 of chapter 3. 
CHAPTER 1: Gives a brief review of some preliminary concepts, some integral 
transforms generating function, linear generating functions and important well-
known results needed in the subsequent text. 
CHAPTER 2: Deals with a study of laguerre polynomials of multivariables, a 
generalization of S. F. Ragab's [163] laguerre polynomials of two variables, 
defined and studied by M. A. Khan and A. K. Shukla [97]. Their generating 
function, a finite sum property integral representations and a multinomial 
operational representations have been given. 
CHAPTER 3: Deals with a study of Konhauser's biorthogonal polynomials of one 
variable and its generalization to Konhauser's biorthogonal polynomials of two 
variables defined and studied by M. A. Khan and K. Ahmad [106]. This chapter 
contains certain generating functions Schlafli's contour integral fractional integrals 
and derivatives, Laplace transform integral representations and a finite sum 
properties for the polynomials Z"'"^  (x, y; k, p). 
in 
CHAPTER 4: Introduces a study of Hermite polynomials of one variable and its 
generalization to two variables. Hermite polynomials of two variables suggested by 
S. F. Ragab's [163] laguerre polynomials of two variables were defined and studied 
by M. A. khan and G. S. Abukhammash [100] who obtained their generating 
functions recurrence relations partial differential equation. Rodrigues formula, 
relationship with Hermite and Legendre polynomials of one variable, some special 
properties and expansion of Legendre polynomials in terms of Hermite polynomials 
of two variables have been reported in this chapter. 
CHAPTER 5: Concerns with a study of Bessel polynomials of one and two 
variables Bessel polynomials of one and two variables. Bessel polynomials of two 
variables were defined and studied by M. A. Khan and K. Ahmad [111]. This 
chapter contains certain integral representations a Schlafli's contour integral, a 
fractional integral, Laplace transforms some generating functions and double 
generating functions have been given. 
CHAPTER 6: Deals with a study of general class of multivariable polynomials, A 
multivariable generating function, of Srivastava, A generalization of theorem (6.1). 
Further Generalization, Some multiple generating functions of Cerlitz and 
Srivastava and multiple series extensions of some classical results. 
In the end an exhaustive and upto date list of original papers related to the 
subject matters of this dissertation have been provided in the form of a 
bibliography. 
IV 
CHAPTER - 1 
1.1 INTRODUCTION 
"Special functions are solutions of a wide class of mathematically and 
physically relevant functional equations. They have centuries of history with 
immense literature and are known for their ambiguity and great applicability 
within mathematics as well as outside it. These functions community arise in 
the areas of heat conduction, communication systems electro-optics, electro-
magnetic theory, electro-circuit theory quantum mechanics, non-linear wave 
propagating and probability theory among others. Special functions play an 
important role in the formalism of mathematical physics and provide a unique 
tool for developing simplified yet realistic models of physical problems. A vast 
mathematical literature has been devoted to the theory of these functions as 
constructed in the works of Euler, Chebyshev, Gauss, Hardy, Hermite, 
Legendre, Ramanujan and other classical authors. Some other developments 
are given by Andrews [11], Andrews et al. [12], Dunkl and Yuan [45], Edrelyi 
et al. [47-48], Iwasaw et al. [58] Lebedev [157] Rainville [166] Sneddon [175], 
Szego [190] Watson [192], et cetera. 
The study of special functions grew up with the calculus and is 
consequently one of the oldest branches of analysis. The history of special 
functions is closely tied to the problem of terrestrial and celestial mechanics 
that were solved in the eighteenth and nineteenth centuries, the boundary value 
problems of electromagnetism and heat in the nineteenth and the eigen value 
problems of quantum mechanics in the twentieth. 
Seventeenth century England was the birth place of special functions. 
John Wallis at oxford took two first steps towards the theory of the gamma 
function long before Euler reach it Euler found most of the major properties of 
the gamma function around 1730. In 1972 Euler evaluated the Beta function 
integral in terms of the gamma function. Other significant developments were 
the discovery of Vander mode's theorems in 1772 and the definition of 
Legendre Polynomials and the discovery of their addition theorem by Laplace 
and Legendre during 1982 - 1985. 
The golden age of special functions which was centered in the 
nineteenth century German and France, was the result of developments in both 
Mathematics and Physics. The theory of analytic functions of a complex 
variable on one hand, and on the other hand, the theories of Physics (e.g. heat 
and electromagnetism) which required solution of partial differential equations 
containing the Laplaceian operator. 
The discovery of elliptic function (the inverse of elliptic 
integrals) and their property of double periodicity was published by Abel in 
1827. Another major development was the theory of hypergeometric series 
which began in a systematic way (although some important results had been 
found by Euler and Pfaff) with Gauss's memoir on the 2F1 series in 1812. The 
3F2 series was studied by Clausen (1828) and the iFi series by Kummer (1836). 
Near the end of the century Appell (1880) introduced hypergeometric functions 
of two variables and Lauricella generalized them to several variables in 1893. 
The subject was considered to be part of pure mathematics in 1900, 
applied mathematics in 1950. In 1907 Barnes used gamma function to develop 
a new theory of Gauss's hypergeometric functions 2F1. 
Various generalizations of 2F1 were introduced by Horn, Kampe de 
Feriet, Mac Robert and Meijer. 
1.2 DEFINITIONS NOTATIONS AND RESULTS USED: 
THE GAMMA FUNCTION: 
The gamma function is defined as 
r(z)= 
j t^- 'e- 'dt,Rl(z)> 0 
0 
^^^^^ ,R l ( z )<0 , z^ 0,-1,-2. 
(1.2.1) 
POCHHAMMER'S SYMBOL AND THE FACTORIAL 
FUNCTION: 
Pochhammer's symbol (k)a is defined as 
XX + lXx + l) (X + n-l),ifn = l,2,3, 
W„ = (1.2.2) 
lfn = 0 
Since (!)„ = n ! , (k)n may be looked upon as a generalization of elementary 
factorial. In terms of gamma function, we have 
W„=^|iy^.^* 0,-1,-2, 
The binomial coefficient may now be expressed as 
(X ^(A^-l) ( ^ -n + l ) _ ( - l ) " {-X\ 
n ! n ! 
(1.2.3) 
(1.2.4) 
Also, we have 
M-. = (-1)' , n = l ,2,3, ,X*0, +1, ±2, (1.2.5) 
Equation (1.2.3) also yields 
(^)n.+n = (^)m C^ + m)n 
which, in conjunction with (1.2.5), gives 
(1.2.6) 
For^= 1, we have 
(-1)%: 
, 0 < k < n (-nX= (n-k)! 
0 , k>n 
(1.2.7) 
LEGENDRE'S DUPLICATION FORMULA : 
In view of the definition (1.2.2), we have 
W2„=2^" 
X\ 
K^Jn 
(X \\ 
- . - ,n = 0,U, (1.2.8) 
which follows also from Legendre's duplication formula for the Gamma 
function, viz. 
4~z r(2z)=2^ -^' r(z)rfz+il z^o, -\, -i, -^ (1.2.9) 
\ 2) 2 2 
GAUSS'S MULTIPLICATION THEOREM: 
For every positive integer, we have 
W . n ^ m ' ^ ^ n F ^ ^ ^ , n = 0 , 1, 2, (1.2.10) 
which reduces to (1.2.8) when m = 2. 
Starting from (1.2.10) with X = mz, it can be proved that 
r(mz)= (27t)~T~ m ^ FT r z + ^-^ -1 - 2 
z ? i O , — , — m = l ,2,3, 
m m 
(1.2.11) 
Which is known in the literature as Gauss's multiplication theorem for 
the Gamma function 
THE BETA FUNCTION: 
The Beta function B (a, P) is a function of two complex variables a and p, 
defined by 
B(a,p) = 
j t"-' (t-l)""' dt, Rl(a)>0, Rl(p)>0 
0 
r(a)r(p) 
(1.2.12) 
ir(a+p) , Rl(a)<0,Rl(p)<0, a, p ^ - 1 , - 2 , 
The Gamma function and the Beta function are related by the following 
relation 
B ( p , q ) = ^ | ^ , p , q . 0 , - l , - 2 , (1.2.13) 
The Error Function: 
The error function erf(z) is defined for any complex z as. 
erf 
2 z 
(z) = -j= j exp (- t ' )dt 
Vz 0 
And its complement by 
erfc(z)=l-erf(z) = ^ j exp (- t ' ) dt 
(1.2.14) 
(1.2.15) 
1.3. BESSEL FUNCTION: 
Bessel's equation of order n is 
x^—T + x—+ (x^+n^)y = 0. 
dx' dx ^ ^' 
Where n is non-negative integer. 
(1.3.1) 
The series solution of the equation (1.3.1) is 
(-1)' 
jn (x)=y / " " , 
^ ^ U r!r(n + r + l) 
.2J (1.3.2) 
The series (1.3.2) converges for an x. 
We can Jn(x) Bessel function of first kind. The generating function for 
the Bessel function is given by 
exp t — = Zt"Jn(x) (1.3.3) 
Bessel function is connected with hypergeometric function by the 
relation 
Jn(x) = 
X 
r(i+n) oF. 
- X 
1 + n; 
(1.3.4) 
1.4 ORTHOGONAL POLYNOMIALS 
Orthogonal polynomials constitute an important class of special 
functions in general and of hypergeometric functions in particular. Some of the 
Orthogonal Polynomials and their connection with hypergeometric function 
used in this dissertation are given below: 
LEGENDRE POLYNOMIALS: 
Legendre Polynomial, denoted by Pn (x) is defined by the generating 
relation: 
(1-2x1+1^2 = | ; p „ ( x ) t " (1.4.1) 
n=0 
For 111 < 1 and ] x | < 1, and we can easily obtained. 
[i\ (-1)' 
P.(x)=Z 
n\ (2x)' n-2k 
V^^n-k 
k=0 k ! (n-2k)! 
(1.4.2) 
where ?„ (x) is a polynomial of degree precisely n in x. 
HERMITE POLYNOMIALS: 
Hermite Polynomials are defined by means of generating relation. 
e x p ( 2 x t - t 2 ) = | ; H „ ( x ) ^ 
n=0 ^^ 
Valid for all finite x and t and we can easily obtained 
i ^ k! (n-2k}! 
(1.4.3) 
(1.4.4) 
L5 HYPERGEOMETRIC REPRESENTATION: 
LAGENDRE POLYNOMIALS: 
It is denoted by the symbols ?„ (x) and is defined as: 
P„(z)=2F. 
- n , n + l , XA 1 1., 
l - z (1.5.1) 
LAGUERRE POLYNOMIALS: 
It is denoted by the symbols L^^ (z) and is defined as 
L < ° » ( z ) = ^ , F , 
n! 
n; 
1 + a; 
(1.5.2) 
JOCOBI POLYNOMIALS: 
It is denoted by the symbols P "^''^ (^z) and is defined as 
n! 2F. 
n,l + a + [3 + n; 
1 + a ; 
1-z (1.5.3) 
ULTRA SPHERICAL POLYNOMIALS; 
The special case (3 = a of the Jacobi Polynomial is called Ultra spherical 
Polynomial and is denoted by ?j^'^'°''[z]. 
It is thus defined as 
Pi-'W = fi^.F, 
n! 
-n , l + 2a + n; 
1 + a ; 
1-z (1.5.4) 
HERMITE POLYNOMIAL: 
It is denoted by Hn(z) and is defined as: 
- n 1 n 
H„(z)=(2z)%F, 2 '2 2 ' 1 (1.5.3) 
1.6 INTEGRAL TRANSFORMS: 
Integral transform play an important role in various field of physics. The 
method of solution of problems arising in physics lie at the heart of the use of 
integral transform. 
T[f(xU]=|Ffe)K(x;Od^ (1.6.1) 
n 
Where ^ takes values from D and the function K (x; ^) is called kernel. When a 
function f(x) is defined in terms of F (E,) by means of an integral relation 
(1.6.1), we say that f (x) is the integral transform of F (^) for the Kernel K (x; 
^). Taking different values of the Kernel we get different transform like 
Fourier, Laplace, Hankel and Mellin transforms: 
FOURIER TRANSFORM: 
We call 
F[f(xU]=(27r)T jf(x)e '^ ' 'dx (1.6.2) 
—00 
The Fourier transform of f (x) and regard ^ as complex variable. 
LAPLACE TRANSFORM: 
We call 
F[f(t>,p]=]f(t)e-P' dt (1.6.3) 
0 
the Laplace transform of f(t) and regard p as complex variable. 
10 
HANKEL TRANSFORM: 
We call 
Hv[f(tU]= jf( t) tJ ,fet)dt (1.6.4) 
0 
the Hankel transform of f(t) and regard ^ as complex variable. 
MELLIN TRANSFORM: 
We call 
00 
M[f(x);S]= j f ( x ) x ' - ' dx (1.6.5) 
0 
the Mellin transform of f(x) and regard S as complex variable. 
The most complete set of integral transforms are given in Erdelye et al 
[16-17]. 
1.7 GAUSSAIN HYPERGEOMETRIC FUNCTION AND ITS 
GENERALIZATION: 
The second order liner differential equation 
Z ( l - Z ) ^ - [C-(a + b + l ) z ] — - abw = 0 (1..7.1) 
dz dz 
has a solution 
n4^  (C)n n! 
11 
where a, b, c are parameters independent of Z for c neither zero nor a negative 
integer and is denoted by 2F1 (a, b; c; z) 
i.e. ,F,(a,b;c;z)=|: ^ ^ (1.7.2) 
which is known as hypergeometric function. The special case a = c, b = 1 or b 
« z" 
= c, a = 1 yields the elementary geometric series ^ —, hence the terms 
n=0 nf 
hypergeometric. 
If either of the parameter a or b is negative integer then in this case 
equation (1.7.2) reduces to hypergeometric Polynomials. 
GENERALIZED HYPERGEOMETRIC FUNCTIONS: 
The hypergeometric function defined in equation (1.7.2) can be generalized in 
an obvious way: 
Of-i? C t j , , Ct / \ ( \ n 
A Z 
P1>P2. . P . n=0 (P.X (Pj„n 
= pFq lai'a2 "p. P1.P2 Pq;z) (1-7.3) 
Where p, q are positive integer or zero. The numerator parameter ai, a2 ap 
and the denominator parameter Pi, P2 Pq take on complex values. 
Provided that 
Pj^0, - l , -2 , j = l,2, q. 
12 
CONVERGENCE OF pF,: 
The series pFq. 
(i) converges for all | z | < oo if p < q 
(ii) Converges for all | z | < 1 if p = q + 1 
and 
(iii) Diverges for all z, z 9^  0 if p > q + 1. 
An important special case when p = q = 1 the equation (1.7.3) reduces to the 
confluent hypergeometric series iFi named as Kummer's Series (see also Slater 
[172] and is given by 
,F,(a;c;z)=|: ^ ^ (1.7.4) 
n=o ( a n ! 
when p = 2, q = 1 equation (1.7.3) reduces to ordinary hypergeometric function 
2F1 of second order given by (1.7.2). 
1.8 HYPERGEOMETRIC FUNCTION OF TWO AND 
SEVERAL VARIABLES: APPELL FUNCTION: 
In 1880 Appell [13] introduce four hypergeometric series which are 
generalization of Gauss hypergeometric function 2F1 and are given below. 
F,(a,b,b';c;x,y)= ^ (^Ln(b)JbO„ i^ :V: . (^^^ | ^ |^ | ^  | }^^) ^^  g^ ^^  
m.n=o (cL+n m ! n ! 
F2(a,b,b';c,c';x,y)= f^ (^)mJb) (bO„ x V ^ . i | ^ | y | ^ j (132) 
m.n=o (c)„,(c}n m!n! ' 
13 
mT^ o (cL+n m ! n ! 
m a x | x | , | y | } < l (1.8.3) 
F.(a.b;c.o';x,,)= l ^ ^ y i - ^ ^ - . ^ < ' (••3-4) 
1.9 THE KAMPE DE FERIET FUNCTION: 
The Four Appell series are unified and generalized by Kame De Fermiet 
(1921) who defined a general double hypergeometric series, see [Appell and 
Kampe De Feriets p. 150 (13)]. 
Kampe De Feriet's function, denoted by l^i'^:^ is defined as follows 
^l:m:n X y 
.(",): (Pj:(y.) ' . 
P / x 1 
. n (-L n (b>\ n (4 , . 
= y j p ! si a iL>L (1.9.1) 
"•" n («,L n .^), n (T,1 " I §1 
Where for convergence 
(i) p + q < / + m + l , p + k < / + n + l , | x | < o o , | y | < o o , and 
(ii) Also when p + q = / + m + l , p + k==/ + n + l , and 
1 I 
I x|(p-i) + ly |(p-i) < l,if p > l 
max I x | , | y | < l , i f p < l } 
14 
1.10 LAGUERRE POLYNOMIALS OF MULTIVARIABLE: 
Rainville [165] the Laguerre Polynomials Ly (x) are defined as 
L(a)(x)=(LlA ,F, (-n; H-a;x) (1.10.1) 
n! 
where n is a non-negative inter. 
In 1991 S. F. Ragab [163] defined Laguerre Polynomials of two 
variables L''"'''^  (X, y) as follows 
L(«.P) (X,y) = r(n + a4-l)r(n + p + l) 
^yl^M (,10.2) 
^0 r!r(a + n - r + l) r(p + r + l) 
where L'"^ (X) is the well-known Laguerre Polynomials of one variable. 
In 1997 M. A. Khan and A. K. Shukla [97] extended Laguerre 
Polynomials of two variables to Laguerre Polynomials of three variables and 
later to Laguerre Polynomials of m - variables and obtained many useful 
results. 
M. A. Khan and A. K. Shukla [97] defined Laguerre Polynomials of 
three variables Ly^'''' (x, y, z) as follows: 
L(a.P.y) (x^ y^ 2) = (l + C^)n(l + P)n(l + Y)n 
(n!)' 
n n-r n-r-s (—n\ v^ v^  7^ 
y y y i "A s^^ kX y z ^^  
^ ^ ,t^ r!s!k!{l + aX(l + p)3(l + y), 
The Laguerre Polynomials of m - variables are defined as : 
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C"^ "-Hxpx, x j 
m . . m 
n (l + « j ) n n n-r, n-r, -r . . , ( " " X - : ^ - . 1 1 ^ ^ . . - J 
±1 y y y '- (1.10.4) 
j=l j=l 
1.11 KONHAUSER'S BIORTHOGONAL POLYNOMIALS 
OF ONE AND TWO VARIABLES: 
The Konhauser 's Polynomials Z " ( x ; k ) was given by J. D. E. 
Konhauser 's [155] in the form [5, p . 304]. 
Z«(x;k) = l f e l ± ^ S (-ly • ^ n ^ 
n ! j=o 
.kj 
^ (1.11.1) 
j ; r(kj + a + l) 
M. A. Khan and Khursheed Ahmad [106] defined Konhauser's 
Polynomials of two variables Z"'^(x,y;k,p) as follows: 
(n!) 
n n-r (_„\ ^ks pr 
y y ) "^ ^^ s X y ^ j ^ 
t'o ^ r ! s ! r (ks + a + l)r(pr + p + l) 
Puttingp - 1, (3 = 0 and y - 0 in (1.11.2) we get 
z«-o(x,o;k,i)=^fe^±^y (-")-"" , 
" ^ ^ n! ^ s! r(ks + a + l) 
which is Konhauser;s Polynomials Z"(x; k) of one variable. 
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1.12 HERMITE POLYNOMIALS OF ONE AND TWO 
VARIABLES: 
Rainville [165] the Hermite Polynomials Hn(x) are defined as: 
U 2\ V- H„(x) t" 
exp(2xt-t^j=2 "^  ; 
n=0 ^-
(I.12.1) 
Valid for all finite x and t 
Since exp (2xt -1^) = exp (2xt) exp (-t^) 
f 
Z 
n=0 nl 
(2x)"t" 1 ( A (-l)"t .1 *2n \ z 
,n=o n ! ^ 
« I2J (_ 
t, t, k! (n-2k)! 
(-iy(2xr'^'' 
Iffollows from (1.12.1) that 
^ k! ( n - 2 k ) ! (1.12.2) 
In 1998, M. A. Khan and G. S. Abukhammash [100] undertaken the 
study of Hermite Polynomials of two variables and obtained many useful 
results: 
M. A. Khan and G. S. Abukhammash [100] defined Hermite 
Polynomials of two variables Hn(x, y) as follows: 
^ r! (n-2kj ! (1.12.3) 
where Hn (x) is the well - known Hermite Polynomials of one variable. 
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1.13 BESSEL POLYNOMIALS OF ONE AND TWO 
VARIABLES: 
The simple Bessel Polynomials 
Y„(x)= ,Fo 
- n , 1 + n; 
- X 
and the generalized one 
Y„(a,b,x)= 2F0 
n, a - 1 + n; 
X 
(1.13.1) 
(1.13.2) 
were investigated by H. L. Krall and 0. Frink [153] in (1949). 
M. A. Khan and Khursheed Ahmad [111] defined Bessel Polynomials 
Y("'P^(X, y) as follows: 
YrK^,y)=Ti: ^ !^ ( - n L ( a + n + lX(p + n + l U - x 
n=0 s=0 r! s! 
(zl] 
V 2 J 
(1.13.3) 
1.14 GENERAL CLASS OF IMULTI VARIABLE POLYNOMIALS: 
GENERATING FUNCTIONS: 
Laplace introduced the concept of 'generating function' in 1812. since 
then the theory of generating functions has been developed into various 
directions. Generating relations of special functions arise in a diverse range of 
applications in quantum physics, molecular chemistry, harmonic analysis, 
multivariate statistics, number theory et cetera. Generating functions play an 
important role in the investigation of various useful properties of the sequences. 
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which they generate. There are various methods of obtaining generating 
functions for a fairly wide variety of sequences of special functions (and 
polynomials). 
LINEAR GENERATING FUNCTION 
Consider a two variable function F (x, t), which possesses a formal (not 
necessarily convergent for t ?t 0) power series expansion in t such that 
F(x, t )=X f„(x)t", (1.14.1) 
n=0 
where each member of the coefficient set {f^  (x)}"^ o is independent of t. Then, 
the expansion (1.14.1) of F(x, t) is said to have generated the set {fn(x)} and 
F(x, t) is called a linear generating function (or simply, a generating function) 
for the set {fn(x)}. 
The definition may be extended slightly to include a generating function 
of the type: 
G ( x , t ) = | ; c„g„(x)t", (1.14.2) 
n=0 
where the sequence {c„}"^ o may contain the parameters of the set g„ (x), but is 
independent of x and t. 
If Cn and gn (x) in expansion (1.14.2) are prescribed, and if we can 
formally determine the sum function G (x, t) in terms of known special 
functions, then we say that the generating functions G (x, t) has been found. 
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Further, if the set {fn(x)} is defined for n = 0,±l,±2, , then the 
definition (1.14.2) may be extended in terms of the Laurent series expansion: 
FXx,t)=XYnfn(x)t", (1.14.3) 
n=0 
where the sequence {y „}"=_<„ is independent of x and t. 
BILINEAR AND BILATERAL GENERATING FUNCTIONS 
If a three variable function F (x, y, t) possesses a formal power series 
expansion in t such that 
F(x,y,t)=2Y„f„(x)f„(y)t", (1.14.4) 
n=0 
where the sequence {yn} is independent of x, y and t, then F (x, y, t) is called a 
bilinear generating function for the set (f^  (x)}. 
More generally, if F (x, y, t) can be expanded in powers oft in the form 
F(x,y,t)=f;y„f„(„)(x)fp(„)(y)t", (1.14.5) 
n=0 
where a(n) and P(n) are function of n which are not necessary equal, then also 
F (x, y, t) is called a bilinear generating function for the set {f„ (x)}. 
Further, suppose that a three variable function H (x, y, t) has a formal 
power series expansion in t such that 
H(x,y,t) = | ;h„f„(x)g„(y)t" , (1.14.6) 
n=0 
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where the sequence {hn} is independent of x, y, and t, and the sets of functions 
{fn(x)}r=o and {gn(x)}"^o are different. The H (x, y, t) is called a bilateral 
generating function for the set of {f„ (x)} or {g„ (x)}. 
The above definition of a bilateral generating function, may be extended 
to include bilateral generating function of the type: 
H(x,y,t)=|;y„f,(„)(x)gp(„)(y)t", (1.14.7) 
n=0 
where the sequence {yn} is independent of x, y and t, the sets of functions 
{f„ (x)}"^ Q and {gn (x)}"^ Q are different, and a(n) and P(n) are functions of n 
which are not necessarily equal. 
MULTI-VARIABLE, MULTI-LINEAR, MULTI-LATERAL AND 
MULTIPLE GENERATING FUNCTIONS 
Suppose that G (xi, X2, , x/, t) is function of r + 1 variables, which 
has a formal expansion in powers oft such that 
G(x„X2, , x , ; t ) = 2 ; c„g„(x„X2, , x j t " , (1.14.8) 
n=0 
where the sequence {Cn} is independent of the variables Xi, X2, , Xr and t. 
Then G (xi, X2, , Xr; t) is called a generating function for the set 
{g„(x,,X2, »xJ}"^Q corresponding to the nonzero coefficients c„. 
Similarly, we extend the definition of bilinear and bilateral generating 
functions to include such multivariables generating functions as: 
21 
G ( X , , X 2 , ,x,;yi,y2, , y r ; t ) 
= Z Ynfa(n)(xpX2, •,XJ fp(„)(y„y2, , y , ) t \ (1.14.9) 
n=0 
and 
H ( X , , X 2 , ,x, ;y, ,y2, .Ys l t ) 
00 
= Z hn fa(n)(Xi,X2, , X, ) gp(„)(y, , y2 , , y s ) t " , (1 .14 .10) 
n=0 
respectively. 
A multi-variable generating function G (xi, X2, , Xr; t) given by 
Eq.(1.14.8) is said to be a multi-linear generating function if 
g n ( x , , X 2 , , X , ) = f „ , ( „ ) ( x , ) f „ ^ ( „ ) ( x 2 ) f„^(n)(x,), (1 .14 .11) 
where ai(n), a2(n), , a^n) are functions of n which are not necessarily 
equal. More generally, if the function occurring on the right hand side of 
(1.14.11) are all different, then the multi-variable generating function (1.14.8) 
is called a multi-lateral generating function. 
A natural further extension of the multi-variable generating function 
(1.14.8) multiple generating function which may be defined by 
T \ X [ , X 2 , , X ^ ; t , , t 2 , , t ^ j 
00 
= Z C(n„n2, ,njr„,„^ „^  (x„X2, ,xjt; ' ' t^ ^ t^, 
n|,n2, ,nr=0 
(1.14.12) 
where the multiple sequence {c(ni, n2, , nr)} is independent of the 
variables Xi,X2, , Xrandti,t2, , tp 
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Further, definitions (1.14.8) and (1.14.12) may be extended in terms of 
the Laurent series expansions: 
G*(x„X2, ,x , ; t )= I ; c„g„(x,,X2, , x j t " (1.14.13) 
n=-a) 
and 
r ^^Xj,X2, , X ^ 5 t | , t 2 , > 'r / 
n|,n2 ,nr=-<» 
£ C(n,,n2, ,n,)r„,,„^ „^  (x„X2, , x j t r ' t^ ^ i"/ 
(1.14.14) 
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CHAPTER - 2 
LAGUERRE POLYNOMIALS OF 
MULTIVARIABLES: 
The present chapter is a study of Laguerre Polynomials of 
multivariables, a generalization of S. F. Ragab's [163] Laguerre Polynomials of 
two variables, defined and studied by M. A. Khan and A. K. Shukla [97]. Their 
generating functions, a finite sum property, integral representations and a 
multinomial operational representations have been given here. 
2.1 INTRODUCTION: 
GENERATING FUNCTION: Rainville [165] consider a function F (x, t) 
which has a formal (it need not converge) power series expansion in t. 
F(x , t )= | ; f„ (x) t" • (2.1.1) 
n=0 
The coefficient of t" in (2.1.1) is in general a function of x. We say that the 
expansion (2.1.1) of F (x, t) has generated the set fn (x) and that F (x, t) is a 
generating function for the fn (x). If for some set of values of x, usually a region 
in the complex x - plane, the function F (x, t) is analytic at t = 0 the series in 
(2.1.1) converges in some region around t = 0 convergence is not necessary for 
the relation (2.1.1) to define the fn (x) and to be useful in obtaining properties 
of those flinctions. 
Let Cn, n = 0, 1,2, be a specified sequence independent of x and t. 
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We say that G (x, t) is a generating function of the set g,, (x) if 
G(x , t )= | :C ,g„ (x ) t " (2.1.2) 
n=0 
If the Cn and gn (x) in (2.1.2) are assigned and we can determine the sum 
function G (x, t) as a finite sum of products of a finite number of known special 
function of one arguments. 
The generating function of a Laguerre Polynomials L,, (x) are defined 
as: 
e \ F , ( - ; l + a , - x t ) = X ^^f-^ (2.1.3) 
n=o (l + a}„ 
2.2 POLYNOMIALS SETS GENERATED BY e' "¥ (xt): 
The generating function in (2.1.3) suggests that we consider sets a^ (x) 
defined by 
e 'vF(x t )= | ; a„ (x) t " (2.2.1) 
n=0 
Let F = e'4^(xt) (2.2.2) 
Then 
^—= t e ' ^ ' (2.2.3) 
ox 
— = e ' ^ + x e ' ^ ' (2.2.4) 
at ^ 
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We eliminate "¥ and "¥' from the three equations (2.2.2) (2.2.3) (2.2.4) 
and thus obtain. 
x ^ _ t ^ = - t F (2.2.5) 
ax dt 
oc 
Since F = e ' T ( x t ) = X a„ (x)t" 
n=0 
Equation (2.2.5) yields 
X x a : ( x ) t " - | ; n a „ ( x ) t " = - X a „ ( x ) t - = - | ; a„_, (x)t" 
n=0 n=0 n=0 n=l 
From which the next theorem follows: 
THEOREM 2.1: From e ' T ( x t ) = | ] a„ (x)t" it follows that a'o(x)=0 
n=0 
and for n > 1 
x a ; ( x ) - n a „ ( x ) - a „ _ , (x) (2.2.6) 
Next let us assume thai the function 4^  in (2.2.1) has the formal Power -
Series expansion. 
^ W = i ; Y n U " (2.2.7) 
n=0 
Then (2.2.1) yields 
k +k y, xM °c ( oc All / oc \ cc n 
n=0 Vn=0 ^-J Vn=0 J n=0 k=0 V ^ ^ " * ^ ; ' 
n „ ^ k 
So that c j „ ( x ) = 2 r ^ (2.2.8) 
S ( n - k j ! 
Now consider the sum 
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t {cioA'^r-tt *^'"'''''' 
n=0 n=0 k=0 
= s 
(n-k)! 
n,k=o n ! 
f f ( C 4 - k ) „ t " ( c X Y k ( x t ) ^ 
^ ^ n! ! 
Y (cXYk(xt)^-
k=0 (1-t)^ 
THEOREM 2.2: From 
e ' 4 ' ( x t ) = | ; a „ ( x ) t " , ^ ( u ) = X y „ u " 
n=0 n=0 
it follows that for arbitrary c. 
' xt ' ( l - t r F U ^ UXW.'^nlx)!", (2.2.9) 
n=0 
in which 
F ( u ) = Z WnYnU" (2.2.10) 
n=0 
The role of theorem (2.2) is a follows: If a set cy„(x) has a generating 
function of the from e ' ^ ( x t ) . Theorem (2.2) yields for a„(x) another 
generating function of the form exhibited in (2.2.9). 
For instance, if ^ (u) is a specified pFq, the theorem gives for a„ (x) a 
class (c is arbitrary) of generating functions involving a p+/Fq. furthermore if c 
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is chosen equal to a denominator parameter of the original pFq, the second 
generating function becomes one involving a pFq_|. 
2.3 DEFINITION OF LAGUERRE POLYNOMIALS: 
The Laguerre Polynomials L^  (x) are defined as: 
L(a)(x) = fil^,F,(-n;l + a;x) (2.3.1) 
n! 
where 'n' is a non-negative integer. The factor ^^  — is inserted for 
n! 
convenience only. The polynomial (2.3.1) are called Laguerre, generalized 
Laguerre or Sonine Polynomials: 
when a = 0 then 
LtUx)=L(„°)(x)=,F,(-n;l;x) (2.3.2) 
Now we have from (1) 
L(«) (x)=(Lt^ ,F , (_n ; l + a;x) 
n! 
= t (-nX (l + a)n x^ 
i^ n! (l + a), k! 
^^ {-If (l + a)„ x' 
to k! (n-k)!(l + aX 
T W M = Y (-1)' (l + a)n x^ 
"-" ^ ' ^ - ^ k! (n-k)!(l4-a), 
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GENERATING FUNCTION FOR L^ (x) 
Consider the sum 
a (i+a)„ -^ ^ 
k , .k +n (-1) x^t 
n=0 k=0 k! (n-k)!(l + aX 
^ ^^ (^ i-lf (x'^ t") 
Vn=0 n ! y 1^ ;6^  k! (l + a)k^ 
= e' QF, (-; 1 + a, - x t) 
Hence the Laguerre Polynomials have the generating function 
Lt^ (x)t" 
e' oFi(-;l + a , - x t ) = 2 ] 
n=0 (l + a)n 
(2.3.3) 
DIFFERENTIAL RECURRENCE RELATIONS: 
The differential recurrence relation in Laguerre Polynomials with the 
help of a generating function are: 
(1) X D Lt ' (x)=n LW ( X ) - (a + n) Lf, (x) 
(2) DLM(x)=DLt' , (x)-Lt ' , (x) 
"A 
(3) DL<«'(x)=-i; L(»)(x) 
k=0 
(4) DL(:>(X)=-L<»: ,"(X) 
(5) L<r>(x)=2: LW(X) 
k=0 
J 
(2.3.4) 
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PURE RECURRENCE RELATIONS: 
>> 
The pure recurrence relation in Laguerre Polynomials with the help of a 
generating function are: 
(1) nL(„")(x)=(2n-l + a - x ) L t U x ) - ( n - l + a )L tUx) 
(2) Lt)(x)=LtUx)+L(r')(x) 
(3) (n-x)L(«)(x) = (a + n)LtUx)-xL(r 'Ux) ^ 
> (2.3.5) 
THE RODRIGUE'S FORMULA: 
The Rodrigue's former for Laguerre Polynomial is given by 
L(«)(x) = -^^^D"(e- ' 'x"^") 
n! 
(2.3.6) 
OTHER GENERATING FUNCTION: 
Consider the series 
f n!Ly(x)L(„")(y)t" f f ( -1^ n! y^ L^^ l^xjt" 
^ (l + cx)„ to h k! (n-k)!(l + a), n=0 
= E 
k T ( " ) / ' v ^ t " + ' ^ 
n.k=0 
(-iy(n + k)!y'LtUx)t 
k! n! (l + aX 
= 1 1 
k=0 n=0 
(n + k)!LtUx)t" ( -1)^^^ 
k! n! (1 + a), 
smce 
^ (n + k)!LtUx)t"_^^ y^-g-k 
n=0 k! n! exp 
^-xt^ 
V l - t y 
(a) ^ _ X _ ^ 
V l - t y 
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using (*), we may write this as : 
^ n!Ly(x)L(„")(y)t" 
n=0 (l + a)„ 
= ( l -0-exp[z^) | ( l - t r L ( " ) ( ^ ) ( - y t ) (l + a \ 
= (l-t)'-"exp •xt 
U-t . exp 
^ - y t ^ 
U-ty oFi 
xyt 
1 + a;('-'r 
(2.3.7) 
THEOREM 2.3: If 111 < 1 and a is not a negative integer, 
(l-t)-'-°exp - ( x + y)t 
1-t 
xyt 
.a;('-«r 
n=0 
n!L(„")(x)Ly(y)t 
(l + cx)„ 
2.4 LAGUERRE POLYNOMIALS OF TWO VARIABLES: 
In (1991) S. F. Ragab [163] defined Laguerre Polynomials of two 
variables U^'^' (x, y) as follows: 
! ,4^ 0 r! r(a + n - r + l)r(p + r + l) 
(2.4.1) 
where U^' (x) is the well known Laguerre Polynomials of one variable. 
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The definition (2.4.1) is equivalent to the following explicit 
representation of U^'^' (x, y), given by Ragab: 
(n!)' ^ ^ (a + lX(p + lX r! s! 
Later, the same year Chateerjee [36] (1991) gave the following generating 
function for L^«'P)(x,y): 
(2.4.3) 
Chatterjee pointed out that the generating relation (2.4.3) gives the 
following results: 
n! 
(P + l)n 
L(-P)(x,0)=Li")(x) (2.4.4) 
^ L ( - P ) ( 0 , y ) = L ? ) ( y ) 
la + Un 
which, in particular, yield 
L<r'(x,0) = L<"'(x) 
L<r»(0,y)=LW(y) 
using the formula 
oF,(-; c:pz) QF, (-; c':qz) 
i^ n!(c)„ = Z 
n / 
F^. -n ; 1-c-n :c': 
p ; 
has also obtained the following result from (2.4.3) 
(2.4.5) 
(2.4.6) 
(2.4.7) 
(2.4.8) 
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( n ! y e » ( x , y ) ^ (-n), _,. ^ 
(a + l)„(3 + l). to r ! (a + l), ' '[ r; - a - r ; 1 + P:-
(2.4.9) 
Further, using y = x and employing the formine. 
r 1 1 1 1 1 ^ 
oF,(-; a; x) QF, (-; b;x)=2F3 - a + - b , - a + - b - - ; a , a + b - l ; 4x 
\Z Z J. z Z 
(2.4.10) 
he proved the following resuh from (2.4.3). 
LM)(x.x)=(^±M±ik ,F. (n!f 3^2 
- n 
g+p+ l a + p + 2 
4x 
a + 1 p + 1 a + p + 1 
(2.4.11) 
a mention of which was already made in the work of Ragab (1991) [163]. 
Lastly using the following generating function of Bateman: 
oF. -, a + 1 , 0^1 -> P + 1 , - 2^ / ,,\(n,,\ 
2 ; ^ 2 ; i^ (a + l)„(p + l)„ 
(2.4.12) 
Chatterjee [36] obtained the following result from (2.4.3) on changing 
x into —(x -1) and - y into —(x +1) 
n! (a,P) 
(a + l)n(P + l)n " 
l ( l -x) ,^( l + x) 
= Z ir-%) (n-r)!(a + lUp + lX (2.4.13) 
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which is a particular case of the general result (2.4.9). 
2.5 NEW GENERATING FUNCTION FOR L^ "^ ^^  (x, y): 
It may be remarked that (2.4.2) may be written as: 
L^PUx,y) = ^ ^ ^ ^ ^ ; H ^ v p j . n ; i + cc; l + P; x,y] (2.5.1) 
where T2 is a confluence hypergeometric function of two variables (see H. M. 
Srivastava and H. L. Manocha [189] (1984) and is defined is: 
^Ja;b,b ' ;x,y] = X ^ 
n=0 k=0 
( a U x^ y" 
k!n!(b),(b')„ 
(2.5.2) 
Further in view of the following definition of Bessel function Jn (z) for n not a 
negative 
J„W= 
' Z 1 
r(i+n) oF, ; l + n; 
- z 
.2\ 
(2.5.3) 
as: 
The generating function (2.5.3) of Chatterjee [36] (1991) can be written 
e' J, (2Vyt) Jp (2Vyt) (2.5.4) 
We now give the following generating function for L^ "'^ ^ (x, y): 
2 "'l^ Aff'':,^ )'°=(i-tr % 
n=0 (a + lX(p + l)„ 
, 0 , - x t - y t 
c;a + l,p + l ; - — , - ^ (2.5.5) 
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Generating function (2.5.5.) is believed to be a new generating function 
for L^ °'^ ^ (x, y) . If in the above generating relation, we replace t by - and let 
I c I >oo, we shall obtain the generating relation (2.4.3) due to Chatterjee 
[36] (1991). 
Interesting special case of (2.5.5) are as follows: 
n=0 
n!L(„"-P)(x,y)t" 
:(l-t)-'-P 4^Jl + p;l + a; l + P; xt yt 
t - l t - l 
(2.5.6) 
and 
^ n U ^ f l M i l = (,_,)-» T, 
n=0 (1 + P)n 
1 , o Xt yt 
l + a;l + a;l + p; ,^— 
t - l t - l 
(2.5.7) 
Yet, another generating relation of interest for l}^'^' (x, y) is as follows 
f n!(X)„ 
L^P^(x,y)t" 
= ( i - t r F(^) 
X :: - ; - ; 1 + a : jLi - a - 1 ; - ; - ; 
p. : : - ; - ; - ; l + P;l + a; 
t yt xt 
t - 1 t - 1 t - 1 
(2.5.8) 
where F^ "'^  [x, y, z] denotes a general triple hypergeometric series defined by H. 
M. Srivastava and H. L. Manocha [189] (1984) as follows: 
(a)::(b);(bO;(b'):(o);(oO;(c'); 
F<"[x,y,z] = F « 
.(e)::(g);(g');(g-):{h);(h');(h-); x,y,z 
00 00 00 rm . ,n „p 
S E E A(m,n,p,)^ ^ ^ 
m=o n=o p=o m! n! p! 
(2.5.9) 
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where, for convenience. 
B' , B' , V D - . D' , , D' 
A^^m, n , p j = - ^ Q -Q, •^. j^ fP ^. 
n(«jL,pn(g,LnfelpnfeUn(h,ln(h;ln(h;i 
j=i j=i j=i j=i j=i j=i j=i 
(2.5.10) 
and (a) abbreviates, the array of a parameters aj, a2, aA, with similar 
interpretations for (b), (b'), (b"), etcetera. The triple hypergeometric series in 
(2.5.9) converges absolutely when 
1 + E + G + G" + H - A - B - B ' ' - C > 0 1 
1 + E + G + G" + H' - A - B - B' - C" > 0 
1 + E + G' + G" + H" - A - B' - B" - C > 0 
(2.5.11) 
where the equations hold true for suitably constrained values of 
I X |, I y I and | z |. 
2.6 A FINITE SUM PROPERTY OF L(„" ^ ^ (x, y) 
It is easy to derive the following finite sum property of the Laguerre 
Polynomials of two variables L^ "'''^  (x, y): 
L^ -'^ ) (xz, yz) = t k!(l-fa)„(l4-p)„ ^^  _ ^^„_, ^, ^^,^ ^ ^ 
^ ' \ t , n!(n-k)!(l + a),(l + p ) / ^ ' ^''^ 
(2.6.1) 
Proof of (2.6.1): The generating relation (2.4.3) together with the fact that 
e'oF,(-;l + a , -xz t ) pF, (-; 1 + p, - yz t) 
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= e^ '-^ )' e '^ 0 F. (-; 1 + «' - x(z t)) oF, (-; 1 + P, - y(z t)) 
yields 
t, (a + l)„(p + l)„ 
n\&/^{xx,yz)x'' _{^ ( l - z ) " t " V ^ r,\ &J\^,y)z\'' 
n=o n! n=0 (l4-a),(l + p)„ 
comparing the coefficient oft" on both sides we get (2.5.1): 
2.7 INTEGRAL REPRESENTATIONS: 
Using the definition of Beta function it is easy to derive the following 
integral representation for L^ "'^ ^ (x,y) [Rainville [166] 1971]: 
t s 
j Jx«(s-xry^( t -yrL(-P)(x,y)dxdy 
0 0 
= B(aH.l,p) B (v . , , 5 ) (L l^M±l} .^Lt^» . - ) ( s , 0 
(l + a + p)„(l + y + 5), 
using the integral (see Erdelyi et. al. (1953 Vol. 1 pp. 14) [51] 
(0+) 
2isin7izr(z) = - j (l-t)'"' e"' dt 
(2.7.1) 
(2.7.2) 
and the fact that 
r=0 s=0 r! s! 
(2.7.3) 
It is easy to derive the following integral representation for U^^' (x, y): 
4sin(a + l)7tsin(p + l)7ir(-a)r(-p)(n!)^ („.p), . 
(l^a)„(l.p)„ "^ ^^ '^ ^ 
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(o+)(o+) r Y vY 
= _ f f (_ u)-"-' (- vf-' e - ^ 1 + - + ^  du dv. (2.7.4) 
•' •' I u v y 
00 00 ^ -^ 
We also have 
- j ; ^"'l. ^ . = ] ] u" v' e — L(°« (XU,yv) du dv = (1 -X-y)" 
r(l + a + n)r(l + (5 + n) ^ ^ 
(2.7.5) 
In 1997 M. A. Khan and A. K. Shukla [97] extended Laguerre 
Polynomials of two variables to Laguerre Polynomials of three variables and 
later to Laguerre Polynomials of m - variables [98] and obtained many useful 
results. 
2.8 LAGUERRE POLYNOMIALS OF THREE VARIABLES: 
M. A. Khan and A. K. Shukla [97] defined Laguerre Polynomials of 
three variables Ly^'''' (x, y, z) as follows: 
^ n V^' y* ^) - 7-A3 
(n!) 
n n-r n-r-s (—n^ \^ v^ y' 
f^  i^ ^ r!s!k!( l + a),(l + pUl + Y), 
In terms of confluent hypergeometric function ^{' of three variables 
defined as: 
^i^)[a;b„b2,b3;x,y,z] 
^0 i^ S (bi)n,(b2)n(b3)p m ! n ! p ! 
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We can rewrite (2.7.1) as 
L^:-^-\x,y,z)= (^^^)nO-^P)n(l + y)n vp(3)[_„. ^^«, J^p, 1 + y;X,y,z] 
(n!) 
(2.8.3) 
Some interesting particular cases of l}^'^''^> (x, y, z) are as follows: 
^ L ^ P ' ^ ) ( x , y , 0 ) = L ( - « ( x , y ) (2.8.4) 
^ ^ L ( - P - ^ ) ( X , 0 , Z ) = L ( - ^ ) ( X . Z ) (2.8.5) 
^^L^^'^'y){0,y,z)=L^l'^){y,z) (2.8.6) 
\ " f L^^'^)(x,Q,Q)^Ly(x) (2.8.7) 
(l + P)„(l + yj„ 
^ ^ ^ | L L M . ) ( 0 , y . O ) = L ? ' ( y ) (2.S.8) 
Results similar (2.7.1) (2.7.4) and (2.7.5) for L^ "^-'^ ^ (x, y, z)are as follows : 
j ] jx"(r-xry^s-yr 'z^( t -zr 'L(-P '^Hx,y,z)dxdydz 
= B(a + lA)B(|3 + l,^)B(y + l,v>" '^sP^ t^^ ^^ 
(1-^a) (1 + p) (l^y)„ L(r-^..,n-)(r,s,t) (2.8.10) 
0 0 0 
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LM.r)(x y 2)= i(l4-a)„(l + p)„(l + Y)n 
" 8sin(a + l)7csin(p + l)7isin(y + l )7 r r ( -a ) r ( -p ) r ( -y ) (n ! ) ' 
(o+)(o+)(o+) / Y 
X f ( -ur- ' ( -v)-P- ' ( -wr- 'e-"-^-Ml + - + ^  + -
• ' • ' • ' V u V wy du dv dw. 
00 00 00 
(2.8.11) 
and 
CO 0 0 CO 
J J j u" v"" w^ e""-^ '-" L^^'^''^ (xu, yv, zw) du dv dw 
0 0 0 
^ r ( U a ^ n ) r ( l . p . n ) r ( l . y . n ) ^,_^_^_^y (2.8.12) 
(n!) 
2.9 GENERATING FUNCTIONS FOR L^^'^-'^ (x, y, z) 
On the lines of derivation of generating relations for U^'^' (x, y). We 
have the following generating relations for u^-^'^' (x, y, z): 
2 ^n (n!)^ 
= e' oF,(-;l + a,-xt) QF, (-;l + p,-yt) QF, (-;l + Y,-zt) (2.9.1) 
In view of the definition (2.9.3) for Bessel function we can also write 
(2.9.1) as: 
00 / i \ 2 . n 
to (l + a)„(l + |5)„(l + y)„ L^^-^^(x,y,z) 
= r(l + a) r(l + (3) r(l + y) (xt)f (yt)f (zt)T 
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X e' J„ (2Vxt) Jp (2Vyt)j, (2Vzt) (2.9.2) 
S 
n=0 
2 ^n (nl^t {a,P.Y) 
(l + a)„(l + p)„(l + y)„ " (x, y. z) 
= ( l - t ) - 4^ f) C;l + a;l + P;l+y; xt yt zt ? . , 3 
t - i t - r t - i 
(2.9.3) 
If in (2.9.3) we replace t by - and let I c I > oo we obtain (2.9.2). 
c 
Special cases of (2.9.3) are as follows 
t 7rM;^Lt*'*(K,y,z) 
n=0 (1 + P)„(l+Y)n " 
= (1-1)-"-' ^ f 1 1 l o t Xt y t Zt l + a;l + a;l + B;l + Y; ,-^^—, 
t - l t - l t - 1 
(2.9.4) 
z ( f ; ; L("-^ --)(x,y,z) 
= (l-t)-P-' ^f) 1 + p; l + a;l + p;l + y; xt yt zt 
t - 1 t - 1 t - 1 
(2.9.5) 
n=0 
(niyt" 
(l + a)„(l + p)„ L(-P'^ Kx,y,z) 
=(1-1^-' ^ p 1 + y; l + a;l + P;l + y; xt yt zt 
t - 1 t - 1 t - 1 
(2.9.6) 
In view of generating function (2.9.1) the following finite sum property 
for U"'^ '^ ^ (xt, yt, zt) can easily be proved 
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Lt-^'^>(xt,yt,zt) 
2.10 LAGUERRE POLYNOMIALS OF m - VARIABLES: 
M. A. Khan and A. K. Shukla [98] defined Laguerre Polynomials of m -
variables as follows: 
Ll"""^  "^Hx„x, xj 
m , . m 
n U + oCi) ( -n) , , , ^ ^, TT x'i,^ , i ^ J-'n n n-r, n-r, r„ ^ J'\+h + + r m l i m+l-J 
I Z I '' \ m Z.U i—t i—i m m 
(2.10.1) 
Confluence hypergeometric function of m - variables is defined as : 
^ 2 l^»C,,C2 Cn, ; X,,X2 X^,] 
JL °° °° (a) v''i v'm 
= S Z Z . / /7^ 7 ^ ^ ^ (2.10.2) 
Using (2.10.2), we can write (2.10.1) as: 
L^""^ "-^(x,, X , X , 
n O^-JI 
^^~n^ ^^^[ -n i l + a, l + a,;x„X2 x J (2.10.3) 
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2.11 GENERATING FUNCTIONS: 
For the Laguerre Polynomials of m - variables which by (2.9.3) are 
essentially confluent hypergeometric function of m - variables, we can easily 
derive the following generating function: 
,m-l .n y ("!r"'t LI"""^  '^ "'Mxpx^  xj 
j=l 
= e ' n oFih l + ctjIXjl) (2.11.1) 
j=i 
Using the definition (2.5.3) for Bessel function we can write (2.11.1) as: 
m-l , n 
Z T-\ ' . Lt"- «->(x,.x, xJ 
n=0 
n (i+«.l 
111 , ^ III , \ ~ " i III / \ 
= n r ( l - f a J n ( t X j K e ' n Ja, (2V^) (2.11.2) 
j=I j=l j=l 
Yet another generating formire for (2.10.1) is as given below: 
^ (njr-(c) t" ^(,„ „^ )(^ _^ ^^  ^^ ^ 
n (I+«JI 
=(i-t)-' j^-") c;l + ai 1 + a ^ ; ^ ^ (2.11.3) 
Ifin (2.11.3) we replace t by - and let IcI >oo we obtained (2.11.1) 
c 
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2.12 A FINITE SUM PROPERTY: 
We obtain the following finite sum property of Laguerre Polynomials of 
m-variables: 
L(„"'-"^ "'")(x,z,X2Z, x,z) = 
j=i V " yk=o | - T 
^n^ 
vky 
^ ^(1-Z)"Z^L(«'-^ ""^)(x.,x, x J 
(2.12.1) 
Proof of (2.12.1): 
The generating relation (2.11.1) together with the fact that 
e ' n oF.(-;l + aj;-XjZt)=eC-)'e^'n ,¥,{-,\ + a., -x^zi) 
yields 
n=0 nr A ^" 
d"''"^ "-"^  (X,Z,X2Z, X , Z ) -
j=I n 
n 
'^^ (l-z)" t"^ 
n=0 n! n=0 n ttj + n 
T L^ """^  "-^ (x,x, x J 
V n y 
z"t" 
n! 
Comparing the coefficient oft on both sides we get (2.12.1). 
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2.13 INTEGRAL REPRESENTATIONS: 
Using the definition of Beta function it is easy to derive the following 
integral representation for L "^''"^  "'"^(xpXj x,„): 
ti t„ 
} i n ' ' ? ( t . . H - ^ J ^ L^""^ "^)(x„x, x j d x , dx^  
0 0 j=l 
m tn 1 1 \ J •'n 
= n B(a^+i,pjn ci:^^^. -L -^'^ '^-^ ^^^ ^-^^-KI^I, tj 
j=i j=i 
(2.13.1) 
using the integral (see Erdelyi et. al. (1953) Vol. I pp. 14 [51]) 
(0+) 
2i sin7izr(z)=- j (-t) ' ' 'e"'dt i = V ^ 
and the fact that 
n n - r | - r 2 - -r,„_| ( _ p ) m (1-x, -xj"=i 2 LJspi^nxL, 
ri=0 r„,=0 h ' ^2 ' '*m • j=l 
It is easy to derive the following integral representation for 
l^r' ""Hx,x, x j : 
i^^r' """^ (xix, xj= 
nr ttj + n 
j=i n 
2"'n sin(a,+l)nr(-aj 
(0+)(0+)(0+) m , , J JIn(-".)"°'"'.--•"'* ""' 
00 00 00 J -
J=l j=l 
du, duj dUn, 
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2.14 MULTINOMIAL OPERATIONAL REPRESENTATION: 
In this section use has been made of the fact that 
r(i+?.) j^jx ^K ^ _ j _ V i 2 i ^ j^x-vt^ - p ^ 
r(i+>.-n) dx 
where X and }i are arbitrary real numbers 
-a 
if D^ = — , j = 1,2, m we can write the multinomial expansion for 
' dx 
V 
m m+1 m+l m+1 
nD.,+nD«i+nD,+ +nD<, 
j=l j=l J=l j:=2 
as 
A" 
m+1 m+1 m+1 
nD.^+nD.,+nD.,+ +u^^, 
j=l j=l j=l j=2 j /m j;tm-l 
Y y -y v_";r,+r2+ +r„ \ V 
ri=0 r,=0 r„=0 
X D""' DT'' D"~'' D""'"' D 
^ i ! r2 ! r-m-' 
n-r„ rAri+r3 + + r, i-^ 'z"^  -^ 'm 
" m " m - l 
(2.14.1) 
Operating (2.14.1) on e •" ' H Xj ' , we obtain the following operational 
representation of (1.1): 
m+1 m+1 m+1 
nD«,+nDx,+nD.,+ +nD., 
j=l j=l j=l j=2 
\^  >m >m-l y 
^ C n i r e - ^ n ^ ^ Lt ' ""-Hx,, , x j (2.14.2) 
A detailed study of other polynomials using the above technique has 
been made in [135] 
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CHAPTER - 3 
KONHAUSER'S BIORTHOGONAL 
POLYNOMIALS OF ONE AND TWO VARIABLES 
The present is a study of Konhauser's Biorthogonal Polynomials of one 
and two variables. Konhauser's Biorthogonal Polynomials of two variables 
were defined and studied by M. A. Khan and K. Ahmad [106]. This chapter 
contains certain generating functions. Schlafli's contour integral, fractional 
integrals and derivatives. Laplace transform, integral representations and a 
finite sum property for the Polynomial Z"''^(x,y; k,p) 
3.1 INTRODUCTION 
KONHAUSER'S BIORTHOGONAL POLYNOMIALS OF ONE 
VARIABLE 
In 1967 Joseph D. E. Konhauser [155] considered two classes of 
Polynomials Y"(x;k) and Z"(x;k), where Y"(x;k) is a Polynomial in x, 
while Z"(x;k) is a Polynomial in x^ a > -1 and k = 1, 2, 3, For k = 1 
these Polynomials reduce to the Laguerre Polynomials L "^^ (x) and their special 
cases when k = 2 were encountered earlier by Spencer and Fano [176] in 
certain calculations involving the penetration of gamma rays through matter 
and were subsequently discussed by Preiser [162]. 
Also, Konhauser [155] established that 
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j x'^ ' e-" Yi"(x;k) Zj(x;k)dx 
0 
^ r f e a ^ for i j e {0,1,2, } (3.1.1.) 
J ' 
which exhibits the fact that the Polynomial sets Y„''(x;k) and Z"(x;k) are 
biorthogonal with respect to the weight function x" e"" over the interval (o, oo), 
it being understood that a > - 1 , k is a positive integer and 5ij is the kronecker 
delta. 
An explicit expression for the Polynomials Z"(x;k) was given by 
Konhauser in the form [155, p. 304] 
z:(x;k).I&^Z(-iy ^n^ 
n ! j=o vj ; 
-kj 
"" (3.1.2) 
r(kj + a + l) 
As for the Polynomials Y"(x; k), Carlitz [28] subsequently showed that: 
A x^V -^"^ 
nlh i!j=o Y«(x;k)=l2;^Z(- lW"lf^^| (3.1.3) \J^\ ^ / n 
where (k)n is the Pochhammer symbol defined by 
_ J 1 i fn = 0,?i?iO 
~\k{X + \){X + 2) (^ + n - l ) forall(v)ns{l, 2,3 } 
3.2 GENERATING FUNCTIONS FOR Z^ : (x; k) 
The generating functions for Z" (x; k) 
(3.1.4) 
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Z«(x;k)t" 
^ ' ^ to r(kn + a + l) (3.2.1) 
Proof of (3.2.1): The R.H.S of (3.2.1) is equal to 
I 
n=0 
Z°(x;k)t" 
r(kn + a + l) 
n=0 m=0 
(-if x'"^  t" 
m! (n-m)! r(km + a + l) (using (3.1.2) 
( - i f x ' " t" 
to to m! n! r(km + a + l) =11 
f 00 t " ^ ix^ 
I^J) m! r(km + a + l) 
= e'F(k;a + l;-x'^t) 
which is required proof. 
3.3 RECURRENCE RELATION FOR Z", (x; k) 
The recurrence relation for Z" (x; k) are : 
x Z ; " ( x ; k ) = n k Z ^ ( x ; k ) - k - ^ f e ^ ± ^ ^ Z«_,(x;k) (3.3.1) 
r(kn + a - k +1 j 
x'^  Zr'(x;k)=(kn + a + l), Z^(x;k)-(n + l) Z^„(x;k) (3.3.2) 
3.4 SCHLAFLI'S CONTOUR INTEGRAL FOR Z^ (x; k) 
It is easy to show that 
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r ( k n . a . l ) ' Y ( t - - x > ) " e - ^ , 
n! 2711 l t 
(3.4.1) 
Proof of (3.4.1): The R.H.S. of (3.4.1) is equal to 
r(kn^a-H)^^ 1 ^Y( t^ -xO"e ' ^t 
n! 27ii i t'"'«^' 
^n^ r(kn + a + l ) ^ (.l)j 
n! j=o V J ; 
(ot) 
x j^ — f t-('J"«"')e' dt 
27ri 
r(kn + a + l ) ^ (-ly 
n 
u. 
X 
(3.4.2) 
n! ^ r(kj + a + l) 
Using Hankel's formule (see A. Erdely et. al. [51] 1.6(2)) 
—r^ = — [ e' t ' dt 
r(z) 2 7 i i i 
finally (3.4.1) follows from (3.1.2). 
For k = 1, (3.4.1) reduces to 
"^ ^ n! 27ii J I t) t*^ "' 
If a is also a positive integer than the integrand in (3.4.1) is a single -
valued analytic function oft with the only singularity t = 0. 
Hence we can deform the contour into 111 = b | x | and the substitution 
t = xu then leads to 
x«Z«(x;k) = I & l ± ^ f(u'-i)" 
n! 27ri x 
gxu g-(kn+a+l) (3.4.3) 
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where c denotes the circle | u | = b. Indeed c may be replaced by any simple 
closed contour surrounding the point u = 0. 
For k = 2, (3.4.3) reduces to the integral representation by Preiser [162]. 
Using (3.4.3), it follows that 
dx' 
( ak 
n! x^^'Zr'Cxik)" 
r(kn + k + a +1) 
n! x"Z^(x;k) 
r(kn + a +1) and 
ax' 
n! x""''Z^"'^(x;k)" 
r(kn + k + a +1) 
(n + l)!x"Z^„(x;k) 
r(kn + k 4- a +1) 
which leads to the pure recurrence relation 
x^ Z r ( x ; k ) = (kn + a + l), Z^(x;k)-(n + l)Z^„(x;k) (3.4.4) 
3.5 FRACTIONAL INTEGRALS AND DERIVATIVES: FOR 
Z«(x;k): 
Let L denote the linear space of (equivalent classes of) complex valued 
functions f(x) which are lebesegue - integrable on [0, a], a < oo. For f(x) s L 
and complex number |i with Rip, > 0 the Riemann - Liouville fractional 
integral of order |a, is defined as (see Prabhakar [159] p. 72) 
1 " V f(x) = - p : j (x-t)^"' f(t)dt for almost all X8[0,a] (3.5.1) 
using the operator I^ , Prabhakar [160] obtained the following result for Rlfi > 0 
and Rla > - 1 . We show that 
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x" Z « ( x ; k ) ] = - i f c i ^ ^ x - ^ Z r (x;k) (3.5.2) 
•• r(kn + a + |i + l) 
for Rea > -1 and Re|i > -Rl (1-a) where for suitable f and complex p.. I^  f(x) 
denotes the |ith order fractional integral (or fractional derivative) of f(x). 
When Reji > 0 then we can write 
F[x^Z^(x;k)]=J^^^^t<^Z^(t;k)dt 
0 ^W 
= I O E ± ^ X t - ^ i ^ 'f t"^ >« (x -1)- dt 
n! r(|i) ^ r(kj + a + l) J 
r(kn + a + l) A . X x'J""^^ n! ^ •* r(kj + a + |i + l ) ' 
hence for Reji > 0 and Rea > -1 we obtained 
F [x« Z ^ ( x ; k ) ] = - i f e t ^ ^ x - ^ Z r (x;k) (3.5.3) 
r(kn + a + |i +1 j 
But (3.5.3) may be written as: 
x« Z^(x;k) = - I f e ^ ^ l ^ I - [x«- Z r ( x ; k ) ] (3.5.4) 
r(kn + a + p. + lj 
The inversion being valid for Re|i > 0 and the assumptions made 
Putting \i' = -\i, a' = a+|i, we obtained for Reji' > 0. 
The letters a, |a, accented ignoring the accents. We can write, 
I" [x» Z « ( x ; k ) ] = - I & l ± ^ x ° ^ Z r l x i k ) (3.5.5) 
r(kn + a + |i +1 j 
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for Re^ i < 0, Rea > -1 and Re (a+|i) > -1 when Re|i = 0 we write P = P*' I ' 
and the result easily follows: 
Thus (3.5.2) is established for all complex \x with RQ^I > - Re (1 + a). 
Case (i): When )i is a negative integer say - m then (3.5.2) is written as 
which can also be proved by direct differentiation provided Re a > m - 1. 
The function 
Kd^)=t J u\-r Rea>0.(Rla>0) U Uaj + Wj! 
is a very special case of the generalized hypergeometric functions considered 
weight and is also expressible as a Fox's H-function. 
The Polynomials Z"(x; k) bear to Eg^lx) a relation which is analogue 
to that which the Laguerre Polynomials L" (x) Evidently: 
z:(x;k) = l(!Hi±5±0EJ,._,(x') (3.5.6) 
n! 
As usual let 
L[f(t)]=f(p)= j e'P'fO) dt ; Rep>0 (3.5.7) 
0 
denote the Laplace transform of f. 
Then it is easily to verified that for Re X,, Re p > o. 
L [t ' ' - 'E^bM^]=p"' ' '"(p'-^0" ; Reb>0 (3.5.8) 
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L[fz:M=l(!Hli^)(p^-.^)" Rea>-I. 
n! p 
we next note a general result on the Laplace transform of the r-times repeated 
indefinite integral as well as the rth order derivative of a function in fact, we 
observe that: 
p^f(p)=L[r"f(t)] 
for suitable f, complex \i and p with Re p > 0. 
3.6 A GENERAL CLASS OF GENERATING FUNCTIONS: 
For arbitrary X, we prove the generating relation 
(i-tr'Et., ^ - x ^ t ^ =E W„Z"(x;k)t" ;^ r(kn + a + l) (3.6.1) 
from (3.1.2), we have 
(-iTixl x '^-t" f M„Z^(x;k)t"_^ f _ 
^0 r(kn + a + l) t'o h r(km + a + l ) (n -m)! m! 
n=0 m=0 r(km + a +1) n! m! 
~ i r(ian + a + l)m! 
'^ (^ + m)„ t") 
n! 
-J^cX 
= (l-t)-'E ^-x^t^ k,a+I 
v l - t y 
For k = 1, A- = 1 - a, (3.6.1) yields the well known generating function 
for the Laguerre Polynomials. 
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From (3.6.1) we obtain on applying Taylor's theoremSss;! '^ 
r(kn + a +1) 27ii k,a+l 
-n - l t""-' dt (3.6.2) 
C being a closed contour surrounding t = 0 and lying within the disk | t | < 1 
putting u = 
X 
1-t 
(3.6.3) 
where C is circle | u - x"^  | = p of small radius p. 
Choosing X, = 1, we have in terms of Wiman's function. 
Also evaluating the integral (3.6.3) by the Cauchy's residue theorem. 
We obtain for arbitrary X with Re A, > 0. 
Z « ( x ; k ) = % ± ^ x - ^ [ u - ' E U . ( x ^ - u L (^)n n 
(3.6.5) 
Since E|'b(z)= —r-r e% for k = 1 and >- = a +1 (3.6.5) reduces to the 
Rodrigues formulae for the Laguerre Polynomials. 
The introduce of a two variable analogue Z°'^(x,y;k,p) of Konhauser;s 
Polynomials Z"(x;k) suggested by Laguerre Polynomials of two variables 
Ln "^ (^x.y) due to S. F. Ragab [163] and obtain certain results involving the 
two vm-iable. 
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Konhauser;s Polynomials Z"'''(x,y;k,p) in what follows we shall also 
need a symbol of the type A (k, a) to denote a sequence of k parameters. 
a a+1 a + 2 a + k - 1 
k' k ' k ' k> 1, 
Further Kampe de Feriet type general double hypergeometric function is 
defined is (see Srivastava and Manocha [189] p. 63 
(ap):(bj;(cj; 
.(cx,):(Pj;(y„); x,y 
n (a,L ft (''J, n k\ 
00 00 J=' J=' > ' 
= y y 
'-' -' n i-L n (p.l n (y.l 
x' r 
I s i r! s 
Where for convergence, 
(i) p + q < / + m + l , p + k < / + n + l , |x |<oo, | y | < 
Or 
(ii) p+q = / + m + l , p + k = / + n + l 
and 
(3.6.5) 
00 . 
(iii) 
1 1 
|x|(p-i) + | y |(p-i) <1 
m a x I X I, I y I } < 1 
if p >1 
ifp<l . 
Similarly a general triple hypergeometric series F^ ^^  [x, y, z] (cf. 
Srivastava [189] p. 428] is defined as 
F(^)[x,y,z]=F (3) •(a)::(b);(b');(b"):(d);(d');(d"); 
.(e)::(g);(g');(g"):(h);(h');(h"); ' ' ' ' ' 
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0 0 0 0 0 0 m n p 
= E Z E A(m,n,p,)— ^ — (3.6.6) 
£i t'oU m! n! p! 
where, for convenience, 
n(-jL,pnKLfi(b;lpn(b;l„n(djln(d;ln(ii)p 
fi(^iL,pn(8iLn(g;lpn(siUn(h,lfi(h;).n(h;)p 
j=i j=i j=i j=i j=i j=i j=i 
(3.6.7) 
where (a) abbreviates, the array of a parameters aj, a2, aA, with similar 
interpretations for (b), (b'), (b"), etcetera. The triple hypergeometric series in 
(3.6.6) converges absolutely when 
1 + E + G + G" + H - A - B - B ' ' - C > 0 1 
1 + E + G + G" + H ' - A - B - B ' - C " > 0 
1 + E + G' + G" + H" - A - B' - B" - C > 0 
(3.6.8) 
where the equations hold true for suitably constrained values of 
I X I, I y I a n d I z I. 
3.7 KONHAUSER'S BIORTHOGONAL POLYNOMIALS 
OF TWO VARIABLES Zf (x,y;k,p) 
M. A. Khan and Khursheed Ahmad [106] defined Konhauser's 
Polynomials of two variables Z"'^(x,y;k,p) as follows 
(n!) 
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I I 11-1 (-nLx^ y^^ ^ 
fr^  ^ r ! s ! r ( k s + a + l ) r (pr + p + l) (3.7.1) 
Putting p = 1, p = 0 and y = 0 in (3.2.1) we get 
z;.«(x,0;k,l)=I&H±S±i)^ JzA^ 
" ^ ^ n! ^ s! r(ks + a + l) 
which is Konhauser's Polynomials Z"(x; k) of one variable. 
Also for k = p = 1, (3.7.1) reduces to 
^ . ^x,y,l,IJ- _^^ ,^ , ^ ^ r ! s ! ( a + lX(|! + l), 
which is Ragab's Polynomials U"'''(x,y), a two variable analogue of 
Laguerre's Polynomials Ln^(x). 
Also for k = p = 1, P = 0 and y = 0 (3.7.1) becomes Laguerre's 
Polynomials L^^^^)-
Using (3.6.5) we can express (3.7.1) as 
(n!) k:p 
- n : — 
. - : (k. 
• 
a + l):A(p, p + 1) 
x" 
k'= 
y^  
P^  
(3.7.2) 
3.8 GENERATING FUNCTIONS FOR zf (x,y; k,p) 
The Polynomials Zn''^(x,y; k,p) admit the following generating relation: 
e'oF, 
A(k, a +1) 
' x^ 
VKy 
O^k 
A(p, p +1) 
(yj 
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=z n!Zf(x,y;k,p)t" t, (a + lL(p + l) (3.8.1) pn 
For an arbitrary we can easily obtain the following generating function 
for (3.7.1) 
^ n!(c)„Z«'P(x,y;k,p)t" 
n=0 (a + l),„(p + l), pn 
= ( i - t r F!;^ ;; 
A(k,a + l):A(p,|3 + l); t - 1 
f -1 
t - 1 
(3.8.2) 
If we replace t by - and let ICl >oo in (3.8.2) we obtain the 
c 
generating relation (3.8.1) for a positive integer] and an arbitrary A, another 
generating function for (3.7.1) is as given below: 
A{jA + l):: ; ; -
r(3) ' X ^ 
: A(k,a + l);A(p,p + l ) : - ; 
j^t, ' X ^ 
\^J V) Aj^t 
= Z 
n=0 
n!(^ + l)jnZ:'''(x,y;k,p)t" 
(a + lL(P + l) pn 
Interesting special cases of (3.8.3) are a given below: 
•A(P,P + 1):: ; ; - ; . .k 
r(3) Pt «Pt 
: A(k,a + l);A(p,p + l ) : - ; 
P'^t-y''t,p''t 
= Z 
n=0 
n!Z^-P(x,y;k,p)t" 
(a+ 4 kn 
(3.8.3) 
(3.8.4) 
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j(3) 
A(k,a + l):: 
-x^ t 
A(k,a + l);A(p,p + l ) : - ; 
f ^^ 
^ I k\ kh 
n=0 
n!Z^-P(x,y;k,p)t" 
(P + 1) 
(3.8.5) 
pn 
yet, another generating relation of interest for (3.7.1) is as follows: 
n!(^ + lLz; l ' (x,y;k,p)t» Z 
n=0 
^F(3) 
pn (^ + I)j„(a + 1L(P4-1) 
A(i,X + l ) : : - ; - ; -
A(j,n + l ) : : - : - : - : A(k,a + l);A(p,p + l ) : - ; 
x'^i't y'^i't r_ 
k^ y k' jJ ' jJ 
(3.8.6) 
Next, we consider the double series 
{(m + n)!}^Z«f„(x,y;k,p)t"z"' 
;f?o ^0 n! m! (a + l)k(,,n)(P + l)p( ,^n) ZZ 
^ n!Z^'P(x,y;k,p)t" 
n=0 
= 1 
n=0 
(a + lL(P + l) pn 
n; 
- z 
n!Z«-P(x,y;k,p)(z + t)" 
(a + lL(P + l), pn 
Now, by making use of (3.8.1), we at once arrive 
y f {(m + n)!FZ",f„(x,y;k,p)t"z-
„=o m=o n! m! (a + l)k(^,,)(p + l)p(„^„) 
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A(k,a + l) 
^ | ( z ^ t ) 
k oFp 
.A(p, P +1) 
(z + t) 
(3.8.7) 
Here (3.8.7) may be regarded as a double generating function for (3.7.1) 
3.9 SCHLAFLFS CONTOUR INTEGRAL FOR Z« P(x,y;k,p) 
It is easy to show that 
z:-P(x,y;k,p) 
_r(kn^a4-l)r(pn + pi-l) ^'^^ ( u V - x V - y V ) " 
u v 
Proof of (3.4.1). The R.H.S. of (3.9.1) is equal to 
r(kn + a + l)r(pn + p + l) ^ ^ ( - n L x'^  y pr 
(n!)^ r=0 s=0 
(0+) 
r! s! 
(0+) 
Ini 
_ f u - ( k s . a . l ) g U ^ ^ ^ _ L f ^ - ( p r . M gv 
2 7ii 
dv 
(3.9.1) 
_r(kn + a + l)r(pn + p + l )A g (-nLx^^y"^ 
(n!)^ r=0 s=0 r!s! r(ks + a + l) r(pr + p + l) 
using Hankwl's formulae (see A. Erdelyi et. al. [51], 1.6 (2)) 
1 1 °^r) 
j e ' t - d t r(z) 27ii J (3.9.2) 
finally (3.9.1) follows from (3.7.1) 
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3.10 FRACTIONAL INTEGRALS AND DERIVATIVES: 
Let L denote the linear space of (equivalent classes of) complex valued 
functions f(x) which are Lebesgue - integrable on [0, a], a < oo. For f(x) s L 
and complex number \i with Rlji > 0, the Riemann - Liouville fractional 
integral of order fi is defined as (see Prabhakar [159] p. 72) 
I^  f(x) = - ^ f ( x - t y f(t)dt for almost all xs[0,a] (3.10.1) 
using the operator P, Prabhakar [159] obtained the following result for 
Rl [1 > 0 and Rl a > -1 . 
V [x" Z«(x ;k) ]=- |^ !^^^±^^ x"*^ Z r ( x ; k ) (3.10.2) 
r(kn + a + |i +1 j 
To obtain a result similar to (3.10.2) for Z"'^(x,y;k,p) we first seek a 
two variable analogue of operator I^ . 
A two variable analogue of I^  may be defined as: 
^'"''^^'''^^'^ r ( ? ^ ' ^ 1 ( x - u r ( y - v r f(u, v) du dv (3.10.3) 
putting f(x,y)=x" y'' Z"''^(x,y;k,p)in (3.10.3) we obtain 
I^-^=[x«yPZ«-P(x,y;k,p)J 
= ^ ^ 1 I ( x - u r (y- v r u" vP Z«P(u,v;k,p)du dv 
= TK\^) j t ° w P ( l - t r ( 1 - w r Z-^xt,yw;k,p)dt dw 
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(By putting u == xt and v = yw) 
r(kn + a + l)r(pn + p + l)x""' yP"" 
U ^ r!s!r(ks + a + l)r(pr + P + l) 
X J t'^ ^" (l -1)^"' dt X J wP^ P^ (l - w)^ ~' dw (using (3.7.1)) 
0 0 
_r(kn + a + l)r(pn + (3 + l)x"^^ yP^ ^ 
(n!)^ 
r=0 s=0 
(-nLx^^y^^ 
r!s! r(ks + a + A. + l) r(pr + p + n + l)' 
We thus arrive at 
I*'''=[x'"yl'z:'(x,y;k,p)] 
^ r ( b , . a . l ) r ( p n . p . O x - y-' z ; . . . . ( , , , , , p ) , 3 , 0 , ) 
r(kn + a + ^  +1) r(pn + p + ^  +1 j 
we now make use of fractional differentiation operator D^ defined by 
' ^ ^ r(?i-^+i) 
where \x is an arbitrary complex number to show that 
f n!MnZ°-P(x,y;k,p)t" ^ 
„t^o H r ( k n + a + l)r(pn + p + l) ' ' 
[x-X ; 
|i + n ; 
= e ' ^ t XT/(2) 
(X,l): 
/^,l);A(k,a + l);A(p,P + l ) ; 
^x^' ^vY 
t , -
v»^ y 
y (3.10.5) 
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which is a series relation for Z"''^ (x,y; k,p) 
Proof of (3.10,5) we can rewrite (3.8.1) as: 
n!Z°'P(x,y;k,p)t" 
n=0 (a + 4„ (p + l), pn 
O^k 
A(k,a + l) 
X 
k oFp 
• A P 
_A(p,P + l) ^P^ 
Now, multiplying both sides by t^  ', and applying D^ ^ we obtain 
L.H.S. 
r W t M y y (-iyn!(?.L,Z^'P(x,y;k,p)t 
r(^) „4^  ^ r!H,Xa + lL(P + l)p„ 
r W ^ , _ . ^ n!M„Z^-P(x,y;k,p)t" ^ A, + n ; 
- t 
11+n ; 
rW^Me- 2 n!(4zf(x,y;k,p)t" _p_ 
rW n=0 Wn(« + lL(P + l), pn 
\i-X ; 
|i + n ; 
(using Kummer's transformation) 
similarly 
(^Lr ^x^ 
v»^y 
kl 
> < 
y 
^ f 
r W n'i U „.„.A.^ A fa+j^ T\ TP+J^  
"=° -° n!r!(^Ln 
j=i 
n 
'n j=l k Jr 
(U): 
_(^,l);A(k,a + l);A(p,p + l ) ; 
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Which immediately lead to (3.10.5) 
3.14 LAPLACE TRANSFORMS FOR Z«'^(x,y;k,p) 
In the usual notation the Laplace transform is given by 
L {f (t): s} = j e-^ ' f (t) dt ; Rl (s - a) > 0 (3.11.1) 
Where f 8 L (0, R) for very R > 0 and f (t) = 0 (e'^ ); t -^ <». Using (3.11.1) 
Srivastava [180] Proved 
L{tPZ«(xt;k):s} 
{a + \\„ r(p + i) 
sP '^ n! k+Pk 
n, A(k,p + l) ; . .k 
A(k,a + l) ^ s ; (3.11.2) 
Provided that Rl (s) > 0 Rl (p) > -1 
In order to obtain a result of the type (3.11.2) for Z"''^(x,y;k,p), we 
introduce a two variable analogue of (3.11.1) as follows: 
ou ay 
L{f(u,v):s,,S2}= j j e-''"-='^ ' f(u,v) dudv 
0 0 
(3.11.3) 
Now, we have 
LJu^v^ Z"'''(xu,yv;k,p): SpSj} 
(g + i L (P + l)p„ " - i-nl 
/ xks / \P^ 
I V \ ' V X 
. p ; 
r=0 s=0 
k / 
r.'s.'n 
o, + j \ J3 ra, ;^  
n 
's j=l 
p+j 
P Jr 
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(g + l L (P + l)pn r(Y + l ) r ( 5 + l) 
'^  ^Y + j ^ TT f S + j ^ ^ ^ ; ^ ^ . > ' ^ y ^ 
1=1 V P J 
X 
l y v S 2 y 
r=0 s=0 
/^ r> , A 
n'rlfimfl'P^J 
J=l j=l P A 
We thus arrive at 
, \ , , 7a .p / . ^ I ( « + Okn (P + Opn r ( Y + 1 ) r ( 5 + l ) 
L}u^ V Z^-i^lxu.yvilcp}: s.^s^j = , . 2 , , , 5.1 (n!)' s r ' s^' 
., 02 
^ ^ - : k : p 
n:A(k,y + l); A(p,5 + l); / xk 
- :A(k,a + l);A(p,P + l ) ; 
' ( ^\' 
. v ^ i y K^2 y 
In the special case when y = a, 5 = (3, it simplifies at once to the 
following elegant form: 
L{U"VP Z«''^(xu,yv;k,p):s„S2} 
Ja+\\, (p+i)p„ r(a+i)r(p+i) 
(n!)' sf""""' sP""''"' 
(sf sl-x' sP-sf yP)" (3.11.5) 
Where Rl (s,) > 0, RI (S2) > 0 and a > - 1 , p > - 1 , 
3.12 FURTHER INTEGRAL REPRESENTATIONS FOR 
Z:-'{X,TXP) 
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Using the definition of Beta function it is easy to derive the following 
integral representation for Z"'''(x,y;k,p) (see Rainville [165] p. 18): 
t s 
{ J x « ( s - x r y P ( t - y r Z-P(x,y;k,p)dxdy 
0 0 
^ r ( k n . a . l ) r ( p n . p . l ) r ( y ) r ( 5 ) s - - t^- Z r ^ - ( s , t ; k , p ) (3.12.1) 
r(kn + a + y + l ) r (pn + p + 6 + l) " v > ' ' F / v 
Using the integral (see Erdelyi et. al. [51], Vol I, p. 14) 
(0+) 
2isin7izr(z)= | (-1)'"'e"'dt (3.12.2) 
and the fact that 
( ' - x - y ) ° - I I <-">'« y'" ' (3.12.3) 
r=o s=o r! s! 
It is easy to derive the following integral representation for 
z:;-^(x,y;k,p) 
- ] ] ( " u r " ' (-v)-^-' e - - ( l -xH-u)-^ - y P ( - v r ) " du dv 
r(kn + a + l ) r (pn + p + l) " ^^'^'^'P^ 
Also, we have 
(n!) 
-^ \ : ^ -— j j u« vP e-"- Z^-P(xu,yv;k,p) du dv 
r(kn + a + l) r(pn + p + l) J J 
= ( l -x ' ' - yP)" (3.12.5) 
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3.13 A FINITE SUMMATION FORMULA FOR Z^P(x,y;k,p) 
It is easy to derive tiie following finite sum property of the polynomial 
Z::-P(x,y;k,p): 
Zf(xz,yz;k,k) 
= Z ,/ \,{ A ta\A Z„-'^(x,y;k,p) 
ffo n!(n-r)!(a + l),, (p + lX, 
(3.13.1) 
Proof of (3.13.1): The generating relation together with the fact that 
e'oF, 
A(k, a +1) 
' xz ] 
O^k 
A(k, p +1) 
e(-^^ e^ '^ oF, 
_A(k, a +1) u. z-'t O^k A(k, p +1) KJ 
yields 
A n! Z«'P(xz,yz;k,k)t" 
r=0 (a + lL (p + l),„ 
f (l-z^)" t" 
n=o n ! 
^f n!Z«-P(x,y;k,k)z^" t" ^ 
Uo (a + l)kn (P + l), kn J 
From which on comparing the coefficients oft" on both sides we get (3.13.1). 
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CHAPTER - 4 
HERMITE POLYNOMIALS OF ONE AND TWO 
VARIABLES 
The present chapter is a study of Hermite Polynomials of one and two 
variables. Hermite Polynomials of two variables suggested by S. F. Ragab's [163] 
Laguerre Polynomials of two variables defined and studied by M. A. Khan and G. 
S. Abukhammash [100]. Their generating functions recurrence relations, partial 
differential equations Rodrigues formulae, relationships with Hermite and 
Legendre Polynomials of one variable, some special properties and expansion of 
Legendre polynomials in terms of Hermite Polynomials of two variables have been 
given here. 
4.1 INTRODUCTION 
GENERATING FUNCTION OF THE FORJM G(2xt-t2) 
Consider the generating relation 
G(2xt-t^)= J gnWt" RainviUe [165] 
n=0 
PC 
or G ( U ) = 2 ] g„(x)t" Where u = 2xt-t^ (4.1.1) 
n=0 
in which G(u) has a formal Power series expansion, we arrive at properties held in 
common by pn (x) and —^ -^^  where Pn (x) is the Legendre polynomial and Hn (x) 
n! 
is the Hermite Polynomials 
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Let F = G(2xt-t^) (4.1.2) 
Then 
— = 2tG', — = (2x-2t)G' (4.1.3) 
dx at 
In which the argument of G' is omitted because it remains (2xt-t^) throughout. 
Form equations (4.13) they find that the F of (4.1.2) satisfies the partial differential 
equation. 
( x - l ) ^ - t ^ = 0 (4.1.4) 
^ ^dx at 
Since F = G ( 2 x t - t ' ) = | ; g„{x)t", 
n=0 
It follows from (4.1.4) that 
i;xg:(x)t"-2; g:(x)t-'-|;ng„(x)t"=o, 
n=0 n=0 n=0 
or 
Z x g ; ( x ) t " - 2 n g „ ( x ) t " - S g;_,(x)t" (4.1.5) 
n=0 n=0 n=0 
In (4.1.5) equation coefficients oft" to obtain the following result. 
Theorem 4.1: From 
G(2xt- t ' )= | ;g„(x) t " 
n=0 
tt follows that g'o (x) = 0 and for n > 1. 
xg'„(x)-ng„(x)=g:_,(x) (4.1.6) 
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The differential recurrence relation (3.1.6) is common to all sets gn (x) 
possessing a generating function of the form used in (4.1.1). 
For the choice G ( U ) = ( 1 - U ) T where u = 2xt-t^, the gn (x) become pn(x) 
then one get 
(l-2xt + t^)2 - ^ p„(x)t" which the Legendre polynomials Pn(x). 
n=0 
Hence the Legendre polynomials p„(x) satisfy the relation 
xp'n(x)-np„(x) = p:_,(x) (4.1.7) 
For the choice G(u) = exp (u), where u = 2xt - 1 ^ the gn (x) become —^-^ 
n! 
we get 
U 2\ ^ H„(x)t" 
exp(2xt-t^j=y "^  ^ 
n=o n! 
which is the Hermite Polynomials Hn (x) 
Hence the Hermite Polynomials Hn (x) satisfy the relation: 
XH;(X) nH„(x)^H;.,(x) 
n! n! (n-l)! 
Or 
xH'„(x)-nH„(x)=nH:_,(x) (4.1.8) 
4.2 DEFINITION OF HERMITE POLYNOMIALS: 
The Hermite Polynomials Hn (x) are defined as: 
I N « H„(x)t" 
exp[2xt-V)=2_^ "^  ^ (4.2.1) n=0 n! 
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valid for all finite x and t. 
since exp (2xt - 1 ^ )= exp (2xt) exp (-1^ j 
Z (2x)" t "V^ (-l)"t'" 
n! n=0 
n=0 k=0 
(-iy(2xr^^" 
k! ( n - 2 k ) ! 
IffoUows from 4.2.1) that 
Hn(x) = 
k=0 
(-iy(2xr^%! 
k! (n-2k)! (4.2.2) 
Examination of equation (4.2.2) shows that Hn (x) is a polynomial of degree 
precisely n in x and that 
H,(x)=2"x"+K„_2(x) (4.2.3) 
in which n„_2 (x) is a polynomials of degree (n - 2) in x. 
It follows that Hn (x) is an even function of x for even n, and odd function of 
X for odd n; 
H„(-x)=(- l )"H„(x) 
From (4.2.2) it follows that 
(4.2.4) 
2n H,n(0)=(-1)" 2 
H2n..(0) = (-1)" 2 
r\\ 
2;n 
2n+l r-i \ 
V^ Jt^ 
H2„.,(0)=0: 
; H2„(o)^o. 
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4.3 PURE RECURRENCE RELATIONS: 
The pure recurrence relations for Hermite Polynomials H„ (x); 
2xH„(x)=2nH„_,(x)+H„,,(x)for n>l (4.3.1) 
2xHo(x) = H,(x) for n = 0 (4.3.2) 
4.4 DIFFERENTIAL RECURRENCE RELATIONS: 
The differential recurrence relation for Hermite Polynomials Hn (x): 
H'„(x)=2nH,_,(x) for n>l (4.4.1) 
xH;(x)=nH;_,(x)+nH„(x) (4.4.2) 
H;(X)=2XH„_, (X)-H '„_ , (X) (4.4.3) 
H:(X) -2XH'„ (X)+ 2nH„(x)=0 (4.4.4) 
4.5 THE RODRIGUE'S FORMULA: 
The Rodrigue's Formula for Hermite Polynomials is given by: 
H„(x)=(-1)" exp(x^)D"exp(-x^) (4.5.1) 
4.6 OTHER GENERATING FUNCTION: 
Consider the sum: 
f ^c)„H„(x)f f | ] ( - i y ( c ) „ ( 2 x r S ° 
k.o n ! t„to k ! (n-2k)! 
^|, | , (-ir(cU(2x)"t" +2k 
n=o k=o k ! n ! 
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=zz 
k=0 11=0 
(c + 2 k ) „ ( 2 x t ) " ( - l f ( c L t -
n k! 
=Z (-l)'(ckt'^ c+2k S k ! (l-2xt)' 
Since (c)2k=2 2k n\ \2Ji. 
1 n 
- c + -
k V2 2y,, 
Therefore 
t <s^ii#i:.=(.-2xtr .F. 
n=0 n! 
1 1 1 
— c ;—c + — 
2 2 2 -4V 
{l-2xtf 
(4.6.1) 
4.7 INTEGRAL REPRESENTATION OF HERMITE 
POLYNOMIALS: 
We also present an integral representation for the Hermite Polynomial. We 
start with the generating relation: 
exp(2xt-tO=i; ^^-^ 
n=0 n ' 
By Maclaurin's theorem, we have 
f(t)=exp(2x,-t^)=f(oKi:(^t+i:(5)ii, , m ^ 
^^ ^ ^ ^ ^ 1 ! 1 ! n! 
+ 
Where f (0) denote the value of nth partial derivative of exp(2xt-t^] w. r. t 't' at 
t = 0. It follows that 
Hn(x): a" 
at" exp 
(2xt-t2) 
t=o 
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But by complex variable theory 
r ( 0 ) = — f u-"-' f(u)du, 
2711 J 
where C is the contour encircling the origin in positive direction. 
Hence we obtain 
H „ ( x ) = — f u-"-' exp (2xu-u ' )du (4.7.1) 
2711 I 
If we choose the contour as u = e'®, the contour integral in (4.7.1) changes 
into a real integral and we obtain 
H„(x) = —^ f exp (2xcos0-cos2 0 ) cos (2xs in0 - s in20 -ne )de 
^ c 
(4.7.2) 
4.8 ORTHOGONAL PROPERTIES OF Hn (x): 
The orthogonal properties of Hn (x) are : 
oc 
(i) j exp(-x^)H„(x)H„(x)dx = 0, i f m ^ n (4.8.1) 
-oc 
QC 
(ii) j exp(-x^)H„(x)H„(x)dx = 2"n!V^, ifm = n (4.8.2) 
4.9 HERMITE POLYNOMIAL IN TERMS OF TERMINATING 
2F0: 
We now write the Hermite Polynomial as terminating 2F0: 
The formula: 
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[f] 
S k ! (n-2k) ! (-n)2|. 
k=0 2" k! 
= (2x)" 2; — 
k f - n 
2 ^ " " ^ ^ 1 (xO-2 2A 
k=0 k! 
=(2xr z 
— + -
k V 2 2yk 
k=0 k! 
Hence we arrive at 
H„(x)=(2x)" F^c 
n 
2 ' 
- n 1 
2 ^r -1 
, 2 
X 
(4.9.1) 
4.10 MORE GENERATING FUNCTIONS: 
Consider the series: 
f f H „ , , ( x ) t " v ^ ^ ^ f H„(x)t"-^v^ 
to h k !n ! to to k ! ( n - k ) ! 
^ V H„(x)(t + v ) \ f . „^ ^ n ! t " - S ^ 
~to n! '^•^''"'^^ ~,^o k ! ( n - k ) ! 
= exp[2x(t + v)-(t + v)^ J 
= exp(2xt-1^) exp [2(x-1) v - v J^ 
U i\^ H|,(x-t)v 
= exp(2xt-t'JZ ^ \ / 
k=o k! 
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Equating the coefficient of — we get 
2 ^ii±!cMl!. = exp(2xt - t^ )H, (x- t ) (4.10.1) 
k=0 n! 
Using the above equation, (4.10.1), they derive a bilinear generating relation as 
follows: 
Consider the series: 
n=0 
H„(x)Hjy)t" 
n! 
j] 
n=0 k=0 
(-1)" (2x)-^> H„(y)t° 
k ! ( n - 2 k ) ! 
= z (-ly (2x)° H„,,Jy)t" 
+2k 
n,k=0 n ! k! 
n=0 k=0 
=zz 
k .2k Hn.2k(y)(2xtr A-if t 
n ! k! 
exp(4xyt-4x^t^)H2^(y-2xt)(-l) k .2k 
n=0 k=0 k ! 
— (•.•(4.10.1) 
Now substituting 
' '^ ^ ^ s ! ( 2 k - 2 s ) ! s=0 
(2k)! = (1)2, =2^^k! 
UJk we get 
Z 
n=0 
Hn(x)H„(y)t" 
n! 
oc k 
= exp(4xyt-4x^t^)2; J] 
(-ir 2^ i\] (2y-4xt) 2k-2s 2k 
k=0 s=0 s! (2k-2s)! 
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k+2s o2k+2s 
= exp (4xyt-4x^t^) J ] 
( -1^^^ 2 f l ^ (2y-4xtrt 2k ,2k+2s 
V^Vk+s 
k,s=0 !(2k)! 
A i \ 
= exp (4xyt-4x^t^) J ] 
(-1^2^^ - ( 2 y - 4 x t f t ,2k .2k+2s 
V ^ / k + s 
k,s=0 s! k! 
v2A 
exp (4xyt-4x^t^)|; X 
- + k 
v2 y 
22s^2s(_iy^2k(2y_4xt)-2 k 
k=0 s=0 s! k! 
exp(4xyt-4xV)|:(-^)^^"fa-;-0 
'-' k ! ( l - 4 t ^ ) 2 ' ' 
(l - 4t^)2 exp (4xyt - 4x^t^) exp 4t^(y-2xty 
l -4 t^ 
Hence we arrive at 
t H„(x)H„(y)f /^  ^^ ,v 
n=o n ! exp y 
(-y-2xt)^ 
l -4t^ 
(4.10.2) 
which is the desired bilinear generating relation. 
In 1998, M. A. Khan and G. S. Abukhammash [100] undertaken the study of 
Hermite Polynomials of two variables and obtained many useful results. 
4.11 HERMITE POLYNOMIALS OF TWO VARIABLES: 
M. A. Khan and G. S. Abukhammash [100] defined Hermite Polynomials of 
two variables Hn (x, y) as follows: 
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^ r ! (n-2r j ! (4.11.1) 
Where Hn (x) is the well known Hermite Polynomial of one variable. 
The definition (4.11.1) is equivalent to the following explicit representation 
ofH„(x,y): 
H>,y)JtHi:i^ (^ ^r-^ (-yX(-o^ 
r=0 s=0 r! s ! 
(4.11.2) 
It may be noted that for y = 0, Hermite Polynomial of two variables Hn (x, 
y), reduces to Hermite Polynomials Hn (x) of one variable. Thus 
H„(x,0) = H„(x) (4.11.3) 
In terms of double hypergeometric function, Hermite Polynomials of two 
variables can be written as: 
H„(x,y): '2;0;0 0;0;0 
n 
"2 ' 
5 
- n 
2 
+ 
1 
2 ' ' ' ' _4y 4 
x^  ' x^  
-T (4.11-4) 
where for right hand side of (3.11.4), it may be recalled that the definition of a 
more general double hypergeometric function (than the one defined by [13] Kampe 
de Feriet) in a slightly modified notation [see, for example, Srivastava and Panda 
[188] (1976) p. 423, Eq. (26)]: 
(ap):(bj;(cj; 
F^^' 
.(a.):(Pj;(rn); x,y 
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j=i j=i j=i ^ y 
= y Jil Ji £1 _ iL. (4.11.5) 
'•"° n («iL n i^), n frjl 
j=i j=i j=i 
' s! 
where for convergence, 
(i) p + q < / + m + l , p + k < / + n + l , | x | <oo, | y | <co. 
(ii) p+q = / + m + l , p + k = / + n + l 
and 
|x|(p-i) + | y |(p-i) <1 
maxjx l , | y | } , < l , if P<1. (4.11.6) 
Although the double hypergeometric function defined by (4.6.5) reduces to 
the Kampe de Feriet function in the special case: 
q = k and m = n 
Yet it is usually referred to in the literature as Kampe de Feriet function. 
4.12 GENERATING FUNCTION FOR H„ (x, y): 
Consider the Sum 
^ H „ ( x , y ) t " _ | . t : : | [ g ^ ( - n k , ( 2 x r - ^ ^ ( - y y ( - l ) ^ 
i^ n ! n=o n! r=o s=o r ! s ! 
n=o h h r! s ! ( n - 2 r - 2 s ) ! 
^ j . (2x)"(-yy(-iy t"^^^^^-
n,r.s=o r! s! n! 
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=s 
g2xt g-yt ' e ' ' ^ =6^ " ' " ^^ " " ' ^ ' ' 
They thus arrived at the following generating 
y H n ( x , y ) t " ^g2xt-(y.l)t^ 
n=0 
(4.12.1) 
Next they consider the sum 
^ (c)„ H„(x,y)t" 
n=0 n ! 
OC OC °C 
n=0 r=0 s=0 
(oU..,(2xr(-yy(-i)'t"^'"' 
r! s ! n! 
f^ ( 4 , . . , ( - y ) ' ( - ' ) ' ' ' " ^ ' v ; (c+^2r + 2s)„(2xt)" 
r,s=0 r! s ! n=0 n ! 
^ (4(r.s)(-yy(-0' (t 'T A 2:a)-'-"-'' 
r,s=0 I c I r! s 
fc^ fc 1 
+ • 
=(i-2xtr2: 
r,s=0 
V2A+S 2 2 r+s 
r! s ! 
-4yt^ 
[(l-2xt)^ 
-4t^ 
[(l-2xty 
They thus arrived at the (divergent) generating function: 
( l -2xt)" '= F, 2;0;0 0:0; 0 
c c 1 
2 2 2 4yt^ 4t^ 
( l -2xt)^ ' (l-2xt)^ 
=1 
n=0 
(c)„ H„(x,y)t" 
n ! 
(4.12.2) 
Next they considered 
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kio k! n! to h k! (n -k ) ! 
^ H „ ( x , y ) ^ n!t"-^ v^  
11=0 n ! iSS k! (n-k)! 
E 
k,n=0 
H„(x,y)(t + v)" (t + v)"=S ii. n! t"-'v'^ 
:^ o k ! (n -k) ! 
_ 2xl-(y+l)l^ 2xv-(y+l)(v2 + 2vl) _ 2xl-(y+l)t^ p2[x-(y+l)t]v-(y+l)v 
= e = e 
_,2xt-(y+i)t^ y Hk(x-yt- t ,y)v '^ 
= e 
k=0 k! 
By equating the coefficient of — they obtained 
X ^jJMK = ^^^^-iy^^y H,(x-yt-t,y) 
n=0 n! 
(4.12.3) 
Similarly, 
Z 
r,s,n=0 
H n . r . s ( x , y ) t " u - V -
r! s! n! 
= E H n . . . s ( x , y ) t " u ^ V ^ 
nfrlo r! s! n! 
; ^ ; ^ ^ r! s! ( n - r - s ) ! 
^ H„(x,y)t"^g (-nL(-ir^('J 
YvV 
t ; 
n=0 n r=0 s=0 r! s! 
n=0 
H„(x,y)t" r, u v^ 
n! 
1 + - + 
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j . H„(x,y)(t + u + v)" 
„=o n! 
2x ( t+u + v ) - ( y + l ) ( t + u + v ) ^ 
2x-{y + l)t^ g2(x- ty - t )u - (y + l)u^ g 2 ( x - t y - t - y u - u ) v - ( y + l) v' 
g2xt-(y+i)t^g2(x-ty-t)u-(y+i)u^ y H,(x - t y - 1 - y u - u , y ) v ^ 
V 
Equating the coefficients of — on gets 
r! 
f H„, , , , (x,y)t" u^ ^^2xt-(y..).- ^2(x-ty-.)u-(y.i)u^ H ^ x - t y - 1 - y u - u , y ) 
s,n=o s! n! 
(4.12.4) 
4.13 SPECIAL PROPERTIES: 
Consider the identity 
g2xt-(y+l) t' _ g2(xt)- (y + 1) t^  g(y + l)x^ t^ -Cy + O t^  
_ p 2 ( x t ) - ( y + l ) ( x t ) % ( y + l ) ( x ^ - l ) l' 
= e 
or 
| , H„(x,y)t" ^^ H„(l,yXxt)" £ (y + lf(x^-l)S 
n=o n! n=o n! k=o k! 
.ff H„.,,(l,y)x°-^'(y + iy(x^-iyt° 
to ti (n-2k)! k! 
Equating the coefficient of, t" one get 
2k 
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H r, ,)M n!H„.,,(l,y)x°-^>(y + l H x ' - i y 
, - (4.13.1) 
k=o k!(n-2k)! 
Next they considered the identity: 
or 
g2(x,+X2)t-(y+l)l^ ^ g2x,l-(y+l) l^  g 2 x j l - ( y H ) l ^ C^^""^ ' ' 
A H„(x,+x„y)t" _j. H„(x„y)t" f H„ (x„y) t^  | . (y + l^ t^ ^ 
n"^  n! ;^ n! ^o r! s=o s! 
^ A H„(x„y)HXx„y)(y + iyt"-^-
•^n n' r' s' 
n,r,s=0 " • ' • ^ • 
^ y y Hn-..(x.,y)H,(x,,y)(y + iy t " -
,%to (n-2s)! r! s! 
^ y f f H„_,.,,(x„y)HXx„y)(y + iyt" 
n4^  ^ ^ (n- r -2s) ! r! s! 
Equating the coefficient oft" they obtained: 
t n - r - 2 s ( X l , y ) H , ( x 2 , y ) ( y + i y H „ ( x , . x „ y ) = 2 ; f nl H vx,.y;»,,x y n y . . ; ^^  ,3 ^^  
^ ^ (n - r -2s j ! r! s! 
Next they consider the identity: 
g2xt-(y |+y2+l) t^ g 2 x t - t ' _ g 2 x t - ( y | + l ) t 2 g 2 x l - ( y 2 + l ) r 
or 
y H„(x, y , + y j t " ^ H, (x) t^  _ - H„(x,y,)t" f H, (x,y,) t^  
n=o n! "kt^  k! to n! .t^o k! 
or 
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f H„(x, yi4-y,)H,(x)t"^^ f H„ (x,y,) H, (x ,yj t " 
n! K! nt^ n n! K! n,lc=0 ii • -^ • n,k=0 
^n+k Equating the coefficient oft one gets. 
Hn(x, y,+y2)H,(x)=H„(x,y,)H,(x,y,) (4.13.3) 
Where H^  (x) is the well known Hermite Polynomial of one variable. 
Now, by considering the identity 
and proceeding as above they obtained 
"^  ' i 3 k! (n-k) ! 
Similarly, by considering the identity: 
g 2 x t - ( X y + l ) t2 _ g 2 x t - ( y + l ) l^ g 2 ( l - X ) y l ^ 
They obtained 
H„(.,Xy) = | " ' »^M(^-^f y' (4.13.5) 
"^  '•' to k!(n-2k)! 
Similarly, by considering the identity: 
g2Xxt - (ny + l)t^ ^ g 2 x t - ( y + l)t2 g2(X-l)xt-{(n-l)y + l }t^  ^t^ 
They obtained 
f:3 s^o r! s! (n - r -2s ) ! 
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4.14 RECURRENCE RELATIONS: 
Since 
g2xt-(y + l)t^  ^ y Hn(x»y) t" (4.14.1) 
Differentiating (4.14.1) partially w.r.t x one gets 
"^  t" a 2te- ' - (^^ ' ) '^=2; i - ^ H „ ( x , y ) (4.14.2) 
^ n! ax 
Now (4.14.2) can be written as: 
i^ n! n=o n! ax 
which with a shift of index on the left. 
Yields — Ho(x,y)=0 andforn>l . 
dx 
2 H ^ ^ l A H „ ( x , y ) (4.14.3) 
(n- l ) ! n! ax "^  ^^ ^ ^ 
or 
— H„(x,y)=2nH„_,(x,y) 
ox 
Iteration of (4.14.3) gives 
f H„(x.y). '' "' ^f-y^ 
OX (n - s j I 
Differentiating (4.14.1) partially w.r.t 'y' one gets. 
- t ^ e - - ( - ' ) ' ^ = j ; ^ f H„(x,y) (4.14.4) 
or 
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^ H„(x,y) t"^ ^ « t" 5 „ , . 
n=o n! ;t:^  n! ay 
Which with a shift of index on the left 
yields 
— Ho(x,y)=0, — H,(x,y) = 0, andforn>2, 
oy dy 
(n-2J! n! a y 
or 
^ - H „ ( x , y ) = - n ( n - l ) H „ _ 2 ( x , y ) (4.14.5) 
dy 
Iteration of (4.9.5) gives 
# 7 H„(x.y) = < - ' ) ; » ; " < : ' ^ ) (4.14.6) 
dy V"-2rj ! 
Differentiating (4.14.5) partially w.r.t. 't' one gets. 
2(x - yt -1 ) e^ '^-^y '^)'' = t " " / ^ ' y ) / " " ' (4.14.7) 
^ ^ (n -1) ! n=l 
Multiplying (4.14.2), (4.14.4) and (4.14.7) by (x -1), 2y and - t respectively 
and adding one gets. 
n=o n! a x ; ^ n! ay 
oc + n - ' 
'So^""^'"^)^" 
or 
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oc , , + n -3 oc <.n S^AH„(x,y)-|:^H„(x,y) 
; ^ n! a x t i ( n - l j ! 
n=o n! ay n=o n! 5x 
Equating the coefficient oft" one gets 
^ A H„(x,y)-2- H. (x ,y)+2l A H„(x.y) = ^  A H„_,(x,y) 
n i a x n! n i a y ( n - l j ! a x 
or 
x ^ - H„(x,y)-nH„(x,y)+2y — H„(x,y) = n — H„_,(x,y) 
ox oy ox 
(4.14.8) 
Combination of (4.14.3) (4.14.5) and (4.14.8) yields 
2nxH„_,(x,y)-nH„(x,y)-2n(n-l)y H„_2{x,y)= n—-H„_,(x,y) 
ox 
(4.14.9) 
From (4.14.3) and (4,14.9) they obtained the pure recurrence relation 
2nxH„_,(x,y)-nH„(x,y)=2n(n-l)(y + l)H„_2(x,y) (4.14.10) 
and the partial differential equation: 
H „ ( x , y ) - n x — H j x , y ) - 4 y — H„(x,y)+2nH„(x,y)= 0 
ax^ "^ '•" Qy. "^  '- / " dy 
(4.14.11) 
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4.15 RELATIONSHIP BETWEEN H„ (x, y) AND H„ (x): 
Since 
,2xt - t' Hn(x)t" 
n=0 n! 
(4.15.1) 
where Hn (x) is well known Hermite Polynomial of one variable. 
j ^ j 
Replacing X by , and t by sly + lt in (4.15.1), one gets 
Vy+1 
H, 
^ X ^ 
.2xt - (y+l) t^ _ z 
n=0 
v^/y+'; 
(V7TIT)" 
n! 
(4.15.2) 
In view of (4.15.1) one cane write (4.15.2) as 
^ X ^ 
| , H„(x,y) t"^ | . Uy + ^ (y + l)2 t" 
n=o n n=0 
Equating the coefficients oft", one gets: 
Hn(x,y)=(y + i)2 H„ ^ X ] 
V y ^ . 
(4.15.3) 
Now 
Hn(-x,y) = (-l)" H„ (x,y) (4.15.4) 
For y = 0 (4.15.3) reduces 
H„(x,0)= H„(x) (4.15.5) 
and for x = 0, one gets 
H„(o,y)= (y+i)2H„(o) (4.15.6) 
But 
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H,n(0)= ( - l ) "2^" f i l ; H,„„(0)=0 
So using (4.15.7) in (4.15.6), they obtained 
H,n(0,y)= (y + l)"(-l)"2^" 
H2n..(o,y)=o 
Forx = y = 0, (4.15.3) becomes 
H„(0,0)= H„(0) 
Which in the light of (4.15.7) gives 
H,n.,(0,0)= ( - i r 2 ^ " f i l =H,„(0) 
v2y„ 
Now 
H2„,(0,0) = 0=H;„,(0) 
5 X ^ r! (n - 2r) ! 
(4.15.7) 
(4.15.8) 
(4.15.9) 
(4.15.10) 
(4.15.11) 
(4.15.12) 
where H : ( X ) = — H „ ( X ) 
dx 
if one denotes 
then 
dx 
H„(x,y) 
Jx=0 
by—H„(0,y) 
ox 
dx 
H2„(0,y)=0 = H'2„(0) (4.15.13) 
^H,„,(0,y)=(-l)"2-f|l(l + yr (4.15.14) 
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and AH,„^,(0,y)=(-ir2^{f = ii'2nA0) (4.15.15) 
4.16 THE RODRIGUE'S FORMULA: 
Examination of the defining relation 
. 2 x l - ( y + l ) t - _ 
n=0 
Hn(x,y)t" 
n 
In the light of Maclaurin's theorem gives one at once. 
Hn(x,y) = 
dt" 
, 2 x t - ( y + l ) t2 
t=0 
(4.16.1) 
The function e ^ •^ ' is independent oft so one can write 
e^*'H„(x,y) = 
dt" 
2xt 
-^/rHt 
t=0 
Now put . ^y = lt = CO then 
Vy + i 
e^^'H„(x,y)=(-l)"(y + l)l d" 
dco" 
= (-l)"(y + l)" - ^ e 
^ ^ ^^  ^ dx" 
y+l 
or H„(x,y)=(-l)"(y + l)"e(y"')D"e(y^') ; D ^ 
dx 
(4.16.2) 
a formula of the same nature as Rodrigue's formula for Hermite Polynomial of one 
variable Hn (x) 
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4.17 RELATIONSHIP WITH LEGENDRE POLYNOMIAL: 
Curzon [41], obtained many relations connecting the Hermite Polynomials 
Hn (x) and the Legendre polynomials ?„ (x) with n usually not restricted to be 
integral one of the simplest of his relations one in which 'n' is to be an integer is 
Pn(x) = - V ] ^ " ' ^ t " H „ ( x t ) d t (4.17.1) 
n! VTI; 0 
Since by (4.11.1) 
H„(x.y) J "'<7/'"-;W 
^ r!(n-2r)! 
One has 
2 ', _,= „ . , r y^ 
n ! VTi n V t ; 
dt 
^  jf]n!(^jH„_,.(xt) 
, dt 
2r)! n! VTC 0 r=o r ! (n -
fi r! (n-2r)!V^ I "''^ ^ 
1.2 J f_vV 
Z M^Pn-2r(x) using(4.17.1) 
r=0 
Thus one arrives at 
2 •'r -t^ ^ 
- — ^ j e-^  t" H„ xt, ^ dt = P„(x,y) (4.17.2) 
where p„(x,y)is the Legendre's Polynomials of two variables defined and studies 
by M. A. Khan and G. S. Abukhammash [124]. 
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These polynomials Pn(x,y) are defined as 
P n ( x , y ) = 5 : t # P n - 2 . ( x ) 
ro r\ 
(4.17.3) 
4.18 EXPANSION OF POLYNOMIALS: 
Since 
.2xt-(y+i)t2 ^ y H „ ( x , y ) t" 
n=0 n 
(4.18.1) 
it follows that 
e2xt ^ g (y+i) t^  y H „ ( x , y ) t" 
^ n! n=0 
or 
n=0 n! 
(2xt)" ^ {y + tf e")^ H„(x,y)t" I k! I 
Vn=0 n! 
= S 
n,k=0 
Hn(x,y)(y + i r t 
n! k! 
,k .n+2k 
^ l ^ g _H„_,,(x,y)(y + lft" 
n=0 k=0 (n-2k) ! k! 
Equating coefficients oft" one gets 
^ „ ^ L ^ n!H„_,,(x,y)(y + l)^ 
k=0 2" (n-2k)! k! 
(4.18.2) 
Let one employ (4.18.1) to expand the Legendre Polynomial in a series of 
Hermite Polynomials. Consider the series 
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n=0 n=0 k=0 k! (n-2k)! 
= S 
n,k=0 
(-1)^  (2x ) " t " ^ ' ' 
v^yn+k 
k! n! 
From (4.18.1) one has 
(2x)" j ^ H„,,,(x,y)(y + 1)" 
n! s=0 (n-2s)! 
Hence one may write 
/ i A 
U; Hn-2s(x,y)(y + i y t 
n+2k 
n+k 
n=0 n,k=0 s=0 k! s! (n-2s)! 
= Z 
n,k,s=0 
(-•)' n\ 
V-^/n+k+2s 
H„(x,y)(y + i r t" +2k+2s 
k! s! n! 
oc k sz 
n,k=0 s=0 
(-1)' k-s Hn(x,y)(y + iyt n+2k 
^n+k+s 
(k-s)! s! n! 
X k 
n,k=0 s=0 
( - i r k l f i + n + kl (-l)^fi' H„(x,y)(y + iyt n+2k 
s! (k-s)! k! n! 
. i-lfi^] H„(x,y)t"- ^ k ! ( - i r f l + n + kl(y-.iy 
y V^>'n+k y V^ Js 
n,k=0 s=0 A (k-s) ! 
2^0 
z 
n,k=0 
-ki-(-n-fk,-;y-f lV-l)^f l l H„(x,y)r^^ 
^ J v2 ;n -k 
n! k! 
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2^0 All 
n=0 k=0 
Equating the coefficients oft" one gets 
^ .ro 
- k , - + n - k , - ; y + l (-l) H„-2.(x,y)t" 
v^yn-k 
k! (n-2k) ! 
f\^ 
V^yn-k 
Hn-2k(X'y) 
k=0 k! (n-2k)! 
(4.18.3) 
One now employs (4.18.2) to expand the Legendre Polynomials of two 
variables in a series of Hermite Polynomials of two variables. 
Consider the series. 
n 
oc [21 
IPn(x,y)t"=E 
n=0 n=0 r=0 
(-y)' 
r! 
P.-2,(x)t° by (4.18.3) 
t - ^ PM" +2r 
n,r=0 r! 
= 1 i-yy '' 
n,r=0 ^ • s=0 
z — 
(2x)"-'^ t"'" 
.\ (n-2s)! 
= z 
(-yy(-i) , s , 0 
y,n 
(2x)" t" +2r+2s 
n,r,s=0 r! s! n! 
= Z 
i-yn-^y t n+2r+2s 
n,r,s=0 I c l r! s 
I H„-.t(x,y)(y+ir 
k=0 k! (n-2k) ! 
= I 
(-y) ' (- i)" t n+2r+2s+2k (y + 1)^  H„(x,y) 
V^yn+2k+s 
n,r,s,k=0 r! s! n! k! 
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r^^ 
= s 
n,r,s=0 
{-yn-i)\^ H.(x,y)t" 
r! s! n! 
•i+2r+2s 
k=0 
- + n + s 
2 (-s).(-iny + iy 
k! 
= Z 
n,r,s=0 r! s! n! 
2f^0 
•s, —+ n + s 
2 
- (y + 1) 
fl) 
n,r=0 s=0 
i] (-y)'(-l)*^ H„.,,(x,y)r%F« 
V^yn-: 
- s, - + n - s; - ; - (y +1) 
r! s! (n-2s) ! 
. [i] IT'] (-y)'(-i) 
S I S — 
H„-2,.2,(x,y)t" 
V'^yn-2r-s 
n=0 r=0 s=0 r! s! ( n - 2 r - 2 s ) ! 
X jfo - s, - + n - 2r - s; - ; - (y +1) 
The final result is 
[;][H(-y)'(-0'^ H„.,„,(x,y) 
p.(x)=S Z 2A -2r-s 
r=0 s=0 r! s! ( n - 2 r - 2 s ) ! 
X 2F0 • s , - + n - 2 r - s ; - ; - ( y + l) (4.18.4) 
For y = 0 (3.18.4) reduces to the well known result 
2^0 
P„(x)=E 
1 
- s , - + n - s ; - ; - l 
2 
(-lyf^l H„_2,(x,y) 
V^/n-: 
S=0 s! (n-2s)! 
(4.18.5) 
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CHAPTER - 5 
BESSEL POLYNOMIALS OF ONE AND TWO 
VARIABLES 
The present chapter is a study of Bessel Polynomials of one and two 
variables Bessel Polynomials of two variables were defined and studied by M. 
A. Khan and K. Ahmad [111]. This chapter contains certain integral 
representations, a Schlafli's contour integral, a fractional integral; Laplace 
transforms some generating functions and double generating functions. 
5.1 INTRODUCTION: 
BESSEL POLYNOMIALS OF ONE VARIABLE: 
The simple Bessel Polynomial 
Yn(x)= .Fo 
- n, 1 + n; 
X (5.1.1) 
and the generalized one 
Y„(a,b,x)= 2F0 
n, a - l + n; 
X 
"b 
(5.1.2) 
were investigated by H. L. Krall and O. Frink [153] in (1949). 
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These Polynomials were introduced by them in connection with the 
solution of the wave equation in spherical coordinates, they are the Polynomial 
solution of the differential equation. 
x ' y"(x)+(ax + b)y ' (x)=n(n + a - l ) y ( x ) (5.1.3) 
where n is a positive integer and a and b are arbitrary parameters. These 
Polynomials are the orthogonal on the unit circle with respect to the weight 
function: 
1 
"^^ ^ iTzito r ( a + n - l ) I, X 
(5.1.4) 
Several authors including Agarwal [5], Al-Salam [6], Brafman [23], 
Burchnall [25], Carlitz [27], Chatterjea [35], Dickinson [43], Eweida [53], 
Grosswald [55], Rainville [164] and Toscano [191] have contributed to the 
study of the Bessel Polynomials. 
The simple Bessel Polynomial ¥„ (x) is related to the Bessel functions in 
the following manner. 
Y„ (\\ (\ \ 
1 
\^\ij 
—7ir 
v2 y 
i - ' j ,(r)+i"J ,(r) 
n+-
2 
J 1 (r) = (27cr) 2 j -n-l gT Y — l + i"" e-'^  Y, ' ^ ' 
- I 
J ,(r)=(27tr)2 
- n — 
2 
i" e'^  Y f—1 + i~"e"''Y f - 1 
Let us take as a standard for Polynomials of this character: 
98 
e„(c,x)=%,F, -n , c + n; 2^0 (5.1.5) 
The simple Bessel Polynomial is the special case with c = 1 and x replaced by 
2x 
. To get the Karll - Frink [153] generalized Bessel Polynomial, introduce 
- X 
the redundant parameter b by replacing x by — put c = a - 1 and multiply 
b 
''h'Thvk 
From (5.1.5) it follows unit 
k=0 
(5.1.6) 
or 
fl ^ ^ V ( -0 (4-k ^ 
t:^ k!(n-kj! (5.1.7) 
Equation (5.1.6) shows that 9n (c, x) fits into the scheme of theorem {48} page 
137 (Rainville [165] with r^  
n\ 
V^/k 
ri 1 \ 
- + - C 
k! 
. This yields the generating 
relation 
( i- t)- 2f^0 
1 1 1 
- c , - C + - ; 
2 2 2 -4xt (i-tf = Y, e„(c,x) t" (5.1.8) n=0 
and the further properties 
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^n^^ , f (-iy(c4-2k)9,(c,x) ^3^9^ 
k=o ( n - k ) ! (c)„^k+i 
x0:(c,x)-n0„(c,x)=-(c + n-l)0„_,(c,x)-x0:_,(c,x) 
= X [c0,(c,x)+2x0Uc,x)] 
\n-k 
= Z (-1) (c + 2k)e,(c,x) (5.1.10) 
k^ O 
For c = 1 the generating relation (5.1.8) appears in Sister Celine's work 
Fasenmyer essentially the generating relation of theorem (48) for ^ a pF^  
appears in Rainville [165] with minor variations in notation Sister Celine in her 
Michigan thesis also obtained contiguous function relations applicable to 2Fo's 
of the type of (5.1.2) or (5.1.5) in this section equation (5.1.9) appears in 
Dickinson [43]. 
It is a simple application of Sister Celine's technique (see Chapter 14 or 
Fasenmyer Rainville) [165] to obtain such relations as: 
(c + 2n-l)x2 0'„(c,x) = n[l + (c + 2n-l)x]0„(c,x)-(c + n-l)0„_,(c,x) 
(5.1.11) 
c 0„(c + l,x)= X 0;(c,x)+(c + n)0„(c,x) (5.1.12) 
(c + 2n-l)e„(c-l ,x) = (c-l)[0„(c,x)+0„.,(c,x)] (5.1.13) 
n(c + 2n-3)0„(c,x) 
= (c + 2n-2) [ c - l - ( c + 2n-l)(c + 2n-3)x] 0„_,(c,x) 
+ (c + n-2)(c + 2n-l) e„_2(c,x) (5.1.14) 
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For the moment let 
'"^"^-^0 k! (n-k)! (5.1.15) 
of which 9n (c, x) is the special case 5n == 1. From (5.1.15) it follows that 
^ f „ ( x ) t " ^ | . ( - lL (4 .2 . 5„ x^ t" +k 
n=0 (o). n,k=0 k!n! (cL, 
Z 2F. 
n=0 
1 1 1 1 1 
—c + —n, —c + —n + —; 
2 2 2 2 2 
c + n; 
-4x t 5„ t" 
n 
1 <« 
(l + 4xt)TX 2 V"'"' 5„ t" 
n=0 1 + Vl + 4xt n 
Now let F(u)=2; ^ " ° 
n=0 n ! 
It is then possible to write 
(l + 4xt)l 
>c-l 
l + Vl + 4xt J U + Vl + 4xt 
2t ^ 
n=0 
fn(x)t" 
(4 (5.1.16) 
For Fa pFq what is essentially the preceding (5.1.16) appears in Rainville [165] 
with minor changes in notation. By using 5n = 1, we obtain Burchnalls 
generating relation. 
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>c-l 
(l + 4xt)l 2 r ' r 2t ^ 
exp , 
U + vl + 4xt 
.l + Vr+4xt 
n=0 
e n ( c , x ) t " 
(C)n 
(5.1.17) 
which appeared in Burchnall [25] with different notations. For c = 1 equation 
(5.1.17) appears in Krall and Frink [153]. It is evident from (5.1.17) that the 
( - 1 
I ^ J 
reversed Bessel Polynomials x" 0. , . are of Sheffer A - type zero, from 
(cjn 
which several properties of Bessel Polynomials arise. 
If the F of equation (5.1.16) is chosen to be a oFq> the reversed 
Polynomials are seen to be of CT - type zero. 
Brafman [23] obtained a whole class of generating relations which in 
our notation become 
2 ^ 0 
a, c - a ; n—:— 
t-Vt -4xt 
2^0 
a, c - a ; V t + Vt -4xt 
n=0 
(a)„(c-a)„9„(c,x)t" 
(c)n 
(5.1.18) 
for arbitrary a, Brafman of course, discovered (5.1.18) by using limiting 
process on his class of generating relations for Jacobi Polynomials. 
The two variables analogue Y„^ "''^ (^x,y) of the Bessel Polynomials 
Y„^ ''^ {x) defined by 
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n, a + n + 1; 
^rvh 2F0 - X 
(5.1.19) 
and to obtain certain results involving the two variable Bessel Polynomials 
Y<«-W(x,y), 
5.2 BESSEL POLYNOMIALS OF TWO VARIABLE 
Y<°-»l(x,y): 
M. A. Khan and Khursheed Ahmad [111] defined Bessel Polynomials of 
two variables Y„^"''''(x,y) as follows 
Yi«"(x,y)=2; S 
n=0 s=0 
^ ^ ' ( - n L ( a + n + lX (P + n + l), 
r ! s ! [ 2 J 
s f-y] 
[ 2) 
(5.2.1) 
For y = 0 (5.2.1) reduces to the Bessel Polynomial Y^"^(x); 
Y(«-P)(X,O) = Y^)(x) 
where Yi"^(x) is defined by (5.1.19) 
(5.2.2) 
Similarly, 
Y(«-P)(o,y)= Yi (5.2.3) 
Also for a = -n - 1 , we have 
Y(-..i')(x,y) = Y(«(y) 
Similarly, 
(5.2.4) 
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Yh-"-'Hx,y)= Yi«)(x) (5.2.5) 
5.3 INTEGRAL REPRESENTATIONS: 
It is easy to show that the Polynomials Yf"''^^(x,y) has the following 
integral representation: 
^ OO 00 
r(a + n + l ) r ( p + n + l) I I 
P+n , xu yv 
, 2 2) 
\ " 
e'"-^ du dv 
= Yi-P)(x,y) (5.3.1) 
For y = 0 (5.3.1) reduce to 
^ ( « ) / v ^ - ^ Y W ( X ) = 
r(a + n + l) J"" 
I Y11 \ 
1 + xu 
~2) 
e"" du (5.3.2) 
2x For y = 0, a = a - 2 and x replaced by — (5.3.1) becomes 
b 
Y„(a,b,x)= \ ]t-^-" f xtV 1 + - e"' dt (5.3.3) 
a result due to Agarwal [5] 
t s 
j jx«(s-xr y ^ t - y r YrXx,y)dxdy 
0 0 
_ S - t ^ - { r ( n y y ( . - n , - n ) . .N (5.3.4) 
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Yi-"-')(x,y)= Y.i«)(x) (5.2.5) 
5.3 INTEGRAL REPRESENTATIONS: 
It is easy to show that the Polynomials Y„^ "''^ (^x,y) has the following 
integral representation: 
- , i - , , ] ] U-" uP- f l4 -H+>^T e— du dv 
r(a + n + l )r(p + n + l) J J 1, 2 2 J 
= YhP)(x,y) (5.3.1) 
Fory = 0 (5.3.1) reduce to 
r (a + n + l)oJ V 
xu 
A" 
e-" du (5.3.2) 
2x For y = 0, a = a - 2 andxreplaced by — (5.3.1) becomes 
b 
Y„(a,b,x): 1 * 
r ( a - I + n)i ' l + ^ T e - d t \ 
(5.3.3) 
a result due to Agarwal [5] 
t s | | x « ( s - x r y P ( t - y r Yi-P)(x,y)dxdy 
0 0 
_ S - t P - { r ( n y y ( „ - n , - n ) . .^ (5.3.4) 
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1 1 
I Ju^- ' ( l -ur v -^' ( l - v f ' YhP)(xu,yv) du dv 
0 0 
r(Y) r(s) r(x) r(^) ^,,2-, - n ; a + n + 1; y; p + n + 1, A,; -X - y 
- ; y + 6 ; X + [i ; 2 ' 2 _ 
(5.3.5) 
1 I 
J Ju^-'(l-uf' v^ -' ( l - v r Y^-P)(x(l-u),yv)du dv 
0 0 
r(y)r(6) r W r W ^ . ;2;2 
r(y+d)r{x + ix) F^lt: 
~n; a + n + 1; 5; P + n + l, X; - x - y 
- ; y + 5 ; ^ + | i ; 2 2 
(5.3.6) 
1 1 
j | u ^ - ' ( l - u r v^-' ( l - v r Y^-P)(xu,y(l-v))du dv 
0 0 
r(y) r(s) r(^) r(n) ^,,,,, 
r(y + 5)r(A + ^) -•'•' 
- n ; a + n + 1; y; p + n + 1, [i; -X - y 
- ; y + 5 ; X , + i i ; 2 2 
(5.3.7) 
1 1 
I |u^- ' ( l -ur ' v -^' ( l - v f ' Yf"-P)(x(l-u),y(l-v))du dv 
0 0 
r(Y) r(s) r{x) r ^ p,,;, 
r(y + 5) r(A, + i^) -''-' 
n; a + n + 1; 5; P + n + 1, A,; -X - x 
- ; y + 5 ; X + \i ; 2 ' 2 y _ 
(5.3.8) 
Particular Cases: 
Some interesting particular cases of the above results are as follows: 
(i) Takingy = a + I,A, = p + l ,6 = ji = nin (5.3.5) we obtain: 
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J J u ' ' ( l - u r ' v» (l-v)"-' Yi«'l"(xu,yv) du dv 
m] 2 Yr'^-"V,y) (5.3.9) (a + l)„(p4-l)„ " 
which is equivalent to (5.3.4). 
(ii) TakingY = n+ l,5 = a, X = n+ 1, n= p in (5.3.5) we get. 
I J u " ( l - u r ' v" ( l - v f Y^P)(xu,yv) du dv 
0 0 
(n!)^ Yf°)(x,y) (5.3.10) 
(iii) Replacing y b y a - y + n + n, / l b y p - ^ + n + 1 and putting 5 = y and 
|i = ?k,in(5.3.5) weget 
1 1 
I Ju"-^*"( l -ur ' vP-'"" (l-v) '- ' Yi"-P)(xu,yv) du dv 
0 0 
^ r ( a - y + nH-l)r(y) r(p-X + n + l) TJX) Y(a-y,^-x)r ^ ,33 ^ j . 
r ( a + n + i ) r ( p + n + i) ' " V '^y ^ • • ^ 
Similar particular cases hold for (5.3.6) (5.3.7) and (5.3.8) also. 
Also, using the integral (See Erdelyi et. al. [51],Vol. I p. 14.) 
(0+) 
2isin7:zr(z) = - J (-t)'"' e'' dt (5.3.12) 
00 
and the fact that 
( l - x - y ) " = i ; I ^""^- ^^  ^^  (5.3.13) 
r=o s=o r. s! 
They can easily derive the following integral representation for Y^ "^'^ ^ (x, y): 
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(o+)(o+) j J (_ up (- vf" e-"- , xu yv 
2 2 
dudv 
= 4 sin IT a sin 7t p r ( a + n + l)r(p + n + 1) Yf"'P)(x,y) (5.3.14) 
and sin 71 a sin 71 P r(l + a + n)r(l + p + n) 
7t 
J I u-"-"-' U-P-" -' e"^ ""^  
0 0 
xY, (a,P) ^ ,^ ldudv=( l -x-y) 
V u V J 
(5.3.15) 
5.4 SCHLAFLI CONTOUR INTEGRAL: 
It is easy to show that 
(0+) (0+) / 
J j u"*" yP^" e"^" l _ ^ _ y X dudv 
2 2 J 
= -4sin 71 a sin Tip r(l + a + n) r(l + p + n) Y,^ "'P)(x,y) (5.4.1) 
Proof of (5.4.1): We have 
(ot)(ot) 
(27ii)' i i 
u+v xu yv \ " du dv 
^j. '^ ( "L[^ J [J (0+) (0+) 
•\2 
r=0 s=0 (27Ti) 
j j u""""^ yP"""^  e""^ du dv 
r=0 s=0 
(-n). iKf' 
r! s! r ( - a - n - s ) r ( - p - n - r ) 
using Hankel's formula (See A. Erdelyi et. al. [51], 1.6 (2)): 
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(0+) 
-^. = - ^ j e ' t - d t (5.4.2) 
Finally, (5.4.1) follows from (5.2.1) after using the result 
r(z) r(l-z) = ncosecTiz (5.4.3) 
5.5 Fractional Integrals: 
Let L denote the linear space of (equivalent classes of) complex valued 
functions f(x) which are lebegue integrable on [0, a], a < co. For f(x) 8 L and 
complex number }i with R|i > 0, the Riemann - Liouville fractional integral of 
order \i is defined as (See Prabhakar [159] p. 72). 
1 X 
F f(x) = ^ f (x-if~' f(t)dt for almostall X8[0,a] (5.5.1) 
r(Wo 
using the operator F, Prabhakar [160] obtained the following result for Rji > 0 
and Ra > - 1. 
F [x« Z«(x;k)]=-^feLt£LtiL x-^ Z r (x;k) (5.5.2) 
r(kn + a + |i +1 j 
where Zn(x;k) is Konhauser's biorthogonal Polynomial. 
In an attempt to obtain a result analogue to (5.5.2) for the Polynomial 
Y (^"'P)(x;y) we first seek a two variables analogue of (5.5.1). A two variables 
analogue of F may be defined as: 
T(x)Y(ix) 0 0 
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Putting f(x,y)= x"^"-^  y"^ "^-^  Y,S'''''^ (x,y) in (5.5.3) we obtain 
= 7 1 ^ ) 1 ( x - u r ( y - v r u - - v P - - YhP)(u,v)du dv 
U ^ J W o 0 
.^ .a+n P+n 1 1 
= ^ y J I ( l - t f - ' ( l -wr ' t«^" -^ wP^ "-^ ' Y,^P)(xt,yw)dt dw 
By putting u = xt and v = yw 
= x«^ "vP "^y y (-"Lr(a-^+n+i+s)r(p-M+i+r)r-xyr-yY 
^ ^ r!s!r(l + a + n)r ( l + P + n) I 2 j l 2 J 
we thus arrive at 
lx.H[x"^ "-^ yP "^-^ ' Y^P)(x,y)J 
^ X-" y^- r (a - ^ . n . 1) r(p - ^ . n . 1) y(.-M-.)(,^y) (5.5.4) 
r(a + n + l)r(p + n + l) " ^ ^^ ^ 
5.6 LAPLACE TRANSFORM: 
In the usual notation the Laplace transform is given by 
00 
L{f(t):s}= J e-'' f(t) dt ; Rl(s-a)>0 (5.6.1) 
0 
Where f 8 L (0, R) for very R > 0 and f (t) = 0 (e"), t -^ 00, using (5.6.1) 
Srivastava [50] proved 
L{tPZ«(xt;k):s} 
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^ (g + !),„ r(p +1) 
sP '^ n! k+l^k 
-n , A(k,P + l ) ; 
A(k,a + l); ^ s ; (5.6.2) 
Provided that R(s) > 0 R and (P) > - 1. 
In an attempt to obtain a result analogues to (5.6.2) for Y,;"''^ '(x,y) we 
take a two variable analogue of (5.6.1) as follows: 
L{f(u,v):s,,S2}= I j e"^ '""^ '^ f(u,v) dudv 
0 0 
(5.6.3) 
Now, we have 
U u -a-n-l ^-p-n-1 yCcP) 
2x 2y 
US, V S j j 
S, , S j 
„ 2 „a+n „p+n 71 S, S^ 
sin 7t a sin T: P r(a + n + l)r(p + n +1) (1-x-y)" (5.6.4) 
Similarly, we obtain 
a+n -,P+n Uu«"" v ^ ^ xus, ^ yvs; 
2 2 
A" 
: s , ; Sj 
^ r ( a + n + l)r(p + n + l) („,p), . 
_a+n+I _fl+n+! n V^'J^/' a+n+1 P+n+1 (5.6.5) 
5.7 GENERATING FUNCTION FOR Y^'^^(x,y): 
It is easy to derive the following generating for Yn^ "''^ (^x,y) 
oc f n Xt Z i-Yl«-">P-")(x,y)=e' 1 
o n ! \ 2 
>-a-l 
yt N-P-l (5.7.1) 
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t i-Y(»-'-"'(x,y) 
0 n! 
= (l - 2xt)Y 
1 + Vl - 2xt 
1 - yt 
1 4- Vl - 2xt 
-P-1 2t 
.lWl-2xt (5.7.2) 
(1 - 2xt)": xt 
1 + Vl - 2yt 
- o - l 
l + Vl-2yt 
P 2t 
^I-HVUI^ (5.7.3) 
oc +n 
0 n! 2 + yt V ^-^ /v 
1- - yt 
2 + xt 
-P-I 2t 
e2«' (5.7.4) 
oc 4^n 
0 n! 
1 - xt 
-1-a-l 
2 + yt 
1 + yt 
2t 
.2+yt 
t (-X)'Y„'=-^-"'(x,y) = - i - Y<-») f x , J -
0 1 + A \ ^ 1 + A 
y (-;i) ' 'Yf"'P)(x,y)=-l- Yf-"-P) f ^ ^ , y 
using (5.3.1) we can also derive the following results: 
0 K ! 
= , ^ J fu 
r a + n + l)J J 0 0 ^ 2 2 
t t^Yf"'PHx,y) V k! " ^ ^^ 
(5.7.5) 
(5.7.6) 
(5.7.7) 
/ \ n 
1 + —+ ^ 1 e-"-^  Jo(2 /^X^)du dv (5.7.8) 
r(p J _ _ _ ] ] v^-(l + ^  + ^ ] " e - J,(2V^) du dv (5.7.9) 
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±{-lfX^^Yt''-\x,y) 
1 XX / N n 
1 f r .a+n(,^xu_^yv^ 
r(a + n + l)J J I 2 2 e " ^ cos^v du dv 
(5.7.10) 
| : ( - iy^ -Yf -" 'P ) (x ,y ) 
r(p+n + i)  1)/ / 
,P+n 
0 0 ^ 
, xu yv 
1 + — + ^^ 
2 2 
^" 
e " ^ cos Xu du dv (5.7.11) 
I ; (-l)^A,^''^'Yi«-^*'^'-")(x,y) 
r(a + n + l)J J I 2 2 
\ " 
e " ^ sinA,v du dv (5.7.12) 
2 (-iyA,^''^'Yf^'-"-P)(x,y) 
r(p+n+i)J J ^ 
P+n 
0 0 ^ 
, xu yv 
1 + — + ^^ 
2 2 
A" 
e " " sin Xu du dv (5.7.13) 
4.8 DOUBLE GENERATING FUNCTION FOR Yi"''Hx,y): 
The following double generating functions for Y^"''^ ^(x,y) can easily be 
derived by using (5.3.1) 
\"^( •A'^  v('"-">k-") zs(-^r(-HrY<" 
m=0 k=0 
(x,y) 
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J Y -^"'-"^ ^^ ^ ^ ^ 
(i+xXi+[i) " U + ^ ' i + ^ 
t t tA)!LtOlY(-"--")(x,y) 
m=0 k=0 m! k! 
m=0 k=0 
(5.8.1) 
= ] J f 1 + — + ^ 1 e-"-^  J,{2^fhl)],{24y^) du dv (5.8.2) 
xu yv ^ 
0 0 2 2 
= J J 1 + — + — e " " cos ?tu cos (iv du dv (5.8.3) 
J^ Y^ (_!)--'' ;^ 2m.l 2^k Y(2m.l-n,2k-„)(^ ^y) 
m=0 k=0 
cK oc / \ n 
XU yv 1 = j j 1 + — + — e " ^ sin X,u COS }iv du dv 
0 0 2 2 
(5.8.4) 
f^ I ; (-lf^^;V2>2k.lY(2m-n,2k.l-n)(^^y) 
m=0 k=0 
0 0 
xu yv 
2 2 
V 
e " " COS Xu sin |.iv du dv (5.8.5) 
| . 1 ^ (_j)m+kj^2m+1^2k. lY(2-+l-n.2k. l -n)(^^y) 
m=0 k=0 
A" 
= j j 1 + — + — e " ^ sin ^u sin |iv du dv 
0 0 
(5.8.6) 
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CHAPTER - 6 
GENERAL CLASS OF MULTIVARIABLE 
POLYNOMIALS 
6.1 A MULTIVARIABLE GENERATING FUNCTION OF 
SRIVASTAVA: 
The multivariable generating function of Srivastava (1970e, p. 1079, Eq 
(2) [178] as: 
THEOREM 6.1: Let f[z,, , z j be a function of several complex 
variables z,, ,z^ defined by 
kj 
ffep ,zr]= Z c(k„ ,kjn ri (^•^•^) 
ki k,=0 j=l ^ j • 
where {C (k,, , k^)} is a bounded multiple sequence. Also let 
A^^ '^ Hm,, ,m,;z„ , z j 
= y ^"^M c(k„ , k , ) n ^ (6.1.2) 
where mi, mr are positive integer 
M = m, k, + + m, k^  (6.1.3) 
and a, P are arbitrary complex numbers independent of n. 
X ^^  ^ A(-P)[m„ ,m,;z„ , z j t " 
i ^ I n ) 
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=(i+cr o+^r' fh(-cr, M-^^rl (6.1.4) 
Where ^ is a function oft defined by 
c=t(iHr,c(o) = o (6.1.5) 
PROOF: The proof of the generating function (6.1.4), detailed by Srivastava 
(1970e),p. 1079-1080[178]. 
By suitably specializing the coefficients C(k,, , k j in (6.1.1) and 
(6.1.2) Srivastava Derives from his general result (6.1.4) the multivariable 
generating function Srivastava (1970e), p. 1080, Eq. (6) [178]. 
^ fa + (p + l)n^ 
n=0 
JiH) 
n 
,a+l 
H^P^[z„ ,2,;m„ ,mjt" 
1-PC 
;'A:B'; 
C:D'; 
••A-O" 
(6.1.6) 
Where, for convenience, 
HS,"'^ ^[Z,, ,z,;m,, ,mj 
l(a):e', ,e( ')], [ -n :m, , , m j : 
\{o):V, ,M/^ '^ ], [a + pn +1:m, , , m J : 
[(b'):ri; -P'W] 
[(d'):5']; ;[(d(^^):5«]'" 
pA+l:B'; ;B(') 
C+1:D'; ;D( ' ' 
• 'Zr (6.1.7) 
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6.2 A GENERALIZATION OF THEOREM (6.1) 
For the multivariable polynomial A*"''^ [^m,, ,mr;z,, , z j defined 
by (6.1 (6.1.2)) Srivastava (1971 f [179] gives a generating function which is 
more general than (6.1 (6.1.4). His generalization of theorem (6.1) of the 
preceding section is contained in [Srivastava (197If) pp. 484, Eq. (5)] [179]. 
THEOREM (6.2): For Positive integers mi, , mr. Let M be defined by 
6.1 (6.1.3). Also, for arbitrary complex parameters a, (5 and y, 
Let 
G(n;a ,p ,y;m, , ,m, ;^, , , ; J 
= I 
^n + M + y'' 
(P + 1) 
...r^o Y + (P + l)M 
n 
C(k„, r C^i 
j=l Kj . 
(6.2.1) 
In terms of the coefficients C (ki , , kr) involved in [6.1 (6.1.1)] and [6.2 
(6.2.2). 
Then 
n=0 y + (P + l)n 
a + (|3 + l)n 
n 
C^Um,, ,m, ;z„ , z j t " 
=(i+cr H z.(-cr', ^-ri-O""';-^^ (6.2.2) 
where ^ is defined by 6.1 (6.1.5) and for convenience, 
'^a-y^ 
n=0 V n y 
Hfe, , ,Cr ; T I ] = Z G(n ;a ,p ,y , ;m, , ,m, ;Ci, ,Cr)^"' 
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(6.2.3) 
PROOF: Denoting the first member of the generating function (6.2.2) by Q, if 
we substitute into Q from 6.1 (6.1.2), we write that 
^ = E 
M<n 
t" I (-ir 
n=o Y + (P + l)n k k,=o 
a + (p + l)n 
n - M 
r 7 ' 
C(k„ X)U 7^ 
H k j ! 
= z (-tr^ c(k K)nt-, 
k, k,=0 Y j=l K j . 
X y I^  
„4^  Y' + (P + l)n 
a' + (p + l)n A 
n 
and 
a' - a = Y' - Y = (P + 0 M (6.2.4) 
M being given by 6.1 (6.1.3) 
Now the inner most series in this last expression for Q can be transformed 
fairly readily with a and Y replaced by a' and y' respectively. 
Upon inverting the order of the resulting summation, we thus formally 
obtain the desired result (6.2.2) which holds true, by analytic continuations 
whenever each side exists. 
Some particular cases of (6.2.2) are worthy of note. For Y - a, (6.2.2) 
evidently reduces to the elegant form [Srivastava (1971f) p. 485, Eq. (91), 
[179]. 
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a 'a + (p + l)n^ 
to a + (p + l)n n 
K'^^[m„ ,m,;z,, , z j t " 
a =(iHr z ^c(k„ ,k,)n -^^ c-crf' 
k,, kr=0 j=l k.! 
(6.2.5) 
where a' is given by (6.2.4) formula (6.2.5) is equivalent to the multivariable 
generating function (6.1.4). 
The limiting case of (6.2.2) as | y | -> co corresponds formally to the 
generating function (6.1.4) consequently, for bounded y, y 7^  a, theorem (6.2) 
may be looked upon as being independent of theorem (6.1). 
Finally, in terms of the generalized Lauriceiia Polynomials defined by 
6.1 (6.1.7). Theorem (6.2) yields the special case [Srivastava (19711) p. 485 Eq. 
(11) [179]. 
to y + (P + l)n '""*^^>^lHi«.^)[z„ , z , m „ ,mj t" 
=(i+crz (-1)" 
/ \fn + y ^ 
' a - y ^ ' 
-1 
n=0 n V " J vl + Cy 
„T7A+1:B'; ;B(^) 
^ ^ C + 1 : D ' ; ; D ( ' ' 
[(a):e', . , e (r) P + 1 :m,, ,m^ 
[(C):H/', ,^V^'\ 
[(b'):f]; -P'W] 
1 + n + y _ 
(P+i) :mi, ,m^ 
KdO-'S']; ;[(d(^ )):5(')] 
z,(-o"^ '; ,z.(-cr (6.2.6) 
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where C, is defined, as before 6.1 (6.1.5) 
In the limit when | y | ->oo, this last result (6.2.6) gives the multivariable 
hypergeometric generating function 6.1 (6.1.6). 
6.3 FURTHER GENERALIZATIONS: 
Srivastava and Buschman (1975, 1977a) [181, 182] defined a function 
F[Z, , , z j of several complex variables z , , ,z^ by the formal series 
[6.1(6.1.1)] 
F[Z, , ,zj= 2 C(k,, ,k,) zf' , ,z^ (6.3.1) 
ki kr=0 
where the coefficients C (k,, , k J (kj > 0; 1 < j < rj are arbitrary constants 
real or complex corresponding to every multiple series of this type, they 
introduce a set of polynomials in r complex variables Zi, Z2, , Zr defined by 
^l"'^^^i, Ar', m,, ,m , ; z,, , z j 
= Z ( - ) M ( " ; ( P ; ' ) . ^ ' ) . C ( , . . , , , ) „ . , . (6.3.2) 
k k,=o (a + Pn + lJL^^ 
where 
L=? . , k ,+ + \ k , (6.3.3) 
M is given by [6.1 (6.1.3)] a, P and X\, Xt are arbitrary complex numbers 
and mi, , mr are positive integers. 
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THEOREM 6.3: Corresponding to the multiple series F [z,, , z J defined 
by (6.3.1) let 
U(n,m,, ,m^;a,^,y,X^, Ar ; Ci >Cr) 
= E 
X=OY + (P + 1)M (P + 1) n n 
X C(k,, , k J C i " , ,C^,n = 0 , l2 , , 
where a, p, y and X\, , ^ r are arbitrary complex numbers, mi, mr are 
arbitrary positive integers and L and M are defined by (6.3.3) and (6.1.3) 
respectively. 
Then 
a + (P + l)n 
n 
^^t%i^ A . ; m„ ,m,; z,, , z j t" 
=(i+crv i(-cr'(i+c)\ ,zx-cr(i+c)S(^ 
(6.3.5) 
where ^ is given by (6.1.5) and for convergence, 
vfe,, ,C.;ii] 
00 
= 2] U(n,m,, ,m, ;a,P,Y,?i,, Ar ; ^ i , ,^r)^" (6-3.6) 
n=0 
upon comparing the definitions (6.3.2) and (6.1.2), it is easily seen that 
A n^"'''Umi, ,m^;z,, , z j 
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n^^Uo, ,0;m,, ,m,;z, , , z j (6.3.7) 
consequently, theorem (6.2) follows from theorem (6.3) in the special case 
Xi = = >^ r = 0 . 
THEOREM 6.4: Let the parameters a, P and X\, , A-r and the coefficients 
C(k,, k j , k j > 0 v j s { l , ,Y} 
be arbitrary complex numbers. 
Define the sequence of polynomials 
An [?^ i, Ar l m,, ,m,; z,, , z j 
M^ n s t5y^±fc02kc(k .k,)zf. zj. 
k, ,k,=o (a + pn + l), (6.3.8) L+M 
for n = 0, 1,2, and for arbitrary positive integers mj, , mr, with L and 
M defined by (6.3.3) and (6.1.3) respectively 
V 
a + (p + l)n^ 
^0 a + (p + l)„ 
X ^^n'%1, Ar ; m,, ,m, ; z,, , z j t " 
= (1 + Cr w[a ,P;z . ( -Cr (1 + C)'' , , z , ( - C r (1 + C)^ 'J (6.3.5) 
where C, is defined by (6.1.5) and for convergence, 
W[a,P;C,, ,Cr] 
Msn 
= y 
k,..rk.=oa + (p + l)M + L 
C(k,, ,kJCf ' , ,Cf^  (6.3.10) 
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6.4 SOME MULTIPLE GENERATING FUNCTIONS OF 
CARLITZ AND SRIVASTAVA: 
Carlitz and Srivastava (1976) [33] consider two classes of multivariable 
hypergeometric polynomials associated with a particularly simple form of the 
generalized Lauricella function. 
r[a:e,, ,ej:[p,:<^,]; ; |p , : f ] ; 
Jy^M^i, ^Wil- ' ; ' 
^^1:0; ;0 
' ^ " (a)k,e,+ +kA (Pi)k,9, (Pr)k,o, xf' x^ ^ | 0 | 
^k,=0 (Y)k,v,+ + k,v, ^1 ' '^r ' 
= FW[(a:ei):(pi:(l)J;(y:vKi);x,, ,x j ,say, (6.4.1) 
where the parameters a, Pi, y are arbitrary complex numbers and the 
coefficients 0j, ^ i, vj/i are real and positive , i = 1 , , r. 
Some special uses of this function include the multivariable Lauricella 
function. 
F^'^a, p,, , P , ; Y ; X , , , x j (6.4.2) 
for which Gj = (j); = VJ;; = 1 (i = 1, , r) and its generalization [Chak (1970), p. 
8] (34). 
F D ^ K P I . .Pr;Y;x,, , x j (6.4.3) 
for which 6i = (j)] = ^i = 1 (i = 1, , r), m being a positive integer. 
The first class of polynomials 
FW[(-n:mi):(p.:(t).);(Y:vi;J;x,, , x j 
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„k,+..,^m,k,.n(_n)^_^^^ ^^^^^ (P,)^ ^^ ^ (Pj^^^^ j,[ 
V//k|V;;i + + k,M'r 
xj' 
k,! k, 
(6.4.4) 
corresponds to (6.4.1) when a = -n and Gj = m; (i = 1, , r) where n > o and 
nii > 1 are integers. Indeed these polynomials are contained in the multivariable 
hypergeometric polynomials defined by (6.1.7) with p = 0. Thus, suitably 
specializing the generating function (6.1.6) we have [Carlitz and Srivastava 
(1976), Part I, p. 43, Eq. (16)] [33]. 
n=0 n! 
F(^)[(-n:m,):(Pi:(l)i);(y:M/,);x,, , x j t " 
= ( l-tr Fi' (^••mi)-"(Pi-"<t>i);(y:v|;i);x, r t ^"'' V t - l y .,x, 
r t \"'' 
Vt- ly 
fDU(Pi.-<l>i);(Y:M^r);x,, , x j t " 
(6.4.5) 
lim PW 
a ->«> 
(a:0j : ( (3-.( j )J;(Y:M;i) ;^, 
a ' 
A confluent case of (6.4.5) may be written as 
Xr 
n=o n! 
= e'(l,W[(|3;:(t)i);(Y:M;>);x,(-tr, , x , ( - t r j 
The second class of polynomials: 
(6.4.6) 
(6.4.7) 
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F^''^[(a:0i):(-ni:mi);(y:M/i);x,, , x J 
L"iiJ 
= Z 
k,=0 
I (-0 
kf=0 
m|k| + + nirkf 
( n, ^ 
k,! 
'^ r I l^ Jk|0|H- H-k,0, 
mrkJ(Y)k,H,,+ + k,v,, 
(6.4.8) 
Corresponds to (6.4.1) when Pi = - n, and <])( = nij (i = 1, , r) where ni > 0 
and mi > 1 are integers. For 0i = vj/i = mi = 1 (i = 1, , r) these polynomials 
reduce to the Lauricella polynomials. Considered by Carlitz (1970b P. 270 Eq. 
(1.8)) [30]. 
Note also that, for arbitrary JJ. > 0, 
lim F, (r) (a:l):(-n„l):(Y,n);^ 
a 
a 
n,!. 
V 7ni + +nf 
L p , , ' , n , V^l ' ' ^ r J (6.4.9) 
= ^ '"^^y ? ^i^^K-Hi ;l);(a-M:^.)x, x j (6.4.10) 
ni! n , ' 
are an extension due to Chak (1970), p. 14 Eq. (1.1)) [34] of the generalized 
Laguerre polynomials in several variables studies by Erdelyi (1937a) [46]. As a 
matter of fact, in the notation of Erdelyi (1937a, P. 458) [46] we have 
LI"! n. (x,, , x j = L"-; „^ (x,, , x j (6.4.11) 
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Carlitz and Srivastava desire their first multiple generating function [Carlitz 
and Srivastava (1976), Part II, P. 144 Eq. (31)]. [33] 
Z ^^^"'^  -"-F(-)[(a:e,):(-n:m,):(Y:M/i);x., ,x^u^', ,u 
n, n,=o n,! n,! 
= (i-urF-r::; 
^:ni, , ,mj,[a:0,, , 0 j : 
X, u, 
) 5 "' V U - l . 
. ,x, 
v U - l y 
(6.4.12) 
where for brevity. 
U = Ui + + Ur. (6.4.13) 
In particular, if we set m; = m, Bj = 0 and \\ii = \\) (i= 1, , r), where m is an 
arbitrary positive integer and {0, v|/} > 0 (6.4.12) simplifies to the form: 
Y- Wn,+ +n, p(r) 
I n t 
.n,=o n,! n 
F([)[(a:0j:(-n:mj:(y:v};i);x, , , x j u r , ,u^' 
= (1-U)-SM;; 
•[X:m],[a:0]: 
[r:w]: ("-»" 
(6.4.14) 
in which 
x .=Zx i uT 
i=l 
and v|/* denotes Wright's generalized hypergeometric function. 
(6.4.15) 
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Then form of the generating function (6.4.14) suggests the existence of 
an obvious generalization given by [Carlitz and Srivastava (1976), Part II P. 
146 Eq. (41)] [33]. 
—T r n n i ."r ;«:xi . x j u , ' , , u / 
n,, n,=o n,! n j 
= {l-Vrt %o(n) 
ni=0 
m 
( l - U ) " 
(6.4.16) 
where 
(|)(n, , ,n, ;co:x,, , x j 
k,=0 
,+ 
k,=0 
k,)n 
i=0 v^k.y k j 
(6.4.17) 
The generating function (6.4.14) follows from (6.4.16) in the special case when 
co(n) = t ^ i Q ^ , n = 0,l,2,. 
(Y)nM/ 
(6.4.18) 
Next, with a view to obtaining a class of bilateral generating functions Carlitz 
and Srivastava (1976, Part II P. 146) [33]. 
Consider the multiple sum 
W n | + + n, T-,(r) 
"= Z 
n, n,=o n,! n j FW[(a :0 j : ( -n :mJ: (Y:v | ; J ;x , , , x J 
x < ' 5 i . „ > M ,ys]ur ' , X' 
where 
vl^-^''[y, y J 
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= E ^:lJlkl=lkkc(l,, .Oyf yl- (6.4.19) 
ll ls=0 1^ • K • 
the arbitrary coefficients C(l, , ,1;) being independent of n and Q > 0 
(j = l, ,s). 
Applying the generating function (6.4.14), it is seen fairly easily that 
a = (i-urz (^L («), n9 
n=0 "KYU L(l-U)" 
xwt^ Yi (i-u)^-' '(1-u)^ (6.4.20) 
where U and X^ are given by (6.4.13) and (6.4.15) respectively, m is an 
arbitrary positive inter and {0, v|;} > 0. 
In terms of the Lauricella fiinctions, a special case of (6.4.20) 
(^^l)l,n, C(l,, ,ls) = '1 " | . ' S " 5 
(v),, /ll?l I.?s 
lj>0,min{nj,(;j}>0,j = l, ,s (6.4.21) 
yields the (multiple) bilateral generating relation [Carlitz and Srivastava 
(1976), Part II, P. 147 Eq. (471)] [33]. 
Z Wn,. 'Jl^vi 
n, ,n,=oni! n , ! 
Fj[^[(a:e):(-n,m);(Y,M;);x, , , x j 
xF^^ [^(^  + n ,+ + n,:Cj):(^j:ilJ:(v:Cj);y,, ,yju;" u^ ^ 
=(i-urz 
n=0 n!(yL 
X. 
.(1-U)" 
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XFD 
(s) (x + mn;Cj: ( | i , : r iJ; (v:Cj ; -^ ( i - u f '(i-u)^'J' 
and similarly for other choices of the coefficients C(l,, , l^ ) in (6.4.19). 
6.5 MULTIPLE-SERIES EXTENSIONS OF SOME 
CLASSICAL RESULTS: 
Kibble (1945) [152], Chatterjea (1969b) [38], Carlitz (1970c, d) [31, 32] 
Slepian (1972) [174], Singhal (1972a) [169] Srivastava and Singhal (1972b, c, 
d, e) [183, 184, 185, 186] Singhal and Bhati (1973 - 74) [170], Singhal and 
Soni (1973, 1973-74) [171] Sack (1975) [168], Cohen (1976c) [39] Foata 
(1981) [54] and several other authors give a number of extensions of the 
Mehler formula for Hermite polynomials. An interesting multilinear extension 
of Erdelyi's generalization of the Hille - Hardy formula for Laguerre 
polynomials is obtained by Foata and Strehi (1981, P. 519) Eq. (81) [54]. 
Srivastava and Singhal (I972e) [186] give two proof (one using the 
differential operator x^ — and the other by induction) of the multilinear 
dx 
generating function [Srivastava and Singhal (1972e), P. 1239, Eq. (5)] [186]. 
^n.=o(P.+l), (P,+l), -^' "^^ ^^ 
X L^ n^ Cy.) L<J^ ^^ (y,)ur u",^  =(a + l ) , A ; — e" 
X i|/f •) a + m + l ;a + l,p,+l p , + 1 ; - — - ' ' • ^' ""'^^ 
\ \ K (6.5.1) 
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where \\ff' is a confluent hypergeometric function of n variables and 
A , = l - X Ui ,k = l,2,3,, (6.5.2) 
i=0 
They show from (6.5.1) that [Srivastava and Singhal (1972e), P. 1244 Eq. (24)] 
[186] 
\ '^/m+n,+ + n 
. ,n,=0 "1 n ' n^! 
m - n , , - - n k , v ; 
X 
X H[n, , nk ;y , , y J uj"' u"^  
= (^L(l-xr/^-F-;.^;. ^% 0:1;C'; ;C' 
^ + m:v;(b'); -M'^}, 
. :^;(c'); -M'^}, 
U i Y i U k Y 
( l - x ) A , ' A, ' ' 
 yk 
'k J 
(6.5.3) 
where, as also in (1), m is an arbitrary non-negative integer, Ak is given by 
(6.5.2) and the multivariable F-function occurring on the right hand side of 
(6.5.3). 
Here, for convenience, (b '^^ j abbreviates the array of B '^^  parameters: 
with similar interpretations for (C '^^ j; i = l, ,k , it being understood for 
example that a^ '^  = a', a^ ^^  = a", et cetera 
H[n,, , n k ; y , , , y j 
= n B ( ' ^ + i F . ) 
i=I 
- n , , ( b « ) . 
(C<"); '' 
(6.5.4) 
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If we replace x on both sides of (6.5.3) by — and let v -^co, we 
V 
obtain a confluent case of (6.5.3): 
» (X) 
..n,=o n,!. n , ! 
- m - n , , - - n ^ ; 
X; 
X 
X H[n, , n^ iy , , y J uj"' uj!" 
'x + m:-;{b'); ;(b(^)); 
= (xLe^A;^-F-;-;;;:5 
:^;(c'); -M'^); 
X u, y, 
^ k ' ^ k ' ' A , y 
which immediately yields (6.5.1) is a special case. Moreover; 
n! 
- n ; 
A (s, a +1) 
' X ^ 
v^y 
(6.5.3) 
,s = l ,2,3, (5.6.6) 
Where Zn(x;s) denotes one of the two classes of Konhauser biorthogonal 
polynomials, another special case of (6.5.5) gives the multilinear generating 
function. 
n,,. 
^ (m + n, + + n,^)! 
r n . = o ( P , + l L , ( P k + l ) s . n 
&^ (x) 
X z;;(y,;s,) zPKyk;Sk)ur < ={a + \)^^^AT m-l 
fa + m + l:-
-I;0;0; ;0 
0 : l ; s i ; ;si. 
> » 
;a + l; A(s,;p, +l) ; ;A(sk;Pk +l); 
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X 
u, ^ 
5 J 
A(s,;p,+1); ;A(s,;P,+l) (6.5.7) 
Whichreduces to(l) when Si = = Si = 1. 
Z (^L. 
n,, 0^=0 n , ! n ^ ! 
B+l^C 
A, + n, + + 11^  ,(b); 
(c); 
X H[n,, nk;y,, y J u '^ 
_ A-X pl:B';B'; iQe"' 
" k 0:C';C'; id") 
^A,:(b);(b'); ;(b(^)); 
— :(c'); m^ 
A, ' A. 
" k Y k 
) 5 (6.5.8) 
where A,^  is given by (6.5.2). 
In order to recover (6.5.3) from (6.5.8) we first replace X on both sides 
X 
of (6.5.8) by X+m, (m = 0, 1, 2, ) and x by -, r and then set B = C = 1, 
(x-1) 
bi = V, Ci = X, using the consequence of Euier's transformation. 
2F, 
X + m + n, + + n. , v ; x 
X; x - 1 
= ( l - x ) ' ,F, m - n , , - -n^ .v ; 
X; 
(6.5.9) 
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On the other hands, (6.5.5) follows from (6.5.8), if we first replace X on both 
sides of (6.5.8) by A, + m (m = 0, 1,2, ) and x by - x and then set B = 0, 
C = 1, Ci = ^, using the following consequence of Kummer's first theorem: 
.F, 
^ + m + n, + + n,.,v; 
X; 
X 
= e .F. 
- m - n , - n^; 
A.; 
which is indeed a confluent case of (6.5.9). 
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