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Introduction
Electronic systems in condensed matter physics have been a matter of rapid and exciting
development in the last years. It is mostly driven by the changes in the main focus of
research, shifting from phenomena related to the single particle problem, to phenom-
ena that treat interactions between many electrons. The latter case highlights issues
such as superconductivity and magnetism, where relevant phenomena may be explained
on the basis of the so-called electronic correlations.
Electronic correlation eects have their origin in strong quantum and thermal uctua-
tions. When uctuations are large the interaction between dierent degrees of freedom
gives rise to rich and complex scenarios, some of them still unsolved, e.g., the interplay
between magnetism and superconductivity in high temperature superconductors. From
the theoretical point of view the problem of strongly interacting degrees of freedom is
properly tackled by the so-called quantum eld theory. Their approaches nd in the
low-dimensionality (mainly 1D) a very important toy model for the discussion of elec-
tronic correlations [1].
With its earlier onset in the 1D Ising model, low-dimensional magnetism was a the-
oretical issue for over 40 years. It attracted great attention because of their drastic
dierences to the physics of interacting particles in higher dimensions. The interest
scaled then from classical to quantum mechanics, providing exceptional bases for study-
ing ground and excited states of quantum models, new magnetic phases, and the cross
relation between quantum and thermal uctuations. Remarkable achievements in this
respect are for instance the coherent approximations between classical models in 2D and
quantum mechanical in 1D, calculations of excitation energies, correlation functions, and
interesting properties for the 1D Heisenberg model and its anisotropic generalization [2].
Around 1970 the closeness between solid state physics and chemistry allowed the track-
ing of low-dimensional models on real materials. The low-D character of magnets in
bulk materials refers basically to the restriction of exchange interactions and magnetic
coupling in one or two of the three spatial directions. The experimentation in low dimen-
sionality started with the growing of several families of magnetic compounds with linear
chain structures (1D). In the eighties a major advance arose with the discovery of the so-
called 1D ferrimagnetism. This was a new concept in magnetism where bimetallic chain
compounds are characterized by alternation of spin carriers and the consequent non-zero
magnetic moment at nite temperature. Another important advance appeared after the
elucidation of a signicant dierence between chains of half- and integer-spins (Haldane
chains), and the discovery of high temperature superconductivity (HTS), whose real-
ization was associated with characteristic strong magnetic uctuations in those low-D
systems.
Further progress in material science enabled the isolation of exotic congurations like
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triangle-based chains, cluster chains, spin ladders, etc, most of them still one-dimensional,
but representing an intermediate step towards 2D network objects, i.e., in-between one
and two dimensions [2, 3]. Although at present there are still many outstanding ques-
tions in this eld, the emergence of new ndings and materials continues to grow. Thus
it seems safe to say that low-dimensional magnetism will be an area of active and promis-
ing research in the near future.
This thesis has been devoted to the study of interesting quasi-1D spin systems with
the focus on macroscopic and local magnetic properties, principally in copper- and
vanadium-based oxides with one hole (Cu2+ions / 3d9) or one electron (V4+ ions / 3d1)
in the d-shell. Owing to the almost complete quenching of the orbital momentum in the
respective magnetic centers, they are considered as the best experimental realizations of
isotropic Heisenberg magnets. The remaining spin-orbit coupling leads to unexpected
strong magnetic anisotropy in particular crystal geometries.
The local properties have been studied by means of electron spin resonance (ESR). This
method, especially the high-eld experiments in the sub-terahertz regime, has proved
to be a valuable tool in the research eld of solid states physics. It allows to probe large
zero-eld splittings and gain in spectroscopic resolution. Another experimental tech-
niques such as magnetization, Nuclear Magnetic Resonance (NMR), heat capacity and
dielectric constant measurements, as well as theoretical support were also required in
order to obtain a better understanding of the magnetic properties in the current low-D
systems.
The thesis is divided into eight chapters as follows:
 First chapter: Underlying concepts of magnetism in condensed matter systems,
treated mostly for the interpretation of further experimental results, it covers: I)
the origin of atomic magnetic moments, II) their interaction with the local crystal
environment and the external static magnetic eld, and III) exchange interactions
between magnetic moments on dierent atoms.
 Second chapter: Devoted to 1D magnetism concerning congurations of 1D ex-
change networks (spin chains) and feasible ground states in the framework of the
Heisenberg model.
 Third chapter: Treats the basics of the Electron Spin Resonance technique and
the dynamic magnetic properties of the system rendered into the parameters of
the ESR absorption spectrum.
 Fourth chapter: Magnetization results from the zero-dimensional endohedral fullerene
Dy3N@C80. This compound is found to be ESR-silent in the low frequency regime
of X-Band experiments.
 Fifth chapter: Spectroscopic examination of the homometallic ferrimagnet Na2Cu5Si4O14
tackles the non-trivial exchange coupling in the dimer-trimer zig-zag Cu2+ chains.
 Sixth chapter: Focuses on the magnetic behavior of pristine multiwalled vanadium
oxide nanotubes VOx-NTs (VOx layers containing vanadium zig-zag chains) as well
as the inuence of Li intercalation in doped samples
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 Seventh chapter: Reports a new peculiar eect of the interaction between a sub-
lattice of frustrated quantum spin-1/2 chains and a sublattice of pseudospin-1/2
centers (quantum electric dipoles), uniquely co-existing in the complex oxide γ-
Li2ZrCuO4
 Eighth chapter: Unravel the magnetic model describing the quasi 1D-spin behav-
ior in the pyrocompound α-Cu2As2O7. Provides indication of dierent magnetic
phases present in the magnetically ordered state.
Finally, the main results are summarized.
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1 Magnetism in condensed matter:
An introduction to underlying
eects
1.1 Overview
Magnetism is the basic matter around which we develop the present survey and cer-
tainly an indispensable area in the modern life. This term dates back to the ancient
Greeks who gave this name from Magnesia, a Greek town and province in Asia Minor.
Etymologically the word magnet means the stone from Magnesia, a stone composed
of magnetite (Fe3O4) with the property of being able to magnetize a piece of iron when
rubbed with it [10]. The rst known application of magnetism is the compass, intro-
duced by the Chinese, mainly for terrestrial navigation as it took until the end of the
12th century to appear also on ships [11]. Although it was well known that magnets
only attract iron and iron rich metals, it was just in 1600 when Gilbert [12] realized
that the use of the right kind of iron is necessary to produce strong magnets [13]. In
1820 signicant advancement in magnetism was provided by Oersted after discovering
the eect of electric currents on compass needles, a phenomenon in which a magnetic
eld would be generated by an electric current. This phenomenon came to be promptly
used by Sturgeon in 1825 to produce the rst electromagnet. Albeit famous theoreti-
cians like Gauss, Maxwell and Faraday, approached the phenomenon of magnetism, it is
only in 20th century that physicists like Curie, Weiss, Bloch, Landau and Néel lay the
groundwork of current studies on magnetic materials. These materials are part of our
daily routine, in components of many electromechanical and electronic devices at home,
in a wide range of industrial and medical equipment, devices storing energy in a static
magnetic eld and the growing information technology [10]. What about new chal-
lenges? Due to the huge potential of novel magnetic materials, several disciplines like
chemistry, metallurgy and physics attend the subject from dierent approaches, seeking
for a reliable modeling and the elucidation of practical applications. Since the current
study will focus on the area of magnetism in low dimensions, some fundamental aspects
of magnetism in condensed matter are required before dealing with the peculiarities of
the low-dimensionality itself. In this chapter the reader is roughly introduced into the
origin of electron magnetic moments, the interaction with the local crystal eld potential
and the external magnetic eld, as well as magnetic interactions between neighboring
magnetic moments (cooperative response).
1.2. Origin of atomic magnetic moments
1.2 Origin of atomic magnetic moments
In the central eld approximation used to describe the motion of each electron in the
three-dimensional space, as part of a many-electron atom, the repulsive interaction
between them is represented by an average into a spherically symmetric eld; the motion
of each electron can be then depicted in polar coordinates r, θ, ϕ, in respect to the central
point at the nucleus. In quantum mechanics, these three degrees of freedom are rendered
in three dierent quantum numbers that analogously characterize the quantum state of
an electron [14]:
 The principal quantum number n determines the size of the orbit and denes its
energy. It takes positive integer values 1,2,3. . . ,
 The azimuthal or orbital angular momentum quantum number l describes de an-
gular momentum of the orbital motion and takes integral values from zero to n-1
depending on the shape of the orbit. The associated angular momentum is equaled
to ~(l(l + 1))1/2
 Finally, the magnetic quantum number ml describes the component of the orbital
angular momentum l along a particular direction, meaning that the atom is spa-
tially quantized. ml takes values in integral steps from −l to l including zero,
thus the quantized angular momentum along a eld direction has the permissible
values l measured in units of ~.
An additional spin quantum number ms must be included to describe the component
of the electron spin S (intrinsic angular momentum, measured in units of ~) along
a particular direction. The existence of such a moment is a consequence of relativistic
eects which behavior can be described by a matrix realization of the angular momentum
operators Si = 1
2
σ̂i, where σ̂i is a vector of the three Pauli spin matrices [15]:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
(1.1)
so that
Sx =
1
2
(
0 1
1 0
)
, Sy =
1
2
(
0 −i
i 0
)
, Sz =
1
2
(
1 0
0 −1
)
(1.2)
Since Sz is the only diagonal operator, a simple representation of electron spins pointing
in z -direction are the eigenstates:
|↑z ⟩ =
(
1
0
)
, |↓z ⟩ =
(
0
1
)
(1.3)
Their eigenvalues notated actually as ms acquires only two possible values, ms = ±12 .
Hence, spins pointing parallel or antiparallel to the z -axis correspond to: Sz |↑ ⟩ =
+1
2
|↑ ⟩ and Sz |↓ ⟩ = −12 |↓ ⟩, respectively.
The eigenstates representing the spins pointing parallel or antiparallel to the x- and y-
axes are:
|↑x ⟩ =
1√
2
(
1
1
)
, |↓x ⟩ =
1√
2
(
1
−1
)
(1.4)
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|↑y ⟩ =
1√
2
(
1
i
)
, |↓y ⟩ =
1√
2
(
1
−i
)
(1.5)
According to the Pauli exclusion principle the electrons in the atom are characterized
by dierent sets of the quantum numbers n, l, m, s, which are systematically assigned
to the states of the atom with the lowest energy possible .
The resulting magnetic moment associated to the orbital angular momentum ~L of the
electron is given by [10]:
µL = −
| e |
2m
~L = −µBL (1.6)
where the Bohr magneton µB is the convenient unit describing the size of atomic mag-
netic moments, and the gyromagnetic ratio γ = −e/2me is the direct constant of pro-
portionality between the angular momentum and the magnetic moment. The absolute
value of the magentic moment is thus:
| µL |= µB
√
l(l + 1) (1.7)
and the component along the axis of the applied eld is:
µLz = −mlµB (1.8)
In the case of the intrinsic spin angular momentum of the electron ~S, the associated
magnetic moment is dened by:
µS = −ge
| e |
2m
~S = −geµBS (1.9)
and a magnitude equal to:
| µS |= geµB
√
s(s+ 1) =
√
3gµB/2 (1.10)
hence the proportionality constant is written as the product of the factors ge and µB,
where ge is the spectroscopic splitting factor (Landé factor or simply g-factor) with the
value ≈ 2.002319 for a free electron.
The projection of the spin magnetic moment in the eld direction is then:
µSz = −gemsµB (1.11)
1.2.1 Spin-Orbital coupling (Russell-Saunders coupling)
In a many-electron atom, the fully lled shells have not net angular momentum. The
electrons in unlled shells instead produce the total orbital and total spin angular mo-
mentum L and S, respectively. The interacting energy of these momenta has the form:
HLS = λL · S (1.12)
where λ = ± ζ
2S
represents the spin-orbit coupling constant and ζ the strength of the
coupling. This results in a total angular momentum J = L+S (integral of the motion),
so that the eigenstates | mJ , S, L) of HLS depend on J and mJ , instead of mS or mL.
The possible values are given by:
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J =| L− S |, | L− S + 1 | ..., L+ S − 1 (1.13)
and
−J < mj < J, (1.14)
these values describe how the spin-orbit coupling mixes the unperturbed eigenstates of
H0. Every J implies then dierent amount of energy, whose variation characterizes the
capability of the electrons in this state to avoid each other.
Figure 1.1: a) Vector representation of the spin-orbital interaction between the spin (S) and orbital
(L) angular momenta. In presence of a rather weak external eld (upper gure) the
vector sum represented by the total angular momentum J precesses around the applied
eld z-direction. Its component along this direction is determined by mj . In presence
of a strong external eld (lower gure) J is no loger a constant of the motion, so that
S and L precess independently around the eld z-direction. b) Vector representation of
the spin, orbital and total magnetic moment ascribed to the respective angular momenta.
The resulting total magnetic moment µtot is not collinear with J due to the large spin
gyromagnetic ratio.
Owing this interaction, the vectors L and S exert a torque on each other (perturbation)
causing precession of both of them around the constant vector J. In Fig. 1.1 the
respective total magnetic moment vectors µL = −µBL and µS = −geµBS would precess
also around J. However, the total vector µtot = µL + µS is non-collinear with J but
tilted by an angle θ toward the spin side owing to its larger gyromagnetic ratio (see
Fig. 1.1b.). µtot still precesses around J usually at very high frequency so that the
components out of the J direction average to zero. Only the component along J is
observed [10]:
µ = µtotcosθ = −gJµBJ (1.15)
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The g-factor indeed takes dierent values in real atoms depending on the relative contri-
bution of spin and orbital angular momenta. In this case and after proper mathematical
calculation the g-factor (Landé factor) is found to be:
gJ =
3
2
+
S(S + 1)− L(L+ 1)
2J(J + 1)
(1.16)
1.3 Atom in a magnetic eld - Zeeman eect
In a real system the consequences of multiple electrons being trapped in the Coulomb
eld, caused by the nucleus and the other electrons, are properly dealed by the many
electron Hamiltonian:
H0 =
∑
k
(
p2k
2m
− Ze
2
rk
+
1
2
∑
i ̸=k
e2
| rk − ri |
)
(1.17)
The further application of a uniform magnetic eld in the z -direction, is considered in
the formalism of equation (1.17) by the transition from the canonical momentum to the
kinetic one:
p′k = pk +
e
c
A (rk) (1.18)
being A the magnetic vector potential with the form: A(r)=(B× r) /2, so that the
conditions: B = ∇×A and ∇·A = 0 are satised. The total kinetic energy takes the
form [15, 17]:
Ktot =
1
2me
∑
k
(
pk +
e
2c
B× rk
)2
(1.19)
Ktot =
∑
k
p2k
2me
+ µBL ·B︸ ︷︷ ︸
Paramag−.
+
e2B2
8mec2
∑
k
(
x2k + y
2
k
)
︸ ︷︷ ︸
Diamagnetic
(1.20)
With the total electronic orbital angular momentum: ~L =
∑
k
rk × pk
The paramagnetic part corresponds to the Zeeman contribution of the orbital moments,
resulting in a permanent magnetic moment. The diamagnetic contribution is merely
eld-induced with a square dependence of the eld.
Since the electron spins Sk are not a property of the Hamiltonian in (1.17) but of the
spinors in section 1.2, they are further included in (1.20) by considering the interaction
of the electron spin magnetic moment µe and the static magnetic eld B [16]:
E = −µe ·B = geµBS ·B (1.21)
Introducing (3.15) in (1.20) the Hamiltonian must be rewritten:
H = H0 + µB(L+ geS) ·B︸ ︷︷ ︸
Zeeman Hamilt−.
+
e2
8mec2
∑
k
(x2k + y
2
k) (1.22)
Note that in this development the exchange within the electronic system dominates the
hyperne coupling energy, i.e., Eex≫Ehc.
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Since the second and third term in (1.22) corresponds to the perturbating part of the
Hamiltonian, changes in energy levels induced by the applied eld might be calculated
by using the so-called second-order perturbation theory. Depending on the current ele-
ment of the periodic system, it is found that in the weak-eld limit the eigenstates may
be determined by the relativistic eect of the spin-orbit coupling. The Zeeman interac-
tion becomes only in a small perturbation. The corrections to (1.17) due to relativistic
eects are presented in chapter 3.
Regarding the only spin angular momentum in (3.15) the eigenvalues are determined by
those allowed for Sz, (µe parallel B):
E = geµBBSz (1.23)
The z component of the spin operator is given by the quantum number ms = ±1/2:
E± = ±(1/2)geµBB (1.24)
The splitting of the electron spin energy level in two electron spin states, α and β
respectively, is called Zeeman eect (Fig. 1.2). In absence of a magnetic eld these
states are degenerate (energetically equivalent).
Figure 1.2: Electron-Zeeman eect in a S = 1/2 spin system: At zero eld (B = 0) the α (up) and
β (down) spin states have the same energy (zero in the energy scale). By applying an
static magnetic eld (B ̸= 0) the α state increases in energy whereas the β state decreases.
The energy separation is proportional to the magnetic eld strenght and is also linearly
dependent on the electron g-factor.
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1.3.1 Hund's rules
About the combination of the angular momentum quantum numbers in subsection 1.2.1,
the (2J + 1) possible z-components of J (from m = −J to m = J), are equally favored
energetically in absence of an external magnetic eld (degenerated). Once the magnetic
eld is applied along an arbitrary chosen direction z, the (2J + 1) levels are no longer
degenerated. Therefore, the L, S and J values of a free atom in its ground state are
unraveled by following the so-called Hund´s rules (so long as it posseses incomplete
shells). The three empirical rules are listed in compliance order [10, 18]:
1. S takes its maximum value as far as allowed by the Pauli exclusion principle (min-
imizing the intra-atomic Coulomb repulsion among electrons in the same congu-
ration).
2. L takes also its maximum value consistent with Pauli principle and rule (1) (de-
rived as an empirical conclusion from numerical calculations).
3. If the shell is less than half full: J = Jmin =| L−S |; if the shell is more than half
full: J = Jmax = L+ S (considering magnetic spin-orbit interactions).
The corresponding energies of the levels will be given by:
E = −µ ·B = gJmµBB (1.25)
The eigenvalues are determined by those for mj. How the energy levels are preferentially
occupied under certain conditions, largely determines the magnetic properties of the ma-
terial. For instance, at zero temperature only the lowest energy level in the participating
atoms will be occupied, and the magnetic moment per unit volume (magnetization) may
be dened by:
M = −NgJmJµB = NgJJµB (1.26)
Where N is the number of magnetic atoms per unit volume. At temperature above the
zero point, the successive higher energy level starts to be occupied. However, how a
specic allocation occurs strongly depends on the temperature and the eld strength,
since the last one determines the separation in energy of the ground state from the
excited levels.
For a typical value of J at low magnetic elds, the magnetization is given by [15]:
M =
Nµ2effB
3kBT
(1.27)
where
µeff = gJµB
√
J(J + 1) (1.28)
In lanthanides, excepting europium and samarium, the experimental value of the ef-
fective magnetic moment µeff closely agrees with the theoretical result expected for
equation (1.28) (see Appendix A.1). In magnetic transition metal ions however the
dissimilarity between these values is much larger. This is explained by the fact that
the longer extended wave functions of d-electrons compared with f -electrons cause the
transition metal ions to interact much strongly with its environment. When the orbital
at which the electron resides can be transformed into another identical and degenerated
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one, after rotation around any axis, the electron is enabled to contribute to the orbital
angular momentum. For instance while in an octahedral coordination (cubic) the t2g
degeneracy contributes to the orbital angular momentum, an electron in the eg set of
orbitals does not it, since the shapes of the orbitals are dierent. This is refered as the
quenching of the orbital angular momentum [17].
1.4 Magnetic ions in a crystal eld
In previous sections we have treated the lifting of the degeneracy of the (2J+1) degener-
ate ground-state manifold caused by the magnetic eld acting on isolated atoms. When
the atom is placed in a crystal, such a degeneracy will be also aected by the electrostatic
potential (Coulomb interactions) between each electron and the charges surrounding the
central ion. In transition metal ions as our concerned matter, the 3d-electrons located
in outermost shells are much more liable for the overlapping of the neighboring charge
distribution. As long as the neighboring ions are assumed to be point charges, this per-
turbation is usually discussed in the base of the crystal eld theory (CFT), otherwise a
more complex treatment must be addressed by the so-called ligand eld theory. In this
view we will show a very modest description about the splitting of the vefold d-orbital
degeneracy by using some bases of CFT.
Considering the electrostatic repulsion between each of the ith electron (qi) on the metal
ion, and the charge point qj placed on the jth ligand, one has a total interaction energy
Wc roughly expressed by [19]:
Wc =
∑
i
∑
j
qiqj
| Rj − ri |
(1.29)
where the position Rj(Rj,θj,ϕj) and ri(ri,θi,ϕi) of the ligand and metal ion respectively,
are referred to the spherical coordinate system of the crystal. For octahedral coordina-
tion (cubic) where qi = nq and qj = q:
Wc =
∑
i
∑
j
nq2
| Rj − ri |
= nqUc (1.30)
the potential energy Uc experienced by the metal ion can be expanded in Cartesian
coordinates (alternatively it might also be represented in terms of spherical harmonics)
by following:
Uc(x, y, z) = C4
∑
i
[
x4i + y
4
i + z
4
i −
3
5
r4i
]
+ ... (1.31)
so that C4 = +354 qq
′/R5 for sixfold coordination [19, 20]. The electron is at (xi, yi, zi)
position while the charge ligand is at the distance R from the origin. As our interest
is in the d-electron congurations, the crystal eld has been represented only by the
fourth order term.
In order to obtain the matrix elements of this potential, a very useful operator-equivalent
method is frequently applied, it sets that the matrix elements of operators involving x,
y and z, which are related to a given L or J manifold, are proportional to those of Lx,
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Ly and Lz or Jx, Jy, and Jz. Since the construction of the equivalent operators requests
certain expertise (angular momentum operators do not commute), some trustworthy
tables are available in the literature [21, 22]. Hence, in the cubic potential of the metal
ion, the sum of the potential energies of all the electrons contributing to the constant
value of L reduces to the form:
Uc ≡ C4
[
βr4
20
O04 +
βr4
4
O44
]
(1.32)
where r4 is the average of the fourth power of the electron radius, the ground state β
is a constant1 and the equivalent operators Omn are found in the literature. Considering
for instance the case of a single 3d electron which is vefold orbitally degenerate (2D
term), with states 2D(Lz, Sz), the energy matrix of Uc is likewise constructed from
preestablished tables [21, 22]. The resulting matrix elements are shown in Appendix
A.2.
After matrix computation, the eigenvalues and eigenvectors are:
Energy Eigenfunctions
12
5
βr4

2D(1, Sz)
2D(−1, Sz)
1√
2
[2D(2, Sx) − 2D(−2, Sz)]
(1.33)
−18
5
βr4
{
2D(0, Sz)
1√
2
[2D(2, Sz) +
2D(−2, Sz)]
(1.34)
According to the above result, the d-states (2D term) split now in two irreducible
representations given by the set of the real functions T2 = {xy, xz, yz} and E2 =
{x2 − y2, 3z2 − r2}. These two states are separated by C4r4∆, where ∆ = 6β and C4 can
be positive or negative depending on the coordination (equation (1.32)). The degeneracy
of each representation is then summarized as t2g− and eg− states, {| xy), | xz), | yz)}
and {| 3z2 − r2), | x2 − y2)}, respectively. Looking at the angular part of the wave func-
tions in Fig 1.3. the charge densities of the t2g−states traces elongated lobes pointing in
directions between the x−, y− and z−axes, while in the eg− states they lay along the
axes. In the current example, the cubic crystal eld with sixfold coordination has ligand
charges located along the axes, therefore the higher repulsion energy experienced by
electrons in the eg−orbitals, gives these states the upper energy scale shown in Fig 1.3.
For an eightfold coordination system however, this scheme is not longer energetically
favorable. Contrary, the t2g−states acquire the highest energy range due to the gain
of repulsive energy of electrons placed in these orbitals. From the analytical point of
view this occurs because the sign of the C4 factor depends on the coordination, which
turns out to be negative for the eightfold case. The degeneracy obviously is linked to
the crystalline symmetry (group theory). In Fig. 1.3 the lowest order terms in x, y, z
are dierent for each symmetry group. For instance, going from cubic (Fig. 1.3b.) to
tetragonal (Fig. 1.3c.) the degeneracy of eg−states is completely lifted, although two
of the t2g−states still remain degenerate. In orthorhombic symmetry the d-states are
1for 2D or 5D term β= 263
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completely splitted [20, 23].
Dealing with a transition metal ion in which not all 3d electrons are present, it is found
that the electron lling of those states not always start with the lowest levels (in this
case t2g) before lling the higher eg levels. The precise order depends instead on the
competition between the crystal eld energy (CFE) and the Coulomb energy cost of
placing two electrons in the same orbital (pairing energy- PE). If CFE is lower than PE
then the added electrons to the system will tend to singly occupy each orbital before any
orbital is doubly occupied (refered as high-spin state). If the situation is reversed so that
CFE is larger than PE, the electrons will doubly occupy the lower energy orbitals before
scaling towards the higher energy orbitals (refered as low-spin state). In octahedral
environments the peculiar case happens when adding 4, 5, 6, or 7 electrons. For other
numbers, even 10 electrons, there is no ambiguity about how to be added [15].
Figure 1.3: Eect of the crystal eld potential on the d-orbital energy states. a) For a free 3d-ion
no any interaction with the environment leads to the fully degeneracy of the d-orbital
states. b) the 3d-ion is embeded into an octahedral coordination with cubic symmetry,
the degeneracy is partially lifted because of the higher repulsion energy experienced by
electrons in the eg-orbitals. The irreducible representation of the resulting eg and t2g-levels
accounts for a two- and three-fold degeneracy respectively. c) Lowering the symmetry,
going from cubic to tetragonal, e.g. by an uniaxial distortion along z-axis or an in-plane
xy distorsion, it causes a perturbation of eg-orbitals and those lying on the xy-plane. The
irreducible representation of the energy states corresponds to one-dimensional b1t, a1t,
b2t -levels and the two-fold degenerate et-level.
Finally and also as a consequence of the crystal eld interaction, the well known Jahn-
Teller eect shows how the magnetic properties themselves may inuence the symmetry
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of the local environment. Therefore, if the symmetry of the crystal eld is high enough,
the ground state of the ions is induced to keep orbitally degenerated. In this case, it
is energetically more favorable for the crystal if it is distorted in a such way that the
orbital degeneracy is lifted. This arises because the energy cost of increasing elastic
energy is balanced by a resultant electronic energy saving due to the distortion [15, 24].
1.5 Interactions between magnetic moments
On the base of the magnetization denition in section 1.3, the spontaneous magnetiza-
tion should be compatible with the presence of an internal magnetic eld. This eld
should be large enough as to be able to promote a level splitting so that only the low-
est one m = −J comes to be populated. In this section we consider relevant types of
magnetic interactions between magnetic moments usually responsible of these internal
magnetic elds. The magnetic dipolar interaction would be at rst sight the most direct
mechanism, however, this is often dismissed since the approximated energy value results
to be about 1 K in temperature. This value would be too weak as to overcome the ther-
mal disordering eects in typical magnetic materials (usually exhibiting higher ordering
temperature). The spontaneous magnetization phenomenon relies then on the quantum
mechanics that attends another form of interactions named exchange interactions.
This exchange arises from the interplay between the Pauli exclusion principle, the spin
degrees of freedom, and the electrostatic repulsion of electrons. Let us consider two
electrons each one described by the single electron state, ψa(r1) and ψb(r2) respectively,
so that the joint wave function, may be expressed as the product of those individual
electron states: ψa(r1)ψb(r2). Since Pauli principle forbids the double occupancy of
any orbital by electrons of parallel spin, this implies that electrons with parallel spins
are likely to be farther apart in space than antiparallel ones. Hence, the joint wave
function have to be antisymmetric in the exchange of any two electrons. It means that
only those allowed states corresponding to the antisymmetric singlet state (↑↓) and the
symmetric triplet state (↑↑), in the spin part of the wave function, must be associated to
the symmetric and antisymmetric real-space of the wave function. The wave functions
for the singlet and triplet case including spatial and spin part take the form:
ΨS ∼ [ψa(r1)ψb(r2) + ψa(r2)ψb(r1)] (1.35)
ΨT ∼ [ψa(r1)ψb(r2)− ψa(r2)ψb(r1)] (1.36)
The exchange is estimated by comparing the total energies for the singlet and triplet
two-electron wave functions. Evaluating the energy, E =
´
Ψ⋆HΨdr1dr2, for equations
(1.35) and (1.36), the exchange constant J = (ET − ES)/2 points out the energetically
most favorable state in the system. A positive J means ET > ES and favors antiferro-
magnetic spin coupling (↑↓), while a negative J value with ES > ET gives account of
ferromagnetic coupled spins (↑↑). Considering the Hamiltonian for the coupling of two
spins: H = AS1 ·S2, and the equivalence of A in terms of the dierence between singlet
and triplet states [15], the eective Hamiltonian can be written:
Hspin = −(ES − ET )S1 · S2 = 2JS1 · S2 (1.37)
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Although this apparently simple equation becomes more complex when generalizing to
a many-particles system, in the early days of the quantum mechanics, it was shown
by Heisenberg (1928) that this quantum-mechanical exchange interaction might be ex-
tended to all nearest neighbours atomic spins in the crystal lattice. This favours then
the creation of an internal magnetic eld. The generalization is given by:
H = 2
∑
i<j
JijSi · Sj (1.38)
In most cases Jij has the same magnitude between all nearest-neighbour spins and zero
otherwise. This allows to assume a constant value Jij= J for the exchange expressed in
equation (1.38).
1.5.1 Direct exchange
The calculation of the exchange constant J may be rather complex, but qualitatively
there exists some general considerations that allow predicting the nature of the coupling.
Figure 1.4: Molecular orbitals in a diatomic system. The bonding orbital representing the sum of
the two atomic orbitals is symmetric under exchange (if satisfying the spatial part of the
wave function). It favours a singlet ground state with two electrons lling the bonding
state. This is thus lower in energy than the empty antibonding orbital which corresponds
to the dierence of the two atomic orbitals (antisymmetric under exchange).
i) If the two electrons are on the same atom J is usually positive by settling parallel
allignment of the spins. It arises when the wave function of the triplet state has an
antisymmetric spatial part, this enables the two electrons to keep far apart minimizing
the Coulomb repulsion between them.
ii) If the two electrons are on neighbouring atoms the situation is dierent and more
interesting. The overall atomic wave function for two electrons used in equation (1.35)
and (1.36) is no longer representative of the system. Any new joint state formed by com-
bination of electron states, centered on each atom, has to be described by two-electron
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wave functions. This includes not only the original atomic states, but also the feasible
hopping between neighboring atoms (term hopping integral (t)) owing to the overlap-
ping, -hybridization-. The electrons save kinetic energy by forming bonds, and the new
states do not correspond to atomic orbitals but rather molecular orbitals dened as:
bonding (spatially symmetric) and antibonding (spatially antisymmetric) orbitals (see
Fig. 1.4). Since the shorter curvature of the bonding orbital implies more saving in the
kinetic energy, it favors the appearance of the singlet state (antisymmetric in spin part)
and presumably a negative exchange contant [15].
Despite the appropriateness of the previous scenario, this exchange mechanism requires
to consider also the relatively strong interaction of electrostatic origin between electrons
(Coulomb repulsion). This punishes the occupancy of two electrons in the bonding or-
bital and drives an electron to occupy an excited one-electron orbital state, so that the
(↑↑) conguration must be deemed.
Thus, the competition between the kinetic and Coulomb energies mostly establishes the
spin state of the system (FM or AFM). Aside from direct exchange which is always
positive, the corresponding exchange constant J reects then the relative strength of the
Coulomb integral compared to the hopping integral. In general a sizeable interatomic
hopping destroys the parallel spin alignment [25].
The total two-electron wave function is written:
Ψ(r, r′) = cIϕa(r1)ϕa(r2) + cIIϕa(r1)ϕb(r2) + cIIIϕb(r1)ϕa(r2) + cIV ϕb(r1)ϕb(r2) (1.39)
The notation in the function ϕa(r1)ϕb(r2) means that the rst electron (r1) is on the
left atom, and the second electron (r2) is on the right one.
After suitable computations and reduction of terms the total Hamiltonian has the form
of a 4×4 energy matrix Eij:
H = 2E0 +

U t t JD
t 0 JD t
t JD 0 t
JD t t U
 (1.40)
where the hopping integral t, the Coulomb integral U , and the direct exchange JD are
dened in Appendix A.3. Solutions for the Hamiltonian in equation (1.40), through
the diagonalization of the interaction matrix, provide the eigenfunctions [25] and the
eigenenergies of the two-electron problem.
E0 is the atomic energy in the system, the direct exchange JD is much smaller than U
*, and U is generally comparable with the value of t. The exchange is next obtained by
identifying the spin structure of the eigenstates and comparing the energies of the lowest-
lying ferromagnetic and antiferromagnetic states in Table 1.1. If the overlap is small
enough so that t ≪ U the wave functions are localized and the eigenstates will assort
as those of atomic orbitals. For large t, the one-electron level splitting ±t addresses
the electrons to occupy bonding or antibonding states. According to the energy states
in Table 1.1, E2 > E1 and E4 > E3, the exchange is determined by the competition
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between the lowest-lying ferromagnetic state E1 and the lowest lying antiferromagnetic
state E3.
Eigenstate (structure) Eigenenergies
antisymmetric in real-space (ferromagnetic) E1 = 2E0 − JD
symmetric in real space (antiferromagnetic) E2 = 2E0 + U − JD
symmetric in real space (antiferromagnetic) E3 = 2E0 + U2 + JD −
√
4t2 + U
2
4
symmetric in real space (antiferromagnetic) E4 = 2E0 + U2 + JD +
√
4t2 + U
2
4
Table 1.1: Eigenstates and the respective eigenenergies obtained for the two-electron problem as so-
lutions of the Hamiltonian in equation (1.40)
According to the expression for the exchange constant J = (E1 − E3)/2, it results in:
J = JD +
U
4
−
√
t2 +
U2
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(1.41)
It shows that the prevalence of ferromagnetism decreases with increasing hopping, it
is with decreasing interatomic distance. In the base of the Heisenberg model (1928),
which works better for separated atoms with xed number of electrons per site, ionic
congurations are ignored owing to the high cost in intra-atomic Coulomb repulsion.
This is computed in the energy matrix of the Hamiltonian as a large value of U (∼ ∞),
so that the resulting energy levels are E0 ± JD and hence J = JD.
In metals the formation of temporary ionic states leads to a subtle handling of the
Heisenberg model assuming the hopping as a small perturbation in an ideally correlated
Heisenberg limit. The ionic states are ignored in lowest ordered. Rendering the equation
(1.41) in terms of the small parameter t/U , it yields:
J = JD −
2t2
U
(1.42)
so that t decreases with increasing interatomic distances and the level splitting is small-
est for well-separated atoms.
In most of the magnetic insulating crystals the direct exchange JD is too small to explain
the most of the magnetic properties. Firstly, because the exchange interaction is usually
very short-ranged as to justify the long range mechanism between two well separated
magnetic ions, and second because in most cases they are mediated by a non-magnetic
ion in-between.
1.5.2 Indirect exchange (Superexchange)
The mediation is the base of the well-known superexchange interaction. In this case,
the interaction of two magnetic centers is mediated by a non-magnetic ion between
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them. The way how this eective exchange arises in insulating crystals, has entailed a
set of semi-empirical rules (from experimental hints and theoretical models) known as
Goodenough-Kanamori-Anderson rules [26, 27]. In order to illustrate the more general
predictions of the magnetic coupling, we will assume a simple system of two transition
metal ions. Each of them with a single unpaired electron in the ground orbital, and
separated by an oxygen ion with a pair of electrons in the lowest energy orbital (p-
electrons). The rules disclose that the sign of the magnetic superexchange critically
depends on the orbital occupation and the Md1-Op-Md2 bond angle (overlap between
participating states).
Figure 1.5: 180° Md1-O-Md2 arrangement favors antiferromagnetic superexchange interaction due to
the feasible mixing of the (a) ground state conguration and the (b) and (c) excited states.
A ferromagnetic Md1-Md2 interaction does not allow such minimization of the energy.
180° Superexchange: When lobes of magnetic orbitals in Md ions are directed towards
each other by overlapping p-orbital of the intermediate ligand along the same axis (Md1-
Op-Md2 bond angle close to 180°), the superexchange interaction will be rather strong
and antiferromagnetic (see Fig 1.5). It occurs since antiparallel spins in the Md sites
furnishes virtual excitations such as the hopping of one electron from O to Md1 and fur-
ther hopping from Md2 to Op. Another possibility is the hopping of the two O electrons
towards Md1 and Md2, respectively. The exchange energy resulting from the mixing
between the ground state and the low energy excited states becomes favourable for the
antiparallel alignment of the Md1-Md2 spins in respect to that for parallel conguration.
By following similar arguments the synopsis of these rules for dierent orbital occupancy
of the participating Md ions is found in Ref. [23, 28].
90° Superexchange: If a ligand atom (oxygen) forms a ∼90° bridge between two
transition metals (Md1-Md2), the exchange process will lead to a ferromagnetic and
relatively weak coupling between magnetic ions. As shown in Fig 1.6, two dierent
orbitals px and py on the oxygen site (O) overlap with the axially related d-orbitals of Md1
and Md2. Since the two p-orbitals are orthogonal, the kinetic term reduces to zero and
the ferromagnetic interaction turns out to be addressed only by the Hund´s rule coupling
of electrons in the two p-orbitals [29]. In other words, the excited intermediated states
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will reduce in energy when the ferromagnetic coupling of Md1 and Md2 spins favours the
parallel alignment of spins remaining in the two dierent p-orbitals (Hund´s rules).
Figure 1.6: 90° superexchange coupling in a 90° Md1-O-Md2 arrangement. The mixing of the ferro-
magnetic Md1-Md2 ground state in (a) and the excited state in (b) is lower in energy than
the mixing between the ground state in (c) and the excited state in (d). It is derived from
the Hunds's rules prediction which establishes the favorable parallel alignment of spins
placed in dierent p-orbitals (b) compared with the antiparallel alignement in (d).
According to a recent review of Cu compounds [29], it is suggested that for edge-sharing
Cu2O2 units, the crossover angle from ferromagnetism (90°) to antiferromagnetism (180°)
is 97°. However, the exact value may vary because of the inuence of other neighboring
structural elements.
1.5.3 Antisymmetric exchange
(Dzyaloshinskii-Moriya interaction)
This type of anisotropic exchange uses the spin-orbit interaction as the intermediary
mechanism to accomplish the exchange between two magnetic ions. The orbit of the
electron and therefore its crystal-eld interaction depends on the spin direction. It
follows that atoms placed on sites without inversion symmetry can minimize the crystal-
eld energy if they form a slightly noncollinear spin structure. The Hamiltonian has the
form [15, 25]:
HDM = −
∑
i<j
Dij · Si × Sj (1.43)
The vector Dij = −Dji reects the local environment of the magnetic ions. Depending
on the symmetry it lies parallel or perpendicular to the line connecting S1 and S2.
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Phenomenologically speaking, the interaction between the two spins is in such a way
that forces them to be in right orientations into a plane perpendicular to the vector D
so that the acquired energy becomes negative. The interaction favors noncollinear spin
states in the sense that S1 parallel S2 gets HDM = 0. This is indeed possible in local
environments with low symmetry. Frequently the interaction causes canting of the spins
by a small angle.
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2 Competing interactions and
low-dimensionality
2.1 Overview
Exchange interactions leading to collective magnetic behavior are, after all, a pure quan-
tum eect. Real magnetic solids are three-dimensional (3D) but they can be eec-
tively considered as low-dimensional systems if the exchange interactions have dierent
strengths in dierent directions. A solid for instance may be considered as a linear chain
compound (D = 1) if the intra-chain interactions are much stronger than the inter-chain
ones. In a square lattice magnetic system (D = 2) the dominant exchange interactions
are intra-planar while the Ladders have structures interpolating between the chain and
the square lattice.
Low dimensional spin systems stand for a promising subject in solid-state physics due to
the possibility to observe numerous quantum phenomena and to interpret them within
relatively simple models (e.g., Ising or Heisenberg models for dierent lattice types)
[30]. In contrast to magnetic systems with classical long-ranged ferro- or antiferromag-
netic order, the interplay of low dimension, competing interactions and strong quantum
uctuations, as well as unusual spin and charge correlations, gives rise to a plenty of fas-
cinating phenomena such as valence bond solids, magnetic plateaux, spin liquid states
or spin-Peierls states. This broad list of exotic phenomena unambiguosly justify the
common use of the term quantum magnetism for concerning this eld of research.
About magnetic order, the Mermin-Wagner-Berezinskii theorem applied to systems of
localized spins expresses [31]:
An innite d-dimensional lattice of localized spins cannot have long range magnetic
order (LRO) at any nite temperature for d < 3 if the eective exchange interactions
among spins are isotropic in spin space and of nite range
Although it does not relate to conditions for T = 0 ground state, the isotropic one-
dimensional spin-1/2 Heisenberg antiferromagnet predicts the lack of LRO even at
T = 0. Moreover, when certain anisotropy is incorporated into the model (non-isotropic
exchange constants, dipole-dipole interactions, single-ion anisotropy, etc.) LRO might
be expected for certain low-dimensional systems. In two-dimensional Heisenberg anti-
ferromagnets the situation is somewhat unclear and there is current evidence pointing
out the realization of LRO at T = 0.
New materials like metal-oxides, carbon nanotubes, and organic compounds are some
of the successful illustrations in the scale of micro- and nano-physics (nanotechnology).
The subject in two dimensions has denoted special attention in the elucidation of high-Tc
superconductivity in cuprates, since the origin of superconducting properties is related
2.2. One-dimensional magnets - Spin chains
with the spin uctuations and the magnetic order found in copper-oxide planes (CuO2)
[32].
In the oncoming sections we will focus on a qualitative understanding of some inter-
esting phenomena which originate in the interplay of competing interactions and low
dimensionality. They have provided experimental evidence about the ground states of
quasi-one-dimensional (1D) spin 1
2
chains of copper- and vanadium-based oxides (one
hole, Cu2+-3d9, or one electron, V4+-3d1, in the d-shell, respectively) [33], spin-Peierls
transition in CuGeO3 [34] or superconductivity in a Cu-based spin ladder compound
[35].
2.2 One-dimensional magnets - Spin chains
In this section we restrict our attention to the genuine linear 1D-chain as a fundamental
array of strongly interacting 1D electron spin magnetic moments. In a simple chain
each magnetic center interacts ferro- or antiferromagnetically with only two nearest
neighbors (nn). An Uniform chain consists of a unique exchange interaction J for all
nn along the chain, an alternating chain implies successive alternation of two dierent
exchange interactions J1 and J2 , and a random chain presents arbitrary distribution
of inequivalent interactions (see Fig. 2.1a-c.). More complex arrangements like the
double (triple/. . . etc.) chain in Fig. 2.1d-e. refer to two (three/. . . etc.) interacting
linear chains exhibiting unexpected magnetic states, ranging from spin frustration and
ferrimagnetism (owing topology in the chain) up to the coexistence of both them [36].
Figure 2.1: Exchange network in a) An uniform chain. b) An alternating chain. c) A random chain.
d) Spin frustrated double chain: two interacting linear chains with expected frustration
for antiferromagnetic coupling in the chain. e) Spin frustrated topological 1D ferrimagnet:
ferrimagnetism must occur because of the topology of the chain.
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In an isolated solid material with full nn-anisotropy, the behavior of the spins in the
one-dimensional S = ½ chain may be characterized by the 1D Heisenberg Hamiltonian:
HXY Z =
N∑
i=1
[
JxS
x
i S
x
i+1 + JyS
y
i S
y
i+1 + JzS
z
i S
z
i+1
]
(2.1)
The dimensionality of the interaction is dened by the Jx, Jy and Jz components of the
exchange energy tensor related to spins pointing in any of the 3D directions. Models for
limit cases of the exchange anisotropy spam [36, 37, 38]:
ZZ model: (Jx = Jy = 0, Jz ̸= 0), if the spins are constrained to lie parallel or
perpendicular to certain direction, here assumed to be the z-axis, (note that when
Si = Si+1 = 1/2 and Jx = Jy = 0, Jz ̸= 0 one arrives to the Ising model)
XY model: (Jx = Jy ̸= 0, Jz = 0), refers to spins being free to point anywhere on
a given XY plane
XXZ model: (Jx = Jy ̸= Jz), this is the uniaxial magnetic anisotropy of the Heisen-
berg model
Heisenberg model: (Jx = Jy = Jz = J), the isotropic Heisenberg conguration
Herein we will pay some attention on the S = 1
2
XXZ Heisenberg chain (XXZ model).
This model has resulted to be suitable in describing real materials and has proved
to be a leading paradigm in low-dimensional quantum magnetism. It brings forward
valuable scenarios like the gapless Luttinger liquid, broken symmetry, and the gapped
and gapless excitation continua, just to name a few. This model sets also a starting point
for nding exact solutions in 1D magnetism, with special meaning in the famous Bethe
ansatz method. A short review of the basic properties of this model starts writting the
Hamiltonian [39, 40]:
HXXZ =
∑
i
Jxy(S
x
i+1S
x
i + S
y
i+1S
y
i ) + JzS
z
i+1S
z
i (2.2)
Taking into account an additional external magnetic eld and decomposing into longi-
tudinal and transversal terms (S± = Sx ± iSy), the hamiltonian becomes:
HXXZ =
J⊥
2
∑
n
(S+n S
−
n+1 + S
−
n S
+
n+1) + Jz
∑
n
SznS
z
n+1 − gµBB
∑
n
Sn (2.3)
Where S− is the operator that ips the spin ↑ state to ↓, and S+ ips ↓ to ↑. In equation
(2.3) the term proportional to J⊥ represents the kinetic energy causing the quantum
uctuation of Szi , while the term proportional to Jz represents the potential energy
that favors the ordering of Szi . The competition between these two components is the
physics contained in equation (2.3).
Ferromagnetic Phase:
Constraining the Hamiltonian in 2.3 to Jz ≪ J⊥ < 0, the XXZ chain describes the
ferromagnetic (FM) Ising limit. The ground state is saturated with all spins aligned in
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either z or -z direction. This is thus a phase with broken symmetry1under which the
Hamiltonian is invariant. An excitation in the system is further induced when one of
the spins leaves the spin-up alignment of the ground state by ipping into a spin-down
state.
By applying an external magnetic eld along the z-direction (additional energy con-
tribution without aecting the wave functions2), the symmetry under spin reection
responsible for the excitation is lifted, and the saturated ground state is again stabilized.
The low-lying excited states in the ferromagnetic phase are magnons with total spin
quantum number Sztot = 1/2(N) − 1, where N is the number of sites. The dispersion
function is given by:
ϵ(q) = 2J⊥S
(
1− cos q −
(
Jz
J⊥
+ 1
))
+ 2gµBBS (2.4)
In absence of an external magnetic eld (B = 0) at q = 0, the excitation spectrum
displays a gap of magnitude | Jz
J⊥
| −1 for (Jz < 0) .
In the limit Jz
J⊥
= −1 and following the mechanisms of exchange interactions, this single
disruption travels through the nearest neighbors along the spin chain (this excitation
is the well-known spin wave or magnon). The excitation is gapless according to the
prediction of the Goldstone's theorem: The breaking of a continuous symmetry in the
ground state results in the emergence of a gapless excitation mode. The discrete dis-
ruption moving freely along the chain is enlarged to the full rotational symmetry of the
ferromagnet. Unlike to the long range magnetic order accesible in the ground state, the
derived long phase space propagation (along the 1D chain) in the excitation spectrum,
implies an exponential decay of correlations at small nite temperatures, which supports
the prediction of the Mermin and Wagner's theorem [39].
In the case of two spin deviations, Sztot = N − 2, the concept of domain walls has to be
considered.
Néel Phase:
If Jz ≫ J⊥ > 0 in 2.3, the XXZ chain is in the antiferromagnetic Ising limit or Néel
phase with a broken symmetry and spatial period 2a. In the antiferromagnetic (AFM)
ground state the total spin is Sztot = 0, with N/2 spins pointing up and N/2 down.
Despite of the presence of long range magnetic order in the corresponding correlation
function, quantum uctuations prevent it to be fully accomplished since the sublattice
magnetization does not commute with the Hamiltonian Hxxz.
An elementary excitation is created when a certain spin in the AFM chain is ipped.
Regarding the linear assembly it causes the breaking of two nearby bonds and the
formation of a state with energy Jz, degenerate with all states resulting from ipping an
arbitrary number of subsequent spins (N(N−1) total states). They are the so-called two-
domain wall states given that each of the two broken bonds establishes the boundary
1The ground state does not exhibit the discrete symmetry of spin reection Sz →−Sz
2HXXZ commutes with S
Z
tot
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between two dierent Néel states. The low-lying excitation spectrum is composed of
two elementary excitations (propagating domain walls) known as spinons, which travel
independently with the respective momenta k1 and k2 following the dispersion relation
[1]:
ϵDW (k) =
Jz
2
+ J⊥ cos 2k (2.5)
The total momentum q and the excitation energy may in turn be written as:
q = k1 + k2 (2.6)
△E = ϵDW (k1) + ϵDW (k2) (2.7)
The underlined region in Fig. 2.2d. shows the possible values for △E for given values
of q. The lower boundary is then estimated from:
△ELB = Jz − 2J⊥ | cos q | (2.8)
It follows that due to the exchange interaction, the individual spinons in the antiferro-
magnetic Ising phase get delocalized into plane wave states. They form a continuum
with the relative momentum of the two domain walls serving as an internal degree of
freedom. The precise values of the wave vector, indicate that two domain walls cannot
penetrate each other upon propagation [39]
Figure 2.2: Domain wall representation of elementary excitations in the Néel phase of the XXZ S =
1/2 chain. a) Classical Néel ground state. b) Creation of a magnon excitation by ipping
a single spin, the magnon carries a spin one. c) The magnon decomposes into two spinons
under the eect of the spin-ip terms in the Hamiltonian [40]. d) Possible energy values
for the two-domain wall continuum as a function of q [1].
The problem of the uniform S = 1/2 chain, with exchange anisotropy (Jx = Jy ̸=Jz),
and either ferro- or antiferromagnetic coupling was discussed by Bonner and Fisher in
a pioneering work relating procedures for including local or exchange anisotropy [41].
Their work was extended by Weng to the magnetic properties of AF Heisenberg chains
with larger spin values [42], and further by Blöte who took in consideration exchange and
single-ion anisotropy [43]. Moreover, Duy and Barr introduced alternating exchange
interactions in the AF S = 1/2 Heisenberg chain [44].
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2.2.1 Frustration and alternating spin chains
The ideal spin 1/2 chain with only nn exchange can be perturbated in many ways. A
brief view on the simplest of them starts with the representative concept of frustration.
Magnetic interactions in a solid usually occur between more than one pair of neighbour-
ing magnetic moments, so that there will be a competing set of magnetic interactions
acting on one spin site. When all these interactions are fully satised, the system is
capable to adopt a single magnetic ground state. Nonetheless, for specic magnetic
and spatial congurations, the spins cannot establish the ideal orientation that entirely
satises all pairs of magnetic interactions. Given the unfeasibility for a unique lower
energy state, the spins seek as much as interactions allow, to be at least in the less
unfavorable situation for the whole system, leading to various possible congurations
of less high energy states. This scenario constitutes the so-called spin frustration and
has been identied to occur eather:
Figure 2.3: Spin frustration due to: a) Triangle lattice geometry: for AFM nn interactions one of the
spins cannot follow simultaniously two dierent neighbor interactions. b) Competition be-
tween FM-nn and AFM-nnn exchange in a linear chain with ∼ 94° Cu-O-Cu conguration
(superexchange mechanism).
I) Due to the lattice geometry: It deals with real or virtual plaquettes where a set of
interacting spins placed on their vertices constitute a well dened geometrical shape. In
regards to the interaction energy between two electron spins, E = J(Si ·Sj), the nearest
neighbour (nn) ferromagnetic coupling leads to the ground state where all pairs of spins
are parallely aligned regardless of the plaquette geometry. For nn antiferromagnetic
interactions the spin conguration of the ground state depends on the geometry: those
spins lying in non-triangular plaquettes, i.e., square or simple cubic lattices, will have
a ground state with nn spins antiparalelly oriented. Those forming triangular arrange-
ments (Fig. 2.3a), i.e., face-centered cubic (fcc) or hexagonal-close packed (hcp) lattices,
represent a frustrated system, since one of the spins can not satisfy simultaneous two
dierent neighbor interactions. According to Toulouse's denition the frustration in the
lattice is identied by the negative sign in the parameter P = Π⟨ij⟩sign(Jij), i.e. the
product over all nn-exchange constants Jij around the plaquette [45].
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A simple illustration of the problem would be the case of XY spins (any rotation of spins
in the plane) applied to the triangular geometry shown in Fig. 2.3a. Assuming spins
Si(i = 1, 2, 3) of amplitude S and forming an angle θi with the x-axis, the ground-state
(GS) is resolved by minimizing the energy E of the plaquette in terms of the deviation
angle θi:
E = J(S1 ·S2+S2 ·S3+S3 ·S1) = JS2 [cos(θ1 − θ2) + cos(θ2 − θ3) + cos(θ3 − θ1)] (2.9)
∂E
∂θ1
= 0,
∂E
∂θ2
= 0,
∂E
∂θ3
= 0 (2.10)
Simultanious solutions for equation (2.10) correspond to θ1 − θ2 = θ2 − θ3 = θ3 − θ1 =
2π
3
= 120°. This means that for vector spins in the lowest energy state, each bond is
only partially satised. This is also true for Heisenberg spins.
II) Competition between conicting interactions: Herein we focus on those perturba-
tions that apply to strictly one-dimensional chains. The most basic mechanism is the
introduction of the second neighbor exchange J2 due to a structurally inequivalent su-
perexchange path between nearby neighbors (see Fig. 2.3b.). This scenario illustrates
the isotropic linear quantum S = 1/2 Heisenberg chain, characterized by competing FM
(J1 < 0) and AFM (J2 > 0) interactions between nearest (nn)- and next-nearest (nnn)-
neighbors respectively.
Figure 2.4: a) Spin arrangement in an helimagnetically ordered state holding an angle θ between
magnetic moments in successive basal planes. b) Phase diagram of the magnetic ordering
when planes are coupled by a nn exchange constant J1 and a nnn exchange constant J2.
The quantum critical point denes the boundary between ferro- or antiferromagnetism
and the helimagnetic regime.
The spin conguration of the ground state in the classical limit is derived minimizing
the interaction energy of the system, ∂E
∂θ
= 0, where θ is the angle between nn spins in
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successive basal planes (Fig. 2.4a):
E = −2NS2(J1 cos θ + J2 cos 2θ) (2.11)
∂E
∂θ
= (J1 + 4J2 cos θ) sin θ = 0 (2.12)
Two possible solutions for equation 2.12 are:
sin θ = 0, FM or AFM coupling (2.13)
or
cos θ = − J1
4J2
=
1
α
→ α = −J2
J1
, Helimagnetism (2.14)
The last solution describes helical order and becomes favoured with respect to ferro- or
antiferromagnetism when −1 ≤ cos θ ≤ 1, it is | J2 | /J1 ≥ 14 [32, 45]. The limit value of
this constraint ∼ 0.25, which establishes the boundary with the ferro- or antiferromag-
netic state in Fig. 2.4b., determines the quantum critical point (αc). There are then two
degenerate congurations: clock- and counter-clockwise. It is worth to mention that in
quantum spin system the interplay of frustration and quantum uctuations causes, e.g.,
a spin-liquid state and a spontaneous symmetry breaking.
The Hamiltonian of the system may be written as:
H = J
∑
n
(Sn · Sn+1 + αSn · Sn+2) (2.15)
So that J = J1 and α = J2J1 is known as the nnn exchange parameter. This Hamiltonian
is also extensible to the case of a two-leg zigzag ladder shown in Fig. 2.1d.
Figure 2.5: Phase diagram for the two dimensionless parameters α (nnn exchange parameter) and
β (alternation parameter). This is signicantly useful when the 1D spin 1/2 Heisenberg
Hamiltonian comprises both nnn coupling and bond alternation. From Ref. [47].
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Another modication of the Heisenberg chain is the alternating chain model rst inves-
tigated by Cross and Fisher [46] and described by the Hamiltonian:
H = −2J
n/2∑
i=1
[S2i · S2i−1 + βS2i · S2i+1] (2.16)
In the alternation of the exchange interaction along the chain, J1=J is the exchange
integral between the spin and its right neighbor and J2=βJ is the exchange with the
left neighbor. Considering β as the parameter of alternation, the limit value β = 1
reduces the model to that for an uniform chain with unique nn exchange coupling J.
At the other limit, when β = 0, one arrives to the isolated dimer model with pairwise
interactions (Fig. 2.5). In the case of explicit dimerization the ground state is unique
and a gap opens up immediately [39]. The ground state prefers to have singlets at the
strong bonds while the lowest excitations are propagating one-triplet states.
Models with explicit or spontaneous dimerization are frequently used to describe spin-
Peierls chains, where the dimerization derives from the spin phonon interaction.
It is worth to note that although rigourously speaking there are no realizations of 1
or 2 dimensional systems, the theoretical description of the ideal system provides a
close and useful interpretation of the experimental results with quasi-one- or quasi-two-
dimensional coupling. In real materials these systems correspond to lattices where the
strongly interacting spins along the chains/planes are weakly coupled with the spins in
other chains/planes, respectively [37].
32
3 Electron Spin Resonance (ESR)
Spectroscopy
3.1 Overview
Electron Spin Resonance (ESR) spectroscopy deals with the interaction between electro-
magnetic radiation and magnetic moments. In contrast to Nuclear Magnetic Resonance
(NMR), which involves nuclear spins, ESR probes the magnetic moments of the elec-
trons [48]. The electromagnetic radiation may be represented as a stream of particles
(photons) which build up the electromagnetic eld. The electric (E1) and magnetic (B1)
components of the eld associated with the photons are perpendicular to each other and
to the direction of propagation. They oscillate in a narrow range of frequency centered
at ν within the theoretical range from 0 (DC) to innity. The energy of any photon
is thereby given by the quantity hν. When a photon is absorbed or emitted by an
electron, atom or molecule, the energy and angular momentum of the combined system
(total) must be conserved. For this reason the direction of the photon relative to the
alignment of the interacting system is crucially important. Regarding to this technique,
the oscillating component B1 of electromagnetic radiation is expected to interact with
the electron magnetic dipole derived from the spin angular momentum, with only small
contribution from the orbital motion. Therefore only species that contain one or more
unpaired electrons possess the net spin moment necessary for this interaction. The term
resonance is thus appropriate, considering that a well-dened separation of energy levels
by applying a static magnetic eld B, is matched to the energy of a quantum of incident
monochromatic radiation hν.
ESR is specically associated to resonant absorption and hence resonant transitions
between energy levels involving only the electron angular momentum (usually only spin
angular momentum). Since the energy of the photons used in this specic case is very
low, it is valid to ignore the multitude of electronic states, except the ground-state and
perhaps a few of the nearest states. Given its selectivity acting directly on paramagnetic
species, the ESR study has the main advantage of providing insights into the nature of
the paramagnetic center. It reveals also detailed information on its environment and
the dynamical processes in which it is involved [49]. Current applications of ESR have
conquered diverse and complex branches in biology, chemistry and physics ranging from
organic solids, organic molecules, inorganic radicals, transition metal ions up to natural
systems. This chapter cannot cover the whole eld of ESR. Rather we will focus on the
basic knowledge required for a satisfactory understanding of our experimental results,
whose matter of investigation sort in the group of the transition metal ions.
3.2. Principles of the ESR technique
Figure 3.1: a) Zeeman-splitting for a S = 1/2 system in an increasing static magnetic eld and further
induced transition by applying microwave radiation at a xed frequency ν. b) Relative
spin population in the α and β states with the A and E arrows indicating the microwave
induced absorption and emission. The dierence in the spin population due to the ther-
mal equilibrium with the lattice creates an advantage in the absorption mechanism. c)
Dispersion and absorption lineshape predicted by the Bloch equations in an ESR experi-
ment. The absorbed power is proportional to the intensity of the line IESR (area under the
curve). d) First derivative of the absorption line typical for an X-band ESR measurement.
3.2 Principles of the ESR technique
The basics of the ESR technique lie in the Zeeman eect introduced in chapter 1. The
splitting of the electron energy levels caused by the interaction with an external static
magnetic eld B0 is represented in Fig. 3.1a. During the sweep the electron spin in
the lowest energy state (β-state) can move to the upper state absorbing a quantum of
electromagnetic radiation energy (photon) whenever its energy hν matches the energy
dierence between α and β:
hν = Eα − Eβ = geµBB0 (3.1)
The energies of the electron magnetic dipoles in a typical static magnetic eld B0 are such
that essentially requires frequencies ν in the microwave region. Worth remembering that
the electromagnetic radiation B1 (e.g., in the xy plane) must be polarized perpendicular
to the static Zeeman eld B0. This enables the spin-ip of the electron spin angular
momentum (see Fig. 3.2), from one energy level to another one, by absorbing a quantum
of microwave radiation.
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Figure 3.2: The magnetic component of the microwave radiation B1 is polarized perpendicular to
the static eld B0 and therefore perpendicular to the z-component of the spin angular
momentum SZ . It favours the spin-ip by absorbing radiation energy at the resonance
condition.
For a S = 1/2 system, it is clear that the absorption of the oscillating magnetic eld
B1 at the right frequency ν involves the transition from β to the α state. However
transitions from the high α state to the low β state, accompanied by a lost of energy
and emission of a radiation quantum hν, may be also induced. This process called
stimulated emission is just the opposite to the absorption (see Fig. 3.1b). Combining the
occurrence of both phenomena, the compensated total eect is zero and no ESR signal
would be observed. However, this is not a realistic frame in most of the experimental
setups, where a characteristic sample includes many electron spins interacting among
themselves and with their environment. Thus, the collective behavior becomes quite
dierent. The electron spins are statistically distributed in the α and β states. At
zero static magnetic eld B0 = 0 these states are equivalent (all directions in space are
equivalent) and hence the z-component of the total angular momentum is zero. Once the
magnetic eld is applied, B0 ̸= 0, the spins are allocated in two energetically dierent
levels α and β. In thermal equilibrium with the environment (lattice), if it is allowed in
the system, the proportion of spins located in the lower energy level β is slightly higher
than that in the α state. The ratio between the number of α and β spins is temperature
dependent obeying the Boltzman distribution law:
Nα
Nβ
= exp
(
−geµBB0
kBT
)
(3.2)
At room temperature and moderate values of B0, the approximation geµBB0 ≪ kBT ,
enables the exponential to be expanded in series retaining only the rst term:
Nα
Nβ
= 1−
(
geµBB0
kBT
)
(3.3)
This suggests that unless the spin system is at very high eld or at very low tempeature,
there will be an excess of transitions absorbing microwave radiation from the β to α
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state. This excess must be enough as to overcompensate the emission generated by less
spins going from α to β state and to observe the ESR absorption spectrum. Moreover, if
the microwave eld is strong enough as to reach uniform spin population in both energy
levels (the system is forced out of equilibrium), the ESR signal is no longer detectable
(saturates). This is observed again when the spin-lattice relaxation (energy transfer
from the spin system to the lattice) reestablishes the spin population dierence [49].
3.3 Relaxation and lineshape
For technical reasons the ESR spectrum is usually obtained irradiating the sample with
microwave radiation at a constant frequency ν0 and varying the strength of the mag-
netic eld. The absorption is achieved when the eld strength satises the resonance
condition in equation 3.1. The absorption of microwave radiation occurs in a range
of values close to B0 and not exactly at B0. The origin of this linewidth has dierent
sources. Firstly is the natural linewidth caused by the nite lifetime of the occupied
spin state, but this is small and generally negligible in terms of the total contribution.
The major component corresponds to dynamical processes and interactions described
by two relaxation eects.
i) spin-lattice relaxation: associated with the energy exchange between the stimulated
emission process and thermal vibrations of the lattice. The characteristic spin-lattice
relaxation time T1 (relaxation rate T−11 ) generally advises on how strongly the spin
system is coupled to the lattice. The line-broadening dominated by this eect shows
usually a Lorentzian shape.
ii) Spin-spin relaxation: Describes the mutual spin-ips caused by dipolar and exchange
interactions between the assembly of spins. It is characterized by the spin-spin relax-
ation time T2 (relaxation rate T−12 ).
These two relaxation process are classically treated through the so-called Bloch equa-
tions of motion, whose solutions are useful in predicting the absorption and dispersion
lineshapes. The equations describe the time dependence of the total spin magnetization
vector M by appling the static (B0) and the oscillating (B1) external magnetic elds.
In thermal equilibrium, because of the excess of spins β over spins α, the vector M is
directed along z-axis (x and y components are zero). In presence of the magnetic eld
B0, the time evolution of M is given by: dM/dt = M × geµBB0. The variation of the
vector M is perpendicular to both M and B0. If B0 is along the z-axis the longitudinal
magnetization Mz is constant, dM/dt is in the xy plane and the motion is a rotation of
the vector M around the z-axis, this is called the Larmor precession. The frequency of
rotation, ωL = geµBB/~, is in turn the Larmor frequency presented in Fig. 3.3a.
If relaxation eects are included, the transverse components Mx and My, usually relax
at the same rate (T−12 ) towards their new equilibrium values.
Furthermore, the resonance experiment must include the oscillating magnetic eld B1
perpendicular toB0 (Fig. 3.3b.), for instance, along the x direction: B1x(t) = B1 cos(ωt).
The use of a new coordinate frame rotating around z = zn, allows the magnetization
vector M to consider B1 as constant and hence to rotate around the direction of B1
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Figure 3.3: a) Classical precession model for the behavior of a spin magnetic moment µ when placed
in a static magnetic eld B0∥z. ωL= ~−1gµBB0 denes the angular precession or Larmor
frequency. b) In a reference frame x′, y′, z′= z, rotating around z at ωL, µ is stationary.
Moreover, a small magnetic eld B1 rotating also at ωL is applied perpendicular to B0, it
means that in respect the x′, y′, z′frame, µ precesses around B1 at the angular frequency
ω1= ~−1gµBB1. c) In thermal equilibrium the total spin magnetization vector M is
directed along z-axis, including relaxation eects, the projection of M on the eld axis is
M∥(0). d) M(t) tends to gradually restore the equilibrium value up to reach M∥=χB0 for
t→ ∞. e) At t = 0 the xy component of all individual spin magnetic moments precesses
coherently aroundB0 at ωL. After the evolution in time, the spin-spin interaction destroys
the coherence, giving rise to an average of individual spin-projections. This causes M⊥(t)
to decay progressively to zero in the equilibrium state.
and around z. Taking into account also the phenomenological terms related with the
relaxation times T1 and T2, the Bloch equations are written:
dMxn
dt
= −(ωL − ω)My −
Mx
T2
(3.4)
dMyn
dt
= (ωL − ω)Mx + γeB1Mz −
My
T2
(3.5)
dMzn
dt
= −γeB1My −
Mz −M0
T1
(3.6)
where ωL = −γeB is the Larmor frequency and γe is a scalar called the gyromagnetic
ratio. From equation (3.6) it is found that whenever the z-component of the magne-
tization Mz deviates from the equilibrium M0, the  longitudinal T1 indicates the time
required for the spin-lattice interaction to restore it to the equlibrium value (Fig. 3.3c-
d.). Moreover, from equations (3.4) and 3.5, and considering the zero-average eect of
the spin-spin interaction on M⊥ (Fig. 3.3e.), the transverse T2 depends on how fast
Mx and My tend to vanish.
The solutions of the Bloch equations for standar ESR conditions are found in [48].
Since Mxn is in phase with the microwave radiation, and Myn is 90° out of phase with
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it, the expressions: Mxn = χ′B1 and Myn = χ′′B1 lead to the dispersion and absorption
component in the complex dynamic susceptibility χ = χ′ + χ′′:
χ′
χ0
=
ωL(ωL − ω)T 22
1 + (ω − ωL)2T 22 + γ2B21T1T2
(3.7)
χ′′
χ0
=
ωLT2
1 + (ω − ωL)2T 22 + γ2B21T1T2
(3.8)
Where χ0 is the static magnetic susceptibility . The power absorbed by the system is
proportional to the imaginary part of the susceptibility χ′′:
P ∝ ωχ′′B21 (3.9)
If ∆ω = 1/T2 in equation (3.8), χ′′ is a function of ω given by:
χ′′
χ0
=
ωL∆ω
∆ω2 + (ωL − ω)2 + γ2B21T1∆ω
(3.10)
Note that in practice the swept parameter is the magnetic eld instead of ω, with the
magnetic resonance at Bres. The lineshape of the absorbed power as a function of an
applied eld B (Fig. 3.1c.) is then a Lorentzian described by:
P (B) ∝ ∆B
(B −Bres)2 − (∆B)2
(3.11)
i.e., the width of the line is inversely proportional to the relaxation time T2. In eect
the linewidth contains useful information about the nature of the spin-spin interaction
in the system, which could be inuenced in dierent ways.
As mentioned before the spin-spin interaction consists of a dipole component and an
exchange interaction. The local eld acting on a paramagnetic center is composed of
the applied external eld B and a eld Bd generated by the dipoles or magnetic mo-
ments, on neighboring sites. The eld Bd varies from point to point due to variations
in the assembly of neighboring paramagnetic centers as well as in the directions of the
magnetic moments. Since the resonance eld condition changes slightly for dierent
set of spins, the observed resonance signal is then a superposition of a large number of
slightly shifted individual components (spin packets). This results in a broadening of
the ESR line. This type of linewidth is called inhomogeneous, to distinguish it from the
homogeneous broadening of the line, which occurs when the spins experience the same
net magnetic eld.
The exchange interaction in turn tends to orient the spin directions and therefore de-
creases the randomness of the orientations of the magnetic moments, causing an ex-
change narrowing of the ESR line and an expected symmetric Lorentzian lineshape [50].
The lineshape provides also information about the sample. For metallic highly con-
ducting samples the screening of the incident microwave eld, caused by the conduction
electrons, gives rise to the so-called skin eect. This eect results in an asymmetric line-
shape known as dysonian lineshape, which takes into account not only the absorption
but also the dispersion part of the microwave radiation power [51, 52].
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3.4 Integrated intensity - IESR
The intensity of the ESR signal, IESR, is dened as the integral under the absorption
line (area under the curve). Since ESR measures the imaginary part of the dynamic sus-
ceptibility, the integral of the signal is proportional to the absolute number of resonating
spins contributing to the spin susceptibility, χspin. The magnetization techniques mea-
sure the total susceptibility of the sample (χ), whereas ESR measures the local spin
susceptibility. This enabled ESR to distinguish between the contribution from impuri-
ties and from the localized spins. If most of the spins that contribute to the bulk static
susceptibility are involved also in the magnetic resonance, there will be an agreement
between IESR and χ [53].
3.5 The g-factor
In section 3.2 only the applied magnetic eld has been considered into the electron
Zeeman eect. However, there is additional local elds, Bloc, that arise often from
the orbital motion of the unpaired electrons. These elds are vectorially added to
the external eld to produce an eective total eld Beff acting on each electron site.
Assuming only eld induced local magnetic elds, the value of a free electron g-factor,
ge in equation 3.1, must be replaced by a variable g-factor (eective g-factor) which
deviates from ge depending on the strength of Bloc. Denoted by: geff = hν/µBBeff ,
this basic resonance condition returns a single value of geff , pertinent only in isotropic
systems since the high symmetry of the site allows similar resonance eld condition for
any of the three main directions of the applied eld, i.e., gx = gy = gz. In this case
the g-factor is independent of the sample orientation relative to the magnetic eld B.
In anisotropic systems the ESR line position and the splitting depend on the crystal
orientation relative to the magnetic eld B. The lowering in symmetry of the local eld
on the paramagnetic center causes an orientation dependence of the g-factor, which
is reected in the variation of the resonance eld. The spin S is no longer quantized
along the applied eld B, but rather along Beff , which justies the use of the three
components Sx, Sy and Sz. This results in a g-tensor principal axes system (anisotropy
of g), where the resonance condition takes the form hν = µBg(θ, ϕ). Tthe components
of B in the g-tensor frame are [49]:
Bx0 = B0 sin θ cosϕ; B
y
0 = B0 sin θ sinϕ; B
z
0 = B0 cos θ (3.12)
The modied electron Zeeman Hamiltonian is rewritten in matrix notation as:
H = µB
 SxSy
Sz
 ·
 g1 0 00 g2 0
0 0 g3
 ·
 Bx0By0
Bz0
 (3.13)
After manipulation of the matrix, diagonalization and introduction of the Pauli matrices,
the eective g-value is obtained:
g(θ, ϕ) =
√
sin2 θ · cos2 ϕ · g21 + sin2 θ · sin2 ϕ · g22 + cos2 θ · g23 (3.14)
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The g-factor in a single crystal:
In single crystals the experimental applicability of the previous approach may be il-
lustrated rstly by considering a single spin S = 1/2 (without hyperne interaction),
embedded in a solid of very low local symmetry (rhombic case). This implies that there
are three unequal g-values in equation (3.13) for the three components of the magnetic
eld direction. In case of higher symmetry, for instance the axial one possessing rota-
tional symmetry about a unique axis, the g-factor diers only for two directions, i.e., for
B pointing along the unique z-axis (B∥) and for B parallel to the xy plane (B⊥). The
EPR spectrum will be then characterized by two dierent absorption lines or resonance
elds, which appear at the eld positions B∥ and B⊥ (related to g∥ and g⊥, respectively).
In this conguration any ϕ direction in the xy plane is equivalent. ϕ = 0 in equation
(3.14) yields an eective g-factor of the form:
g2 = g2⊥ sin
2 θ + g2∥ cos
2 θ (3.15)
Figure 3.4: ESR lineshape for an S = 1/2 spin system in a randomly oriented polycrystalline sample
with: a) Axial symmetry: the angular variations of the applied eld in respect to the
symmetry axis of the paramagnetic centers, causes the ESR intensity to show a minimum
for B∥ and a maximum for B⊥. Inset: Possible lineshapes for powder samples with
uniaxial symetry. The relative position of the g⊥ contribution (at higher or lower eld
position) depends on the spin-orbit coupling and the crystal eld. b) Rhombic symmetry:
the angular dependence, θ vs. eld, is depicted for two values of the angle ϕ. It establishes
three main components of the rhombic g-tensor in the ESR spectrum.
Being g1 = g2 = g⊥, g3 = g∥, and θ the angle between B and the unique z-axis.
Similarly for cubic systems the full symmetry of the magnetic site entails ϕ = 0 and
θ = 0, so that the eective g-value in equation 3.14 is reduced to the simple isotropic
value, g1 = g2 = g3 = g.
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Powder pattern:
For polycrystalline materials the principal axes of many crystallites point randomly into
all possible orientations relative to the direction of the magnetic eld. Each param-
agnetic center exhibits its own resonance position depending on the orientation with
respect to the applied eld (in the ideal case all orientations have the same probability).
It causes the powder spectrum to be a broad envelope, which represents a weighted
distribution of resonance elds over the eld range ∆B assuming the virtual variation
of the angle θ from 0 to π/2 and ϕ from 0 to π. This resonance eld band is delimited
by the three principal g-values directed along the three particular directions1.
Magnetic ions exhibiting uniaxial symmetry in a polycrystalline material give rise to the
principal values g∥ and g⊥(Fig. 3.4a.). At θ = 0° only those few paramagnetic centers
with the symmetry axis aligned parallel to the eld (B∥) contribute to the pattern, (g∥).
It corresponds to a minimum in the intensity. The proportion of spins with symmetry
axis out of the eld direction starts to increase as the angle θ approaches to 90° (B⊥).
At this orientation the absorption line reaches the maximum intensity since there is a
large plane of possible orientations with the symmetry axis perpendicular to the applied
eld, (g⊥). The angular dependence of the resonance eld is given by:
B(θ) =
hν
µB
(√
g2∥ cos
2 θ + g2⊥ sin
2 θ
)−1
(3.16)
In systems with rhombic local symmetry we encounter three maxima in the ESR spec-
trum related to the three principal values g1, g2, g3 (see Fig. 3.4b.). Analogous to the
uniaxial case they determine the eld boundary where the resonances occur. In terms
of the orientation with respect to the magnetic eld, these three values are obtained
when the applied eld is directed along one of the three principal axes: [θ = 0°] (g1),
[θ = ϕ = 90°] (g2) and [θ = 90° ϕ = 0°][49].
3.6 Eective spin Hamiltonian and Spin-Orbit
coupling
As seen in foregoing sections, magnetic resonance occurs within multiplets, which are
split owing to an external magnetic perturbation. Likewise, one could expect that
other intrinsic perturbations in the paramagnet may aect the splitting of the energy
levels, allowing the realization and/or alteration of the current absorption lines. The
elucidation of the total eects on the electron spin S is a matter of the spin Hamiltonian,
for instance, the 3d-transition metal ions in a solid, interacting not only with the external
magnetic eld but also inuenced by the surrounding environment of the ion (chapter
1). The resulting Hamiltonian can be summarized into:
H = HintraatomicCoulomb +Hcrystal field +Hspin−orbit +HZeeman (3.17)
H0 > HCF > HLS > HZ
1the powder spectra gives these values but not the principal directions of the tensor with respect to
the molecular axes, it is only attainable using single crystals or by calculations
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A way to reduce the quantum mechanical description in the ESR analisys (making it
easier), is the transition from the Hamiltonian in equation (3.17) to the so called eec-
tive spin Hamiltonian. The formalism uses an eective spin S̄, suitable to describe a
multiplet of 2S̄ + 1 spin levels in the ground state. The eective spin Hamiltonian is
an empirical way to short-cut the description of the involved phenomena (adapted to
the particular subject), allowing to interpret and classify the obtained spectra whithout
entering in fundamental theories [54, 55].
For instance, for iron group compounds, the spin orbit coupling and the Zeeman energy
are treated as a perturbation acting on the non-degenerated ground-state | 0,ms ⟩. The
ground-state in turn arises from the diagonalization of H0 +HCF .
Following the arguments in chapter 1, the spin-orbit coupling factor (λ) includes the ad-
mixing of certain excited states into the ground state, so that a small amount of orbital
angular momentum is reintroduced. This eect gives rise to a local magnetic eld with
anisotropic components acting in addition to the external eld, thereby causing changes
in the value of the eective g-factor. Note that the orbital motion, which is inuenced
by the crystal elds, provides a mechanim whereby the spin feels the orientation of
the crystal axes, hence inducing the phenomenon of magnetic anisotropy.
The splitting of the energy levels in the orbitally non-degenerate ground state | 0,ms ⟩
is given by:
HZ +HLS = µBB · (L+ geS) + λL · S (3.18)
The second order correction to each element in the hamiltonian matrix after proper
calculations is found to be:
(H)ms,m′s =
⟨
m′s | µ2BB · Λ ·B+ 2λµBB · Λ · S+ λ2S · Λ · S | m′s
⟩
(3.19)
where the admixture of dierent orbital sates | n ⟩ to the ground state | 0 ⟩ is represented
by the Λ tensor (3×3 matrix). Λ contains the orbital momentum operator L in the ijth
element of the matrix:
Λij = −
∑
n̸=0
⟨0 | Li | n⟩ ⟨n | Lj | 0⟩
En − E0
(3.20)
i and j are coordinate axes (x, y or z). The rst term in equation (3.19) represents the
temperature-independent paramagnetism (Van Vleck term). This term will be herein
omitted since it yields a constant contribution to the energy of all spin states and
becomes useless for ESR. The other two terms, operating solely on spin variables, are
later combined with the spin Zeeman energy originated in the rst order perturbation
theory [48]:
Heff = µBgeB · S︸ ︷︷ ︸
1st order
+ 2λµBB · Λ · S+ λ2S · Λ · S︸ ︷︷ ︸
2nd order
(3.21)
Heff = µBB · (gel3 + 2λΛ) · S+ λ2S · Λ · S (3.22)
Heff = µBB · g · S︸ ︷︷ ︸
Zeeman energy
+ S ·D · S︸ ︷︷ ︸
eff. CF Ham.
(3.23)
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The anisotropy character of the g-factor results because g = gel3 + 2λΛ, it is gij =
gelij + 2λΛij. Note that for ions in which the d-shell is less than half lled, e.g., V4+,
λ > 0 and so g < ge; for ions in which the d-shell is greater than half lled, e.g., Cu2+,
λ < 0 leaving g > ge.
The so-called electronic quadrupole tensor D, operating in the second term of equation
(3.23), holds the anisotropic character from Λ, whose matrix element Dij = −λ2Λij
is usually known as the single ion anisotropy. According to equation (3.23), if two or
more unpaired electrons are present in the system, the interaction of the electrons with
the crystal eld (CF) generated by the surrounding atoms, causes the split of the more
than twofold (Kramers-) degenerated ground state of the electron system even at zero
external magnetic eld (ne interaction or Zero-eld splitting (ZFS)). D is therefore
of considerable interest in ESR only if the actual or eective electronic spin is larger
than S = 1/2. For a spin-1/2 system the Kramers theorem [9] predicts the degeneracy
of electron spin states at zero eld regardless of the CF. In transition metal ions other
than d1 and d9, the ZFS is mostly due to the spin-orbit coupling.
The main properties of the eective CF Hamiltonian in equation (3.23) are descriptive
of the CF theory presented in chapter 1: D = (−3/2)Dzz and E = (Dyy −Dxx)/2 , are
explicitly determined by the eigenvalues Dxx, Dyy and Dzz in the diagonalization of the
D(Λij) tensor.
3.7 Exchange coupling and linewidth in
low-dimensional spin systems
In magnetic insulators with large exchange interactions, the ESR linewidth is exchange
narrowed. This phenomenon has been successfully described by the theories of Anderson
andWeiss [56] and by Kubo and Tomita [57], who tackled the rst theory of the magnetic
resonance absorption using the prediction of a frequency-width of the order of ω2P/ωe.
Where ωe is the exchange frequency and ω2P is the frequency second moment of the ESR
lineshape due to other various spin-spin interactions [58]. In terms of the Hamiltonian
it is expressed by:
H = H0 +H′ (3.24)
So that H0 represents the sum of the isotropic exchange and the Zeeman interactions:
H0 = Hex +HZ = −2J
∑
i
Si · Si+1 − µB
∑
i
Si · g ·B (3.25)
This unpertubed hamiltonian H0 gives rise to sharp resonance lines, while the perturba-
tion H′ contains all other terms that cause the line broadening. The main contributions
to H′ are due to spin-symmetric perturbation terms such as the dipole-dipole (DD) and
the anisotropic exchange (AE) interactions. Furthermore, there is also the perturba-
tion due to the spin-antisymmetric interaction, e.g., the Dzyaloshinsky-Moriya (DM)
exchange coupling (see chapter 1), whose T dependence on ∆B and Bres is found to be
dierent with respect to that for spin-symmetric interactions. The Hamiltonian H′ can
be expressed as:
H′ = H′DD +H′AE +H′DM (3.26)
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where:
H′DD = g2µ2B
∑
i>j
1
r3ij
[
Si · Sj −
3(Si · rij)(Sj · rij)
r2ij
]
(3.27)
H′AE =
∑
i ̸=j
Si ·Aij · Sj (3.28)
HDM =
∑
i̸=j
dij · Si × Sj (3.29)
For the analysis of the ESR data, it is important to determine what kind of perturbation
is the leading contribution in the broadening of the line. Some characteristic features
for conventional one-dimensional Heisenberg antiferromagnets are summarized in Ref.
[59].
3.8 Instrumentation
In an ESR experiment, the absorption of electromagnetic energy by the sample, when
placed in an appropriate unit (cavity), is usually interpreted from the variation of the
complex impedance Z = R + jX in an oscillating circuit. When the time-varying
eld is applied to the sample, the absorption-component of the susceptibility induces
changes in the resistivity R, while the dispersive components change the reactance X.
The sensitivity to the absorption or dispersion is then related to the change of a measured
quantity: a voltage, a current or a power, sensed in the detector for given values of ∆R
and ∆X. Thus, the detection might correspond to variations in the signal either reected
or transmitted, due to the energy absorption of the sample. The ESR experiments are
divided usually in two types depending on the frequency of the microwave radiation, if
it is continuous (CW) or pulsed in the amplitude of B1. CW- ESR spectrometers are
further classied according to the frequency band used in the microwave radiation; X-
band (ν ∼9.5 GHz), Q-band (∼34 GHz), W-band (∼95 GHz) and equipments operating
at frequencies higher than 70 GHz, known as high eld/high frequency spectrometers.
X-band spectrometer:
The microwave radiation at ∼9.5 GHz is obtained from a Gunn diode (solid-state
source), with capacity for providing power up to 200 mW maximum (see Fig. 3.5).
This radiation is directed via an attenuator (for controlling the intensity of the radia-
tion) to a 4-port circulator and further delivered to the sample placed into a microwave
cavity. The reected signal from the sample is received by the orthogonal port 4 (con-
nected to the detector) in Fig. 3.5. An attenuator and a moveable shutter at port 2
allows to control the relative phase and amplitude of the reected waves 1 and 2 [60].
The cavity is designed to be resonant at the frequency of the microwave source2 . The
accurate tuning is accomplished by mechanically inserting a small dielectric rod into
the cavity. The quality factor Q measures the selectivity of the resonance frequency of
2It permits to maximize B1 at the sample position
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Figure 3.5: Schematic diagram of the main components in a X-Band Bruker EMX CW-ESR spec-
trometer.
the cavity: Q = νres/∆ν, where ∆ν is the resonance bandwidth. This factor aects the
ESR signal peak-to-peak amplitude in the form: ∆Spp ∝ η×Q, so that η is the fraction
of energy stored in the cavity in eective interaction with the sample [49]. Though the
signal amplitude is directly proportional to the sample volume, the Q-factor decreases.
It means that for a particular resonator one has to nd a good compromise and so the
optimum amount of sample.
The detector is a crystal rectier (diode) that recties the microwave radiation received
to produce a direct current (DC) output, proportional to the amplitude of the radiation.
The microwaves are transmitted to and from the cavity through rectangular waveguides.
An electromagnet is used to create the magnetic eld required for 9.5 GHz ESR (about
0.34 T at g = 2) [61]. More details on this device can be found in [62]
High eld (HF) ESR spectrometer
The conventional ESR spectrometers are highly optimized to work at a dedicated fre-
quency lower than 93 GHz. Since the corresponding wavelengths lie in the centimeter
and millimeter range, they oer an adequate operation in biology, chemistry and physics,
where narrow ESR lines are expected in limited eld ranges. However, due to the great
advantages and particular applications, there has been a strong trend to develop high
eld/high frequency ESR equipments during the last twenty years. The most important
advantages span: the increased spectral resolution, the gain in sensitivity for samples of
limited size or quantity, the accessibility of zero-eld ne structure transitions (which
are ESR-silent at lower frequencies), and the sensitivity to dierent motional frequency
regimes [63]. This technique provides the relevant probing energy for correlated spin
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systems like they occur in solid state physics.
A great aplicability in spin-gap systems is the case of the symmetry related splittings
(CF-splitting) of the orbital energies observed in certain materials containing 3d-metals.
The resulting energy gap at zero-eld usually exceeds some Kelvin, this requires an ESR
excitation frequency suciently high as to overcome the energy gap and generate the
ESR signal. Furthermore, the tunability of the radiation source in the high-eld facility
is very useful since the frequency dependent evolution of the resonance eld follows the
relation:
hν =
√
∆2 + (gµBB)2 (3.30)
This enables a straightforward determination of the energy gap.
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Figure 3.6: Frequency dependence of the ESR resonance eld from a vanadium oxide carbon nan-
otubes (VOx-NTs) powder sample acquired at 40 K. The increase of the frequency of
the ESR microwave radiation in a HF tunable spectrometer results in the gain of spectro-
scopic resolution with a large separation of unresolved (overlapped) resonance lines at low
frequency. The inset panel shows the applicability of the HF-ESR technique in zero-eld
gap spin systems.
The other advantage which has been considered crucial in our experimental development
is the implicit gain of spectroscopic resolution compared with the conventional ESR. It
is extremely useful in spin-systems with closely spaced resonance lines whose separation
is comparable to their linewidth. An example of poorly resolved ESR lines at low
frequency is shown in Fig. 3.6. At high frequency the same signal displays two well
dened resonance lines from spin centers with slightly dierent g-factor. According to
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equation (3.1) the g-value describes the slope in the frequency vs. eld dependence, so
that the eld space separation between slopes with dierent g-factors is larger as the
magnetic eld increases, ∆Hinterspace ∝ ∆g H [55].
Figure 3.7: General scheme of a home-made high-frequency/high-eld ESR spectrometer using an
MVNA and a transmission probe head. The sample holder provides a Cernox sensor and
a heating coil for temperature control.
The experimental setup comprises a home made high-eld/high-frequency ESR spec-
trometer based on the Millimeterwave Vector Network Analyzer (MVNA) from AB
Millimetre, Paris. The MVNA-8-350 is an instrument which measures a real and an
imaginary part of the impedance, or an amplitude and a phase of the microwaves in the
millimeter and sub-millimeter frequency domain. It is designed to operate between 8
and 1055 GHz.
A tunable fundamental wave of F1 = 8 − 18 GHz is generated by yttrium iron garnet
(YIG) solit state oscillators (source S1). This wave is the source of a Schottky diode
harmonic generator (HG) acting as frequency multiplier for generation of the desired
harmonic N (centimeter or sub-centimeter waves of frequency F = NF1). The mea-
sured millimeter wave signal, which reaches the detector head, is down-converted to
much lower frequency through a Schottky diode harmonic mixer (HM). The down-
converted signal is further processed in a network analyzer (VNA) using a simple and
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eective internal reference channel (Fig. 3.7). The receiver frequency tuning is achieved
with an internal synthesizer [64].
In order to ensure adequate power at several hundred GHz (above 68 GHz), the YIG
sources are replaced by the so-called ESA (External Source Association) extentions,
ESA-1 (for the source) and ESA-2 (for the detector), formed basically by mechanically
tunable Gunn oscillators (∼ 70− 110 GHz), millimeter wave components and the elec-
tronics required for the phase-locked loop.
The MVNA-8-350 is used in combination with a 15-17 T superconducting magneto-
cryostat (Oxford Inst.) to provide a working eective frequency of ∼ 20 GHz - 1
THz. The current experimental setup (see Fig. 3.7) can be used in a transmission
or reexion mode conguration, so that the sample probe-head is introduced into the
variable temperature insert (VTI) of the magneto-cryostat. Deeper insight on this HF-
ESR spectrometer is widely treated in [55, 65].
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4 Zero-dimensional endohedral
fullerene Dy3N@C80
4.1 Overview
After the discovery of C60 molecules (the most abundant fullerenes) and carbon nan-
otubes (CNTs) [66, 67], a growing research interest on the synthesis and characterization
of these so-called nanocarbon materials has emerged due to their unique structures and
properties, including mechanical, photophysical, transport and magnetic properties [68].
Although both materials have in common C atoms with three-fold coordination, there
are signicant variations in the global network topologies that indeed lead to pecu-
liar and intrinsic electronic properties. While carbon nanotubes bear one-dimensional
structure resulting from the tubular-like rolling up of a graphene sheet, the fullerenes
constitute a zero-dimension network because of hollow-cage structures of self-organized
pentagons [69]. In attention to the lower limit of the nanometer-scale and the novel
arrangements of several chemical derivatives, the magnetic properties of fullerenes are
surprising and varied. In the most simple case of closed-shell congurations, for instance
the C60 molecule itself, is expected to be diamagnetic because of the nondegenerate J = 0
ground state predicted by Hund's rules. This diamagnetic behavior in turn results to be
rather genuine concerning to the unusual cancellation of ring currents in the molecule
[70].
There are dierent mechanisms to introduce paramagnetic behavior in fullerenes in-
cluding methods to develop magnetically ordered phases. One of the most recognized
procedure to provide Curie paramagnetism for instance is the incorporation of an endo-
hedral or exohedral magnetic dopant ion (with unlled d or f shells) into the fullerene
host material [71, 72]. It is interesting to note that in endohedral metallofullerenes,
the three most commonly used dopant ions, La3+, Y3+, and Sc3+ have no net angular
momentum J = 0 and hence no magnetic moment. In eect the origin of the resulting
magnetic moment is attributed to the strong metal-cage interaction and intrafullerene
charge transfer from the metal atom to the carbon cage. Thus in the assumption of no
charge transfer and the Jahn-Teller distortion, the o-center of the positively charged
core metal would be expected to be absent.
The study of the magnetic properties has been however limited due to the low amount
of the puried yield in the preparation process. By extending the scope of the eld, new
types of endohedral fullerenes were next achieved, ranging from the caging of more than
one metal ion, e.g., Sc2@C66 or Sc3@C82 up to the novel incorporation of a trimetallic
nitride cluster into the fullerene cage. In the last case the foremost synthesis procedure
covered several structures e.g., Sc3N@C80 [73], Lu3N@C80 [74] and Y3N@C80 [75], but
was limited by the low yield in the soot mixture. A new breakthrough on this respect
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was achieved by Prof. Dunch and co-workers producing large families of M3N@C2n
(M = Ho, Tb, Gd, Dy, Tm; 38≤n≤44) (see e.g., [76, 77]) as the dominant product
in the crude extract. In considering these peculiar structures, the stabilizing eect of
the trimetal nitride cluster into the carbon cage (electron transfer) seems to be still a
subject of detailed study.
Regarding the above mentioned compounds, Yang et al. [78] showed in a fascinating
fashion, the charge-induced reversible rearrangement of the structure in Dy3N@C80 (I)
monoanion, which may result from the change of the Dy3N cluster to a pyramidal form
[79]. Since the origin of this feature is not yet clear, herein we focus our attention on the
magnetic behavior of Dy3N@C80 (I) which is expected to be addressed by the electronic
conguration, basically 4f electrons placed in a triangular-like lattice structure, and
the electrons transferred to the carbon shell. The results are based on magnetization
data which unfortunately could not be complemented with X-Band ESR measurements
because of the absence of a resonance spectrum. This feature could be consistent with
other trimetallic nitride endohedral fullerenes, Sc3N@C80, Lu3N@C80, found to be ESR-
”silent” in the whole temperature range, or Er3N@80 whose ESR line is only visible
below ∼12 K [80]. Special interest in the study of Dy3N@C80 (I) material arises due to
its highest abundance in the fullerene extract and their promising applications potential
as new contrast agents in magnetic resonance imaging.
4.2 Synthesis and structure
Synthesized, isolated and identied by Prof. Dr. Dunsch and co-workers. Three isomers
of the Dy3N@C80 cluster fullerene were synthesized by a modied Krätschmer-Human
DC-arc discharging method. The process is based on the evaporization of graphite rods
containing metal oxides as a mixture of Dy2O3 and graphite powders in a molar ratio of
1:15 (Dy:C). The nitrogen is introduced as the reactive gas by using 20 mbar NH3 into an
atmosphere base of 200 mbar He. After collecting the soot the separation of the cluster
fullerene is performed by a single step in High Performance Liquid Chromatography
(HPLC) while using UV fullerene detection. Major details in [77].
Figure 4.1: Structural scheme of Dy3N@C80 Isomer I (Ih) molecule according to [?]. Dy, N and C
atoms are drawn in red, blue and gray, respectively.
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Three isomeric forms of Dy3N@C80 were identied: Isomer I (Ih) (1), Isomer II (D5h)
(2) and the never before reported Isomer III (proposed to be D5d) (3). Measurements in
the Quantum Design SQUID magnetometer were carried out using a Dy3N@C80 (Isomer
1) sample (see Fig. 4.1) in polycrystalline solid form. After evaporation of the carbon
disulde (CS2) solvent the sample was kept in a closed nitrogen environment (quartz
tube). Temperature dependence of the magnetization in the range 2 ≤ T ≤ 300 K
was measured at 2, 3 and 5 T. Field dependence of the magnetization was registered in
between -5 ≤ B ≤ 5 T at temperatures of 2, 3, 10 and 50 K.
4.3 Results and discussion
Figure 4.2 shows the inverse magnetic susceptibility following linear temperature depen-
dence consistent with a paramagnetic state. After subtracting a temperature-independent
diamagnetic term, the 2 T data revealed a suitable t with the Curie-Weiss law associ-
ated to the Curie constant C ≃ 27.7 emu K mol−1 and Weiss temperature Θ ≃1.41 K.
The eective magnetic moment is estimated to be µeff = (3kCmol/NA)
1/2≃ 14.91µB/f.u.
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Figure 4.2: Inverse susceptibility data vs. temperature from Dy3N@C80(1) sample. The linear t
describes a paramagnetic-like behavior with a small Weiss temperature value indicating
very weak cooperative interaction of N-Dy clusters in dierent carbon cages.
Figure 4.3a shows magnetization (M ) versus applied eld data acquired at dierent
temperature. The universal curve dened by the magnetization data as a function of
B/T (Fig. 4.3b) coincides with a typical signature of paramagnetic response. Above
T ∼ 4 K this curve is modeled using the Brillouin function for non-interacting spins
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between Dy3N@C80 units and an additional diamagnetic contribution, such as indicated
in the expression:
M =Ms ·BJ(x) + χd ·H (4.1)
Where M s= NgJJµB is the saturation magnetization, N is the number of magnetic
atoms per unit volume and J is the total angular momentum quantum number. BJ(x)
is dened in chapter 1 for x = gJJµBH/kT . The tting to the experimental data
in Fig. 4.3b gives Ms = 63.2 × 103 emu/mol and eective magnetic moment µeff =
g [J(J + 1)]1/2 µB≃ 14.56 µB, in agreement with the magnetic moment calculated from
the Curie constant.
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Figure 4.3: a) Magnetization data vs. applied eld between ± 5 T at dierent temperature from
Dy3N@C80 Isomer I sample. Small hysteresis observed only at 2 K without remanent
magnetization at zero-eld. b) Magnetization data plotted as a function of B/T along
with the t to a Brillouin function for non-interacting spins and certain diamagnetic
contribution. The resulting universal curve gives indication of the paramagnetic response.
By account of six electrons [C80]6− the C80 cage constitutes a lled electron shell similar
to that reported for Sc3N@C80 [81, 82], in consequence the magnetic moment has no
contribution neither from N3−, nor from [C80]6− and appears to be ruled only by the Dy
ions in the (Dy3+)3N3− cluster. Unlike the case of endohedral monometallofullerenes in
which the contribution of the π electron has to be taken into account, the carbon cage in
the current system has no spin magnetic moment, thereby no coupling between the cage
and the Dy magnetic moment would be expected. Thus, if the Dy3 magnetic moments
are shielded by the carbon cage, the reduced value of the Weiss temperature would be
indicative of the very weak cooperative interactions between encapsulated trimetallic
nitride centers.
At very low temperature the slight deviation from the linearity in the inverse of the sus-
ceptibility (see Fig. 4.2) becomes stronger as increasing the applied eld. This feature is
attributed to the saturation of the magnetization eld dependence at low temperature
in Fig. 4.3. Since the saturation is reached above 3 T, a further increase of the applied
magnetic eld renders a decrease of the static susceptibility and therefore enhancement
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of the inverse quantity (χ − χ0)−1at the lower temperature range. At T = 2 K the
eld dependent magnetization displays a slight dierence between the up and down
eld sweep albeit no remnant magnetization at zero eld is observed. This is usually
assigned to the presence of some contaminating impurities in the paramagnetic sample.
The obtained eective magnetic moment value ∼15 µB is found to dier from that of
non-interacting Dy3+ ions (∼10.6 µB). It can neither be explained by a large enough Dy-
Dy ferromagnetic exchange coupling as to produce the ferromagnetic linear alignment
of the three moments in the cage, which would assume a value of ∼31.5 µB per formula
unit of a Dy3+N@C80 molecule.
Figure 4.4: Illustration of a possible spin frustration in spin orientation of Dy magnetic moments into
Dy3N@C80 molecule.
In a broad temperature range the total magnetic moment µ does not disclose any mag-
netic anisotropy. Nevertheless, a feasible local magnetic anisotropy in individual mag-
netic moments from the lanthanide ion is estimated to occur due to the ligand eld of
the nitrogen ion acting in the Dy3N cluster. Let us consider the hypothetical situa-
tion that the Dy-N bonds were magnetically easy directions and that the magnetic
anisotropy due to the crystal eld were relatively strong in respect to the exchange in-
teraction between Dy magnetic moments. The result would be a preferred direction of
the Dy magnetic moment along the Dy-N bond directions. In a classical framework of
ferromagnetic exchange the vector addition of the three magnetic moments along the
bonds reduces to a magnitude of twice the absolute value of the single lanthanide ion,
such as suggested to occur in other nitride cluster fullerenes, Ho3N@C80 and Tb3N@C80,
according to magnetization results [83]. Conversely, if the coupling were antiferromag-
netic, the total magnetic moment in the cluster simply vanishes (zero average). The
total magnetic moment per formula unit, µ ∼15 µB, found in Dy3N@C80 turns out
to be approximately 3/2 the magnetic moment of a single Dy ion, which in principle
excludes the nitrogen ligand eld modeling of the system and boost a more complex
frustrated-like scenario (Fig. 4.4).
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4.4 Conclusion
The net magnetic moment of the encaged Dy3N cluster fullerene can not be explained
either by non-interacting Dy3 magnetic moments, nor by a dominant ferromagnetic or
antiferromagnetic exchange interaction between Dy3 moments, and nor by the model of
strong N ligand eld. This result put forward the discussion of a non trivial interplay
of spin and charge degrees of freedom inducing a subtle frustrated spin conguration of
Dy3+ ions into the Dy3N@C80 molecule. It gives rise to an average magnetic moment per
Dy3+ site equivalent to only ∼1/2 the one of a free Dy3+ ion. This estimation evidently
rules out the possibility of frustrated Heisenberg spins in a basic 120° spin arrangement
(ground state).
For a better understanding of the relevant exchange mechanisms in the Dy3N cluster, and
thus the interpretation of the experimental data, it would be useful to address a proper
theoretical modeling for this spin system. Concerning ESR spectroscopy, the Dy3N@C80
powder sample appeared to be ESR-silent at the measured radiation frequency of ν
∼9.58 GHz (X-Band experiments).
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5 Homometallic Chain Compound
Na2Cu5Si4O14
5.1 Overview
The quantum phenomena taking place in antiferromagnetically correlated and ordered
low-dimensional systems have provided a valuable theoretical understanding on low-
dimensionality. Nowadays however, systems with highly magnetic ground states have
attracted attention by prospective practical applications, e.g., quantum computing, spin
polarization, and data storage [84].
The long standing challenge in this eld has been the synthesis of new materials with
ferromagnetically coupling nearest-neighbor (nn) magnetic centers encouraging the high-
est spin multiplicity. The attempts so far show this critically dependence on structural
parameters which are hard to handle chemically. An alternative solution for nite mag-
netization in the ground state is the alignment of spin bricks, so as to obtain a non zero
resultant spin in the ground state and the additional coupling of these virtual entities in
a ferromagnetic fashion. This sort of magnetic ordering, known as 1D ferrimagnetism,
has been achieved by means of two major mechanisms:
i) Bimetallic chain systems : in which two dierent metal ions with unequal spins lo-
cated on two distinct sites, couple antiparallely resulting in a net magnetic moment in
the ground state. Examples of 1D-ferrimagnets developed by this route are the AB
(EDTA) 6H2O complexes (where A and B are divalent transition metals)[85].
ii) Homometallic systems : the nite magnetization related to uncompensated spin sub-
lattices is so far originated by two mechanisms: a) the alternation of the g-factor as
reported for Co2 (EDTA) 6H2O and CoCu (EDTA) 6H2O [86]. They involve only 1/2-
spins but with a slight alternation of the A  B distances, hence implying an alternation
not only in the size of the magnetic moment but also in the exchange coupling. Re-
garding to topology eects on the other hand is b) the particular stacking of the metal
ions in intertwined chains, as depicted in A3Cu3 (PO4)4 (A = Ca, Sr), it allows for the
conformation of structural Cu trimers whose resulting magnetic moment interact with
each other [87], and c) some level of clusterization of the chain also with an odd number
of metal centres [88]. This last categorization belongs to the ferromagnetic homometal-
lic sodium copper silicate Na2Cu5Si4O14, formed by parallel zig-zag chains containing
trimers and dimers of edge-sharing square-planar CuO4 [84, 89].
The temperature dependence of the magnetic susceptibility in this compound has been
reported by Reis and co-workers [84]. The inverse of the susceptibility at high temper-
ature (Fig. 5.1) shows the typical paramagnetic-like behaviour. In the range 8  100 K,
5.1. Overview
the pronounced deviation from the linear response accounts for the no spin cancellation
at low temperature (1D-ferrimagnetism), below 8 K a sharp drop in susceptibility sug-
gests the occurrence of a 3D ground state. In terms of χT vs. T, the broad minimum
at 64 K is typical for 1D- ferrimagnets whereas the sharp decreasing at low tempera-
ture is ascribed to the 3D antiferromagnetic ordering. The authors argue this feature
is consistent with ferrimagnetic behavior dominating the magnetic response even in the
3D-ordered state.
Figure 5.1: Temperature dependence of: a) the magnetic susceptibility as well as its inverse. b) the
χT quantity at ∼100 Oe reported for the polycrystalline compound Na2Cu5Si4O14 in
Ref. [84].
After theoretical modelling of the system the same study proposes a dimer-trimer cluster
with local 1D-conditions (see Fig. 5.4a.). The t of the magnetic susceptibility to the
experimental data yields exchange coupling parameters: J1 = 224.90 K, J3 = -40.22 K
and J2 = 8.01 K (in this notation J < 0 means FM coupling and J > 0 AFM coupling).
At high temperature the magnetic susceptibility is presumably governed by the anti-
ferromagnetic intratrimer interactions with exchange constant J1. At lower values the
ferromagnetic intra-dimer coupling starts to develop a sizeable local magnetic moment
with exchange constant J3. Finally, at low temperature the net spins of the dimer (Sd)
and trimer (St) units couple antiferromagnetically, retaining the 1D-ferrimagnetic state.
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The authors point out that the 1D-ferrimagnetic state at low temperature is over-
whelmed by 3D order because of the comparable value of TN ∼8 K and the T -range at
which Sd and St couple antiferromagnetically, justifying then the use of a cluster model
for the magnetic description of the system. Besides this conjecture, it is reported the
proximity TN ∼ θp (θp ∼-10.9 K) which enables one to consider the degree of frustration
as unimportant in the chain ordering. Specic heat data analisys based on the previous
cluster-approximation shows features consistent with other ferrimagnetic systems [90].
Later re-examination of the previous model suggests however the inclusion of the next 
nearest  neighbour (nnn) exchange interaction J4, the interchain exchange interaction
J5, and the possible occurrence of a magnetic two- level system at T < TN and a
metamagnetic transition at B c∼1.6 T. [91]. This chapter reports the high-frequency
ESR and 23Na NMR measurements obtained from a Na2Cu5Si4O14 powder sample. The
interpretation of the data according to the quantum nature of trimeric and dimeric
units tries to unravel the independent and combined mediation of these units along an
approach to a ferrimagnetic groud state below ∼8 K.
5.2 Crystal structure
Figure 5.2: a) Top view of the crystal structure of Na2Cu5Si4O14. Cu-O zig-zag chains containing
trimer and dimer units linked through the corners by O5 in an alternated fashion. The
chains are in-plane separated by Si2O7 double tetrahedra and sodium ions. b) Obliquous
staggered stacking of the chains mediated by Si ions in the tetrahedral coordination.
Synthesized by A. Moreira dos Santos and co-workers. Details on the synthesis of the
powder sample are reported in [89]. The Na2Cu5Si4O14 structure is analogous to that for
Li2Cu5Si4O14 [92], and belongs to the sorosilicate mineral class since all silicon atoms are
conformed in a Si2O7 double tetrahedral. The Cu2+ ions in a square planar coordination
(CuO4) form edge-sharing zig-zag chains with alternating Cu2O6 dimers and Cu3O8
trimers connected between them by the oxygen atom O5 (see Fig. 5.2a.). The in-plane
angle at which these structural building blocks alternate the propagation direction of the
chain is ∼ 60°, holding an Cu2  O5  Cu3 angle of 119.5° and O4  Cu3  O5 of 147.9°.
57
5.3. HF-ESR
The last one determines the largest deviation from planarity of the copper coordination.
The apical oxygen O7 stays in the corner of the trimers, lying at the Cu-O7 bond with a
bond distance of ∼2.707 Å, large enough as to be found magnetically inactive in similar
Cu coordination of other Cu chain silicates[93]. The chains are separated in the plane by
the double Si2O7 tetrahedra and sodium ions in a highly distorted six-fold coordination,
whereas the adjacent planes are stacked obliquely mediated by Si groups (Fig. 5.2b.).
The average Si-O bond length is 1.63 Å and the Si1  O1  Si2 bond angle is 135.1°.
The crystal structure matchs with a triclinic system in a P-1 space- group. The unit cell
parameters are a = 5.71075(2) Å, b = 7.68266(3) Å, c = 7.96742(3) Å, α = 64.2972(2)°,
β = 88.4860(2)° and γ = 70.5958(2)°.
5.3 HF-ESR
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Figure 5.3: a) Temperature dependence of the ESR spectra at ν = 270 GHz. The two anisotropic
ESR satellites visible at high temperature and denoted by m1 and m2 characterize usu-
ally two g-values for an uniaxial symmetry. At lower temperature the emerging third
satellite is denoted by m3 drawing a total lineshape typical for rhombic symmetry. b)
Temperature dependence of those g-values reveals features of an anisotropic system whose
separation between parallel and perpendicular orientation (g1 and g3) at low tempera-
ture is indicative of growing internal magnetic eld in the approaching to the 3D-magnetic
ordering.
The powder was compressed into a holder ring and wrapped with teon tape in order
to prevent the spreading of the sample during the measurement. The temperature de-
pendence of the ESR spectra acquired at 270 GHz is summarized in Fig. 5.3a. At 100
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K and higher temperatures a strong ESR absorption line reveals two resonance modes
(labelled m1, m2) ascribed to the eective g-factor g1 ∼2.27 and g2 ∼2.13 respectively
(Fig. 5.3b.), these values are typically found in copper compounds in high-frequency
ESR studies [94]. The lineshape corresponds to that expected in the uniaxial symmetry
of the system with two magnetic principal axes characterized by two components of the
g-factor, g⊥ and g∥ .
Bearing in mind that all Cu sites in this structure possess square planar coordination,
such anisotropic ESR response seems to be a reasonable starting point for our discussion.
At high temperature the g-value and the linewidth obtained from both components re-
main almost temperature independent (Fig. 5.3). Below ∼ 60 K there is a systematic
evolution in the ESR spectra. First ist the shifting in the eective g-factor of m1 and
m2 lines, and next the lower in temperature at T ∼ 40 K is the additional resonance
mode (m3) emerging from the strong ESR signal at a resonance eld position close but
higher than the leading m1 and m2. This third contribution m3 undergoes gradual
decreasing of the g-factor concomitant with an increase in the ESR linewidth as tem-
perature decreases.
First we examine the ESR resonance modes m1 and m2 on the basis of the isolated
trimer model as concerning the AFM intratrimer exchange constant J1 ∼225 K in [84].
The isolated trimer formed by three AFM coupled spins S = 1/2 establishes quantum
energy levels of two doublets with total spin S tot = 1/2 and a quartet with S tot = 3/2, as
shown in Fig. 5.4b. Below the intratrimer interaction at T ∼220 K the spin population
at higher energy levels decreases considerably and subsequently the ESR signal comes
essentially from the lowest doublet states which can be expressed by a linear combination
of two wave functions in the form [95]:
| Eu ⟩ =
√
1
6
{(| α1β2 ⟩− | β1α2 ⟩)⊗ | α3 ⟩− | α1 ⟩ ⊗ (| α2β3 ⟩− | β2α3 ⟩)} (5.1)
| Ed ⟩ =
√
1
6
{(| α1β2 ⟩− | β1α2 ⟩)⊗ | β3 ⟩− | β1 ⟩ ⊗ (| α2β3 ⟩− | β2α3 ⟩)} (5.2)
The lowest states labelled | Eu ⟩ and | Ed ⟩ correspond to the total spin Sztot = 1/2 and
-1/2 respectively, expressed in terms of the up (αi) and down (βi) state of the spin on
the i -th site. Equations (5.1) and (5.2) imply that the magnetic contribution below T
∼220 K arises mainly from those spins at the outer sites 1. In the Na2Cu5Si4O14 system
all the Cu2+ sites at the trimer structure are embedded in equivalent square-planar
surroundings of oxygen atoms which is known to cause a larger axial component of the
g-value [96]. In a broad temperature range below T ∼220 K the ESR signal exhibits
a larger spectral weight in the higher eld component m2, conrming that the axial
component g∥ is larger than the planar one g⊥ = g⊥1 = g⊥2 , compatible with a dx2−y2
ground state (anisotropy due to the mixing with dyz and dzx excited states via the spin
orbit coupling).
1the spin at the center site is involved in a nonmagnetic singlet pair conguration with the spins on
the outer site
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Figure 5.4: a) Illustriation of the magnetic dimer-trimer cluster proposed in [84] with the respec-
tive exchange interactions denoted by: J1 (intra-trimer), J3 (intra-dimer), and J2 (inter
trimer-dimer). b) Energy levels for an isolated trimer system.
Below T ∼ 40 K this scenario is overshadowed by the appearance of the m3 ESR con-
tribution at slightly higher resonance eld. At rst sight the lineshape of the resulting
total ESR signal at low temperature (Fig. 5.3a.) seems to describe a randomly oriented
spin S = ½ system with rhombic symmetry, wherein each of the satellite lines would
correspond to one of the three components of the g-tensor. As observed in Fig. 5.3b.
the dierence between these g-factors grows rapidly with lowering temperature. This
indicates that the local internal eld, produced by local order of copper spins, starts
to develop at the onset of the ferromagnetic intra-dimer interaction (T ∼ 40 K, [84]),
with further enhancement in the approaching to the 3D ordering at ∼ 8 K. In quite
agreement with the behaviour expected for S = 1/2 anisotropic powder spectrum with
rhombic symmetry, the g-shifts for parallel (θ = 0°) and perpendicular (θ = 90° and ϕ
= 0°) orientations, g1 and g3 respectively, have opposite signs and follows almost 2-fold
dierence in magnitude [97].
The ESR features suggest a strong temperature dependent anisotropy of the system in
a close relation with the rising of ferromagnetic intra-dimer interactions at lower tem-
perature, along with the earliest antiferromagnetic trimer interaction. The still unclear
origin of the change in the g-tensor dimensionality (lower symmetry) does not rule the
inuence of the structural distortion of the CuO plaquettes in the dimer chain congu-
ration.
In Fig. 5.5 the frequency dependent resonance eld in the magnetically ordered state at
4 K illustrates the progressive fading of the third satellite as the frequency decreases from
∼340 GHz to ∼200 GHz. At lower frequency the apparent convergence of this line into
the other two anisotropic components would be indicative of ungapped antiferromagnetic
resonance modes. The systematic narrowing of the total ESR linewidth supports this
postulation as non evidence for a progressive shift of the third line into a zero-eld gap
contribution.
60
5.4. 23Na NMR
0
50
100
150
200
250
300
350
0 2 4 6 8 10 12 14
m3m2
186 GHz
270 GHz
 Bm1
 Bm2
 Bm3
Field (T)
Fr
eq
ue
nc
y 
(G
H
z) 330 GHz
T = 4 K
m1
3D magnetic order 
 
 
Figure 5.5: Frequency-eld diagram for Na2Cu5Si4O14 measured at 4 K (magnetically ordered state).
Vertical dashed lines are guides for the eye in order to visualize the ESR lineshape at three
dierent values of frequency. At low frequency (ESR X-Band experiments) the single
resonance line observed at high temperature vanishes below TN ∼7 K.
Beyond the signicant broadening of the total ESR spectrum in the approach to the
antiferromagnetic 3D-ordering temperature (T ∼8 K), there is no distinguishable sig-
nature for an AFM dimer-trimer intra-chain interaction estimated to occur in a similar
temperature range (J2 ≃8 K) [84].
5.4 23Na NMR
Experimental data provided by Dr. Vavilova. NMR experiments were carried out in
order to determine the eects of the Cu ion dynamics on the 23Na nucleus. As shown
in Fig. 5.2 the eld at Na-position is a kind of sum from the Cu-chains in the suround-
ing plane. Fig. 5.6 presents the 23Na spectra transformation in three distinguishable
T -ranges.
At high temperature above ∼65 K (shown up to 100 K in Fig. 5.6c.) the behavior of
the central line is typical for strongly correlated magnetic systems describing a small
slowing down of thermal uctuations.
In the T -range 25-65 K (Fig. 5.6b.) there is a systematic shoulder transformation in the
NMR signal as the temperature decreases. These shoulders evidence the broad distribu-
tion of local magnetic elds on Na-positions. As identied also by ESR measurements
this temperature range is dominated by the creation of a short range magnetic struc-
ture of Cu spins (staggered magnetization). Nevertheless, contrary to what could be
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expected in this situation, the temperature dependence of the longitudinal relaxation
rate T−11 quantity in Fig. 5.7a. does not exhibit any peculiarity around 60 K, that in
fact should reect the change of the magnetic dynamics in such a region. This scenario
although apparently ambiguous allows conjecturing on a glass-like process of freezing so
that the peak is possibly spread in a wide T -range.
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Figure 5.6: 23Na NMR spectra acquired at dierent temperature range. a) In the lower T-range (4.2-
25 K) the magnetic phase transition at TN∼8 K induces broadening of the total line. b)
In the mittle limit below ∼ 65 K there is a development and enhancement of shoulders
around the central line. c) In the higher T-range the shoulders component practically
vanishe whereas the increasing in temperature causes a subttle shifting towards lower
eld.
At lower temperature, below ∼25 K (Fig. 5.7a.), the spectra characterize the behavior
of a 3D magnetic phase transition predicted at TN ∼8 K from magnetization measure-
ments [84]. This leads to a signicant raising of the NMR linewidth due to the critical
increase of spin uctuations in the vicinity of TN , besides the fast relaxation process
which renders the maximum in the longitudinal relaxation rate T−11 at ∼10 K in Fig 5.7a.
By tting the NMR spectrum with two main contributions (central peak and shoulders),
the temperature evolution of the linewidth and the intensity of the shoulders component
in Fig. 5.7b.-inset clearly establishes three T -limits in agreement with ESR measure-
ments. Moreover a rough view on the intensity ratio between both NMR contributions
(Fig. 5.7b.-main panel) points out the similar character of their width T -dependence.
Thus suggests that the origin for the broadening of both lines is the same local eld
distribution.
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Figure 5.7: a) Longitudinal relaxation rate vs. temperature with the maximum in the vicinity of the
transition temperature TN . b) Inset: temperature dependence of the linewidth as well as
the eld position and the intensity in the shoulder component of the NMR signal. Main
panel: ratio of intensities between the central and the shoulder contribution in the NMR
spectra as a function of the temperature.
5.5 Conclusion
Although ESR and NMR results reveal a non trivial and subtle interplay of seemingly not
yet accounted degrees of freedom, some clear features can be extracted from this study
for further discussion on the basis of theoretical calculations. The suggested strong
temperature dependence of the magnetic anisotropy in this system is related with a
short range magnetic structure of Cu spins, substantially enhanced by the ferromagnetic
coupling of spin dimers below ∼40 K. However, in such a region there is no evidence for
changes in the magnetic dynamics. The obtained features resemble those of a glass-like
process of freezing that extends up to the long range ordering region below ∼10 K. From
the resonance spectroscopy point of view, regarding the merely experimental elucidation,
there are experimental conjectures that could be better explained with the estimation of
additional involving exchange pathways and the eect of the structural distortion of the
CuO2 chains (particularly in the structural dimer plaquettes). In that sense an electronic
structure study based on density functional calculations is currently in progress. In the
framework of those calculations a more complete analysis of the experimental data
obtained from the low-dimensional ferrimagnetic spin system Na2Cu5Si4O14 would be
expected.
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6 Undoped and Li-intercalated
vanadium oxide nanotubes
(VOx-NTs)
6.1 Overview
Materials with nanosized structures in the typical range from about 1 to 100 nm in
one, two, or three dimensions have become in an attractive matter of study for the
physics, chemistry and technological applications design. Their main attraction arises
from the particular size, topology and frequently novel eects in their surfaces and inter-
faces which allowed for tailored functionalization of magnetic and electronic properties.
Some design strategies of novel nanostructured materials include the fabrication of mul-
tilayers, heteroestructures with quantum connement and a promising approach based
on self-organized structures such as carbon fullerenes, carbon nanotubes and peapods.
Depending on the diameter and the geometry, as for instance one-dimensional carbon
nanotubes, behave electronically either like a metal or a semiconductor. The insertion of
high lithium concentrations into these structures, either by chemical or electrochemical
procedure has aroused expectations to be used as a possible negative electrode mate-
rial for lithium-ion batteries [98]. Despite many of their functional applications, these
structures often exhibit weak exchange interactions between unpaired spins and poor
electronic correlations in the spin and charge sectors, hence resulting in a weak inter-
action with external magnetic elds. In order to overcome this bottleneck the steady
survey in this area has invoked the intriguing and exceptional properties of transition
metal oxides (TMO), where ordering phenomena related to charge, orbital and mag-
netic correlations are determinant for their understanding and the further synthesis of
novel low-D structural units based on TMO. The outstanding structural versatility of
vanadium oxides and their derivatives for instance, has encouraged the synthesis of the
phenomenological rich vanadium oxide nanotubes (VOx_NTs) [99].
VOx-NTs consists of several concentric shells similar to the analogous but smaller mul-
tiwalled carbon nanotubes. The tube walls consist of bent vanadium oxide (VOx) layers
either in a closed, concentric conguration or scrolled-like structure. Since vanadium
exhibits a number of dierent oxidation states, it may form single- and mixed-valent
compounds. In this case the VOx layers appear to be crystalline with a mixed-valency
(V4+ and V5+) favoring the structural versatility and thus the physical properties in
this material [100]. The high specic surface area of these nanotubes makes them also
more attractive as positive electrodes in secondary Li batteries [101].
The considerable interest in VOx-NTs and doped samples arose however with results
from Krusin-Elbaum et al. [102] revealing the unexpected quantum phenomena in this
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material as consequence of the crystal structure and its mixed-valence character. It was
reported to form a low-dimensional quantum spin liquid with a spin-gap of ∆s ≈ 665 K.
The layered structure comprises three inequivalent vanadium sites, two of them presum-
ably lying in the outer planes containing magnetic V4+ (3d1, S = 1/2) and non magnetic
V5+ (3d0, S = 0) ions, and the third is placed in-between and includes only V4+. At
low temperatures the frustrated exchange interactions in the outer layers allows for a
Curie-Weiss law dominating the susceptibility data, which is attributed to quasi-free
spins mainly localized in the mid-plane. At high temperature coupled dimers along the
outer layers are thermally excited inducing spin-gap behavior responsible of the strong
deviation of the susceptibility from the linear Curie-Weiss response.
Moreover in this early examination the charge-doping of VOx-NTs with Lithium (elec-
trons) or Iodine (holes), strikingly induced spontaneous magnetization well beyond room
temperature (Tc ≈ 500 K), exhibiting similar spin response by doping with either of the
charge carriers - electrons or holes. Such electron-hole complementarity in the spin dy-
namic of VOx-NTs (high temperature ferromagnetism - HTFM) is argued in terms of
the modied electronic occupation of V1 as a function of the doping.
The insertion of lithium therefore presumes an increase from one to two electrons per
V1, while V2 and V3 remain invariable. The electron-hole complementarity of iodine
doping, assumes that the empty state of V1 corresponds to the spinless situation, which
is equivalent to the even number of electrons in the Li-doped case. Thus, only the V2
and V3 exchange interaction on the base of antiferromagnetic J coupling gives just one
spin per seven vanadium sites in the formula unit on which neither V1 contributes to
the total moment, if J is suppoused ferromagnetic, it would yield three spins per formula
unit, in any case.
Later on magnetization and nuclear magnetic resonance (NMR) measurements on VOx-
NTs were reported in [103] to be in good agreement with the previous study. The
analysis takes into account the presence of dierent spin complexes, not only dimers
but also trimers which are antiferromagnetically coupled in the chain-like formation and
probably also contributing to the low temperature susceptibility. The still open question
however in this respect is the non-linear temperature dependence at T < 15 K, where
most monomers/trimers are thought to be antiferromagnetically coupled.
This chapter is devoted to the mapping of individual magnetic spin species contained
in VOxNTs using the ESR technique. Based on magnetization and µSR verication of
HTFM in Li-doped samples, herein an experimental investigation of these doped samples
is performed with local spin probe spectroscopies ESR and NMR in order to elucidate
the origin of the unusual HTFM proposed in Li-doped VOx-NTs [104].
6.2 Morphology and crystal structure of pristine
VOx-NTs
Synthesized by Dr. C. Täschner and co-workers. VOx-NT sample were prepared using
the hydrothermal procedure described in [99, 102]. The structure and chemical compo-
sition of the black powder (VOx-NTs) has been resolved by transmission electron mi-
croscopy (TEM - high-resolution and analytical) and electron energy-loss spectroscopy
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(EELS) techniques.
Figure 6.1: Structure of the VOx-NT wall according to Woerle et al. a) Projection of the [V7O16]
layer along c-axis. Zig-zag chains containing V(1,2) ions in octahedral coordination are
interconnected into single layers by sharing one oxygen atom. The two octahedral layers
are directly connected by sharing common edges to form a double layer of composition
[V7O16]. V3 ions occuping tetrahedral sites are located between the distinctive 1 × 2
windows of both octahedral layers. b) Projection of the double layer along a-axis.
EELS in combination with x-ray photoemission spectroscopy (XPS) have been used to
determine the vanadium mixed-valence of about 4.4 in our VOx-NTs [100]. The topology
of the VOx-NTs mainly corresponds to scrolled tubes with open edges, holding inner di-
ameters between 20 and 30 nm and outer diameters ranged from 50 to 100 nm. The walls
consist of several vanadium oxide layers between which the dodecylamine, C12H25NH2,
structure-directing surfactant molecule is embedded. The interlayer spacing of about
∼26.1 Å in the current samples is thereby dependent on the organic precursor. According
to electron diraction data the structural units building the individual vanadate layers,
which constitute the subject of our discussion, are represented by a two-dimensional
quasi-tetragonal cell. Because of the absence of three-dimensional periodicity in tubular
materials, it is more convenient to discuss the wall structure in respect of the similar
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one proposed for the crystalline layered mixed-valence oxide: barium vanadium oxide
bronze - BaV7O16×nH2O (n ≈ 4.4) [105, 106].
In the related structure, a self-assembled double layer of composition V7O16 contains
three dierent vanadium atom positions. The (V2)O6 distorted octahedra share edges
with two (V1)O6 units to form trimers, these in turn are coupled through the outermost
(V1)O6 octahedra edges in a zig-zag chain fashion (see Fig. 6.1a.). The chains are
interconnected into single layers by sharing one oxygen atom. Thus, two octahedral
layers (double layer), stacked along the [001] unit cell direction, are directly connected
by common edges with tetrahedrally coordinated vanadium V3 located in-between (see
Fig. 6.1b.). The V1 and V2 positions are occupied both by atoms in the valence state
V4+ (d1, S = 1/2) and V5+ (d0, S = 0), with some preference for V5+ at the V1 position
where symmetry is lower. Vanadium in the V3 position instead is suggested to be only
V4+ according to the bond valence sums calculated for this material.
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Figure 6.2: X-Band ESR spectrum (ν w 9.5 GHz) at room temperature from VOx-NT sample. Two
identied Lorentzian lineshapes correspond to two non-equivalent magnetic V4+ (S =
1/2) sites. Individual V4+ spins in tetrahedral positions -V3- (green line), spin trimers
and dimers in distorted octahedral positions -V(1,2)- (blue line). Inset: Details on the
weak hyperne structure in the spectrum.
With the layer structure in VOx-nanotubes containing vanadium ions in dierent oxygen
coordinations, one may expect magnetically non-equivalent V4+(S = 1/2) sites which
can be selectively probed by ESR-spectroscopy. ESR measurements on the powder sam-
ple were carried out in the temperature range 4 K ≤ T ≤ 294 K at the frequency ν
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= 9.5 GHz (X-Band). Fig. 6.2 shows the spectrum at room temperature comprising
two overlapping Lorentzian lines with slightly dierent g-factors of ∼2.0 and ∼1.97.
The intensity of both resonance lines associated to the spin susceptibility was indepen-
dently computed as a function of the temperature. Fig. 6.3 shows the inverse ESR
susceptibility from both contributions as well as the total result normalized to the room
temperature value, which is found to be in a fairly good agreement with the inverse
of the static susceptibility obtained from SQUID magnetization measurements. This
observation addresses the appropriateness of discussing ESR results in hand with the
ndings reported in [103].
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Figure 6.3: Inverse of the spin susceptibility from the two resonance modes observed at ν = 9.5 GHz
as a function of the temperature (green and violet points). The broader resonance line
is ascribed to individual spins response -V3 sites-. The narrow line corresponds to AFM
coupled trimers contributing at low temperature and thermally activated spin dimers
above ∼100 K which casuses deviation from the linear behavior -V(1,2) sites-. The total
spin susceptibility normalized at room temperature (blue points) is in good agreement
with the inverse of the static susceptibility obtained from magnetization measurements
(red points).
According to Vavilova et al. there are three types of magnetic species embedded in
the VOx layer structure (Fig. 6.1): quasi-free spins associated with V4+ (S = 1/2)
ions in tetrahedral positions (V3), and V4+ ions in distorted octahedral coordination
(V1 and V2) which are coupled magnetically into dimers and trimers. The broader
ESR Lorentzian line (L1) exhibiting a linear temperature dependence of the inverse of
the susceptibility along the whole temperature range (Fig. 6.3) matches with a simple
paramagnetic behaviour expected for non interacting quasi-free spins in tetrahedral co-
ordination (V3). The narrowest line (L2) in turn has been found to follow in suciently
good detail the magnetic response of V4+ ions placed in V1 and V2 octahedral sites
[107]. At low temperature the susceptibility is dominated by a Curie-Weiss signature
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originated in those spins coupled magnetically into trimers (linear 1/χ depiction in Fig.
6.3). At higher temperature however appreciable changes in the susceptibility obey the
thermal activation of singlet spin dimers above ∼100 K, leading to an excited triplet
state with the singlet-triplet energy gap near∆∼710 K. As this additional contribution
enhances at higher temperature, the deviation of the 1/χ quantity from its foregoing
linear behavior is much more evident. The similar 1/χ slope described by the resonance
modes L1 and L2 at low temperature conrms the analogous nature of trimers and
quasi-free spins and their comparable proportion into the structure.
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Figure 6.4: Temperature dependence of the g-factor from the two ESR modes. Systematic increase
of the g-factor for the quasi-free spin contribution L1 (broad line) above ∼100 K..
Characteristic g-factors for L1 and L2 lines are shown in Fig. 6.4. Below ∼100 K the
local magnetic environment surrounding quasi-free spins and trimers is unchanged by
the temperature variations, it renders the g-factor temperature independent. Above
∼100 K the singlet-triplet excitation causes the progressive rising of ferromagnetically
coupled dimers created at the top and bottom layer around the V3 site, it makes the
quasi-free spins to undergo an additional surrounding local magnetic eld. The larger the
ferromagnetic dimerization at high temperature the larger the induced local magnetic
eld on the quasi-free spin position which reproduces in turn the increase in the eective
g-factor of L1 (green curve) in Fig. 6.4. On the other hand the g-factor from L2
line (dimers and trimers) remains almost temperature independent even in the high
temperature limit. Since dimers and trimers units are not well bound (separated) along
the chains, which in turn are in-plane separated by weakly interacting tetrahedral sites,
it is expected that at the spin trimers position the thermal activation of spin dimers do
not imply a relevant increasing in the surrounding magnetic eld.
As shown in Fig. 6.2-inset only a very weak hyperne structure is superimposed to the
total Lorentzian t, while the anisotropy of the g-factor is practically unresolved in the
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spectrum.
The assignment of monomers (doublet), dimers (triplet at high temperature) and trimers
(doublet) to V1, V2 and V3 sites, is a problem that requires a more detailed analysis
of the oxidation states, distribution of non-magnetic V5+ in the layers, and the un-
derstanding of other parent compounds such as those with an uniform distribution of
magnetic V4+ along the chains. From a qualitative point of view we nd that the intra-
chain interaction may be described by an alternating chain model of the type V1V1-
V2-V1V1-V2-V1V1. The lowest state of vanadium V4+ in the octahedral coordination
correspond to the relevant dx2−y2 orbital. Other congurations like dxz or dyz would
be in contradiction with the comparable proportion of trimers and dimers reported in
[103]. This is because the relevance of one of these two orbitals would induce a dominant
concentration of dimers or trimer, respectively.
Furthermore, the shortest V1-V1 distance with respect to that between V1-V2 sites
along the chain, suggests that the magnetic dimers correspond with the location of
the structural dimers formed by the pairs V1V1 sites in Fig. 6.1. In such a case, the
transfer integral scales with the fth power of the V1-V1 distance t ∼ 1/r5 according
to the dd -overlap in [108]. This leads to an estimate (lower bond) for J11 ≥ 1.22J12,
which is further enlarged by the dierent on-site energies at V1 and V2 sites. Trimers
in turn are suggested to occur on the V1-V2-V1 structural trimer units. The separation
of these trimer units from subsequent magnetic sites along the chain, is realized by the
non-magnetic V5+ ions at particular V1 sites (see Fig. 6.1). As it was referred in [103],
the V3 ions in tetrahedral coordination correspond to monomers involved apparently in
the interchain coupling.
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Figure 6.5: X-Band ESR spectrum from a VOx-NT sample after the progressive oxidation of the
sample (substantial creation of more V 5+ ions). It is compared with the fresh sample
spectrum which describes the presence of dierent magnetic spin species at T = 300 K.
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Because of the high sensitivity of the VOx-NTs powder sample when in contact with
the air (oxidation), a careful handling of the sample before the measurement is required
in order to obtain genuine reproducible results and avoid wrong interpretation of the
experimental data. According to the obtained ESR X-Band spectrum from an oxidized
VOx-NTs sample in Fig. 6.5, this oxidation causes substitution of magnetic V4+ by non
magnetic V5+ ions. The result is the breaking of trimer and dimer congurations along
the chain, consistent with the fact that non magnetic V5+ ions occupy preferably V1
sites. An almost temperature independent g-factor registered in the single resonance line
corroborates the existence of only individual paramagnetic V4+ spins. This observation
is in complete agreement with the magnetization data obtained after degradation of the
sample.
6.4 Li-doped vanadium oxide nanotubes
6.4.1 Doping procedure and experimental background
Li-doping by Dr. A. Popa. The high temperature ferromagnetism (HTFM) is very
surprising and unexpected for an oxide material comprising TM ions with a small spin-
1/2 and provides a remarkable example of novel functionalities in nanostructured oxides.
Since HTFM in the doped VOx-NTs reported in [102] was based only on the results
of the SQUID magnetometry, a new experimental study was addressed in order to: i)
obtain independent evidence of HTFM in Li doped VOx-NTs, and, if conrmed, ii) ob-
tain insights into the origin of this unusual phenomenon. The rst stage (i) comprised
the prepraration of a series of LiVOx-NTs samples by an electrochemical procedure of
Li intercalation which enables an accurate control of the Li doping concentration, in a
manner completely dierent to the chemical method used in [102]. The procedure uses
two-electrode Swagelok-type cells, each including: the cathode material of 83.3 wt%
of VOx-NTs (active material) mixed with 16.7 wt% of Carbon SP (Timcal), a Li metal
anode and an appropriate electrolytic constituent. Carbon SP assists as an electrochem-
ically conductive additive. By applying a constant current in a galvanostatic mode, Li
ions have been intercalated to the active material up to reach the desired LiyVOx-NT
composition.
For this study, samples with y = 0, 0.05, 0.10, 0.15 and 0.6 were prepared and subjected
to magnetization measurements (investigated by Dr. A. Popa). A striking non-linear
eld dependence of the magnetization at the doping level y = 0.1 was found in contrast
with other Li contents. At 300 K, the magnetization M (1 T) saturates at a value of ∼
0.1 µB per V site followed by a subtle linear increase at higher elds. The small hystere-
sis at 300 K is visible only at lowest elds. Regarding to all the Liy (0 < y ≤ 0.6) doped
samples, the increased value of magnetization respect to that in undoped VOx-NTs as
well as the vanishing of the spin-gap feature in the T -dependence of the susceptibil-
ity were consistent with an increasing number of paramagnetic V4+ sites and therefore
the eective Li intercalation. Any artifact signal owing to uncontrollable ferromagnetic
impurities in results from [102] was thus excluded. A detailed description on the rst
stage of this investigation (i), which comprises Li-doping treatment, magnetization and
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ZF-µSR experiments is presented in [109].
Muon spin relaxation data at zero elds (ZF-µSR) (investigated in the group of Prof.
H.-H. Klauss) provided in turn useful evidence on the bulk nature of HTFM in Li0.1VOx-
NTs. The spectra at 300 K and 20 K in the magnetic material (y = 0.1) revealed a
signicant and rapid loss of asymmetry at early times, unlike to the only small de-
crease of the asymmetry signal at short times for pristine VOx-NTs sample (y = 0).
The rapid relaxation in Li0.1VOx-NTs unambiguously proves that a signicant fraction
of the muons undergoes a local quasi-static magnetic eld whereas the absence of an
oscillating signal reveals a broad static magnetic-eld distribution within the compound
[104].
Once obtained the verication of the bulk and not impurity character of ferromagnetism
in doped Li0.1VOx-NTs, the second stage (ii) as the matter of this chapter attempts to
unravel the origin of this feature and the Li-concentration dependence. In that way a
survey by NMR and ESR techniques herein presented is signicantly helpful in deter-
mining the local and dynamic magnetic behavior of the system.
6.4.2 Magnetic resonance
NMR in Li doped VOx-NT
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Figure 6.6: (a) Low-T 51V NMR spectra and (b) T-dependencies of the resonance eld of 7Li NMR
for LiyVOx-NT: y = 0, 0.05, 0.1 and 0.15.
Measured by Dr. E. Vavilova. The 51V NMR data collected from doped samples at
dierent Li-concentration are shown in Fig. 6.6a. As expected from the mixed valence
VOx-NTs , two dierent contributions associated to the magnetic and non magnetic ions'
nuclei have been recorded. Looking at the pristine sample spectrum, the slow-relaxing
nonmagnetic V5+ would be ascribed to the highest-eld peak at ∼9.22 T, thereby the
lowest-eld shoulder at ∼9.16 T would correspond with the fast-relaxing magnetic V4+
nuclei, which is down shifted due to hyperne interaction [103]. The important remark in
this left side peak is the gradual increase of its relative intensity as the Li concentration
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is higher. Such enhancement and the notable decreasing of the non-magnetic peak inten-
sity, for instance at Li0.15, reects an increasing fraction of magnetic vanadium ions upon
Li intercalation, V5+ (holes)→ V4+. Thereby conrming that the doping process aects
the whole sample. Though the magnetic ordering usually creates a shift or splitting of
the NMR spectrum, neither was observed for the 51V signal for the Li0.1VOx-NTs sample
in a suciently wide eld range. The absence of the signicant loss of its intensity sug-
gests that the large part of V ions does sense the charge doping but not the internal eld.
From the side of 7Li NMR (Fig. 6.6b) the situation is dierent: the resonance eld of
the signal steadily changes with the doping. However, looking from low Li concentration
y = 0.05 up to higher doping y = 0.15, the expected 7Li0.1 line at the place between the
line positions of Li0.05 and Li0.15 samples is absent, instead of that, the line undergoes a
strong shift toward lower resonance elds, indicating the presence of an internal eld at
the Li sites only for the strongly magnetic Li0.1VOx-NTs. Since no unshifted Li0.1 line
remains between the Li0.05 and Li0.15 position, it is inferred that practically all Li nuclei
experience internal magnetic elds.
Uniform long-range magnetic order in the low-spin (S = 1/2) vanadium oxides is not
competitive at high temperatures with thermal uctuations and/or insulator-to-metal
transitions [110]. A ferromagnetic-like magnetization up to room and even higher tem-
peratures is in particular unexpected. However, in the case of VOx-NTs an alternative
cluster scenario of ferromagnetism is clearly corroborated by µSR and NMR results.
µSR data yield about 2/3 of the magnetic volume fraction and a broad distribution of
static magnetic elds within the sample [104]. The absence of an appreciable shift of
the 51V NMR signal in the ferromagnetic sample suggests that it originates from the
regions outside ferromagnetic clusters. The 51V-NMR line shift from the nuclei inside
the clusters is expected to be as big as in magnetically ordered compounds, hence dis-
placing the signal out of the observation range [111]. Furthermore, owing to a possible
distribution of the clusters's size, as also suggested by the µSR data, this signal could
be very broad and thus practically undetectable. On the other hand, the 7Li-NMR data
give clear evidence that ferromagnetism is conned to regions around the lithium site
which yields a shift of the 7Li-NMR line by the internal magnetic eld inside the cluster.
Thus one can argue that the Li which is intercalated between the vanadium oxide layers
in the walls of VOx-NTs, may play a role of nucleating centers for spin clusters of dierent
size.
ESR in Li doped VOx-NT
For LiyVOx-NTs with y = 0.05, 0.1, 0.15 and 0.6 a middlemost X-Band ESR resonance
line common to all doped LiyVOx-NTs samples was found to follow a systematic evo-
lution with increasing Li content. Since the linewidth and g-factor correspond to those
for individual spins, it conrms the NMR conjecture about the increasing number of
magnetic V4+ ions upon Li-doping. It means that dimer and trimer congurations are
broken by hole reduction and only individual spins survive in the VOx structure after
doping, in agreement also with the magnetization data. We note that the carbon black
used as a conductive additive for the preparation of Li-doped samples partially screens
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the penetration of microwaves into the interior of the sample thereby reducing the signal-
to-noise ratio and superimposes an additional ESR line (see Fig. 6.7). The latter can be
identied by measuring the carbon additive separately and accurately subtracted from
the spectra.
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Figure 6.7: ESR spectra (eld derivative of absorption) of LiyVOx-NT for y = 0.6 (top) and 0.1
(middle) at T = 300 K. The extra narrow line which is specic for the strongly magnetic
sample with y = 0.1 (marked by the arrow in the middle spectrum) is singled out by
subtracting the top from the middle spectrum (bottom curve). The central sharp line is
due to the carbon additive.
The major result of the ESR study however is the observation of an extra narrow
resonance line in the strongly magnetic y = 0.1 sample. Despite the disturbing eect
of the carbon line, the extra line is clearly visible in the raw data (Fig. 6.7, middle
curve) and can be accurately singled out, e.g., by subtracting from the y = 0.1 spectrum
the spectrum of a weakly magnetic sample with a dierent Li content (Fig. 6.7, bottom
curve). This extra line was tted by means of a Dysonian lineshape which deals with
the asymmetry of the line by including the absorption-dispersion parameter during the
t procedure (see chapter 3). The inverse of the ESR intensity linked to the inverse of
the dinamic spin susceptibility shows the linear temperature dependence characteristic
of a paramagnetic-like behavior (Fig. 6.8-inset). The width of this extra line ∆H ∼ 70
G is signicantly smaller compared to the signals from paramagnetic V4+ ions whereas
the g-factor of ∼1.98 is similar. Both ∆H and g change little in a broad T-region above
∼40-70 K and become temperature dependent at lower T (Fig. 6.8).
As will be discussed below, this narrow signal in accordance with the magnetization data
bear features characteristic of a magnetic response of superparamagnetic particles with
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a broad size distribution, such as, e.g., samples of ultra-ne γ-Fe2O3 particles studied in
[112]. Specically, the small hysteresis in M (B) at room temperature suggests the pres-
ence of large clusters with a blocking temperature TB > 300 K. At higher external elds
they are already saturated and the observed nite slope of M (B) in this eld regime
is mainly determined by smaller unblocked superparamagnetic clusters (TB ≪ 300 K)
[112].
The sharp ESR line with the spin-only paramagnetic resonance eld Hparres = hν/gµB ob-
served in the strongly magnetic Li0.1VOx-NT sample can be straightforwardly assigned
to a resonance response of those small unblocked clusters. Above TB individual magnetic
moments from single domains (small particles) are strongly aected by thermal uctua-
tions, the anisotropy eld is averaged and the relaxation time of the magnetic moments
reduced. The result is an isotropic narrow line at Bparres [113] with the linewith and the
resonance eld almost invariable in the limit of the high temperature superparamagnetic
regime.
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Figure 6.8: T-dependence of the width ∆B and the g-factor of the extra line in the ESR spec-
trum of y = 0.1. Inset: Paramagnetic-like bahavior observed in the inverse of the spin
susceptibility depction of the extra line as a function of the temperature..
At low temperatures the eective eld acting on the small particles is indeed the external
and anisotropy eld, so that the shift of the eective g-factor from the spin-only value
and the increase of the width of this signal (see Fig. 6.8) can be considered as an indica-
tion of approaching the TB of the resonating superparamagnetic clusters. According to
the study of the eect of the particle size on the ESR response in [114], for small particle
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size (∼5nm) the spectrum is dened by an isotropic and unshifted narrow line because
of the small anisotropy eld ascribed itself to the reduced particle size. In contrast, for a
large particle size (∼10 nm) the associated anisotropy eld is much stronger, therefore,
thermal uctuations even on a room temperature scale cannot overcome the anisotropic
orientation of the magnetic moments. As a result, the spectrum is broad and shifted to-
wards lower elds due to the inuence of the remaining orientational anisotropy. Thus,
in the case of a broad size distribution, the ESR response of the blocked clusters in
Li0.1VOx-NTs could be smeared out and become unobservable, in particular, also due
to the limited sensitivity caused by the carbon additive.
6.4.3 Discussion
Obviously, local charge and structural distortions around an intercalated Li+ ion as well
as nanostructurization of VOx may be crucial for the nucleation of ferromagnetic clusters
in VOx-NTs. In this respect one can nd a striking similarity with high-temperature
ferromagnetism (HTFM) when Tc > 300 K recently observed in nanostructured diluted
magnetic semiconductors (DMS) (see, e.g., [115, 116]). Adding a small percentage of
magnetic TM ions to nanocrystals [115] or nanowires [116] of nonmagnetic ZnO yields
a robust HTFM that was not achieved by doping the bulk ZnO. The occurrence of
structural inhomogeneities on the nanometer scale concomitant with the charge local-
ization are the key prerequisites for this remarkable eect. For example, in Ni:ZnO
nanocrystals, just by tuning the aggregation of nanocrystals, one obtains HTFM with
a T-independent saturation value and a small coercivity, very similar to our ndings
[115]. The stabilization of HTFM in DMS has been discussed theoretically in terms
of collective polaronic eects [117, 118], namely that bound interacting ferromagnetic
polarons may be formed due to exchange interaction of localized charges with magnetic
impurities, in particular in the presence of defects. One can conjecture a possible rele-
vance of this scenario to VOx-NTs in view of some apparent similarities with DMS: i)
the current-voltage characteristics of individual tubes reveals a semiconducting behav-
ior with conductivity decreasing upon Li doping [102]; ii) electron doping due to the Li
intercalation creates additional spin centers and iii) locally distorts the structure. A del-
icate balance between these factors controlled by the Li intercalation may be the reason
for a strong sensitivity of the observed eect to the Li content. At small doping levels
the amount of nonmagnetic V5+ ions (which are the holes in the magnetic subsystem)
is big enough to prevent the formation of spin clusters. On the other hand at large Li
dopings VOx-NTs turn to a uniform rolled up spin-1/2 plane with predominantly anti-
ferromagnetic interactions which could be much less sensitive to a perturbing inuence
of Li-caused defects.
6.5 Conclusions
The X-Band ESR study of undoped VOx-NTs has enabled to identify dierent spin
species in the sample evidenced in two overlapping resonance lines: i) quasi-free spins
in tetrahedral positions (V3) and ii) trimers and dimers in octahedral coordination,
where thermally activated spin dimers above ∼100 K visibly aect the local magnetic
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environment of those quasi-free spins between octahedral V-O layers.
As a second part, the inuence of Li intercalation on the magnetic properties of LiyVOx-
nanotubes has been studied by means of NMR and ESR spectroscopies supported by
previous µSR and static magnetic results. It is found that a particular concentration
of the Li dopant turns this compound into a strongly magnetic material exhibiting
ferromagnetism on the room temperature scale. The data suggest that in this very
unusual for a low-spin vanadium oxide behavior the Li intercalation aects the charge
disproportionation and hence the spin states and magnetic interactions in the rolled-up
VOx layers, thereby promoting for particular doping levels, the formation of nanosize
interacting ferromagnetic spin clusters around intercalated Li ions. Such clusters behave
as an ensemble of superparamagnetic particles with a broad size distribution whose big
magnetic moments can be easily aligned by a moderate magnetic eld even at room
temperature. The robustness of the ferromagnetic spin structure may be suggestive of
its collective polaronic nature.
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7 Frustrated quantum spin-1/2
chain in the complex oxide
γ-Li2ZrCuO4
7.1 Overview
The experimental interest to attain a large variety of magnetic properties in low-dimensional
frustrated spin systems, is based upon two main possibilities for the realization of frus-
trated couplings: i) dened only by nearest neighbor interactions (nn), where special
symmetries (i.e., triangular or Kagomé lattices) may lead to a pure geometrical frustra-
tion in two dimensions (2D), and ii) competing nearest (nn) - and next-nearest-neighbor
(nnn) interactions in quantum Heisenberg S = ½ chains. In the former situation, one
dimensional (1D) frustration due to nn exchange is fairly improbable, while in the later
one frustration in quasi-1D systems may occur in near analogy to the 2D square J1 − J2
model. Depending on the ratio between nn and nnn exchange constants (α = −J2/J1)
dierent ground states are attainable in the frame of a single-chain analysis, these are:
the gapless collinear phase ( 0 ≤α≤ 0.25), dimerized ground state (- α > 0.241) or
helical order (α > 0.25), whose pitching angle is given by the expression 2π ξ= cos−1
(1/|4J2/J1). As concerning to the boundary between the collinear and helical order,
special attention is recently caused by chain systems in the proximity to the quantum
critical point (QCP) at α = 0.25. Close to the QCP, the system is expected to be much
more responsive to small external perturbations like magnetic elds or pressure, even
the eect of weak exchange paths, especially the inter-chain coupling turns out to be
meaningful for the magnetic properties of the system. As regards to an edge-shared
chain cuprate holding a Cu-O-Cu bond angle close to 90°, the competing nn ferromag-
netic and nnn antiferromagnetic coupling depicted in the lately discovered quantum spin
chain compound Li2ZrCuO4[119], drives it into a strongly frustrated quantum magnet
located on the spin spiral side of the magnetic phase diagram with α = 0.29 in the
very vicinity of a QCP to ferromagnetism. The appropriateness of the J1 − J2 model
to describe the susceptibility data matching this value, also suggests the development
of a FM helical magnet instead of a AFM-helical order. The prototypical strong eld
dependence of the specic heat data in a large T range unambiguously support the
immediacy to the FM critical point, while the maximum at zero eld corroborates a
magnetic ordering temperature at TN ∼ 7 K.
Surprisingly, contrary to other related materials where ferroelectricity occurs simultane-
ously with a spiral magnetic order yielding a multiferroic behavior [120, 121, 122], here,
below the magnetic ordering TN , no multiferroicity has been found [123]. This is puz-
zling since the usually supporting features such as the low symmetry of buckled CuO2
chains allowing Dzyaloshinski-Moriya interactions and/or special positions for impurity
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spins are present in Li2ZrCuO4 and suggest multiferroicity. In addition, the unusually
large magnitude of the estimated main (nearest neighbor) exchange integral J1 ∼-300K
[119] diers markedly from those of other related edge-shared CuO2 chain compounds
such as Li2CuO2 (J1 ∼-230 K) [124] and Ca2Y2Cu5O10 as well as from L(S)DA+U calcu-
lations for Li2ZrCuO4 itself [125]. The microscopic reasons for these puzzling deviations
were completely unclear at the beginning of this study. We conjecture that under the
special conditions of a QCP the eect of additional interactions or degrees of freedom
might be crucial for various physical properties including the puzzle mentioned above.
Here we report a new peculiar feature absent, to the best of our knowledge, in all
other known chain cuprates which should certainly aect quantum magnetism. It is
specically related to the interaction of the quantum S = 1/2 spins in the CuO2 chains
with the quantum electrical dipoles derived from tunneling Li+ ions. The 7Li nuclear
magnetic resonance (NMR), the Cu2+ electron spin resonance (ESR) and the dielec-
tric constant data show that a coupling between the active electrical and the magnetic
degrees of freedom occurs already in the paramagnetic regime far above TN . We ar-
gue that this peculiar eect is due to the interaction of interpenetrating magnetic and
electrical sublattices formed specically in Li2ZrCuO4.
7.2 Crystal structure
Figure 7.1: Representation of the orthorhombic crystal structure of the γ-Li2ZrCuO4 com-
pound. In-plain Cu-O chains are separated by LiI ions which are 100 % occuped
whereas chain-planes are separated by LiII only 50 % occuped (black arrows).
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Polycrystalline material of γ-Li2ZrCuO4 (≡ Li2CuZrO4) [126] belongs to the family of
Li2MXO4 phases: M = Mg, Mn, Fe, Co, Zn; X = Zr, Hf, usually prepared by solid-
state reaction of Li2CO3, ZrO2 and CuO over the temperature range 700-1100 °C. The
orthorhombic crystal structure in Fig. 7.1 with constants a = 9.385 Å, b = 5.895 Å, c
= 5.863 Å (space group Cccm) is formed by Cu/LiI and Zr/LiII layers in an alternating
stacked conguration along the a-axis. The Cu/LiI layer comprises chains of edge-
shared CuO4 plaquettes running along the c-axis and in-plane separated by LiI sites
(4b) 100% occupied. The CuO4 chains in Li2ZrCuO4 form planes similarly to, e.g.,
LiCu2O2, although the inter-plane distance of 4.7 Å markedly exceeds that of other
quasi-two dimensional (2D) cuprates. This inter-plane space is lled in by relatively
undistorted ZrO6 octahedra and LiII sites (8l) only 50% occuped. At variance with
many other Li-containing cuprates the Li ions in Li2ZrCuO4 bear two dierent positions
including splitting of the LiII position [126] revealed from an unusually large Debye-
Waller factor. According to the well known Goodenough-Kanamori-Anderson rules for
a Cu-O-Cu bond angle of approximately 94° in Fig. 7.1, the quantum S = 1/2 spins of
Cu2+ ions establish nn ferromagnetic coupling. Any collinear phase is however broken
due to the antiferromagnetic nnn exchange interaction which drives the spin frustration
of the system [119].
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Figure 7.2: (a) X-ray diraction (XRD) pattern from a polycrystalline sample of γ-Li2ZrCuO4. (b)
XRD pattern from the magnetically aligned powder sample.
Albeit the γ-Li2ZrCuO4 is only available in a polycrystalline form, a characteristic
anisotropy of the g-factor in this compound allowed for the preparation of magneti-
cally aligned samples. The powder material was embedded in epoxy resin and cured
for more than 24 h at room temperature under a static magnetic eld of Bstatic∼7 T.
The right orientation of the Li2CuZrO4 sample was determined from x-ray diraction
(XRD) patterns before and after the magnetic alignment (Fig. 7.2). The spectrum from
oriented pellets in Fig. 7.2b. shows a crystallographic texture along the a-axis.
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7.3 7Li NMR
Experimental data provided by Dr. Vavilova. We start with the 7Li NMR measurements
that proved to be very useful before to study both the magnetic ordering in cuprates
[123, 128, 129] and the Li ion mobility (see, e.g., [130]). The 7Li (I = 3/2) NMR
spectra of Li2ZrCuO4 samples were measured by a Tecmag pulse spectrometer with two
orientations: B∥a and B⊥a by sweeping the magnetic eld at a frequency ωN = 38
MHz. The signal was obtained by integrating the spin-echo envelope.
Figure 7.3: (a) Selected 7Li NMR spectra of the oriented Li2ZrCuO4 sample at ωN = 38
MHz for B⊥a; (b) T-dependence of the NMR linewidth for low- and high-eld
NMR lines. The gray curve denotes an inhomogeneous broadening due to a glass-
like ordering of LiII ions. The inset shows the behavior of resonance elds; (c)
and (d) T-dependence of the spin-lattice T−11 and spin-spin relaxation rates T
−1
2 ,
respectively. In (b)-(d) ◦ denote data for B∥a,  and • are data for low- and
high-eld lines for B⊥a, respectively.
The longitudinal T−11 and transversal T
−1
2 relaxation rates were measured at the peak
of the signal using the stimulated echo sequence and the π/2-π sequence, respectively.
The quadrupole splitting, typical for 7Li nuclei in cuprates [128, 129] and estimated to
be of the order of 0.05 MHz, is unresolved in the spectrum whose shape can be de-
scribed by a single Gaussian line. In the paramagnetic state at high temperatures (T
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≥ 150K ≫ TN) the 7Li NMR response of Li2ZrCuO4, see Fig. 7.3, seemingly presents
a single line. However, a careful analysis of the lineshape and T−12 rates shows that we
deal with an unresolved superposition of two lines with a full width of 0.01 T, which
may be ascribed to two Li species, i.e. to the immobile LiI and the mobile LiII ions,
respectively. For B⊥a lowering the temperature below T ∼100K yields a separation of
the NMR spectrum in two well-resolved lines with a strong and unusual T-dependent
frequency redshift and inhomogeneous broadening of the low-eld (left) line, see Fig.
7.3, that can be associated with the NMR response of the mobile LiII ions. For B∥a the
signals from dierent Li sites merge and only at T > T∗ ∼100K one can separate two
contributions due to the narrowing of one of them, apparently of LiII . A characteristic
temperature T∗ ∼ 100K can be associated with the onset of the quenching of the LiII
hopping between two equivalent positions on the NMR timescale, i.e. with the oset of
the motional narrowing. It means that at T > T∗ the LiII pseudospin system reveals
most likely a classical high-temperature paraelectric behavior.
One should note that the T-dependence of the 7Li NMR linewidth for immobile LiI
ions (higheld right line) shows up a rather conventional low-T rise due to a critical
increase of spin uctuations in the vicinity of TN . Since the distances LiIICu and
LiICu are similar, one can assume roughly the same spin uctuation contribution to
both NMR signals. Thus one can single out the additional contribution to the inhomo-
geneous broadening of the left line (dashed line in Fig. 7.3a.) whose T-dependence turns
out to be typical for systems with mobile Li ions (see, e.g., [130]). The temperature of
the ceasing of the motional narrowing of the NMR line is usually correlated with the
onset of the critical glassy freezing, which suggests T∗ as an upper boundary for the
glass-ordering temperature Tg . T∗.
The low-T behavior of T−12 (see Fig. 7.3d.) with characteristic values of ∼104s−1 and
a pronounced peak near TN for both 7Li species and both eld directions is typical for
spin-ordering cuprates [129]. The spin-lattice relaxation (SLR) rates T−11 for both Li
species in Fig. 7.3c. reveal a very similar T behavior with nearly the same constant
value of ∼750 s−1 down to low T ∼10K where both start to increase with a peak at T
∼6 K for the 7LiII line and a divergence for the 7LiI line in the case of B⊥a. A similar
behavior is observed for the B∥a orientation where contributions from 7LiI and 7LiII
nuclei are hardly resolved.
A typical mobility-induced SLR rate for 7Li NMR in a wide number of nonmagnetic
solids is due to the quadrupole mechanism which is usually small as compared to a strong
SLR due to a magnetic mechanism. In Li2ZrCuO4 where strong magnetic uctuations
take place in the anisotropic lattice the decrease of relaxation rates below 100 K reects
the ceasing of the motion that was averaging local magnetic elds created by uctuations
of Cu magnetic moments. The anisotropic character of this motion becomes apparent
in the dierent relaxation behavior in dierent eld orientations. One can see in Fig.
7.3c. and 7.3d. that T1 for B∥a increases concomitantly with T2 for B⊥a, which are
both caused by magnetic uctuations perpendicular to the a-direction. To summarize
this part, all 7Li NMR data clearly indicate a freezing of the LiII paraelectric sublattice
below T∗ . 100 K.
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7.4 Dielectric constant measurements
Experimental data provided by Dr. Sotnikov. A direct evidence of a glass-like structural
ordering of this sublattice can be provided by measurements of the dielectric constant
ε = ε′ + iε′′ that have been performed with pressed pellets of Li2ZrCuO4 at a number
of frequencies f. The behavior of the real part ε′ above 300 K (see Fig. 7.4-main
panel) evidences most likely a contribution of LiII to ionic conductivity. However, the
strongest change of ε′ occurs in the T range 50150 K. A signicant reduction of ε′ clearly
indicates a randomly antiferro freezing of the paraelectric subsystem in Li2ZrCuO4
[131]. Remarkably, in this T range the electric-eld dependence of the polarization
P(E) exhibits a hysteresis (see Fig. 7.5a.) with the values of the remanent polarization
Pr (see Fig. 7.5b.) comparable with those of multiferroic cuprates [121, 122].
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Figure 7.4: Temperature dependence of the real (ε′) and imaginary (ε′′) parts, main and inset
panel respectively, of the dielectric constant for a pressed sample of γ-Li2ZrCuO4
at dierent frequencies f.
The frequency dependence of the step in ε′(T) concomitant with the shift of the peak
temperature Tε′′max of the imaginary part ε′′(T) to lower T with decreasing the fre-
quency f (see Fig. 7.4-inset) reveals a typical glass-like transition critical dynamic
slowing down towards the glass transition at Tg. The temperature Tε′′max can be as-
sociated with the frequency f -dependent freezing temperature below which the longest
relaxation time of the system gets larger than the characteristic observation time 1/f
and the system enters a nonequilibrium regime [132]. In the three-dimensional (3D)
case where a nite glass-ordering temperature Tg can be expected, f and Tε′′max can be
connected by the power law relation f = f 0tzν [133]. Here f 0 is the uctuation frequency,
t = (Tε′′max/Tg=1) is the reduced temperature and z and ν are critical exponents. The
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f vs. Tε′′max dependence can be well tted by this expression, yielding a glass-ordering
temperature Tg ∼70 K and zν ≃ 5.5, Fig. 7.6. The value of Tg relates well with the
characteristic NMR freezing temperature T∗.
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Figure 7.5: a) Hysteresis loop of the electric eld dependence of the polarization P(E) at T = 55 K.
Inset: enlarged view around the origin with the remanent polarization Pr indicated by
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Figure 7.6: Blue dots: relation between the measurement frequency f and the reduced temperature t
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t to the power law relation f = f0t
zν with the values of the
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Notably, the obtained product of the critical exponents zν ≃ 5.5 is very close to the
result zν = 6±1 of a reported Monte Carlo simulation for the 3D Ising glass [134]. This
supports the appropriateness of an Ising (pseudospin-1/2) model for the description of
the electric LiII subsystem in Li2ZrCuO4.
7.5 ESR
How can the magnetic Cu2+ subsystem respond to this eect?
First of all one may anticipate certain changes in the crystal eld and the g-factors for
Cu2+ ions which can be detected by the ESR technique.
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Figure 7.7: (a) X-band measurements: (a) g-factor vs. temperature applying magnetic eld parallel
and perpendicular to the chain-plane, (B⊥a) and (B||a) respectively. (b) Temperature
dependence of the linewidth. The broadening of the resonance line exceeds the X-band
range close to the ordering temperature (vanishing of the ESR line).
Initial ESR measurements at the radiation frequency ∼9.50 GHz (X-band) in the tem-
perature range 4-300 K were carried out on the Li2ZrCuO4 oriented sample. The experi-
mental angular dependence of the g-factor at room temperature (not shown here) is well
described by an axial anisotropy model (chapter 3) which provides g-factor values of: g∥
∼2.19 (B∥a) and g⊥ ∼2.02 (B⊥a), typical for a Cu2+ ion in distorted square planar lig-
and coordination [135]. Moreover the ESR angular dependence of the linewidth follows
the prediction for quasi-1D magnets (between 1D and 2D), as it includes not only intra-
but also weaker inter-chain interactions. The temperature dependence of the g-factor
and linewidth in Fig. 7.7 shows the anisotropy of the resonance line applying magnetic
eld in plane and perpendicular to the CuO4 chains, B⊥a and B∥a respectively. At
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high temperature the eective g-factor becomes rather temperature independent as ex-
pected for averaged magnetic moments randomly oriented due to signicant thermal
uctuations. Below ∼60 K the onset of quasi-static spin correlations promotes the sys-
tematic decreasing of the anisotropic g-value concomitant with the broadening of the
resonance line. This behavior evidences the enhancement of internal magnetic elds in
the proximity to the magnetic ordering temperature TN ∼7 K [119]. Below ∼10 K the
sizeable broadening of the line exceeds the maximum eld range at the X- Band ESR
frequency, this causes the signal to be unresolved in the near proximmity and below
TN . To overcome this limitation and explore dynamic magnetic response in the ordered
state further HF-ESR experiments at sub-THz frequencies were carried out on the same
oriented Li2ZrCuO4 sample at 4 K.
Figure 7.8: Frequency dependence of the resonance eld measured in the magnetically ordered state
(4 K). Two resonance modes visible at HF and the zero-eld gap at ∼95 GHz
For the B⊥a orientation at ∼156 GHz the ESR absorption spectrum discloses a well re-
solved resonance line below TN , see Fig. 7.8-inset. Since the tting of a single Lorentzian
lineshape to the experimental data suggest the superposition of an additional contribu-
tion at the lower eld position, subsequent frequency dependent measurements were
performed up to ∼340 GHz. The increasing of the excitation frequency improves the
resolution of nearby absorption lines (larger separation) conrming the occurrence of
two resonance modes in the magnetically ordered state (4 K), (Fig. 7.8).
According to [119] the apparent incommensurate noncollinear magnetic structure along
the Cu-O chains in Li2ZrCuO4 originates in the strong intrachain exchange interactions
with the assumption of a weak interchain coupling, which in turn might determine the
mutual orientation of spins of the neighboring chains. The relevance of these interchain
interactions is a matter for theoretical estimations.
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Figure 7.9: a) Scheme of the possible spin orientations and oscillations in the spiral spin structure
below TN . b) Fragment of slightly idealized γ-Li2ZrCuO4 structure with the supertrans-
ferred Cu-O-7LiI,II bonds. Arrows show schematically the oxygen ion displacements in
the real structure
The antiferromagnetic resonance spectrum would consist of three branches that cor-
respond to three rotational degrees of freedom of the exchange structure. The best
agreement with the experimental resonance spectra is achieved by assuming that the
anisotropy in the bc plane of the crystal is small. By considering the spin chain run-
ning along the c-axis and the vector k normal to the spin plane (ab plane), (see Fig.
7.9a.), the rotation of the spin with respect to k does not yield changes in its energy,
it results in a gapless resonance branch as correspond to one of them (dark cyan) in
Fig. 7.8. The lower eld branch (orange) has an energy gap ∆ = ν0~/kB intercepting
the frequency axis at ν0 ∼98 GHz, so that ν0 is the frequency of the oscillation of the
exchange structure at B = 0, in which the vector k deviates from the ab plane. Further
deviations of this vector upon the application of the magnetic eld in the bc plain are
mapped onto the frequency vs. eld depiction of the branch in Fig. 7.8. The di-
culty in proving this dependence for particular orientations of the magnetic eld B⊥b
or B∥c is the unavailability of Li2ZrCuO4 single crystals. The experimental data are
limited to the magnetically oriented powder perpendicular to the chain plaquettes (i.e.
along a-axis) while remaining a random orientation of the chain direction on the bc
plane. Noteworthy is that the spin plane of the proposed magnetic structure support at
rst sight the spin-op-like feature observed in magnetization measurements (not shown
here) on the same oriented sample applying magnetic eld parallel a-axis, which would
indicate antiferromagnetic coupling between spins on neighboring chains stacked along
the crystallographic a-direction.
While the observed frequency dependence of the resonance eld at 4 K is useful in
providing evidence on the frustrated magnetism in this system, the similar dependence
in the paragmagnetic state provides a strong indication of a LiII freezing eect on the
Cu-O subsystem. Figure 7.10-inset, presents the recorded dependence of the resonance
eld on the excitation frequency for T = 15 K. The data establish an ungapped and
asymptotically linear dependence of the ESR contribution typical in the paramagnetic
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regimen. Nevertheless, at suciently high frequencies (Fig. 7.10-main panel) the ESR
spectrum splits into two resonance lines with slightly dierent g-factor that at rst
glance might be ascribed to the presence of two non-equivalent Cu sites along the chain.
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In this case we have carried out additional ESR experiments in a broad temperature
range at ∼352 GHz. In the high-T regime above Tg ∼70 K the ESR spectrum com-
prises a single Lorentzian absorption line (see Fig. 7.11-inset). A remarkable evolution
of the ESR spectrum has been observed upon cooling the sample below Tg where the
spectrum begins to split into two lines. The shape of the spectrum can be perfectly
tted with two Lorentzians of comparable intensity, Fig. 7.11-inset. The representative
T -dependences of the resonance elds obtained from the t are shown in Fig. 7.11-
main panel. These two lines in the HF-ESR spectrum whose separation increases with
decreasing T straightforwardly reects the occurrence of two non-equivalent Cu sites
characterized by nearby g-factor values. Since the g-factor is very sensitive to the sym-
metry and the strength of the ligand electrical-eld potential V cf , the splitting of the
spectrum points out that the mobile LiII ions freeze in the lattice on a particular pattern
yielding two distinct local crystal eld potentials V cf ± ∆Vcf at the Cu2+ sites. The
shift of both lines to higher elds indicates the onset of low-frequency spin correlations
which develop in a low-D spin system far above TN . Owing to a much shorter timescale
of the ESR they are detected at higher T compared to the NMR relaxation data (Fig.
7.3c, d.).
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7.6 Approached model
Based on the foregoing experimental results and attending the cooperation from the
theoreticians Dr. Drechsler and Prof. Moskvin, this section proposes a possible scenario
for describing the intriguing ndings in the LiII and Cu2+ subsystems. In the former
case it can be modeled by a double-well potential where the LiII ion can hop over the
energy barrier U b between two contiguous 8l positions. In the most pronounced quan-
tum situation at low temperatures kBT << U b the LiII split site can be approximated
by a two-level system (TLS) described in terms of tunneling Li+ ions which is equivalent
to pseudospin s = 1/2 centers with a quantum reorienting electric dipole directed along
the a-axis: da = |e|dsz. Here d is the extent of the LiII split position along the a-axis.
Hence, the LiII subsystem can be described as a 3D pseudo-tetragonal pseudospin-1/2
lattice with LiII planes sandwiched between the adjacent planes of CuO2 chains (see
Fig. 7.1). Thus Li2ZrCuO4 may provide a unique model system to study the synergetic
interplay of two interacting low-dimensional quantum subsystems: the magnetic cuprate
chain planes and the LiII-derived electric dipole planes forming a natural laminar com-
posite structure.
The eective TLS Hamiltonian for the LiII subsystem using the pseudospin notation
can be written as follows:
HLi =
∑
i<j
I
∥
ij ŝiz ŝjz + ~Ω
∑
i
ŝix +
∑
i<j
I⊥ij ŝixŝjx, (7.1)
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where the rst term describes the nn LiII-LiII interaction, the second represents the
LiII tunnelling between contiguous 8l positions with the frequency Ω, while the third
stands for the correlated exchange tunnelling for nn and more distant LiII sites. The
pseudospin-1/2 Hamiltonian (equation (7.1)) describes the also well-known transver-
sal eld Ising model frequently used in the theory of (anti)ferroelectrics and quantum
glasses. The phase ordering depends essentially on the relation between ~Ω and the
eective nn coupling energy I
∥
nn; however, it is an inter-plane frustration and/or the
coupling to the spin system that governs the LiII dipole ordering. Turning to a magne-
toelectric coupling between the Cu2+ planes and the LiII pseudospin-1/2 sublattice one
should rst note that the LiII ion hopping between two contiguous 8l positions mod-
ulates the 2p orbital occupation at nearest oxygen ions and their displacement. The
latter in turn modulates locally the Cu2+ crystal eld, the in-plane t∥ and interplane
t⊥ transfer integrals within a single-band Hubbard-type model which describes the elec-
tron (hole) transfer between the CuO4 plaquettes of the magnetic subsystem. (Note
that the magnetic Cu2+ sublattice can also produce an eective electric eld which acts
on the LiII dipoles.) These correlated electronic models can be mapped afterwards on a
Heisenberg model for the Cu spins hence resulting in a modulation of the corresponding
exchange integrals. Focusing on one of the LiII pseudospin sites (Fig. 7.1), both for the
Cu2+ crystal eld Vcf and the in-plane Cu2+ - Cu2+ charge transfer we deal with an
anticorrelation eect leading to a local non-equivalence of upper and lower CuO2 chains:
∆V cf (1) = =∆V cf (4) ∝ sz; ∆V cf (2) = =∆V cf (3) ∝ sz. The interaction term of the
two subsystems reads:
∆H
∥
tr = ∆t
∥
(
â†1â2 − â
†
3â4
)
sz + h.c., (7.2)
where â†i and âj are electronic annihilation and creation operators and t
∥ denotes the
nn transfer integral in the chain direction. The modulation of the inter-plane Cu2+ -
Cu2+ electron transfer reads as follows:
∆H
⊥
tr = ∆t
⊥
( ∑
i=1,2;j=3,4
â†i âj
)
ŝx + h.c., (7.3)
Mapping the electronic part on a Heisenberg model, we arrive at the famous Kugel-
Khomskii model [127] which describes the interaction of spins and pseudospins usually
derived from orbital degrees of freedom. It has been widely used to model mostly on-site
interactions of spins and orbitals only in the mean-eld approximation. To the best our
knowledge a case of an inter-site interaction with a glassy state of one of the components
was not described so far. However, based on the experimental work, we argue that it
might become relevant for a broad class of systems with multiple degrees of freedom
including orbital physics, too.
7.7 Discussion
Finally, we argue that the frozen glassy LiII-derived quantum dipoles may produce a
random electrical-eld potential that might disturb the oriented multiferroic dipoles
induced in some way by the magnetic spiral with the aid of special impurity spins or by
the Dzyaloshinski-Moriya interaction. As a result, no multiferroicity will be observed
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below the magnetic ordering at TN . Furthermore, the absence of any long-range order
of the LiII-dipoles comprising in Li2ZrCuO4 a regular (although frustrated) electrical
dipole sublattice is noteworthy, because a glassy ground state was observed so far only
for essentially non-stoichiometric random systems [131]. The only feasible source for an
eective randomness at LiII sites in our high-quality samples should then be due to short-
range spiral-like correlated spins. Note that even a perfectly ordered but intrinsically
incommensurate spiral state is expected to introduce a quasi-random potential at the
commensurate LiII positions. Thus, one conjectures that owing to a suciently strong
coupling of spins and pseudospins short-range spin correlations seen by ESR already
at T ∼ Tg ≫ TN may introduce disorder also in the electrical LiII-dipole sublattice.
An additional decrease of ε′ below ∼30K concomitant with a rapid decrease of Pr (Fig.
7.5b.) may indicate a crossover from a classical regime dominating the response of the
glassy ordered LiII sublattice at higher temperatures to a quantum tunneling regime
which interferes with the development of quantum magnetism in CuO2 chains. In this
context it would be of considerable interest to suppress or to modulate the electrical
dipole disorder, e.g., by external electric elds or pressure, and to investigate how the
paraspiral state in between Tg and TN as well as the spiral state below TN will respond.
In particular, in the region TN < T < Tg the renormalization of the chain exchange
integrals due to the spin-pseudospin interaction might take place. As a consequence, it
would require dierent ts for the magnetic susceptibility χ(T) [119] above and below
Tg, being thus possibly helpful to resolve or to contribute to the solution of the above-
mentioned J1 puzzle for Li2ZrCuO4. This way, our observation of a pseudospin (electric
dipole) - spin-1/2 coupling paves a way to new experimental and theoretical studies of
Li2ZrCuO4 to get more insight into the fundamental features of multiferroicity, magnetic
ordering, as well as the nature of the critical point itself.
7.8 Conclusions
By measuring 7Li NMR, Cu2+ ESR and dielectric constants of the quantum spin-1/2
incommensurate chain cuprate Li2ZrCuO4 we have observed a new peculiar eect of the
interaction between spin-1/2 associated with Cu2+ ions and pseudospin-1/2 (Ising-like
electrical dipoles) due to tunneling Li+ ions. From the NMR and dielectric measurements
we conclude that at Tg ∼70 K a glass-like structural ordering of the electrical sublattice
takes place. Its remarkable impact on the spin system is evidenced by the development
of spin site nonequivalency at T < Tg revealed by ESR. These results put forward
Li2ZrCuO4 as new type of the intrinsic single-phase magnetoelectric composites where
quantum magnetism of CuO2 chains meet the electrically active regular sublattice of Li+
ions. As such it emerges as a unique model system to study the inuence of additional
interactions and degrees of freedom on frustrated magnetism near a critical point where
the magnetic spin subsystem is especially soft. One of the feasible consequences of such
inuence could be, e.g., the suppression of multiferroicity in the title compound.
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8 Alternating spin chain in the
α-Cu2As2O7 pyroarsenate
8.1 Overview
The peculiar magnetic properties in low-dimensional spin systems are known to be
tailored by the structural geometry of the crystal. Crystals with compositions of the
type X2Y 2O7 are usual representations of low-dimensional spin systems whose struc-
tural properties are highly inuenced by the size of the X and Y atoms [136]. These
compounds have been found to exhibit interesting magnetic properties ranging from
geometry induced spin frustration phenomena when X and Y are magnetic metal ions
(see, e.g., Ref. [137]), to a peculiar interplay between structure and magnetism in those
compounds where Y is not magnetic (see, e.g., Ref. [138]). Co, Ni, and Cu diphos-
phates and divanadates are interesting examples of those latter compounds and they
have been matter of special attention during the last years due to the peculiar linear
chain structure and the role of particular interchain exchange pathways. A recent com-
parative band-structure study of copper (II) based pyrocompounds Cu2Y2O7 (Y = P,
As, V) [139]) shows that despite having the same basic structural motif these materials
represent completely dierent magnetic models. Here the change of the non-magnetic
central atom Y in the tetrahedral anion groups YO4, e.g. from Y = P to V, turns out
to be crucial in determining the eective interchain exchange pathways depending on
the electronic state (p- or d -type) of the central Y cation. An overview on the copper
(II) compound Cu2V2O7 for instance, leaves the avour that all proposed descriptions
have their own basis but dier between them depending on the structural conguration
of the system.
In polycrystalline samples of α-Cu2V2O7, Ponomarenko et al. [140] reported long-range
AF order with weak ferromagnetism. Pommer et al. [141] investigated the structural
and magnetic properties of Cu2−yZnyV2O7 suggesting that the substitution of Zn for
Cu in Cu2V2O7 might induce a structural transition from the α- (y < 0.15) to the β-
(y ≥ 0.15) form. This leads to a change in the magnetic properties from a canted an-
tiferromagnet to another simple non-canted antiferromagnet (TN ∼26 K), due to the
absence of the Dzyaloshinsky-Moriya (DM) intrachain interaction. Mercurio-Lavaud
[142] showed that the experimental magnetic susceptibility in powder β-Cu2V2O7 sam-
ples is described by the Bonner-Fisher model, but this was later refused by Touaiher
et al. [143] who points out that the observed magnetic behaviour is more conveniently
tted by the Bleaney-Bowers equation for ionic copper dimers. The diversity of mag-
netic descriptions for β-Cu2V2O7 has been later justied by the metastable state of the
β-polycrystalline sample at ambient conditions. Later on a progress in clarifying this
discrepancy was reported by He et al. [144] based on studies of oriented β-Cu2V2O7
single crystals. This assessment proposed a 1D spin-1/2 anisotropic Heisenberg antifer-
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romagnet with TN ∼26 K, paramagnetic anisotropy at room temperature and spin-op
transition along c-axis. In agreement with the analysis of Pommer et al. [141], it does
not give account of a DM interaction in the β-phase as would be allowed for the low-
symmetry of the α-phase. The most recent study shows that the magnetic properties of
this compound can be described by a spin-1/2 anisotropic honeycomb lattice model [138].
Despite the scope of the current ndings on magnetism in pyrovanadates and even py-
rophosphates, the survey on the transition metal pyroarsenates X2As2O7 (X = Cu, Ni,
Co, Mn) is very limited, if not empty, due mainly to the reduced natural abundance
and the diculty of the synthesis. In X2As2O7 compounds with X = Ni, Co, Mn,
the X ions form distorted hexagonal honeycomb sheets in the ab-plane separated by
As2O7 units in the c-direction. Supported by bulk magnetic susceptibility measure-
ments and low-temperature neutron powder diraction, Buckley et al. [145] proposed
a three-dimensional antiferromagnetic state. However, the applicability of this scenario
has been questioned since the value of the critical exponents (tting the intensity of
magnetic Bragg reections in Co2As2O7 and Ni2As2O7) has been found to be below
those predicted for three-dimensional magnets, as expected for low-dimensionality or
spin frustration in the system.
Surprisingly, the situation for the copper (II)-based pyroarsenate Cu2As2O7 is even
more stringent. So far and to the best knowledge of the author there are no experi-
mental studies of the magnetic behavior in this material. We attribute it to the lack
of proper growing procedures and thereby poor crystal structure resolution from the
powder samples. Motivated by the recent work of Weil et al. on high-quality Cu2As2O7
single-crystal growth [146], we present a basic study of magnetism in oriented crystals of
the α-Cu2As2O7 pyroarsenate. Due to a combination of competing exchange pathways,
local symmetry and quantum eects, non-trivial eects are expected. The system was
tackled with dierent experimental methods: magnetization measurements, heat capac-
ity and electron spin resonance, as well as density functional theory (DFT) calculations.
The main features are summarized into the framework of a consistent magnetic model.
8.2 Synthesis and crystal structure
Synthesized by Dr. M. Weil and co-workers. Single crystals of Cu2As2O7 were prepared
by chemical transport reactions in a temperature gradient 880 → 800 °C (5 days), start-
ing from powders of the component oxides CuO and As2O5, and Cl2 as transport agent.
The practical applicability of this technique has been recently demonstrated for the syn-
thesis of anhydrous phosphates and adapted by Weil and co-workers for the preparation
of single phase X2As2O7 pyroarsenates including the copper(II)-based Cu2As2O7. This
compound is found to be dimorphous showing a reversible α (low-temperature) ↔ β
(high-temperature) phase transition at 356(2) °C as determined by dierential scanning
calorimetry (DSC) and high-temperature X-ray powder diraction (XRPD) measure-
ments [146].
The orientation of the crystallographic axes was determined using a Laue camera device
- SEIFFERT - in the reection mode, with a collimator-sample distance of ∼40.3 mm.
The data were subsequently analyzed using the crystallography programs - LAUEGEN
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- and - CARINE -.
Crystals of composition X2Y 2O7 tend to be sorted in small groups of related structures
depending on the ionic radius of the X and Y atoms [136, 147]. Crystals where the Y
atom, generally the more electronegative one, is less than 0.60 Å adopt structures be-
longing to two major categories: thortveitite ( X < 0.97 Å) [148, 149], and dichromate
( X > 0.97 ) [136, 150]. In these two types of structures, the Y 2O7 anion consists of
two YO4 tetrahedra sharing an oxygen atom as depicted in Fig. 8.1a. They basically
dier in the Y -O-Y angle of the bridge. For the thortveitite case, the anion occurs in a
staggered conguration with an angle of ∼180°, while in the dichromate case the angle
is smaller and therefore causes an eclipsed conguration.
Several transition metal pyrophosphates, pyrovanadates and pyroarsenates, X2Y 2O7 (X
= Ni, Co, Cu; Y = P, V, As) crystallize in thortveitite- or dichromate-like structures.
The copper(II) pyroarsenate for instance adopts the thortveitite type at high temper-
ature but, on cooling, undergoes a transition to a structure in which the Y -O-Y unit
is bent. The α-Cu2As2O7 modication crystallizes isotypically with α-Cu2P2O7 and β-
Cu2V2O7 structures, belonging to the monoclinic space group C2/c with a = 7.237(3),
b = 8.2557(17), c = 9.780(3) Å, β= 111.03(2)° [146].
Figure 8.1: The crystal structure of α-Cu2As2O7: a) two-dimensional innite sheets of CuO5 polyhe-
dra linked by interjacent As2O7 anion groups. b) Pairs of edge-sharing CuO4 plaquettes
along the b-axis. c) Projection along b-direction.
The crystal structure consists of sheets of [CuO5] polyhedra linked by interjacent py-
roarsenate anions As2O7 in a bent As-O-As conguration of 145.9(2)°, (see Fig. 8.1).
The [CuO5] polyhedra display the well-known Jahn-Teller distortion with four Cu-O
bonds of 1.92-2.00 Å in the basal [CuO5] plane, and the fth one of 2.27 Å, which
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weakly contributes to the magnetism [146]. Note in Fig. 8.1b. that the crystal struc-
ture establishes chains of structural Cu2O6 dimers with Cu-O-Cu bonds of 101.68(8)°
running along the crystallographic b direction, in-plane separated by As2O4 tetrahedra.
The chain planes in turn are linked through the tetragonal bonds forming Cu-O-Cu
angles of 103.82(10)°, (Fig. 8.1c.).
8.3 Static susceptibility
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Figure 8.2: Magnetic susceptibility χ = M/B of a α-Cu2As2O7 single crystal measured at B = 1 T
along the crystallographic c- and b-axes, respectively.
Magnetization measurements on a single crystal of α-Cu2As2O7 were carried out in a
VSM SQUID magnetometer applying magnetic elds parallel (B∥b-axis) and perpen-
dicular (B∥c-axis) to the propagation direction of the Cu2O6 plaquettes, respectively.
Fig. 8.2 shows the magnetic susceptibility χ(T) in the temperature range 2 - 350 K at B
= 1 T. Along b, χ(T) closely follows the Curie-Weiss law in the high-temperature limit
above ∼220 K. The t gives a Curie constant C ≃ 1 emu K/mol and a Weiss temper-
ature Θ ≃ -186 K, indicative of leading antiferromagnetic exchange coupling between
Cu2+ ions. The eective moment µeff amounts to ≃ 2 µB/Cu, rather higher than ∼1.73
µB for spin-only contribution (S = ½ and g = 2), but typical for Cu2+ owing to the
small contribution of the orbital moment in µeff . At about T ∼105 K the susceptibility
data exhibit a characteristic broad maximum typically associated with 1D short-range
magnetic correlations due to predominant intra-chain magnetic interactions. At low
temperature, the onset of 3D antiferromagnetic (AFM) ordering is evidenced by a small
kink in χ(T)∥b, which develops concomitant with an upturn in χ(T)∥c. Besides this
feature, the rapid decrease of χ(T)∥b down to 2 K implies the crystallographic b-axis
being the magnetically easy axis.
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Figure 8.3: Temperature dependence of the magnetic susceptibility χ(T)∥b when varying the applied
magnetic eld. A remarkable change in the low-temperature behavior occurs at 1 T < B
< 3 T
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Figure 8.4: ∂(χT)/∂T quantity along the b axis at small elds. The λ-like anomaly observed at B <
1 T proves magnetic ordering at TN ≃ 10 K
Further χ(T)∥b data (low-temperature) at various applied magnetic elds are shown
in Fig. 8.3. The transformation of the kink below 1 T into the steep up-turn above 3
T should be indicative of an additional magnetic phase transition at a critical eld in
between these values and the development of a eld-induced magnetic phase. In terms
of the ∂(χT)/∂T quantity (Fig. 8.4), a λ-like anomaly (Fisher's heat capacity)[151] at
low eld B < 1 T conrms the long-range antiferromagnetic ordering at TN ≃ 10 K. At
low temperature the χ(T ) ∥ c data do not show signicant changes under variations of
the external magnetic eld.
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8.4 Field dependence of the magnetization
Field dependent measurements of magnetization are shown in Fig. 8.5. For B∥b-axis
a sudden magnetization jump, which is the typical indication of a rst-order spin-op
magnetic phase transition (SF) arises at BSF ≃ 1.72 T (2 K) (Fig. 8.5a.), in agreement
with the χ(T ) data. The spin-op originates most likely due to the gain in magnetic
anisotropy energy of the system above BSF by considering the increase of the magnetic
eld when applied to the AF collinear arrangement of Cu2+ spins (at lower elds) parallel
to b. Taking χ⊥ = 10.113 × 10−4 emu/mol, and χ∥ = 5.067 × 10−4 emu/mol, at BSF
(2 K) ≃ 1.72 T from Fig. 8.2, an estimation of the magnetic anisotropy energy K (2
K) is ≃ 7.464 × 104 ergs/cm3 in α-Cu2As2O7.
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Figure 8.5: Field dependence of the magnetization M: a) B∥b-axis at 2 K. Spin-op transition at
BSF ≃ 1.72 T related with the magnetic anisotropy in the system. b) B∥b-axis with pro-
gressive increase of the temperature. The spin-op signature vanishes above the ordering
temperature TN . c) B∥c-axis does not show any anomaly below TN .
As the temperature increases (Fig. 8.5b.) the spin-op step along the b-axis vanishes
about TN exhibiting a paramagnetic linear eld dependence at T = 12 K. The upshifting
of the critical eld BSF under such increase of the temperature occurs because of the
rapid decrease of the anisotropy energy as it approaches the critical point. The extrap-
olation to zero eld of the data in high elds (below TN) has a small positive intercept
with the M axis, either derived from a weak ferromagnetic contribution in the system
or having a spurious origin. This feature as well as the small hysteresis present only at
2 K require further verication.
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The magnetization M (B) data for B∥c-axis in the eld range up to 7 T (Fig. 8.5c.) is
consistent with a magnetically hard c-axis where no anomaly is observed below 12 K.
8.5 Heat capacity
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Figure 8.6: a) Specic heat capacity cp at zero eld and in dierent magnetic elds along the b-axis.
Inset: the λ-like specic heat anomaly is clearly visible after cp(B)-cp(0). b) Experimental
data minus an arbitrary polynomal background function f(T) = aT+bT3. Upshifting of
the transition temperature TN with increasing B > 5 T.
Experimental data provided by Prof. Dr. R. Klingeler and M. Abdel-Hafez. Fig. 8.6a
shows the molar specic heat data at B = 0 and in dierent external magnetic elds
parallel to the b-axis. At zero eld no cp anomaly is visible at TN . Under systemati-
cally increasing the magnetic eld the changes in the heat capacity are only appreciable
beyond B ≃ 5 T (Fig. 8.6a.). In order to highlight some tiny features, an estimated
polynomal background at 5-15 K (B = 0): f (T) = aT + bT3 (Fig. 8.6b.), has been
subtracted from the original data. The resulting △cp data imply that a small kink is
hardly aected by small magnetic elds, whereas above B & 5 T a well dened λ-like
specic heat anomaly starts to evolve. The transition temperature TN derived from
the position of the maximum, Tcmax (5 T) = 10.2 K, undergoes a remarkable upshifting
at higher elds concomitant with the increase of entropy changes (enhancement of the
λ-like anomaly) associated with the magnetic phase transition. The jump amounts to
△cp ∼115 mJ mol−1 K−1 at 9 T, with the peak maximum at TN = 11.86 K.
The almost vanishing of the specic heat anomaly in small magnetic elds, i.e. the
absence of signicant entropy changes associated with the onset of AFM order, either
implies minor spin reorientation below TN or the presence of strong spin correlations well
above the long-range ordering temperature. The fact that application of moderate ex-
ternal magnetic elds instead of suppression of AFM order yields larger entropy changes
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corroborates the latter scenario. Hence, the observed specic heat anomaly is suggestive
for the occurrence of strong AFM spin uctuations at low elds, usually derived from
the low-dimensional character of the system [152, 153]. At higher magnetic elds (B &
5 T) these spin uctuations are progressively suppresed enabling the appearance of a
well dened specic heat λ-like anomaly.
The detailed analysis of the magnetic entropy requires a non-magnetic lattice reference
compound in order to obtain the separation of the phonon contribution from the total
heat capacity at low temperature.
Figure 8.7: Tentative magnetic phase diagram for α-Cu2As2O7 single crystals according to magneti-
zation and specic heat measurements applying eld along the magnetically-easy b-axis.
A tentative phase diagrama for α-Cu2As2O7 in Fig. 8.7 has been constructed from the
magnetization and specic heat data presented above. The dotted ellipse highlights the
region where a clear specic heat anomaly is absent despite a well dened maximum in
the ∂(χT)/∂T quantity accounts for the transition from the paramagnetic state to the
collinear AF phase at low elds.
8.6 ESR
X-Band (ν ∼10 GHz):
The rst derivative of the absorption spectrum has been obtained applying magnetic
elds parallel to the b-axis. A well dened ESR signal associated with the resonance
of Cu2+ (3d9, S = 1/2) ions is suitably tted with a Lorentzian lineshape. The tem-
perature dependence of the ESR line intensity in Fig. 8.8a. probes the intrinsic spin
susceptibility. The good matching between the dynamic (ESR) and static susceptibility
data normalized at room temperature conrms that from both techniques we assess the
same Cu2+ spins. Below ∼30 K the ESR signal vanishes as expected for AFM ordered
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systems when measured at low ESR frequency. Complete ESR data at low temperature
even below TN are later discussed with measurements at higher frequency.
Angular dependence measurements of the ESR resonance eld (B res) were carried out
by changing the direction of the magnetic eld within the crystallographic bc plane
at room temperature. The g-factor calculated from the dependence in equation (3.15)
reveals an anisotropy typical for Cu2+ ions in a square planar coordination [22]: g∥ =
2.07 (B∥b  along the chains) and g⊥ = 2.18 (B∥c) (see Fig. 8.8b.). The magnetic
anisotropy of the system due to the spin-orbit coupling and the low symmetry of the
crystal eld for the CuO4 plaquettes has been corroborated by temperature-dependent
g-factor measurements along the b- and c-axes (not shown here).
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Figure 8.8: a)Temperature dependence of the ESR susceptibility (orange) and static susceptibility
χ(T) (dark cyan) normalized at T = 295 K for B∥b: both techniques probe the same
Cu2+spins. The ESR signal vanishes below T ∼30 K. b) Angular dependence of the
g-factor at T = 295 K (ν ∼10 GHz).
High-Frequency:
Temperature dependent HF-ESR measurements were carried out at ν = 340 GHz for
B∥b . The g-factor is almost temperature-independent above ∼70 K close to a value of
≃ 2.09 (Fig. 8.9). A slight dierence with the 10 GHz data (g∥ = 2.07) is likely due to a
slight misorientation of the sample in the HF-ESR probe head. At low temperature the
g-factor drops with decreasing temperature indicating the onset of short-range magnetic
ordering when approaching TN . The shift of the resonance eld in this region concomi-
tant with the broadening of the line is most presumably due to the growth of local
quasi-static internal elds and the increase of the spin correlation length as precursors
of the long range magnetic order.
Frequency dependent measurements at T = 20 K > TN show a linear scaling between
ν and B (Fig. 8.10) yielding a g-factor g∥ = 2.06 from the slope ∂ν/∂B. Extrapolation
of the data to zero eld reveals no energy gap for the resonant excitation as expected
for an S = 1/2 system in the paramagnetic state. However, in the magnetically ordered
state an opening of a gap at B = 0 is expected due to the magnetic anisotropy.
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Figure 8.9: Temperature dependence of the ESR parameters with B∥b at 340 GHz. Main panel:
eective g-factor and linewidth, upper and lower curve respectively. The ESR signal is
visible below T ∼30 K. Inset: The shift of the ESR resonance line at low temperature
reects the increasing internal magnetic eld in the vicinity of the ordered state.
0 1 2 3 4 5 6 7 8 9 10 11 12 13
0
50
100
150
200
250
300
350
B || b
 Exp. data
 Exp. data
   Expected
AFMR behavior 
Ordered state
 Linear Fit
T = 20 K > TN
(G
H
z)
Field (T)
g =
 2.0
65
T = 4 K < TN
Paramagnetic state
 
(210 GHz)
BSF ~1.72 T
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For a simple two-sublattice collinear antiferromagnet the anisotropy gap ∆ is related to
the spin-op eld BSF as ∆ = BSFgµB/h [154]. By applying the eld along the easy
axis two resonance branches should emerge and further collapse at BSF [154] as illus-
trated in Fig. 8.10. Above BSF only one resonance mode is expected which approaches
the paramagnetic ν(B) line in strong elds. Indeed at high elds a well dened reso-
nance mode has been detected at T = 4 K < TN following closely the predicted eld
dependence (violet circles in Fig. 8.10). Surprisingly it fades by approaching the eld
of ∼5 T and no resonance signals are observed at smaller elds. Such peculiar absence
of resonance modes in the low eld regime is in a remarkable correspondence with the
disappearance of the λ-like specic heat anomaly below ∼5 T, again pointing at the pro-
nounced spin uctuations in the magnetically ordered state, which can be suppressed
at higher magnetic elds.
8.7 Magnetic model and Density Functional Theory
(DFT) calculations
Because of the structural dimerization of the two neighbour edge-sharing CuO4 plaque-
ttes along the b-axis, it seems at rst glance that the corresponding Cu2+ ions form
magnetic dimers interacting via the most shortened Cu-O-Cu exchange pathway in the
chain. Assuming only intrachain interactions, the rst attempt to t the experimental
χ(T)∥b data with the alternating-chain model (see Hamiltonian in chapter 2) is to apply
the simplied magnetic susceptibility and the numerical parameters for antiferromag-
netic exchange (J > 0) reported in [155]. The expression for the magnetic susceptibility
in terms of the exchange coupling constant J, the alternation parameter α (0≤ α ≤ 1)
and the eective g-factor is:
χm =
Ng2µ2B
kT
A+Bx+ Cx2
1 +Dx+ Ex2 + Fx3
(8.1)
where x =| J | /kT , and the parameters A, B, C, D, E and F (valid for (kT/ | J |) & 0.5)
are given as a function of α in Appendix A.4.
Figure 8.11 displays two dierent tting curves: a) an alternating Heisenberg chain
(AHC) model with intradimer exchange J and interdimer exchange coupling J′ = αJ,
red curve, and b) the resulting isolated dimer model when α acquires the limit value
α = 0, blue curve. It is evident that the last model fails in describing the magnetic
behavior of the system. The AHC model instead seems to match much better with the
experimental data in the T -range above ∼40 K, yielding a g-factor value of ∼2.06 in
close agreement with the result obtained from ESR experiments in the subsection 8.3.4.
The t has been computed with an alternating ratio α = J′/J ≃ 0.69. The fact that the
experimental data still deviates from the simulated curve, allows to conjecture on the
presence of additional interchain couplings.
To evaluate the leading exchange couplings in the Cu2As2O7 system, including the inter-
chain interactions, the cooperation with theoreticians (Dr. H. Rosner and co-workers)
has been helpful in providing density functional theory (DFT) calculations using the
full-potential local orbital code FPLO-8.50-32 [156].
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Figure 8.11: Magnetic susceptibility along the b-axis and the tting attempts by dierent ground-
state models in the temperature range ∼44 - 350 K. The ts include the temperature-
independent term χ0 and the impurity contribution C/T.
The results disclose that the magnetism in this material originates from the half-lling
of Cu 3dx2−y2 orbitals. The determination of the leading hopping integrals ti from
the Wannier-function (WF)-based tight-binding (TB) model for the Cu 3dx2−y2 states
yields ve relevant couplings (see Fig. 8.12). They are, the dominant intradimer
(structural dimer) t1 term, alternating along the chain with the interdimer hopping
term t1′ , and three interchain hopping terms connecting the in-plane chains: tic1 and
tic3 operating through a single AsO4 tetrahedron, and tic2 relating two Cu ions by
means of a double bridge of AsO4 tetrahedra. The respective total exchange integrals
are derived from the LSDA+U calculations and the mapping onto a classical Heisen-
berg model. The DFT calculations suggest the ratio of the leading couplings close to
J1 : J
′
1 : Jic1 : Jic3 = 100 : 75 : 25 : 25 (Table 8.1).
In order to prove this proposal, quantum Monte Carlo (QMC) simulations of the mag-
netic susceptibility χ(T ) ∥ b for a cluster of coupled alternating Heisenberg chains are
being currently developed.
Path ti, meV Ji, K
X1 170 167
X1′ 104 125
Xic1 76 44
Xic3 77 46
Table 8.1: Leading couplings in α-Cu2As2O7. Transfer integrals ti calculated adopting Ueff = 4.5
eV. Total exchange integrals Ji are evaluated from LSDA+U calculations adopting the
around-mean-eld AMF (Ud = 6.5 eV).
Unlike the isostructural Cu2P2O7 and Cu2V2O7 compounds [139], the most favorable
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8.7. Magnetic model and Density Functional Theory (DFT) calculations
exchange constant J1 in Cu2As2O7 establishes magnetic dimers at the same position
than the structural dimers, with Cu ions interacting via the shorter intradimer Cu-
O-Cu exchange pathway (AF coupling). Along with the slightly smaller interdimer
coupling J1′ the intrachain interaction is the prototype realization of an AF alternating
chain model. Note that the Cu-O-Cu path angle giving rise to the total nn exchange
coupling J1 (J1 = JFM1 +J
AF
1 ) in Cu2V2O7 and Cu2P2O7 (98.7° and 100.4°, respectively)
[139] is closer to 90° than the one for Cu2As2O7 (101.7°). This would suggest that in
the latter system a comparative reduction of the ferromagnetic contribution following
the Goodenough-Kanamori-Anderson rules (chapter 1) justies the enhancement of the
nn coupling J1, in contrast with the weaker J1 (respective to J1′) calculated in the other
compounds.
Figure 8.12: Relevant exchange paths in the α-Cu2As2O7 compound (blue arrows). Squares and
triangles represent CuO4 plaquettes and AsO4 tetrahedra, respectively.
According to the Wannier Functions analisys for Cu 3dx2−y2 states in this system (Fig.
8.13a.), the interchain coupling mediated by AsO4 tetrahedra leads to contributive WF
antibonding combination along the Cu-O-O-Cu paths, and therefore the sizable and al-
most identical exchange constante values Jic1 and Jic3. The remain Jic2 in turn appears
to be strongly reduced due to the absence of As states acting in the nonmagnetic AsO4
groups. As evidenced by Janson et al. [139] the preferable formation of more ionic
As-O bonds leads to an energetically unfavorable electron hopping between As and O
atoms, substantially reducing tic2 and therefore conning the magnetic superexchange
interaction to the rstly Cu-O-O-Cu pathways.
Comparing the theoretical results for Cu2As2O7 with those for the isostructural Cu2P2O7
and Cu2V2O7 compounds in Ref. [139], the inuence of the non-magnetic anion group
YO4(Y = As, P, V) in the determination of the interchain exchange topology is notable.
Despite these systems exhibit similar structures, the contrast in their relevant intra-
and interchain exchange couplings bring to light a variety of magnetic models ranging
from coupled alternating chains in Cu2As2O7 and the coupled dimers in Cu2P2O7 up to
the honeycomb lattice in Cu2V2O7 where the hybridization of 3d -2p orbitals becomes
important.
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Figure 8.13: a) Wannier functions for Cu 3dx2−y2 states with the operative interchain couplings (red
lines) in the α-Cu2As2O7 compound. b) Spin model for the system. The thickness of a
line reects the size of the respective coupling. Filled and empty circles represent spin
up and down in the antiferromagnetically ordered state [139].
8.8 Conclusions
The magnetic properties of α-Cu2As2O7 single crystals have been investigated using
several experimental methods (static susceptibility, magnetization, heat capacity and
ESR measurements), and density-functional band-structure calculations. The results
indicate that α-Cu2As2O7 is a spin-1/2 low-dimensional system with the crystallographic
b-axis as the magnetically easy axis, with an estimated magnetic anisotropy energy at
2 K of ≃ 7.464 × 104 ergs/cm3. The intrachain interactions are reected in 1D short
range AFM correlations below ∼100 K and short range magnetic ordering below ∼60
K. A signicant interchain coupling contribution drives the system into an AFM long
range order at TN ≃ 10 K. A second magnetic phase transition of spin-op type takes
place at T < TN for BSF ≃ 1.72 T (2 K), most likely related to the gain in magnetic
anisotropy energy. The DFT calculations yield a reliable determination of all relevant
magnetic couplings. A combined analysis of experimental and theoretical data enables
a conclusion that, in contrast to other isostructural compounds, the pyroarsenate α-
Cu2As2O7 can be described at best by a coupled alternating Heisenberg chain model
with the most favorable intrachain coupling placed within the structural dimers Cu2O6.
The electronic state of the central ion in the non-magnetic AsO4 side groups plays
a crucial role for determining the relevant interchain pathways which accounts for the
dierent magnetic description of the system compared with other interesting examples in
this series of materials. Results from specic heat and ESR experiments allow to suggest
the occurrence of strong spin uctuations at small elds, which become suppress above
∼5 T.
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In this doctorate project the static and dynamic magnetic properties of novel complex
spin systems have been investigated through dierent molecular compounds containing
paramagnetic 3d - and 4f -transition metal elements. The main motivation is the un-
derstanding of the fundamental physical phenomena arising from the interplay of the
spin, orbital, and lattice degrees of freedom; as well as the experimental impact for the
modern theories of quantum magnetism in reduced spin dimensions.
The main experimental focus has been the study of the dynamic magnetic properties in
low-dimensional systems using the Electron Spin Resonance (ESR) technique. It com-
prises measurements in two dierent ESR spectrometers: X-Band (10 GHz) from Bruker
EMX, and a home-made broad-band ESR spectrometer operating in the frequency range
16-1000 GHz in magnetic elds up to 14 Tesla. The application of high-frequency ESR
spectroscopy in this work was extremely useful to explore novel phenomena in new
materials. The gain in spectroscopic resolution and the ability to probe anisotropy
zero-eld gaps were crucial in the investigation of frustrated magnetism near a critical
point and of systems with intriguing competition between intra- and interchain exchange
interactions. In order to obtain a better understanding of the ESR results, further in-
terpretation of experimental data from techniques such as Nuclear Magnetic Resonance
(NMR), dielectric constant and specic heat data has been included too. When appro-
priate these ndings were discussed in the framework of applicable theoretical models.
The proper crystallographic orientation of magnetically-oriented powder samples and
single crystals was determined by x-ray powder diraction and a Laue camera system,
respectively.
At the beginning of this thesis a brief introduction on the phenomena of crystal eld
and magnetic eld interaction as well as exchange mechanisms between electron spin
magnetic moments has been given. Later on some of those concepts were examined in
the framework of low-dimensional spin systems, mainly focussed on the 1D spin chain
scenario. The next chapter treated the fundamental principles and advantages of the
ESR technique later on used in the assessment of the experimental data.
Firstly the nitride cluster fullerene Dy3N@C80 was characterized using magnetization
measurements. For this structure the data were well-tted to the ideal Curie paramag-
netism. The eective magnetic moment per formula unit was estimated to be approxi-
mately 3/2 of the eective magnetic moment of a free Dy ion. Intriguingly, this value
does not t with expected values assuming dominant ferro- or antiferromagnetic ex-
change interactions between Dy moments in the cage nor with strong Dy-N ligand elds
in the Dy3N cluster, evidencing the crucial role of interplay between dierent degrees
of freedom in the spin frustration of the system. The reduced Weiss temperature value
implies almost non-interacting magnetic moments between Dy3N clusters in dierent
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carbon cages. The sample is ESR-silent at the X-Band excitation frequency.
Na2Cu5Si4O14 is a homometallic ferrimagnet containing zig-zag chains of alternating Cu
edge-sharing dimers and trimers. Beyond the only magnetization results so far reported
on this inorganic ferrimagnet, additional ESR and NMR ndings were herein achieved.
The strong temperature-dependent anisotropy apparently related with the development
of local internal elds close to ∼40 K might suggest the crucial inuence of the ferro-
magnetic coupling of structural dimers along the chain and its subtle competition with
other relevant exchange pathways not considered in this early approach. The origin
and nature of such an eect are currently under investigation by means of LDA band
structure calculations.
The mixed valence character of vanadium oxide multiwall carbon nanotubes (VOx-NT)
gives rise to interesting properties ranging from spin frustration to ferromagnetism de-
pending on the charge doping. The structure of VOx-NT comprises ∼40 % of magnetic
vanadium ions ascribed to two non-equivalent V4+ (S = 1/2) sites (tetrahedral and octa-
hedral coordination). X-Band ESR spectroscopy in agreement with previously reported
magnetization measurements has enabled to identify dierent spin species in VOx-NT:
i)  non-interacting spins associated with V4+ ions in the tetrahedral positions (V3);
ii)  antiferromagnetically-coupled spin trimers and dimers in octahedrally-coordinated
V4+ sites (V1, V2). Moreover ESR conrms the occurrence of a spin gap, with the
thermal activation of spin dimers above ∼100 K. This ferromagnetic dimer coupling
at high temperature causes an increase of the local eld surrounding V4+ ions in V3
sites and thereby an increase in the eective g-factor. The high sensitivity of VOx-NT
to the oxidation when in contact with the air causes substitution of magnetic V4+ by
non-magnetic V5+ mostly in V1 and V2 sites leading to the loss of trimer and dimer
congurations along the chains.
The subsequent electron doping achieved by intercalation of VOx-NT with Li yields an
increasing number of magnetic V4+ sites and the suppression of the spin gap. Since
high temperature ferromagnetism (HTFM) is very surprising and unexpected for an ox-
ide material comprising TM ions with a small spin-1/2, this experimental investigation
revealed a sharp ESR signal that bears essential features of room-temperature super-
paramagnetism in Li0.1-VOx-NT. The data evidence that HTFM behavior arises from
the formation of superparamagnetic nanosize spin clusters around intercalated Li ions.
Considering the similar features of this system with nanostructured diluted magnetic
semiconductors (DMS) one could conjecture on its collective polaronic nature.
Uniquely co-existing in the complex oxide γ-Li2ZrCuO4 (≡ Li2CuZrO4), a new pecu-
liar eect of the interaction between a sublattice of frustrated quantum spin-1/2 chains
and a sublattice of pseudospin-1/2 centers (quantum electric dipoles) was unraveled.
7Li nuclear magnetic resonance-, Cu2+ electron spin resonance and complex dielectric
constant data disclose that the sublattice of Li+ -derived electric dipoles undergoes a
glass-like transition at Tg ∼70 K yielding a spin site nonequivalency in the CuO2 chains.
We suggest that such a remarkable interplay between the electrical and spin degrees of
freedom might strongly inuence the properties of the spiral spin state in Li2ZrCuO4
that is close to a quantum ferromagnetic critical point. In particular, strong quantum
uctuations and/or the glassy behavior of electric dipoles might renormalize the ex-
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change integrals aecting the pitch angle of the spiral as well as be responsible for the
missing multiferroicity present in other helicoidal magnets.
The data from α-Cu2As2O7 single crystals reveal that the magnetic Cu-O chains repre-
sent a realization of a quasi-one dimensional (1D) coupled alternating Heisenberg chain
model with relevant pathways through non-magnetic AsO4 tetrahedra. Along the crys-
tallographic b-axis, as the magnetically easy-axis, two magnetic phase transitions were
identied: Antiferromagnetic long range magnetic ordering at TN ≃ 10 K and a B eld
induced spin-op phase at B > BSF ≃ 1.72 T (2 K). Short range magnetic ordering
was enhanced below ∼60 K. It was found that, neither specic heat shows the expected
λ-like specic heat anomaly below ∼5 T, nor ESR signals are detectable in this low eld
range suggesting the occurrence of strong spin uctuations at small elds. The topology
and the strength of exchange couplings determined from DFT calculations render a spin
frustration scenario unlikely.
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Appendix A
Constants and matrix elements
A.1 Eective magnetic moment
Magnetic ground states and eective magnetic moment, the calculated value µeff =
gJ [J(J + 1)]
1/2 in units of the Bohr magneton µB using the Hund's rules predictions,
and the experimental value.
For 4f ions:
ion shell S L J term µeff (cal.) µeff (exp.)
Ce3+ 4f1 1/2 3 5/2 2F 5/2 2.54 2.51
Pr3+ 4f2 1 5 4 3H 4 3.58 3.56
Nd3+ 4f3 3/2 6 9/2 4I 9/2 3.62 3.3-3.7
Pm3+ 4f4 2 6 4 5I 4 2.68 -
Sm3+ 4f5 5/2 5 5/2 6I 5/2 0.85 1.74
Eu3+ 4f6 3 3 0 7F 0 0.0 3.4
Gd3+ 4f7 7/2 0 7/2 8S 7/2 7.94 7.98
Tb3+ 4f8 3 3 6 7F 6 9.72 9.77
Dy3+ 4f9 5/2 5 15/2 6H 15/2 10.63 10.63
Ho3+ 4f10 2 6 8 5I 8 10.60 10.4
Er3+ 4f11 3/2 6 15/2 4I 15/2 9.59 9.5
Tm3+ 4f12 1 5 6 3H 6 7.57 7.61
Yb3+ 4f13 1/2 3 7/2 2F 7/2 4.53 4.5
Lu3+ 4f14 0 0 0 1S 0 0 0
For 3d ions:
ion shell S L J term µeff (cal.)1 µeff (exp.) µeff (cal.)2
Tr3+,V4+ 3d1 1/2 2 3/2 2D3/2 1.55 1.70 1.73
V3+ 3d2 1 3 2 3F2 1.63 2.61 2.83
Cr3+,V2+ 3d3 3/2 3 3/2 4F3/2 0.77 3.85 3.87
Mn3+,Cr2+ 3d4 2 2 0 5D0 0 4.82 4.90
Fe3+,Mn2+ 3d5 5/2 0 5/2 6S5/2 5.92 5.82 5.92
Fe2+ 3d6 2 2 4 5D4 6.70 5.36 4.90
Co2+ 3d7 3/2 3 9/2 4F9/2 6.63 4.90 3.87
Ni2+ 3d8 1 3 4 3F4 5.59 3.12 2.83
Cu2+ 3d9 1/2 2 5/2 2D5/2 3.55 1.83 1.73
Zn2+ 3d10 0 0 0 1S0 0 0 0
The value µeff (cal.)2 = 2 [S(S + 1)]
1/2is obtained considering the orbital quenching,
it is L = 0, J = S and gJ = 2
Appendix
A.2 The matrix elements of the potential energy Uc (equation
1.33)
βr̄4
20
2D(2) 2D(1) 2D(0) 2D(−1) 2D(−2)
12 0 0 0 60
0 −48 0 0 0
0 0 72 0 0
0 0 0 −48 0
60 0 0 0 12

A.3 Denition of matrix elements in the total Hamiltonian for a
two-electron wave function (equation 1.41)
U =
´ ´
ϕ∗a(r1)ϕ
∗
a(r2)Vc(r1, r2)ϕa(r1)ϕa(r2)dV dV' →Coulomb integral
JD =
´ ´
ϕ∗a(r1)ϕ
∗
b(r2)Vc(r1, r2)ϕb(r1)ϕa(r2)dV dV' →Direct exchange
where Vc →Coulomb interaction
t = −
´
ϕ∗0(r)Tϕ0(| r−R |)dV →Hopping integral
where T = −~2∇2/2m is the kinetic-energy operator. ϕa(r) = ϕ0(r) and ϕb(r) = ϕ0(|
r−R |)
A.4 Values for the parameters A-F as a function of the
alternation parameter α (equation 8.1)
For 0 ≤ α ≤ 0.4:
A = 0.25
B = −0.12587 + 0.22752α
C = 0.019111− 0.13307α+ 0.50967α2 − 1.3167α3 + 1.0081α4
D = 0.10772 + 1.4192α
E = −0.0028521− 0.42346α+ 2.1953α2 − 0.82412α3
F = 0.37754− 0.067022α+ 6.9805α2 − 21.678α3 + 15.838α4
For 0.4 < α ≤ 1.0:
A = 0.25
110
Appendix
B = −0.13695 + 0.26387α
C = 0.017025− 0.12668α+ 0.49113α2 − 1.1977α3 + 0.87257α4
D = 0.070509 + 1.3042α
E = −0.0035767− 0.40837α+ 3.4862α2 − 0.73888α3
F = 0.36184− 0.065528α+ 6.65875α2 − 20.945α3 + 15.425α4
A.5 General constants and conversion
Symbol SI cgs (emu) unit
E 1J 107erg energy
B 1T 104G magnetic ux
H 1Am−1- 4π10−7T 4π·10−3Oe magnetic eld
µ 1JT−1 103emu magnetic moment
c 2.99792458·108ms−1 2.99792458·1010cms−1 speed of light
h 6.62606896(33)·10−34Js 6.62606896(33)·10−27ergs Planck constant
kB 1.3806504(24)·10−23JK−1 1.3806504(24)·10−16ergK−1 Boltzmann constant
µ0 4π·10−7VsA−1m−1 1 magnetic constant
µB 9.27400915(23)·10−24JT−1 9.27400915(23)·10−21emu Bohr magneton
ge 2.0023193043622(15) electronic g-value
NA 6.02214179 (30)·1023mol−1 Avogadro's number
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