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INTRODUCTION 
Rado fut le premier ~t utiliser les propri6t6s des in6galit6s lin6aires pour 
d6montrer le th6or6me de KiSnig-Hall sur l'existence d'un couplage dans 
un graphe simple. A. J. Hoffman [16] montra que le th6or~me de K6nig- 
Hall et ses d6riv6s n'6taient que le reflet de la propri6t6 d'unimodularit6 
totale des matrices d'incidence des sommets dans les arcs des graphes 
orient6s. Plus prEcis6ment, il donna un rEsultat combinatoire sur les 
t matrices (a~) totalement unimodulaires dans Z, h coefficients aj ~> 0, qui 
gEnEralise le thEor~me de KSnig-Hall. Sa demonstration est basEe sur la 
th6orie des inEgalit6s linEaires. 
PrEcEdemment, W. Tutte [26, 27 et 24] et I. Heller [14 et 15] d6mon- 
traient l'intEr~t qu'il y avait ~t consid6rer les ensembles minimaux de 
colonnes lin6airement dEpendantes d'une matrice totalement unimodulaire 
dans Z; ces ensembles minimaux gEnEralisent les notions de cycles E16men- 
taires et cocycles E16mentaires des graphes. Darts [5], nous montrions 
comment ces deux points de vue pouvaient atre conciliEs en dEfinissant 
les modules unimodulaires de Z m o~ les 616ments ayant un support 
minimal jouent un r61e essentiel. Utilisant un syst6me d'axiomes de 
A. Ghouila-Houri qui permet de g6n6raliser dans un groupe ab61ien 
quelconque la notion d'intervalle d'un groupe totalement ordonn6, nous 
y 6tablissions un thEor~me gEn6ralisant le th~or6me de A. J. Hoffman 
de [16] de mEme qu'un autre thEor6me de A. J. Hoffman sur l'existence 
d'un riot dans un pav6 borne de Z '~ (voir [1]). 
Ce dernier thEor6me de A. J. Hoffman unifiait d@t un ensemble 
important de r6sultats de la th6orie des graphes: les th6or~mes de Gale, 
Ford et Fulkerson, Menger en sont des corollaires; de ce fait ils sont des 
reflets de propri6tEs des modules unimodulaires. Rappelons que cette 
synth6se n'eut pas Et6 possible sans les r6sultats de A. Ghouila-Houri [12], 
G. Minty [22] et C. Berge [2]. 
t ThOse soutenue ~t l'Universit6 de Toulouse le 20 mai i967. 
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Les propri6t6s relatives aux in6galit6s lin6aires que nous avons mention- 
n6es sont recueillies dans un ouvrage 6dit6 par H. Kuhn et W. Tucker [18]. 
I1 s'est av6r6 qu'un grand nombre d'entre elles 6taient des corollaires d'un 
th6or~me g6n6ralisant notre r6sultat sur les modules unimodulaires de 
points entiers aux modules unimodulaires ur un anneau d'int6grit6 
totalement ordonn6 [7] ou (travail effectu6 simultan6ment par A. Ghonila- 
Houri) sur un anneau principal [13]. 
Nous repronons ici l'expos6 [7] en d6finissant les modules unimodulaires 
sur un anneau commutatif. Ces modules ne sont plus n6cessairement de
types finis, et nous montrons que les th6orbmes de C. Berge, K6nig-Hall 
et Bernstein sur les graphes infinis sont des reflets d'une m~me propri6t6 
de modules unimodulaires de points entiers n'ayant pas une base finie 
(Partie III). 
Notre point de vue apporte 6galement une lumi6re nouvelle ~t la 
programmation convexe [9] et permet d'exposer les r6sultats classiques 
de la programmation lin6aire, d'une mani~re sans doute imparfaite, 
dans le langage des groupes et anneaux ordonn6s [3]. 
En marge de cet expos6, nous avons 6tabli avec A. J. Hoffman, 
en utilisant la th6orie des in6galit6s lin6aires, un th6or~me sur la non 
singularit6 de matrices complexes [10] qui fut imm6diatement exploit6 par 
S. Varga [19 et 20] pour caract6riser le spectre des valeurs propres des 
matrices complexes dont les co&ficients de m~me indice (i,j) ont m~me 
module, probl6me qui venait d'&re pos6 par O. Taussky [25]. De notre 
c6t6 nous avons exploit6 la nation de dominance diagonale essentielle 
pour g6n6raliser aux matrices non n6gatives hors diagonale [10bis] un 
r6sultat de Frob6nius [28, p. 83, th6or~me 3.8] darts des 6nonc6s diff6rents 
de ceux obtenus par Ostrowski et Ky Fan. 
I. QUELQUES PROPRII~TES GI~NI~RALES DES MODULES UNIMODULAIRES 
1. Ddfinition et Propridtds ~ldmentaires des Modules Unimodulaires 
1.1. LE MODULE G Y. Soit Gun groupe ab61ien et Sun  sous-anneau 
unitaire commutatif de l'anneau de ses endomorphismes. 
S* est le groupe des 616ments inversibles de S, done un sous-groupe du 
groupe des automorphismes de G. Pour simplifier l'6eriture, G d6signera 
6galement le S-module G. 
L'ensemble des entiers {1 ..... m} d6signera la base canonique Y du 
S-module Sm. Nous noterons x = (xi)i~r un 616ment de Sm. L'ensemble 
ordonn6 par inclusion des supports des 616ments d'un sous-module M de 
S ~" sera d6sign6 par 5a M . s(x) d6signera le support de x; donc s(x) = 
{il i~ Yetx~ ~ O}. 
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Un 616ment (ou vecteur) x de M sera dit minimal si s(x) est un 616ment 
minimal de 90- -  {q~}. Un 616ment v de M sera d6nomm6 gdndrateur de M 
s'il est minimal et si toutes ses composantes non nulles sont inversibles, 
Un g6n6rateur sera dit unitaire lorsqu'une de ses composantes sera 6gale ~t 1. 
D'une manibre analogue t plus g6n6ralement, nous d6signerons par G r 
le S-module des familles d'616ments de G index6es par Y, ensemble quel- 
conque, x----(xi)i~ r d6signant un 616ment de G r, on aura 6galement 
s(x) = { i l l  ~ Yet x~ :/: 0}. x sera dit minimal dans un sous-module L
de G r si s(x) est un 616ment minimal de l'ensemble ordonn6 5e L -{~}.  
Si x ~- (xi)i~r est minimal dans Let  s'il existe un 616ment g de Get  des 
61~ments vi nuls ou inversibles de S tels que x = (vig)i~r, alors v = (vi)~r 
sera d6nomm6 gdndrateur de L (Notons qu'un g6n6rateur de Les t  un 
616ment de S r et de non de Gr). Nous dirons aussi dans ce casque  x est 
proportionnel gtun gdndrateur de L;  il est alors proportionnel ~t un gdndrateur 
unitaire de L. 
1.2. LES MODULES UNIMODULAIRES. G Y* dOsignera le module des 
familles presque nulles d'Ol6ments de G index6es par Y. 
Dans un sous-module L de G r* considOrons les sous-modules L~ 
constituOs de tousles vecteurs minimaux ayant mOme support se t  de O. 
L~ est nomm6 sous-module minimal de L. Supposons que L~ ait la propri6t6 
suivante: pour tout i dans s, {xi l x ~ L~} = G. Alors pour tout couple i', 
i" de s, 1'application de G darts G dOfinie par x~, ~ xr Vx ~ L~ est 
surjective t injective; c'est donc un automorphisme de G. Si de plus cet 
automorphisme est un 616ment de S*, Ls est engendr6 par (uig)~r lorsque g 
parcourt G, u = (u~)~r 6tant un g6n6rateur de L. Nous dirons dans ce 
casque L~ est engendr~ par un gdndrateur de L. 
Un sous-module L de G r* est dit unimodulaire lorsque chacun de ses 
sous-modules minimaux est engendr6 par un g6nOrateur. 
EXEMPLE. Lorsque G ---- S = K, off K est un corps, tous les sous- 
modules de K r* sont unimodulaires. 
Bien que cet exemple, le plus immOdiatement accessible, soit le plus 
banal, nous verrons que les propri6tOs des modules unimodulaires 
particularisOes aux espaces vectoriels apportent des r6sultats nouveaux. 
Dans le cas off Les t  un sous-module de S r*, un gOnOrateur est un 
vecteur minimal de L ~t composantes inversibles ou nulles, Lest  alors 
unimodulaire si chacun de ses sous-modules minimaux contient un gdndrateur. 
PROPRII~Tt~ 1. Tout vecteur non nul d'un module unimodulaire Les t  la 
somme de vecteurs minimaux. 
Si un vecteur a une seule composante non nulle, il est n6cessairement 
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minimal. Supposons done la propri6t6 vraie pour  tous les  vecteurs ayant 
moins de k composantes non nulles. Soit x avec Card(s(x)) = k; s ix  est 
minimal la propri6t6 est v6rifi6e, sinon il existe y dans L minimal  avec 
s(y) Cs(x) et y = ug, g = x~, pour un i de s(y) et ui = 1. D~s lors 
x - -  y c Let  a moins de k composantes non nulles, la propri6t6 se trouve 
ainsi v6rifi6e. 
Chaque sous-module minimal  de L &ant d6fini par un seul g6n6rateur, 
la propri6t6 1 nous permet de d6finir un module unimodulaire par un 
ensemble repr~sentatifde g~n~rateurs comprenant  un et un seul g6n6rateur 
par  module minimal. 
Soit G tel qu'i l  existe g ~ G pour lequel c~g 3& 0 pour tout ~ ~ S. 
Sg est alors isomorphe au groupe addit i f  S. G est alors un module sur S 
localement sans torsion. 
Soit L un sous-module unimodulaire de G r, gun  616ment non nul de G 
et U un ensemble repr6sentatif  de L. Soit alors Lg le sous-module de L 
engendr6 par les vecteurs ug = (u ig ) i~r  O~ U parcourt  U. Les vecteurs ug 
6tant minimaux dans L le sont n6cessairement dans Lg.  R6ciproquement 
tout vecteur minimal dans Lo est minimal dans Let  est done de la forme ug, 
u ~ U. En effet un tel vecteur est de la forme xg, x E St ;  s'il n '&ait  pas 
minimal dans L, il existerait ug ~ L avec s(ug) CC s(xg), ce qui est impos- 
sible puisque ug ~ Lg. Lg est done un sous-module unimodulaire de (g)r  
qui a le  m~me ensemble repr6sentatif  que Let  it est isomorphe au sous- 
module M de S Y qui a pour  ensemble repr6sentati f  U. Nous supposerons 
toujours dans la suite que G est localement sans torsion sur S. Cette con- 
dit ion est v6rifi6e dans routes les appl ications que nous avons en vue. 
Dans le num6ro suivant, on cherchera ~t r~pondre ~ la question: si U 
est un ensemble repr6sentatif  d 'un module unimodulaire de S r, est-ce 
6galement un ensemble repr6sentatif  d 'un module unimodulaire de G r, 
que soit G ? 
1.3. MODULE ORTHOGONAL D'UN MODULE UNIMODULAIRE. Rappelons 
que G est un module sur S localement sans torsion. Soit L un module 
unimodulaire de G r* et U un de ses ensembles repr6sentatifs. Soit alors 
L" l 'ensemble: 
ly y~G r* et VuEU'~u~y'=OI~r 
L'  est un sous-groupe de G r* et S dtant commutatif c'est un sous-module 
de G Y. C 'est  par  d6finition le module orthogonal de L dans G r*. Puisque M 
est engendr6 par U dans S r*, le module M '  orthogonal  de M dans S r* 
est bien le module constitu6 de tous les  vecteurs y de S r* v6rifiant 
Z~r  x~y~ = 0 pour tout x dans M. 
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Dans le num6ro suivant, nous allons d6montrer le th6or6me: 
TH~ORi~ME. Si L C G r* est unimodulaire, son module orthogonal L' dans 
G r* est unimodulaire, de plus L", module orthogonal de L' dans G r* 
contient L. 
2. Modules Unimodulaires et Matrices Totalement Unimodulaires 
2.1. CAs ou Y EST FINI. Une matrice h coefficients dans un anneau 
commutatif est totalement unimodulaire si chaque sous-d6terminant est 
nul ou inversible. 
TH~OR~ME 1. Y ~tant un ensemble fini d'indices, L C G rest  un module 
unimodulaire si et seulement s'il est engendr~ par les lignes d'une matrice ?t 
codfficients dans S, totalement unimodulaire. De plus, il existe toujours une 
telle matrice dont les lignes sont des g~n~rateurs deL. 
1. La condition est suffisante. Soit A la matrice de l'6nonc6, r le nombre 
de ses lignes. Si L est engendr6 par les lignes de A, il l'est aussi par TA, 
off Test  une transformation unimodulaire ~t gauche de A. En effet T r 
d6finit alors 6galement un automorphisme du groupe G ~. Cette remarque 
nous permettra d'abandonner l'hypoth6se, dans la preuve de la condition 
suffisante, demandant que G soit localement sans torsion sur S. 
Nous pouvons supposer que A ne contient aucune ligne qui soit com- 
binaison lin6aire des autres lignes, car la matrice obtenue n supprimant 
une telle ligne serait encore totalement unimodulaire et ses lignes 
engendreraient L. D'autre part, les coefficients de A 6tant des sous- 
d6terminants d'ordre 1 sont nuls ou inversibles. Soit a t la premiere ligne 
de Aet  a I un coefficient non nul de a t. Soit T t la matrice: 
o 0 ... o] 
--a~(a~) -t 1 0 . . .  
0 . . . . . . . . . . . .  
. . . .  , 9 9 , . . . . 
1 o . . . . . .  o 
off d est le nombre de lignes de A. Tt est unimodulaire et TtA a dans sa j~me 
colonne des coefficients tous nuls, sauf le premier 6gal h 1. A 6tant totale- 
ment unimodulaire, montrons que TtA est totalement unimodulaire. 
Soit B une sous-matrice carr6e de TtA dont le d&erminant est non nul. 
Montrons qu'il est inversible. 
Soit 1 l'ensemble des lignes de TtA dont certains coefficients figurent 
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dans B et J l'ensemble des colonnes de T1A dont certains co6fficients 
figurent dans B. Si 1 e/ ,  Best  la transform6e unimodulaire d'une sous- 
matrice carr6e de A:, unimodulaire par hypoth6se, done D6t(B)e S*. 
Si 1 r  j ne peut pas ~tre dans Je t  le d6terminant de B est celui d'une 
transform6e unimodulaire de ztlU{1} "'JUNO} et est donc inversible dans S. Soit 
Tk "'" T1 la transformation unimodulaire ayant fait apparaltre 1~< k < d 
vecteurs unit6s distincts dans les colonnes de Aet  telle que Tk "'" TIA soit 
totalement unimodulaire; montrons qu'il existe alors une transformation 
unimodulaire T~+~ telle que Tk+~Tk "'" A comporte k q- 1 vecteurs unit6s 
distinets parmi ses colonnes et soit totalement unimodulaire. Soit a k+~ une 
ligne de T~ .." T1A ayant ous ses coefficients nuls dans les colonnes unit6s 
de cette matrice. Par d6finition des transformations T1 ,..., Tk et du fait que 
les matrices uccessives obtenues 6talent otalement unimodulaires, chaque 
ligne de Tk "'" T1A est une combinaison lin6aire fi coefficients inversibles de 
lignes de A; donc a k+l ne peut pas ~tre nul car il existerait une combinaison 
lin6aire nulle des lignes de A h co6fficients inversibles non tous nuls et 
cette 6ventualit6 a 6t6 rejet6e, a ~+1 ayant une composante non nulle 
inversible, Tk+l pourra ~tre construite de la m~me mani6re que T1 9 
La matrice Ta "'" T~A obtenue finalement est une matrice 6chelon 
totalement unimodulaire et ses lignes engendrent M. L'argument que nous 
venons de d6velopper montre que nous pouvons upposer sans restriction 
que la matrice A de l'6nonc6 est une matrice 6chelon. i. e. contient parmi 
ses colonnes les d vecteurs unit6es. Soit J l'ensemble de ces colonnes. 
Soit d'autre part y = (x~.g~)~.~r un vecteur minimal de L. Puisque Les t  
engendr6 par les lignes de A, s(Y)  rencontre J. S'il existe a parmi ]es lignes 
de A avec s(a) C s(y) on a n6cessairement s(a) -- s(y) puisque y est minimal. 
Comme d'autre part la trace de s(a) sur J contient un et un seul 616ment, 
il enest de m~me de la trace de s(y) sur Je t  y est proportionnel ~ta. Si un 
tel a n'existe pas, on d6finit une transformation u imodulaire T~ h gauche 
de A de mani~re ~t transformer en vecteur unit6 une colonne d'indice 
j~ ~ s(y) w J. Si y n'est pas proportionnel h une ligne de T~A on d6finira la 
transformation T~ et on poursuivra de la sorte, de mani6re ~t faire 
apparaitre h chaque 6tape un vecteur unit6 distinct de celui de l'6tape 
pr6c6dente, y sera proportionnel h une ligne d'une des transform6es de A, 
sans quoi T~ "" T~A, dont les lignes engendrent L aurait d colonnes unit6s 
d'indiees j~ ..... Ja avec {Jl ..... Jd} c~ s(y) - - r  ee qui est impossible. 
2. La condition est  ndcessaire, Nous avons vu en 1.2 que si Les t  
unimodulaire ta  pour ensemble repr6sentatif U, le module M engendr6 
par U dans S res t  unimodulaire: Nous allons montrer que M est alors 
engendr6 par les lignes d'une matrice totalement unimodulaire, U 6tant 
alors engendr6 par ces ,m6mes lignes, L le  sera 6galement. Y 6tant fini, 
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5eM est fini, done U est fini. M est donc de type fini, Nous aUons voir de 
plus que M est un module libre. Observons d 'abord  que si A est une 
matrice dchelon dont les lignes forment une base de M, alors ehacune de ces 
lignes est un gdndrateur. 
En effet dans cette hypoth~se, A a dans ses colonnes autant de veeteurs 
unit6s distincts qu'elle a de lignes. Soit a une ligne de Aet  x ~ U avec 
s(x) C s(a). x &ant combinat ion lin6aire des lignes de A est n6cessairement 
6gal h c~a et o~ est inversible puisqu'une des composantes de a est 6gale 
1 et que celles de x sont nulles ou inversibles. Mais alors x a autant de 
composantes non nulles que a; s(x) = s(a) et toutes les composantes non 
nulles de a sont inversibles. 
Montrons alors que si A est une matrice dchelon dont les lignes forment 
une base de M, elle est totalement unimodulaire. 
Consid6rons une sous-matrice carr6e B = AJ extraite de A dont le 
dfterminant  est non nul. A 6tant une matrice 6chelon, il existe dans A une 
sous-matrice carr6e d 'ordre maximum D de la forme 
I I  B' 
POB Q, 
ofa Pet  Q sont des matrices de permutations,  le d6terminant de cette 
matrice 6tant 6gal ~t celui de B ou ~t son oppos6. On peut donc d6finir une 
transformation unimodulaire T1 h gauche de A (dont tous les  co6fficients 
non nuls sont inversibles) de fagon ~t transformer une colonne d' indice 
j ~ J de A en vecteur unit6 ayant sa composante non nuUe avec un indice 
i E L La matrice T1A est une matrice 6chelon, ses lignes forment une 
base de Met  pal" cons6quent tous ses co6fficients non nuls sont inversibles. 
TID a un vecteur unit~ de plus parmi ses colonnes et son d6terminant est 
non nul, donc si elle est diff6rente de la matrice unit6, on pourra  d6finir 
successivement des transformations unimodulaires ~ gauche T2 ..... T~ 
jusqu'h ce que Tk ..... T1D soit la matrice unit6. Cela prouve que le 
d6terminant de D 6tait inversible, done 6galement celui de B. 
L'assert ion suivante d6montrera finalement la thbse. 
Tout ensemble maximum d'~l~ments de SU dont les ~l~ments sont les 
lignes d'une matrice ~chelon A est une base de M. 
tn suffit de montrer  que les lignes de A engendrent U. Soit J l 'ensemble 
des colonnes unit6s de Aet  a i, i = 1 ..... d les lignes de A. Soit u ~ U 
distinct de a i, Vi, et supposons que u ne soit pas combinaison lin6aire des a ~. 
I1 existe alors un vecteur non nul x =u- -~a~a ~ de M te lque  
s(x) C Y -- J. M 6tant unimodulaire,  il existe u' ~ U tel que s(u') C s(x) 
et il existe une transformation unimodulaire h gauche de la matrice I "' AI 
qui en fait une matrice 6chelon B. A chaque ligne b de B correspond un 
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g6n6rateur b' avec s(b') C s(b) ayant une composante non nulle d'indice 
dans s(b) n J. Ces g6n6rateurs b'peuvent done former une matrice 6chelon 
B' ayant une ligne de plus que A. Par cons6quent l'ensemble des lignes 
de A n'est pas maximum s'il n'est pas une base de M. 
Une matrice A ~t co6tficient dans S dont toute sous-matrice carr6e 
d'ordre maximal a un d6terminant inversible ou nul et dont l'une au 
moins a un d6terminant non nul est dite localernent unirnodulaire. On a 
alors: 
COROLLAIRE 1. Un module L de S r, Y fini, est unirnodulaire si et 
seulement s'il est engendrd par les lignes d'une rnatrice A d coefficients 
dans S localernent unirnodulaire. 
1. La condition est suffisante. Soit A une matrice localement uni- 
modulaire dont les lignes engendrent U et As une sous-matrice arr6e 
inversible. AylA est localement unimodulaire t puisque c'est une matrice 
6chelon, on v6rifie imm6diatement qu'elle est totalement unimodulaire, 
2. La condition ndcessaire st dvidente, par le ThdorOrne 1. 
Puisque M est un module libre de type fini sur un anneau commutatif, 
toutes ses bases ont le mSme nombre d'616ments done: 
COROLLAIRE 2. Les lignes d'une matrice A qui sont des dldments d'un 
module unirnodulaire M ayant une base de d vecteurs forment une base de M 
si et seulernent si A est localernent unirnodulaire t cornporte exacternent 
d lignes. 
COROLLAIRE 3. Tout gdndrateur de M appartient ~une base dont les 
dldrnents ont les lignes d'une rnatrice dchelon. 
La d6monstration est identique h celle prouvant que tout vecteur 
minimal de L est proportionnel h une ligne d'une matriee 6chelon dont les 
lignes engendrent L (Th6or~me 1, condition suffisante). 
Remarquons qu'une matrice dont les lignes sont des g6n6rateurs d'un 
module unimodulaire M n'est pas n6cessairement i totalement ni 
localement unimodulaire. Soit A ~t coefficients dans _Z: 
A = --1 --1 0 1 
1 0 0 0 
A est totalement unimodulaire t les deux lignes de la matrice: 
B= 0 - -1  0 1 
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appartiennent au module unimodulaire d6fini par A, de plus ce sont des 
g6n6rateurs et cependant B n'est pas localement unimodulaire. 
COROLLAIRE 4. Soit B une matrice carrde d coefficients clans S, uni- 
modulaire. Si Best totalement unimodulaire, B -~ est totalement unimodulaire. 
En effet la matrice A = [I, B] est alors 6galement totalement unimodulaire 
e ta  fortiori localement unimodulaire. Donc B-IA = [g -1,/] est localement 
unimodulaire t, comme c'est une matrice 6chelon, elle est totalement 
unimodulaire. C.Q.F.D. 
Ce corollaire rut d6montr~ par Cederbaum, pour S = _Z [11]. 
COROLLAmE 5. Soit A une matrice d coefficients dans S, totalement 
unimodulaire et dont les lignes forment une base de M. Alors tout g~n~rateur 
u de M est une combinaison lindaire d coefficients inversibles ou nuls des 
lignes de A. 
Par le Corollaire 3, il existe une matrice 6chelon D dont l'ensemble des 
lignes contient u et est une base de M. I1 existe donc une matrice carr6e 
unimodulaire T telle que TA = D, mais D 6tant une matrice 6chelon, 
Test  n6cessairement l'inverse d'une sous-matrice carr6e d'ordre maximum 
Aj de A. Par le Corollaire 4, T est totalement unimodulaire t tous ses 
coefficients non nuls sont inversibles. 
Nous donnerons dans le num6ro suivant une application du Corollaire 5 
l'6tude des polyn6mes cyclotomiques, on y verra clairement pourquoi 
certains polyn6mes cyclotomiques ont leurs co6fficients non nuls inversibles 
dans Z (ce probl6me nous fut pos6 par le Professeur Schiitzenberger). 
On a finalement: 
COROLLAIRE 6. Dans les ms conditions que pour le Corollaire 5 et si 
de plus A est une matrice dchelon, si x E M est la somme de gdn~rateurs 
ayant des supports deux d deux disjoints, x est combinaison lin~aire d 
coefficients inversibles de lignes de A. 
En effet si Jes t  l'ensemble des indices des colonnes unit6s de A, les 
traces sur J des supports des g6n6rateurs termes de x sont deux ~ deux 
disjointes. 
Notons enfin qu'une matrices ~t cobfficients dans un anneau commutatif, 
totalement unimodulaire, se comporte comme une matrice ~ coefficients 
dans un corps--qui est elle, toujours totalement unimodulaire--plus 
pr~cis~ment, on v6rifie ais6ments les propri6t6s. 
PROPRI~T~ 2. Une matrice carrie totalement unimodulaire st inversible 
si et seulement si ses lignes (ses eolonnes) sont lin~airement inddpendantes. 
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PROPRII~Tt~ 3. Soit A une matrice totalement unimodulaire de n lignes 
et m colonnes, les assertions uivantes ont ~quivalentes: 
(1) Le plus grand nombre de lignes lindairement inddpendantes deA est r. 
(2) Toute ligne de A est combinaison lindaire de r lignes de A, et r est le 
plus petit entier avec cette propridtd. 
(3). Toute ligne de A est combinaison lindaire d codfficients inversibles 
de r lignes de A, et rest le plus petit entier avec cette propridtd. 
(4) Le plus grand ordre d'un sous-ddterminant non nul de A est r. 
Revenons au th6me principal de cet expos6. 
PROPOSITION 1. Y dtant un ensemble fini d'indices, L' module orthogonal 
du module unimodulaire L de G rest  unimodulaire, de plus Les t  le module 
orthogonal de L' dans G r. 
Soit A une matrice 6chelon totalement unimodulaire dont les lignes 
engendrent L. On peut 6crire sans perte de g6n6ralit6 A = [I, B]. 
En notations matricielles, on peut 6crire: 
L' ={x lx~G re tAx  =0}.  
Soit J C Y l'ensemble d'indices relatifs aux colonnes unit6s de A. 
On 6crit alors x = (y, z) oh les indices des composantes de y sont les 
616ments de J, d'oh x ~ L'<=> Bz = --Iy. G 6tant un groupe, /t tout z 
dans G r-s correspondra un y dans G s tel que (y, z) ~ L'. Mais on peut 
4crire 6galement: 
[L]z = [o 
Donc les 616ments de L' sont les vecteurs de G r engendr6s par les lignes 
de [B r, --I]. B 6tant otalement unimodulaire, sa transpos6e Pest 6galement 
et la th~se se trouve d6montr6e (Thbor6me 1). 
2.2. CAS ou Y EST QUELCONQUE. Pour toute partie J de If, notons 
/Tj l'homomorphisme de G r sur G J d6fini par: 
A tout sous-module L de G r* on fera correspondre son sous-module 
As(L) compos6 des 616ments h supports contenus dans J. I1 est 6vident que 
si L est unimodulaire, As(L) l'est 6galement. On a aussi: 
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PROPOSITION 2. Si L est un module unimodulaire, pour toute partie 
J C Y, [is(L) est unimodulaire. 
Soit x un 616ment minimal de [is(L). Consid6rons l'ensemble des 
supports des 616ments de Hsl(x). 
I1 existe dans cet ensemble ordonn6 par inclusion un 616ment minimal 
s(y) correspondant t~y ~ Let  l 'on a s(y)~ s(x). De plus y est minimal 
dans L puisque x est minimal darts [IjL. On a doric y = (~ig)i~y d'o~ 
x = (~g) i~s .  
Les ~ 6tant inversibles ou nuls, x est proportionnel ~un g6n6rateur et 
Hs(L) est unimodulaire dans G s*. 
COROLLAmE. Si U est un ensemble reprOsentatif de L, Hs(U) contient 
ensemble reprdsentatif de [Is(L). 
PROPOSITION 3. Si Les t  un module unimodulaire, pour toute partie J 
de Y, le module orthogonal de Hs(L) est HsAs(L'), ou L' est le module 
orthogonal de L dans G r*, et le module orthogonal de [IsAj(L) eontient 
Hs(L'). 
S ix  appartient ~ As(L'), 1-Is(x) est orthogonal ~t tout 616ment de [Is(U), 
puisque x ases composantes nulles en dehors de J, done [Is(x)appartient 
~t l 'orthogonal de [Is(L). Si d'autre part Hs(x) est orthogonal ~t tout 
61~ment de Hs(U) l'616ment x qui a les m~mes eomposantes que Ils(x) 
dans Je t  des composantes nulles en dehors de Jes t  orthogonal ~t tout 
616ment de U, doric appartient ~ L',  mais aussi ~t As(U ). Doric Hs(x) 
appartient ~t HsAj(L'). 
THI~OR~ME 2. Le module orthogonal L' dans G r* d'un module uni- 
modulaire L de G v* est lui-m~me unimodulaire. De plus le module L" 
orthogonal de L dans G r* contient L. 
Soit L un module unimodulaire t L '  son orthogonal dans G r*. Soit x 
un 616ment minimal de L'  et J son support. Par les Propositions 2 et 3, 
J 6tant fini, le module orthogonal de I IsL est unimodulaire t est le 
module I I jds(L' ). Puisque x est minimal dans As(U), Hs(x) l'est dans 
dans I Isds(L' ) et est donc proportionnel ~t un g6n6rateur. Ce g6n6rateur 
est l'image par I I s  d'un g6n6rateur de As(U), donc de L', auquel x est 
proportionnel. Consid6rons alors L", module unimodulaire orthogonal 
de L '  dans G l'*. Soit x E Let  J = s(x). x E AsL, et par la proposition 3 
la proposition 1, HjAsL est orthogonal ~t [IsL', donc x est orthogonal ~t L'. 
REMARQUE. I1 n'est pas vrai que 1'on ait toujours L" = L, mais on a 
6videmment pour toute partie finie J de Y: [Is(L") = [Is(U). Soit en 
effet S ---= _Z et Y = _N. 
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Nous montrerons que l'id6al de _Z[X] engendr6 par un polyn6me 
cyclotomique @~(X), p premier, est unimodulaire. Ce module contenant 
~(X) ,  Xq~(X) ..... il est imm6diat que son module orthogonal est {0}, 
et cependant le module orthogonal de {0} est _Z[X] qui est diff6rent de 
r Z[X]. 
Un module unimodulaire L de G r* est progressivement fini sur une 
partie Y' de Y si pour tout i dans Y' l'ensemble des supports de g6n6rateurs 
contenant i est fini. 
On a alors : 
COROLLAIRE. Si le module unimodulaire Lest progressivement fi i sur Y, 
le module orthogonal de L', module orthogonal de L, est L lui-m~me. 
I1 suffit de d6montrer que tout x E L", ofa L" est le module orthogonal 
de L' dans G r* est un 616ment de L. 
Soit J le support de x. Par hypoth~se, il existe une partie finie J '  de Y 
telle que pour tout y minimal darts L avec s(y) c3 J ~= q~, on ait s(y) C J'. 
Par cons6quent FliAsl-ls,(L)= IIjAs(L). Mais J' 6tant fini, par les 
propositions 1 et 3, l'orthogonal de Ilj,As,(L') est fls,(L) et contient 
Ils,(L"). Par le Th6or~me 2, L "3  L, done 1-II,(L)=/-/s,(L"); done 
l l j ,(x) E 1-1~,(L). Mais le support de Hj,(x) 6tant J, 1--ls,(x) ~ AjFII,(L) et 
1-1fl-11,(x) =/- / l (x)  ~ 1-IsAj(L). Cela revient h dire que x appartient h
As(L ) done h L. 
Nous dirons qu'une application de Y • Y dans S est (une matrice) 
totalement unimodulaire si la restriction de cette application h toute 
pattie finie de la forme K x J, K, J C Y d6finit une matrice totalement 
unimodulaire lorsque l 'on ordonne totalement K et J. 
TH~OR/3ME 3. Le module L engendrd ans G r* par les lignes presque 
nulles d' une matrice totalement unimodulaire est unimodulaire. D' autre part, 
si Lest  un module unimodulaire progressivement fi i dans Y, il est engendrd 
par les lignes d'une matrice gt codfficients clans S, totalement unimodulaire. 
Soit x un 616ment minimal de L, i lest engendr6 par un ensemble fini K 
de lignes de la matrice donnde. La rdunion des supports de ces lignes est 
un ensemble fini J. Par le Th6or6me 1 ces lignes engendrent donc un 
sous-module unimodulaire L' de As(L)C Let  x est proportionnel ~t un 
g6n6rateur u de L' puisqu'il est 6galement minimal dans ce module. 
u est alors, par d6finition, un g6n6rateur de L. 
Soit Gun groupe localement sans torsion sur Set  L un module uni- 
modulaire progressivement fini, d6finissons sur Y la relation binaire: 
iRj si et seulement si i et j sont deux 616ments d'un m~me support de 
g6n6rateur. Le graphe ainsi d6fini est localement fini et par cons6quent 
chaque composante connexe ~t un ensemble d6nombrable de sommets. 
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Si Y' est l'un de ces ensembles, on a Hr,(L) = 17r,Ar,(L) et il suffit 
donc de d6montrer le th6or6me pour [lr,(L). 
Soit L, = 1-Iy,(L) ce sous-module unimodulaire de G r'--~ G set  J, 
l'intervalle [1, i] de _N. Pour tout i, il existe un ensemble fini non vide de 
matrices totalement unimodulaires dont les lignes sont des g6n6rateurs 
de Us, lin6airement ind6pendants qui engendrent Hs,(L'), par le Th6or~me 1 
(Us, est un ensemble repr6sentatif de lls~(L')). Par le corollaire de la 
Proposition 2, Us~ est contenu dans/-/si(U), off U est un ensemble repr6sen- 
tatif de L'. Par cons6quent, ~t cet ensemble fini de matrices totalement 
unimodulaires correspond un ensemble fini ~r de parties de U tel que 
pour tout A~ ~ ~,  17~(A0 soit l'ensemble des lignes d'une telle matrice. 
D6finissons ur (~)~r '  la relation binaire: 
A~R'A,+I .<~ //.rJTj~+~(Ai+~) V H,i(A~). 
lIJtl~Ji+l(Ai+l) forme une matrice totalement unimodulaire dont les 
lignes engendrent/-/li(L' ). Par la Propri6t6 3 on peut en extraire une base 
de H~i(L') qui est alors n6cessairement l'image d'un Ai par Hsl. Donc 
~t tout Ai+l de ~r correspond au moins un A~ de ~r avec A~R'A~+I. 
Les Ai 6tant en nombre fini, il existe, par le th6or6me de K6nig, une suite 
infinie (A~)~s telle que pour tout couple A~, A~+I d'616ments de cette 
suite on air A~R'A~+I. Cette suite d6finit donc une matrice infinie A dont 
l'ensemble des lignes est totalement ordonn6 par _N. A est totalement 
unimodulaire puisque toute sous-matrice carr6e d'ordre fini est sous- 
matrice d'une matrice finie par un des HIt(A~). Ses lignes engendrent donc 
un module unimodulaire L". Pour toute partie finie J C Y, il existe i e N 
tel que J C J i .  Puisque 1-fI~A D H jA i ,  H jA  engendre HjL '  et par 
cons6quent HsA engendre 1-1sL'. Donc HjL' = HsL". 
Soient alors respectivement M" et M '  les modules orthogonaux de L" 
et L', et x e M". Soit s(x) = J. Puisque x ~ AjM", HsAjx est orthogonal 
HsL" donc h 1-fjL' et x est orthogonal ~t L'. On a donc M" C M' et de 
mani~re analogue M'C  M". Donc M' = M". Mais L" et L'  sont tous 
deux progressivement finis, et, par le corollaire du Th6orbme 2, 
L' ---- L". 
COROLLAIRE 1. Si Y est ddnombrable, ~t tout module unimodulaire L
de G Y* correspond un module L' ~ L engendrd par les lignes d'une matrice 
totalement unimodulaire. 
REMARQUE. Nous avons not6 que l'id6al ~ , .  _Z[X] est un module 
unimodulaire. I1 est en effet engendr6 par les lignes d'une matrice totale- 
ment unimodulaire. Cette matrice peut 8tre obtenue par la construction 
ci-dessus, mais cette mSme construction permet 6galement d'aboutir h la 
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matrice units qui engendre _Z[X]: Le module L' du corollaire 1 n'est donc 
pas n6cessairement unique. Remarquons 6galement qu'il n'existe pas de 
matrice 6chelon totalement unimodulaire dont les lignes engendrent 
COROLLAIRE 2. Si M est un module unimodulaire progressivement fini 
dans Y de S Y* ayant pour ensemble reprdsentatif U, pour tout groupe 
commutatif G, le module L engendrd par U dans G r* est unimodulaire. 
Par le Th6orbme 3, il existe une matrice totalement unimodulaire dont 
les lignes engendrent U, donc L. 
II. LES MODULES UNIMODULAIRES SUR _Z 
Les modules unimodulaires sur Z apparaissent naturellement en 
topologie combinatoire. L'6tude que nous avons faite permet de poser 
le probl6me essentiel du chapitre des modules unimodulaires sur _Z: ces 
modules sont-ils tous des sous-modules de chalnes de "complexes 
orientables" ? 
Nous allons montrer en effet que les modules des cycles des "complexes 
orientables" sont unimodulaires. 
Ce probl6me st ancien puisque H. Poincar6 posa celui de la caract6ri- 
sation des matrices h co6fficients dans Z, totalement unimodulaires (voir 
Th6or~me 1). 
Voici la contribution que nous avons pu apporter h la r6solution de ce 
dernier probl~me [5, 8 et 6]. 3 Les preuves des deux 6nonc6s uivants ainsi 
que d'autres 6nonc6s figurent dans les articles cit6s 
1. Propridtds Gdn&ales Relatives aux Modules Unimodulaires sur Z 
On associe h A, matrice ~t coefficients dans {0, 1, --1} ainsi qu'h toute 
sous-matrice A~ d6finie par une partie I de l'ensemble de ses lignes et 
une partie J de 1'ensemble de ses colonnes le graphe G(A~) d6fini sur 
l'ensemle I u J par: (i,j) est un arc de G(Ats) si et seulement si le 
coefficient a~ appartenant h la ligne i ~ Ie t  ~t la colonne j ~ Jes t  non 
nul. Dans la terminologie de C. Berge [1] on a: 
THt~OR~ME 1. A est totalement unimodulaire si et seulement si dans 
tout sous-graphe Euldrien G(A~s) de G(A) il existe une base de cycles 
topologiques, tous de longueur algdbrique multiple de 4, et une orientation 
pseudosymdtrique d ce sous-graphe Eul~rien pour laquelle les cycles 
topologiques sont des circuits topologiques. 
2 Voir aussi [4]. 
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Dans cet 6nonc6, un cycle topologique st un cycle (de dimension 1) 
au sens qne la topologie combinatoire donne ~t ce terme. 
THI~OR~ME 2. A est totalement unimodulaire si et seulement si dans 
toute sous-matrice (carrde) A~ pour laquelle G(AZs) est un sous-graphe 
Euldrien, la somme algdbrique des coefficients est nulle modulo quatre. 
Soit A une matrice ~t coefficients dans {0, 1, --1} et ~i celle obtenue en 
remplacant chaque coefficient de A par son image dans l 'homorphisme 
Z --+ _Z/(2) de l 'anneau _Z sur le corps de Galois F2. On a: 
PROPOSITION 1. Si A, matrice de n lignes et m colonnes, est totalement 
unimodulaire, h tout ~ E F2 m tel que A2 = 0 correspond un x de Z_ m ayant 
ses composantes non nulles inversibles et de m~me support que 2, tel que 
Ax  = O. 
La d6monstration se trouve en [5] et 6galement en [6]. 
Consid6rons alors un sous-module unimodulaire M de Z m sur _Z 
(G = _Z et S = Z). Par le Th6or~me 1et la Proposition 1 de I, M est alors 
l'ensemble {x] Ax = 0} off A est une matrice totalement unimodulaire. 
L' image _~r de M par la restriction h M de l 'homomorphisme du Z-module 
Z ' '  sur le F~-module F2 ~ est un espace vectoriel, done un module uni- 
modulaire sur F2 9 On a: 
PROPOSITION 2. U, vecteur minimal de M, est un gdndrateur de M si et 
seulement si if, image de u dans l'homomorphisme M --~ JVI est un gdndrateur 
de~.  
Cela d6coule aussit6t de la Proposition 1. 
On a 6galement imm6diatement: 
PROPOSITION 3. Dans tout sous-espace vectoriel de F2 ,  tout vecteur est 
la somme de gdndrateurs ayant des supports deux gt deux disjoints. 
Des propositions 2 et 3 on d6duit aussit6t: 
PROPOSITION 4. Dans un module unimodulaire M de Z"  tout vecteur 
ayant ses composantes non nulles inversibles est la somme de gdndrateurs 
ayant des supports deux gt deux disjoints. 
TH~.OR~ME 3. Un sous-module M de Z "~ est unimodulaire si et seulement 
si l'image inverse par l'homomorphisme M ~ 27/I d'un gdndrateur de ~I  
contient un vecteur de m~me support ayant ses composantes non nulles 
inversibles. 
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La condition n6cessaire d6coule de la Proposition I. La condition est 
suffisante car l'image ~ d'un vecteur minimal x de M est n6cessairement un
g6n6rateur de M ayant m~me support que x. x est alors proportionnel h 
un vecteur ayant ses composantes non nulles inversibles, g6n6rateur de M. 
2. Matrices Totalement Unimodulaires et Modules Unimodulaires en 
Topologie Combinatoire 
La terminologie sera cette fois emprunt& 5, S. Lefschetz [21]. Un 
graphe orient6 est alors un complexe simplicial orient6 de dimension 1. 
PROPRII~TI~ 1. La matrice d'incidence des sommets clans les arcs d'un 
complexe simplicial orientd est totalement unimodulaire. 
Cela d6coule imm6diatement du Th6or~me 2, car si A est une telle 
matrice et G(A~) un graphe Eul6rien, le nombre de coefficients +1 est 
6gal au nombre de coefficients --1 dans A~r. 
Cette propri6t6, connue depuis Poincar6, explique, comme nous l'avons 
montr6 en [2], tout un chapitre de la th6orie des graphes. Nous montrerons 
plus loin comment le th6or~me de Bernstein, en th6orie des ensembles, 
est 6galement tributaire de cette propri6t6. 
Nous nommons ruban d'un complexe simplicial K une partie R C K 
constitu6e de triangles et d'ar&es telle que chaque ar&e est adjacente hun 
nombre pair de triangles dans R et telle que si a s c R exactement deux de 
ses faces appartiennent aussi h R. 
Un ruban est dldmentaire s'il ne contient pas proprement un ruban de K. 
On v6rifie ais6ment que tout ruban Rest  une r6union de rubans 616men- 
taires Rq ..... R~ tels que pour tout j, j '  ~< k la trace de R~ sur R~;., ne 
contient pas de triangles. On peut r6orienter chaque triangle et chaque arc 
d'un ruban 616mentaire R de la mani&e suivante. 
Soit o~ un triangle de R et ~ un des deux arcs qui lui sont adjacents. 
~r Ies t  adjacent ~t a~ et /t a~ mais b. aucun autre triangle. R6orientons a~ 
de mani~re clue: 
Poursuivons alors l'op6ration de r6orientation. Si ~ est r6orient6 et si 
1 adjacent ~t ~ mais pas ~ ~2 ~,+~ est le triangle adjacent ~t %,  arc a ~-1 on 
r6orientera a~+ I de mani&e que: 
[~'L1 : ~-qr~-~,,~ ,, : ~.~] = -1 .  
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L'op6ration sera arrSt6e lorsque l'on rencontrera dans ce processus un 
triangle d6j~t r6orient6 a~. II y a alors deux possibilit6s: 
[~2:ai lr~ :a;_i] =- -1  i i--1 I t  i--1 
ou bien ce m~me produit est 6gal h 1. Dans le premier cas, on dira que Rest 
orientable, dans le second qu'il est un ruban de M6bius. 
EXEMPLE.  
R = {(abc), (ca), (acd), (da), (adb), (ba)} 
est orientable, tandis que: 
R : {acb), (ac), (cad), (dc), (ecd), (de), (dbe), (be), (bae), (ba)} 
est un ruban de M6bius. 
La matrice d'incidence (a~) ---- [~ : cr~] des arcs dans les triangles d'un 
ruban orient6 R aun  nombre pair d'616ments non nuls dans chaque ligne 
et dans chaque colonne. Donc le graphe G((a~)) est Eul6rien. Quelle que 
soit l'orientation des simplexes de R, la somme de tousles coefficients de 
la matrice correspondant ~cette orientation est nulle modulo 4 si Rest  
orientable t 6gale ~t 2 modulo 4 si Rest  un ruban de M6bius. En effet si 
l'on r6oriente un simplexe de R1 la matrice (a~) correspondant h cette 
nouvelle orientation s'obtiendra ~t partir de la pr6c6dente en changeant de 
signe tousles 616ments d'une mSme ligne ou d'une m~me colonne de celle 
correspondant ~  l'orientation pr6c6dente, tchaque ligne ou colonne d'une 
telle matrice ~t deux 616ments non nuls. Le Th6or~me 2 permet alors 
imm6diatement de verifier que : 
PROPRI~Tt~ 2. La matrice d'incidence des arcs dans les triangles d'un 
complexe orient~ K de dimension 3 est totalement unimodulaire si et 
seulement si K ne contient pas de ruban de M6bius. 
EXEMPLE 1. Soit K = Cla 4, la fermeture de a4 et K Sla 2-section de K. 
K S contient six rubans de M~Sbius. (Nous verrons cependant que le 
module sur Z des 2-cycles de K 2 est unimodulaire.) 
EXEMPLE 2. Si K est le complexe simplicial des faces, ar~tes et sommets 
d'un poly6dre de R 3, il ne contient pas de ruban de Mt)bius. 
Dans les notations de S. Lefschetz [21] soit ~(1) la matrice de coefficient 
g6n6ral ~7~(1) = [a~ : a~] ofa les cr sont des simplexes du complexe K S de 
l'exemple 1. Si M a est le module sur _Z des cycles de dimension I de K s, 
le module engendr6 par les lignes de ~(1) 6tant orthogonal au module 
engendr6 par les colonnes de 7(0) est contenu dans M ~. C'est le module des 
5821414-2 
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1-cycles qui bordent. Rappelons que la fermeture de enest z6ro-cyclique, 
[21, p. 94(11.3)]. Done tousles 1-cycles de K z bordent. Comme M zest 
unimodulaire (Propri6t6 1 de I I  et Th6or~me 1 de I), les lignes de ~(1) 
engendrent un module unimodulaire. Mais, pour la mame raison, les 
colonnes de ~(1) engendrent le module orthogonal /t celui des 2-cycles 
sur _Z de K qui est engendr6 par les lignes de ~(2). 
On sait de plus que la fronti6re de cr 4 est un 3-circuit [21, p. 105] et ~7(2) 
est, par la Propri6t6 1 de II, totalement unimodulaire. Done les colonnes 
~7(1) engendrent 6galement un module unimodulaire. 
En 6nongant ces propri6t6s dans un cadre plus g6n6ral, nous allons 
voir comment se fait la g6n6ralisation de propri6t6s de graphes en topologie 
combinatoire. Nous allons d6signer par n-cycles dldmentaires ce que 
:S. Lefschetz ddnomme "simple n-circuit" [21, p. 105]. C'est done un 
eomplexe K = {or} avec les propri6t6s : 
(a) Chaque cr "-1 de K est une face de deux ~.  
(b) L'ensemble A = (~-~, cr ~} est connexe. 
(c) Aucun sous-complexe propre de K ne possbde les deux propri6t6s 
pr6c6dentes. 
Avec S. Lefschetz nous disons qu'un n-cycle 616mentaire est orientabte 
s'il existe une fonction d'orientation ~(cr) telle que pour tout cr "-~, 
~(~-) ~(~'-)[~-)[~ : ~-q[~ ' -  : ~--q ~ {0, - l}  
Le couple constitu6 de ~ et du n-cycle 616mentaire st alors nomm6 
n-circuit dldmentaire. 
Soit alors K la fermeture de cr '~, n ~ 4, et K "-2 la (n -- 2)-section de K. 
Pour ce complexe la matrice d'incidence ~/(n --  3) a 3 coefficients non 
nuls dans chaque colonne. Si 3~r,~-2 est le module sur F~ des (n -- 2)-cycles 
,de K "-2, h chaque (n -  2)-cycle 616mentaire de K '~-2 correspond un 
g6n6rateur de ~n-2  et r6ciproquement. 
Nous dirons qu'un eomplexe K est ~l~mentairement n-orientable si ses 
n-cycles 616mentaires correspondent biunivoquement aux g6n6rateurs du 
module sur F2 de ses n-cycles et si ehacun de ces n-cycles 616mentaires t 
orientable. 
APPLICATION. La (n -  2)-section de la fermeture de a s est ~ldmen- 
tairement orientable. 
Par le Thdor~me 3 et la remarque ci-dessus, il suffit de d6montrer que le 
module M sur _Z des (n -- 2)-cycles de la (n -- 2)-section de la fermeture de 
~r nest unimodulaire. On sait que tous ces cycles bordent et que par con- 
s6quent M est le module engendr6 par les lignes de ~(n -- 2). Ce dernier 
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module est unimodulaire car la fronti~re de enest  un (n -  1)-cycle 
616mentaire orientable de telle sorte que ~7(n- 2) est aussi la matrice 
d'incidence des arcs dans les sommets d'un graphe orient6, done totalement 
unimodulaire (Propri6t6 1). La th~se st alors d6montr6e (I, Proposition 1, 
et II, Th6or6me 3). 
D'une mani6re g6n6rale, on peut dire qu'un complexe K est n-orientable 
si ~t tout n-cycle sur F 2 : 
correspond un n-cycle sur Z : 
V~ =Zgia~ n avec gi ~ {0,1, --1} et ~ i~=g~mod2,  Vi. 
La signification du th6or6me 3 pour les complexes est alors : 
PROPRII~TI~ 3. Le module sur Z_ des n-cycles d'un complexe K est 
unimodulaire si et seulement si K est n-orientable. 
Un graphe (complexe de dimension 1) est 1-orientable t l 'on sait que 
chaque 1-cycle y est la r6union de cycles 616mentaires de supports disjoints. 
Pour les graphes, le Th6or6me 3 signifie que tout 1-cycle sur _Z a pour 
support celui d'un 1-cycle sur F2. 
Le module unimodulaire des 1-cycles d'un graphe a ceci de particulier : 
A chaque support de g6n6rateur s(u) on peut faire correspondre un 
groupe cyclique d'ordre I s(u)l, done isomorphe ~t 
{0, 1 ..... I s(u)l - - f )  
qui ales propri6t6s uivantes : 
(1) Si iet i' sont cons6cutifs dans s(u) et j et i' cons6cutifs dans s(v), il 
existe un g6n6rateur t avec L j ~ s(t) et i e t j  off.] et i sont cons6cutifs dans 
s(t). De plus tdj =- --u~vju~,v~,. 
(2) Le suivant de i dans s(u) est le pr6c6dent de i dans s(--u), V i. Soit 
(X, Y) un graphe fini d6fini par l'ensemble Xde ses sommets et l'ensemble Y 
de ses arcs orient6s. Soit G* un groupe quelconque. 
DI~FINITION. 0 = (g0~r est une tension pour (X, Y) si pour tout 
g6n6rateur u de support {ix ..... i~} off les indices ij se succbdent comme dans 
le groupe cyclique associ6 ~t u : 
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On peut dire que 0 = (g~)~r est une tension pour un graphe partiel de 
(X, Y) d6fini par une partie Y* de Y si (g~)i~r* est une tension pour ce 
graphe. 
0 est done une tension pour (X, Y) si e'est une tension pour tout 1-cycle 
de (X, Y). Remarquons que si Y comporte un 616ment de la forme (x, x) 
la composante g~ sur cet arc vaut 1. 
PROPRI~T~ 4. 0 est une tension pour (X, Y) si c'est une tension pour 
chaque 1-cycle d'un ensemble de 1-cycles sur Z_ d composantes non nulles 
inversibles qui engendrent le module sur Z_ des 1-cycles de (X, Y). 
Soit A la matrice dont les lignes sont les 1-cycles de l'hypoth6se (identifi6s 
~t des 616ments de _Zr). Soit B une matrice obtenue en supprimant une 
colonne de A. Montrons que les lignes de B engendrent le module sur _Z 
des 1-cycles d'un graphe. Supprimons de Y l'arc (a, b) correspondant 
la colonne de A supprim6e t remplagons b par a dans tout arc (b, ~) ou 
(~, b) de Y. On obtient un nouvel ensemble d'arcs Y' et un graphe 
(X -- {b}, Y'). L'ensemble de ses cycles 616mentaires s'obtient en rempla- 
~ant b par a dans les arcs des cycles 616mentaires de (X, Y) et ensuite 
(a, a) par 0. Donc les lignes de B engendrent le module des 1-cycles ur 
Z de {X-  {b}, Y'}. Chaque ligne de A est une somme de g6n6rateurs 
ayant des supports deux ~t deux disjoints, il enest de m~me des lignes de 
B qui sont done des 1-cycles ur Z de (X -- {b}, Y'). Pour 6tablir la preuve 
par r6currenee sur le nombre d'616ments de Y nous allons construire 
O' = (g~')~r" qui sera une tension pour les lignes de Bet  d~s lors pour 
tout cycle 616mentaire de (X -  {b}, Y'). Soit j l'indiee d6signant l'arc 
(a, b),j~+ l'indice d6signant l'arc (~, a) et Jr- l'indice d6signant l'arc 
(a, ~). Si I n'est l'indiee d'aucun de ces arcs, g~ = gz; on aura : 
g~'e+ : g~e+ "gJ et g~e- : g~'lgje- 
On v6rifie imm6diatement que 0' est une tension pour route ligne de B. 
Par l'hypoth~se de r6currence, 0' est done une tension pour (X -- {b}, Y'). 
Soit alors 0" : (g~)~r tel que g~ = g~ V i e Y' et g': = 1. On voit que 
0" est une tension pour (X, u et il s'ensuit que 0 est une tension pour 
(x, r). 
EXEMPLE. Si A est une matrice ~t coefficients dans {1, --1, 0} dont les 
lignes repr6sentent les bords des faces d'un graphe planaire orient6, on 
sait que ces lignes engendrent le module unimodulaire sur Z des 1-cycles 
de ce graphe. 
En vue d'appliquer la Propri6t6 4, introduisons la notion de coloration 
d'un complexe. Par d6finition, le hombre chromatique d'un complexe st 
celui de sa 1-section. Soit K un n-cycle 616mentaire./~1 estle graphe d6fini 
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sur l'ensemble des cr" de K; cr '~ et or"* sont adjacents i et seulement s'ils 
sont incidents ~t un m~me cr "-a. Supposons alors que K soit (n 4- 1)- 
chromatique. On a: 
PROPRI~T~ 5. K est orientable si et seulement si Is 1 est bichromatique. 
(1) Si nous ordonnons totalement l'ensemble des n 4-1 couleurs, 
chaque or" a une orientation d6finie par eet ordre. Soient 1 et --1 les 
deux couleurs de /~1. On peut alors d6finir sur K une fonction ~ de 
r6orientation: ~(~n) = 1 si la couleur de or" est 1, oL(~") = --1 dans le 
cas contraire. On voit imm6diatement que K est un n-circuit 616mentaire 
pour cette r6orientation. 
(2) Si les orientations des gn font de K un n-circuit 616mentaire, soit o~ 
la fonction de r6orientation d6finie par l'ensemble totalement ordonn6 des 
n 4- 1 couleurs de K. On a alors n6cessairement pour tout couple cr n, 
a '~ d'616ments adjacents de /~a: o~(~n) ~(cr TM) =--1 .  ~ est donc une 
coloration de/~1 en deux couleurs. 
On sait qu'une subdivision K1 d'un n-cycle 616mentaire K est un n-cycle 
616mentaire et que si l'un de K ou de/s est orientable, l'autre l'est 6gale- 
ment. Or h tout n-cycle 616mentaire K correspond une subdivision Ka 
(n 4- 1)-chromatique. K est done orientable si et seulement si /s Ies t  
bichromatique. 
I1 est naturel d'examiner de fagon plus approfondie comment les 
propri6t6s "K  est (n 4- 1)-chromatique", K  est orientable" et ,,/~1 est 
bichromatique" d6pendent l'une de l'autre. 
Soient P1, P2, Pz respectivement ces trois propri6t6s. On a done vu que: 
P1 => (P~ "r Pa). 
Montrons que cette proposition est optimale, c'est ~t dire que toutes les 
conjontions autres que P1 a (--7 P2) ^  Pa et P1 a P2 ^  (--1 Pa) existent. 
(1) (7  P1) ^  P~ ^  Pz : 
3 6 5 { 
2 { 
6 S 
FIGURE 1. Tr iangulation du tore. 
FIGURE 2. 
! 2 
(2) (7  P,)^ (--~ P,) A (-7 P~): 
(3) (--1 P1) A (--1 Pz) A Pa : 
s 5 
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Triangulation du plan projectif (/~t est le graphe de Petersen). 
2 5 
I 6 
5 5 
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5 2 
FIGURE 3. Triangulation du plan projectif. 
(4) (-~ Pa) A P2 a (--7 P3): La fronti6re de ~3. 
(5) P1 a (---n P~) a (--7 P3): La  subdiyision (dGrivation) du complexe 
donn6 en 2. 
(6) P1 A P2 a P3 : La subdivision d'une triangulation quelconque d'une 
surface orientable. 
Les exemples 1et 3 montrent que lorsque tousles (n -- 1)-cycles ur F2 
d'un n-cycle 616mentaire K ne bordent pas, on peut avoir simultanGment 
7 P1 et P3- Soit P4 la propriGtG: "Tousles (n 1)-cycles ur F2 bordent". 
On a alors : 
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PROPRII~TI~ 6. Si un n-cycle dldmentaire K est acyclique sur Fz dans la 
dimension  -- 1, K est n-orientable. 
On a: 
0 = R~ -1  = o~ n -1  - -  p2  -1  - -  p~-2  
De plus : 
p~- i  ~ an-1 an-2 n-2 n-1 n-2 (%,1. r2 ,to ~P~ et P~ -~Po ~< 
n--1 Donc p~-~= P2 . Mais la matrice ~/ (n -  1) a exactement deux 
coefficients non nuls par colonne et la seule combinaison lin6aire nulle 
modulo 2 non triviale de ses lignes est la somme de toutes ses lignes. 
I1 existe doric une combinaison lin6aire enti~re des lignes de ~/(n --  1) qui 
a tous ses cobfficients impairs, mais aussi, 6gaux en valeur absolue. Donc 
il existe une combinaison lin6aire nulle des lignes de ~(n --  1) ayant tous 
ses co&ficients dans {1, --1}. 
Puisque Pl  => P2, pour d6montrer que la proposit ion P4 =~ (/)1 ~ P3) 
est vraie et optimale, il suffit de v6rifier qu'il existe un n-cycle 616mentaire 
avec (~ P4)^ P1 ^  P3,  (par exemple celui donn6 par le complexe 
subdivis6 de la Figure 1), un avec P4 ^  (-7 Pi) n (~ P3) (la fronti6re de (r 3) 
et un avec P4 ^  Pi  ^ P3 (la subdivision d'un poly~dre de _R a) et de 
d6montrer qu'il n'en existe pas avec P4 ^  (~  Pi) ^ P3- 
C'est ce que nous allons faire pour une classe de n-cycles 616mentaires 
en d6montrant : 
THI~OR~ME 4. Soit K un n-cycle dldmentaire t 1~ 1 son graphe dual. Si 
tousles (n -- 1)-cycles ur 172 de K bordent, et si le lien de ~ est connexe 
pour tout ~ dans K avec p ~ n -- 1, une condition ndcessaire t suffisante 
pour que K soit (n ~- 1)-chromatique est que 1s 1 soit bichromatique. 
Nous aUons donc ddmontrer P4 =~ (Ps => P1). Soit sjs l 'ensemble des 
sommets de crj s. Soit {ko ..... kn} un ensemble de n q- 1 616ments et t; une 
bijection de s f  ~ sur {ko ..... ks}. Soit enfin G* le groupe des permutations de 
{ko ..... k~}. I1 existe alors un groupe de bijections de s~ n sur {k 0 ..... ks} 
d6fini par la loi (gts)(g'tj) = gg't j .  
Le lien de a ~-2, Lkq n-l, est un 1-cycle 616mentaire. En effet pour chaque 
sornmet ~: de Lka '~-2, ~a '~-2 est incident ~t deux cr '~ que l 'on peut noter 
4-~:1~:a n-2 et • ~-2. Donc -4-~:1~: et ~:2~: sont des arcs de Lka ~-z et ce 
sont les seuls qui sont incidents h ~:. Puisque Lkcr ~-2 est connexe, c'est un 
1-cycle 616mentaire. De plus il est isomorphe au sous-graphe de KS 1 d6fini 
par l 'ensemble des a~ de l'6toile de a~-2, Stan-2. Montrons que ces 1-cycles 
de /~1 engendrent le module sur F2 des 1-cycles de /(1. Ces 1-cycles 
isomorphes h Lka ~-2 sont de la forme Z ~q~(n" 2)(~r~-x), off (a~ -1) est 
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l'arc de /~ correspondant h (r~'~-i. D'autre part tousles (n --  l)-cycles sur 
F~ de K bordent et l 'on a : 
0 = R~ - i  = c~ "- i  --  p~t-i __ p~-2 (1) 
oh a~-~ est le nombre de simplexes a~-~ et p2 v le rang de ~/(p) sur F , .  
Puisque a~-~- -p~- i  est le nombre maximum de 1-cycles libres sur 
_Z/(zr), de gT 1, le module sur _Z/(zr) des 1-cycles de R l  est engendr6 par les 
colonnes de ~(n --  2), done par les 1-cycles de /~ i  d6finis par les Stcr ~-2, 
a n-2 e K. 
D'autre part Lk(r "-2 6rant bichromatique, Sta ~-2 est (n + 1)-chroma- 
tique. Si {a~ ..... a~} est l'ensemble des a ~ de St~r ~-~ off (as,) est adjacent h 
(a~,+~))(i + 1) modulo p dans /~,  il existe done {g~ ..... g~} C G* tel que 
les restrictions de g~t~ et g~+lta,+~(i + i) modulo p ~t s. ~, n s~+~(i + 1) 
modulo p soient identiques. Si u est le g6n6rateur correspondant au 
1-cycle sur _Z de/~l  d6fini par {(r~ ..... (,~}, on a alors 
I-I ((g_~g. )u,,)u,,_ 1 (2) 
Done ((g~igj,+l)U~0j ' est une tension pour ce 1-cycle. 
Soit alors (aj'~)((z~,) un arc de/~1. It existe un et un seul 616ment bj, e G* 
tel que les restriction de b~,t~ et de tj, h sj ~ n s~ soient identiques et si 
'~ dans un 1-cycle 616mentaire g~ et g~, sont les ~16ments associ6s h (r~ net  (, ,, 
eorrespondant it l'6toile d'un a '~-~, comme il vient d'etre fait, on a n6ces- 
sairement a b~,tj = g~t~ eta  t~, = gj,t~,. D'ofi  b~, ---- gj;lgj. Done gT~gj ,
ne d6pend pas du choix du 1-cycle 616mentaire qui a permis de d6finir 
les gj; il ne d6pend que de t; et tj,. Mais alors pour tout arc (~;0((,~,) de 
K 1 on peut d6finir bj, et si Y est l'ensemble des arcs de I~ l, (b~')tj.j')~r est 
une tension pour K ~ d'aprbs la Propri&6 4 et (2). 
Au moyen d'un arbre de K ~ on peut alors d6finir un potentiel, c'est-h-dire 
une famille (g~) d'616ments de G* index6e par les sommets de/~1 et telle 
,-lg, J, que pour tout are (a;0(a~,) de ~ i  on ait g r  j ----b~ . Mais alors la 
famille (g;t~) est telle que pour tout arc (aj~)(a~,) les restrictions de g;t~ 
et de g~,tj, h s~ '~ c~ s~ sont identiques. En effet comme on a n6cessairement 
g~ = agj et g~, = bg~, et g~71gj = g-7~gj, on en d6duit que a ---- b. 
Si {(7~ ..... a~} est une chaine (all sens de la th6orie des grapbes [1] de 
/s et si ~ ~ ~l~'~<q s~,, il est clair que les restrictions des g~t~ ~ {~} sont 
identiques. 
Pour montrer que l 'on a bien d6fini une coloration de K, il reste donc h 
montrer que pour tout sommet ~ de K, St~ d6finit un sous-graphe connexe 
de /~.  Supposons qu'il ne le soit pas et que A1 et A,~ soient deux ensembles 
de a" correspondant h deux composantes connexes de ce graphe. Soit L, 
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l'ensemble des faces de A~. Puisque Lkr est connexe, il existe dans Lkr 
un 6lOment a~ de Lx appartenant aussi ~t L~. Soitp la dimension maximum 
d'un tel simplexe, p < n -- 2 sinon r ~ serait une face d'un (r n de L~ et 
d'un (r 'n de L~. Mais alors Lkr ~ est connexe et il existe r r respective- 
ment dans L1 et L~ tels que 4-r162 e K et •162162 ~ ~ K. 
~' et ~" qui sont dans Lkr C Lk~, y sont reliOs par une 1-cha'ine con- 
nexe et il existe donc dans cette chaine un sommet a ~ e Lx ~ L~. C'est 
absurde car •  ~ serait un simplexe de Lkr de dimension p • 1 apparte- 
nant ~t la fois ~t Lx et L~. 
COROLLAIRE. Si K est une n-varidtd de Poincard dont tousles 1-cycles 
sur F~ bordent, K est (n • 1)-chromatique si et seulement si I~ ~ est bichro- 
matique. 
En effet Lka p est alors une (n - -p  -- 1)-sphere, donc connexe pour 
p<n- -1 .  
Plus g6n6ralement, soit K un complexe de dimension n tel que /~ l  soit 
connexe. Si K est (n + 1)-chromatique, soit C1 1'ensemble de ses sommets 
ayant une m~me couleur. Tout a n de K est alors n6cessairement de la 
forme • n-1 oO ~ e C1. La fermeture de 1'ensemble des a n-1 ainsi con- 
struit d6finit un nouveau complexe K~ qui est de dimension n -- 1 et 
n-chromatique. Rdciproquement, si C est un ensemble de sommets de K 
tel que tout a n soit de la forme • n-i, ~ e C, et d'une seule mani~re, 
montrons que C est n6cessairement l'ensemble de tousles sommets de K 
ayant une m~me couleur. Si ce n'6tait pas vrai, on aurait C = C~ u C~, 
C~ :7~ r et C~ ~ r et off C~ serait un ensemble de sommets ayant une 
m~me couleur./{~ 6tant connexe, il existerait a~ et of dans K incidents 
~t un m~me a n-i, l 'un incident ~t un ~ de C1, l 'autre ~t un de C~. Soit 
Gln = ~i~i~-i eta  2. = sr -x, ~i e C1 et ~:~ e C~ . On ne peut pas avoir 
~,~-x = a~-i, puisque a~ est (n -k 1)-chromatique. Mais alors ~:1 et ~:~ sont 
incidents h c,~ (ou ~t a~). C'est absurde puisque a~ s'6crit d'une seule 
mani~re (a~ -i,  r e C. 
Montrons que/{~ est connexe. Soient (a~ -i) et (a~-i) deux sommets de 
/{~. I1 existe alors r et Ck dans Ci tels que (r -i) = (a~) et (r - i) = (a)~ 
appartiennent ~t /~1 et une suite (a~ n) ... (a2)" '"  (ak n) teUe que ai n est 
incident ~t un m~me a~ -1 que a~+~, 0 < i < k. La restriction h cette suite 
n- i  K1  - de l'application/z d6finie par (r n-~) ~ (a~)  de sur K11 est une suite 
((r~ -x) "'" (a~-l)"'" ((r~ -x) off a~ -~ est incident h un m~me (r~ z . que ~ 
0 < i < k, car si (,2 = •162 x et a~+l = • -~, ~, ~' e C~, on aura 
= n . = •  -r--~ et a~+i --~" ' '~-~ ~Gi  n ~ff i+l~ s inon Gi n = ~ - ~  , ~eC~ 
Si l 'on supprime dans chaque a n de K exactement t sommets, on d~finit 
un complexe K~ qui est (~ -- t + 1)-chromatique. La dOmonstration est 
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analogue ~t celle donn6e pour/<1 9 On en d6duit incidemment que/s  est 
connexe. 
Supprimons h pr6sent un ensemble C de sommets de l'ensemble des 
sommets de K de telle mani~re qu'un nombre pair d'616ments soit supprim6 
dans chaque a". Montrons qu'alors nous avons n6cessairement supprim6 
un m~me nombre de sommets dans chaque an. Soit t le nombre de sommets 
supprim6s de al ~, A1/'ensemble des a '~ de Kofl  t sommets ont &6 supprim6s 
et A2 v a q~ l'ensemble des autres cr '~. Comme/~1 est connexe, il existe un 
a ''~ dans A 1 et un a"" dans A 2 tels que a TM = ~:a ~-1 e ta  "~ = r n-1. Mais 
alors le nombre de sommets upprim6s dans a "~est n6cessairement t ou 
t ~: 1, et il 6tait absurde d'6crire A2 v d: qb. 
Cr6ons un nouveau sommet aet  consid6rons la jonction aK de a et de K 
et la fermeture L de cette jonction. Les t  (n + 2)-chromatique si et 
seulement si K est (n q- 1)-chromatique; E ~ est isomorphe ~t/~1, done Ex 
est connexe si et seulement si/~1 est connexe. 
Soit %~ ~ K. 5~o0,~c1~? ai ~est une 0-chaine que nous d6nommons chatne 
simpliciale de K. Soit A la matrice telle que pour tout j: 
i 0 0 Aj6i = Z 6i 
PROPOSITION 5. Soit i la jonction fermde de aet d' u, complexe simplicial 
K tel que KI soit connexe. Le module sous-tendu par les chafnes impliciales 
de Lest  unimodulaire si et seulement si Lest  (n q- 2)-chromatique. 
Soit m le nombre de sommets de Let  M le sous-module de Z ~ orthogonal 
aux chaines simpliciales de L donc aux colonnes d'une matrice A. I1 suffit 
de montrer que M est unimodulaire si et seulement si Les t  (n q- 2)- 
chromatique. 
Par le Th6orbme 3 il suffit de montrer que pour tout ensemble C de 
lignes de A de somme nulle modulo 2, il existe une combinaison lin6aire 
nulle de ces lignes avec les co6fficients 1et --  1. Si A cest la matrice form6e 
par les lignes de C, A c a exactement t co6fficients 6gaux ~t 1 dans chaque 
colonne. C d6finit done un complexe L,-~+2 qui est (t)-chromatique. On 
peut done partitionner C en C1 ..... C~ de telle mani6re que A c~ a un 
coefficient 6gal h 1 dans chaque colonne. Done 
E 2 . . . .  E a ,=o.  
9 ~C 1 ~eC 2 x~C t 
R6ciproquement, si M est unimodulaire, d4montrons par r6currence 
surn  que L est (n q- 2)-chromatique. 
Sin est pair, la somme des lignes de A est nulle modulo 2, tandis que sin 
est impair la somme des lignes de A qui ne correspondent pas ~t a est nulle 
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modulo deux. Dans chacun des deux cas, il existe une combinaison 
lin6aire nulle ~t coefficient 1 et --1. L'ensemble C des lignes ayant pour 
1 (resp --1) d6finit un complexe L~ (resp L'~) (t = n/2 + 1 ou t = n + 1/2) 
auquel correspond un module unimodulaire 1-IcM (Partie I,Proposition 2). 
Donc Lt (resp. L'~) est (n + 2 -- t)-chromatique ou (n § 1 --  t)-chroma- 
tique. Dans chacun des deux cas en on d6duit que K est (n + 1)-chroma- 
tique. 
REMARQUE. On sait que la matrice d'incidence des sommets dans les 
ar~tes d'un graphe non-orient6 est totalement unimodulaire si et settlement 
si ce graphe est bichromatique. Soit K un graphe non orient6 et L la 
jonction ferm6e de a et de K. Montrons que la matrice d'incidence A des 
sommets dans les a 2 de L est totalement unimodulaire si et seulement si K 
est bichromatique, n utilisant le Th6or~me 2. 
Soit AJ une sous-matrice de A ayant un nombre pair de coefficients non 
nuls dans chaque ligne et darts chaque colonne. Si K est bichromatique, 
il nous suffit de v6rifier que ~i~1,~'~s A~ i ~ 0 modulo 4 lorsque I contient 
l'indice correspondant au sommet a. Or Z~z,J~J A /  = 2. Card(J), et 
Card(J) --= 0 mod 2. 
La Proposition 5 g6n6ralise donc cette propri6t6, et de la meilleure 
fagon possible, car voici un complexe K de dimension 2, 3-chromatique et
pour lequel /~1 est connexe, auquel correspond une matrice A qui n'est 
pas totalement unimodulaire. 
FIGURE 4 
Le bord le chaine qui est la somme de tousles triangles qui sont des 
faces du poly~dre de R 3 dessin6 est en effet un 1-cycle 616mentaire de 
longueur impaire, sans corde. Cet exemple montre 6galement que les 
complexes de dimension e t  (n + 1)-chromatiques que nous consid6rons 
n'ont pas n6cessairement pour 1-section les graphes parfaits d6finis par 
C. Berge. 
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D6finissons la bijonction ferm6e L de a, b et de K par 
L =a•buaKubKuK.  
V6rifions alors la propri6t6 suivante pour justifier l'6nonc6 que nous 
allons donner au dernier th6or~me de ce num6ro. 
PROPRII~T~ 7. Si  K est acycl ique dans la d imension p - -  1, la bi jonetion L
de a, bet  de K est acycl ique dans la dimension p.  
Soit 7 v un p-cycle de L. En utilisant l'6criture de S. Lefschetz [6, p. 94], 
on a:  
V ~ = aC~ -1 + bC~ -1 + C"  
off C~ -1 et C ~ sont des chaines de K. Alors : 
0 = F~ ~ = C~ -1 + C ~-1 + FC ~' - -  aFC~ -1 _ bFC~ -1. 
Puisque les trois premiers termes ne contiennent ni a ni b, 
C ~'-1 0. FC~ + C~-1+ 2 = 
De plus C~ ~4 et C~ -1 sont des (p - -  1)-cycles de K. D'autre part, FaC ~ : 
C"  - -  aFC  ~. Donc:  
= = bC ~-1 7 ~ - -  FaC ~ a(C~ -1 + FC  ~) + bC~ -1 _aC~ -1 +  9 
Mais C~ --1 borde dans K; C~ ~ ~ FC2 v. Et puisque :
FaC2 ~ C ~ aC ~-1 
= 2 - -  2 
FbCz  ~ : C2r _ bC~-~, 
7 ~ : FaC ~ + FaC2 ~ - -  FbC~v ~ F (aC ~ + aC~ ~ - -  bC2~). 
La v6rification des faits suivants est imm6diate : 
1. Les t  (t + 1)-chromatique si  et  seu lement  si  K est t -chromatique. 
2. L 1 est b ichromat ique si  et seu lement  si I~ x est bichromatique. 
3. [,1 est connexe si  et seu lement  si 1~ 1 est connexe.  
4. Les t  un (n + 1)-cycle ~16mentaire si et seu lement  si K est un n-cycle 
~l~mentaire. 
5. Lkcr~ est connexe pour  p < n dans L si  et seulement si Lkcr ~ est 
connexe pour  p < n - -  1 dans K.  
Nous sommes alors en mesure d'6noncer le th6or~me qui est l'aboutis- 
sement principal de ce num~ro. 
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TH~ORf~ME 5. Soit L un n-cycle dldmentaire acyclique sur F~ dans la 
dimension --  1 et o~ le lien de tr p est connexe pour tout p infdrieur d n -- 1. 
Si Les t  la bijonction fermde de a, bet  d'un complexe K, une condition 
ndcessaire t suffisante pour que le module sur Z_ sous-tendu par les chafnes 
simpliciales de L soit unimodulaire st que ~,z soit bichromatique. 
Si le module sous-tendu par les cha~nes impliciales de Les t  uni- 
modulaire, puisque T, 1 est connexe, Les t  (n q- 1)-chromatique, par la 
Proposition 5, et par le Th6or6me 4, E 1 est bichromatique. 
Si s est bichromatique, L est (n -t- 1)-chromatique, par le Th6or6me 4. 
Le module sous-tendu par les chaines simpliciales de L est unimodulaire 
si et seulement sicelui sous-tendu par les chaines impliciales de la jonctions 
ferm6e de a et de K l'est. Ce dernier complexe 6tant (n + 1)-chromatique, 
la Proposition 5 ach6ve la preuve. 
Le thdor~me de Heawood est gdndralisable dans les n-vari~t~s de Poincard. 
L'6nonc6 de Heawood que nous allons g6n6raliser est le suivant :3 
Soit K un 2-cycle dldmentaire hom~omorphe ?t la 2-sphdre (K  est une 
triangulation de la 2-sphkre). Les deux propositions uivantes ont dquiva- 
lentes. 
1. Kest 4-chromatique 
2. I1 existe une application ~ de 1'ensemble des sommets de/s (dual 
de K) dans {1, --1} telle que pour tout C ~ ensemble des sommets d'un 
1-cycle 616mentaire d6finissant une face de/~1, 
Z o~(x) ~ 0 mod 3. (1) 
x~C 0 
Notre 6nonc6 est le suivant : 
TI~OR~ME 6. Soit K un n-cycle dldmentaire t 1~ 1 son graphe dual Si  
tous les (n --  1)-cycles ur F~ de K bordent, et si le bien de tr ~ est connexe 
pour tout cr~ dans K avec p ~ n - -  1, une condition n~cessaire t suffisante 
pour que K soit n + 2-chromatique st qu'il existe une application ~ de 
l' ensemble des sommets de ~1 clans {1, --1) telle que pour tout a n-~ ~ K, 
c~(a") ~ 0 mod 3. (2) 
tlc~Stcin-2 
On voit que le Th6or6me 4 est une sp6cialisation du Th6or6me 6. 
La ddmonstration du Th6or6me 6 diff~re en deux points seulement de 
celle du Th6or6me 4. Examinons le premier de ces points. L'application t~ 
a C. Berge, Les Prob16mes de Coloration en Th6orie des Graphes, Publ. lnst. Statist. 
Univ. Paris 9 (1960), p. 123/60 N. 2. 
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est cette fois une bijection de f f  dans {kl ..... k,+~} : E. tjs~. 6tant une 
(n + 1)-partie de E, soit n + 2 : met  soit ~r la famille des (m -- 1)- 
parties de E. Nous aurons ~t consid6rer cette fois non plus le groupe des 
permutations de E, mais l'ensemble G* dont chaque 616ment est une 
bijection d'une (m -- 1)-partie de E sur une (rn --  1)-partie de E. 
Chaque bijection d'une (m -- 1)-partie de E sur une (m -- 1)-partie de E 
appartient ~t G* qui est muni d'une loi de composition qui n'est pas partout 
d6finie: la composition des applications que sont les 616ments de G*. 
Nous noterons au moyen d'une lettre et deux indices chaque 616ment de 
G*; par exemple ga.B d6signera une bijection de A sur B, o~ A et B sont 
des 616ments de ~r On notera eA,A l'application identique de A e ~.  
Soit (X, Y) un graphe orient6 et i ~- I  une application de X dans o~. 
Comme pr6c6demment, nous dirons que 0 : (g~,~)~,~)~y est une tension 
pour (X, Y) si pour tout g6n6rateur u de support {(/1, i~) ..... (i~ ; il) }o~ les 
doubles indices se succ~dent comme dans le groupe cyclique associ6 ~t u : 
Zl'i2 " ' "  p '  I = e11,11" 
On voit que si (3) est v6rifi6e, on peut 6crire 6galement par exemple : 
g:~t2,q ) ... gU%,~pg:r --1 
i2,t3 iv, i  1 il,12 = g iv i2e l l , l l g i l , i2  = e lz , l  2 9 
On v6rifie imrla6diatement que la Propri6t6 4 est encore vraie lorsque 
l 'on remplace le groupe de son hypoth6se par l'ensemble structur6 G* des 
lignes ci-dessus. 
Soit alors 0 une tension pour (X, Y). Montrons que l 'on peut alors 
d6finir un potentiel ~- = (7"gi)ier, c'est-h-dire une application i ~ 77" i de X 
dans G* v6rifiant sur tout arc ( i , j )  ~ Y = 7r71~rj ---- g1,s. Soit HC Y un 
arbre de (X, Y) et i e Xun  sommet quelconque. Soit ~'i = era. Si ( i , j )  ~ Y 
on fera rr~ ---- g in ,  si (k, i) e Y, on fera ~'k = gr~l. D'une mani6re g6n6rale 
si l 'un de t~ ou t~- est connu, on pourra toujours d6finir l'autre v6rifiant 
7r~-lTr~ " = gx,s, pour tout arc ( i , j )  de H. 
Tout arc (k, l )e  H-  Y d6finit un 1-cycle et un seul ayant tous ses 
arcs diff6rents de (k, l) dans H, et l 'on aura, par (3): 
gle,i71"71Ti" k = eK,  K "~ OU 7r~- lT r  k = gk ,~ 9 
Rdciproquement, soit A une (m -- 1)-partie de E et (Tr~)i~x une famille 
de bijections de A sur des (m -- D-parties de E. W, j  e X, 7r717r~ 9 est ddfini 
puisque ~ri est de la forme gA,B et 7rj est de la forme g~,c,  A, B, C ~ ~.  
A tout arc ( i , j )  de (X, Y), on peut faire correspondre l'616ment ~r71~rj = g~,~ 
de G* et (g~.j){i,~)~r est une tension pour (X, Y) puisque si il ,.., i~ sont !es 
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indices successifs des sommets d'un 1-cycle de (X, I1) et si ~r~ 
forme ga,a~, 
. . .  1)  = g2.AieA.,g,.,,  = 9 
est de la 
Pour tous A, B ~ ~' ,  A et B ont n6cessairement m-  2 616ments en 
commun. Nous noterons ~'a,n Fapplication canonique de A sur B, i.e. 
la restriction it A n B de ~'A.B est l 'application identique de A n Bet  
ra ,8 (A-  B )=-B- -A .  Lorsque f~G*  est une permutation d'une 
(m -- 1)-partie de E, on v6rifie que f est un produit d'applications cano- 
niques; il suffit en effet de le faire pour une transposition. Donc tout 
f~  G* est un produit d'applications canoniques. Chacun de ces 616ments 
canoniques de G* se prolonge canoniquement en une permutat ion 
particuli~re de E: une inversion, dont la signature est donc --1. On 
nommera signature de f~ G* la signature de son prolongement canonique 
en une permutation de E. I1 s'ensuit que le nombre de facteurs dans une 
factorisation canonique de f est pair ou impair selon que la signature de 
f est 1 ou --1. Mais la propri6t6 que nous utiliserons est la suivante: 
Lorsque la signature de f est donnde de m~me que la restriction de f gt une 
(m-  2)-partie de B, alors f est ddfinie. Reprenant l 'argument de la 
preuve du Th6or~me 4, supposons qu'il existe {gj, .... , gj,} C G*, off les 
gj, sont des bijections de A ~ ~'  sur des (m --  1)-parties de E, associ6 h 
...~ n S (yn-2 l 'ensemble {cry1 %~} des ~'~ de t ~ , et cela pour tout ~-2 ,  tels que les 
restrictions de gjti~ et gj~+ltj~+l (i + 1) mod p h s~ n S~+l(i + 1) mod p 
soient identiques et tels que la signature de -~ gh gJ~+l soit inddpendante de 
~-2  Ca'~)(~ ' ) de /~1. On dira donc dans ce casque  la % , pour tout arc , h ,  h+l 
signature g~g~,+~ est la signature de cet arc. I1 existe alors un et un seul 
~16ment @ E G* tel que les restrictions de b~,tj et de tj, it sj ~ n s} soient 
identiques et tel que la signature de b~, soit celle de l'arc (a~n)(a~.,). Si gj et gr  
sont les N6ments associ6s h a/~ et @dans  un 1-cycle 616mentaire corres- 
pondant ~t l'6toile d'un cr ~-z, la restriction de gT~g~t~ it sj ~ n s~ est 6gale h 
celle de t~.,, donc it celle de b~,tj it ce marne ensemble, et puisque les 
signatures de gT~gj et de b~, sont 6gales, on a b~, = g;;~gj. La suite de la 
preuve est alors la mSme que celle du Th6or~me 4. 
I1 suffit donc de montrer que l 'on peut assigner une signature it tout arc 
de/s  et d6finir des g~. ayant la propri6t6 d6sir6e. La signature de l'arc 
(%")(@) sera ~(a~").o~(@). Consid6rons le cycle 616mentaire de /~1 
correspondant i  Lk(~. -2 et orientons-le pour en faire un circuit. Faisons 
correspondre it l 'arc (@)(cr~+~) de ce circuit la valeur o~((r~) que nous 
consid~rons comme un 616ment du groupe additif modulo 3, avec les 
notations habituelles. Par hypothSse, nous ddfinissons de cette mani~re 
une tension sur chacun de ces circuits et ~t chaque tension correspond un 
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potentiel qui est une coloration des sommets du circuit en 3 couleurs. 
I1 y correspond une coloration de Lke~. -~ en trois couleurs, done une 
coloration de Stg~ --~ en n -k 2 couleurs. I1 existe done des gj~ ~ G* tels que 
les g~tj~ d6finissent cette coloration, u Les t~ peuvent ~tre ehoisis parmi 
les bijections de s~ dans l'ensembte totalement ordonn6 kl ..... k,,+l -----A ~ ~r 
de mani~re ~t d6finir une orientation de K (qui est orientable, par hypo- 
th~se). Quels que soient les tj~, il y a deux mani~res de ehoisir b de fa~on 
que btj~ = tJ,+l sur s~ n sj~+~, ces deux valeurs de b correspondent aux 
deux images possibles par bt~ de s~ -- s~+~. Les t~ ayant 6t6 choisis de 
la mani~re dite, la signature de b sera -- 1 si l ' image de s~. -- s~.+~ par bt~ 
est la m~me que celle de sj --  s; par t~. et q-1 dans l'autre cas. On 
4+1 i i+1 
voit alors que la signature de gg~g~, est 6gale ~t ~(~)~(eL+), nombre 
ind6pendant de j. 
La condition n6cessaire du th6or6me se d6montre par le mSme argument: 
une coloration de Ken  n -k  2 couleurs d6finit les valeurs des 
q-a(r162 et, puisque /~1 est connexe, la d6termination arbitraire 
d'un ~(~r n) d6finit tousles autres et l 'on voit que le relation de l'6nonc6 
se trouve v6rifi6e du fait que, Lk~ ~-~ 6tant color6 en 3 couleurs, les 
valeurs a((r n) pour les ~r n d 'un Sta ~-z d6finissent une tension dans le 
groupe additif modulo 3 sur le circuit Lk~ ~-~. 
3. Ideaux Cyclotomiques Unimodulaires 
La terminologie de th6orie des graphes 6tant toujours celle de 
C. Berge [1], rappelons la propri6t6 que nous avons d6montr6e n [5] 
pour un graphe fini orient6. Soit Y l'ensemble des arcs d'un tel graphe 
H C Y un arbre de ce graphe. Soit enfin C l'ensemble des cha~nes de H, 
au sens de la th6orie des graphes, i.e., une cha~ne st une s6quence d'arc 
telle que deux arcs cons6cutifs oient adjacents hun  mSme sommet et 
que chaque sommet soit incident/t au plus deux arcs. Une chaine est done 
une suite: 
el(a1, a~), r b~) ..... Ek(Cl, C2) 
off les Ei sont des symboles d'orientation valant q-l. Si par exemple 
E1 ----- e~ = 1 on aura a~ = bl; E1 = - -E2  = 1 si a2 = b2, etc... La matrice 
d'incidence A de Y dans C est d6finie par : 
A~ .i = 0 lorsque Fare i n'appartient pas ~t la chalnej  de C sinon A~ ~ = ~ 
off E~ est le symbole d'orientation de l'arc i dans la chalnej.  On a [5]. 
PROPRII~TI~ 8. La matrice d'incidence de Y dans les chatnes d'un arbre 
est totalement unimodulaire. 
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EXEMPLE. Soit H l 'ensemble des arcs du graphe d6fini sur _N par 
(i , j) ~ H.c>j  = i + 1. Soit H'  C H 1'ensemble des chaines :
{(i, i + 1), (i + 1, i + 2 ) . . .  (i + m --  1, i + m)}i~Lr 
Soit m = p --  1, p premier et ~b~(X) le polyn6me (cyclotomique) dont 
l 'ensemble des racines est l 'ensemble des racines p~eme~ de l'unit6 dans _C. 
On sait que ~b~(X) = Z~<,,~ X ~. Soit alors a l ' isomorphisme canonique 
du _Z-module _Z[X] sur _Z ~r aX i~(X)  est une ligne de la matrice d'incidence 
de H dans H'  et par la propri6t6 8 la matrice (A~) ---- (aXiqb~(X)~) est 
totalement unimodulaire. 
PROPRII~TI~ 9. Pour tout k ~ N, (crX~f(Xe)j) est totalement unimodulaire 
si et seulement si (aXif(X)~) est totalement unimodulaire. 
Soit As ~ une sous-matrice carr6e de A -~ (aX!f(Xk)~) telle que 
ZA~~ EA~0m~ 
i~l jeff 
et soit I0 ,..., Ik-1 la restriction ~t I de la partition de _Z d6finie par l 'homo- 
morphisme canonique de _Z sur Z_/(k). Soit Jz l 'ensemble des indices des 
colonnes non nulles de AJ~ 0 <~ 1 <~ k -- 1. Jo .... , Jk'~ est une partition 
de J. 
Donc ~iJ~ A~ i ~--- ~je1~ A/  = 0 mod 2. 
Mais AJ~ est une sous-matrice de (aXij(X)j),  et, par le Th6or6me 2 : 
donc: 
A /  ~ 0 mod 4; 
A~ ~ 0 mod 4 
iel~,J~l z 
et, par le Th6orbme 2, A est totalement unimodulaire. 
R6ciproquement, si B ~ (aXtf(X) j)  et si B~ a un d6terminant 
sup6rieur ~t 1 en valeur absolue, B ~ n'est pas totalement unimodulaire. 
Or (aXkif(Xk)j)i~Z est une sous-matrice de A qui contient un sous- 
d6terminant 6gal ~t D6t(BJ). 
On connaR d'autre part la propri6t6: 
PROPRI~T~ 10. Soient pun  nombre premier, bun  entier premier d pet  
n : p. b. On a ~b,(X)~b(X) = ~(X~) .  
58214,t4-3 
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COROLLAIRE 1. Sip est un nombre premier et b premier ~ p 
T~ ~,~(x)= ~ ~,~(X~). 
O~i~t O<~i<~t--1 
COROLLAIRE 2. ~)~]n((Xi~o(xn/P)i~v,}, o14 pest  l'dldment gdndrique de 
l'ensemble des facteurs premiers de n, sous-tend le Z-module q~(X) 9 Z[X]. 
(De Bruijn, voir r6f. ~t la fin de ce n ~ et I. Schoenberg [23]). 
Pour tout p facteur de n, on obtient en appliquant le Corollaire 1 autant 
de fois qu'il y a de facteurs premiers darts n. 
9 . (x )L (x )  = ~(x" /O.  
Done q~(X "/p) appartient fi q),(X) 9 Z[X]. 
I1 suffit alors de d6montrer qu'il existe des polyn6mes E(X, p) tels que 
q~.(x) = y~ E(X,p) ~(x. /~) .  
p/n 
Soit v = 1-[~/nP et n = my. Puisque tbn(X)= tb~(Xm), il suffira de d6- 
montrer l'6galit6 posde lorsque n est produit de faeteurs premiers distinets. 
L'6galit6 &ant v6rifi6e lorsque nest  premier (E(X, p) = 1), supposons 
la v6rifi6e lorsque nest  produit de k -  1 facteurs premiers distincts et 
soit n = Pl "" P~ 9 Par la Propri6t6 10: 
9 pl...~(X). ~. . . ,~(X)  = ~... ,~(X~O = y~ E~(X~,p) ~(X"/~)  
~1~/~1 
et 
~. . .~(x)~l . . .~_~(x)  = ~1...~_~(x~) = Z E~(x~,p) ~(x, /p) .  
Le eorollaire sera d6montr6 si l 'on prouve que q~v~...~ et q5 ...~_~ sont 
li6s clans Z[X] par une relation de Bezout. Ils sont li6s par une telle relation 
dans _Q[X] puisque ces polynSmes n'ayant aucune racine commune dans 
extension de _Q sont premiers entre eux, et que _Q[X] est principal et 
int6gre. Ce que nous allons montrer est done 6quivalent fi: 
"Le syst6me (aXiq~...~k(~f))ie_N k..) (o'Xi(~l,..~/z_l(X))ieLq sous-tend le mo- 
dule unimodulaire aZ[X]." 
Montrons d'abord que eette propri6t6 est vraie pour k = 2. 
Cela d6coule imm6diatement (r&gle de Cramer) de ee que le syst~me 
(ffXi~)2ol(X))iE~v, k..)((TXi~)~2(X))ie ~est totalement unimodulaire (Propri6t6 8). 
Supposons que la relation de Bezout existe pour k --  I. On a alors: 
~v,v3"'vk-~(X~)A(X~) + qbr3""~-~(X~) f2(X') -~ 1, Vie _N. 
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et: 
Par la Propri6t6 10, on a: 
9 , ,~ ,~, . . . , , _ l (x )  9 , , , , , . . . , , _ , (x )  = , , ,~ , . . .~ ,_ , (x~, )  
*,~,,. . .~(x) "+~3...,~(x) = *~,...,~_~(x~o, 
et par cons6quent: 
O~,~.. .~_,(X)f l (X~) 9 ~ . . .~_~(X)  + qg ~...9~(X)f~(X~,) qb ...~(X) ---- 1. 
II est connu que si nes t  de la forme 2*p*q ~, l, r, s ~ _N, p, q premiers, le 
polyn6me cyclotomique q~,(X) a ses co6ffieients non nuls inversibles 
dans Z. 
La d6monstration classique est la suivante: on d6montre directement 
que q~(X)  a la propri6t6 dite en examinant le d6veloppement de 
(X  ~ - -  1 ) (X -  1 ) / (X  v - -  1 ) (Xq  - -  1) = ~q(X ' ) ;  
on remarque alors que si m est impair q~2~(X) : ~b~,(--X)(cela d6coule 
imm6diatement du fait que si oJ est racine primitive m iem~ de l'unit6, 
--oJ est racine primitive 2m ~m~ de l'unit6). Ensuite s iv  : 1--[~/, Pet  
n = m 9 v, on sait que q~n(X) ~ qb~(Xm), ce qui ach6ve la v6rification. 
Nous allons situer cette propri6t6 darts le contexte de cet expos6 de 
deux mani6res diff6rentes. La premi6re consistera h la faire apparaitre 
comme une application du Corollaire 5 du Th6or~me 1 de la Partie I, 
la deuxi6me consistera ~t d6montrer une propri6t6 plus g6n6rale. 
Le premier point sera 6tabli par la v6rification de la Propri6t6 11. 
PROPRII~TI~ 11. Si (p, m)= 1, ~(X  ~*) est un dldment de support 
minimal du module @m(X ~*-~) Z[X]. 
Notonsft (X)  = ~,m(X)q~,-1,~(X).. .  ~b , , (X ) :  q>m(X~') 
(Corollaire 1). Montrons le pour t = 1. 
On a dans ee cas f l (X) = qb~m(X)~,,(X) = ~m(X~). 
f0(X) = ~m(X). Soit done v(X)v& 0 et v(X)= q>m(X)g(X) avec 
s(v(x)) c s(A(x)) .  
v(X) est alors n6cessairement de la forme w(X~) et l 'on a 
s(w(x)) c s(fo(x)). 
Mais s ip  est premier ~t m, l 'application oJ ~-~ eo~ est une permutation de 
rensemble des racines de q>m(X). Done b racine de ~O,,(X)~:> ~/brac ine 
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de ~m(X) => ~/ff racine de v(X) ~ b racine de w(X). Puisque 
s (~(X) )  D s(w(X)), w(X) a un nombre de racines inf6rieur ou 6gal, donc 
6gal h q)~(X), w(X) n'a donc pas d'autres racines que celles, toutes dis- 
tinctes, de qbm(X) et ces deux polyn6mes ont proportionnels. Donc: 
s(w(X)) = s(q),,(X)) et s(v(X)) = s(fl(X)). 
Soit alors: 
t > 1 et vt(X) = ft_l(X) gt(X) et s(v~(X)) C s(ft(X)). 
Alors vt(X) = w,(X~'), mais puisque ft_~(X) = ft_~(X~'), 
w,(XO = A_~(x~) g,(X). 
Z 6tant int6gre, on a alors gt(X) = ht(XV), et on peut 6crire: 
wt(Y) = ft-2(Y) ht(Y) et s(wt(Y)) C s( fH(Y)) .  
Par l'hypoth6se de r6currence, w,(Y)est alors proport ionnel ~t ft-~(Y) 
et vt(X) = wt(X ~) est proport ionnel h ft_ l(X v) = ft(X). 
Puisque ~m(X ~/) a son co6fficient directeur 6gal ~t 1, lorsque 
~,~(x~' - ' )  9 _z[x] 
est unimodulaire, q~m(X ~*) est un g6n6rateur de ce module et par le 
Corollaire 5 du Th6or6me 1 du Partie I, il nous reste h d6montrer que 
pour tout t E _N, le syst~me (X*q~,,,(X~))~>~o est totalement unimodulaire 
lorsque m est de la forme 2~q s, l, s e _N. En effet qb~,m(X) q~(X  ~*-~) est un 
g6n6rateur du module q~,~(X ~- )  Z[X] et les composantes de ce g6n6rateur 
dans la base (X@,~(X~*-~))~>~o sontpr6cis6ment les co6fficients de #~,,~(X). 
Par la Propri&6 9, il suffit de d6montrer que (X~q),,(X)),>~o est un 
syst6me totalement unimodulaire, s im = 2~q ". 
Par cette m~me Propri6t6 9, il suffit de le d6montrer pour m = 2q, 
puisque: 
(I)2lqS = Cl~9.q(X 2l-lqs-1) lorsque l > 1 et s > 1 
et que nous avons d6jh montr6 que le syst~me (X~qb,,,(X)),>~o esttotalement 
unimodulaire lorsque m = p~, p premier, r > 0. 
On a qi~q(X)q)2(X) = ~2(X0 ou bien, puisque q > 2, 
~2q(X) = (1 + X~/1 + X) = ~ (--1)'X', 
i<q  
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On v6rifie alors imm6diatement que 
( -  1)~,~Xir 
est l'ensemble des lignes d'une matrice d'incidence de chaines d'un arbre 
dans un graphe. Cette matrice est totalement unimodulaire, par la 
Propri6t6 8. C.Q.F.D. 
Abordons alors le deuxibme point. 
Soit Az la Z-alg~bre Z[X]/(X ~ -- 1) Z[X] et A o la (2-alg~bre 
~[x] / (x .  - 1) ~[x]. 
Nous noterons _~ la classe de X dans Az ou dans A o . Si s[ n, nous 
notons G,,8 le polyn6me X '~ -- 1/X'~/~ -- 1. 
X '~ -- 1 6tant unital, si h(X) est le polyn6me de plus petit degr6 (il est 
unique) de la elasse h()s de Az ,  l'application c~:h()~)~ crh()~), off 
crh(X') est le n-uple des co6ffieients du polyn6me h(X) de degr6 
virtuel n -- 1, est un isomorphisme du Z-module Y/z sur Z ". Nous ne 
distinguerons done plus h(2~) de cTh()~). La m~me remarque s'applique 
lorsque h(X)~ A o . De plus, si h(X)~ A oet  si h(X)est le polyn6me de 
plus petit degr6 de la classe h(2D, on pourra dire lorsque h(X) a ses 
eo6fficients entiers que h(X) a ses eomposantes nti~res. Si f(X) l X n -- 1, 
f (X )  unital ~ Z[X], et si h(X) ~f(X) Az ,  le polyn6me de plus petit degr~ 
h(X) de h(X) est de la forme f (X)g(X) ,  car f (X)  est le polyn6me non nul 
de plus petit degr6 de la r6union des classes de f(X') Az .  R6ciproquement, 
tout polyn6me h(X) = f (X)  g(X) ~ Z[X] de degr6 inf6rieur ~t nest tel que 
g(X) ~ Z[X] et est par consequent le polyn6me de plus petit degr6 d'une 
elasse h(X) de f (R )Az .  On peut done dire, puisque h(X:) est identifi6 au 
n-uple gh()s que f()~)Az est l'ensemble des 616ments de f()~)A o ~ eom- 
posantes enti~res. Ce pr6alable 6tant 6tabli, nous allons d'abord ~montrer 
le th6or~me: 
TI~OR/~ME 7. Soient et m deux diviseurs de n,f(X) =p'g'c'd(Gn .... Gn,~), 
g (X) :X  ~-  1If(X). M: f (X)Az  et m'  =g(X)Az .  Les Z-modules 
et 3~r' sont unimodulaires. M est la somme de Gn,m(~) Az  et de G~,t(3~)Az 
et M '  est le module orthogonal de ~ dans Z m. 
La somme des n-uples XtGn, s(J~)0~<~<n/8 est le n-uple qui a toutes ses 
composantes 6gales h 1. 
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est alors un syst~me totalement unimodulaire puisqu'il d6finit la matrice 
d'ineidence des sommets dans les ar&es d'un multigraphe bipartite 
(voir [1]). Si h(X) IX  n -  1, {)~ih()~)}0~i<~ sous-tend sur Q l'id6al 
h(X) A o de dimension le t  si h(X) ~ _Q[X] est unital, tout 616ment h 
eomposantes enti~res de h(X)A o a ses composantes enti~res dans 
{:~*h(:()}0~ ~< ~ qui est donc une base de h()?) Az .  On salt d'autre part que 
5: sous-tend sur _Q =f ( :~)A  oet  5: 6tant totalement unimodulaire, tout 
616ment h composantes entibres de f (X)A  o appartient au module sous- 
tendu sur Z par S:, en particulier les 616ments Xif(X), i ~> 0. Donc 
fO  ~) Az C G~,m(X) Az + G.( -~)  Az . Mais tout 616ment d'une classe de 
G~,,,~(X) Az + Gn.t(-~) Az C G,~.,~()~) A o + G~.t()~) Ao est de la forme 
f (X)  h(X) + (X" -- 1) l(Y), avec h(X), I(X) ~ Q[X]. Mais f (X)  est unital, 
comme produit de polynSmes cyclotomiques, done h(X), l (X)~ Z[X] et 
par cons6quent f (X )Az  = G,,,,,(J~)Az § G, (X)Az  est le module 
sous-tendu sur Z par S:. 
g(X) A o est l'espace vectoriel suppl6mentaire orthogonal de f (X )A  o , 
ear g(X) est r6eiproque (p.e.P. Camion, Codes Correcteurs d'Erreurs, 
Rev. CETHEDEC, n ~ sp6cial 1966). g(:~) Az 6tant le module orthogonal 
d'un module unimodulaire st unimodulaire. 
COROLLAIRE 1. Si t et m divisent n, le plus grand commun diviseur f (X)  
de G~.~ et de G~,t a ses coefficients non nuls inversibles dans Z, 
COROLLAIRE 2. S in  = mt, (m, t) = 1, 
f (X)  = (X" -- 1) (X -  1)/(X ~ -- 1)(X * -  1). 
et g(X) ~- (X ~ - -  1)(X* -- 1)/X -- 1,f()?) Az et g()~) Az sont unimodulaires. 
Le Corollaire 2 g6n6ratise un r6sultat de H. Mann (On Linear Relations 
between Roots of Unity, Mathematika 12 (1965), 107-117. En effet 
ce dernier r6sultat exprime dans un langage diff6rent de celui-ci que 
~2~q(X) Az  est unimodulaire; or dans les conditions du Corollaire 2, 
f(---~) A z est unimodulaire, donc ~q(X)  A z et ~q(X)  A z = ~q( - -  X)A z 
sont unimodulaires. De plus s in  = 2*p~q s, ~.(X) = ~b2~q(Xn/2~q ), done 
q),~(X) Az est unimodulaire, comme somme directe de modules unimo- 
dulaires. 
COROLLAIRE 3. Darts les termes du Thdor&ne 7, si h(P~)f()~ u) a ses 
composantes >/0, h(~f( -~")  = k(X) Gn,~(X") Jr I(X) G,~.,.(-~"), oit k(-~) 
et l(X) ont leurs coefficients >10. 
Nous verrons dans la Partie III que le c6ne des 616ments ~0 d'un 
MODULES UNIMODULAIRES 339 
module unimodulaire M est sous-tendu sur Z § par les 'g6n6rateurs ~0 de 
M. Un examen des cocircuits [1] du graphe d6fini par 
{XiG,,t}0~<~<,~/~ et {XJG,,m}o<s<ml~ 
montre que ces derniers 616ments sont les seuls g6n6rateurs ~0 def(X) Az .  
Le Corollaire 3 g6n6ralise un r6sultat de N, G. de Bruijn (On the 
Factorization of Cyclic Groups, NederL Akad. Wetensch. Proc. Ser. A. 56, 
1953) que l'on obtient en faisantf(X) = q~q(X). 
IH. MODULES UNIMODULAIRES ORDONNI~S 
1. D~finition 
Consid6rons un S-module G, off S est un sous-anneau commutatif 
de l'anneau des endomorphismes du groupe sous-jacent de G. Si le 
groupe sous-jacent de G est ordonn6, de m~me que S, et si l'ensemble Q
des 616ments positifs de S est contenu dans l'ensemble des endomorphismes 
croissants du groupe sous-jacent de G, G est un S-module ordonnd. 
II est clair que si G est un S-module ordonn6, G r (voir chapitre I) est 
un S-module ordonn6. Si p r  est l'ensemble des 616ments positifs de G r, 
il est 6galement imm6diat que tout sous-module L de G rest  un S-module 
ordonn6, l'ensemble des 616ments positifs du groupe sous-jacent de L 
&ant L n pr.  En particulier les sous-modules unimodulaires de G ~" sont 
des modules ordonn6s. Comme dans la Partie I, nous dirons par simplicit6 
"le groupe G (resp G r, L)", pour le "groupe sous-jacent de G (resp G r, L)". 
EXEMPLES. (1) Si G est un groupe filtrant, le _Z-module G est un 
module ordonn6. 
(2) Si S est un anneau ordonn6, S[X] est un S-module ordonn6, si tout 
6Mment positif du groupe SIX] est un polynSme dont le terme non nul 
de plus haut degr6 a un coefficient positif, par exemple. 
PROPOSITION 1. Soit Gun S-module oft le groupe sous-jacent de G est 
filtrant. G est alors un module ordonnd pour la structure d' ordre de S ddfinie 
par l'ensemble Q de ses dlgments qui sont des endomorphismes croissants 
du groupe filtrant G. 
Soit P l'ensemble des 616ments positifs du groupe G; on a QP C P, 
par hypoth~se, et en vertu de l'axiome de distributivit6 h droite d'un 
module ~t gauche, Q + Q C Q. Par l'axiome d'associativit6, QQ c Q. 
Montrons que Q ~ ( -Q)  = {0}. Supposons en effet que ~ ~ Q et -A  E Q. 
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On a alors pour tout x dans P, Ax e Pet  ( - -~)x  =- -hx  e P;  done 
Ax e P n ( - -P)  et )tx = 0, puisque le groupe G est ordonn& Mais G est 
un groupe filtrant, et tout 616ment y de G est la diff6rence de deux 616ments 
positifs y '  et y", done )ty = 2(y' -- y") = 0 --  0 = 0; d'ofi ~ = 0. S est 
done un anneau ordonn6 et l'ensemble de ses 616ments positifs est contenu 
dans l'ensemble des endomorphismes croissants du groupe G. 
Darts tous les S-modules ordonn6s G r que nous considbrerons S sera 
totalement ordonn& G sera r6ticul6, done filtrant. Les sous-modules de G r 
auront des groupes sous-jacents dont on pourra simplement dire qu'ils 
sont ordonn6s. 
2. Le Thdorkme de Compatibilitd 
Nous reprenons ici un r6sultat de [5] avec une 16g~re modification: ce 
qui a 6t6 d6montr6 en [5] 6tait relatif aux _Z-modules unimodulaires de G r, 
Y rink Ici _Z sera remplac6 par un anneau commutat i f  S quelconque. 
Reprenant, avec une 16g~re modification, les axiomes de A. Ghoui la-  
Houri  [12], consid6rons une famille O/de parties de G satisfaisant: 
I i : Xe~ ~ o~Xc~,  VacS* ,  
I 2 :Xe6~et  Yc~=>X+ Ye~,  
I3: xc  Xet  Xe~ => {x)~ 6~, 
/4 : Toute famille finie d'616ments de ~ qui se reneontrent deux h deux 
a une intersection on vide. 
Si A est une matrice n • m totalement unimodulaire dans S, l'ensemble 
{x lxEG "~etAx=b)  
oh b e G '~ est obtenu par translation d'un module unimodulaire L ' ;  nous 
le nommons varidtd unimodulaire. Soit L le  module unimodulaire ngendr6 
par les lignes de A, done orthogonal ~t L'. Soit encore Y ----- {1 ..... m}. 
TH~OR~ME 1. Soit (l~)j~r une famil le d'dldments de 0[. La varidt~ 
unimodulaire {x [ x ~ G r et Ax  = b} rencontre (l~)j~r si et seulement si 
pour tout gdndrateur unitaire u = ~~.l<~i<~n tiA* de L, 
tib i e ~ u~l"j. 
l~ i~n j~Y  
Le th6or~me st vrai pour m = 1. Supposons-le vrai lorsque A est une 
matriee n • (m-  1), n quelconque, et montrons qu'il est encore vrai 
lorsque A est une matriee n • m. 
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1. La  condit ion est ndcessaire. Soit /" = (P;)isr et U un ensemble 
repr6sentatif de g6n6rateurs unitaires de L. En notations matricielles, on a: 
impliquent 
b =Ax,  x~l"  et tA =u,  ueU (1) 
tb = tAx  = ux  ~ ~ u jF j .  (2) 
je Y 
2. La  condit ion est suffisante. Soit A une matrice totalement uni- 
modulaire n • m. Nous savons, par la d6monstration du thdor6me 1 du 
ehapitre I que L est engendr6 par les lignes d'une matriee 6chelon totalement 
unimodulaire t on peut done supposer que la colonne Am de A est une 
eolonne unit6 et que A~ ---- 1. 
I1 est 6galement imm6diat que l 'on peut supposer que pour tout u ~ U, 
um= 1 ou u,~ = 0. Soit U1 l'ensemble des u de U avec um = 1 et U 2 celui 
pour lequel um = 0. 
Soit B la matrice obtenue en supprimant la colonne Am de A. Nous 
aurons prouv6 la th~se lorsque nous aurons montr6 qu'il existe ~ c F,, et: 
x e (r;);~y_~.,~ (5) 
avee 
Bx = b - -  ~A~ . (6) 
Nous savons par le eorollaire de la Proposition 2 de la Partie 1 que 
zrr_(~) U contient un ensemble repr6sentatif de ~rr_{m i L. Or, pour tout t 
tel que tA  = u ~ U2, 
t(b - -  ~Am) = tb E ~. u~l"~ -t- u,~l"~ -= ~ u j I ' j  . (7) 
j<m j<m 
Done si nous pouvons prouver qu'il existe a dans/ 'm tel que pour tout t 
avec tA = u ~ UI , on ait: 
tbe  ~ u~-P~-t-o~ (8) 
j<m 
nous aurons, par l'hypoth~se de rdcurrence, d6montr6 (5), (6) puisqu'alors: 
t(b - -  aA,~) = tb - -  a e ~ uj l~j , pour tout tA  ---- u e U1. (9) 
j<m 
Or (8) est 6quivalent h: 
n 
U~U 1 ~ <W'6 
(10) 
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off, comme pr6c6demment, tA ---- u. 
Mais, par hypoth~se, on a : 
tA = u~ UI =~ --I',~ n ( ~<, ujf'~ -- tb) (11) 
Mais la famille des 616ments /~  et ~j<~ ufl-'~ -- tb lorsque tA = u 
parcourt U1 est finie et chacun de ses 616ments est un 616ment de ~. Done, 
en vertu de I~, il nous suffira pour prouver (10), par (11), de montrer que: 
0 (~< u~F j - - tb )@(a  (12) 
~A=u~ U1 j 
Soit D la matrice obtenue en supprimant la premiere ligne v de A et d 
l'616ment de G "-1 obtenu en supprimant la premibre composante de b, 
c'est-g-dire celle correspondant ~t la ligne v de A. U2 est un ensemble 
repr6sentatif du module qui est engendr6 par les lignes de D, et par 
l'hypoth~se de r6currence, il existe x ~ (T'~) avec T'~ = T'~ pour j  < met / '~  
616ment arbitraire de 0/, tel que: 
Dx = d (13) 
Soit x* ~ (/'~)~x et v6rifiant (13) pour T'~ = {0}. 
Faisons alors f '~ = {b 1 --  Alx*}. 
Pour ce nouveaux (/'~)j~r et la solution correspondante x de (13), on a: 
x c (P;)j~r et Ax = b. (14) 
Done par la condition n6cessaire du th6or~me, 
tA=u~ U 1 j 
ce qui prouve (12), done la th6se. 
EXEMPLE 1. Soit Gun  S-module ordonn6 pour lequel le groupe G est 
rOticul6 et S est totalement ordonn6. Soit 6'{ la famille de parties du 
groupe G eonstitu6e des intervalles de la forme [g', g"], [--oo, g], [g, +co] 
et G. VOrifons l'axiome Ix 9 [g', g"] peut 8tre 6cdt ({g'} + P) c~ ({g"} --  P). 
Si ~ ~ S*, ~ e Q ou c~ e - Q puisque S est totalement ordonn6. 
Soit o~Q.  On a ~PCP.  Si geP ,  comme o~ - leQ,  ~- lgep ,  done 
~P = Pet  ( -~)P  = - -P.  Mais G ~ ~G 6tant bijective: 
~[g', g"] = ({~g'} + ~P) n ({c~g"} -- ~P) = [~g', ~g"] si a ~ Q 
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et 
[oLg",o~g'] si o~ ~ -Q .  
V6rifions l'axiome 12. Suit 
/,, = ({g'i} + P) n ({g~'} -- P), i = 1, 2. 
Montrons que 
/,1 +/ ,2  = ({g'l + g'~} + e)  c~ ({g; + g~} - P) = [g'l + g'2, g;' + g~] 
Tout 616merit de /,1 (resp. /,2) est de la forme g~ +f~ ,f~ e P (resp. 
g~ +f2' ,f2'~ P) doric tout 616ment de _r' 1 +/ '2  est de la forme 
g'~ + g'2 + f ;  +s  ~{g~ + g~} + e. 
On voit que /'1 +/ '2  est 6galement contenu dans {g~' + g~'}- P. 
L'applieation G ~ {g} + G 6tant bijective, on a: 
/,~ +/ '2  D (g'2} +/ , t  = ((g'~ + g'2} q- P) n ({g~ + g~} -- p) (16) 
et 
/'1 +/ , ,Z  ({g'~ + g~} + P) c~ ({g~ + g~} -- e). (17) 
/,~ +/ '2  contient donc l'intersection des deuxi6mes membres de (16) et 
(17). Mais(g~ +g~} + PC{g~ +g~} + Pet{g~ +g~} -- PC{g~' +g~} -- P. 
Dans ce cas, la v6rification est achev6e. 
Notons que P - -  P = G, donc [--o%g~] + [g2 + ~]  = G; 
[g~, ~]  + [g2, oo] = {g~ + g2} + e;  
[-- ~,  gl] + [-- c~, g2] ---- {gl + g2} -- P 
I1 est d'autre part 6vident que: 
[g'l,g;] + [g2, + 001 = [g'l + g2,g~ + g2] + P = {g~ + g2} + P; 
de m~me: 
[g't, g~] + [-- 0% g2] ---- {g; + g2} -- P" 
V6rifions l 'axiome/4. Si l'un des/ , ,  de la famille finie est r6duit hun  
616ment de G ou est G lui-m~me, /4 est vrai. Puisque dans l'hypoth6se, 
les/ , ,  se rencontrent deux ~t deux, il suffit de consid6rer une famille finie 
de la forme: 
{{g~ + P,..., {g~} + P, {g~) -- p ..... (g~} -- p.} 
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{g~} + P et {g~} -- P ayant un 616ment en commun, on a g~ ~< g]. Rfei- 
proquement si 
g ~< g~, v j, g E {g;) - e ,  vj. 
Mais: 
done 
t sup gi ~ gj ,  Vj; 
sup g~ E (N ({&} -}- P)) n (Q ({g~} -- P)). 
Le Th6or~me 1 peut done s'appliquer h l'espace vectoriel G r sur _R, 
~Y fini off G est le groupe r&icul6 des fonctions num6riques continues 
d6finies sur un intervalle de _R, ou bien le groupe r6ticul6 des fonctions 
num6riques Lebesgue-mesurables, par exemple. 
L'exemple 1montre que le th6or~me de d6composition pour les groupes 
r6ticul6s [3] d6coule du Th6or~me 1. La v6rification en est imm6diate si 
l'on observe que le module L' est dans ce cas le module unimodulaire sur _Z 
des 1-cycles ur G (ou riots) d'un graphe orient& 
EXEMPLE 2. G est un S-module ordonn6 pour lequel le groupe G est 
totalement ordonn6 et S est totalement ordonn6. 0/est alors la famille 
des intervalles de G. 11 , 12 et Is se v6rifient ais6ment. V6rifions 14. Soit 
donc June  famille finie d'intervalles de 0/qui se rencontrent deux h deux. 
I1 faut montrer que (]r~'~J Pj 3& r 
Consid6rons la relation binaire: 
_F~R/'j .~ I1 existe un 616ment de/'~ qui minore tousles 616ments 
de /~,  ou 
I1 existe g ~ G tel que [-- m, g ]n / '~  = [-- ~,  g] n _f'j. 
On v6rifie que Rest  une relation de pr6ordre total sur J .  L'ensemble 
quotient de J par la relation d'6quivalence associ6e ~t Rest  totalement 
ordonn6 et il existe une classe d'intervalles qui majore toutes les autres 
classes, pour cette relation d'ordre. 
Soit /~k un 616ment de cette classe. Soit /'~ l'intervalle trouv6 de la 
m~me maniSre en consid6rant la relation R'. 
1-'~R'I-'j .r I1 existe un 616ment de/ ' j  qui majore tous les 616ments 
de /~i, ou 
I1 existe g ~ G tel que [g, m] n /~ = [g, m] n /~. .  
Soit alors g ~/'h n _Pv. Pour tout /~ r J ,  il existe g~ ~< g et g~' i> g. 
Done g ~ N/ '~J / ' i  9 
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REMARQUES. I1 est important de noter que les intervalles sont ici 
quelconques. Par exemple si G ---- _Q, l'intervalle ]x/2, + oo [ de_Q appartient 
~t la famille O, bien qu'il n'existe pas d'infimum dans Q. 
Lorsque G ---- S ---- R le Th~or~me 1 est plus precis que le corollaire 
du th6or6me de Hahn-Banach obtenu en consid6rant _R ~ et un convexe 
ouvert de _R '~ qui soit un pav6. En effet, dans ce cas le th6or~me 1 n'exige 
pas que (Fj)j~r soit un pav6 ouvert et l'ensemble des hyperplans contenant 
la vari~t~ lin~aire {x I x ~ _R TM et Ax = b} que l'on a ~t consid6rer est fini. I1 
est int6ressant de constater que le th6or~me de d6composition pour les 
groupes r6ticuMs est apparent6 au th6or~me de Hahn-Banach. 
3. Corollaires du Thdordme de Compatibilit~ 
3.1. COMPATIBILITE DE SYSTf~MES D'INEGALITES LINEAIRES. Le 
Th6or6me 1 et les exemples 1 et 2 vont nous permettre de situer ~t ce que 
nous estimons ~tre leur meilleur niveau de g6n6ralit6 et avec les hypotheses 
les moins exigeantes, quelques propri6t6s des systbmes d'in6galit6s 
lin~aires dans _R. Notons que la famille ~ de l'exemple 1 est contenu 
dans la famille 0/de l'exemple 2. 
Le c~ne sous-tendu par un ensemble E de vecteurs de Sm~__ S r est 
l'ensemble des vecteurs de la forme ~E~E~iE  i o~ les ~e parcourent 
ind6pendamment la partie Q constitu6e des 616ments positifs de S. Soit G 
un S-module ordonn6 oh le groupe sous-jacent de G est r6ficul6 et S 
totalement ordonn& Soit A une matrice n • m totalement unimodulaire 
sur S. 
COROLLAIRE 1. Le systOme d'indgalitds lindaires Ax  ~ b, x ~ G ~ est 
compatible si et seulement si tout syst~me minimal A x lindairement ddpendant 
de lignes de A dont le cdne contient l'origine vdrifie la condition: 
t>/0  et hA t ~ 0 =~ hb l >/ O. (i) 
Si A est totalement unimodulaire, [A,/] l'est aussi. En posant z = [~], 
le Corollaire 1 est une cons6quence du Th6or~me 1 dans lequel la vari6t6 
unimodulaire st: 
M={z Iz~G "+"et  [A, I l z  =b} (2) 
et le pav6 F : (F j )~<j~+. est: 
F : (z  I z ~ G m+" et y ~> 0}. (3) 
Du fait que ~'P -- ~"P = G lorsque'a', a" E S* n Q, la condition que 
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doivent v6rifier les g6n6rateurs de L l'est toujours si l'on n'a pas simul- 
tan6ment  ~> 0 et tA = 0. Or les autres g6n6rateurs s'obtiennent pour 
les t  v6rifiant le premier membre de l'implication (1). La th~se d6coule 
alors de ce que o~'P + ~"P = P lorsque ~', ~" E Q c~ S*. 
COROLLAIRE 2. Le systOme d'in~galit~s lindaires Ax  ~ b, x ~ G m, x ~ 0, 
est compatible si et seulement si tout syst~me minimal form~ d' un ensemble A t 
de lignes de Aet  d' opposds des vecteurs unit~s de S ~et  dont le c6ne contient 
l" origine vdrifie: 
t ~> 0 et tlA I >~ 0 => tlb ~ >~ O. (4) 
Si l'on consid~re la matrice totalement unimodulaire [-a/] dans l'hypo- 
th6se du Corollaire 1, on obtient le CoroUaire 2. 
4. L'Algorithme de Dantzig 
4.1. INTRODUCTION ET DI~FINITIONS. Nous n'expliciterons pas l'algo- 
rithme de Dantzig. Cependant les preuves constructives que nous 61aborons 
l'utiliseront et son int6r~t sera de la sorte soulign6. Les r6sultats de Charnes 
et Wolfe sur l'6vitement de la "d6g6n6rescence" seront int6gr6s dans nos 
ddmonstrations. 
Nous allons 6tablir le lemme de la partition qui g6n6ralise le lemme de 
Minty de la Th6orie des graphes. 
Soit A une matrice 6chelon ~t coefficients darts S dont la sous-matrice 
obtenue en supprimant sa premibre ligne est totalement unimodulaire. 
Nous nommons module semi-unimodulaire module sur S engendr6 par les 
lignes de Aet  A est une matrice ~chelon semi-unimodulaire. 
4.2. UNE BASE PRIVIL~GI~E. Ordonnons l'ensemble des indices ( i , j)  
des coefficients des matrices carr6es d'ordre n de la mani~re suivante: 
( i , j)  >/( i ' , j ' )  <:~ i < i' ou (i = i' e t j  ~<j'). (1) 
Le groupe additif des matrices d'ordre n h coefficients dans un anneau 
commutatif S totalement ordonn6 est alors totalement ordonn6; une 
matrice est positive si son coefficient non nul de plus haut indice est 
positif. 
Soit A une matrice 6chelon n • m semi-unimodulaire dans S, anneau 
totalement ordonn& Nous supposerons que la premiere colonne de A 
est le premier vecteur unit& 
Soit ~ la classe des inverses des matrices carr6es inversibles d'ordre n 
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extraites de la matrice [A, --A] et ayant pour premi&e colonne le premier 
vecteur unit6 et ~ '  C cg la classe des matrices telles que dans chaque ligne 
le coefficient non nul de plus grand indice est positif. 
THI~OR~ME 3. Si Test  la plus grande des matrices de ~', tousles coeffi- 
cients de toute colonne de TA ont le m~me signe. 
Soit B = TA; consid6rons l'ensemble des co]onnes de [B, --B] qui ont 
deux coefficients de signes oppos6s. Supposons que cet ensemble soit non 
vide et soit l le plus petit indice d'un coefficient non nul d'une colonne 
de cet ensemble. On a donc pour un certain j ' ,  B~, @ 0 et B~,B~, < 0 
pour un certain t > L D ----- [B, - -B]est  une matrice 6chelon, par hypo- 
th~se, de plus si B~, > 0 il existe une colonne D~, dans D, telle que D~ < 0. 
Soit x le n-tuple tranpos6 de (X n-l, X n-2 ..... 1) du groupe additif (S[X]) ". 
Ce groupe est isomorphe au groupe additif des matrices carr6es d'ordre n 
coefficients dans Set  cet isomorphisme transporte sur (S[X])" la structure 
de groupe totalement ordonn6 que nous avons d6fini ci-dessus. D'autre 
part S[X] est un groupe totalement ordonn6 off les 616ments positifs sont 
les polyn6mes dont les termes de plus hauts degr6s sont positifs. Soit 
alors s tel que: 
(Tx)"/D~ = min (Tx)t/D~ (1) 
D~>O 
et consid&ons la matrice: 
T, = 
1 . . -  0 . . .  0 
O1 t s  --D/D~ 0 
llb~ 
o o --D~"/D;. ~ ] 
T (2) 
T'[A, --A] 6tant une matrice 6chelon, nous allons montrer que T '~ cg,. 
I1 suffit pour cela de v6rifier que T'x a toutes ses composantes strictement 
positives dans S[X]. Par hypoth~se, Tx a toutes ses composantes stricte- 
ment positives et pour tout t < I on a (T'x)* = (Tx) ~. Pour t ) let  t @ s. 
(T' x) t = (Tx) t -- Dj*(Tx)"/Dfl. (3) 
Si D~* ~< 0, l'assertion est v6rifi6e puisque (Tx)~/Dfl > 0 et si D /es t  >0, 
elle l'est 6galement, par (1) et du fait que l'on ne peut avoir (Tx) t = 
D/(Tx)"/Dfl pour t 3& s, puisque T est inversible. De plus, la premi&e 
colonne de T'  est le premier vecteur unit6, puisque s > l. 
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Mais, D~ est strictement n6gatif et (Tx) ~ a ses coefficients non nuls 
inversibles (s > l), (T'x)  ~ est donc sup&ieur ~t (Tx) ~, dans S[X]. Cela 
prouve que T' est sup6rieur ~t T dans ~'.  
COROLLAIRE 1. Dans un module semi-unimodulaire M de S "~, on a 
toujours l'une des deux possibilitds suivantes qui s'excluent mutuellement. 
(1) A 1 <~ j ~ m correspond un gdndrateur u ~ 0 de M avec uj > O. 
(2) Ace  j correspond un gdndrateur v ~ 0 du module orthogonal M'  de 
M tel que v~ > O. 
APPLICATION. La matrice T du Th6or~me 3 est telle que l'on peut 
changer le signe de certaines colonnes de TA de mani6re h obtenir une 
matrice 6chelon dont les coefficients ont dans Q. Si A est une matrice 
dont les lignes repr6sentent les cycles 616mentaires d'une base de cycles 
616mentaires a soci6s hun  arbre d'un graphe (cf. [1]), la signification du 
Th6orbme 2 est la suivante: Dans tout graphe il existe une orientation des 
arcs et un arbre tel que tous les cycles dldmentaires associds ~ cet arbre 
soient des circuits pour cette orientation. 
Ce r6suttat est le seul de la th6orie des graphes ~t notre connaissance, 
qui ne semble pas pouvoir ~tre 6tabli sans l'aide de l'alg~bre; en effet 
l'argument de la preuve du th6orbme 3 utilise un prolongement naturel 
de la structure d'ordre de S sur S[X]. 
REMARQUE. Du point de vue du calcul, la matrice T s'obtient sous la 
forme d'un produit de matrices pivots, comme le montre la preuve du 
Th6orbme 3. Cependant, il est clair que l'on obtiendra Fun des deux 
g6n6rateurs u ouv  du corollaire avant d'avoir achev6 la construction de 
la matrice T. Plus pr6cis6ment, on obtiendra, lors d'une 6tape de calcul, 
une matrice T", inverse d'une sous-matrice d'ordre n de A (et non de 
[A, --A]) telle que T"A a pour premiere ligne un vecteur ~0 ou bien a 
une colonne ~<0. 
4.3. LE LEMME DE LA PARTITION. Ce lemme est la g6n6ralisation du 
lemme de Minty, bien connu comme outil de d6monstration en th6orie 
des graphes [2]. Nous avons d6jh d6montr6 en [5] une premibre g6n6rali- 
sation de ce lemme, dans le cas des modules unimodulaires sur Z. 
4.3.1. Lemme de la partition pour un module semi-unimodulaire. Soit S 
un anneau totalement ordonnd. Soit M un sous-module semi-unimodulaire 
de S I" = S ~. Y = ]11 u Y~ w Ya une partition de Y avec Y1 :/: ~. Soit 
j E Y1. On a toujours l'une des deux assertions uivantes, qui s'excluent 
mutuellement. 
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(1) II existe un gdndrateur u de M avec us > O. u~ >/0 pour tout i ~ Y~ 
et u~ : 0 pour tout i dans Ya. 
(2) II existe un gdndrateur v de M' ,  module orthogonal de M, avec 
v~ > 0; vi >/0 pour tout i ~ I"1 et vi : 0 pour tout i dans Ya . 
Soit A la matrice 6chelon n • m d6finie en 5.1, dont les lignes engen- 
drent M. Soit r I le plus grand ordre d'un d6terminant non nul de A {~}Ur~ 
et ra + r2 le plus grand ordre d'un d6terminant non nul de A rlUv.. I1 est 
alors 6videmment possible d'obtenir, par transformation unimodulaire 
gauche de A, une matrice 6chelon B de la forme: 
J Y3 Y~ - { J}  '(2 
l \ / \ / 
t ,O  . . . .  O ,  
0 1 
r I 
o I 
l ~ 
r2 0 
0 
0 0 
0 0 
0 t .  
0 0 0 0 
0 4 
De plus, par la remarque qui suit le Th6or~me 3, il est toujours possible 
de construire cette matrice B de mani6re telle que si sa premi6re ligne a 
une composante strictement n6gative dans Y1-  {J}, alors il existe une 
colonne v* de B ayant son indice dans Yx --  {J} telle que Vl* < 0, v* ~< 0 
pour r  1+1 ~<i~<r l+r~.  
Si la premiere ligne u de B ne satisfait pas (1) et que u~ < 0 pour 
i~ Y1--{j) ,  on voit que la eolonne v* d6finit un g6n6rateur de M'  
satisfaisant (2). Si uk v r 0 pour k ~ I73 la colonne d'indice k de B d6finit 
un g6n~rateur v avec Vl > 0 et v~ = 0 pour tout i dans Y1 u Y~ - -  (j}; 
done v satisfait (2). I1 ne peut xister ~t la lois u et v satisfaisant (1) et (2) 
respectivement puisque ~r  u~v~ = 0 et que, pour tout i, u~ ou v~ est 
inversible. 
COROLLAIRE. Si tout gdndrateur u de M avec u s > 0 est tel que u~ n'est 
pas nul pour tout i dans }'3, il existe un gdndrateur v de M'  avec v~ ~ 0 
et v~ : 0 pour tout i dans 2"1 u Y~ -- {j). 
4.3.2. Lemme de la partition pour un module unimodulaire. Nous 
582/4/-4 
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allons d'abord d6finir de fa~on plus large que dans la partie I la notion 
de module progressivement fini. 
Soit F = (Fj)j~ r un pav6 de S r. Un module unimodulaire M de S r* 
est progressivement fini sur une partie Y' de Y et selon F si pour tout 
j e Y' l'ensemble des g6n6rateurs unitaires de M n F ayant une com- 
posante d'indice j non nulle est fini. 
LEMME DE LA PARTITION. Soit I11 w Y2 u Ya une partition de Y oft 
Y1 =/~ r est fini. Soit F = (Fi)i~r un pavd de S y ddfini par 1-'~ = Q, V i ~ ]11 
et Fi = S, V i ~ Y~. w II3. Soit M un module unimodulaire de S r*, progres- 
sivement fini sur Y1 selon F. Pour tout j ~ I11, on a toujours l' une des deux 
possibilitds uivantes qui s'exeluent mutuellement. 
(1) II existe dans M un gdndrateur u avec u s strictement positifs, u~ >~ O, 
pour tout i E I11 et ui = O, pour tout i ~ Y3 . 
(2) I1 existe dans le module orthogonal M '  de M un gdngrateur v avec vj 
strictement positif, v~ >~ 0 pour tout i ~ I71 et v~ = 0 pour tout i ~ I12 9 
Soit J la r6union de Y1 et des supports des g6n6rateurs de M qui 
appartiennent ~F et qui ont leur j i~  composante non nulle. J est fini, 
par hypoth6se. S'il n'existe pas un g6n6rateur u dans (HsM) n 1-" ayant sa 
composante u* strictement positive et ses composantes ui nulles pour 
i ~ Y3, il existe un g6n~rateur v* de HsAsM" qui a ses composantes nulles 
dans I"3, >~0 dans Y1, et tel que v[ est strictement positif. Mais, par 
hypoth6se, il correspond/~ u*, s'il existe, un g6n6rateur u de M appartenant 
it AsM avec Hsu = u* et qui par cons6quent satisfait 1. Sinon v* est 
l'image par Hs d'un g6n6rateur v de M '  satisfaisant 1. 
1 et 2 s'excluent mutuellement car deux g6n6rateurs atisfaisant 
respectivement 1 et 2 ne peuvent pas &re orthogonaux. 
5. Modules Unimodulaires Filtrants 
Notons P+ la partie P --  {0} de G. Le groupe G est totalement ordonn6. 
S est totalement ordonn6. G vest  donc r6ticul6, pour toute famille Y. 
Nous allons 6tudier les sous-modules unimodulaires filtrants de G Y*. 
COROLLAIRE 3. (du Th6or6me 1). Soit L un module unimodulaire de 
G r*. Pour toute partiefinie J de Y, il existe x ~ p+s n I I j L  si et seulement 
si 1-I~AIL', (oft L '  est le module orthogonal de L dans G r*) n'a pas de 
gdndrateur dans Q~. 
On sait en effet par la proposition 3 de la Partie I que HsA~L' est le 
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module unimodulaire orthogonal de 1-1sL. Le corollaire d6coule alors du 
Th6or~me 1 de la Pattie 1 et du Th6or~me 1 de cette pattie, exemple 2. 
Soit Sun  anneau totalement ordonn6 et L un sous-module unimodulaire 
de G r*, Y ensemble quelconque d'indices, o/1 G est un groupe totalement 
ordonn6. 
PROPOSITION 2. Tout vecteur x non nul de pr  n Les t  une combinaison 
lindaire positive de gdnOrateurs appartenant d QY qui ont leurs supports 
contenus clans s(x). 
Soit J le support de x. Consid6rons alors le module 17[jAjL et son 
orthogonal L~. I1 n'existe aucun g6n6rateur  de Ls ayant toutes ses 
composantes positives, car on devrait avoir" 
vjxj = 0 avec vjxj >~ 0 = V je  J et v =/= O. 
j~J 
Par le lemme de la partition, il existe alors un g6n6rateur u de L h 
composantes non n6gatives qui a son support contenu dans s(x). Soit 
alors: 
0 ----- min x /u j .  
u~>O 
x -- Ou est un vecteur h composantes non n6gatives de L qui a au plus 
Card( J ) - -1  composantes positives et puisque Jes t  fini, on a 
x --- Ou + O'u' + ... + O"u". 
PROPOSITION 3. A tout vecteur x non nul de L correspond un gdndrateu r 
u de L avec s(u) C s(x) et u~x~ > O, pour tout j dans s(u) et x est une com- 
binaison lindaire d coefficients positifs de tels gdndrateurs. 
La Proposition 2 implique la Proposition 3. Le S-module G peut en 
effet ~tre ordonn6 de deux mani~res naturelles. Si Pes t  la pattie positive 
du groupe G, on a 6galement - -P  q- ( - -P)  = --P.  Donc - -P  peut ~tre 
prise pour pattie positive du groupe Get  Q pour partie positive de 
l'anneau S. Comme Q(-P )C-P ,  Q est encore contenue pour cette 
structure d'ordre du groupe G dans l'ensemble des endomorphismes 
croissants de ce groupe. G r pourra 8tre un produit de groupes ordonn6s 
tant6t par le choix de P, tant6t par le choix de --P,  et tout vecteur x est 
positif pour un de ces ordres. 
PROPOSITION 4. Si L, module unimodulaire de G m contient un vecteur 
dont chaque composante st dans P -  {0}, alors Les t  engendrd par ses 
gdndrateurs positifs. 
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Soit x le vecteur de l'hypoth6se t soient u', .... u" les g6n6rateurs dont 
le c6ne contient x (Proposition 2). Soit u~ la plus petite composante positive 
de u' ;  alors u'~lu ' a chaque composante >~ 1 et 
g(u '~ lu  ' --~ ...  -J- U~:-lU ") = y 
est un vecteur de L dont chaque composante sup6rieure ou 6gale h g /> 0. 
Pour prouver la th~se, il suffit de montrer que pour tout g~n~rateur v,
gv s'exprime lin6airement en termes de g6n6rateurs positifs de M. Soit v~ 
la plus grande composante strictement positive de v. Alors chaque com- 
posante de v-~lv est ~< 1. Donc y -- v~ivg >~ O. Mais la Proposition 2, 
y-  (y -  v-~lvg) est une combinaison lin6aire de g6n6rateurs positifs, 
donc vg 6galement. 
PROPOSITION 5. Pour tout module unimodulaire L de G TM avee HsL ~ {0} 
V JC  [1, m], il existe une structure d'ordre sur G TM qui en fa i t  un module 
ordonn~ et qui induit sur L une strueture de groupe filtrant. 
I1 existe un ensemble d'au plus m g6n6rateurs tel que pour tout j ~ J, 
on ait u s re: 0 pour Fun d'eux au moins. Puisqu'il y a dans L un vecteur 
ayant une composante non nulle au moins, montrons qu'il en existe un 
avec k composantes non nu/les au moins, k ~< m, s'il en existe un avec 
k -  1 composantes, non nulles. Soit x ce dernier vecteur et soit 
Xx = 0. Soit u tel que ua :/6 0. G 6tant totalement ordonn6, pour deux 
entiers naturels diff6rents n', n" on a n'uig :/~ n"uig lorsque ui ~: 0. Donc 
il existe n tel que x + n. ug ait au moins k composantes non nulles. 
Par la d6monstration de la Proposition 3, il existe une structure d'ordre 
sur le module G m tel que L contienne un 616ment dont toutes les compo- 
santes sont strictement positives, et par la Proposition 4 tout 616merit de L 
est la diff6rence de deux 616ments positifs pour l 'ordre induit. C.Q.F.D. 
THt~ORI~ME 2. Un sous-module unimodulaire L de G m est filtrant si et 
seulement si le module orthogonal L'  de L n'a pas de g~n&ateur >/0. 
Le th6or~me d6coule imm6diatement de la Proposition 4 et du 
Corollaire 3. 
REMARQUES. 1. Une propri6t6 bien connue en th6orie des graphes est 
une cons6quence de la Proposition 4: S'il existe un 1-cycle sur _Q ayant 
toutes ses cornposantes positives, il existe une base de 1-circuits. D'autres 
propri6t6s de graphes se trouvent g~n6ralis6es par les propositions 
pr6c6dentes [5]. 
2. Si M est un sous-module unimodulaire filtrant de S r*, il est n6cessaire 
que pour toute pattie J finie de Y, I I jM  contienne un vecteur qui a toutes 
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ses composantes strictement positives; en effet 1-1sM est filtrant, et h tout 
j ~ J correspond un g6n6rateur u avec uj strictement positif. Mais la 
r6ciproque n'est pas vraie. 
Consid6rons en effet le module unimodulaire (1 - -  X) _Z[X]. Y = _N et 
toute partie finie J de N correspond un n ~ _N telle que J soit contenue 
dans [0, n]. Or le polyn6me 
( l - -X )  (iq- I) X 
a toutes ses composantes strictement positives dans Je t  cependant 1 -- X 
ne peut pas ~tre la diff6rence de deux 616ments positifs f~(X)(1 - -  X) et 
fz(X)(1 -- X), car il n'est pas possible que f l (X) ~ Xfl(X). 
Le Th6or~me 2 6tablit que cette r6ciproque st vraie lorsque Y est fini, 
mais si Y est fini et si L n'est pas unimodulaire, cette r6ciproque n'est 
pas vraie non plus. Soit S : _Z[X] off Q est l'ensemble des polyn6mes 
dont le terme de plus petit degrd a un coefficient positif. Le module de 
S 2 engendr6 par x : (1, X -- 1) et y : (X -  1, 1) contient l'616ment 
(X, X) ~> 0. (X - -  1, 1) ne peut pas 6tre la diff6rence de deux 616ments 
positifs. Ils seraient en effet de la forme ax + by et a'x -k- b'y. On v6rifie 
que l 'on devrait avoir a = a'  et b : b' -t- 1. On en d6duit que 
a+(X- -  1 )b '+X- -  1 ~0 
et (X - -  1)a +b '  >/0.  D'ofl  a />(1 - -X )b '  -k 1 - -X  et a~Xa +b' .  
D'ofl encore 1 -- X - -  Xb' <~ Xa, ce qui est impossible puisque 
X + Xb' -k Xa a un terme constant nul. 
3. La Proposition 3 pourrait &re 6nonc6e comme suit: "L'intersection 
d'un module unimodulaire L de G r* et d 'un orthant de G res t  un c6ne 
engendr6 par les 616ments proportionnels aux g6n6rateurs de L qui se 
trouvent dans cet orthant". 
6. Le Thdor~me de la Dualitd 
Nous allons 6tablir, comme corollaire du Th6orbme 1, le th6or~me de 
la dualitY, bien connu en programmation lin6aire, dans le cas off le 
groupe G est le groupe addit i fd 'un anneau d'intdgrit~S totalement ordonng. 
I1 s'agit ici d'illustrer le Th6or~me l, car les r6sultats du n ~ 8 seront 
plus pr6cis. On consid~re le S-module S '~, et l 'on a: 
COROLLAIRE 4 (du Th6orbme 1). Soit A une matrice totalement 
unimodulaire n • m dans S et Pl -= {x ] x e S ~ et Ax <~ b, x >10}, 
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P2 = {t I t ~ S ~ et tA >j c, t ~ O} des polyOdres respectivement de S 'net S '~. 
Le maximum de cx est dgal au minimum de tb lorsque P1 et P2 sont non 
rides. Si P2 est vide (resp. P1 est vide), r image de P~ par la forme lindaire 
ddfinie par X ~ cx (resp. t ~ tb) est non bornde gt droite (resp. gt gauche). 
Soit • le corps des fractions de S. On sait qu'il existe sur S une structure 
d'ordre et une seule, induisant sur S la structure d'ordre donn6e, et pour 
laquelle g est un corps (totalement) ordonn& Consid6rons alors la matrice: 
D = 0, A, (5) 
D est totalement unimodulaire dans ~q, et l 'on peut utiliser le Th6or~me 1 
pour v6rifier la compatibilit6 du systSme: 
X,~+l --  cx = 0, xm+l ~> c~, (6) 
Ax<~b,  x>~0,  
off a est un 616ment ind6termin6 de S. 
Les g6n6rateurs du module unimodulaire M de ~q"+x engendr6 par les 
lignes de D sont des combinaisons lin6aires de la forme vD et, P1 6tant 
non vide, il suffit de V6rifier les conditions du Thdor~me 1pour les g6n6ra- 
teurs vD off la premiere composante v1 de v est 6gale ~t 1. Or, par le 
Corollaire 3 du Th6or~me 1 de ta Partie I, tout g6n6rateur de M est 
proportionnel h une ligne d'une matrice 6chelon, transform6e unimodulaire 
gauche de D. Tout g6ndrateur de M, ~ un coefficient pr6s, figure donc 
comme premiere ligne d'une matrice obtenue en transformant d'abord 
[0, A, I] en matrice 6chelon et en soustrayant de [1, --c, 0] (qui est un 
g6n6rateur de 3/) des lignes de cette matrice 6chelon multipli6s par des 
coefficients appropri6s de S. II existe done un ensemble repr6sentatif U 
de M off chaque g6n6rateur a ses coefficients non nuls clans S, puisque A 
est totalement unimodulaire dans S, et tout g6n6rateur de U qui n'a pas 
tous ses coefficients non nuls dans S* est de la forme vD, avec vl = 1 et 
v e S '~+1. On trouve alors comme conditions de compatibilit6s pour (6): 
v~=l  etv>~O~v[~]>~a.  (7) U~vD >~ O, 
On volt donc que si P~ est vide, (7) est toujours vrai et (6) est toujours 
compatible, pour tout a. 
Dans le cas contraire, le nombre de v satisfaisant le premier membre 
de (7)6tant fini, en ~crivant v = [v~, t] on voit qu'il existe un couple 
(t, ~) tel que tA >~ c, t >~ 0 et  tb = ~* tel que (6) est compatible pour 
eette valeur ~* de ~. 
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C'est celui pour lequel v[ ~ est minimum pour l'ensemble fini des v 
satisfaisant le premier membre de (7). 
Tout 616ment vD ~ 0, v~ ----- 1 appartient au sous-module unimodulaire 
de ~qm+~ sous-tendu par les lignes de D et est donc, par la Proposition 2; 
la somme d'616ments ~0 de ce module. Mais alors, tout v satisfaisant 
vD ~> 0, v~ = 1 et v ~> 0 est la somme d'un 616ment v' satisfaisant (7) 
et d'un 616ment v" = [0, t"] tel que v"D >~ 0 et v" >~ O. Mais puisque P1 
est non vide, il existe [y] ~ 0 avec [A, I][y] = b. Donc t"b = t"[A, I][y] ~ Q, 
et v[~] ~> a*. a* est donc bien le minimum de tb, t ~ P2 et a* est aussi 
la plus grande valeur de a pour laquelle (6) est compatible, donc la plus 
grande valeur de cx, x E P~ . 
7. Modules Ordonn~s ur Z - -Le  Th~orOme de Bernstein 
Nous ne donnerons dans ce num6ro qu'un seul th6or~me qui g6n6ralise 
le th6or~me de Bernstein et le th6or~me de Berge, g~n6ralisant lui-m~me 
le th6or~me de Gale et le th6or~me de K~nig-Hall. Le Th6or6me 3, comme 
le Th6or~me l, g6n6ralise le th6or6me de Hoffman, sur l'existence d'un 
flot, dans un graphe fini, ~ composantes dans des intervalles born6s donn6s. 
Soit Y une famille quelconque d'indices et 1" = (1"J)~'~r un pav6 de 
Z r off /'5 est born6, Vj ~ Y. 
Soit 1"' = (1"~)~'~r tel que 1"~ est le plus petit intervalle contenant {0} 
et l~j dans l 'ensemble des intervalles de Z ordonn6 par inclusion. 
THI~OR~ME 3. Soit M un module unimodulaire de. Z_ r* progressivement 
fini sur Y selon 1"'. Soit M '  le module orthogonal de M dans _Z r* et M" 
le module orthogonal de M '  dans Z_ r. Une condition n~cessaire t suffisante 
pour que M" rencontre 1" et que pour tout gdndrateur v de M '  l'intervalle 
~i~r vj1"~ contienne O. 
La condition n6cessaire d6coule imm6diatement de la Proposition 3 et 
du Th~or~me 1 de la Partie Ie t  du Th6or~me 1 de cette partie. 
Soit R la relation binaire d6finie sur Y par 
iRj ~ I1 existe un g6n6rateur u ~ M c~ 1"' avec uiuj :fi O. 
(Y, R) est un graphe dans lequel chaque ~omposante connexe est d6nom- 
brable, par hypoth~se. 
Soit (Y~, Ra-,)~L la famille des composantes connexes de ce graphe. 
Le th6or~me sera d6montr6 si nous prouvons que pour tout s ~ L il 
existe x ~ ~ M" tel que x~ ~1"j lorsquej ~ Y~ et x~ ---- 0 lorsquej ~ Y -- Y~. 
En effet, soit x le vecteur dont la composante xj est d6finie pour tout j de 
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la mani6re suivante: puisque j" e Y, il existe s e L tel que j e Y,, alors 
xr = x~. V6rifions que x ~ M". Soit vun  g~n6rateur de M' ;  s(v) a une 
trace non vide sur chaque Y~ d'une famille finie (Ys)~L 9 Soit t, cette 
traee; on a: 
Donc: 
E 1.)IX~ ~ E I)~XI s ~" Z ~1X~ ~ O, 
J~t s ~et s J~Y 
v~xr = Z ~ vjxr = O. 
j~ Y $~L~ j6t s 
I1 existe une bijection de Y, sur _N qui ordonne totalement Y~. Soit Ji 
l'intervalle [0, i] de Ys. A chaque i on peut faire correspondre i' tel que 
la r6union des supports des g6n6rateurs de M c~/"  qui ont au moins 
une composante non nulle dans J~ soit contenu dans J~,. 
A tout i ~ Y~ correspond un vecteur y~ ~ M tel que y~ ~ _P~. pour tout 
j dans J r  par la Proposition 3 de la Pattie I, et le Th6or6me 1, oh l'on 
consid6re le module orthogonal IIs~,M de Hs~,Aj~,M'. 
De plus, par la Proposition 2,/'/,~,y~ est la somme de g6n6rateurs de 
//s~,M qui ont leurs composantes d'indice j dans/ '~.  Dans cette somme, 
les termes qui ont au moins une composante non nulle dans J~ appartien- 
nent ~t Hsr La somme de ces termes est un vecteur, projection 
d'un 616ment de AjrcMC M dont chaque composante d'indice j ~ J~ 
appartient ~t/~.. Notons x ~ ce vecteur de M; par construction il a toutes 
ses composantes dans Y -  ITs nulles. Les/ '~ 6tant born6s, ~t tout j e Y~ 
on peut faire correspondre une suite extraite de (xq, soit (x ~) telle que: 
x~ = xif = xe V l, I' e_N et Vt <~ j
et que de plus 
x~ e _r't, vt ~<j. 
De plus, la suite correspondant h j q- 1 est extraite de la suite corres- 
pondant ~t j. 
Soit x 8 le vecteur d6fini par x~ = x~, V t ~ Ys et x~ = 0, V t e Y -- Ys. 
Montrons que x 8 appartient ~t M". 
Soit v un g6n6rateur de M '  et ts la trace du support de v sur I/8. Soit 
i - -  sup t~. Pour une valeur quelconque de j ~> i, la suite (x~9 qui lui 
correspond, est telle que: 
H XiO ~ H XQ ~- H X s. 
Ji J~ J~ 
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Puisque x ~o ~ Met  qu'il a toutes ses composantes dans Y -  Y~ nulles, 
0 --- Z VjXj 
i cY  heY  s 
hXh  
her  8 her  s he  ]'8 he  Y 
C.Q.F.D. 
LE TH~OR~ME DE BERNSTEIN. Soient E et F deux ensembles, e une 
injection de E dans F et ~- une injection de F dans E. Consid6rons le graphe 
({~} u {~} u E U F,/x), off/~ est une application multivoque, d6finie par 
tz(~) = E, /z(~7) = {a(~)} n {r-i(~/)}, pour tout ~7 E E, 
et /zF  = {~}. 
Y est l'ensemble des arcs de ce graphe, M est le module unimodulaire 
des flots presque nuls issus de ~ et se perdant en ~. /~i est l'ensemble 
r6duit h l'616ment unit6 pour tout arc ayant ~ ou ~ pour extr6mit6, 
/'~ ----- [0, 1] pour tout autre arc. I1 est clair que l'existence d'un flot dans 
M" c~ F d6montrera le thEor6me de Bernstein. Puisque tout arc du graphe 
appartient ~t chaque 616ment d'une famille finie de chemins 616mentaires, 
M est progressivement fini sur Y selon F ' .  La condition ~t vgrifier est que 
pour tout cocycle 616mentaire oJ d6fini par une partie finie de E u F on ait 
Z Z r, 0. 
i em + Jew-- 
Soit A C E et B C F. 
Pour ~o(A u B), on a: 
Mais 
et: 
et: 
d'ofi: 
/ ' i  = [0, Card(/zA --  B)] + [Card B] 
i em + 
/'~ = [0, Card(~-XB -- A)] + [Card A]. 
gem-- 
Card(/zA --  B) ~> Card/zA --  Card B ~> Card A --  Card B 
Card(/z -1 B - -  A) >/Card  tzB --  Card A >/Card  B -- Card A, 
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8. Le ThdorOme Fondamental de la Programmation Lindaire 
L' introduct ion dun  ~ 4 est encore valable ici. 
8.1. DI~FINITIONS. S est un anneau d'int6grit6 totalement ordonn& 
Soit A une matrice 6chelon n • m semi-unimodulaire dans un anneau 
totalement ordonn6 S[X]. S[X] est totalement ordonn6 de la mani~re 
suivante: un polynSme est posit i f  si le coefficient de son terme de plus 
haut degrd est positif. 
La matrice A est, pour  fixer les id6es, de la forme [I, B]. De plus, si la 
premibre ligne c de Best  de la forme xT~, off x = (1 ..... X ~-~) et off T1 est 
une matrice rx(m -- n) ~ coefficients dans S ayant un d6terminant d 'ordre 
m - -  n non nul, A est alors non ddgdndrde. 
Soit a/ors b = [bl ,  b'] un n-tuple de (S[X])" off b' est de la forme 
yT2,  off y = (1 ..... X s-a) et off T~ est une matrice A coefficients dans 
S = sx(n -- 1) ayant un d6terminant d 'ordre n - -  1 non nul. Une vari6t6 
lin6aire de la forme: 
V = {v [ v ~ (S[X])'* et Av T = b r} (1) 
est alors nomm6e varidtd semi-unimodulaire non ddgdndrde. 
Les d6finitions que nous avons pos6es nous permettent de d6finir une 
varidtd semi-unimodulaire non ddgdndrde duale de V. 
En effet la matrice [B, - -b  r] est de la forme 
et l 'oppos6e de sa transpos6e st: 
- -  O T 
Soit 
d = - -b l  et U = b' I . 
A lors la vari~t~ lin6aire 
V' ---- {v I v ~ (S[X]) ~ et Uv r = d} (2) 
est celle que nous avons annonc6e. 
Soit ~ la classe des inverses des sous-matrices T d 'ordre n inversibles 
de A dont la premi6re colonne est le premier vecteur unit6 et telles que 
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Tb r ait toutes ses composantes d'indices sup6rieurs hun  ~>0 et 
l'ensemble {(Tbr)l I TE ~}. 
Soit cg, la classe des inverses des sous-matrices T' d'ordre m -- m -k 1 
inversibles de U dont la derni~re colonne est le dernier vecteur unit6 et 
telles que T'd ait toutes ses composantes d'indices inf6rieurs h 
m -- n -k 1 ~ 0 et ~ l'ensemble {(T'd) m-~+l [ T' ~ f~'} 
TH~,OR~ME 4. Si Vet  V' rencontrent (respectivement) l'ensemble des 
dldments du treillis (S[X]) TM dont ies composantes d'indices >1 sont ~0 
(respectivement <m sont ~0),  il existe une et une seule matrice T~ 
telle que la premikre ligne de TA soit ~0;  il existe une et une seule matrice 
T'  e ~'  telle que la dernikre ligne de T 'U  soit ~0.  Test  la seule matrice de (~ 
pour laquelle (TbT) 1 est le plus grand dlFment de ~.  T'  est la seule matrice 
de (~' pour laquelle (T'd) ~-'~+1 est le plus grand ~Idment de ~' ,  et l'on a 
( TbT) 1 = _ (  T'd)~-~+ ~.
Soit Tune matrice de q~ telle que (TbT) x est le plus grand 616merit de ~.  
Par un argument analogue h celui utilis6 dans la preuve du Th6orbme 3 
(n ~ 4), la premiere ligne de TA est >~0, h moins qu'il n'existe dans TA 
une colonne ~<0. Mais h TA correspond une matrice T'U, oppos6e d'une 
matrice 6chelon et qui aurait une ligne ~<0. On voit que c'est impossible 
parce que V' rencontre l'ensemble des 616ments qui ont leurs composantes 
d'indice <m ~ 0 du treillis (S[X]) '~. Puisque TA est une matrice 6chelon, 
Tb r d6finit un 616merit v de V dont la premi6re composante est 6gale a 
(Tbr) ~ et dont les autres composantes sont non n6gatives. S'il existait une 
matrice T* ~ c~ avec (T*br) ~ ~ (Tbr) 1, l'616ment v* de V qui lui cor- 
respondrait aurait un support distinct de celui de v, v* -- v serait ortho- 
gonal h chaque ligne de TA et en particulier h la premiere qui est ~0. 
Mais les composantes de v* -- v dans le support de cette premibre ligne 
sont ~0. S[X] 6tant un anneau d'int6grit6, nous aurons d6montr6 l'impos- 
sibilit6 si nous pouvons v6rifier que ces composantes ~0 ne sont pas 
toutes nulles. I1 suffit pour cela de v6rifier que la premiere ligne de TA a 
exactement m -- n q- 1 composantes non nulles. Mais cette ligne a une 
composante 6gale h 1 et n -- 1 composantes nulles, ies autres 6tant les 
m -- n premieres composantes de T'[_~rl]. Puisque T' est inversible t que 
sa derni~re colonne est le m -- n q- 1 i~me vecteur unit6, la v6rification est 
achev6e. 
Nous arrivons doric h la conclusion que Test  la seule matrice de 
pour laquelle (TbT) ~ est le plus grand 616ment de ~ et que pour cette 
matrice, la premiere ligne de TA est ~0. 
Mais la preuve que nous venons de faire, montre que si T* ~ ~ et si 
(T 'A )  ~ est ~0, T* est la seule matrice de c~ telle que (T*br) ~ soit le plus 
grand 616ment de ~,  donc T* = T. La matrice T' correspondant h Test telle 
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que la derni~re ligne de T'U est non n6gative, puisqu'eUe a pour com- 
posantes 1, rn -- n 616ments nuls et les n -- 1 derni&es composantes de Tb r. 
T' est donc la seule matrice de cg, pour laquelle (T'd) m-~+l est le plus 
grand 616ment de ~ '  et l 'on a (Tbr) 1 = --(T'd) "~-n+l. 
APPLICATIONS. (1) La preuve du Th6or~me 4 contient l'algorithme du 
"simplexe" de Dantzig et la m&hode lexicographique de Charnes-Wolfe. 
Si les 616ments bet  c donn6s ont leurs composantes dans S, on pourra 
toujours construire ceux de notre hypoth~se qui ont leurs composantes dans 
S[X]. La solution sera alors le coefficients du terme de degr6 r + s -- 2 
de (Tbr) 1. Si les composantes de b' ne sont pas ~>0, b' sera en fait toujours 
>~0 pour une structure de groupe r6ticul6 de (S[X]) n-1. L'algorithme nous 
donnera alors une matrice T telle que la premiere ligne de TA est >~0. 
Cela nous donnera une solution "duale admissible" pour le probl~me 
pos6 qui pourra alors ~tre trait6 dans la vari6t6 duale. On 6vite ainsi 
l'utilisation des "variables artificielles". 
(2) L'algorithme de Dantzig peut ~tre interpr6t6 au moyen du lemme 
de la partition. On voit qu'une 6tape de calcul consiste h ajouter h la 
solution de l'6tape pr6c6dente un 616ment proportionnel ~t un g6n6rateur 
du module dont V' est le translat6. On v6rifie alors que l'algorithme du 
simplexe peut 8tre appliqu6 h partir d'un 616ment quelconque, 6ventuelle- 
ment situ6 ~t l'int6rieur du poly~dre des solutions. 
(3) En utilisant l'argument de 2. nous avons pu en [9] 6tablir un 
algorithme permettant de d6terminer, pour une certaine classe de fonctions 
num6riques convexes, la borne inf6rieure d'une telle fonction d6finie sur un 
poly~dre de R m. Ce poly~dre non vide est l'intersection d'un pav6 F et 
d'un sous-espace vectoriel M de R'< On peut alors d6finir, au moyen de F 
et de la fonction convexe donn6e, un pav6 F '  tel que la borne inf6rieure 
de la fonction convexe d6finie sur F n M est ~t distance finie si et seulement 
si le poly~dre F '  c~ M', off M '  est le sous-espace orthogonal de M dans 
_R% est non vide. 
Ce th6or~me, dont la d6monstration requiert les r6sultats que nous 
avons expos6s sur les modules unimodulaires, montre que la notion de 
module unimodulaire conserve un int6r& dans le cas le plus banal off ce 
module est un espace vectoriel de dimension finie. 
(4) Soit A une matrice n • m totalement unimodulaire dans Z et Y 
l'ensemble {1 ..... m}. Soit alors: 
M : {z[z ---- (x,y); (x,y)~Q_ r'_Qr; Ax : O, Ay : O} 
et 
P = {z]z  = (x,y), (x,y) e~ r'Q_r 
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et [ x i [ nr I yi [ <~ c i, V i ~ Y - -  {k} --  {j}, x j = yk = 0.} 
Soit enfin: 
On a alors le: 
fz =x~+y ~ . 
THEORf~ME 5. Si ci =-- 0 rood 2, V i ~ Y --  {h} --  {j}, i lexiste un dldment 
z* ~ M n P d composantes enti~res tel que f z*  ~ fz ,  V z E M n P. 
Lorsque A est la matrice d'incidence des sommets dans les arcs d 'un 
graphe orient6, le Th6or~me 4 est un r6sultat de T .C .  Hu [17]. Pour 
d6montrer le Th6or6me 4 ci-dessus, il suffit de r66crire la preuve (con- 
structive) de T. C. Hu en util isant le lemme de Minty de fagon h 6viter 
d'utiliser les sommets du graphe. Cette preuve sera valable pour le 
Th6or6me 5 si l 'on remplace alors le lemme de Minty par le lemme de la 
partit ion (n ~ 4.3). 
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