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Abstract
The Isotropic Phase Planar Point Process diers from the Poisson process on the plane by introducing clusters eects
and dependence between sets of points. We propose to develop several analytical expressions of the moments and the
exact distribution of the numbers of points in any polar rectangle of the plane by highlighting the similarities in those
egalities. This work is the rst step towards a complete determination of the nite dimensional distribution of the process,
and is motivated by a performance study in wireless telecommunication. Our objective here is to illustrate the diverse
techniques which may be used in such spatial problems. We also discuss the numerical eciency when solving those
problems. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The Isotropic Phase Planar Point Process (IPhP3), in contrast to the Poisson process on the plane,
oers the possibility to model patterns of points with cluster eects and provides dependence between
sets of points in the plane. The precise denition of this process, as proposed in [5], is as follows.
Let us consider a stationary Markovian Arrival Process (MAP, [7]), f(L(t); Y (t)); t 2 R2g, with
single arrivals, taking its value on the state space N M, with M = f1; : : : ; mg where m is -
nite. We call L(t) the level in which the process lies at time t and Y (t) the phase of the pro-
cess. The generator Q which governs the behavior of this MAP along time has the following
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structure:
Q =
0
BBB@
D0 D1 0 : : :
0 D0 D1 : : :
0 0 D0 : : :
...
...
...
. . .
1
CCCA ;
where the matrices D0 and D1 are square matrices of size m and, respectively, represent the transition
rates among phases when the process stays in the same level or goes up one level.
Let us now consider the random epochs where the process goes up one level. Those random times
constitute a sequence of random variables fTn; n 2 Ng: for all n>0; Tn represents the time where
the MAP moves from the level n to the level n+1. This sequence of random times can also be viewed
as the locations of points on the positive real axis (and therefore L(t) represents the number of points
in [0; t)) and oers us a sequence of radial coordinates through the following transformation:
Rn =
s
Tn
 ;
for all n 2 N.
We also consider a sequence fn; n 2 Ng of iid random variables uniformly distributed over
the interval [0; 2). It provides us with the angular coordinates of the points. The IPhP3 is the set
f(Rn;n); n 2 Ng of the location of points in the plane. In particular, if fTn; n 2 Ng constitutes
a Poisson process on the positive real line, it has been proved that f(rn; n); n 2 Ng is a Poisson
process on the plane with the same intensity (see [1]).
Let R1 ;(2; !) be dened as the following set:
R1 ;(2; !) = f(; ); 16<2; 6<+ !g (1)
with 1<2 in R+0 , and  + ! in [0; 2). We also dene the random variable N1 ;(2; !) as the
counting variable of the number of points in R1 ;(2; !). Because the process we study is isotropic
(i.e. invariant by any rotation of the plane centered at the origin, see [2]) the marginal distribution
of the r.v. N1 ;(2; !) is the same as that of N1 ;0(2; !) (more simply denoted as N(2; !)). Our
interest in this paper lies in the distribution of N(2; !).
The computation of this quantity is motivated by two dierent aspects. The rst one concerns the
mathematical denition of the process, the second aspect concerns applications.
A planar point process is well dened as soon as one can express the joint distribution of
the number of points in k disjoint sets, with k <1 [3]. Those disjoint sets must belong to a
semi-ring which can generate the Borel -algebra of R2. The set of polar rectangles constitutes such
a semi-ring.
Section 3 deals with the marginal distribution of the number of points in one of those polar
rectangles and thus is a rst step towards the complete determination of the whole nite-dimensional
distribution. Two equivalent expressions are given here. We explain why the second one is the
most ecient when computing the exact distribution. Nevertheless, they are both useful since they
illustrate dierent points of view one may adopt when solving such a problem.
Section 4 is devoted to the computation of the kth factorial moment of the number of points in
any polar rectangle of the plane. From a simple derivation of the generating function we get a rst
set of expressions. Because of the risk of numerical instabilities, they do not form an ecient basis
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to develop an algorithm. They can however lead to other expressions which do not present the same
problem anymore. Those two set of expressions generalize the results presented in [8] where only
the second moment was of interest.
Expressions established in both of these two sections are similar in their construction, and are
all nally based on a same matrix Kk;n(z) introduced in Section 2. This section also contains two
relevant results concerning those matrices.
Expressions concerning the computation of the moments, also consist of an extension of the
work of Narayana and Neuts [6], when one consider a ring instead of a particular polar rectangle
(they were working on the MAP process). They only consider the rst two moments but were also
speaking about the asymptotic form of those expressions, which is not necessarily of interest when
considering such a spatial point processes.
The application part is not presented here, but in [10] where we have analyzed a performance
evaluation model of the Spatial Division Multiple Access technique in a traditional cellular network,
computing the blocking probability of a test customer. An algorithm has been developed, based on
the results in Section 3. It is shown that actual blocking probabilities may be much larger than that
predicted by the homogeneous Poisson model that is commonly used in such applications.
A conclusion in Section 5 highlights some possible future extension of the work presented here.
2. The matrices Kk;n(z)
Let the square matrices Kk;n(z) be dened in the following way, when z is a complex number
whose modulo is less than or equal to 1:
K0;0(z) = I; (2)
Kk;0(z) = (h(z; D0; D1))k ; (3)
K1;1(z) = g(D1); (4)
Kk+1; n+1(z) = h(z; D0; D1)Kk;n+1(z) + g(D1)Kk;n(z) (5)
for n6k. In case of n>k; Kk;n(z) is the null matrix. Let also K(z) be the matrix whose k; nth entry
is the matrix Kk;n(z) if n6k; or the null matrix otherwise. We have
K (z) =
0
BBBB@
K0;0(z) 0 0 : : :
K1;0(z) K1;1(z) 0 : : :
K2;0(z) K2;1(z) K2;2(z) : : :
...
...
...
. . .
1
CCCCA :
According to the set of equations (2){(5), the matrices Kk;n(z) depend on the value of two matrices
in the preceding row: the one just above in the same column, and the one in the column immediately
on the left. In particular, the matrices on the diagonal of K (z) depend only on the diagonal block
a row higher.
The two following results can now be established.
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Lemma 1. For all n 2 N; the sequence fKk;n(z); k 2 fn; n + 1; : : :gg converges to the null-matrix
0 when k tends to innity; if and only if the inverse of I − h(z; D0; D1) exists.
Proof. For all n 2 N, let the matrix Mn(z) be dened as follows:
Mn(z) =
X
k>n
Kk;n(z):
It is clear that the proof is complete as soon as one can establish that the series Mn(z) exists for
all n 2 N if and only if (I − h(z; D0; D1))−1 exists.
When n is equal to 0, we immediately observe that
M0(z) = h(z; D0; D1)M0(z) + I
which leads to
(I − h(z; D0; D1))M0(z) = I
which states the proof when n=0. The rest of the proof is by induction on n. Let us suppose Mn(z)
converges, we have
Mn+1(z) = h(z; D0; D1)Mn+1(z) + g(D1)Mn(z)
which gives
(I − h(z; D0; D1))Mn+1(z) = g(D1)Mn(z):
Again we observe that under the assumption of induction, Mn+1(z) exists if and only if the inverse
of I − h(z; D0; D1) exists.
Lemma 2. Let n belong to N; and k>n; if @zh(z; D0; D1) = g(D1); then
@nzKk;n(z) = n!Kk;n(z) (6)
otherwise; we have the null matrix.
Proof. The proof is by induction on n. Suppose rst that n is equal to 1, relation (6) is thus
@zKk;0(z) = Kk;1(z); (7)
again, we now proceed by induction on k. Clearly, we have the result when k is equal to 1, using,
respectively, denitions (2) and (4). Suppose now relation (7) holds for k, we now establish the
result in case of k + 1. We have
@zKk+1;0(z) = @z(h(z; D0; D1)Kk;0(z))
= g(D1)Kk;0(z) + h(z; D0; D1)Kk;1(z)
=Kk+1;1(z);
using denition (5) where n is equal to 0.
Let us now suppose relation (6) is true for n and prove the result for n+ 1. Relation (6) in this
case becomes
@nz Kk;0(z) = (n+ 1)!Kk;n+1(Z) (8)
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for all k>n + 1. In case k is n + 1, or n + 2, it is easy to prove that relation (8) holds. Suppose
that the assertion holds for k, and let us prove it for k + 1. We have
@nz Kk+1;0(z) = @
n
z (h(z; D0; D1)Kk;0(z))
= (n+ 1)g(D1)@nzKk;0(z) + h(z; D0; D1)(n+ 1)!Kk;n+1(z)
= (n+ 1)g(D1)n!Kk;n(z) + (n+ 1)!h(z; D0; D1)Kk;n+1(z)
= (n+ 1)!Kk+1; n+1(z)
which completes the proof.
3. Exact distribution of the number of points
Two dierent expressions for the exact distribution are presented in this section, based on two
dierent probabilistic points of view of the problem. This permits us to clearly present the techniques
used when solving others questions related to the IPhP3. Finally, we indicate why the second set of
equations leads to an ecient algorithm.
The rst method makes a direct use of the construction of the process, as given in Section 1.
Theorem 3. We have for all m 2 N
P[N1 (2; !) = m] =
X
k>m

k
m

pm(1− p)k−m
X
n>k
e−c
(c)n
n!
 ~Kn; k1; (9)
where p is equal to =2; the scalar c is dened as
c = max
16i6m
j(D0)iij (10)
and the quantity  as equal to (22 − 21). The matrices ~Kn; k are equal to Kn; k(z) where
h(z; D0; D1) =
1
c
D0 + I (11)
and
g(D1) =
1
c
D1: (12)
Proof. First of all, it is clear that only points lying in the interval [21; 22) in the background
MAP process are located in R1 (2; !). Since the background MAP process of interest is stationary,
the number of points in [21; 22) has the same distribution as L(). If we condition N1 (2; !) on
the number of points in [21; 22), we obtain
P[N1 (2; !) = m] =
X
k>m
P[N1 (2; !) = mjL() = k]P[L() = k]
=
X
k>m

k
m

pm(1− p)k−mP[L() = k]: (13)
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Indeed each point whose radial coordinate is between 1 and 2, has a probability p that its angular
coordinate belongs to [0; !), independently of what happens for the other points. It is then clear
that the random variable N1 (2; !)jL() = k has a Binomial distribution with parameters k; p.
The remaining part of the proof just concerns the computation of the distribution L(), and is
directly inspired from the proof of Theorem 1, Section 4 in [10].
Let us rst consider a Poisson process on the positive real line with parameter c, which provides us
with a set of epochs P=fPn; n 2 N0g. We may then construct a discrete-time MAP f(Xn; Zn); n 2
Ng dened on the state-space NM whose nth transition occurs at time Pn. Its transition matrix
P is dened as
P =
0
BBB@
1=cD0 + I 1=cD1 0 : : :
0 1=cD0 + I 1=cD1 : : :
0 0 1=cD0 + I : : :
...
...
...
. . .
1
CCCA :
Conditioning on the number of Poisson epochs NP() in the interval length ,
P[L() = k] =
X
n>k
(c)n
n!
expf−cgP[L() = kjNP() = n]
=
X
n>k
(c)n
n!
expf−cg
X
i2M
X
j2M
i[ ~Kn; k]ij ;
where the matrices ~Kn; k for n 2 N and k 2 f0; : : : ; mg, as
[ ~Kn; k]ij = P[Xn = k; Zn = jjX0 = 0; Z0 = i];
so that we obtain Eq. (9).
The proof will be complete when we shall have proved that ~Kn; k obey relations (2){(5) when
h(z; D0; D1) and g(D1) are, respectively, dened as in (11) and (12). Identities (2){(4) are obvious.
The recursive relation can be easily obtained by induction on n and k. It can be interpreted in the
following manner. When conditioning on the level at time Pn, the process may have already gone
through (k + 1) level increases, in which case, its last transition must include no more change of
level, (with probability 1=cD0 + I), or it may have gone through only k changes of level followed
by a last one (with probability 1=cD1).
Another point of view can now be developed. It is based on the property that the number of points
in R1 (2; !) has the same distribution as the number of points lying in [0; ) when considering the
stationary MAP dened by the following generator:
Q? =
0
BBB@
D0 + (1− p)D1 pD1 0 : : :
0 D0 + (1− p)D1 pD1 : : :
0 0 D0 + (1− p)D1 : : :
...
...
...
. . .
1
CCCA :
We call this MAP process the modied MAP process. We can then obtain the following result.
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Theorem 4. For all n 2 N;
P[N1 (2; !) = n] =
X
k>n
e−c
(c)k
k!
K?k;n1; (14)
where the matrices K?k;n are dened via identities (2){(5); where
h(z; D0; D1) =
1
c
(D0 + (1− p)D1) + I
and
g(D1) =
1
p
D1
with c;  and p being as previously specied.
We propose to develop a proof of this theorem in order to highlight the wide range of argumen-
tation which could be used here.
Proof. The proof proceeds in three steps. First, let us consider the generating function of the number
of points in any polar rectangle R1 (2; !):
1 (2; 2; z) =  expf(D0 + (1− p)D1 + zpD1)g1
(see [8] for a proof). When we consider the particular polar rectangle R1 (2; 2) (also called a ring
in this case), we thus have
1 (2; !; z) =  expf(D0 + zD1)g1
or as expressed before, the generating function of the number of points in the interval [0; ) in the
background MAP process. We have
1 (2; 2; z) = 
X
k>0
zkP[L() = k]1 (15)
or equivalently,
1 (2; 2; z) =  exp

1
c
(D0 + zD1) + I



expf−cg1
= 
X
k>0
expf−cg(c)
k
k!
K k;0(z)1;
where K k;n(z) =Kk;n(z) when h(z; D0; D1) = 1=c(D0 + zD1) + I and g(D1) = 1=cD1. It is obvious that
in this case @zh(z; D0; D1) = g(D1), the condition in Lemma 2 is then satised and we thus have
@nz1 (2; 2; z) = 
X
k>0
expfcg(c)
k
k!
n!K k;n(z)1 (16)
for all n 2 N0.
Secondly, let us consider the distribution of N1 (2; !). We have
P[N1 (2; !) = n] =
X
k>n

k
n

pn(1− p)k−nP[ ~N () = k]
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according to (13). Because of (15), it can be easily proved that
P[N1 (2; !) = n] = p
n 1
n!
@nz 1 (2; 2; z)jz=1−p:
Finally, it is a trivial matter to see that the following expression holds:
K?k;n = p
nK k;n(1− p)
for all natural k and n. It permits us to obtain assertion (14).
Because expressions (9) and (14) represent the same quantity, we have the following corollary,
given without any proof.
Corollary 5. For all natural n; k such that m>k;
K?n; k =
nX
m=k

m
k

(1− p)m−kpk ~Kn;m:
It has to be noted that the inverse of the matrix I − h(z; D0; D1) = −1=c(D0 + (1 − p)D1) when
working with the matrices K?k;n, exists since it represents the mean sojourn time in a level before the
modied MAP jumps into the next level. As a consequence of Lemma 1, for each natural n xed,
the matrices K?k;n tends to the null matrix as k tends to innity. This provides us with a stopping
condition in the algorithm presented in appendix when evaluating the distribution of N1 (2; !).
Because for all n 2 N; K?k;n converges to the null-matrix, we stop the computation as soon as
jK?k;n1j< for a xed . Indeed, we havee−c (c)
k
k!
K?k;n1
< jK?k;n1j
for all k>n. So the argument in Eq. (14) becomes, for all n 2 N, smaller when k is increasing.
The same approach could have been used to evaluate the right-handed series of the expression (9).
Indeed, we know that −1=cD0 exists since it represents the mean sojourn time in a level divided by
c before the background MAP jumps into the next level. But in that case, to obtain the distribution
of N1 (2; !) implies to develop a more complex algorithm due to the rst series present in (9).
The rst algorithm presented here is thus the most ecient one.
4. Moments of the number of points
This section deals with the computation of the factorial moments dened as
(n)1 (2; !) = E[N1 (2; !)(N1 (2; !)− 1) : : : (N1 (2; !)− (n− 1))]; (17)
where n belongs to N0. It is natural to simply derive the generating function of N1 (2; !): i.e., the
function 1 (2; !; z). No ecient algorithm can be developed based on those expressions. It is not
the case when considering expressions obtained in the second part of this section.
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As previously mentioned, the generating function of the number of points in any polar rectangle
R1 (2; !) has the following form:
1 (2; !; z) =  expf(D0 + (1− p)D1 + zpD1)g1; (18)
where p is still equal to =(2) and  to (22 − 21).
Let us dene the matrices Kk;n(z) as equal to Kk;n(z) where this time
h(z; D0; D1) = D0 + (1− p)D1 + zpD1 (19)
and
g(D1) = pD1: (20)
It is clear that
1 (2; !; z) =
X
k>0
k
k!
 Kk;0(z)1 (21)
when considering expression (18). Our aim is now to derive the factorial moments; we know that
(n)1 (2; !) = @
n
z1 (2; !; z)jz=1: (22)
In order to obtain the right-hand side of this equality, it is clear that we need to derive only
the matrices Kk;0(z) (see relation (21)). Obviously, @zh(z; D0; D1) = g(D1) in this case, because of
relations (19) and (20). Using Lemma 2, we immediately obtain the following result.
Theorem 6. The nth factorial moment of the number of points falling in R1 (2; !) is equal to
(n)1 (2; !) = n!
X
k>n
k
k!
 Kk;n1; (23)
where n>1.
It can be easily proved that relation (23) is equivalent to
(n)1 (2; !) = n!
X
k>n
k
k!
pD1 Kk−2; n−2pD11; (24)
for all n>2. The mean number of points in R1 (2; !) is
(1)1 (2; !) = pD11
= D11 jR1 (2; !)j; (25)
where jR1 (2; !)j is the area of the set R1 (2; !). As mentioned in the Introduction, the set of
polar rectangles is a semi-ring which can generate the Borelian -algebra of the plane. It implies
using relation (25) that the mean measure is stationary: i.e., invariant by any translation of the
plane. The second moment is clearly not stationary, although as 1 tends to 1 it converges to the
second moment of a planar Poisson process of rate = D11, as proved in [9].
The computation of the moments using (23) leads to numerical instabilities, due to negative
elements in D0. In order to overcome this problem we have the following theorem.
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Theorem 7. The nth factorial moment of the number of points in R1 (2; !) is
(n)1 (2; !) = n! expf−cg
X
k>n
(c)k
k!
Kk;n1; (26)
where the matrices Kk;n are obtained using the following identities:
h(z; D0; D1) =
1
c
(D0 + D1) + I (27)
and
g(D1) =
1
c
pD1: (28)
In order to prove this theorem, we need the following lemma.
Lemma 8. The matrices Kn; k and Kn; k are related as follows. For all n>0;
Kn; k =
nX
j=k

n
j

1
c j
Kj; k (29)
Kn; k = cn
nX
i=k

n
i

(−1)n−iKi; k (30)
for all k belonging to f0; 1; : : : ; ng.
Proof. We rst prove Eq. (29). Suppose rst that k = 0, we have for all n>0
Kn;0 =

1
c
(D0 + D1) + I
n
=
nX
i=0

n
i

1
ci
(D0 + D1)i
=
nX
i=0

n
i

1
ci
Ki;0
using the denition of Kn;0 and Ki;0.
It is easy to prove that assertion (29) holds when both n and k are equal to 1. If k is equal to
2, we proceed by induction on n. Let us suppose that the result is now established for whatever k,
and n (>k); and let us prove it for k + 1. For n= k + 1, we have
Kk+1; k+1 =
1
c
D1Kk; k
=
1
c
pD1
1
ck
Kk; k
=
1
ck+1
Kk+1; k+1
M.-A. Remiche / Journal of Computational and Applied Mathematics 116 (2000) 77{91 87
using the assumption of induction. If the result is proved for (n; k + 1); it gives for (n+ 1; k + 1),
Kn+1; k+1 =

1
c
(D0 + D1) + I

Kn; k+1 +
1
c
pD1Kn; k
=

1
c
(D0 + D1) + I
 nX
j=k+1

n
j

1
c j
Kj; k+1 +
1
c
pD1
nX
j=k

n
j

1
c j
Kj; k
using the assumption of induction. It gives
Kn+1; k+1 = (D0 + D1)
nX
j=k+1

n
j

1
c j+1
Kj; k+1 + pD1
nX
j=k+1

n
j

1
c j+1
Kj; k
+
nX
j=k+1

n
j

1
c j
Kj; k+1 +
1
c
pD1

n
k

1
ck
Kk; k
=
nX
j=k+1

n
j

1
ck+1
Kj; k+1 +
nX
j=k+1

n
j

1
c j
Kj; k+1 +

n
k

1
ck+1
Kk+1; k+1
=
nX
j=k+1

n
j − 1

+

n
j

1
c j
Kj; k+1 +
1
cn
Kn+1; k+1
=
nX
j=k+1

n+ 1
j

1
c j
Kj; k+1
because
n
j − 1

+

n
j

=

n+ 1
j

see [4, Section 1:2:6]. This concludes the proof of relation (29).
When both n and k equal 0, relation (30) can be immediately veried. Let us proceed by induction
on n: i.e. Eq. (30) holds for n and k = 0. We thus have in case of n+ 1
Kn+1;0 = cnKn+1;0 − cn
nX
j=0

n+ 1
j

1
c j
Kj;0
= cnKn+1;0 − cn
nX
j=0

n+ 1
j
 jX
i=0

j
i

(−1)j−iKi;0;
by the induction assumption; because j6n. We nally get
Kn+1;0 = cnKn+1;0 − cn
nX
i=0
Ki;0
nX
j=i

n+ 1
j

j
i

(−1) j−i
= cnKn+1;0 − cn
nX
i=0
Ki;0
n−iX
j=0

n+ 1
j − i

j − i
i

(−1) j
= cnKn+1;0 − cn
nX
i=0
Ki;0(−1)n−i

n+ 1
i

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using results in [4, Section 1:2:6, p. 63]. We nally get
Kn+1;0 =
nX
i=0
(−1)n−i

n+ 1
i

Ki;0:
Suppose now the result holds for k and all n greater or equal to k, then using (30), we immediately
have
Kk+1; k+1 = ck+1Kk+1; k+1:
Let us suppose the assertion holds for n and k + 1, using (30) again we have
Kn+1; k+1 = cnKn+1; k+1 − cn
nX
j=k+1

n+ 1
j

1
c j
Kj; k+1:
Using the induction assumption, we get
Kn+1; k+1 = cnKn+1; k+1 − cn
nX
j=k+1

n+ 1
j
 jX
i=k+1

j
i

(−1) j−iKi; k+1
= cnKn+1; k+1 − cn
nX
i=k+1
Ki; k+1
nX
j=i

n+ 1
j

j
i

(−1) j−i
= cnKn+1; k+1 − cn
nX
i=k+1
Ki; k+1
n−iX
j=0

n+ 1
j − i

j − i
i

(−1) j
= cnKn+1;0 − cn
nX
i=0
Ki;0(−1)n−i

n+ 1
i

using once again results in [4, Section 1:2:6, p. 63]. We nally get
Kn+1; k+1 =
nX
i=k+1
(−1)n−i

n+ 1
i

Ki; k+1:
This concludes the proof.
Proof of Theorem 4. Using (23) and (30), we obtain that
(n)1 (2; !) = n!
X
k>n
k
k!
ck
kX
j=n

k
j

(−1)k−jKj;n1
= n!
X
j>n
Kj;n1
X
k>j
(c)k
k!

k
j

(−1)k−j
= n!
X
j>n
Kj;n1
X
i>0
(c)i+j
i!j!
(−1)i
= n!
X
j>n
Kj;n1
(c) j
j!
 X
i>0
(−c)i
i!
!
which completes the proof.
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An algorithm may now be constructed by using Theorem 7. The second moment has been com-
puted in [8] using expression (26) when n is equal to 2.
5. Conclusion
The major aim was to introduce in this paper the techniques used in order to characterize
the marginal distribution and the moments of the number of points in a polar rectangle, such as
R1 (2; !), when considering an IPhP
3: a natural extension in the plane of the famous MAP process.
The techniques were found on a same scheme constructed on the matrices Kn; k(z).
Moreover, we have also discussed eciency of the corresponding derived algorithms. Indeed all
matrices needed, whatever the purpose of computation, can be obtained via the same recursive
scheme (exhaustively shown in Section 3); but could either lead to numerical instabilities (like
in the case K), or be included into expressions not necessarily less complex to compute (see the
computation of the exact distribution when using matrices ~K).
Both aspects (computation of the moments and the marginal distribution) nd their motivation in
the complete determination of the di distribution of this spatial point process (which is beyond the
scope of this paper and will be presented elsewhere), as well as in the application eld (performance
evaluation in a mobile telecommunications system). One other interest lies in the asymptotic behavior
study of the process. As it has been stated in [9], the process has a Poisson behavior far away from
the origin. We have established among others, the convergence of the number of points in a polar
rectangle in law and for the second moment. Such expressions as the one developed here, should
be revealed as meaningful in order to prove the assertion, or for the kth moment.
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Appendix
We propose to compute on the basis of Theorem 2, the values P[N1 (2; !) = n] for all n in
f0; 1; : : : ; mg for some pre-xed m. Let us dene K? as equal to K when Kk;n(z) = K?k;n. As a
consequence of the denition of K? itself, the algorithm should evaluate the row one after the
other.
The algorithm is composed of two phases: an initialization part (see Fig. 1) and a phase of com-
putation (see Fig. 2). We start the computation cycle in Fig. 2 with computing entries corresponding
to row 2 of matrix K . In order to simplify the number of computations needed the row-vectors vk(i)
are used. They are dened in the following manner:
vk(i) = Kk; i
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Fig. 1. Computation of the exact probability law | initialization phase.
Fig. 2. Cycle of computation of the exact probability law.
for all k>i. The parameter k is the step number of the cycle (or the row indices the procedure
is computing), and i refers to the number of points in the polar rectangle. Therefore, the weighted
expression   vk(i)  1 represents the additional part of observing i points in R1 (2; !) introduced
by the matrix K?k; i in (14). The cycle is ended at k, as soon as this additional part becomes too
small as stated in Section 3.
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