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Abstract 
Automatic text summarization methods generate a shorter version of the input text to assist the 
reader in gaining a quick yet informative gist. Existing text summarization methods generally focus 
on a single aspect of text when selecting the sentences, causing potential loss of essential 
information. We propose a domain-specific method that models a document as a multi-layer graph 
to enable processing multiple features of the text at the same time. The features we used in this 
paper are word similarity, semantic similarity, and co-reference similarity that are modeled as three 
different layers. The summarizer selects the sentences from the multi-layer graph based on the 
MultiRank algorithm and length of concepts. The proposed MultiGBS algorithm employs UMLS 
and extracts concepts and relationships with different tools such as SemRep, MetaMap, and OGER. 
Extensive evaluation by ROUGE and BertScore shows increased F-measure values. Compared with 
leveraging BERT as extractive text summarization, the improvements in F-measure are 0.141 for 
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ROUGE-L, 0.014 for ROUGE-1, 0.018 for ROUGE-2, 0.024 for ROUGE-SU4, and 0.0094 for 
BertScore. 
Keywords: Automatic text summarization; text mining; multi-graph text modeling; concept-based 
summarization; domain-specific summary 
1 Introduction  
With the rapid development of the Internet and other new technologies, the amount of electronic 
textual content in the biomedical domain has increased explosively [1]. More than 30 million 
biomedical articles are cited in PubMed [2]. It is essential to provide improved mechanisms to 
extract information quickly and efficiently. Text summarization aims at identifying the 
fundamental, meaningful information in a single document or set of related documents. The goal 
of automatic text summarization is to present the source text as a shorter version [3]. Summaries 
can be used by other systems as well, such as information retrieval (IR), question answering, and 
text classification [4]. 
In general, existing summarization approaches could be categorized into five approaches: (1) 
Statistical-based, (2) Topic-based, (3) Discourse-based, (4) Machine learning-based, and (5) 
Graph-based methods. Despite the complexity of some existing methods, serious challenges still 
remain, including performance degradation and requiring a large training corpus [4][5][6] [7].  
These challenges will be discussed in more detail in Section 2.  
 In recent years, graph-based approaches have attracted much attention in the summarization 
domain. There are two fundamental issues in graph-based methods: 
 How to construct a graph for summarization? 
 How to develop an algorithm for sentence ranking? 
In the traditional graph-based algorithms, each node stands for an object, and two nodes are 
connected by an edge if there exists some kind of relationship between them [8]. Basic graph 
algorithms only cover one type of relationship, such as word similarity or semantic similarity, and 
cannot fully capture information and cover several aspects or subtopics. Therefore, to increase the 
diversity and coverage of summarized results, new algorithms are needed. 
   
 
3 
 
In this paper, we propose a novel multi-layer graph-based biomedical text summarizer that models 
three different types of relationships between sentences as MultiGBS. The system builds an 
undirected weighted multi-layer graph from the source document. The graph covers semantic 
relationships, word relationships, and co-reference relationships.  
The proposed MultiGBS algorithm uses the UMLS (Unified Medical Language System) biomedical 
knowledge source to extract the concepts and identify the correlations among them. UMLS is a 
collection of several biomedical vocabularies and standards [9][10]. MetaMap [11] and OGER 
[12] are two different tools that identify the concepts and map original text to UMLS concepts. 
Finally, the proposed method employs the MultiRank algorithm  [14] on the multi-layer graph to 
rank the sentences. This algorithm is similar to PageRank and runs on multi-layer graphs [14]. 
The performance of the summarization system is evaluated over a corpus of scientific papers in 
the biomedical domain. The experimental results confirm that the proposed biomedical 
summarizer outperforms other baselines and well-established methods in terms of the Recall-
Oriented Understudy for Gisting Evaluation (ROUGE) metrics and BertScore [15][16][17]. 
The rest of the paper is organized as follows. Section 2, shortly reviews the history of text 
summarization and outlines the related work. We present a description of our biomedical text 
summarization method in Section 3. The results of the performance evaluation are shown in 
Section 4. Section 5 reports some conclusions and limitations.   
 
2 Related Work  
There are different categorization approaches for summarization methods depending on the type 
of input, output, and the user requirement. In one approach, the summarization methods can be 
classified into generic and query-oriented (also referred to as user-oriented or query-focused) 
methods, based on the purpose of the summaries [18]. A query oriented method creates an outline 
that, unlike a general summary, includes the content related to a given query. In another 
categorization approach, concerning the number of the source documents, the summarizers can be 
categorized into single-document versus multi-document methods. In the third approach, the output 
of the summarizer can be classified as extractive versus abstractive summaries. Extractive 
summarization chooses the most meaningful subset of the sentences in the document set, while 
abstractive summarization creates the new sentences, unseen in the sources. Another approach 
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divides the summaries into indicative versus informative summaries. Informative summaries 
include sufficient content, and users do not require the original input for understanding. On the 
other hand, indicative summaries just provide a view of the content, and users still need to review 
the original document [4] [7][18].  
The proposed method provides a generic, single-document, informative, and extractive summary.  
As mentioned in Section 1, there are five categories of extractive approaches for the summary 
generation that are shortly discussed in the following.  
 Statistically based approaches: These techniques consider the statistical features such as 
the position of the sentence, positive keyword or negative keyword, the centrality of the 
sentence, the similarity of the sentence with the title, length of the sentence, presence of 
numerical data in the sentence, TF*IDF (Term Frequency–Inverse Document Frequency), 
etc. [19][20][21]. It has been shown that the use of statistical features alone is not sufficient, 
but a combination of these features with other methods could provide better results [4][7]. 
 Topic-based approaches: In these methods, the summaries are created by identifying the 
topic. The topic is the primary concern of the document that is described in five different 
ways: (1) Topic signatures, (2) Enhanced topic signatures, (3) Thematic signatures, (4) 
Modeling the documents content structure, and (5)Templates [22]. The algorithms in this 
category are rather sophisticated and require considerable skills to be used  [23]. 
 Machine learning-based approaches: These methods are based on the well-known 
machine learning algorithms such as classification [24], Hidden Markov Models [25], 
Bayesian methods, neural networks [22], Support Vector Regression (SVR) and Least 
Angle Regression [26]. SummaRuNNer is an extractive summarizer that uses a bi-
directional recurrent neural network  (RNN)  for sentence representation and sentence 
selection [27]. Cheng and Lapata introduced NN-SE as an extractive summarizer. In this 
model, sentences are represented with convolutional neural networks (CNN) network, and 
sentences are selected with NN-SE [28]. PriorSum uses the gold standard summaries for 
training. It merges a multi-layer CNN network with statistical features such as sentence 
position and average term frequency [29].  A limitation of the existing methods in this 
category is that the need for an extensive training corpus [4]. 
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 Discourse-based approaches: In this group, the summarization methods consider 
linguistic knowledge [30][31].  Afnan et al. [32] employ the coherence and cohesion of a 
document. Other approaches try to combine statistical and linguistic techniques. These 
algorithms have a moderate performance and do not provide significant improvements [4]. 
 Graph-based approaches: Graph-based summarization methods represent the document 
as a graph with nodes, which show different parts such as terms, phrases, concepts, or 
sentences, and edges, which describe the similarity relation between them [8].There are 
various measures for calculating the similarity between the text units, such as cosine 
similarity [33], the longest common subsequences [34],  the number of common words [35]. 
LexRank is a well-known multi-document summarization system. It creates a weighted 
graph based on the predefined threshold and finds the essential sentences using a random 
walk on the graph [33]. 
 
In this paper, we focus on biomedical summarization methods. There are a variety of acronyms, 
abbreviations, synonyms, or hypernyms in the biomedical domain, which the general text 
summarization methods do not take into consideration. Some domain-independent summarization 
systems used frequent itemset mining [36]–[38]. Other methods used UMLS as a domain of 
knowledge resources and extract the concepts and vocabularies [39]–[43].  BioChain [44] is a 
typical single document summarization that uses UMLS and creates concept chains that were 
ranked based on concept frequency. Another method created a simple graph from the input text 
based on UMLS concepts [45], which measured the similarity between nodes based on “is-a” 
relationship and clustered the graph based on Genetic Graph-based Clustering (GGC). Nasr et al. 
[43] created a simple graph and used n-gram based on frequent set mining to create edges. Most 
existing graph-based methods of biomedical text summarization cannot handle more than one 
relationship between the text elements simultaneously, thus providing limited accuracy. 
The proposed method is a novel biomedical summarization method that uses multi-layer graphs 
instead of simple graphs, making it possible to handle several types of relationships between the 
sentences. To this aim, MultiGBS employs different tools such as MetaMap, OGER, and SemRep 
to extract the concepts and relations from the biomedical domain, which are introduced in Section 
4. 
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3 Methods 
 MultiGBS is a graph-based method that has two main steps, namely graph creation, and sentence 
selection, as presented in the following.  
3.1 Graph creation 
The focus of our approach is to create a graph based on the heterogeneous network concepts, i.e., 
a network that involves different types of objects or links. There are two types of heterogeneous 
networks [46]: 
 Multimode networks that consist of objects of different types with various relationships 
between them. 
 Multidimensional networks or multi-layer networks that have multiple types of relationships 
among the same set of objects. Each dimension of the network represents one type of 
interconnection between objects. 
 MultiGBS uses multi-layer networks to cover essential aspects and relations between the 
sentences. A document is modeled as a weighted graph in which each sentence is a node, and the 
different types of edges represent the various relationships between sentences. A formal definition 
is given in the following: 
Definition 1. Let D be a document with a set of sentences S. The document can be represented as 
an undirected weighted graph G = (V, E, α), where α is a set of layers α=1,2,…M, and  E shows 
the quadruple (u,v,d,w) where w is the weight on the edge between u and v in the layer α. 
Our network has three layers (Fig 1) which each layer represents a different similarity, as below: 
 Semantic Layer 
 Word Layer 
 Co-references Layer 
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Fig1: Multi-layer graph with three layers. The red edges show the first layer (Semantic Similarity), the green 
ones represent the second layer (Word Similarity), and the purple edges display the third layer (Co- reference). 
 
Semantic Layer:  MultiGBS extracts concepts and semantic types from UMLS. It is widely used 
in biomedical text summarization research as a collection of several vocabularies and standards. 
UMLS has three primary data sources: (1) Meta-thesaurus, (2) Semantic Network, and (3) 
Specialist Lexicon, which are shortly explained in the following  [10].   
1. UMLS Meta-thesaurus: A set of various biomedical concepts, names, and synonyms 
obtained from approximately 200 different vocabularies. It is considered the major UMLS 
component. 
2. UMLS Semantic Network: All concepts in the UMLS Meta-thesaurus can be classified 
using the Semantic Network component. It defines 133 general categories and 44 
relationships between categories. 
3. UMLS Specialist Lexicon: A database that gives lexical data and programs for language 
processing. 
To identify and extract the biomedical concepts from a text document, MultiGBS employs two 
different tools:  
MetaMap: is a popular program developed at the National Library of Medicine that maps 
biomedical text to the concepts of the UMLS Meta-thesaurus [10], [11]. 
OGER: OntoGene’s entity recognizer that is a text-mining tool for identifying biomedical 
concepts. It combines a dictionary-based annotator with a corpus-based disambiguation 
component [12], [13]. 
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After extracting concepts, our summarizer measures the semantic similarity with the n-gram 
algorithm [47].  
Word Layer: In this step, unlike the semantic layer, MultiGBS just considers the exact word of 
sentences and calculates the similarity between sentences based on n-gram.  
Co-reference Layer: MultiGBS creates a relationship between two sentences based co-reference 
resolution. It is the task of finding all expressions that refer to the same entity in a text.  For 
example, consider this sentence: 
My favorite sport is football because it a way of life, Sara said. 
“my”, and “Sara” belong to the same entity and “football” and “he” belong to the same 
entity. 
SemRep [49] is used to extract co-reference resolution. It is a natural language processing 
system designed to recover semantic propositions from biomedical text using the specified 
syntactic analysis and structured domain knowledge from the UML [49]. 
Finally, a document is represented as a weighted undirected multi-layer graph in which nodes 
are the sentences, and the edges show the different similarity relations between these sentences. 
The different weights show the strength of the links between different sentence pairs within 
the given document.  
3.2 Sentence selection 
After creating the graph, the proposed algorithm needs to select the sentences to create the 
summary. As mentioned in Section 2 for the extractive summary, the summarization system needs 
to select the essential sentences from the original text. MultiGBS ranks all the sentences based on 
the multi-layer network and chooses the top-ranked sentences according to the compression rate. 
The compression rate is the percentage of original sentences to be shown in the summary. We use 
an algorithm that aggregates three similarity measures on the multi-layer graph and ranks the 
sentences. Therefore, we examine two different methods for sentence selection, which are 
explained in the following.  
3.2.1 MultiGBS sentence selection algorithm-Basic  
The proposed MultiGBS algorithm uses the MultiRank [14] to rank all sentences. It is based on a 
random walk algorithm and works on three different layers. The output of this algorithm is the 
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centrality 𝑋𝑖of the nodes i= 1, 2,…, n that determines the central nodes in highly influential layers.  
MultiRank algorithm needs to calculate three different matrixes that extract from a multi-layer 
graph [14]. 
First of all, the MultiRank algorithm creates three networks from the multi-layer graph [14]: 
1. Aggregate network: the aggregate network is the single network that aggregates all layers. 
A link is created if the nodes have at least a link between them in one layer. This algorithm 
indicates the adjacency matrix 𝐴[𝛼] from the aggregated network.  Then it calculates the 
W weights based on matrix A as total weights: 
𝑊[𝛼] = ∑ ∑ 𝐴𝑖𝑗
[𝛼]
𝑁
𝑗=1
𝑁
𝑖=1
 
(1) 
 
2. Bipartite network: this network determines which nodes are connected in which layers. 
The MultiRank algorithm extracts the matrix B from this network. 
𝐵𝛼𝑖 =
∑ 𝐴𝑗𝑖
[𝛼]
𝑗
𝑊[𝛼]
 
(2) 
                  
3. Colored network: In this network, the MultiRank algorithm computes the different 
influences associated with each layer and extracts the matrix G. 
 
𝐺𝑖𝑗 = ∑ 𝐴𝑖𝑗
[𝛼]𝑧[𝛼]
𝑀
𝛼=1
 
(3) 
   
After that, the centrality 𝑋𝑖 of the node i given the influences 𝑍
{𝛼}of the layers that is determined 
by: 
𝑋𝑖 = 𝛼~∑
𝐺𝑗𝑖
𝑘𝑗
𝑋𝑗 + 𝛽𝑣𝑖
𝑁
𝑖=1
 
(4) 
       
  Where 𝛼~ is taken to be 𝛼~ = 0.85 and 𝑘𝑗, 𝑣𝑖 , 𝑍
{𝛼}, 𝑎𝑛𝑑 𝛽 are given by: 
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𝑘𝑗 = 𝑚𝑎𝑥 (1; ∑ 𝐺𝑗𝑖
𝑁
𝑖=1
) 
(5) 
𝑣𝑖 = 𝜃 (∑[𝐺𝑖𝑗 + 𝐺𝑗𝑖]
𝑁
𝑗=1
) 
(6) 
𝛽 =
1
∑ 𝑣𝑖
𝑁
𝑖=1
∑ [1 − 𝛼~𝜃 (∑ 𝐺𝑗𝑖
𝑁
𝑖=1
)]
𝑁
𝑗=1
𝑋𝑗 
(7) 
𝑍{𝛼} =
1
𝜔
𝑊[𝛼] ∑ 𝐵𝛼𝑖
𝑁
𝑖=1
𝑋𝑖  
 
(8) 
 
 𝜔 is showing a normalization constant. 
In this version, top sentences are selected by sorting items of 𝑋𝑖 in ascending order: 
𝑆𝑐𝑜𝑟𝑒(𝑆𝑖), ← 𝑆𝑜𝑟𝑡𝑒𝑑(𝑋𝑖) (9) 
 
3.2.2 MultiGBS sentence selection algorithm-Enhanced  
The MultiGBS-Enhanced algorithm adds the number of concepts for each sentence and proposes  
𝐿𝑒𝑛𝐶𝑜𝑛(𝑆𝑖)  as follows: 
𝐿𝑒𝑛𝐶𝑜𝑛(𝑆𝑖)  <-  the number of concepts (𝑆𝑖)/ the total number of concept in document      (10) 
 
We use the MultiRank algorithm to calculate 𝑆𝑜𝑟𝑡𝑒𝑑(𝑋𝑖) (similar to MultiGBS-Basic) and 
calculate the 𝑆𝑐𝑜𝑟𝑒(𝑆𝑖) according to Eq. 11. The values of  𝛾 𝑎𝑛𝑑 𝜃 could be assigned with different 
weights between 0 and 1. Finally, the scores are normalized based on min-max normalization. 
𝑆𝑐𝑜𝑟𝑒(𝑆𝑖) ← 𝛾𝑆𝑜𝑟𝑡𝑒𝑑(𝑋𝑖) + 𝜃𝐿𝑒𝑛𝐶𝑜𝑛(𝑆𝑖)      (11) 
 
The pseudocode of MultiGBS Enhanced is shown in Algorithm 1. 
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Algorithm 1: MultiGBS Enhanced algorithm 
Function Create_Graph(document) returns a Multi-layer Graph 
input: D  // a document 
local variables: S={𝑠1, 𝑠2, … , 𝑠𝑛} // list of sentences 
C={𝑐1, 𝑐2, … , 𝑐𝑛} // list of concepts 
T={𝑡1, 𝑡2, … , 𝑡𝑛} // list of tokens 
R ={𝑟1, 𝑟2, … , 𝑟𝑛} // list of co-references relationships 
For all  𝑠𝑖 in S do 
For all 𝑠𝑗  in S do 
Layer1    Semantic_Sim (𝐶𝑠𝑖 , 𝐶𝑠𝑖 ) 
Layer2   Word_Sim (𝑇𝑠𝑖 , 𝑇𝑠𝑖) 
Layer3   CoRef_Sim (𝑅𝑠𝑖 , 𝑅𝑠𝑖) 
Function MultiGBS _ Sentence selection_Enhanecd (Multi-layer Graph) returns a sorted list of sentences 
input: I = (V, E, 𝛼)// 𝛼 is a set of layers 𝛼 =1,2,…M 
                                E shows the triple (u,v,d,w) , w is the weight on edge between u and v in the layer 𝛼. 
local variables: G, W, A // Matrix 
W   Create_ Aggregate_ network (I) 
B   Create_ Bipartite_ network (I) 
G   Create_ Colored _ network (I) 
𝑊[𝛼] = ∑ ∑ 𝐴𝑖𝑗
[𝛼]; 
𝑁
𝑗=1
𝑁
𝑖=1
𝐵𝛼𝑖 =
∑ 𝐴𝑗𝑖
[𝛼]
𝑗
𝑊[𝛼]
 ; 𝐺𝑖𝑗 = ∑ 𝐴𝑖𝑗
[𝛼]𝑧[𝛼]
𝑀
𝛼=1
 ;  𝑍{𝛼} =
1
𝜔
𝑊[𝛼] ∑ 𝐵𝛼𝑖
𝑁
𝑖=1
𝑋𝑖  
 
        𝑋𝑖 = 𝛼~∑
𝐺𝑗𝑖
𝑘𝑗
𝑋𝑗 + 𝛽𝑣𝑖
𝑁
𝑖=1    // the centrality 𝑋𝑖 of the node, i given the influences 𝑍
{𝛼} 
                                                                 𝛼~ is taken to be 𝛼~ = 0.85 and 𝑘𝑗 , 𝑣𝑖  𝑎𝑛𝑑 𝛽 are calculated based on W,B,G 
𝑆(𝑋𝑖) ← 𝑆𝑜𝑟𝑡𝐴𝑠𝑐(𝑋𝑖)  // Sort items of  𝑋𝑖in an ascending order 
for all 𝑣𝑖do 
𝐿𝑒𝑛𝐶𝑜𝑛(𝑣𝑖)  <- the number of concepts (𝑣𝑖)/ the total number of concept in document 
𝑋
𝑆(𝑖) + 𝛽𝐿𝑒𝑛𝐶𝑜𝑛(𝑣𝑖)
𝑆𝑐𝑜𝑟𝑒(𝑣𝑖) ← 𝛾
 
Normalize _min-max (𝑆𝑐𝑜𝑟𝑒(𝑣𝑖)) 
Function  MultiGBS -ENHANCED(D) returns a summary 
Input  D  // a document 
local variables: Multi_Graph // a multi-layer graph 
Multi_Graph= Create_Graph(D) 
MultiGBS _ Sentence selection_Enhanecd (Multi_Graph) 
 
 
4 Evaluation 
In this section, the MultiGBS algorithm is evaluated with different sentence selection methods. In 
the following, the overall approach to evaluation, as well as the evaluation criteria and the corpus 
is described. 
4.1 Evaluation method 
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There are two main categories for text summarization evaluation: intrinsic and extrinsic. The 
extrinsic evaluation methods try to quantify the information content based on measures such as 
success rate, time-to-completion, and decision-making accuracy. On the other hand, the intrinsic 
methods evaluate the quality or the informativeness [48]. A common method for intrinsic 
evaluation is to compare the content provided by the summarizer with the human models as the 
reference summary. Creating a reference summary is a difficult, time-consuming task that depends 
on the experts [48][4][7]. Therefore, we use intrinsic evaluation.  
4.2 Evaluation metrics 
To measure the effectiveness of our algorithm, ROUGE and BertScore are used.  BertScore is 
based on Bidirectional Encoder Representations from Transformers (Bert)[49] as a pre-trained 
language representation model. This score does not compare the exact words; instead, it tries to 
calculate the token similarity based on Bert[15]. 
ROUGE is a set of metrics that compares an automatically produced summary with one or more 
human-made summaries. ROUGE is defined in several versions with different applications. It 
estimates precision, recall, and F-measure. In this work, ROUGE-1, ROUGE-2, ROUGE-L, and 
ROUGE-SU4 measures are used to evaluate the summarizer [16]. There is a wide range of research 
works on summarization that evaluated their outcomes by ROUGE based on Document 
Understanding Conferences (DUC)1 [50] and the Text Analysis Conferences (TAC)2[51]. The 
BioASQ challenge for the biomedical domain also evaluates the task of automatically 
summarizing biomedical texts as part of a question answering system [52][53]. The values of 
recall, precision, and F-measure are reported. As a basic example of how ROUGE works, one can 
consider this example: 
 System Summary 1: The book was found under the bed. 
 System Summary 2: The little red book was found under the big funny bed. 
 Reference Summary: The book was under the bed.  
                                                          
1  http://www-nlpir.nist.gov/projects/duc/index.html 
2 http://www.nist.gov/tac/ 
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  Recall =  
𝑛𝑢𝑚𝑏𝑒𝑟−𝑜𝑓−𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔−𝑤𝑜𝑟𝑑𝑠
𝑡𝑜𝑡𝑎𝑙−𝑤𝑜𝑟𝑑𝑠−−𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒−𝑠𝑢𝑚𝑚𝑎𝑟𝑦
=
6
6
= 1 
  Precision 1 =  
𝑛𝑢𝑚𝑏𝑒𝑟−𝑜𝑓−𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔−𝑤𝑜𝑟𝑑𝑠
𝑡𝑜𝑡𝑎𝑙−𝑤𝑜𝑟𝑑𝑠−−𝑠𝑦𝑠𝑡𝑒𝑚−𝑠𝑢𝑚𝑚𝑎𝑟𝑦
=
6
7
= 0.86 
  Precision 2 =  
𝑛𝑢𝑚𝑏𝑒𝑟−𝑜𝑓−𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔−𝑤𝑜𝑟𝑑𝑠
𝑡𝑜𝑡𝑎𝑙−𝑤𝑜𝑟𝑑𝑠−−𝑠𝑦𝑠𝑡𝑒𝑚−𝑠𝑢𝑚𝑚𝑎𝑟𝑦
=
6
11
= 0.55 
The precision is used for measuring the unnecessary word in summary. Many research works just 
consider recall for evaluation and  do not report any results for precision [7], [39], [43], [45], [54]. 
4.3 Evaluation corpus 
To the best of our knowledge, there is no widely-accepted standard corpus for biomedical 
documents and their model summaries. Existing works commonly use a collection of biomedical 
articles and consider the abstract of each article as the model summary [7], [39], [42], [45], [55], 
[56]. Therefore, we randomly select 300 biomedical scientific articles from BioMed Central.  
4.4 Experimental results  
We design our experiments in an incremental manner. The initial experiments show how different 
features can affect the ROUGE scores. This step is designed to address the following research 
questions: 
Q1) To what extent does the type of graph influence the results? 
Q2) To what extent does the length of the sentence influence the results? 
Q3) To what extent does the use of different entities extraction strategies influence the results?  
Q4) To what extent does the percentage of the summary influence the results?  
To answer question Q1, two different types of graphs are created: weighted and unweighted graph. 
For unweighted graphs, the algorithm processes a pair of sentences that are linked to each other if 
they have a similarity above the threshold.  The different thresholds values of 0.1, 0.2, and 0.3 are 
examined. On the other hand, the original weights without any threshold are also considered. At 
this step, the MultiGBS Basic algorithm uses MetaMap for extracting the concepts.  Table 1 shows 
the precision, recall, and F-measure for 150 papers. 
Table 1: The ROUGE scores for weighted and unweighted models 
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 Unweighted Weighted  
(No threshold) 
Threshold=0.1 Threshold=0.2 Threshold=0.3 
Recall 
ROUGE-L 0.287 0.282 0.281 0.294 
ROUGE-1 0.713 0.71 0.708 0.717 
ROUGE-2 0.351 0.351 0.353 0.353 
ROUGE-SU4 0.384 0.383 0.387 0.386 
  Precision 
ROUGE-L 0.091 0.093 0.098 0.094 
ROUGE-1 0.18 0.184 0.188 0.179 
ROUGE-2 0.093 0.096 0.099 0.092 
ROUGE-SU4 0.104 0.107 0.111 0.103 
F-measure 
ROUGE-L 0.137 0.138 0.143 0.14 
ROUGE-1 0.282 0.287 0.291 0.281 
ROUGE-2 0.144 0.147 0.151 0.144 
ROUGE-SU4 0.16 0.164 0.169 0.16 
 
As shown in Table 1, the best results are obtained by the "Weighted” method.  This function is edge-
based, and the properties of nodes (sentences) such as the length, the position of sentences could 
be added  
For answering the question Q2, the MultiGBS Enhanced algorithm is evaluated. We employ the 
number of concepts and check the performance. Different weights are assigned to 𝛾𝑎𝑛𝑑 𝜃  in Eq. 
11, and the different ROUGE scores (R-1, R-2, R-W-1.2, and R-SU4) for all summarizers are 
given in Table 2.  
Table 2: The ROUGE scores for the summaries with the different weights for the MultiGBS Enhanced (Q2). 
Evaluation  Metrics  𝛾 1 1 1 1 1 1 1 1 
𝜃 1 −1 0.5 −0.5 0.25 −0.25 0.1 −0.1 
Recall 
ROUGE-L 0.291 0.248 0.294 0.261 0.293 0.269 0.293 0.282 
ROUGE-1 0.731 0.493 0.732 0.541 0.732 0.596 0.73 0.661 
ROUGE-2 0.361 0.19 0.363 0.221 0.363 0.259 0.363 0.305 
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ROUGE-SU4 0.395 0.217 0.397 0.249 0.398 0.287 0.397 0.337 
Precision 
ROUGE-L 0.08 0.148 0.082 0.14 0.083 0.128 0.086 0.111 
ROUGE-1 0.159 0.294 0.16 0.276 0.163 0.259 0.168 0.22 
ROUGE-2 0.082 0.123 0.083 0.121 0.085 0.12 0.088 0.107 
ROUGE-SU4 0.091 0.153 0.093 0.146 0.094 0.14 0.097 0.122 
F-measure 
ROUGE-L 0.124 0.182 0.127 0.179 0.128 0.17 0.132 0.157 
ROUGE-1 0.256 0.358 0.259 0.356 0.262 0.352 0.269 0.323 
ROUGE-2 0.132 0.145 0.133 0.153 0.135 0.16 0.139 0.155 
ROUGE-SU4 0.146 0.174 0.148 0.179 0.15 0.183 0.154 0.175 
 
The results confirm our hypothesis that the count of concepts can affect the results. The best recall 
ROUGE scores are reported when 𝜃  is positive. When 𝜃  is negative, the precision values are better 
than other versions. The use of OGER for concept extraction shows better performance than other 
tools. 
For question Q3, different methods are used to extract the entities. First, the UMLS with MetaMap 
and OGER is employed. Second, BERN is used, which is based on BERT [57] known as a 
neural biomedical entity recognition and multi-type normalization tool  [58]. Three different tools 
are evaluated on 85 articles from the CRAFT corpus using the metrics precision, recall, and F1- 
measure [59]. It could be observed that OGER and MetaMap performed better than BERNT based 
on the results shown in Table 3. Therefore, we try to use the results of MetaMap and OGER and 
create the multi-layer graphs for other tests. 
 
Table 3: Comparison of the NER (Named Entity Recognition performance for MetaMap, OGER, and BERN) 
  OGER MetaMap BERN 
Precision  0.4778 0.1635 0.3435 
Recall 0.4964 0.4996 0.1514 
F-measure  0.4819 0.2422 0.2026 
 
For question Q4, the typical size of the summary is between 15% and 35% of the size of the original 
text [43], [45]. Consequently, it may be observed from Tables 1 and 2 that the best arrangement 
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for the recall results is achieved by the MultiGBS Enhanced method that shows the improvement 
resulted from the weighted multi-layer graph. In this step, MultiGBS Enhanced uses OGER and 
MetaMap for extracting entities and creates three different summaries. The results are shown in 
Fig. 2 for 150 documents with different compression rates. 
 
Fig.2 The ROUGE scores for the summaries with different compression rate 
 
Adding more sentences as output can increase recall. Therefore, when the larger size of the 
summary is used, the recall is better. It should be considered that the size of the abstract is different 
for the same size of documents. For example, assume two papers with the same size=180 while 
the size of the abstract is 18 and 32 is the other.  This setting is the same for our algorithm and 
other benchmarks. The results of using OGER are better than MetaMap for ROUGE-2 and 
ROUGE-SU4, and the best results for OGER-1 is related to the combination of MetaMap and 
OGER.  
4.5 Baselines and benchmarks Summaries generated from the MultiGBS Enhanced 
algorithm are compared against LexRank and BERT. 
LexRank: LexRank is a graph-based method that uses TF/IDF cosine similarity and generates a 
similarity matrix. Then it extracts the most important sentences based on centrality. This idea of 
selecting meaningful sentences is similar to PageRank[33]. Based on our previous research, 
LexRank has had better results than other methods in the graph-based method category [43]. 
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Leveraging BERT: Leveraging BERT is a new machine learning that uses the BERT model and 
K-Means clustering [60].  Table 4 shows the results of Bert, LexRank, and our proposed algorithm 
based on ROUGE and BertScore for 120 documents with the compression rate = 20% 
Table 4:  The ROUGE and BertScore results for comparison methods. 
   BERT LexRank MultiGBS Enhanced 
Recall 
ROUGE-L 0.057 0.28 0.243 
ROUGE-1 0.557 0.697 0.544 
ROUGE-2 0.229 0.351 0.235 
ROUGE-SU4 0.263 0.38 0.262 
Bert Score 0.8539 0.8610 0.8561 
Precision  
ROUGE-L 0.026 0.113 0.142 
ROUGE-1 0.259 0.203 0.28 
ROUGE-2 0.109 0.108 0.13 
ROUGE-SU4 0.124 0.12 0.155 
BertScore 0.8279 0.8378 0.8441 
 F-measure 
ROUGE-L 0.035 0.158 0.176 
ROUGE-1 0.345 0.308 0.359 
ROUGE-2 0.145 0.162 0.163 
ROUGE-SU4 0.165 0.179 0.189 
BertScore 0.8406 0.8492 0.85 
 
 
Results show that MultiGBS improves F-measure. The improvements in F-measure are 0.018 for 
ROUGE-L, 0.051 for ROUGE-1, 0.001 for ROUGE-2, 0.01 for ROUGE-SU4, and 0.0008 for 
BertScore, compared with LexRank as a graph-based method.  In comparing with Leveraging 
BERT, these improvements are 0.141 for ROUGE-L, 0.014 for ROUGE-1, 0.018 for ROUGE-2, 
0.024 for ROUGE-SU4, and 0.0094 for BertScore. F1-measure is maximized if there is a variety 
of balance between precision and recall.  Consequently, MultiGBS takes advantage of a multi-
layer graph to cover the different relationships in combination with the length of the sentences to 
improve F1-measure. 
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5 Conclusion  
In this paper, we have presented MultiGBS as a multi-layer graph model for biomedical text 
summarization.  Every layer in MultiGBS represents a different aspect or similarity measure for 
the elements of the input document to cover the different relationships among sentences. This 
enriched model provides more room for improved summarization. The method was evaluated on 
a collection of 300 papers and compared with different methods such as LexRank and Leveraging 
BERT. The results show that the proposed summarizer outperforms the other tools according to 
metrics ROUGE and BertScore. 
Further research in this area could be exploiting more similarity measures depending on the context 
of documents. Moreover, the user requirements may be defined as a complement to the multi-layer 
graph model. Establishing a gold standard as a group of documents and their summaries as a corpus 
will also help to improve the evaluation of automatic document summarization. 
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