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PRESENTING AFFINE SCHUR ALGEBRAS
QIANG FU AND MINGQIANG LIU
Abstract. The universal enveloping algebra U(ĝln) of ĝln was realized in [2, Ch. 6] using affine
Schur algebras. In particular some explicit multiplication formulas in affine Schur algebras were
derived. We use these formulas to study the structure of affine Schur algebras. In particular,
we give a presentation of the affine Schur algebra S△(n, r)Q over Q.
1. Introduction
Beilinson, Lusztig, and MacPherson (BLM) gave a geometric realization for the quantum
enveloping algebra U(gln) of gln over Q(v) via q-Schur algebras in [1]. The remarkable BLM’s
work has many applications. Using BLM’s work, it was proved in [5] that the natural algebra
homomorphism from the Lusztig integral form of quantum gln to the q-Schur algebra over Z is
surjective, where Z = Z[v, v−1]. The integral form of quantum gln was realized in [12] and the
Frobenius–Lusztig kernel of type A was realized in [13]. Furthermore, BLM’s work can be used
to investigate the presentation of q-Schur algebras (cf. [3, 9]).
The affine quantum Schur algebra is the affine version of the q-Schur algebra and it has several
equivalent definitions (see [15, 16, 17]). Let U(ĝln) be the quantum enveloping algebra of the
loop algebra of gln. A conjecture about the realization of U(ĝln) using affine quantum Schur
algebras was formulated in [6, 5.5(2)]. This conjecture has been proved in the classical (v = 1)
case in [2, Ch. 6], and in the quantum case in [7]. These results have important application to
the investigation of the integral affine quantum Schur–Weyl reciprocity (cf. [11, 14, 8]).
The presentation of affine quantum Schur algebras is useful in the investigation of categori-
fications of the affine quantum Schur algebras (cf. [18, 0.1] and [19]). The presentation of the
affine quantum Schur algebra S△(n, r) over Q(v) is given in [4, 20] under the assumption that
n > r. The presentation of the affine quantum Schur algebra S△(r, r) is given in [2, Thm. 5.3.5].
However the presentation problem of S△(n, r) is much more complicated in the n < r case (cf.
[2, Rem. 5.3.6]). In this paper, we give a presentation of the classical affine Schur algebra
S△(n, r)Q over Q for any n, r.
We organize this paper as follows. We recall the definition of the algebra U(ĝln) and the
affine Schur algebra S△(n, r)Q in §2. In §3, we recall the multiplication formulas in affine Schur
algebras established in [2, Ch. 6]. These formulas are essential in studying the presentation of
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affine Schur algebras. Furthermore we will construct the PBW-basis for affine Schur algebras
in 3.7. We will construct the algebra T△(n, r) by generators and relations in §4 and prove that
T△(n, r) is isomorphic to the affine Schur algebra S△(n, r)Q in 5.2.
2. The algebra U(ĝln) and the affine Schur algebra S△(n, r)Q
Let M△,n(Q) be the set of all Z× Z matrices A = (ai,j)i,j∈Z with ai,j ∈ Q such that
(a) For i, j ∈ Z, ai,j = ai+n,j+n;
(b) For every i ∈ Z, the set {j ∈ Z | ai,j 6= 0} is finite.
For i, j ∈ Z, denote by E△i,j = (e
i,j
k,l)k,l∈Z satisfying
ei,jk,l =

1 if k = i+ sn, l = j + sn for somes ∈ Z;0 otherwise.
Let ĝln := gln(Q)⊗Q[t, t
−1]. Clearly, the map
M△,n(Q) −→ ĝln, E
△
i,j+ln 7−→ Ei,j ⊗ t
l, 1 6 i, j 6 n, l ∈ Z,
is a Lie algebra isomorphism. We will identify the loop algebra ĝln with M△,n(Q) in the sequel.
Let Θ△(n) := {A ∈ M△,n(Q) | ai,j ∈ N} and Θ
±
△ (n) := {A ∈ Θ△(n) | for any i, ai,i = 0}. Let
Θ+△ (n) := {A ∈ Θ△(n) | ai,j = 0 for i > j} and Θ
−
△ (n) := {A ∈ Θ△(n) | ai,j = 0 for i 6 j}. For
A ∈ Θ±△ (n) write A = A
+ +A− with A+ ∈ Θ+△ (n) and A
− ∈ Θ−△ (n).
Let U(ĝln) be the universal enveloping algebra of the loop algebra ĝln. For t ∈ N let
(
Hi
t
)
:=
Hi(Hi−1)···(Hi−t+1)
t! ∈ U(ĝln), where Hi := E
△
i,i. For λ ∈ N
n
△ , denote(
H
λ
)
=
∏
16i6n
(
Hi
λi
)
.
Let
(2.1) L+ = {(i, j) | 1 6 i 6 n, j ∈ Z, i < j} and L− = {(i, j) | 1 6 i 6 n, j ∈ Z, i > j}
Then the set
(2.2)
{ ∏
(i,j)∈L+
(E△i,j)
ai,j
(
H
λ
) ∏
(i,j)∈L−
(E△i,j)
ai,j
∣∣λ ∈ Nn△ , A ∈ Θ±△ (n)}
forms a basis of U(ĝln), where the products are taken with respect to any fixed total order on
L+ and L−.
Let I = Z/nZ and we identify I with {1, 2, · · · , n}. Let C = (ci,j)i,j∈I be the Cartan matrix
of affine type An−1. For s ∈ Z with s 6= 0 let Zs =
∑
16h6nE
△
h,h+sn. According to [2, Thm.
6.1.1] we have the following result.
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Lemma 2.1. The algebra U(ĝln) is the Q-algebra generated by Ei = E
△
i,i+1, Fi = E
△
i+1,i, Hi,
Zs, i ∈ I, s ∈ Z, s 6= 0 with relations (i, j ∈ I, s, t ∈ Z, s, t 6= 0)
(UR1) HiHj = HjHi;
(UR2) HiEj − EjHi = (δi,j − δi,j+1)Ej , HiFj − FjHi = (δi,j+1 − δi,j)Fj ;
(UR3) EiFj − FjEi = δij(Hj −Hj+1)
(UR4)
∑
a+b=1−ci,j
(−1)a
(
1− ci,j
a
)
Eai EjE
b
i = 0 for i 6= j;
(UR5)
∑
a+b=1−ci,j
(−1)a
(
1− ci,j
a
)
F ai FjF
b
i = 0 for i 6= j;
(UR6) EiZs = ZsEi, FiZs = ZsFi, HiZs = ZsHi, ZsZt = ZtZs.
Corollary 2.2. The universal enveloping algebras U(ĝln) is the Q-algebra generated by Ei, Fi,
Hi, Ei,i+mn, i ∈ I,m ∈ Z\{0} with relations (UR1)–(UR5) and
(UR6)′ Ei,i+mnHj = HjEi,i+mn; Ei,i+mnEj,j+ln = Ej,j+lnEi,i+mn;
(UR7)′
∑
16i6n
Ei,i+mnEj = Ej
∑
16i6n
Ei,i+mn;
∑
16i6n
Ei,i+mnFj = Fj
∑
16i6n
Ei,i+mn;
(UR8)′ [Xi,m, [[. . . [Ei, Ei+1], . . .], En]] = E1,1+mn − Ei,i+mn for i 6= 1 and m > 0, where Xi,m =
[[. . . , [[E1, E2,2+(m−1)n], E2], . . .], Ei−1];
(UR9)′ [[[Fn, . . . , [Fi+1, Fi] . . .]], Yi,m] = E1,1−mn − Ei,i−mn for i 6= 1 and m > 0, where Yi,m =
[Fi−1, [. . . , [F2, [E2,2−(m−1)n, F1]], . . .]].
Proof. Let U be the Q-algebra generated by Ei, Fi,Hi and Ei,i+mn (i ∈ I,m ∈ Z\{0}) with the
given presentation. There is a surjective Q-algebra homomorphism f : U → U(ĝln) such that
f(Ei) = E
△
i,i+1, f(Fi) = E
△
i+1,i, f(Hi) = E
△
i,i and f(Ei,i+mn) = E
△
i,i+mn. On the other hand,
there is a Q-algebra homomorphism g : U(ĝln) → U such that g(E
△
i,i+1) = Ei, g(E
△
i+1,i) = Fi,
g(E△i,i) = Hi and g(
∑
16i6n
E△i,i+mn) =
∑
16i6n
Ei,i+mn.
It is clear that we have f ◦ g = id. In order to prove that g ◦ f = id, it is enough
to prove that g(E△i,i+mn) = Ei,i+mn for i ∈ I, m ∈ Z\{0}. We use induction on m. By
(UR8)′ we have g(E△1,1+n − E
△
i,i+n) = E1,1+n − Ei,i+n for 1 6 i 6 n. This implies that
g(nE△1,1+n) − g(
∑
16i6n
E△i,i+n) = nE1,1+n −
∑
16i6n
Ei,i+n. It follows that g(E
△
1,1+n) = E1,1+n and
hence g(E△i,i+n) = Ei,i+n for any 1 6 i 6 n. Assume now that m > 1. Then by induction and
(UR8)′, we conclude that g(E△1,1+mn − E
△
i,i+mn) = E1,1+mn − Ei,i+mn for any i > 1. It follows
that g(nE△1,1+mn)−g(
∑
16i6n
E△i,i+mn) = nE1,1+mn−
∑
16i6n
Ei,i+mn and hence g(E
△
i,i−mn) = Ei,i−mn
for m > 0. Similarly, we have g(E△i,i−mn) = Ei,i−mn with m > 0. The assertion follows. 
Let Z = Z[v, v−1], where v is an indeterminate. For r > 0 let S△(n, r)Z
1 be the algebra
over Z defined in [17, 1.10]. Let S△(n, r) = S△(n, r)Z ⊗Z Q(v). The algebras S△(n, r)Z and
1The algebra S△(n, r)Z is denoted by Ur,n,n;A in [17, 1.10].
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S△(n, r) are called affine quantum Schur algebras. The algebra S△(n, r)Z has a normalized
Z-basis {[A] | A ∈ Θ△(n, r)}, where Θ△(n, r) =
{
A ∈ Θ△(n)
∣∣ σ(A) :=∑16i6n, j∈Z ai,j = r}.
Let S△(n, r)Q = S△(n, r)Z ⊗ Q, where Q is regarded as a Z-module by specializing v to 1.
The algebra S△(n, r)Q is the affine Schur algebra over Q. For A ∈ Θ△(n, r) the image of [A] in
S△(n, r)Q will be denoted by [A]1.
Let Zn△ := {(λi)i∈Z | λi ∈ Z, λi = λi−n for i ∈ Z}, N
n
△ := {(λi)i∈Z ∈ Z
n
△ | λi > 0 }. For r > 0,
let Λ△(n, r) = {λ ∈ N
n
△ | σ(λ) :=
∑
16i6n λi = r}. For A ∈ Θ
±
△ (n) and j ∈ N
n
△ , define in S△(n, r)Q
(cf. [10, (3.0.3)])
A[j, r] =
∑
λ∈Λ△(n,r−σ(A))
λj[A+ diag(λ)]1,
where λj =
∏n
i=1 λ
ji
i .
For i ∈ I let e△i ∈ N
n
△ be the element satisfying (e
△
i )j = δi,j for j ∈ I. By [2, Thm. 6.1.5],
there is an algebra homomorphism
(2.3) ηr : U(ĝln) −→ S△(n, r)Q,
such that ηr(E
△
i,i) = 0[e
△
i , r] and ηr(E
△
i,j) = E
△
i,j[0, r] for i 6= j.
3. Multiplication formulas in affine Schur algebras
In [2, Thm. 6.2.2], the multiplication formulas for E△i,j[0, r]A[j, r] were derived in the case
where either |j − i| = 1 or j = i+mn for some nonzero integer m. We will use it to derive the
multiplication formulas for E△i,j[0, r]A[j, r] for any i 6= j in 3.5.
For A ∈ Θ△(n), let ro(A) =
(∑
j∈Z ai,j
)
i∈Z
and co(A) =
(∑
i∈Z ai,j
)
j∈Z
. Note that if
A,B ∈ Θ△(n, r) is such that co(B) = ro(A) then [B]1 · [A]1 = 0 in S△(n, r)Q. For convenience,
we set [A]1 = 0 ∈ S△(n, r)Q if one of the entries of A is negative. The following multiplication
formulas in the affine Schur algebra S△(n, r)Q are proved in [2, Prop. 6.2.3].
Theorem 3.1. Let 1 6 h 6 n, A = (ai,j) ∈ Θ△(n, r), and λ = ro(A). The following multiplica-
tion formulas hold in S△(n, r)Q :
(1) If ε ∈ {1,−1} and λh+ε > 1, then
[E△h,h+ε + diag(λ− e
△
h+ε)]1 · [A]1 =
∑
i∈Z
(ah,i + 1)[A + E
△
h,i − E
△
h+ε,i]1.
(2) If m ∈ Z\{0} and λh > 1, then
[E△h,h+mn + diag(λ− e
△
h )]1 · [A]1 =
∑
s∈Z
(ah,s+mn + 1)[A+ E
△
h,s+mn − E
△
h,s]1.
Furthermore we have the following multiplication formulas in S△(n, r)Q given in [2, Thm.
6.2.2]. For simplicity, we set A[j, r] = 0 if some off-diagonal entries of A are negative.
PRESENTING AFFINE SCHUR ALGEBRAS 5
Theorem 3.2. Assume h, l ∈ Z, j ∈ Nn△ , and A ∈ Θ
±
△ (n). The following multiplication formulas
hold in S△(n, r)Q :
(1) 0[e△l , r]A[j, r] = A[j+ e
△
l , r] +
(∑
s∈Z al,s
)
A[j, r];
(2) for ε ∈ {1,−1},
E△h,h+ε[0, r]A[j, r] =
∑
t6=h,h+ε
(ah,t + 1)(A + E
△
h,t − E
△
h+ε,t)[j, r]
+
∑
06t6jh
(−1)t
(
jh
t
)
(A− E△h+ε,h)[j+ (1− t)e
△
h , r]
+ (ah,h+ε + 1)
∑
06t6jh+ε
(
jh+ε
t
)
(A+ E△h,h+ε)[j− te
△
h+ε, r];
(3) for m ∈ Z\{0},
E△h,h+mn[0, r]A[j, r] =
∑
s 6∈{h,h−mn}
(ah,s+mn + 1)(A + E
△
h,s+mn − E
△
h,s)[j, r]
+
∑
06t6jh
(−1)t
(
jh
t
)
(A− E△h,h−mn)[j+ (1− t)e
△
h , r]
+ (ah,h+mn + 1)
∑
06t6jh
(
jh
t
)
(A+ E△h,h+mn)[j− te
△
h , r].
We now use 3.1(1) to prove the following multiplication formulas in S△(n, r)Q.
Lemma 3.3. Assume 1 6 i 6= j 6 n. Let A ∈ Θ△(n, r) and λ = ro(A) with λj > 1. Then we
have
[E△i,j + diag(λ− e
△
j )]1 · [A]1 =
∑
t∈Z
(ai,t + 1)[A+ E
△
i,t − E
△
j,t]1.
Proof. We proceed by induction on |j − i|. The case |j − i| = 1 follows from 3.1(1). Now we
assume |j − i| > 1. Let
εi,j =

−1 if i < j,1 if i > j.
Then we have |j + εi,j − i| < |j − i| and
[E△i,j + diag(λ− e
△
j )]1 = [E
△
i,j+εi,j + diag(λ− e
△
j )]1 · [E
△
j+εi,j ,j + diag(λ− e
△
j ))]1
− [E△j+εi,j ,j + diag(λ− e
△
j + e
△
i − e
△
j+εi,j)]1 · [E
△
i,j+εi,j + diag(λ− e
△
j+εi,j)]1.
(3.1)
By the induction hypothesis we have
[E△i,j+εi,j + diag(λ− e
△
j )]1 · [E
△
j+εi,j ,j + diag(λ− e
△
j ))]1 · [A]1
=
∑
s,t∈Z
(aj+εi,j ,t + 1)(ai,s + 1)[A + E
△
j+εi,j,t − E
△
j,t + E
△
i,s − E
△
j+εi,j ,s]1
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and
[E△j+εi,j ,j + diag(λ− e
△
j + e
△
i − e
△
j+εi,j)]1 · [E
△
i,j+εi,j + diag(λ− e
△
j+εi,j)]1 · [A]1
=
∑
s,t∈Z
(aj+εi,j ,t + 1− δs,t)(ai,s + 1)[A+ E
△
j+εi,j,t − E
△
j,t + E
△
i,s − E
△
j+εi,j ,s]1.
This together with (3.1) implies that
[E△i,j + diag(λ− e
△
j )]1 · [A]1 =
∑
s,t∈Z
δs,t(ai,s + 1)[A+ E
△
j+εi,j ,t − E
△
j,t + E
△
i,s − E
△
j+εi,j,s]1
=
∑
t∈Z
(ai,t + 1)[A − E
△
j,t + E
△
i,t]1
as required. 
Using 3.1(2) and 3.3, we can prove the following generalization of 3.1.
Proposition 3.4. Assume 1 6 i 6 n, j ∈ Z and i 6= j. Let A ∈ Θ△(n, r) and λ = ro(A) with
λj > 1. Then we have
[E△i,j + diag(λ− e
△
j )]1 · [A]1 =
∑
t∈Z
(ai,t + 1)[A+ E
△
i,t − E
△
j,t]1.
Proof. We write j = k +mn, where 1 6 k 6 n and m ∈ Z. The case k = i is given in 3.1(2).
We now assume k 6= i. Then we have
[E△i,j+diag(λ− e
△
j )]1 = [E
△
i,k + diag(λ− e
△
j )]1 · [E
△
k,j + diag(λ− e
△
j )]1
− [E△k,j + diag(λ− e
△
j + e
△
i − e
△
k )]1 · [E
△
i,k + diag(λ− e
△
j )]1.
(3.2)
By 3.1(2) and 3.3 we have
[E△i,k+diag(λ−e
△
j )]1·[E
△
k,j+diag(λ−e
△
j )]1·[A]1 =
∑
s,t∈Z
(ak,t+1)(ai,s+1)[A+E
△
k,t−E
△
j,t+E
△
i,s−E
△
k,s]1
and
[E△k,j + diag(λ− e
△
j + e
△
i − e
△
k )]1 · [E
△
i,k + diag(λ− e
△
j )]1 · [A]1
=
∑
s,t∈Z
(ak,t − δs,t + 1)(ai,s + 1)[A +E
△
k,t − E
△
j,t + E
△
i,s − E
△
k,s]1
This together with (3.2) implies that
[E△i,j + diag(λ− e
△
j )]1 · [A]1 =
∑
t∈Z
(ai,t + 1)[A− E
△
j,t + E
△
i,t]1
as required. 
The following multiplication formulas, which can be proved using 3.4 in a way similar to the
proof of [2, Thm. 6.2.2], are the generalization of 3.2(2) and (3).
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Proposition 3.5. Assume h 6= k ∈ Z and A ∈ Θ±△ (n). The following multiplication formulas
hold in S△(n, r)Q:
E△h,k[0, r]A[j, r] =
∑
∀t6=h,k
(ah,t + 1)(A + E
△
h,t − E
△
k,t)[j, r]
+
∑
06t6jh
(−1)t
(
jh
t
)
(A− E△k,h)[j+ (1− t)e
△
h , r]
+ (ah,k + 1)
∑
06t6jk
(
jk
t
)
(A+ E△h,k)[j− te
△
k , r].
We end this section by constructing the PBW-basis for S△(n, r)Q. Recall the notation L
+,L−
introduced in (2.1). Let L = L+ ∪ L−. For A ∈ Θ△(n, r) let σ(A) = (σi(A))i∈Z ∈ Λ△(n, r),
where
σi(A) = ai,i +
∑
j<i
(ai,j + aj,i).
Using 3.5, one can prove the following triangular relation in affine Schur algebras.
Lemma 3.6. For A ∈ Θ±△ (n) and λ ∈ Λ△(n, r) we have∏
(i,j)∈L+
E△i,j[0, r]
ai,j
ai,j!
[diag(λ)]1
∏
(i,j)∈L−
E△i,j[0, r]
ai,j
ai,j !
= [A+ diag(λ− σ(A))]1 +
∑
B∈Θ△(n,r)
σ(B++B−)<σ(A)
fA,λ,B[B]
where fA,λ,B ∈ Q and the products are taken with respect to any fixed total order on L
+ and L−.
The following result is a direct consequence of 3.6.
Corollary 3.7. The set{ ∏
(i,j)∈L+
E△i,j [0, r]
ai,j [diag(σ(A))]
∏
(i,j)∈L−
E△i,j [0, r]
ai,j | A ∈ Θ△(n, r)
}
forms a basis for S△(n, r)Q, where the products are taken with respect to any fixed total order on
L+ and L−.
4. The algebra T△(n, r)
We now define an algebra T△(n, r) as below. We will prove in 5.2 that T△(n, r) is isomorphic
to the affine Schur algebra S△(n, r)Q.
Definition 4.1. Let n > 2 and I = Z/nZ. Let T△(n, r) be the associative algebra over Q
generated by the elements
ei, fi, 1λ, ei,i+mn(i ∈ I,m ∈ Z\{0}, λ ∈ Λ△(n, r))
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subject to the relations:
(R1) 1λ1µ = δλ,µ1λ,
∑
λ∈Λ△(n,r)
1λ = 1;
(R2) ei1λ = 1λ+α△i ei, fi1λ = 1λ−α△i fi for λ ∈ Z
n
△ , where α
△
i = e
△
i − e
△
i+1 and 1λ = 0 for
λ 6∈ Λ△(n, r).
(R3) eifj − fjei = δi,j
∑
λ∈Λ△(n,r)
(λi − λi+1)1λ;
(R4)
∑
a+b=1−ci,j
(−1)a
(
1− ci,j
a
)
eai eje
b
i = 0 for i 6= j;
(R5)
∑
a+b=1−ci,j
(−1)a
(
1− ci,j
a
)
fai fjf
b
i = 0 for i 6= j;
(R6) [xi,m, [[. . . [ei, ei+1], . . .], en]] = e1,1+mn − ei,i+mn for i 6= 1 and m > 0 where xi,m =
[[. . . , [[e1, e2,2+(m−1)n], e2], . . .], ei−1];
(R7) [[[fn, . . . , [fi+1, fi] . . .]], yi,m] = e1,1−mn − ei,i−mn for i 6= 1 and m > 0, where yi,m =
[fi−1, [. . . , [f2, [e2,2−(m−1)n, f1]], . . .]];
(R8) ei,i+mn1λ = 1λei,i+mn, ei,i+mnej,j+ln = ej,j+lnei,i+mn;
(R9)
∑
16i6n
ei,i+mnej = ej
∑
16i6n
ei,i+mn,
∑
16i6n
ei,i+mnfj = fj
∑
16i6n
ei,i+mn;
(R10) fi(m1,m2, . . . ,mt)1λ = 0 for i ∈ I, t > 1, m1, . . . ,mt ∈ Z\{0} and λi < t. Here
fi(m1,m2, . . . ,mt) is defined recursively as follows. For m ∈ Z\{0}, let fi(m) = ei,i+nm,
and fi(0) =
∑
λ∈Λ△(n,r)
λi1λ. For t > 1 and m1,m2, . . . ,mt ∈ Z, let
(4.1) fi(m1, . . . ,mt) = fi(m1, . . . ,mt−1)fi(mt)−
t−1∑
j=1
fi(m1, . . . , m̂j , . . . ,mt−1,mj +mt),
where m̂j indicates that mj is omitted.
The definition implies the following result.
Lemma 4.2. There is a unique Q-algebra anti-automorphism τ on T△(n, r) such that
τ(ei) = fi, τ(fi) = ei, τ(1λ) = 1λ, τ(ei,i+mn) = ei,i−mn,
for i ∈ I and m ∈ Z\{0}.
By 2.2, we conclude that there is an algebra homomorphism ξr : U(ĝln)→ T△(n, r) such that
(4.2) ξr(Ei) = ei, ξr(Fi) = fi, ξr(Hi) =
∑
λ∈Λ△(n,r)
λi1λ and ξr(E
△
i,i+mn) 7→ ei,i+mn
for i ∈ I, m ∈ Z and m 6= 0. According to [10, (4.1.1)], we have the following result.
Lemma 4.3. For λ ∈ Λ△(n, r) we have
ξr
((
H
λ
))
=

1λ if σ(λ) = r;0 otherwise.
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In particular the map ξr is surjective.
Let
ei,j := ξr(E
△
i,j) i = 1, . . . , n, j ∈ Z.
For i ∈ Z, let i¯ denote the integer modulo n. Since [E△i,j, E
△
k,l] = δj¯,k¯E
△
i,l+j−k −
δl¯,¯iE
△
k,j+l−i for i, j, k, l ∈ Z, we conclude that
(4.3) [ei,j, ek,l] = δj¯,k¯ei,l+j−k − δl¯,¯iek,j+l−i.
for i, j, k, l ∈ Z.
For A ∈ Θ+△ (n), let
eA =
∏
16i6n
i<j, j∈Z
e
ai,j
i,j = Mn · · ·M2M1,
where
Mj = Mj(A) =
∏
1<j+sn
s∈Z
e
a1,j+sn
1,j+sn
∏
2<j+sn
s∈Z
e
a2,j+sn
2,j+sn · · ·
∏
n<j+sn
s∈Z
e
an,j+sn
n,j+sn .
Note that by (4.3) we have ei,j+mnei,j+ln = ei,j+lnei,j+mn for i, j ∈ I and m, l ∈ Z. So the
product
∏
i<j+sn, s∈Z e
ai,j+sn
i,j+sn is independent of the order of s. For A ∈ Θ
−
△ (n), let f
A = τ(e
tA),
where tA is the transpose of A. Then we have
fA =
∏
16i6n
i>j
e
ai,j
i,j = M
′
1M
′
2 · · ·M
′
n,
where
M ′j = M
′
j(A) =
∏
j+sn>n
s∈Z
e
aj+sn,n
j+sn,n
∏
j+sn>n−1
s∈Z
e
aj+sn,n−1
j+sn,n−1 · · ·
∏
j+sn>1
s∈Z
e
aj+sn,1
j+sn,1 .
For A ∈ Θ±△ (n) and i, j ∈ Z let
(4.4) A+i,j =
∑
i<j+sn
s∈Z
ai,j+snE
△
i,j+sn and A
−
j,i =
∑
i<j+sn
s∈Z
aj+sn,iE
△
j+sn,i.
Furthermore, let
(4.5) A+j =
∑
16i6n
A+i,j =
∑
i<j
i∈Z
ai,jE
△
i,j and A
−
j =
∑
16i6n
A−j,i =
∑
i<j
i∈Z
aj,iE
△
j,i.
Then we have A+ =
∑
16j6nA
+
j , A
− =
∑
16j6nA
−
j . Furthermore we have
e
A+i,j =
∏
i<j+sn
s∈Z
e
ai,j+sn
i,j+sn , f
A−j,i =
∏
i<j+sn
s∈Z
e
aj+sn,i
j+sn,i , e
A+j = Mj(A
+), fA
−
j = M ′j(A
−).
Hence we have
(4.6) eA
+
= eA
+
n · · · eA
+
1 , fA
−
= fA
−
1 · · · fA
−
n , eA
+
j = eA
+
1,j · · · eA
+
n,j , fA
−
j = fA
−
j,n · · · fA
−
j,1 .
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For k ∈ N let
(4.7) Nk = spanQ{e
A+1µf
A− | A ∈ Θ±△ (n), σ(A) < k, µ ∈ Λ△(n, r)}.
Furthermore, let
(4.8) N+k = spanQ{e
A | A ∈ Θ+△ (n), σ(A) < k} and N
−
k = spanQ{f
A | A ∈ Θ−△ (n), σ(A) < k}.
By (4.3) we have the following result.
Lemma 4.4. Assume M = ei1,j1 · · · eik,jk and M
′ = ei′1,j′1 · · · ei′l,j′l , where is 6= js and i
′
t 6= j
′
t for
all s, t. Then:
(1) MM ′ −M ′M ∈ Nk+l.
(2) If is < js and i
′
t < j
′
t for all s, t then MM
′ −M ′M ∈ N+k+l.
(3) If is > js and i
′
t > j
′
t for all s, t then MM
′ −M ′M ∈ N−k+l.
Lemma 4.5. For λ ∈ Zn△ and 1 6 i 6 n and j ∈ Z, we have ei,j1λ = 1λ+e△i −e△j ei,j, where 1λ = 0
for λ 6∈ Λ△(n, r).
Proof. We write j = k+mn with 1 6 k 6 n and m ∈ Z. If k = i then the assertion follows from
4.1(R8). Now we assume k 6= i. From (4.3) we see that
ei,j = ei,k+mn =

[[· · · [[ei,i+1, ei+1,i+2], ei+2,i+3], · · · , ek−1,k], ek,k+mn] if i < k;[[· · · [[ei,i−1, ei−1,i−2], ei−2,i−3], · · · , ek+1,k], ek,k+mn] if i > k
By 4.1(R2) and (R8) we conclude that
ei,k+mn1λ =

1λ+α△i +α△i+1+···+α△k−1ei,k+mn = 1λ+e△i −e△kei,k+mn if i < k;1λ−α△i−1−α△i−2−···−α△kei,k+mn = 1λ+e△i −e△kei,k+mn if i > k.
The assertion follows. 
Corollary 4.6. Let λ ∈ Zn△ .
(1) For A ∈ Θ+△ (n) we have e
A1λ = 1λ−co(A)+ro(A)e
A.
(2) For A ∈ Θ−△ (n) we have 1λf
A = fA1λ+co(A)−ro(A).
Proof. Applying τ defined in 4.2 to (1) gives (2). We prove (1). If A ∈ Θ+△ (n), then by 4.5 we
have eA1λ = 1λ+βe
A, where
β =
∑
16i6n
i<j, j∈Z
ai,j(e
△
i − e
△
j ) =
∑
16i6n
∑
i<j
j∈Z
ai,je
△
i −
∑
16k6n
∑
16i6n, s∈Z
i<k+sn
ai,k+sne
△
k = ro(A)− co(A).
The assertion follows. 
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For 1 6 i 6 n, let
Θ±△ (n)i = {A ∈ Θ
±
△ (n) | ah,t = 0 for 1 6 h 6 n, t ∈ Zwith (h, t) 6∈ {(i, i + kn) | k ∈ Z}}.
For 1 6 i 6 n, let Θ+△ (n)i = Θ
+
△ (n) ∩ Θ
±
△ (n)i and Θ
−
△ (n)i = Θ
−
△ (n) ∩ Θ
±
△ (n)i. By definition we
have
(4.9) eA
+
=
∏
m>1
e
ai,i+mn
i,i+mn =
∏
m>1
fi(m)
ai,i+mn and fA
−
=
∏
m>1
e
ai+mn,i
i+mn,i =
∏
m>1
fi(−m)
ai+mn,i
for A ∈ Θ±△ (n)i. By 4.1(R8) we have
(4.10) eA
+
1λ = 1λe
A+ , fA
−
1λ = 1λf
A− and eA
+
fA
−
= fA
−
eA
+
for A ∈ Θ±△ (n)i and λ ∈ Λ△(n, r).
Lemma 4.7. For i ∈ I and m1, · · · ,mt ∈ Z we have
fi(m1) · · · fi(mt) = fi(m1, · · · ,mt) + g
where g is a Z-linear combination of fi(l1) · · · fi(ls) with 1 6 s 6 t− 1 and l1, · · · , ls ∈ Z.
Proof. Let Xi,t = spanZ{fi(l1) · · · fi(ls) | 1 6 s 6 t, l1, · · · , ls ∈ Z}. We proceed by induction on
t. The case t = 1, 2 is trivial. Now we assume t > 2. By definition we have fi(m1, . . . ,mt) =
fi(m1, . . . ,mt−1)fi(mt)−
∑t−1
j=1 hj , where hj = fi(m1, . . . , m̂j , . . . ,mt−1,mj+mt). By the induc-
tion hypothesis, we have fi(m1, . . . ,mt−1)fi(mt) − fi(m1) · · · fi(mt−1)fi(mt) ∈ Xi,t−2fi(mt) ⊆
Xi,t−1 and hj ∈ Xi,t−1 for all j. The assertion follows. 
Lemma 4.8. Let λ ∈ Λ△(n, r). If A ∈ Θ
±
△ (n)i and λi < σi(A) for some 1 6 i 6 n, then
(4.11) eA
+
1λf
A− =
∑
B∈Θ±△ (n)i
σ(B)<σ(A)
dBe
B+1λf
B− ,
where dB ∈ Q.
Proof. Since A ∈ Θ±△ (n)i, there exist m1,m2, . . . ,mt ∈ Z\{0} with t = σ(A) = σi(A) such that
eA
+
fA
−
= fi(m1) · · · fi(mt). It follows from 4.7 that
eA
+
fA
−
= fi(m1, · · · ,mt) + g
where g is a Q-linear combination of fi(l1) · · · fi(ls) with 1 6 s < t = σ(A) and l1, · · · , ls ∈ Z.
Given l1, · · · , ls ∈ Z there exists B ∈ Θ
±
△ (n)i and k ∈ N such that fi(l1) · · · fi(ls) = e
B+fB
−
fi(0)
k
and s = σ(B) + k. It follows that
(4.12) eA
+
fA
−
= fi(m1, · · · ,mt) +
∑
B∈Θ±△ (n)i
σ(B)<σ(A), k∈N
gB,ke
B+fB
−
fi(0)
k (gB,k ∈ Q)
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Since λi < σi(A) = t, by 4.1(R10) we have fi(m1, · · · ,mt)1λ = 0. Thus by (4.10) and (4.12) we
have
eA
+
1λf
A− = eA
+
fA
−
1λ =
∑
B∈Θ±△ (n)i
σ(B)<σ(A), k∈N
gB,kλ
k
i e
B+1λf
B− .
The assertion follows. 
Recall the notation A+i,j, A
+
j defined in (4.4) and (4.5). For 1 6 i 6 n let
Γi = {A ∈ Θ
±
△ (n) | A
+ = A+i , A
− ∈ Θ−△ (n)i} and Γ
′
i = {A ∈ Θ
±
△ (n) | A
− = A−i , A
+ ∈ Θ+△ (n)i}.
Corollary 4.9. Let λ ∈ Λ△(n, r) and A ∈ Θ
±
△ (n). If A ∈ Γi and λi < σi(A) for some 1 6 i 6 n,
then
(4.13) fA
−
eA
+
1λ =
∑
C∈Γi
σ(C)<σ(A)
gCf
C−eC
+
1λ (gC ∈ Q).
If A ∈ Γ′i and λi < σi(A), then
(4.14) 1λf
A−eA
+
=
∑
C∈Γ′
i
σ(C)<σ(A)
g′C1λf
C−eC
+
(g′C ∈ Q).
Proof. Applying τ defined in 4.2 to (4.13) gives (4.14). We prove (4.13). Let
Πi,A = spanQ{f
C−eC
+
| C ∈ Γi, σ(C) < σ(A)}.
We have to show that fA
−
eA
+
1λ ∈ Πi,A1λ. By (4.3) and (4.6) we have
eA
+
= eA
+
i = eA
+
i,ie
A+1,i · · · eA
+
i−1,ie
A+i+1,i · · · eA
+
n,i + g
where g is a Q-linear combination of eB with B = B+i ∈ Θ
+
△ (n) and σ(B) < σ(A
+). It
follows that fA
−
eA
+
1λ = f
A−e
A+i,ie
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i1λ + f
A−g1λ. Since f
A−g ∈
spanQ{f
A−eB | B = B+i ∈ Θ
+
△ (n), σ(B) + σ(A
−) < σ(A)} ⊆ Πi,A, it is enough to prove
that
(4.15) fA
−
e
A+i,ie
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i1λ ∈ Πi,A1λ.
By 4.6 we have
(4.16) fA
−
e
A+i,ie
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i1λ = f
A−e
A+i,i1λ′e
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i
where λ′ = λ− co(A+−A+i,i)+ro(A
+−A+i,i). Since A
+ = A+i we have (ro(A
+−A+i,i))i = 0. This
together with the condition λi < σi(A) implies that λ
′
i = λi − (co(A
+ −A+i,i))i = λi − σi(A
+) +
σi(A
+
i,i) < σi(A
−) + σi(A
+
i,i). Hence by 4.8 and (4.10) we have
fA
−
e
A+i,i1λ′ =
∑
B∈Θ±△ (n)i
σ(B)<σ(A
+
i,i
)+σ(A−)
dBf
B−eB
+
1λ′
PRESENTING AFFINE SCHUR ALGEBRAS 13
where dB ∈ Q. This together with (4.16) implies that
fA
−
e
A+i,ie
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i1λ
=
∑
B∈Θ±△ (n)i
σ(B)<σ(A+
i,i
)+σ(A−)
dBf
B−eB
+
1λ′e
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i
=
∑
B∈Θ±△ (n)i
σ(B)<σ(A+
i,i
)+σ(A−)
dBf
B−(eB
+
e
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i)1λ
By (4.3) we have
eB
+
e
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i =
∑
C=C+
i
∈Θ+△ (n)
σ(C)6σ(B+)+σ(A+−A+
i,i
)
kB+,Ce
C (kB+,C ∈ Q).
Thus we have
fA
−
e
A+i,ie
A+1,i · · · eA
+
i−1,ie
A+i+1,i . . . eA
+
n,i1λ =
∑
B∈Θ±△ (n)i, C=C
+
i
∈Θ+△ (n)
σ(C)+σ(B−)6σ(B)+σ(A+−A+
i,i
)<σ(A)
dBkB+,Cf
B−eC1λ
as required. 
Proposition 4.10. The set
M := {eA
+
1λf
A− |A ∈ Θ±△ (n), λi > σi(A)∀i}
is a spanning set for T△(n, r).
Proof. For A ∈ Θ±△ (n) and λ ∈ Λ△(n, r), let
mA,λ = e
A+1λf
A−.
By (2.2) and 4.3, we conclude that T△(n, r) is spanned by the elements mA,λ with λ ∈ Λ△(n, r),
A ∈ Θ±△ (n). Therefore, to prove this proposition, we must show that if λ ∈ Λ△(n, r), B ∈ Θ
±
△ (n)
and λi < σi(B) for some 1 6 i 6 n, then mB,λ lies in the span of M.
We proceed by induction on σ(B). If σ(B) = 1, then by 4.1(R10) and 4.5 we have mB,λ = 0.
Assume now that σ(B) > 1 and λi < σi(B). By (4.6) we may write
mB,λ = e
B+n · · · eB
+
1 1λf
B−1 · · · fB
−
n ,
where B+i and B
−
i are as given in (4.5). Let m
(1)
B,λ = xBe
B+i 1λf
B−i yB. where xB =
eB
+
n · · · eB
+
i+1e
B+
i−1 · · · eB
+
1 and yB = f
B−1 · · · fB
−
i−1f
B−
i+1 · · · fB
−
n . By 4.4 we have
(4.17) mB,λ − m
(1)
B,λ ∈ Nσ(B).
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Furthermore by 4.6 we have
m
(1)
B,λ = xB1λ′e
B+i fB
−
i yB,
where λ′ = λ− co(B+i ) + ro(B
+
i ). Let m
(2)
B,λ = xB1λ′f
B−i eB
+
i yB. Then by 4.4 we have
(4.18) m
(1)
B,λ − m
(2)
B,λ ∈ Nσ(B).
Let
m
(3)
B,λ = xB(1λ′f
B−i e
B+i,i)eB
+
1,i · · · eB
+
i−1,ie
B+i+1,i · · · eB
+
n,iyB.
By (4.6) and 4.4 we have
eB
+
i − eB
+
i,ie
B+1,i · · · eB
+
i−1,ie
B+i+1,i · · · eB
+
n,i ∈ N+
σ(B+i )
.
where B+s,i is as given in (4.4). It follows that
(4.19) m
(2)
B,λ − m
(3)
B,λ ∈ Nσ(B).
Note that B+i,i ∈ Θ
+
△ (n)i. Since λi < σi(B) = σi(B
−
i ) + σi(B
+
i ), we have λ
′
i = λi − σi(B
+
i ) +
σi(B
+
i,i) < σi(B
−
i ) + σi(B
+
i,i). Hence by (4.14) and 4.4 we have
1λ′f
B−i e
B+i,i ∈ N
σ(B−i +B
+
i,i)
.
This together with 4.4 implies that
(4.20) m
(3)
B,λ ∈ Nσ(B).
By the induction hypothesis we have Nσ(B) ⊆ spanM. Thus by (4.17)–(4.20) we have mB,λ ∈
spanM. The assertion follows. 
5. The isomorphism between T△(n, r) and S△(n, r)Q
For m ∈ Z let
f˜i(m) =

E
△
i,i+nm[0, r] if m 6= 0;
0[e△i , r] otherwise.
Furthermore, by using (4.1), we define similarly the elements f˜i(m1, · · · ,mt) ∈ S△(n, r)Q for
m1, · · · ,mt ∈ Z with t > 1.
Lemma 5.1. For i ∈ I and m1, . . . ,mt ∈ Z\{0}, we have
f˜i(m1,m2, . . . ,mt) = am1,...,mt ·
( t∑
j=1
E△i,i+mjn
)
[0, r].
where am1,...,mt =
∏
26k6t(
∑
16s6k δms,mk).
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Proof. We use induction on t. The case t = 1 is trivial. The result follows from 3.2 when
t = 2. Assume now t > 2. By the inductive hypothesis we have f˜i(m1,m2, . . . ,mt−1) =
am1,...,mt−1 · A[0, r], where A =
∑t−1
s=1E
△
i,i+msn
. It follows from 3.2(3) that
f˜i(m1,m2, . . . ,mt)
= f˜i(mt)f˜i(m1,m2, . . . ,mt−1)−
t−1∑
j=1
f˜i(m1, . . . , m̂j, . . . ,mt−1,mj +mt)
= am1,...,mt−1
t−1∑
j=1
(hj(A+ E
△
i,i+n(mj+mt)
− E△i,i+nmj)[0, r] + sj(A− E
△
i,i−nmt)[e
△
i , r])
+ am1,...,mt
( t∑
j=1
E△i,i+mjn
)
[0, r]−
t−1∑
j=1
f˜i(m1, . . . , m̂j, . . . ,mt−1,mj +mt),
where hj = (1 +
∑
16s6t−1, s 6=j δmj+mt,ms)(1 − δ0,mj+mt)(
∑
16s6t−1 δmj ,ms)
−1 and sj =
δ0,mj+mt(
∑
16s6t−1 δmj ,ms)
−1. Thus it is enough to prove
f˜i(m1, . . . , m̂j , . . . ,mt−1,mj +mt)
= am1,...,mt−1(hj(A+ E
△
i,i+n(mj+mt)
− E△i,i+nmj )[0, r] + sj(A− E
△
i,i−nmt)[e
△
i , r])
for 1 6 j 6 t− 1.
If mj +mt = 0 for some 1 6 j 6 t− 1, then by definition we have
f˜i(m1, . . . , m̂j , . . . ,mt−1,mj +mt)
= f˜i(m1, . . . , m̂j, . . . ,mt−1)f˜i(0)−
∑
16k6t−1
k 6=j
f˜i(m1, . . . , m̂j , . . . , m̂k, . . . ,mt−1,mk).(5.1)
Furthermore we have hj = 0 and sj = (
∑
16s6t−1 δmj ,ms)
−1. Since am1,...,mk,mk+1,...,mt−1 =
am1,...,mk+1,mk,...,mt−1 for any k we have
(5.2) am1,...,mt−1 = am1,...,m̂j ,...,mt−1,mj = am1,...,m̂j ,...,mt−1
∑
16s6t−1
δmj ,ms = am1,...,m̂j ,...,mt−1s
−1
j .
Thus by the induction hypothesis we conclude that
f˜i(m1, . . . , m̂j , . . . , m̂k, . . . ,mt−1,mk) = f˜i(m1, . . . , m̂j , . . . ,mt−1)
= am1,...,m̂j ,...,mt−1(A− E
△
i,i+nmj )[0, r]
= am1,...,mt−1sj(A− E
△
i,i+nmj )[0, r]
for 1 6 k 6 t− 1 with k 6= j. This together with (5.1) and 3.2(1) implies that
f˜i(m1, . . . , m̂j , . . . ,mt−1,mj +mt) = f˜i(m1, . . . , m̂j , . . . ,mt−1)(f˜i(0)− (t− 2))
= am1,...,mt−1sj(A− E
△
i,i+nmj)[0, r](0[e
△
i , r]− (t− 2))
= am1,...,mt−1sj(A− E
△
i+inmj )[e
△
i , r]
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as desired.
Now we assume mj + mt 6= 0 for some 1 6 j 6 t − 1. Then we have sj = 0 and hj =
(1 +
∑
16s6t−1, s 6=j δmj+mt,ms)(
∑
16s6t−1 δmj ,ms)
−1. By the induction hypothesis and (5.2) we
have
f˜i(m1, . . . , m̂j , . . . ,mt−1,mj +mt)
= am1,...,m̂j ,...,mt−1,mj+mt(A+ E
△
i,i+n(mj+mt)
− E△i,i+nmj)[0, r]
= am1,...,m̂j ,...,mt−1(1 +
∑
16s6t−1, s 6=j
δmj+mt,ms)(A+ E
△
i,i+n(mj+mt)
− E△i,i+nmj)[0, r]
= am1,...,mt−1hj(A+ E
△
i,i+n(mj+mt)
− E△i,i+nmj )[0, r].
The assertion follows. 
Theorem 5.2. The map ηr given in (2.3) induces an algebra isomorphism η¯r : T△(n, r) →
S△(n, r)Q such that η¯r ◦ξr = ηr, where ξr is defined in (4.2). In particular, S△(n, r)Q is generated
by
ei, fi, 1λ, ei,i+nm(1 6 i 6 n,m ∈ Z\{0}, λ ∈ Λ△(n, r))
subject to the relations (R1)–(R10) in 4.1.
Proof. By 2.2 and 5.1, the map ηr induces a surjective algebra homomorphism
η¯r : T△(n, r)→ S△(n, r)Q
such that η¯r ◦ ξr = ηr. By 3.7 and 4.10 we see that the map η¯r sends a spanning set of T△(n, r)
to a basis of S△(n, r)Q. Hence η¯r is an isomorphism. 
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