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Seoul National University 1 7 1 8 Participants (N=125) viewed a total of 42 images each, divided into 6 blocks of 7 trials. Images 1 8 1 were presented for 10 s, with a 4 s inter-trial-interval. Each block of images consisted of either 1 8 2 positive or negative image content. In each of the 3 blocks containing positive and negative 1 8 3 image content, participants were asked to either enhance, react normally, or suppress their 1 8 4 emotional expressions, so that each valence type (i.e., positive or negative) was paired once with 1 8 5 each task instruction (enhance, react normally, suppress). All images were selected from the 1 8 6
International Affective Picture System (37). Participants' reactions to the images were video 1 8 7 recorded and their facial expressions were subsequently rated for positive and negative emotion 1 8 8
Running head: DECODING FACIAL EXPRESSIONS OF EMOTION 9 intensity by a team of trained coders. The same recordings were then analyzed by FACET, a 1 8 9 computer vision tool which automatically identifies facial Action Units (AUs). 1 9 0 1 9 1 Manual coding procedure. A team of three trained human coders, unaware of participants' 1 9 2 task instructions, independently viewed and rated each 10-s recording for both positive and 1 9 3 negative emotion intensity. Presentation of recordings was randomized for each coder. Ratings 1 9 4
were collected on a 7-point Likert scale ranging from 1 (no emotion) to 7 (extreme emotion). 1 9 5
Coders completed an initial training phase during which they rated recordings of pre-selected 1 9 6 non-study cases and discussed specific facial features that influenced their decisions (see the 1 9 7
Supplementary Text for the coding guide). The goal of this training was to ensure that all coders 1 9 8 could reliably agree on emotion intensity ratings. In addition, coders participated in once-1 9 9 monthly meetings throughout the coding process to ensure reliability and reduce drift. 2 0 0
Agreement between coders across all usable recordings (6,290 recordings) was high, with 2 0 1 intraclass correlation coefficients (ICCs(3); 38) of .88 and .94 for positive and negative ratings, 2 0 2 respectively. The ICC(3) measure reported above indicates absolute agreement of the average 2 0 3 human-coder rating within each condition (enhance, react normally, suppress) for each of the 2 0 4 125 participants. To prepare data for CVML analysis, we performed an additional quality check 2 0 5 to screen out videos in which participants' faces were off-camera or covered. Any recording in 2 0 6 which a participant's face was covered, obscured, or off-camera for 1 s or more was removed 2 0 7 from analysis. If 50% or more of a participant's recordings were excluded, we excluded all of 2 0 8 his/her recordings. This resulted in a total of 4,648 usable recordings across 125 participants. 2 0 9
With over 4,000 individually-coded recordings, our sample size is in the typical range for 2 1 0 machine learning applications (39). 2 1 1 Automated coding procedure. We then analyzed each of the 4,648 recordings with FACET 2 1 2 (23). FACET is a computer-vision tool that automatically detects 20 FACS-based AUs (see 2 1 3 Supplementary Table 1 for descriptions and depictions of FACET-detected AUs). FACET 2 1 4 outputs values for each AU indicating the algorithm's confidence in the AU being present. 2 1 5
Confidence values are output at a rate of 30 Hz, resulting in a time-series of confidence values 2 1 6
for each AU being present with each frame of a video-recording. Each point in the time-series is 2 1 7 a continuous number ranging from about -16 to 16, whereby more positive and more negative 2 1 8 numbers indicate increased and decreased probability of the presence of a given AU, 2 1 9 respectively. We refer to this sequence of numbers as an AU evidence time-series. 2 2 0
Each AU evidence time-series was converted to a point estimate by taking the area under the 2 2 1 curve (AUC) of the given time-series and dividing the AUC by the total length of time that a face 2 2 2 was detected throughout the clip. This creates a normalized measure that does not render biased 2 2 3 weights to clips of varying quality (e.g., clips in which participants' faces are occasionally not 2 2 4 detected). Point-estimates computed this way represent the expected probability that a participant 2 2 5 expressed a given AU across time. We used the AU evidence time-series point estimates as 2 2 6 predictor (independent) variables to train a machine learning model to predict human valence 2 2 7 intensity ratings. It took FACET less than 3 days to extract AU evidence time-series data from 2 2 8 all recordings (running on a standard 8-core desktop computer). Note that we did not use a 2 2 9 baseline correction for each subject, which would require human annotation of a neutral facial 2 3 0 expression segment for each participant. Therefore, the models reported here may be applied to 2 3 1 novel facial recordings with no human judgment. predict human-coded valence ratings from the AU evidence time-series point estimates described 2 3 6 above (see Supplementary Text for details on training). RFs are constructed by generating 2 3 7 multiple decision trees and averaging predictions of all trees together. We chose the RF model 2 3 8 because (1) it can automatically capture interactions between independent variables, and we 2 3 9 know that humans use multiple AUs simultaneously when evaluating facial expressions; (2) the 2 4 0 importance of each independent variable can be extracted from the RF to make inferences 2 4 1 regarding which AUs human coders attended to while rating valence intensity (analogous to 2 4 2 interpreting beta weights from a multiple regression; 39); and (3) RFs have previously shown 2 4 3 robust representations of the mapping from facial features (e.g., AUs) to discrete emotions and 2 4 4 valence intensity (40, 41) . Given high agreement among coders and a large literature showing 2 4 5 that aggregating continuous ratings from multiple, independent coders leads to reliable estimates 2 4 6 despite item-level noise (i.e., ratings for each recording; see 42), we used the average of all 2 4 7 coders' ratings for each recording as the outcome (dependent) variable to train the RF. The goal of our first analysis was to determine whether or not CVML could perform similarly to 2 5 1 humans in rating facial expressions of emotion. For each AU evidence time-series, we computed 2 5 2 the normalized (i.e., divided by the total time that FACET detected a face) Area Under the Curve 2 5 3 (AUC), which captures the probability that a given AU is present over time. All AUC values (20 2 5 4 total) were entered as predictors into the random forest (RF) model to predict the average coder 2 5 5 rating for each recording. To test how similar the model ratings were to human ratings, we 2 5 6 separated the data into training (3,060 recordings) and test (1,588 recordings) sets. We fit the RF 2 5 7 12 to the training set and made predictions on the unseen test set. Model performance was assessed 2 5 8 by comparing the Pearson and intraclass correlations between computer-and human-generated 2 5 9 ratings in the test sets.
The RF model contains 2 tuning parameters, namely: 1) ntrees-the number of decision trees 2 6 2 used in the forest, and 2) mtry-the number of predictors to sample from at each decision node 2 6 3 (i.e., "split") in a tree. A grid search over ntrees
of-bag prediction accuracy converged by 500 trees for both positive and negative datasets (not 2 6 5 reported). A grid search over mtry
bag prediction accuracy for values ranging from 5 to 20. Because RFs do not over-fit the data 2 6 7
with an increasing number of trees (39), we set ntrees = 500 for models presented in all reported 2 6 8 analyses to ensure convergence. Because initial grid searches over mtry failed to improve the 2 6 9 model, we set mtry heuristically (39) as mtry = p/3, where p represents the number of predictors 2 7 0 (i.e., 1 for each AU) in an n × p matrix (n = number of cases) used to train the model. We fit the 2 7 1 RF model using the easyml R package (43), which provides a wrapper function for the 2 7 2 randomForest R package (44). All R codes used for model fitting along with the trained RF 2 7 3 models will be made available on our GitHub repository upon publication 2 7 4 (https://github.com/CCS-Lab). to how similar the model-and human-generated valence intensity rating are. To assess model 2 7 7 performance, we split the 4,648 recordings into training (n=3,060; 65.8%) and test (n=1,588; 2 7 8 34.2%) sets, trained the model on the training set (see the Supplementary Text for details), and 2 7 9 then made predictions on the unseen test set to assess how well the RF predicted valence 2 8 0 dataset (all 4,648 recordings) without splitting into training and test sets. We used this method to 3 0 4 identify independent variables that were robust across all samples (45, 46) . After fitting the RF 3 0 5 models, the importance of each independent variable was estimated using increase in node 3 0 6 purity, a measure of change in residual squared error (increases in prediction accuracy) 3 0 7 attributable to the independent variable across all decision trees (39). Importance scores for each 3 0 8 independent variable extracted from the RF then represent the magnitude-but not direction of-3 0 9
the effect a given AU has on human coders' valence ratings. 3 1 0
To identify potential individual differences in emotion recognition between human coders, 3 1 1 we also fit the RF to each coder's ratings independently. We used randomization tests to 3 1 2 determine the minimum number of ratings necessary to accurately infer which AUs the coders 3 1 3 attended to while generating emotion ratings. For each of the 3 coders, we performed the 3 1 4
following steps: (1) randomly sample n recordings rated by coder i, (2) fit the RF model to the 3 1 5 subset of n recordings/ratings according to the model fitting procedures outlined above, (3) 3 1 6 compute the ICC(2) of the extracted RF feature importances (i.e., increase in node purity) 3 1 7 between the permuted model and the model fit to all recordings/ratings from coder i, and (4) 3 1 8 iterate steps 1-3 twenty times for each value of n (note that different subsets of n 3 1 9 recordings/ratings were selected for each of these twenty iterations). We varied n ‫א‬ { 3 0 , 4 0 , 5 0 ,
Results

2 3
Model performance across participants. Table 1 shows correlations between the model-3 2 4
predicted and the average of the human coders' ratings per recording across both training and 3 2 5 test sets. Overall, the RF showed good to excellent performance across both training and test sets 3 2 6
Running head: DECODING FACIAL EXPRESSIONS OF EMOTION 15 for positive and negative ratings. Notably, these results were supported by both the Pearson 3 2 7 correlations and the ICCs, suggesting that the RF produced ratings that not only captured 3 2 8 variance in, but also showed high agreement with, human ratings. Sensitivity analyses (see 3 2 9
Figure 3) indicated that model performance was robust across different training and test splits of 3 3 0 the data. These results suggest that variance in human-coded valence intensity can be captured 3 3 1 by the presence of discrete AUs. Model performance within participants. We also checked model performance for each of 3 4 9 the 125 participants by computing correlations between human-and model-generated ratings for 3 5 0 each participant separately (Figure 4) . Although the RF model performed well for many 3 5 1 participants in the positive (median r = .91, ICC(1) = .80) and negative (median r = .73, ICC(1) = 3 5 2
.51) affect test sets, 5 participants within the positive and 7 participants within the negative affect 3 5 3 test-set yielded negative correlations between human-and computer-generated emotion ratings 3 5 4 ( Figure 4 ). Further analyses of within-participant model performance revealed significant 3 5 5 positive associations between within-subject variance in model-predicted ratings and within-3 5 6
participant prediction accuracy (all rs .54, ps < .001; see Supplementary Figure 1A ). We found 3 5 7 the same relation between human-assigned ratings and within-participant variance (see 3 5 8
Supplementary Figure 1B) . This suggests that the RF model was more accurate in predicting 3 5 9
human-rated emotion if participants expressed a wider range of emotional intensity. coders may have used to generate positive and negative emotion ratings, we examined the 3 7 0 importance of all AUs in predicting human emotion ratings ( Figure 5 ). Note that importance 3 7 1 values for the RF do not indicate directional effects, but instead reflect relative importance of a 3 7 2
given AU in predicting human-coded positive/negative affect intensity. The RF identified AUs 3 7 3 12 (lip corner pull), 6 (cheek raiser), and 25 (lips part) as three of the four most important AUs 3 7 4
for predicting positive emotion. Together, AUs 12 and 6 accounted for 50% of the total 3 7 5
importance (analogous to proportion of variance accounted for) of all AUs for positive ratings. In 3 7 6 contrast to positive ratings, relative importance values for AUs of negative ratings were 3 7 7 distributed more evenly across AUs, a trend which was also found when the RF was fit 3 7 8
individually to each coder (see Individual differences in emotion recognition below). In fact, the 3 7 9 5 most important AUs for negative ratings ( Figure 5 ) accounted for 50% of the total importance 3 8 0 of all AUs, compared to only AU12 and AU6 accounting for the same proportion of importance 3 8 1 in positive ratings. Notably, the importance of AUs for positive and negative emotion ratings 3 8 2 were largely independent. In fact, when the ICC(3) is computed by treating positive and negative 3 8 3
importance weights for each AU as averaged ratings from two "coders", the ICC(3) is negative 3 8 4
and non-significant (ICC(3) = -.11, p = .58), which would only be expected if different facial 3 8 5 expressions were important for the coders to rate positive versus negative valence. importance (normalized increase in node purity from the RF model) is a measure of change in 3 9 0 residual squared error, (increase in prediction accuracy) attributable to each AU being included 3 9 1 in the model, and it can be interpreted as how important a given AU is with respect to all other 3 9 2
AUs. Note that relative importance is not directional, but does capture interactions among AUs. 3 9 3
Visual depictions of the 5 most important AUs for predicting positive and negative ratings are 3 9 4
shown on the graphs. Error bars indicate 95% confidence intervals (CIs) estimated from the 3 9 5 sensitivity analysis (i.e., 1,000 train/test splits). 3 9 6 3 9 7 Sensitivity of AUs to task instructions. To determine if task instructions (enhance, react 3 9 8 normally, suppress) affected model performance or our interpretation of which AUs map onto 3 9 9 positive and negative affect, we fit the RF model to all recordings from each condition separately 4 0 0 and then compared model performance and AU importance scores across conditions. Table 2  4  0  1 shows correlations between human-and computer-generated valence ratings within the different 4 0 2 conditions. For positive ratings, correlations were consistently high (rs > .80) across all 4 0 3 conditions. In contrast, for negative ratings, correlations were highest in the enhance condition, 4 0 4 followed by the react normally and suppress conditions. Of note, all correlations between 4 0 5 human-and computer-generated ratings were lower when data were separated by condition 4 0 6 compared to when condition was ignored (cf., Table 2 to Table 1 ). This suggests the lower 4 0 7 number of recordings included in the training samples may be partially responsible for lower 4 0 8 model performance, but also that CVML performs best when trained on a wider range of 4 0 9 emotional intensity. 4 1 0 4 1 1 Despite only moderate correlations for negative ratings in these conditions, relative 4 1 8 importance values for AUs across conditions showed only small differences ( Figure 6 ). In fact, 4 1 9
ICCs between AU importance values across conditions were excellent for both positive and 4 2 0 negative ratings ( Figure 6 ). This suggests that the task instructions did not strongly influence 4 2 1 which AUs were most important to coders. Relative importance of each AU for positive valence and negative valence human-coder ratings 4 2 5 within each of the three task instructions (enhance, react normally, suppress). Intraclass 3 8 recognizing facial expressions of emotion are associated with a number of psychiatric disorders, 5 3 9
including autism, alcoholism, and depression (54-56). CVML provides a framework through 5 4 0 which both normal and abnormal emotion recognition can be studied efficiently and 5 4 1 mechanistically, which could lead to rapid and cost-efficient markers of emotion recognition in 5 4 2 psychopathology (57). 
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