Abstract. Sparse representation based on compressed sensing theory has been widely used in the field of face recognition, and has achieved good recognition results. but the face feature extraction based on sparse representation is too simple, and the sparse coefficient is not sparse. In this paper, we improve the classification algorithm based on the fusion of sparse representation and Gabor feature, and then improved algorithm for Gabor feature which overcomes the problem of large dimension of the vector dimension, reduces the computation and storage cost, and enhances the robustness of the algorithm to the changes of the environment.The classification efficiency of sparse representation is determined by the collaborative representation,we simplify the sparse constraint based on L1 norm to the least square constraint, which makes the sparse coefficients both positive and reduce the complexity of the algorithm. Experimental results show that the proposed method is robust to illumination, facial expression and pose variations of face recognition, and the recognition rate of the algorithm is improved.
Introduction
Face recognition has the advantage of convenience and safety, easy to accept, not easy to counterfeit, which are widely used in the identification, video retrieval, safety monitoring and other fields.It is a hot research topic in the field of pattern recognition and artificial intelligence. In recent years ,with development of compressed sensing theory and the L1 norm optimization technology , sparse representation has received the attention of many scholars at home and abroad .
In sparse representation, a signal can be represented as the most sparse linear combination of a given dictionary atom.Therefore, sparse representation has been widely used in image denoising and recovery, sparse representation has been widely used in pattern recognition and face recognition. In 2009, Wright John applied sparse representation to the field of face recognition, and achieved good recognition results in the face image under the condition of noise pollution or partial occlusion [1] .The principle of sparse representation is to use the dictionary to process the signal processing [2] , The signal represents a linear combination of a small number of atoms. Many scholars have done researches and improvement based the sparse representation algorithm.
Yang discuss the rationality of L1 norm solution of SRC and the validity of the classification method [3] . [6] believe that collaborative representation is more important than the L1 norm in the effective face recognition, and proposed a collaborative representation classification method (CRC), which is more efficient in computing. However, CRC does not provide a method to remove the image noise, so there is still a lack of recognition. Based on kernel principal component analysis (KPCA) and Fisher linear discriminant analysis (LDA), a complete kernel Fisher discriminant analysis (CKFD) algorithm is proposed by Yang [4] . Cevikalp propose kernel discriminant common vector method. The local tangent space alignment algorithm (LTSA) is proposed by [9] , Zhang [10] propose an adaptive manifold learning based on LTSA. Lai [11] put up a sparse 2D local discriminant projection (S2DLDP) algorithm. [7] [8] raise discriminant analysis of robust feature extraction of principal component analysis based on non parametric maximum entropy principle. Yang proposed GSRC (based SRC Gabor-feature) method,which uses Gabor features significantly reduce the size of the block dictionary and improve the rate of face recognition [12] .
Huang [16] propose a neighborhood preserving embedding algorithm, the proposed algorithms not only solve the weakness of traditional linear methods such as PCA, which are difficult to maintain the nonlinear flow of the original data, but also solve the shortcomings of the nonlinear method which are hard to obtain the low dimensional projection of the new sample points. Chen [17] present a local discriminant embedding (LDE) method for popular learning and pattern classification.Yan [18] propose a graph embedding framework to develop a new dimension reduction algorithm.Cai [19] propose a subspace method of spatial smoothing for face recognition and orthogonal Laplacianfaces face recognition [21] .Fan [20] raise an improved LDA framework (LLDA) that can effectively capture the local structure of the samples.
Based on the current level of technology development, L1 norm sparsity determines SRC method whether it can be successfully applied to the problem of face recognition. And for this issue , [13] analysis and experiment the basic principle of SRC, and propose that SRC is more important than L1 norm sparsity in the classification methods based SRC, Zhang proposed a classification method based on sparse representation and rule of least squares SRC-RLS [14] [15] . Compared with the CRC method [6] , (SRC-RLS) the results of the recognition is not only much better, but also can reduce the complexity of calculating. However, the SRC-RLS method directly uses the gray characteristics of the image recognition, so when the situation changes of light, posture and facial expressions ,the accuracy of this recognition method will not be very high.
In the second part ,we introduced Gabor feature extraction principle and our improved method.We lists the data of the method,in the third part, we introduce the sparse representation theory and its shortcomings, and point out that the sparse coefficients contain negative values which affect the result of the experiment, and introduces the collaborative representation.Finally, we validate the effectiveness of our method on a database which can improve the robustness of face recognition. This paper proposes a new face recognition algorithm based on a improved Gabor feature and sparse representation (GSRC), and the least square method is used to replace the L1 solution. After the feature extraction of face recognition image, we fully constitute a complete dictionary of facial features, and then fuse the sparse representation algorithm, which will improve the recognition rate.
Gabor Feature Extraction

Gabor Filter Principle
First, Gabor function is obtained through the Fourier transform, the spectrum feature of Fourier transform is only in the infinite time domain which is difficult to fit for the local signal frequency analysis . A part of the time domain signal is multiplied with the Gauss window function and the Fourier transform is performed,we can get Gabor transformation. It was first proposed by Gabor Dennis, in 1946. The Gabor transform will be defined as:
The function of Gabor filter in the image processing is to achieve the input signal wavelet transform [17] , so as to obtain the image of the local texture characteristics: 
is the parent wave:
 can choose different angles with the same spacing in 2  , thus making the filter in different directions have the same size of energy. 
W represents frequency bandwidth.When W = 0.5 , the filter can match the visual system. The frequency characteristic of Gabor wavelet can be realized in the space of u axis and v axis:
However, the output of Gabor filter in high frequency state is relatively small, and it is necessary to change the basis function calculation method.
For people's facial features, there is also a unique characteristics of unity. In order to separate people, it should make full use of the unique characteristics of these key features, including the texture distribution of facial organs, geometric distance and the crowd, which is also the main theoretical basis for face recognition. We use the "three vertical and five horizontal" law,face detection in the vertical direction is divided into three parts. In the horizontal direction ,the face is divided into five equal parts, each is equal to the width of a eyes. We chose 40 filters to filter the image which contains 8 directions and 5 scales . The characteristics described by each filter is different. In order to be more intuitive to identify these differences, we intercepted a few filtered images were analyzed.
Figure2. Filtered Image It Shows The Characteristics Of Different Features After Filtering
In the face images,we need extract the key feature points ,we choose the distance between each feature points as the feature vector of the face.Such as Fig.3 .
Figure3. Feature Map of Geometric Distance
In figure 3 ,we show the process of the feature extraction.Eye feature points : in the Cb image ,the eye section shows a high pixel value, in Cr image, the eye section shows a low pixel value. Considering the character and select the appropriate threshold which can separate the eyes into a black area (the eye) and two white areas . Finally, we can get 6 feature points of the eyes: it is easy to get the feature points of the mouth,Because the size of the pixel values in the Cr component has a great relationship with red.The red lips make it more in the pixel in the Cr component, then the sobel filter can be used to extract its contour. According to this inherent attribute ,we can roughly determined in the image of the nose area.For the extraction of the feature points of the nose, it also can be expressed by the Sobel filter, and then extract the points on both sides of the nose root as a feature point.
In the research of the face recognition system,we need use the key features of the human face organs , and the feature points are used to represent the human face organs.
Improved Gabor feature extraction method
Based on the Gabor function ,principle and design theory of filter, we have made some changes in the selection of Gabor kernel function, so as to be conducive to the implementation of the program. The two-dimensional Gabor kernel function we choose are shown in [18] [19] . 
( , ) x y represent a pixel coordinates inthe diagram , , ,     The parameters of , , ,     are shown in Table 1 . When we use this set of filters to deal with a face image, the number of processed images is equal to the number offilters. If these filters are applied to each pixel in the image, the filtered vector dimension is very large (proportional to the size of the image). So, this will lead to a huge amount of computing and storage costs, which will consume a lot of time to classify and identify. Our method is only applied to the filter to extract the ten benchmark points, to obtain the filter response. If the number of filters is M, then the vector dimension of the filter response is 10 * M. The number of filters corresponding to different values of is shown in Table 2 . 
Sparse Representation Robust Recognition
Sparse Representation Theory
The essence of sparse representation is the decomposition of signals under the constraint of sparse regularization. The basic model that natural signal can be expressed as a linear combination of atomic signal predefined, and the combination coefficients is sparse, i.e. most of the coefficients is zero or close to zero.
In the face recognition technology based on sparse representation,each image size is w h  ,which can be 
We choose the ORL face database to illustrate the shortcomings of sparse representation.We select an image of subject 8,which have glasses occlusion from the test images to detect , whose mouth posture changes, the recognition result is not correct caused by linear conversion errors,the results as shown in figure 5 (a) . From the figure 5 (b) and (c) show that the maximum coefficient does not belongs to the correct subject by the classical SRC method.The error of training images detected although sparse coefficient is the largest, but it also has a negative correlation coefficient absolute value maximum, other values are mostly negative. So the effect is not obvious.
(c) Feature obtained by the down sampling is not obvious, it also can not express the face feature. And the sparse coefficients of the traditional sparse said method are negative, which has great interference in the category judgment,if the coefficient is positive, this problem can be optimized.
Face Recognition Algorithm Based on Collaborative Representation
Many documents have highlighted the importance of sparse for classification, and have not studied the role of various training samples in the collaborative representation of test samples. Improve the accuracy of face recognition, a collaborative representation based classification (CRC) method is proposed in the literature [6] .In a practical face recognition system, in order to ensure the high recognition rate, feature dimension usually cannot be set too low. Therefore, there is no need for us to However, this degree of sparsity is weaker than the 1 l -norm.we can get this:
relative to y , We can calculate P as a projection matrix.
Once the test sample y arrival, we will simply pass the 
Combination of Improved Gabor Features and Sparse Representation
When the images exist illumination, expression and pose variation, the recognition rate of traditional sparse representation will be decreased. In order to further improve the algorithm accuracy and robustness, We will combine feature extraction method which characterize the facial feature vectors including the Gabor filter in response to the 10 x M value and 8 geometric distance parameters of the feature extraction method with sparse representation algorithm, and the least square method is used to solve the norm, and the condition of the sparse coefficient is positive. According to the proposed extension of the Gabor feature definition, extracting all the Gabor features of the training sample set image,the corresponding Gabor feature set is extracted from the eyes, nose and lips,and set up the corresponding feature set.
Gabor feature set for all classes of training samples is 1 2 [ , , , ] 
Simulation and Results
In order to verify the effectiveness of the algorithm, we conduct a simulation experiment, we select two standard face recognition databases , that is, the performance comparison test of the proposed algorithm is carried out on Extended Yale B database and AR database. In this paper, we use the support vector machine classification algorithm (SVM) and the classical SRC algorithm to compare with the improved algorithm.Compare with the We can see that the improved method has greatly improved the recognition rate compared with the original method. The feature space dimension is300,our method can achieve 95.3%,the SRC is 94.1% .
Face Experiment on AR Database
AR face database contains a total of 4000 images collected from 126 volunteers, including the changes in light, angle, facial expression and occlusion. We select 50 classes, each class of 26 samples, the image size is 165 120 .We choose 14 images per class as a training sample, and the others are used as test samples.The feature space dimension is30,54,130,300. Fig.9 The experimental results obtained by the three algorithms with the change of dimension. We can see that the improved method has greatly improved the recognition rate compared with the original method.The feature space dimension is300,our method can achieve 96.3%,the SRC is 94.1% .
