INTRODUCTION
FISHER'S reasons for suggesting the evolution of dominance have been set out very clearly (Fisher, 1958, pp. 75-76) :
"Examination of the incidence of dominance in mutations observed to occur, and of other genes which must be regarded as mutants, shows that in the majority of cases the wild gene is dominant to the mutant genes, while in a minority of cases dominance is incomplete. Different mutations of the same wild genes show mutually on the other hand a regular absence of dominance. If the substitution of mutant for primitive genes has played any part in evolution, these observations require that the wild allelomorphs must become dominant to their unsuccessful competitors. The incidence of heterozygotes of each mutant among the ancestry of the wild population is, if we may rely upon observed mutation rates to be of the right order of magnitude, sufficient to account for the evolution of dominance by the selection of modifying factors. This process is extremely slow, since the proportion of the population effectively exposed to selection is about i in 10,000 or 100,000."
Because of the nature of this argument, it is clear that there can be two kinds of objection to the theory: first those which criticise the efficacy of the selection in favour of modifiers, or which criticse the methods used for the evaluation of these selective forces (Wright, 1929a, b; Haldane, 1932; Crosby, 1963; Ewens, 1965a, b) ; and secondly those criticisms, based on studies of gene action, which suggest that dominance may in general be an intrinsic property of gene function, not to be expected of defective (mutant) alleles (Wright, iga, b, 1934, etc.) . We are here concerned mainly with the first kind of criticism, and do not attempt to answer the question: "which of these factors is more important in the evolution of dominance of the wild type allele, selection for modifiers, or selection for the most potent alleles "? (Wagner and Mitchell, 1955.) This paper also describes some computer simulation studies of rapidly changing populations where dominance may evolve perhaps more quickly than otherwise (Haldane, 1956; Parsons and Bodmer, 1961 That is to say, Fisher held that when the birds were originally being selected for Crest, this would have been carried out mainly on heterozygotes, so that the effect of modifiers on the homozygous mutant should not have been important. This is perhaps contrary to Crosby's suggestion, that the deleterious effect of Crest does not appear in any genotype in the domestic breed because of selection against its expression in the homozygote, so that "the reappearance of this suppressed character after backcrossing accounts for the differentiation of the heterozygote ".
Whichever view is adopted, modifiers which suppressed the deleterious effect of the gene for Crest in the homozygote, as well as enhancing the effect on the crest itself in the heterozygote, would be selected since the breeder would desire to develop a true-breeding stock.
Crosby also discusses a numerical example, and suggests that computer simulation may be used to study the course of dominance modification with time. This suggestion has been followed in the present paper; the simulated " experiments " are described in section 4 below. When selection balances mutation, there are 8 Aa in the population, and selection for M can only operate on these. Selection increases the number of M genes by one in the first generation. Crosby appears to regard such selection as ineffective, mainly because of sampling effects. He does not discuss the point, agreed on by Fisher and Wright, that the intensity of selection in favour of M will increase with q, the frequency of M, or the allied fact that "evolution of dominance proceeds with increasing speed as dominance becomes more complete" (Fisher, I9j) , where dominance need not be induced simply by a single modifier. Further, Crosby does not discuss the time required for dominance to evolve, except to say that it is difficult to produce "a model which would show a result in a reasonable time" by computer simulation.
While it is not clear whether this is biological time or computer time, there is no suggestion that ioo,ooo generations or more were considered.
This was near the order of magnitude of time proposed by Fisher for dominance to evolve.
3. THE WORK OF EWENS Ewens (1965a, b) states that he has found an error in Fisher's work on a point which Fisher regards as of" essential importance" to his theory. In considering Ewens' criticisms, it is first necessary to see what was regarded as essential: Fisher (1928) showed that "the fraction of the ancestry of future generations ascribable to heterozygotes " for the mutant allele " decreases very rapidly as v-*o, and also increases very rapidly as v -i. The early states in the improvement of the heterozygote will necessarily be retarded very much more severely than the later states, which may be expected to be passed through quite rapidly in comparison ". (Here, v is the selective value of the heterozygote.) Wright (1929a) , in criticising Fisher's theory, introduced the particular model of dominance of an allele produced by a dominant allele M at another locus, and arrived at a result suggesting that the intensity of selection for M would decrease as it approached fixation, i.e. as q-* i. Fisher (1929) in replying to this, pointed out that for Wright's model, the intensity of selection would, in fact, increase without limit as the modifying allele approached fixation-a correction with which Wright (1929b) agreed. After his very brief reference to Wright's model, Fisher (1949) wrote " I do not in the least wish to dispute that the selective intensity will be proportional to, and generally of the order of, the mutation rate, though the fact that the evolution of dominance proceeds with increasing speed as dominance becomes more complete is an essential point stressed in my original note ". In the " original note" (Fisher, 1928) , the theory of the evolution of dominance was developed without reference to the particular model or formula which was later introduced by Wright. Ewens (1965a) has written "The evolution of dominance analyses of Fisher and Wright were carried out in terms of the frequency qM of M ", and again (Ewens, i965b) "it is interesting to note that Fisher originally developed it (the theory of the evolution of dominance) using an incorrect formula and that had he been aware of the correct formula he would not have advanced his theory at all ". We therefore examine Ewens' mathematical approach in some detail.
Ewens If u is the mutation rate from A to a, the equilibrium frequency of
A is approximately i --, in the absence of M.
sh Following Moran, Ewens shows that the change in q, the frequency of M, per generation due to selection is approximately given by qM qM(shc3c4) +0(h2).
( 1) It is clear that, under random mating with no selection, if q is the frequency of the gene A, then
(Substitution from (2) in (s) gives (3) below.) Moran showed that these relationships are invalid where selection is acting, but that for small s, they are reasonable approximations. If these relationships are to be used, Moran's analysis is not required, as the same result is seen very simply as follows.
We have selective values as shown above and the following frequencies for the nine possible genotypes:
It follows that mean selective value () = I ---2q(I -q)qsh--qs.
Hence, the frequency of M in the next generation is q, given by
i.e. for small s, == 2q(I -q)q( i -q) 2sh.
()
As mentioned above, in his earlier analysis, to obtain a simpler expression for
Ewens used q) = -(u/s/i) for q, and approxi-
which is essentially the value which Wright (1929b) accepted as incorrect. However, in his second paper, Ewens (i965b) recognises that both q9) and q = i -/u/s, the value for complete dominance of A over a, are incorrect, since q is changing from q to q. As Ewens indicates, derivation of an exact expression for q in this range "does not appear to be simple ", and an approximate method is required. Fisher appears to have considered the value of q4 obtained from the limit t\q.1 -*0, which is, approximately
For such values of qfif as are less than or equal to i --
q4 so that q, which Ewens considers to be invalid because Aq = o at = i where (6) does not hold, is a reasonable value to adopt while selection is occurring.
If we now substitute from (6) in (s), we obtain, approximately, = 2Uq1
which was essentially obtained by Fisher (1929) and accepted by Wright (1929b) .
Another point considered by Ewens is the magnitude of scale effects of selective advantage. He puts forward an example, which, he suggests, shows that Fisher's (1929) assumption that " a small selective intensity of say i /50,000 the magnitude of a larger one will produce the same effect in 50,000 times the time " is in error. If the effects of the modifying genes are small and additive, this assumption should hold, since Fisher, considering selective intensities in terms of their action on = log (q/i -q), showed (3930, 3958) that " the effects of selection in modifying the gene frequencies are, on the logarithmic scale, exhibited with the utmost simplicity, namely by changes of position with velocities that are uniform and proportional only to the intensity of selection ". Thus, Ewens' example, which follows, is perhaps not really relevant to Fisher's theory.
Ewens gives the following results for "a diploid population of size zoo" with two equally frequent alleles, where a is the selective advantage 0. MAYO of the superior allele and P is the probability of the fixation of this where k0 is the initial number of advantageous alleles, and n is twice the diploid population size. However, it is not certain that he did, since the values shown above require k, = 500,000 and n = i,ooo,ooo, which describe a diploid population of size 500,000. The values obtained from (8) Ewens considers , shows how the effect may not be proportional to the cause. It is not clear why a change from a random event (fixation in the absence of selection) to a partially determinate event (fixation in the presence of selection) should be comparable to a simple change in the latter event. Further, it should be noted that Moran's expression (8) refers to the probability of ultimate fixation, i.e. in an indefinitely long time, and not to the rate of approach to fixation, which is the variable relevant to dominance modification. Haldane (1956) and Parsons and Bodmer (1961) have considered the possibility of dominance modification in the case where a new, advantageous mutant gene A appears in a population of aa individuals. If A is not dominant to a, while A is being fixed, there will be a large number of heterozygotes on which selection for dominance of A can act. Haldane has concluded that" it is improbable that the frequency of a modifier would increase as much as 20 times, though it might increase so times. . . . The process would be slower if the modifier were not rare or not dominant ". Parsons and Bodmer, considering the possibility of the evolution of heterozygote advantage (overdominance), feel that the frequency could rise as much as ioo times, though with slightly different initial conditions. Since in this case heterozygotes are much more frequent, selection for modifiers may be expected to be effective in hundreds, rather than hundreds of thousands, of generations.
SIMULATION OF SIMPLE MODIFICATION OF DOMINANCE
Thus, this case should be more amenable to simulation with a digital computer than Fisher's original suggestion. Crosby has indeed considered the simplest case.
In the experiments carried out by the author, the populations were of diploid organisms, mating was at random, generations were non over-lapping and selection took place after the formation of the zygote, to determine whether a new individual would be an adult in the next generation. For details of the mechanics of simulation of this kind see, e.g. Gill (1965) . The computer used was a Control Data Corporation 3600.
Population size was 500. Several numbers of modifier loci (i, 2 and so) were used. All loci segregated independently of each other. The experimental results are described below. Mean values shown in the tables are from at least four trials of each experiment. A mutation rate from A to a of Io_6 per gene per generation was used. The selective values were arranged so that each advantageous modifying allele, at whichever of the ten loci it was, had the same effect;
and these effects (on the heterozygote) were simply additive. Thus, a heterozygote, Aa, carrying advantageous modifying alleles at sufficient of the twenty sites to induce complete dominance would resemble the 09   095   o8i   072   o8   072   TABLE 2 Mean time to, and frequency of M at, fixation of A advantageous homozygote, AA; a heterozygote carrying the alternative allele at all twenty sites would resemble the heterozygote in the absence of dominance modifiers; and the other heterozygotes would be intermediate in selective value, depending on how many advantageous modifying alleles they carried. Five experiments were carried out:
dominance of A over a induced (a) by 20 advantageous alleles, (b) by Initially, q was oo5, and the frequency of AA was zero. Initial 
DISCUSSION AND CONCLUSIONS
In every experiment carried out, the amount of dominance, as measured by the frequency of the advantageous allele at the modifying locus, or the mean frequency of the advantageous alleles for more than one modifying locus, was increased by the time the advantageous allele at the locus being modified was fixed.
This increase was seen even when the modifying locus was maintained as a balanced polymorphism by quite intense selection. However, the effect was then less marked, and because of the change of selective forces when A is fixed, it is not yet clear how such results will affect the suggestion of Wright (1929b) and Crosby that any effect of a modifying locus on dominance would be a fortuitous result of some other kind of selection, i.e. " first-order " selection acting on the modifier. To examine this further, programmes such as those used above will have to be run for many more generations.
The increases in q were greater than the increases in q for given selective values. Nevertheless, as can be seen from the experiment with ten modifying loci, modifiers do not need to have large effects to be favoured by selection, even in the very small populations considered here. In particular, the results of those experiments where less than twenty advantageous genes gave dominance suggest that this may be the situation most resembling evolved or evolving dominance in nature. For dominance increased most in the case where fewest of the twenty possible sites had to be occupied by advantageous alleles. Thus, dominance throughout a population should be possible with the population still polymorphic at a considerable number of modifying loci. The rather different situation, where the heterozygote is clearly 2K2 distinguishable from both homozygotes but where the population is polymorphic at a number of modifying loci, has been used in experimental modification of dominance, for example by Ford (1940) in his experiments on modification of the semi-lutea heterozygote in Abraxas grossulariata.
If such dominance as has evolved is indeed determined by the action of a large number of (polygenic) modifiers, the" intuitive "plausibility, suggested by Ewens (1965a) , of the decline in the rate of increase of dominance as dominance becomes more complete is not readily apparent, since selection against the less dominant of the heterozygotes becomes more important. Further, much of the discussion of evolution of dominance in terms of the large effect of a single locus would seem to be not particularly relevant to the situation in natural populations.
Even if such discussion is not perfectly relevant, the simplest cases can still shed light on the problem of dominance modification, as this re-examination of criticisms of the original theory may have shown. In particular, it does seem clear that Fisher's essential requirement for dominance to evolve is followed both in the general case (Fisher, 1928) and in the example considered by Wright (1929a, b) and Fisher (1929) . Results of computer simulations of dominance modification in rapidly changing populations where dominance may evolve more quickly than otherwise are presented. These support the contention that dominance modification, when it occurs, is produced by many modifiers.
