Background: Considering the crucial role of low-density lipoprotein-cholesterol (LDL-C) concentration in determining cardiovascular risk, the accuracy of LDL-C estimation is essential. To date, various types of formulae have been introduced, albeit their accuracy has not been assessed in varied populations. In this study, the accuracy of eight formulae for LDL-C estimation was evaluated in an Iranian population.
Introduction
Low-density lipoprotein (LDL) is a particle consists of outer phospholipids, apolipoproteins, free cholesterol and inner triglycerides (TGs) and cholesterol ester, which carries cholesterol from the liver to the peripheral tissues [1] . Coronary heart disease (CHD) is the leading cause of death worldwide [2] . The National Cholesterol Education Programme's (NCEP) Adult Treatment Panel III (ATP III) has advised the LDL-cholesterol (LDL-C) as the major laboratory parameter for cardiovascular risk assessment and a main therapeutic target [3] . Hence, there is a need for a proper assessment of the serum levels of LDL-C.
The reference method for measurement of LDL-C, ultracentrifugation-polyanion precipitation / Beta Quantification (ßQ), is not suitable for routine laboratory testing because it is an expensive, laborious, tough and time-consuming technique, also requires large sample volumes [4] . Over the past decades, direct homogeneous assays have been developed for measurement of LDL-C concentration with a satisfactory degree of accuracy and precision as compared to the reference method [5] . However, mainly due to economic reasons, instead of the direct measurement of LDL-C, the calculation methods are widely used in clinical laboratories particularly in developing countries. More than 40 years ago, Friedewald Formula was developed based on fasting serum measurements of triglycerides (TG), high-density lipoprotein cholesterol (HDL-C) and total cholesterol (TC) and until now is the most commonly used method to estimate LDL-C in medical laboratories [6] . Some conditions such as TG >4.51 mmol/L and disorders related to lipoproteins decrease the accuracy of the Friedewald equation in the LDL-C estimation [6] . In addition to Friedewald Formula, there are several other formulas for calculation of LDL-C such as Chen, de Cordova, Vujovic, Anandaraja, Hattori, Ahmadi, and Puavillai, which have not been validated in varied populations [7] [8] [9] [10] [11] [12] [13] .
The aim of this study was to compare the LDL-C calculated by Friedewald, Chen, de Cordova, Vujovic, Anandaraja, Hattori, Ahmadi and Puavillai formulas with the measured LDL-C by direct homogeneous assay over a wide range of TG, TC, FBS, HDL-C and age levels in Iranian subjects with the assumption that the results obtained by direct assays are the most accurate. We used a large sample size to validate the application of eight equations to calculate LDL-C in our population of outpatients. The results of this investigation showed that Hattori and de Cordova formulas have the best performance in the Iranian population.
Materials and methods

Study population
A data set of 2752 individuals (consists of 1915 females and 837 males, aged 4-92 years) from Tehran city was included in the study. This study was approved by the Ethics Committee of Tehran University of Medical Sciences (IR.TUMS.VCR.REC.1398.374). Blood samples were obtained at the Reference Laboratory of Social Security Organization in Tehran city (Iran). The laboratory participates in the external quality assessment with PISHGAM IRANIAN EQAS.
Lipid profile analysis
The blood was collected in plain tubes after a 12-h fast and then centrifuged at 3000 rpm for 15 min. All samples were analyzed in term of lipid profiles comprising HDL-C, LDL-C, TG and TC. In addition, FBS values of all subjects -with some exception-were measured. Lipid profiles were determined by the standard homogenous enzymatic method using an automatic chemistry analyzer (Hitachi 902, Roche®) and the calibrating and internal controls were provided by the Pars Azmon Company.
TC was measured enzymatically in a series of coupled reactions by cholesteryl ester hydrolase, cholesterol oxidase and peroxidase, respectively. Produced H2O2 in the second reaction was measured quantitatively by a peroxidase catalyzed reaction that produces a color. Finally, absorbance was measured at 500 nm [14] . For TG measurement, triglycerides were hydrolyzed to produce glycerol using a series of coupled reactions. Then, glycerol was oxidized using glycerol oxidase and produced H2O2 was measured as described above for cholesterol [14] .
HDL-C was measured in serum by the direct method. To remove apo B from the assay, the apoB containing lipoproteins in the specimen were treated with a blocking reagent. Sulfated alpha-cyclodextrin, polyethylene glycolcoupled cholesteryl esterase and cholesterol oxidase were used for the HDL-C measurement [14] . In the direct LDL-C measurement, firstly LDL was separated from the chylomicrons, VLDL, and HDL-C and then LDL-C was measured using an enzymatic colorimetric assay.
The population was divided into various subgroups based on the TG, HDL-C, TC, FBS and age values. There were five levels of TG (<0.56, 0.56-1.69, 1.70-3.38, 3.39-4.51 and > 4.51 mmol/L), three levels of HDL-C (<1.03, 1.03-1.52, ≥1.55 mmol/L), three levels of TC (<5.17, 5.17-6.18, ≥6.20 mmol/L), three levels of FBS (< 5.49, 5.55-6.93 and ≥ 6.99 mmol/L), and four strata based on age (<20, 20-39, 40-59 and ≥ 60 years). For each subject, the LDL-C was calculated using all the following eight formulas:
Friedewald: LDL-C = TC -HDL-C -0.2 × TG [6] Chen: LDL-C = (TC -HDL-C) × 0.9 -(TG × 0.1) [10] de Cordova: LDL-C = 0.7516 × (TC -HDL-C) [12] . Vujovic: LDL-C = TC -HDL-C -(TG/6.85) [11] . Anandaraja: LDL-C = (0.9 × TC) -(0.9 × TG/5) -28 [8] .
Hattori: LDL-C = (0.94 × TC) -(0.94 × HDL-C) -(0.19 × TG) [7] .
Ahmadi: LDL-C = TC/1.19 + TG/1.9-HDL-C/1.1 [9] Puavillai: LDL-C = TC-HDL-C-TG/6 [13] . Finally, the directly measured LDL-C and the estimated-LDL-C by various formulas were compared in all strata.
Statistical analysis
Statistical analysis was performed using SPSS Statistics 16.0. Continuous data were expressed as a mean and standard deviation. Paired Student's t-test was used to compare the difference between LDL-C concentration measured by the direct method and various formulas. The level of significance was taken as P < 0.05 and the correlation was calculated using Pearson's correlation test.
Results
Demographic details of the participants are shown in Table 1 . In the presented study, total 2752 lipid profiles were taken, out of this %69.6 were females and %30.4 were males. The mean age of participants was calculated as 49.9 ± 17 years. Due to its large size, our database involves healthy individuals, hyperlipidemic subjects, diabetics and people with other metabolic disorders. As shown in Fig. 1 , calculated LDL-C concentrations by all equations -with the exception of Ahmadi formula-showed good correlation with the direct LDL-C. However, the mean value of calculated LDL-C by all equations had a significant difference with directly measured LDL-C ( Table 1) .
Estimation of LDL-C in five subgroups based on TG ranges
All lipid profiles were grouped into five TG ranges i.e., <0.56, 0.56-1.69, 1.70-3.38, 3.39-4.51 and > 4.51 mmol/L. As shown in Table 2 , Friedewald formula underestimates and overestimates LDL-C at TG > 3.38 mmol/L levels and TG < 3.38 mmol/L levels, respectively. Also, Chen and Vujovic formulas overestimated LDL-C at all TG levels and de Cordova formula showed underestimation for TG < 150 mmol/L strata and overestimation for TG > 1.69 mmol/L levels. In contrast to the de Cordova formula, the Hattori formula overestimated LDL-C at TG < 1.69 mmol/L levels and underestimated LDL-C at TG > 1.69 mmol/L levels. Calculated LDL-C by Anandaraja formula showed overestimation at TG < 3.38 mmol/L levels and underestimation at TG > 3.38 mmol/L levels. Calculated LDL-C by Ahmadi formula indicated extreme overestimation with poor correlation. Although, the Puavillai formula showed an overestimation at TG < 3.38 mmol/L levels, estimated LDL-C by this equation in subjects with high level of TG (>3.38 mmol/L) had insignificant difference with the direct method.
Estimation of LDL-C in three subgroups based on HDL-C ranges
The population was divided into three HDL-C ranges (<1.03, 1.03-1.52, ≥1.55 mmol/L) and the values of calculated LDL-C by formulas were compared to the directly measured LDL-C in each subgroup (Table 3 ). According to the results, Friedewald and Anandaraja equations showed underestimation and overestimation in subjects with HDL-C < 1.03 mmol/L and ≥ 1.03 mmol/L, respectively. Hattori equation underestimated and overestimated LDL-C in subjects with HDL-C < 1.55 mmol/L and ≥ 1.55 mmol/L, respectively. In contrast, the results of de Cordova formula indicated overestimation and underestimation for HDL-C < 1.55 mmol/L and ≥ 1.55 mmol/L levels, respectively. Estimated LDL-C by Chen, Puavillai, Vujovic and especially Ahmadi formulas was higher than the direct LDL-C without considering the state of HDL-C.
Estimation of LDL-C in three subgroups based on TC ranges
Another subgroup was created based on the TC values. In this regard, all data were divided into three levels (< 5.17, 5.17-6.18, ≥6.20 mmol/L), which are presented in Table 4 . As it can be deduced from the results, estimated LDL-C values by Hattori formula indicated negligible differences compared to the direct method at high levels of TC (≥5.17 mmol/L). Although de Cordova equation had an insignificant difference with the direct method in normal ranges of TC (<5.17 mmol/L) (P = 0.354), it showed a positive bias in subjects with higher levels of TC. All other formulas overestimated LDL-C values in all three levels of TC.
Estimation of LDL-C in three subgroups based on FBS ranges
According to the FBS levels (mmol/L), the study subjects were divided into three groups including healthy (non-diabetic), pre-diabetic and diabetic individuals with the FBS level of <5.49, 5.55-6.93 and ≥ 6.99 mmol/L, respectively. Calculated LDL-C by various formulas was compared with the directly measured LDL-C at the different defined groups. Based on the results tabulated in Table 5 , for nondiabetic subjects, the least mean differences compared to the direct method was observed in the estimated LDL-C values calculated by Hattori and de Cordova formulas with the mean differences of 0.01 mmol/L. P-value computation showed that the mean differences were statistically insignificant (P = 0.242 and P = 0.461, respectively). Moreover, the Freidewald equation showed the least mean differences compared to the direct method in diabetic subjects (mean difference = 0.95 and P = 0.043). While almost all formulas moderately overestimated LDL-C, the values obtained by the Ahmadi equation indicated highly overestimation with poor correlation in three levels of FBS.
Estimation of LDL-C in four subgroups based on age ranges
A total of 2754 lipid profiles were grouped into four age ranges, including <20, 20-39, 40-59 and ≥ 60 years, and the mean value obtained from all formulas were compared with the direct method. As shown in Table 6 , the Ahmadi formula had a poor correlation with the direct measurement, while other formulas showed an appropriate correlation in all age ranges. At age < 20 years, all formulas -with the exception of Hattori and de Cordova formulas-overestimated LDL-C and showed significant difference with LDL-C measured by the direct method. At age 20-39 years, the difference between directly measured LDL-C and estimated LDL-C by de Cordova formula was not significant (P = 0.075). Taken together, it seems that the Hattori and de Cordova formulas with least mean differences were successfully able to estimate LDL-C level in all ages comparable to the direct method.
Discussion
Estimation of LDL-C is crucial in cardiovascular risk assessment for starting of dietary adjustments, drug intervention and monitoring [3] . Indeed, incorrectly determined LDL-C has adverse effect on CVD classification, therapy and outcomes in patients [3] . The reference method for determining LDL-C is timeconsuming and not well suited to the clinical laboratory [4] . Therefore, precise LDL-C assessment is one of the most common challenges in the medical laboratory. The Friedewald equation is the most commonly used to estimate LDL-C and is relatively accurate for most people. However, it seems that this equation has inherent limitations, such as inaccurate LDL-C calculations in patients with hypertriglyceridemia, in those with very low levels of LDL-C (<2.4 mmol/L), in subjects with very low and/ or high levels of TG (<1.12 and/or > 4.51 mmol/L), in patients with disorders related to lipoproteins (type III hyperlipoproteinemia), in patients with renal and liver failure, and in those with diabetes and other metabolic abnormalities [7, 10, [15] [16] [17] [18] [19] . Furthermore, several other equations have been introduced in an effort to address the drawbacks of the Friedewald equations. The underestimated LDL-C can lead to delay in initiation of appropriate lipid-lowering therapy in high-risk patients, whereas the overestimation of LDL-C will trigger unnecessary pharmacological therapy by placing the patient in higher risks strata. For this reason, finding an equation for the estimation of LDL-C in different populations with the best performance comparable to the direct measurement is of paramount importance.
To the best of our knowledge, this is the first attempt to evaluate the accuracy and reliability of various equations including Friedewald, Chen, de Cordova, Vujovic, Anandaraja, Ahmadi, Puavillai and Hattori formulas in Iranian subjects. The present study aims to answer the question of which of these formulas that are used to estimate LDL-C levels are more accurate compared to the direct measurement of LDL-C using a homogeneous assay. Our results showed the positive correlation between direct LDL-C and calculated LDL-C by almost all formulas (Fig. 1 ). This finding is in accordance with other studies, which report a correlation of calculated LDL-C using different formulas with LDL-C measured by different homogenous assays [11, [15] [16] [17] [18] [19] [20] . However, the reliability of these formulas should be considered with respect to the levels of other biochemical parameters. In this context, we evaluated the correlation between actual LDL-C and calculated LDL-C by various equations at different levels of TG, FBS, HDL-C, TC and age. In this study, we included 2752 individuals (consists of 1915 females and 837 males, aged 4-92 years). Generally, women have greater HDL-C than age-matched men [21, 22] , and puberty and menopause stages are associated with adverse alterations in plasma lipid levels due to changes in levels of sex hormones [23] [24] [25] [26] . It should be noted that biological variations like sex and age could affect LDL-C, HDL-C and other lipid parameters in individual subjects and subsequently may alter the mean values in the population. Overall, plasma lipids are closely related to each other, so that gender and sex hormones alterations could change the level of all lipid parameters. As shown in Table 6 , Hattori and de Cordova equations showed the best performance with the least mean differences at all age ranges. Thus, it seems that the performance of different methods is independent of age and sex hormonal alterations. Most of these formulas at different levels of TG, FBS, TC, HDL-C, and age showed high correlation with the direct method, however, there might be a bias between estimated LDL-C and actual value of LDL-C. The results showed that Puavillai formula estimate LDL-C with high accuracy in subjects with high level of TG in the Iranian population. In this regard, Garule et al. concluded that the Puavillai formula is the most accurate formula and correlates with the direct method at all TG levels [27] . It was inferred from the results that the Friedewaldestimated LDL-C was 0.21 mmol/L higher than the directly measured LDL-C at TG levels of <0.56 mmol/L, while for TG > 4.51 mmol/L, mean value of the Freidewald-calculated LDL-C was approximately 0.52 mmol/L lower than the direct LDL-C. These results were consistent with the results previously reported by Mora et al., Martin et al., and Kannan et al. [17, 28, 29] . Although some studies have shown that the Friedewald equation performs better for certain groups of populations, the obtained results in this study indicated that this formula calculated LDL-C with a systematic overestimation over various levels of HDL-C, TC, FBS and age in the investigated Iranian population. However, after Hattori and deCordova formulas, the Friedewald formula showed the least mean difference with the direct method and outperformed other formulas for estimating LDL-C. In addition, according to the results of the Friedewald equation in diabetic subjects of this study, it could be suggested that this formula might be useful for LDL-C estimation in diabetic subjects. However, the use of the Friedewald equation in diabetic subjects has limited because of dyslipidemia in most of these patients.
The de Cordova and Hattori equations were the least accurate at low levels of HDL-C but at high HDL-C levels outperformed the other formulas. This finding was in accordance with obtained results by Martins et al. [19] . Hattori and deCordova formulas showed the lowest mean difference with the direct method and provide a significant advantage over other formulas in the Iranian population. However, these two formulas have to be used cautiously in hypertriglyceridemia and are not validated in subjects with TG > 3.39 mmol/L. It should be noted that the deCordova equation does not take into account TG levels, so it does not require fasting blood samples.
By considering the correlation and accuracy of different formulas, the Ahmadi equation showed the highest miscalculation with extreme overestimation in our population. This funding is contrary to the study performed by Ahmadi et.al, and it seems that this formula is not suitable to be used in the studied Iranian population [9] . The total mean difference of the estimated LDL-C by Chen, Vujovic, Anandaraja, and Puavillai equations was higher than the directly measured LDL-C and in most cases, this difference at pathologic levels of TG, HDL-C, TC, FBS, and older subjects was more than physiologic levels and younger subjects. Hence, the calculation of LDL-C by these formulas is not recommended, particularly for people over 40 years and those with an elevated level of TG, HDL-C, TC, and FBS.
The present study includes several inherent limitations. We had only access to the lipid profiles of the subjects, and clinical characteristics or clinical outcomes of patients in our sample were unknown. In addition, patients who received statin therapy and other cholesterollowering drugs were not excluded and there was missing information about renal, hepatic or cardiovascular diseases of subjects. In this study, estimated LDL-C by various formulas were not compared with the reference method i.e., ultracentrifuge and precipitation. Lipoprotein (a) level was not measured in blood samples, so, the effect of lipoprotein (a) had not been taken into account. Furthermore, we applied only one assay method for lipid profile measurement. Another limitation was the low number of samples for TG < 0.56 and TG > 4.51 mmol/L levels.
Conclusions
Among the various formulas, the mean difference of estimated LDL-C by Hattori and de Cordova formulas with the directly measured LDL-C was noticeably lower than other formulas and it seems that these two equations have better performance than the others. However, it should be noted that in hypertriglyceridemia these two formulas fails to keep their supremacy, so they have to be used cautiously. Altogether, according to our results, Hattori and de Cordova formulas are the best alternatives for LDL-C direct measurement especially in young people with a normal range of TC and FBS.
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