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I N T R O D U C T I E
Het is de afgelopen jaren niet altijd makkelijk geweest om een antwoord te ge-
ven op de onvermijdelijke vraag “Wat doe je nu eigenlijk?”. Met dit proefschrift
is het moment gekomen dat ik om die vraag niet meer heen kan. Nu zijn er
verschillende invalshoeken van waaruit deze vraag kan worden benaderd, die
hieronder worden uitgelegd. Aan het eind van dit proefschrift volgt een Neder-
landse samenvatting met de belangrijkste conclusies.
1.1 gecorreleerde systemen
Een bankier die hypotheken verstrekt, zal graag willen weten hoe groot de kans
is dat een klant haar lening niet terug gaat betalen. Deze kans bepaalt namelijk
het risico dat de bankier loopt en daarmee de prijs die zij zal willen vragen. Het
bepalen van deze kans is beslist niet eenvoudig, het vereist veel kennis over de
klant, over het onderpand en over de algehele economische situatie. Een heel
andere vraag wordt het wanneer de bankier veel klanten heeft en zij wil we-
ten hoe groot de kans is dat er meerdere klanten hun lening niet meer kunnen
betalen. Het simpel optellen en vermenigvuldigen van kansen is onvoldoende.
Immers, als meerdere huiseigenaren bij hetzelfde bedrijf werken, lopen ze het ri-
sico om tegelijkertijd hun baan te verliezen. Als de huizenprijs daalt, hebben alle
woningbezitters hier last van. De kansen zijn niet onafhankelijk maar gecorreleerd.
Dit maakt de risico-analyse voor de bankier veel lastiger omdat zij niet alleen
iets moet weten over al haar klanten afzonderlijk, maar ook over hun samenspel.
Om nog maar een voorbeeld te geven, de laatste jaren is het voorspellen van
verkiezingsresultaten op basis van peilingen en modellen erg populair gewor-
den [1]. Vooral de Amerikaanse verkiezingen spreken tot de verbeelding, van-
wege hun grote belang, de relatief uitgebreid beschikbare peilingen en vanwege
hun bijzondere kiesstelsel. De crux van de zaak is dat peilingen er naast (kun-
nen) zitten. Om de verkiezing te voorspellen moet je weten hoe vaak en hoe ver
ze er naast zitten. De peilingen worden door verschillende mensen en met ver-
schillende methoden uitgevoerd, waardoor je misschien zou denken dat het ge-
middelde van de peilingen een erg goede schatting geeft van de einduitslag. De
afwijkingen van de verschillende peilingen blijken echter niet onafhankelijk te
zijn, maar sterk gecorreleerd. Dit kan nog wel eens tot verrassingen leiden [2, 3].
Dit proefschrift gaat ook over gecorreleerde systemen, maar dan in de natuur-
kunde. Het zal met name gaan om elektronen, kleine geladen deeltjes, die door
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een materiaal kunnen bewegen. Hun bewegingen zijn gecorreleerd doordat de
deeltjes elkaar elektrisch afstoten. Maar we bekijken ook een ander voorbeeld,
moleculen die door laserstralen worden opgesloten in een rooster. Deze molecu-
len interageren ook met elkaar en kunnen daardoor met dezelfde modellen en
methoden beschreven worden als elektronen.
Een verschil met de maatschappelijke voorbeelden waarmee ik begon is dat de
natuurwetten waaraan de afzonderlijke elektronen en moleculen voldoen precies
bekend zijn. De interessante verschijnselen ontstaan puur door hun interacties.
Voor de bankier, aan de andere kant, is zelfs het nauwkeurig bepalen van het
risico van één klant een moeilijke opgave. Dit verschil zorgt er voor dat alle
verschillen tussen de fysische werkelijkheid en onze theoretische resultaten toe
te schrijven zijn aan de behandeling van de correlaties. Er is geen plek voor
excuses.
Complexe, gecorreleerde systemen zijn op zichzelf al interessant, maar ze zijn
ook nog eens op veel plaatsen erg belangrijk. De inzichten uit de ene toepassing
kunnen ook in een ander complex systeem relevant zijn. Dit heeft er voor ge-
zorgd dat de interdiciplinaire studie van complexe systemen de afgelopen jaren
populair is geworden. De groei van de rekencapaciteit van computers, een vrij-
wel onmisbaar onderdeel voor de studie van complexe systemen, heeft daarbij
zeker geholpen.
1.2 theoretische natuurkunde
De theoretische natuurkunde wil begrijpen hoe het universum werkt. Dit bete-
kent aan de ene kant het vinden van fundamentele natuurwetten die het gedrag
van de bouwstenen van het universum beschrijven en waar mogelijk de bouw-
stenen opbreken in nog fundamentelere elementen.
Maar het combineren van de bouwstenen tot iets groters is in de praktijk best
lastig. Leg maar eens uit waardoor een vliegtuig kan vliegen of waardoor ijs
smelt, puur in termen van de kwantumveldentheorie van elementaire deeltjes.
De theoretische natuurkunde houdt zich daarom ook bezig met beschrijvende
theorieën op grotere schaal, zogenaamde effectieve theorieën. Vanuit de stro-
mingsleer en de mechanica is het vliegtuig te begrijpen, zonder dat we terug
hoeven te vallen op de meest fundamentele theorie.
Dit impliceert een twee-stappenplan voor de theoretische natuurkunde: Vind
de juiste effectieve theorie en los deze vervolgens op. Beide aspecten zijn belang-
rijk en interessant, en alleen door een combinatie kunnen we de wereld begrij-
pen. Maar moeten we dan een nieuwe theorie gaan bouwen voor ieder nieuw
probleem dat we tegenkomen?
Gelukkig niet. Veel fysische eigenschappen blijken universeel te zijn, waardoor
één theorie voldoende is om een hele verzameling aan gerelateerde systemen te
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bereiken. Om die reden is de theoretische natuurkunde vaak op zoek naar een
zo simpel mogelijk model dat bepaalde fenomenen vertoont.
In dit geval gaat het om het samenspel tussen de beweging van elektronen en
hun onderlinge afstotende interactie. Deze competitie kan worden beschreven in
het Hubbard model, dat sinds de introductie in de jaren 60 een belangrijke plek
inneemt in de theoretische natuurkunde. Dit model bestaat uit een rooster, waar-
bij elekronen zich op de roosterpunten bevinden. Hun beweging bestaat uit de
mogelijkheid om naar naastgelegen roosterpunten te springen (Eng: hopping),
hun interactie bestaat uit het afstoten als ze op dezelfde plaats terecht komen.
Klinkt simpel, maar het blijkt toch nog erg lastig om dit model door te rekenen.
We zullen ook zien dat het Hubbard model op sommige vlakken te simpel
is om de werkelijkheid te beschrijven en dat er kwalitatieve veranderingen op-
treden als we een uitgebreider model als startpunt nemen. Voorbeelden hiervan
zijn te vinden in hoofdstukken 8, 11, 13 en 14. De methodologische verbeterin-
gen die in dit onderzoek zijn doorgevoerd hebben er voor gezorgd dat we derge-
lijke uitspraken over de grenzen van het Hubbard model met (meer) zekerheid
kunnen doen.
1.3 materiaalwetenschap
Spullen worden gemaakt van materialen. De eigenschappen van de gebruikte
materialen bepalen in grote mate de kwaliteit van de resulterende producten.
Een tafel valt of staat met de kwaliteit van het hout en een ovenschaal moet
niet smelten. Veel uitvindingen werden alleen technisch en economisch haalbaar
door de beschikbaarheid van materialen met geschikte eigenschappen, van de
lichte, sterke materialen die nodig zijn voor vliegtuigen tot de supergeleidende
spoelen in MRI-scanners.
Dit betekent dat het van groot belang is om nieuwe materialen met bijzondere
eigenschappen te ontwikkelen. Nu zijn er nogal wat verschillende materialen,
die ook qua microscopische opbouw verschillen. De eigenschappen van hout
ontstaan op het niveau van de cellen, op een lengteschaal van tientallen micro-
meters. Plastic bestaat uit grote moleculen die per stuk duizenden atomen be-
vatten. Onze aandacht hier gaat voornamelijk uit naar materialen die zijn opge-
bouwd uit een rooster van atomen die bijeen worden gehouden door elektronen,
en waarvan de eigenschappen ook op de schaal van tientallen tot honderden
atomen worden bepaald.
In een simpele beschrijving bestaat de wereld uit atomen. Deze atomen be-
staan uit een positief geladen kern met daaromheen een wolk van negatief ge-
laden elektronen. De kern bestaat weer uit protonen en neutronen, maar dat
gaat te ver voor dit verhaal. De lading van de elektronen en de kern heft elkaar
precies op, zodat het atoom in totaal neutraal geladen is.
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Dit model beschrijft de materialen die ons interesseren niet helemaal. Er zijn
inderdaad kernen met een aantal elekronen in een wolk daar omheen, maar het
zijn niet genoeg elektronen om de positieve lading helemaal op te heffen. De
ontbrekende elektronen bewegen enigszins vrij door het landschap van positief
geladen ionen. Deze elekronen zijn gedelocaliseerd en zij zorgen er voor dat de
ionen bij elkaar worden gehouden. We noemen ze wel de reizende (Eng: itinerant)
elektronen.
De reizende elektronen zijn veel lichter dan de ionen en ze bewegen daardoor
veel sneller. In veel gevallen is het daarom voldoende om de ionen (inclusief hun
electronenwolk) als stilstaande deeltjes te beschouwen. Dit scheelt veel omdat
het er voor zorgt dat we in berekeningen met veel minder deeltjes rekening
hoeven te houden. Toch blijft het een ingewikkeld systeem, met name doordat
de reizende elektronen nog steeds negatief geladen zijn en ze elkaar daardoor
afstoten. Systemen met veel interagerende deeltjes zijn lastig te begrijpen en
hiervoor zijn innovatieve rekenmethoden nodig. Dit proefschrift levert daaraan
een bijdrage.
De reizende elektronen bepalen veel belangrijke eigenschappen. Aangezien ze
geladen zijn, kunnen ze elektriciteit geleiden. Hoe makkelijk ze door het materi-
aal kunnen bewegen bepaalt daarom de elektrische weerstand van het materiaal.
De materialen die wij beschouwen zijn afhankelijk van de omstandigheden iso-
lerend, geleidend of zelfs supergeleidend. Daarnaast zorgen de elektronen ook
voor de reactie van een materiaal op een magnetisch veld.
Dit soort elekrische en magnetische eigenschappen zijn erg belangrijk voor
toepassingen in computeronderdelen zoals data-opslag. Een goed begrip van
het fundamenteel gedrag van de reizende elektronen, waar dit proefschrift aan
bijdraagt, helpt bij het ontwikkelen van nieuwe, betere materialen voor toepas-
sing in nieuwe producten.
In hoofdstuk 8 wordt onze nieuwe rekenmethode toegepast op een specifiek
materiaal, NbS2. Dit materiaal bestaat uit laagjes en het is mogelijk om één
laagje te isoleren. Dit soort gelaagde materialen zijn sinds de ontdekking van
grafeen erg populair. Doordat deze materialen effectief twee-dimensionaal zijn,
verschillen hun eigenschappen nogal van wat we gewend zijn. In het specifieke
geval van NbS2 blijkt uit onze berekeningen dat er een erg sterke competitie
is tussen verschillende faseovergangen. Dit is interessant, omdat het daarmee
mogelijk zou moeten zijn om het gedrag van het materiaal gemakkelijk om te
schakelen.
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I N T R O D U C T I O N
A couple of boxes filled with Lego bricks were enough to occupy a large part of
my childhood. Amazingly, a collection of rather similar pieces of plastic could be
turned into everything from trains and cars to castles and entire villages, just by
putting the building blocks together in the right way. Condensed matter physics
is similarly amazing, around a hundred different bricks, atoms, are enough to
create the enormous variety of materials that surrounds us in our daily lives.
How does that happen?
The fundamental physical laws that govern the properties of materials are well
understood. To determine the properties of a material, and ignoring relativistic
effects, one should just solve the time-independent Schrödinger equation,
Hˆψ =Eψ,
with Hamiltonian
Hˆ =
∑
electrons
p2i
2me
+
∑
nuclei
p2j
2Mj
+
∑
electrons
and
nuclei
e2
ZaZb
|ra − rb|
. (2.1)
Here me is the mass of the electron and Mj is the mass of nucleus j. The unit
of electric charge is e and Za is the charge of nucleus/electron a. The resulting
eigenfunctions and eigenenergies determine the properties the material.
Actually solving this quantum mechanical problem is very difficult. The num-
ber of electrons and nuclei in a material is extremely large. It is impossible to
keep track of all of them. This means that simplifications and approximations
are needed. Many good textbooks [4–6] are available and only a short overview
is given here.
The first idea is to exploit that the nuclei are much heavier than the electrons.
This also means that they are a lot slower and that the positions of the nuclei
can be taken as fixed parameters, that the electronic problem can be solved
for this value of the parameters and that the one can then optimize over the
nuclei parameters later. This two-step approach is called the Born-Oppenheimer
approximation.
But even the electronic problem alone is too challenging to solve completely.
A major breakthrough was made in the 1960’s, with the introduction of density
function theory [7, 8] (DFT). Instead of trying to determine the entire many-
electron wave function, it turns out to be enough to only look at the electron
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density. Nowadays, DFT calculations are a legitimate and mature [9] industry.
There are also alternatives to DFT such as GW calculations [10], which is a
perturbative many-body method.
However, these approaches do not work very well when the Coulomb interac-
tion between the electrons is strong, of the order of magnitude of their kinetic
energy. It becomes necessary to take into account the strong electron interaction
explicitly [11–14]. Luckily, at this point it is possible to reduce the number of
electronic states that needs to be taken into account. DFT spits out “bands” of
electrons with different energies. The bands that are far below the Fermi energy
will be completely filled anyway and not much happens there. The bands far
above the Fermi energy will be empty and also largely unimportant. Only the
interactions in the bands close to the Fermi level really matter. Chapter 8 shows
a practical example of such a band structure.
To study the strong interaction effects, it is thus sufficient to look at a “down-
folded” system with a few bands close to the Fermi level and the appropriate
electron-electron interactions. Many a paper has been devoted to the appropri-
ate way of doing this downfolding, but this is a question that will be largely
ignored in this thesis. One question that is important, though, is which interac-
tions should be included in the “downfolded” model. Until now, for practical
reasons many calculations were restricted to local electron-electron interactions.
In this thesis, nonlocal interactions will also be taken into account and will play
a crucial role.
Although many simplifying steps have been taken already, the “downfolded”
system is usually still too hard to solve exactly and a computational approxima-
tion is needed. This thesis is about a recently developed computational method,
the “dual boson” approach, to deal with this situation. The invention of a new
method provides for a lot of opportunity to do research. The method needs to be
implemented, which is often easier said then done. Then come the tests and the
validation, the comparisons with alternative methods, the search for the limits
of applicability. Most importantly, the new method should progress from what
was there before, terra incognita should be explored, new physics uncovered and
understood. This thesis is dedicated to these tasks.
In the first part, the general theory is explained. The dual boson method is
explained and some useful formulas are derived. Various practical schemes and
approximations are introduced and details about the implementation are given.
Approximate solutions can be inconsistent or they can violate essential phys-
ical laws. In the second part of the thesis, the dual boson method is put to the
test. Possible inconsistencies are explored, as well as what is needed to satisfy
conservation laws. An application of dual boson to an actual realistic material,
monolayer NbS2 is given in this part as well. This gives a feeling for what is
needed to use the method in practice.
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The third part studies in more detail the simplest form of nonlocal interaction:
interaction between nearest neighbors. This interaction leads to new ordered
phases when it is strong enough. The screening by the nonlocal interaction can
be incorporated via a variational principle, and this chapter looks at what the
variational principle tells about the extended Hubbard model.
The fourth part deals with collective charge excitations (plasmons and zero
sound mode). Long-ranged interactions determine the character of the collective
excitation spectrum. The plasmon spectrum is calculated all the way from the
weakly interacting to the insulating phase. This is something that was almost
impossible to study with prior methods.
Finally, the fifth part moves away from the electrons. It turns out that the mod-
els that are used for electrons also describe recent optical lattice experiments.
This means that the same methods that are developed for the many-electron
problem can be applied to these fermions in optical lattices. Nonlocal interac-
tions are important and tunable in these systems, which makes them an interest-
ing test bench for computational methods.
Part I
T H E O RY
This chapter contains the models and methods that will be used
throughout the remainder of this thesis. The goal is to have a unified
picture of the theoretical aspects before moving on to the applications.
In the first chapter, the models under consideration are introduced
and some general statements about their properties are made. The
results of this chapter are known in the literature and the main goal
here is to introduce them to the reader and to put the later results in
context.
The second chapter discusses the dual boson method that forms the
main dish of this thesis. Although this method was introduced prior
to the start of this project, most of the implementation and applica-
tion of the method is part of this thesis.
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M O D E L S
When facing a problem that is too difficult to solve, one should look for some-
thing simpler. Realistic systems are very complicated and a key part of theoret-
ical physics is trying to find simple descriptions of that complicated reality. The
many-electron problem is a prominent example of this situation.
3.1 hubbard model
In the 1960s, several authors almost simultaneously introduced a model that is
now named the Hubbard model [15–18]. It describes fermions (electrons) that
have both kinetic energy, their Bloch-like delocalization, and Coulomb interac-
tion energy. The competition between these energies is a key feature of the model.
Most of the remainder of this thesis is spent studying (variants of) the Hubbard
model, so we directly proceed by giving its Hamiltonian,
H = −t
∑
σ
〈jk〉
c
†
kσcjσ +
1
2
U
∑
j
njnj. (3.1)
We will go through the elements of this seemingly innocuous Hamiltonian one
by one. c†kσ and ckσ are the creation and annihilation operators of an electron
with spin σ =↑, ↓ on site k. The first term in the Hamiltonian is the kinetic
energy of the electrons, they can go from site j to site k with hopping amplitude
t whenever j and k are nearest neighbors. The second part of the Hamiltonian
depends on the density on site j, nj = nj↑ + nj↓ = c
†
j↑cj↑ + c
†
j↓cj↓. U is the
interaction energy associated with highly occupied sites. Together, the kinetic
and interaction energy form the Hamiltonian, and we can write equation (3.1)
as
H =Hkinetic +Hlocal interaction. (3.2)
The electrons are fermions and they obey the Pauli principle. That means that
there cannot be two electrons with the same quantum numbers {jσ}, so njσ is
either 0 or 1. This allows us to rewrite the interaction term in several useful
9
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↓
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↑
↓
↓
↑
t
V
U
Figure 3.1: The extended Hubbard model.
ways, up to shifts in the energy that are constant or proportional to the density.
We give a few examples here,
1
2
U
∑
j
njnj ∼= U
∑
j
nj↑nj↓ ∼=
1
2
U
∑
j
ρjρj ∼= −
1
2
U
∑
j
Szj S
z
j , (3.3)
where we have introduced the density fluctuation ρj = nj −
〈
nj
〉
, and the mag-
netization Szj = nj↑ −nj↓ and where
〈
nj
〉
is a constant, the average density.
The spin and the site index are the only quantum numbers in the single-
band Hubbard model that was introduced here. It is possible to use additional
quantum numbers to allow for several electrons per site, or, seen from mo-
mentum space, several electron bands. Several bands are often needed for the
description of the electrons around ions in realistic materials. In that case, the
hopping amplitude and interaction also have an additional index. In this thesis,
we restrict ourselves to single-band models. We shall see that those are complic-
ated enough.
3.2 extending the hubbard model
The Hubbard model is appealing not despite but because of its simplicity1. How-
ever, there are physical phenomena that require going beyond the Hubbard
model. In this thesis, we are particularly interested in nonlocal interactions bey-
1 In fact, complicated models like the polar model [19–21] go back in time to the 1930’s. The greater
simplicity of the Hubbard model is crucial for its popularity.
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ond the Hubbard-U. The Coulomb interaction between charged fermions is fun-
damentally a long-ranged interaction, and keeping only its local part looks like
an enormous approximation. However, when going to a single-orbital model for
a realistic material, the Coulomb interaction is strongly screened by the fermions
that have been integrated out. This explains why approaches that only retain the
local Hubbard-U can give an accurate picture of realistic materials.
One point of note here is that screening is strongly influenced by the dimen-
sionality of the system. Screening is much more efficient in three-dimensional
systems than in two-dimensional systems [22]. Given the increasing importance
of two-dimensional physics [23, 24], nonlocal interactions are also becoming
more relevant.
The simplest extension of the Hubbard model is obtained by taking not only
local, but also nearest-neighbor repulsion into account, i. e.
H = −t
∑
σ
〈jk〉
c
†
kσcjσ +
1
2
U
∑
j
njnj +
1
2
V
∑
〈jk〉
nknj. (3.4)
Here V is the nearest-neighbor interaction strength. It is important to note here
that the Pauli principle cannot be used to rewrite the nearest-neighbor interac-
tion from a density-density to a spin-spin interaction. In principle, one can also
consider Hamiltonians with Ising or Heisenberg interactions between the neigh-
boring spins. Chapter 7 mentions some complications that arise in that case.
3.3 longer range interactions
Now that we have started taking nonlocal interactions into account, the logical
next step is to go beyond nearest-neighbors. We could look at next-nearest-
neighbors, next-next-neighbors and so on, introducing an interaction constant
Vk−j for every distance k− j between sites j and k. This quickly becomes imprac-
tical and annoying. It is more convenient to perform a Fourier transformation
and to look at the interaction in momentum space.
This is especially useful in the study of plasmons, as in Chapters 13 and 14.
Plasmons are collective oscillations with a very long wavelength. Their disper-
sion at small q is of interest, and is most easily analyzed when the analytical
shape of the interaction is known.
To give a few realistic examples of nonlocal interactions, in single-layer anti-
mony (Sb) the nearest-neighbor interaction is approximately equal to half of the
on-site interaction [25], V ≈ U/2, and at longer ranges the interaction strength
decays as 1/r. In graphene and silicine, the nearest neighbor interaction is more
than half of the on-site U, and even the the fourth neighbor has an interaction
V04 ≈ U/3 [22, 26]. In the rare-earth nickelate LuNiO3, interactions of V01 ≈ U/4
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and V02 ≈ U/5 in the orthorombic phase and V01 ≈ U/4 and V02 ≈ U/6 in the
monoclinic phase have been found [27]. In this system, the nonlocal interactions
were also found to be mainly of the density-density type. In systems of adatoms
on Si, values up to V01 ≈ U/2 have been reported [28, 29].
The model is sketched in Figure 3.1.
3.4 what do we want?
Now that we have seen the (extended) Hubbard model, the main object of our
study, what can we actually say about it? We will be looking at systems in equi-
librium, so we can use the entire toolbox of statistical mechanics. What we would
really like to do is determining the partition function
Z =
∑
states
exp(−βH), (3.5)
for all values of the model parameters t, U, V and the inverse temperature2
β = 1/T . Then, by taking suitable derivatives of Z, we could determine any
expectation we would like to know.
However, calculating the exact partition function of the interacting system is
too difficult. Finding approximations to the partition function is usually not so
useful. Instead, we look at relatively simple observables and try to find their
approximate value.
The Matsubara formalism provides a convenient framework for approxima-
tions in quantum systems at finite temperature. A full explanation of this form-
alism goes to far for this thesis, instead I refer the reader to the standard text-
books [30, 31]. I will, give a short overview of the basic concepts of the Matsubara
formalism that will be used throughout the remainder of this thesis.
3.5 intermezzo : density
An important thing that we have not discussed so far, is the number of fermions
that is actually present. The Hubbard model describes the interaction between
electrons, and for this, obviously, more than one electron is needed. So apart
from the parameters in the Hamiltonian, we should also specify the number of
fermions to get a well-defined model. Or, alternatively, and as is done in most
of this thesis, we can work in the grand-canonical ensemble. To determine the
statistical properties, we sum not only over all possible states but also over the
possible number of electrons in the system. The chemical potential provides a
different statistical weight for configurations with a different number of particles,
and it can be used to change the (average) density of the system.
2 Note that for simplicity we use units of kb = 1.
33.6 matsubara formalism : green’s function 13
As is known from statistical physics, the grand-canonical ensemble and the
canonical ensemble give very similar results in large systems. For the interested
reader, a comparison between the two ensembles in the context of a finite and
small Hubbard model has been published recently [32]. Another issue to note
is that the finite-size scaling differs between the canonical and grand-canonical
ensemble [33].
3.6 matsubara formalism : green’s function
In the Matsubara formalism, the statistical average is calculated from a path in-
tegral. This path integral uses a so-called imaginary time τ that runs from 0 to the
inverse temperature β. At every point τ in imaginary time, the fermionic operat-
ors cˆα and cˆ
†
α with quantum number α are replaced by the pair of Grassmann
variables c (τ)α and c∗(τ)α. These variables anticommute perfectly.
Without further ado, we introduce the Green’s function,
G(τ,α) = − 〈Tτcα(τ)c∗α(0)〉 , (3.6)
where Tτ denotes the time ordering operator and 〈·〉 represents the the thermo-
dynamic average obtained via the path integral. The Green’s function as written
here depends on a single (imaginary) time argument due to translational invari-
ance. The label α refers to all other quantum numbers, such as spin and mo-
mentum. For some specific purposes, it is clearer to treat some labels differently
and write, e.g.,
Gij(τ) = −
〈
Tτci (τ)c
∗
j (0)
〉
, (3.7)
for the real-space Green’s function for going from site i to site j.
The Green’s function is an anti-periodic function of imaginary time [see below,
Equation (3.8)], and this implies that the Fourier transform of the finite interval
[0,β] contains only the discrete fermionic Matsubara frequencies iνn = (2n+ 1)pi/β.
The fermionic Matsubara frequencies are purely imaginary. It is possible to
make an analytical continuation of the Green’s function to real energies E. The
imaginary part of the real energy Green’s function is of particular importance.
This object is called the spectral function, or in the case of a local quantity, the
density of states.
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We summarize some useful properties of the Green’s function here [30, 31]:
G(τ+β) =−G(τ) (3.8)
νn =
(2n+ 1)pi
β
(3.9)
G(iνn) =
∫β
0
dτG(τ) exp(iνnτ) (3.10)
G(τ) =
1
β
∑
n
G(iνn) exp(iνnτ) (3.11)
lim
νn→∞ iνnG(iνn) =1 (3.12)
It is useful to divide the Green’s function in two parts, the bare part G0 and
the self-energy Σ, defined by
G(iν,k) =
1
iν+ µ− tk − Σ(iν,k)
, (3.13)
G(iν,k) =G0(iν,k) +G0(iν,k)Σ(iν,k)G0(iν,k), (3.14)
G0(iν,k) =
1
iν+ µ− tk
. (3.15)
In a non-interacting system, the self-energy is zero and G = G0. For this reason,
G0 is also called the non-interacting Green’s function. Approximation schemes
often give a prescription to calculate the self-energy, the Green’s function is then
determined using the above equations. It is worth pointing out that the above
equations consist of relatively simple multiplications and divisions. This is so
because the equations are diagonal in frequency and momentum space. When
writing the equations in real space (or, more rarely, in terms of time instead
of frequency), the products turn into convolutions and the divisions should be
interpreted as matrix inversions.
3.6.1 Real energies
The Matsubara frequencies iν all lie on the imaginary axis. The Green’s function
can be analytically continued to (just above) the real axis. I use the notation E for
real energies and ν for Matsubara frequencies throughout this thesis. This con-
tinuations gives spectral functions, and those are important for the interpretation
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of certain experiments. The local Green’s function is a good example. When it is
evaluated on real energies, the imaginary part gives the density of states (DOS).
DOS(E+ iδ) =−
1
pi
ImG(E+ iδ) (3.16)∫
E
DOS(E+ iδ) =1 (3.17)
The DOS tells us about the number of states at a particular energy E and can be
measured in spectroscopy experiments.
The analytical continuation from the Matsubara axis to real energies is difficult.
Small changes in the imaginary axis data can lead to very different real energy
spectra, making this an ill-posed problem. This is problematic when the imagin-
ary axis data is only known with limited accuracy or subject to Monte Carlo
errors, since these will lead to very large changes in the real energy spectrum
that comes out of the continuation. Mathematically, the analytical continuation
problem corresponds to a Fredholm equation of the first kind [34].
Various methods are available to perform the analytical continuation in a reli-
able and controllable way, but none of these methods are perfect. This is a field
which is still in active development [34–36]. Details of analytical continuations
will be discussed in the relevant application chapters of this thesis. Analytical
continuation is also needed for two-particle quantities (discussed below) and
this is a subject that had not been explored as intensively. I have collaborated on
a project in this direction [37], which is, however, not a part of this thesis.
Since analytical continuation is difficult, it is useful to have some way to obtain
physical information without continuation. The DOS at the Fermi level (E = 0)
indicates if the system is metallic or insulating. In the limit of low temperatures,
it can be obtained directly from the imaginary time Green’s function at τ = β/2
without analytical continuation. This can be proven [38] by explicitly writing
down the transformation from real energy to imaginary time, and recognizing
the Dirac-δ function as β/ cosh(E ′β/2) → 2piδ(E ′) for β → ∞. Explicitly, as in
Reference [38],
G
(β
2
)
= −
∫∞
−∞ dE ′A(E ′)
1
2 cosh(E
′β
2 )
(3.18)
≈ −
∫∞
−∞ dE ′A(E ′)
pi
β
δ(E ′) (3.19)
≈ −A(0)pi
β
, (3.20)
A(0) ≈ −β
pi
G
(β
2
)
. (3.21)
This is a useful and easily accessible indicator that can give a good first impres-
sion of a system.
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3.7 susceptibility
The Green’s function is a single-particle observable, it contains a single fermion
creation and annihilation operator. In a similar way, it is possible to define multi-
particle observables. The susceptibility is an example of a two-particle operator,
it is defined as
Xij = −
〈
Tτρj(τ)ρi(0)
〉
(3.22)
in analogy with Equation (3.6). Here ρi can be any combination of pairs of
Grassmann variables, e.g. the density
∑
σ c
∗
σcσ at site i or the magnetization
in the z-direction. In this thesis, only “Hermitian” operators ρ are used, in the
sense that ρ∗ = ρ. The single-particle Green’s function is antisymmetric under
time-translation, but the susceptibility is symmetric,
X(τ) = X(τ+β). (3.23)
Just as the single-particle Green’s function, there is also frequency representation
of the susceptibility in terms of bosonic Matsubara frequencies iωm = 2mpi/β.
X(iωm) =
∫β
0
dτ X(τ) exp(iωmτ) (3.24)
X(τ) =
1
β
∑
ωm
X(τ) exp(iωmτ) (3.25)
X(iωm) =X(−iωm) (3.26)
A note about the the minus sign is in place here. The choice of the minus
sign keeps the analogy with the single-particle Green’s function strong. At the
same time, the susceptibility as defined here takes on only negative values when
studied in momentum and energy space. Since physicists are generally optimists
and prefer positive values, they often prefer to use (3.22) without the minus sign.
This sign definition is also used in some Chapters and will be noted.
The Kubo formula [39] relates the two-particle correlation functions of a sys-
tem to the response functions that describe how the systems reacts to external
fields. These formulas make that the susceptibility is of particular physical in-
terest. In principle, one could go beyond the one- and two-particle functions
towards correlation functions of three or more particles, but in practice these
are usually too hard to calculate and they have fewer straightforward physical
interpretations.
3.8 symmetry, conservation and consistency
Starting with the next chapter, we will study methods to approximate observ-
ables of the Hubbard model. Several approximate methods are available, and
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most of them encompass additional freedom in choosing, such as sets of dia-
grams or self-consistency conditions. Somehow, we want to find out which meth-
ods give good results, and under which conditions. Of course, the crux of the
matter is that the exact solution of the Hubbard model is not known in general.
So, how to judge approximate methods?
Although the Hubbard model is not solvable, some exact statements about
observables can be made. We will discuss several symmetries of the Hubbard
model, and the implications they have on observables. Additional restraints
come from thermodynamic relations between the observables.
3.8.1 Charge conservation
The (extended) Hubbard Hamiltonian is invariant under a simultaneous phase
change on all lattice sites,
c
†
jσ → eiα c†jσ (3.27)
cjσ → e−iαcjσ , (3.28)
with α ∈ R. This symmetry is directly related to charge conservation. The total
charge Nˆ =
∑
j nj in the Hubbard model is a conserved quantity. This can be
proven by explicitly calculating the commutator [H, Nˆ] = 0, or by observing
that every term in the Hamiltonian contains the same number of creation and
annihilation operators.
In the canonical ensemble, this simply means that it is possible to consider con-
figurations with a fixed number of particles. In the grand-canonical ensemble,
on the other hand, the number of particles is by construction not fixed. Still,
the conservation law is important when calculating time-dependent quantities.
The conservation law means that the total charge is independent of (imaginary)
time. So the correlation function
〈
Nˆ(t)Nˆ(t = 0)
〉
is independent of time, or, in
frequency space, only has a zero frequency component. In terms of the suscept-
ibility, this means
Xchq=0,ω = 0 if ω 6= 0. (3.29)
3.8.2 Magnetization conservation
In fact, the charge conservation law applies to both the up and the down sector
separately, since the kinetic energy does not mix the sector and the interaction
energy does not change particle numbers. Instead of using those two sectors, it is
more convenient to use the total charge (fluctuation) and the total magnetization
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Sˆz =
∑
j S
z
j . Previously, we have seen that the total charge is conserved and the
same is true for the magnetization,
[H, Sˆz] = 0, so Xszq=0,ω = 0 if ω 6= 0. (3.30)
3.8.3 The non-interacting system
The total density and the total magnetization are conserved quantities in the
Hubbard model. As was mentioned previously, this is identical to saying that
both the number of ↑ electrons and of ↓ electrons is conserved. In fact, when
we look at the noninteracting system, U = 0, the Hamiltonian consists of two
distinct sectors that do not mix at all.
HU=0 = Hkinetic = Hkinetic,↑ ⊕Hkinetic,↓ (3.31)
In that case, the two sectors are completely independent and observables of the
↑ sector are not correlated with those in the ↓ sector,〈
nj↑nk↓
〉 U=0
=
〈
nj↑
〉 〈
nk↓
〉
, (3.32)
and as a result the charge and spin susceptibility are identical,〈
ρjρk
〉
=
〈
nj↑nk↑
〉
+
〈
nj↓njk↑
〉
+
〈
nj↑nk↓
〉
+
〈
nj↓nk↓
〉
−
〈
nj
〉 〈nk〉
U=0
=
〈
nj↑nk↑
〉
+
〈
nj↓
〉 〈
njk↑
〉
+
〈
nj↑
〉 〈
nk↓
〉
+
〈
nj↓nk↓
〉
−
〈
nj
〉 〈nk〉
=
〈
nj↑nk↑
〉
+
〈
nj↓nk↓
〉
−
〈
nj↑
〉 〈
nk↑
〉
−
〈
nj↓
〉 〈
nk↓
〉
=
〈
nj↑nk↑
〉
−
〈
nj↓
〉 〈
njk↑
〉
−
〈
nj↑
〉 〈
nk↓
〉
+
〈
nj↓nk↓
〉
−
〈
Szj
〉〈
Szk
〉
U=0
=
〈
nj↑nk↑
〉
−
〈
nj↓njk↑
〉
−
〈
nj↑nk↓
〉
+
〈
nj↓nk↓
〉
−
〈
Szj
〉〈
Szk
〉
=
〈
Szj S
z
k
〉
. (3.33)
This equality holds even when there is a net magnetization (
〈
n↑
〉 6= 〈n↓〉) or in
an inhomogeneous system. The difference between charge and spin excitations
is completely interaction driven.
3.8.4 Particle-hole symmetry
Instead of counting which fermion states are occupied, we can also start from a
completely filled system and look at which states are empty (occupied by a hole).
Under some circumstances, this particle-hole transformation is a symmetry of
the system, i.e., the particles and holes are governed by the same Hamiltonian.
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A pedagogical discussion can be found in the lecture notes of the annual Jülich
conference [40] and references therein. Here, I summarize some useful results.
The particle-hole transformation
c†α ↔ cα (3.34)
is typically not an exact symmetry of the Hubbard model, since the fermion
hopping term changes sign. This sign change can be compensated if the lattice
is bipartite, i.e. it consists of two sub-lattices A and B and tkj = 0 if k and j are
sites in the same sub-lattice. Then, the transformation
c†α → −c†α (3.35)
together with the particle-hole transformation is a symmetry of the system.
Half-filling is obtained for chemical potential µ = U/2 when the interaction
is written Un↑n↓. In other conventions, see Equation 3.3, the chemical potential
required for half-filling is different.
In the case of particle-hole symmetry, the single-particle Green’s function also
obeys the following properties, c.f. (3.8)–(3.11).
G(β− τ) =G(τ) (3.36)
ReG(iνn) =0 (3.37)
ImG(E) = ImG(−E) (3.38)
Performing calculations at particle-hole symmetry is attractive for several reas-
ons. As an example, many Monte Carlo algorithms are more efficient at particle-
hole symmetry. However, it is good to keep in the back of your mind that this
situation is rather special, and that it is also important to study the physics away
from this special point.
3.9 metal-insulator transition
This chapter started by remarking that simple models can capture complex phe-
nomena. For the Hubbard model, the metal-insulator transition is a prime ex-
ample of this. In the remainder of this thesis, the metal-insulator transition will
be discussed in detail several times, but it is useful to get at least a qualitative
feeling for it here. A pedagogical treatment is available in the literature [41–43].
Characteristic for the Hubbard model is the competition between kinetic and
potential energy, between t and U. If there is only t and U = 0, the electrons
are free fermions, all moving independently except for the Pauli principle. A
Fourier transform to momentum space diagonalizes the Hamiltonian, the cor-
responding eigenmodes are Bloch waves of fermions moving through the lattice.
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E=0
E=-U/2
0, ↑↓
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gap
Figure 3.2: Schematic spectrum of the Hubbard model in two opposing limits. Left: U = 0,
continuous spectrum given by tk. Right: t = 0 and half-filling, the discrete
atomic spectrum describes an insulator.
These fermions are completely delocalized. The eigenenergies of the system are
given by tk, the Fourier transform of tij, which gives a continuous spectrum for
an infinite system. The system is metallic as long as the chemical potential lies
within the bandwidth. Figure 3.2 shows the corresponding density of states.
For t = 0, the picture is completely different. Fermions cannot move between
lattice sites and every site (atom) is independent. The atom can have zero, one
or two electrons and this results in a discrete spectrum. With µ = U/2, the two
states with one electron have the lowest energy E↑ = E↓ = −µ = −U/2, The
two states other states with zero or two electrons have equal energy, E0 = 0
and E↑↓ = U − 2µ = 0. This means that at finite temperature, an empty site
and a doubly occupied site are equally likely, so that the average density is
one. This is called half-filling. There is a gap U/2 between the singly-occupied
states and the empty/doubly occupied states. At zero temperature, this means
that every atom has a single electron, either ↑ or ↓. The simplest excitation is to
take an ↑-electron from some site, making it empty, and putting the electron on
another site that had only a ↓-electron, making this site doubly occupied. This
costs energy E0 + E↑↓ − E↑ − E↓ = U. Since the minimal excitation costs a finite
energy, the system is insulating.
The opposite limits of the Hubbard model result in a metal and an insulator.
This suggests that a transition between the two happens somewhere in between.
The real situation can be a lot more complicated and nuanced and depends on
the dimension and the lattice structure, but this simple view at least provides a
starting point for understanding the Hubbard model.
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M E T H O D S
This chapter is about methods to get (approximate) solutions of the models in-
troduced in the previous chapter. The approach in this chapter is rather anti-
chronological. We will start with a derivation of the dual boson formalism, the
method that forms the focal point of this thesis, and then we show that several
older theories can be found as particular simplifications of dual boson.
The various published applications of dual boson contain variations in their
computational details. This chapter contains an overview of the variations in self-
consistency condition so that the reader can more easily compare the results.
This chapter is based on the following publications:
Hartmut Hafermann, Erik G. C. P. van Loon, Mikhail I. Katsnelson, Alexander
I. Lichtenstein, Olivier Parcollet, Collective charge excitations of strongly correlated
electrons, vertex corrections, and gauge invariance, Physical Review B 90, 235105
(2014).
Erik G. C. P. van Loon, Alexander I. Lichtenstein, Mikhail I. Katsnelson, Olivier
Parcollet, Hartmut Hafermann, Beyond extended dynamical mean-field theory: Dual
boson approach to the two-dimensional extended Hubbard model, Physical Review B
90 235135 (2014).
E. A. Stepanov, E. G. C. P. van Loon, A. A. Katanin, A. I. Lichtenstein, M. I.
Katsnelson, A. N. Rubtsov, Self-consistent Dual Boson approach to single-particle
and collective excitations in correlated systems, Physical Review B 93 045107 (2016).
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S[c∗, c] S˜[f∗, f]
Σ˜ Π˜Σ Π
dual transformation
dual approximation
transformation back
normal approximation
Figure 4.1: Philosophy of the dual approach.
The models introduced in the previous chapter cannot be solved exactly. What
to do when such a difficult problem crosses our path? If it is too hard to tackle
directly, perhaps we can try to go around the hardest part. This is the dual philo-
sophy [44, 45] to strongly correlated problems, which is sketched in Figure 4.1.
As illustrated in Figure 4.1, the dual philosophy contains three main steps.
First, the original, hard model is transformed to another, simpler, dual problem.
This dual problem can be (approximately) solved. Finally, the solution of the
dual problem should be transformed back to the original system of interest, so
that the observables of interest can be studied.
For the Hubbard model, this philosophy can be made a little more concrete.
The original model has a noninteracting starting point that consists of a band of
delocalized electrons. At larger interaction strengths, the system is quite far away
from the starting point, Hubbard bands have started to form and the particles are
localizing. An appropriately chosen dual model will have these bands already
incorporated from the start, so that the noninteracting dual system and the full
dual system are relatively close and perturbation theory can be used there.
In the following sections, these three steps will be discussed in detail. The
dual transformation and the transformation back are closely linked and will be
discussed first, followed by an overview of the dual approximations.
4.1 dual transformation
The derivation in Reference [38] is followed.
In the action formalism, the extended Hubbard model is given as
Slatt[c
∗, c] = −
∑
iνσ
c∗iνσ[iν+ µ]ciνσ +U
∑
qω
nqω↑n−q,−ω↓
+
∑
kνσ
εkc
∗
kνσckνσ +
1
2
∑
qω
Vqnqωn−q−ω. (4.1)
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We introduce an auxiliary impurity model on every site, given by a hybridization
function ∆(τ− τ ′) and a local retarded interaction Λ(τ− τ ′). These functions are
determined through self-consistency conditions, to which we will come back
later, in Section 4.7. The impurity model is introduced by formally adding and
subtracting ∆ and Λ at each lattice site.
Simp[c
∗, c] = −
∑
νσ
c∗νσ[iν+ µ−∆νσ]cνσ
+U
∑
ω
nω↑n−ω↓ +
1
2
∑
ω
nωΛωn−ω. (4.2)
Slatt[c
∗, c] =
∑
i
Simp[c
∗
i , ci]
−
∑
kνσ
c∗kνσ(∆νσ − εk)ckνσ −
1
2
∑
qωσ
nqω(Λω − Vq)n−q−ω.
(4.3)
Written like this, the first line in the action consists of the impurity models, and
the second line couples the impurity models on different sites. The idea here is
that the larger U limit corresponds to isolated atoms with a discrete spectrum,
and that these atoms can be described well by the impurity models of the first
line. The second line where the atoms are coupled describes the opposite limit
of delocalized fermions.
We now decouple the latter using the Hubbard-Stratonovich transformations∫∏
k
df∗kdfke
−f∗i [α
fD−1αf]ijfj−c
∗
iα
f
ijfi−f
∗
iα
f
ijci
= det[αfD−1αf]ec
∗
iDijcj , (4.4)∫ ∏
i dφi√
(2pi)N
e
− 12φi[α
bW−1αb]ijφj±φiαbijni
=
√
det[αbW−1αb]
−1
e
1
2niWijnj , (4.5)
where αf and D denote arbitrary matrices, and the matrix W is assumed to be
positive definite. These Hubbard-Stratonovich transformations introduce new,
dual fermions and bosons, f∗, f,φ. The original degrees of freedom c∗i , ci are
coupled locally to the dual degrees of freedom f∗i , fi,φi. The dual degrees of
freedom of different sites are also coupled, similar to how the original degrees
of freedom were coupled.
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The choice of couplings αf and αb is free, and leads to a renormalization of
the dual fields. We use αf → g−1νσ and αb → χ−1ω , with gνσ the impurity Green’s
function and χω the susceptibility of the impurity model,
gνσ := − 〈cνσc∗νσ〉 , (4.6)
χω := −
(
〈nωn−ω〉− 〈n〉 〈n〉 δω
)
, (4.7)
where here and in the following 〈. . .〉 denotes the impurity average:
〈. . .〉 := 1
Zimp
∫
D[c∗, c] . . . e−Simp[c
∗,c]. (4.8)
Applying the Hubbard-Stratonovich transformations to the partition function
Z =
∫
D[c∗, c] exp(−Slatt[c∗, c]) with D = ∆−  and W = Λ− V and regrouping
terms, we obtain
Z =
∫
D[f∗, f;φ]
∫
D[c∗, c]e−
∑
i Ssite[c
∗
i ,ci;f
∗
i ,fi,φi]
×Dfe−
∑
kνσ f
∗
kνσg
−1
νσ(∆νσ−εk)
−1g−1νσfkνσ
×Dbe−
1
2
∑
qωφqωχ
−1
ω (Λω−Vq)
−1χ−1ω φqω , (4.9)
where
Df = det[gνσ(∆νσ − εk)gνσ], (4.10)
D−1b =
√
det[χω(Λω − Vq)χω] (4.11)
are the determinants arising from the integral transformation. These are re-
quired when transforming back from the dual to the original, physical degrees
of freedom.
The Hubbard-Stratonovich transformation requires Λω − Vq to be a positive
definite matrix. This is generally not going to be the case. In previous, similar
work [46] on EDMFT a constant was added to ensure positiveness, and this
constant was later compensated for. The original introduction of dual boson
used complex fields [45] and solved the issue of positiveness using alternative
integration paths in the complex plane. Here, these formulas are only used to
derive the relations between the dual and the original system. It turns out that
in numerical implementations, performing any shifts is not necessary, and no
numerical problems arise from the ill-defined Hubbard-Stratonovich transform-
ation. In particular, it is possible to take Λω = 0 and Vq = 0 and get sensible
numerical results.
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Ssite in Equation (4.9) is the part of the action which only involves operators
on a single site,
Ssite[c
∗, c; f∗, f,φ] = Simp[c∗, c] + Scf[c∗, c; f∗, f,φ], (4.12)
where the first part only has impurity degrees of freedom and the latter part is
the coupling between the impurity and dual degrees of freedom,
Scf[c
∗, c; f∗, f,φ] =
∑
νσ
(
f∗νσg
−1
νσcνσ + c
∗
νσg
−1
νσfνσ
)
+
∑
ω
φωχ
−1
ω nω. (4.13)
So far, we have only made the situation more complicated by introducing new
degrees of freedom. However, now we can get rid of the original degrees of
freedom by integrating them out, and then only the dual degrees of freedom are
left. This can be done one site at a time, since the coupling between the c and
f degrees of freedom is local. The path integral over c∗, c simply becomes an
average over the impurity degrees of freedom:
1
Zimp
∫
D[c∗, c]e−Ssite[c
∗,c;f∗,f,φ] =
〈
e−Scf[c
∗,c;f∗,f,φ]
〉
. (4.14)
This exponential of Scf contains f, f∗ and φ to all orders. We write it as
ln
〈
e−Scf[c
∗,c;f∗,f,φ]
〉
=−
∑
νσ
f∗νσg
−1
νσfνσ
−
1
2
∑
ω
φωχ
−1
ω φω − V˜[f
∗, f;φ], (4.15)
which defines the dual interaction V˜ . V˜ can be determined by expanding. Since
it is a logarithm, this yields the connected correlation functions of the impurity
model. The leading terms of V˜ are given by
V˜[f∗, f;φ] = −
∑
ω
φωχ
−1
ω 〈n〉 δω +
∑
νωσ
λσνωf
∗
νσfν+ω,σφω
−
1
4
∑
νν ′ω
∑
σi
γ
σ1σ2σ3σ4
νν ′ω f
∗
νσ1
fν+ω,σ2f
∗
ν ′+ω,σ3fν ′σ4 . (4.16)
We usually neglect higher order terms1. The theory thus involves two types of
vertex functions: a three-leg fermion-boson vertex λ which mediates the coup-
ling between the dual fermions and bosons and a four-leg fermion-fermion ver-
tex γ. These vertices are local in space and nonlocal in (imaginary) time. They
1 However, see Section 4.4.
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are related to the correlation functions of the impurity model in the following
manner:
λσνω :=
g
σ(3)
νω −βgνσ 〈n〉 δω
gνσgν+ω,σχω
, (4.17)
γσσ
′
νν ′ω :=
g
(4)σσ ′
νν ′ω +βgνσgν+ωσδνν ′δσσ ′ −βgνσgν ′σ ′δω
gνσgν+ω,σgν ′+ωσ ′gν ′σ ′
(4.18)
The vertices are discussed in more detail in Section 4.4. Here we use the short-
hand notation γσσ
′
:= γσσσ
′σ ′ . The three- and four-leg vertex functions are
obtained from the impurity correlation functions
g
(3)σ
νω := −
〈
cνσc
∗
ν+ω,σnω
〉
, (4.19)
g
(4)σσ ′
νν ′ω := +
〈
cνσc
∗
ν+ω,σcν ′+ω,σ ′c
∗
ν ′σ ′
〉
. (4.20)
When studying other bosonic modes, such as fluctuations in the magnetization,
the same formulas hold with the replacement n→ Sz.
As mentioned before, in Chapter 3, it can be more convenient to use density
fluctuations instead of the full density, i.e. replacing ni → n¯i = ni − 〈ni〉 so that
〈n¯i〉 = 0. In this case, this replacement eliminates the first term in (4.16) and is
compensated by a shift in the chemical potential. It is further easy to see that
the correlation functions (4.7) and (4.17) remain unchanged, since χω → χ¯ω =
− 〈n¯ωn¯−ω〉 ≡ χω and similarly λ¯σνω = λσνω.
Combining equations (4.9) and (4.15), we obtain the action in dual variables:
S˜[f∗, f;φ] = −
∑
kνσ
f∗kνσG˜
−1
kνσfkνσ −
1
2
∑
qω
φqωX˜qωφqω
+ V˜[f∗, f,φ]. (4.21)
The bare dual propagators are denoted by calligraphic symbols. They are given
by:
G˜kνσ =
{[
g−1νσ + (∆νσ − εk)
]−1}
− gνσ, (4.22)
X˜qω =
{[
χ−1ω + (Λω − Vq)
]−1}
− χω. (4.23)
We use the following definitions of the propagators in terms of the fields
G˜kνσ := − 〈fkνσf∗kνσ〉 , (4.24)
X˜qω := −
〈
φqωφ−q,−ω
〉
. (4.25)
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The elements of the dual action are obtained numerically from the solution of
the auxiliary impurity model.
Note that Equation (4.7) gives the (sensible) result X˜ = 0 for Λω = 0 and
Vq = 0 even though the Hubbard-Stratonovich transformation is ill-defined.
4.2 transformation back
The Green’s function and susceptibility of the original model can be determined
from the dual theory. This can be done either from the dual propagators as
Gkνσ = (∆νσ − k)
−1+(∆νσ −k)
−1g−1νσG˜kνσ
g−1νσ(∆νσ − k)
−1, (4.26)
Xqω = (Λω − Vq)
−1+(Λω−Vq)
−1χ−1ω X˜qω
χ−1ω (Λω − Vq)
−1. (4.27)
or from the dual self-energies as
G−1kν = (gνσ + gνσΣ˜kνgνσ)
−1 +∆νσ−k, (4.28)
X−1qω= (χω + χωΠ˜qωχω)
−1 +Λω−Vq. (4.29)
The latter equation has a particularly nice interpretation when we write it as
X ′qω= χω + χωΠ˜qωχω, (4.30)
X−1qω= X
′−1
qω − (Vq−Λω). (4.31)
The first line takes the impurity susceptibility and adds nonlocal diagrammatic
corrections2 Π˜. Then the second line describes a system with ’non-interacting’
susceptibility X ′ and interaction Vq−Λω, which is described using the RPA
series of interaction diagrams. The idea is that, since Λω is chosen to mimic
Vq, the difference of these terms is small and can indeed be treated in an RPA-
like fashion. Of course, this smallness should not be interpreted in an absolute
sense, since the difference depends on both momentum and frequency, but in
the sense that the average over the difference should be small, or more precisely,
should give a small correction to the susceptibility.
A notable difference between Equations (4.27) and (4.29) is that the latter is
well-defined for Λω = 0, Vq = 0 whereas the former is problematic. In a com-
putational implementation, using Equation (4.29) means that this case can be
treated. This partially answers the question about the positive definite require-
ment of the Hubbard-Stratonovich transformation. By picking the right final
2 The factors χω do not deserve a lot of attention, they can be removed by changing the choice of αω
in the Hubbard-Stratonovich transformation.
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formulas, they still work at Vq −Λω = 0 even though the formalism technically
should not work.
The proof of relation (4.26) is the same as it is in dual fermion [47]. The proof
of the bosonic counterparts, relations (4.27) and (4.29), is very similar. The main
idea is that both propagators are obtained as derivatives of the action with re-
spect to the interaction Vqω.
Before giving the proof, a few mathematical intermediate results are needed
to evaluate the derivatives of a matrix A.
0 =
δ1
δV
=
δAA−1
δV
= A
δA−1
δV
+
δA
δV
A−1
δA−1
δV
= −A−1
δA
δV
A−1. (4.32)
Using Tr lnA = ln detA gives
δTr lnA
δV
= Tr[
δ lnA
δV
]
δ ln detA
δV
= Tr[
δ lnA
δV
]
1
detA
δdetA
δV
= Tr[A−1
δA
δV
]
δdetA
δV
= detATr[A−1
δA
δV
]. (4.33)
This also leads to
δ
δV
√
detA =
1
2
1√
detA
δ
δV
detA (4.34)
=
1
2
1√
detA
detATr[A−1
δA
δV
] (4.35)
=
1
2
√
detATr[A−1
δA
δV
]. (4.36)
Moving towards the matrices we need,
δ(Λω − Vq,ω)
−1
δVq,ω
= −(Λω − Vq,ω)
−1 δ(Λω − Vq,ω)
δVq,ω
(Λω − Vq,ω)
−1 (4.37)
= +(Λω − Vq,ω)
−1 (Λω − Vq,ω)
−1. (4.38)
Now, we can finally start taking the derivatives of the partition function. Doing
this directly yields the correlation function of the original model, as usual,
1
Z
δZ
δVq,ω
= −
1
2
〈ρρ〉q,ω =
1
2
Xq,ω. (4.39)
44.2 transformation back 29
This can be seen directly from the shape of the Hamiltonian, (3.4). The same de-
rivative can be applied after the dual degrees of freedom have been introduced.
Start with the expression∫
exp(−S[c∗, c])D[c∗, c] = ZfZb
∫ ∫ ∫
exp(−S[c∗, c; f∗, f,φ])D[c∗, c; f∗, f,φ],
(4.40)
where ZfZb is defined by
Z
ZfZb
=
∫ ∫ ∫
exp(−S[c∗, c; f∗, f,φ])D[c∗, c; f∗, f,φ]. (4.41)
Then use the chain rule,
+
1
Z
Z
δVq,ω
=
1
Z
Zf
[(
δZb
δVq,ω
)
Z
ZfZb
+Zb
δ
δVq,ω
(
Z
ZfZb
)]
, (4.42)
where the second term can be evaluated using
ZfZb
Z
δ
δVq,ω
Z
ZfZb
=
〈
−
1
2
φq,ωχ
−1
ω
δ(Λω − Vq,ω)
−1
δVq,ω
χ−1ω φq,ω
〉
=
〈
−
1
2
φq,ωχ
−1
ω (Λω − Vq,ω)
−1 δ(Λω − Vq,ω)
δVq,ω
× (Λω − Vq,ω)−1χ−1ω φq,ω
〉
=−
1
2
〈
φq,ωχ
−1
ω (Λω − Vq,ω)
−1(Λω − Vq,ω)
−1χ−1ω φq,ω
〉
=
1
2
χ−1ω (Λω − Vq,ω)
−1X˜q,ω(Λω − Vq,ω)
−1χ−1ω ,
(4.43)
where the full dual boson Green’s function is defined as:
X˜q,ω = − 〈φφ〉q,ω .
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For the first term, apply (4.36) to Zb, and use (4.38) to get
δZb
δVq,ω
=
δ
δVq,ω
√
det[χ−1ω (Λω − Vq,ω)−1χ−1ω ]
=
1
2
√
det[χ−1ω (Λω − Vq,ω)−1χ−1ω ]
× Tr[χω(Λω − Vq,ω)χω
χ−1ω δ(Λω − Vq,ω)
−1χ−1ω
δVq,ω
]
=
1
2
√
det[χ−1ω (Λω − Vq,ω)−1χ−1ω ]
× Tr[χω(Λω − Vq,ω)χωχ−1ω (Λω − Vq,ω)−1(Λω − Vq,ω)−1χ−1ω ]
=
1
2
√
det[χ−1ω (Λω − Vq,ω)−1χ−1ω ](Λω − Vq,ω)−1
=
1
2
Zb(Λω − Vq,ω)
−1.
Putting these results into (4.42) finally yields
1
2
Xq,ω =
1
Z
δZ
δV
=
1
2
(Λω − Vq,ω)
−1 +
1
2
χ−1ω (Λω − Vq,ω)
−1X˜(Λω − Vq,ω)
−1χ−1ω ,
so that finally
Xq,ω = (Λω − Vq,ω)
−1 + χ−1ω (Λω − Vq,ω)
−1X˜q,ω(Λω − Vq,ω)
−1χ−1ω .
(4.44)
To get to the relation (4.29) just requires a bit of tedious algebra. Starting with
the definitions of the full and bare dual propagators, it is possible to express this
relation purely in terms of the dual self-energy Π˜.
X˜q,ω =
1
(X˜0q,ω)
−1 − Π˜q,ω
X˜0 =
1
χ−1ω +Λω − Vq,ω
− χω
χ2ω
X˜0q,ω
=
1− (Vq,ω −Λω)χω
Vq,ω −Λω
,
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gives
Xq,ω = (Λω − Vq,ω)
−1 + χ−1ω (Λω − Vq,ω)
−1X˜q,ω(Λω − Vq,ω)
−1χ−1ω
= (Λω − Vq,ω)
−1 + χ−1ω (Λω − Vq,ω)
−1 (Λω − Vq,ω)
−1χ−1ω
(X˜0q,ω)
−1 − Π˜q,ω
= (Λω − Vq,ω)
−1 +
(Λω − Vq,ω)
−1(Λω − Vq,ω)
−1
χω(X˜0q,ω)
−1χω − χωΠ˜q,ωχω
= (Λω − Vq,ω)
−1(1−
1
(Λω − Vq,ω)χω + 1+ χωΠ˜q,ωχω(Λω − Vq,ω)
)
= (Λω − Vq,ω)
−1 (Λω − Vq,ω)χω + χωΠ˜q,ωχω(Λω − Vq,ω)
(Λω − Vq,ω)χω + 1+ χωΠ˜q,ωχω(Λω − Vq,ω)
=
χω + χωΠ˜q,ωχω
(Λω − Vq,ω)χω + 1+ χωΠ˜q,ωχω(Λω − Vq,ω)
=
χω + χωΠ˜q,ωχω
1+ (χω + χωΠ˜q,ωχω)(Λω − Vq,ω)
=
1
1
χω+χωΠ˜q,ωχω
+ (Λω − Vq,ω)
(4.45)
4.3 dual approximation : diagrams
The transformation to dual variables is completely exact. That is good, because
it means we do not lose anything. At the same time, it seems like we have not
won anything either. The Hubbard model could not be solved exactly, and the
same holds for the dual action.3
The point of the dual transformations is that it is now possible to construct
approximations in terms of the dual variables instead of the original variables.
Simple perturbative approaches in terms of the original variables do not work
in a strongly correlated system.4 However, the strongest correlation effects have
been removed from the dual system so that perturbation theory in the dual
variables does work.
Feynman diagrams are an efficient way to generate approximations in quantum
field theories. An extended discussion of Feynman diagrams can be found in the
literature [30, 31, 48]. In this section I will first introduce the diagrammatic build-
ing blocks and the Feynman rules of the dual theory, and then I will introduce
the most important diagrams.
3 In a thesis that is partially devoted to conservation laws, the law of conservation of trouble should
not be forgotten.
4 By definition!?
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(a) G˜kνσ (b) X˜qω
ν+ω
ν
ν ′ +ω
ν ′
γ
(c) γνν′ω
ν+ω
ν
ω
(d) λνω
Figure 4.2: The building blocks of the dual perturbation theory and frequency conven-
tions. Top: The bare dual fermion and boson propagators G˜ (a) and X˜ (b). Bot-
tom: Dual fermions interact via the vertex function γ. λ is the fermion-boson
interaction. ν denotes fermionic, ω bosonic Matsubara frequencies.
4.4 diagrammatic building blocks
As usual in quantum field theory, the Feynman rules of the perturbation theory
can be read of from the action. In the case of the dual theory, they are obtained
from Equation (4.21). The elements of the perturbation theory are depicted in
Figure 4.2. These are the dual fermion and boson propagators and two types
of vertices: a (“four-leg”) fermion-fermion vertex γ and a (“three-leg”) fermion-
boson vertex λ. Only the two lowest order vertices are depicted. In some cases,
we also use the notation γ4,0 for the fermion-fermion vertex and γ2,1 for the
fermion-boson vertex, or more generally, γn,m for a vertex with n fermionic
end points and m bosonic end points. Note that the bosons here are effectively
two-fermion composite operators so that γ4,0 and γ2,1 both contain four fermi-
onic operators, making them “two-particle” quantities. γ6,0, γ4, 1, γ2,2 and γ0,3
would all be examples of three-particle operators. I appreciate that this nomen-
clature can be a bit confusing. Let’s look at the lowest order vertices in some
more detail.
4.4.1 γ4,0
The explicit formula for γ4,0 (or γ) has already been given in equation (4.18).
This vertex is purely fermionic, and for that reason it also plays a crucial role in
theories like Dual Fermion and (with some modification) DΓA. This has led to
some serious investigations into two-particle four-fermion correlators [49–51].
The vertex γ4,0 tells us about the interaction of two fermions with spins σ, σ ′,
entering and leaving the impurity on times τ1,2,3,4. In a weak-coupling view of
the Hubbard model, this interaction is equal to −U for fermions at equal time
and with unequal spin, with the minus sign coming from the specific definition
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(4.18), and zero otherwise. All frequency-dependence is coming from higher-
order processes that result in a higher power of U. This is useful to know when
considering how the theory behaves in the weakly interacting limit.
A useful [38] symmetry relation for practical implementations of DB is
(γσσ
′
νν ′ω)
∗ = γσ
′σ
−ν ′−ω,−ν−ω,ω. (4.46)
This symmetry relation can be proven starting from the definition of the Fourier
transform of the two-particle correlation function,
g
(4)σσ ′
ν,ν ′,ω :=
1
β
∫
dτi
〈
cσ(τ1)c
∗
σ(τ2)cσ ′(τ3)c
∗
σ ′(τ4)
〉
× ei[ντ1−(ν+ω)τ2+(ν ′+ω)τ3−ν ′τ4]. (4.47)
Taking the conjugate, commuting the Grassmann variables and relabeling τ1 ↔
τ3 and τ2 ↔ τ4 we obtain(
g
(4)σσ ′
ν,ν ′,ω
)∗
=
1
β
∫
dτi
〈
cσ(τ1)c
∗
σ(τ2)cσ ′(τ3)c
∗
σ ′(τ4)
〉
× e−i{ντ1−(ν+ω)τ2+(ν ′+ω)τ3−ν ′τ4}
=
1
β
∫
dτi
〈
cσ ′(τ3)c
∗
σ ′(τ4)cσ(τ1)c
∗
σ(τ2)
〉
× e−i{(ν ′+ω)τ3−ν ′τ4+ντ1−(ν+ω)τ2}
=
1
β
∫
dτi
〈
cσ ′(τ1)c
∗
σ ′(τ2)cσ(τ3)c
∗
σ(τ4)
〉
× e−i{(ν ′+ω)τ1−ν ′τ2+ντ3−(ν+ω)τ4}
=
1
β
∫
dτi
〈
cσ ′(τ1)c
∗
σ ′(τ2)cσ(τ3)c
∗
σ(τ4)
〉
× ei{[−(ν ′+ω)]τ1−(−ν ′)τ2+(−ν)τ3−[−(ν+ω)]τ4}
=:g
(4)σ ′σ
−(ν ′+ω),−(ν+ω),ω, (4.48)
where the last equality follows from comparison with the definition of the Four-
ier transform (4.47). It remains to show the analogous relations for the discon-
nected part and the denominator in the definition (4.18) of the vertex function.
We treat the two terms in the disconnected part separately:
G
(4)σσ ′,disc
νν ′ω := βgνσgν+ωσδνν ′δσσ ′ −βgνσgν ′σ ′δω
=: G
(a)σσ ′,disc
νν ′ω −G
(b)σσ ′,disc
νν ′ω . (4.49)
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Using that (gν,σ)∗ = g−ν,σ, we obtain
(G
(a)σσ ′,disc
νν ′ω )
∗ = βg−ν,σg−ν−ω,σδνν ′δσσ ′
= βg−ν ′,σ ′g−ν ′−ω,σ ′δνν ′δσσ ′
= βg−ν ′−ω,σ ′g−ν ′,σ ′δν ′νδσ ′σ
= βg−ν ′−ω,σ ′g−ν ′,σ ′δ−ν ′−ω,−ν−ωδσ ′σ
=: G
(a)σ ′σ,disc
−ν ′−ω,−ν−ω,ω,
(G
(b)σσ ′,disc
νν ′ω )
∗ = βg−νσg−ν ′σ ′δω
= βg−ν ′σ ′g−νσδω
= βg−ν ′−ωσ ′g−ν−ωσδω
=: G
(b)σ ′σ,disc
−ν ′−ω,−ν−ω,ω. (4.50)
Let us abbreviate the product in the denominator of the vertex function (4.18) by
piσσ
′
νν ′ω:
piσσ
′
νν ′ω := gν,σgν+ω,σgν ′,σ ′gν ′+ω,σ ′ . (4.51)
Under conjugation we find,
(piσσ
′
νν ′ω)
∗ := g−ν,σg−ν−ω,σg−ν ′,σ ′g−ν ′−ω,σ ′
= g−ν ′−ω,σ ′g−ν ′,σ ′g−ν,σg−ν−ω,σ
=: piσ
′σ
−ν ′−ω,−ν−ω,ω. (4.52)
Because the same symmetry relations hold for all constituents of the vertex func-
tion, we can write
(γσσ
′
ν,ν ′,ω)
∗ = γσ
′σ
−ν ′−ω,−ν−ω,ω. (4.53)
4.4.2 γ2,1
This is the other two-particle vertex, given in equation (4.17). Since the operator
n/Sz is actually a simple combination of two fermion operators, this vertex is
closely related to the previous vertex γ4,0. It has only two frequencies (three in-
dependent times) and it carries a spin index for the fermion and a channel index
for the boson. Diagrammatically, one can think of this vertex as fusing an incom-
ing and outgoing line of γ into a single, bosonic line. This also allows for the
derivation of a useful relation [38, 45] between the fermion-boson vertex γ2,1 = λ
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and the fermion-fermion vertex γ4,0 = γ. Replacing nω = β−1
∑
ω c
∗
ν ′cν ′+ω in
the expectation value of g(3) gives:
gν+ωσgνσχωλ
σ
νω =−
〈
cνσc
∗
ν+ωσnω
〉
−βgνσ 〈n〉 δω
=−
1
β
∑
σ ′ν ′
〈
cνσc
∗
ν+ωσc
∗
ν ′σ ′cν ′+ωσ ′
〉
− gνσ
∑
σ ′ν ′
〈
c∗ν ′σ ′cν ′+ωσ ′
〉
δω
=+
1
β
∑
σ ′ν ′
g
(4)σσ ′
νν ′ω − gνσ
∑
σ ′ν ′
gν ′σ ′δω, (4.54)
where we have used the definition (4.20) of the two-particle correlation function,
g
(4)σσ ′
νν ′ω :=
〈
cνσc
∗
ν+ωσcν ′+ωσ ′c
∗
ν ′σ ′
〉
Taking the definition (4.18) of the vertex
γ and summing over σ ′,ν ′, we can write
1
β
∑
σ ′ν ′
g
(4)σσ ′
νν ′ω − gνσ
∑
σ ′ν ′
gν ′σ ′δω + gν+ωσgνσ
= gν+ωσgνσ
1
β
∑
σ ′ν ′
γσσ
′
νν ′ωgν ′σ ′gν ′+ωσ ′ . (4.55)
Combining (4.54) and (4.55) yields the desired relation:
λσνω = χ
−1
ω
(
1
β
∑
σ ′ν ′
γσσ
′
νν ′ωgν ′σ ′gν ′+ωσ ′ − 1
)
. (4.56)
A similar relation can be derived for the Sz channel. Notably, equation (4.56)
shows that λ is non-zero in the weakly interacting limit U→ 0, γ ∝ U.
The factor −χ−1 comes directly from the choice of the Hubbard-Stratonovich
decoupling αb, see Equation (4.7). This means that with the appropriate choice [52]
of αb, λ → 1 for U → 0. In this way it corresponds to the vertex used in the
TRILEX [53, 54] approximation and as discussed in Appendix B of Reference [55].
In the end, the choice of αb does not matter, since the change in the vertices and
in the propagators cancels out, so it is indeed appropriate to think of λ as going
to unity for small U.
Above, a relation between λ was obtained from γ by joining together two
legs. This can be done once more, joining together the remaining two fermion
operators into n, to relate λ to the susceptibility χ. Straightforwardly [56],∑
νσ
gνσgν+ωσχωλ
σ
νω =−
∑
νσ
〈
cνσc
∗
ν+ωσnω
〉
− gνσ 〈n〉 δω
= 〈nωnω〉− 〈n〉 〈n〉 δω
=− χω. (4.57)
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Finally, a frequency symmetry relation for the electron-boson vertex λ can
be derived from that of the electron-electron vertex γ, (4.53), by employing the
relation (4.56) between λ and γ. With χ∗ω = χω we have
(λσν,ω)
∗ =
1
χω
[
1
β
∑
ν ′σ ′
(γσσ
′
νν ′ω)
∗(gν ′σ ′)∗(gν ′+ω,σ ′)∗ − 1
]
=
1
χω
[
1
β
∑
ν ′σ ′
γσ
′σ
−ν ′−ω,−ν−ω,ωg−ν ′σ ′g−ν ′−ω,σ ′−1
]
. (4.58)
Shifting the summation variable according to ν ′ → −ν ′ −ω, we obtain
(λσν,ω)
∗ =
1
χω
[
1
β
∑
ν ′σ ′
γσ
′σ
ν ′,−ν−ω,ωgν ′+ω,σ ′gν ′σ ′ − 1
]
. (4.59)
Time-reversal symmetry finally implies [49, 57] γσσ
′
νν ′ω = γ
σ ′σ
ν ′νω, which gives the
desired relation
(λσν,ω)
∗ =
1
χω
[
1
β
∑
ν ′σ ′
γσσ
′
−ν−ω,ν ′,ωgν ′σ ′gν ′+ω,σ ′ − 1
]
=: λσ−ν−ω,ω. (4.60)
4.4.3 γ6,0 and beyond
This vertex contains six fermionic operators. This means that the vertex has five
frequency labels and many independent combinations of spin-labels. Measuring,
storing and evaluating is therefore expensive. For that reason, this vertex and the
vertices of higher orders are usually not taken into account.
Physically, there are some justifications for this. The original Hubbard interac-
tion is a two-particle interaction, so it is clear that two-particle interactions are
going to be important. The original Hamiltonian does not contain a similar three-
particle interaction. In the weak coupling regime, γ4,0 ∝ U whereas γ6,0 ∝ U2,
so for small U neglecting the higher-order vertices is reasonable. Additionally,
in the half-filled Falicov-Kimball model, the third-order vertex vanishes [58], so
there it is completely legitimate to ignore the associated diagrams. Away from
half-filling, the third-order does contribute in the Falicov-Kimball model, and
for some parameters the associated diagrams seem to contribute the same order
of magnitude as the two-particle diagrams [59].
On an intuitive level, one could say that there can never be more than two elec-
trons on the impurity site, which intrinsically limits the possibilities for multi-
particle correlations. This does suggest that the restriction to the two-particles
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vertices could become more problematic with bigger impurities, i.e. multi-orbital
or cluster dual calculations.
The issue of higher-order vertices is important and hard to get under control,
both in dual fermion and in dual boson. In dual fermion, there has been a calcu-
lation [60] where two three-particle diagrams were included and where it was
shown that this diagram is not extremely important at those particular paramet-
ers. In a more recent work [61], three-particle corrections were also calculated.
This time, only a single three-particle diagram was included and this diagram
gives only local corrections. For some particular parameters, U/t = 8, βt = 2
and half-filling, this three-particle diagram has a larger contribution than the
two-particle ladder, while for other parameters the two-particle ladder is still
dominant. However, care should be taken when drawing conclusions from these
results. It is not clear to what extent the local three-particle diagram will be
compensated by other three-particle diagrams. It is also not clear if these results
are actually closer to the “true” solution. In particular, the three-particle dia-
gram contributes to the asymptote of the local self-energy, while DF stays with
the DMFT self-energy at high frequencies. The latter is equal to the exact high-
frequency asymptote of the model, so that including the three-particle diagram
seems to make matters worse, not better.
In dual boson, in Chapter 5 it is shown that ignoring the three-particle vertex
leads to an inconsistency in the compressibility. However, this inconsistency is re-
latively small, suggesting that here, again, the three-particle vertex is not very im-
portant. These numerical arguments, however, cannot fully resolve the question
since their conclusions only apply to specific quantities in specific parts of para-
meter space. Katanin has provided some arguments relating the three-particle
vertex to the transformation back from dual to real degrees of freedom [62]. He
suggests that, when the three-particle vertex is ignored, the transformation to
the original degrees of freedom should be modified. However, numerically this
does not seem to improve the results [63]. Three-particle vertices also show up
in the discussion of Ward identities in the presence of retarded spin-spin inter-
actions [64], in Chapter 7. From the methodological point of view, the exact role
of higher-order vertices is still open, but ignoring them seems to be acceptable
in many practical applications.
4.5 feynman rules and main diagrams
The diagrammatic rules for the dual boson perturbation theory are an extension
of those of the dual fermion approach (see References [47, 65]).
The dual self-energy Σ˜ is determined by the sum of all topologically distinct
diagrams where one external fermion line enters and one exits and which are
irreducible with respect to the dual propagators. An example of such a dia-
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ν+ω
ν
ν ′ +ω
ν ′
γ
ν+ω
ν
ν ′ +ω
ν ′
ν+ω
ν
ν+ω
ν
Figure 4.3: Illustration of how to determine the sign of a diagram. The vertices (left) in a
given diagram should symbolically be replaced by interaction lines as indic-
ated on the right. Each closed fermion loop in the resulting diagram contrib-
utes a factor −1.
gram is shown in Figure 4.4 (a). This particular diagram describes the effect of
renormalization of the fermionic degrees of freedom due to the bosonic (charge)
excitations in the system. The diagram explicitly evaluates to
Σ˜
(2)
kνσ = −
T
N
∑
qω
λσνωG˜
σ
k+qν+ωX˜qωλ
σ
ν+ω,−ω. (4.61)
The dual boson self-energy Π˜ is given by all diagrams irreducible with respect
to the propagators and with two external endpoints where bosonic lines can be
attached. As an example, the second-order diagram is shown in Figure 4.4 (b)
and given by
Π˜
(2)
qω =
T
N
∑
kνσ
λσν+ω,−ωG˜kνσG˜k+qν+ωσλ
σ
νω. (4.62)
Diagrams containing a local dual fermion loop cancel because of the self-con-
sistency condition (4.77) and the locality of the vertices. Examples are shown in
Figure 4.6.
The Feynman rules for evaluating the expression corresponding to a given
diagram may be stated as follows:
• Draw all topologically distinct, connected diagrams involving the elements
of Figure 4.2.
• With each fermion line associate a dual Green’s function G˜.
• With each boson line associate a dual Green’s function X˜.
• With each triangular vertex associate a fermion-boson interaction λ.
• With each square vertex associate a fermion-fermion interaction γ.
• Assign a frequency, momentum and spin label to each line, taking into
account the conservation of these quantities at each vertex.
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• Sum over all internal variables. Include a factor T for every frequency sum-
mation and N−1 for every momentum summation, where N is the number
of lattice sites.
• Divide the end result by the symmetry factor. Every set of n topologically
equivalent lines (i.e. connecting the same two vertices and pointing in the
same direction) contributes a factor n! to the symmetry factor.
• Determine the sign of the diagram as follows: A diagram for Π˜ has a global
minus sign resulting from the definition − 〈φφ〉. Every internal boson line
contributes an additional factor (−1). An additional minus sign may arise
from fermionic closed loops. To determine this sign, symbolically replace
all vertices by interaction lines as illustrated in Figure 4.3 and count the
number of resulting closed fermion loops. Every closed loop contributes a
factor (−1).
Let us exemplify these rules for the diagrams shown in the figures. The dia-
gram in Figure 4.4 straightforwardly evaluates to
Σ˜
(2)
kνσ = −
T
N
∑
qω
λσνωG˜
σ
k+qν+ωX˜qωλ
σ
ν+ω,−ω. (4.63)
There is no closed loop, but a single boson line. The overall sign is hence −1.
For the second-order diagram to the bosonic self-energy, Figure 4.4(a), we start
with a minus sign and account for the one resulting from the closed fermion loop
after replacing the vertices by interaction lines. The overall sign of the diagram is
hence +1. In the third-order diagram we count two closed loops after replacing
k+ q,
ν+ω
q, ω
(a) Second order
k+ q
ν+ω
k,ν
(b) Second order
k+ q
ν+ω
k ′ + q
ν ′ +ω
k,ν k′,ν′
γ
(c) Third order
Figure 4.4: Second-order diagram for the dual fermionic self-energy Σ˜kνσ (a) and second-
(b) and third-order (c) diagrams contributing to the dual boson self-energy
Π˜qω.
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Figure 4.5: Illustration of how to count the number of closed fermion loops to determine
the sign of the diagram in Figure 4.4 c). The symbolic rules of Figure 4.3
yield the diagram depicted here. It contains two closed fermion loops, which
contribute a factor (−1)2.
the vertices by interaction lines as shown in Figure 4.5. Its sign is hence −1. This
results in
Π˜
(2)
qω =
T
N
∑
kνσ
λσν+ω,−ωG˜kνσG˜k+qν+ωσλ
σ
νω, (4.64)
Π˜
(3)
qω = −
(
T
N
)2∑
kνσ
∑
k ′ν ′σ ′
λσν+ω,−ωG˜
σ
kνG˜
σ
k+qν+ω
× γσσ ′νν ′ωG˜σ
′
k ′ν ′G˜
σ ′
k ′+qν ′+ωλ
σ ′
ν ′ω. (4.65)
So far, most of the discussion is about the charge sector. Here, it is instructive
to also look at the diagrammatic expression in the Sz channel. This requires
adding Sz labels, making the notation even more overburdened.
Π˜
(2),Sz
qω =
T
N
∑
kνσ
λσ,S
z
ν+ω,−ωG˜kνσG˜k+qν+ωσλ
σ,Sz
νω , (4.66)
Π˜
(3),Sz
qω = −
(
T
N
)2∑
kνσ
∑
k ′ν ′σ ′
λσ,S
z
ν+ω,−ωG˜
σ
kνG˜
σ
k+qν+ω
× γσσ ′νν ′ωG˜σ
′
k ′ν ′G˜
σ ′
k ′+qν ′+ωλ
σ ′,Sz
ν ′ω . (4.67)
Here, λσ,S
z
= 〈cc∗Sz〉 is the fermion-boson vertex in the Sz channel. Now, assum-
ing paramagnetism and spin inversion symmetry, things can be simplified some-
what. The Green’s function G˜σ = G˜−σ loses its spin dependence. The fermion-
boson vertex in the density channel is also independent of spin, λσ,n = λ−σ,n.
This means that the spin sums in the density channel, Equations (4.64) and (4.65),
simply lead to a factor of two and that they pick out the charge channel of the
fermion-fermion vertex, γn = γ↑↑ + γ↑↓, since γ↑↑ = γ↓↓ and γ↑↓ = γ↓↑. In the
Sz channel, the fermion-boson vertex satisfies λσ,S
z
= −λ−σ,S
z
. In the second-
order diagram, both vertices have the same spin label σ, so they pick up a factor
(−1)2 = 1 and the spin sum still simply leads to a factor two. The spin sums in
the third-order diagram give, symbolically
λ↑,S
z
γ↑↑λ↑,S
z
+ λ↓,S
z
γ↓↓λ↓,S
z
− λ↓,S
z
γ↓↑λ↑,S
z
− λ↑,S
z
γ↑↓λ↓,S
z
(4.68)
=2λ↑,S
z
(γ↑↑ − γ↑↓)λ↑,S
z
. (4.69)
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(a) (b)
Figure 4.6: First- and second-order diagrams with a local dual fermion loop.
This basically shows that the spin sums again lead to a factor two and now pick
out the magnetic channel of the fermion-fermion vertex γS
z
= γ↑↑−γ↑↓. Having
seen this, we now turn back to the density channel to make the notation lighter.
4.5.1 Ladder
Previously, we have seen the second-order diagram of Equation (4.64), and the
third-order diagram of Equation (4.65). The third-order diagram is obtained by
inserting −G˜G˜γ, an additional vertex and an additional bubble. This process can
be repeated to get diagrams of order four, five and so on. These diagrams are
called ladder diagrams, every additional vertex is a rung in the ladder. This lad-
der is a geometric series, since every diagram just contains an additional factor
−G˜G˜γ. The minus sign arises from the fact that we are dealing with fermions.
The ladder is characterized by a single bosonic frequency ω and momentum
q that is transferred along the ladder. The dual Green’s functions in the lad-
der carry an additional internal momentum k ′ per pair, and this momentum is
summed over, which gives a normalization factor 1/N. The combination −G˜G˜γ
has two free fermionic frequencies, and as a result, it should be understood as
a matrix in frequency space. Every rung involves a frequency summation and
thus also a factor T = 1/β. There is also a sum over the free internal spin la-
bel, and the ladder equation is usually formulated in the charge and magnetic
channels [47], as we already saw happening in the third-order diagrams.
A geometric series only converges when the terms in the series get smaller
every time. For a matrix series, as here, all of the eigenvalues should be smaller
than unity. Here, these are the eigenvalues of the matrix [−G˜G˜γ]qω
νν ′ , a matrix in
νν ′ space for every value of the channel, q and ω. In practice, these eigenvalues
decay as a function of ω, so that it is sufficient to evaluate them at ω = 0 as a
function of q and channel.
When the eigenvalue is equal to or larger than unity, the perturbative series is
divergent, which means that no reasonable calculation can be done and that ap-
parently the chosen starting point was not good enough. An eigenvalue of unity
and a divergent ladder for Π˜ translate to a divergence of the susceptibility X, a
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Figure 4.7: The renormalized vertices Λ and Γ in the ladder approximation.
signal of an instability towards an ordered phase. The momentum and channel
where the divergence occurs describe the properties of the ordered phase. For ex-
ample, antiferromagnetic order will show up as a divergence in the spin channel
at q = (pi,pi). Such an eigenvalue analysis of transitions has also been performed
regularly in dual fermion [47, 60, 66, 67]. However, do note that in dual boson
the susceptibility can also diverge even without a divergence in the ladder, due
the explicit presence of nonlocal interactions, as will happen in Chapter 9.
The ladder equations are conveniently denoted by introducing renormalized
vertices Γ and Λ, and to use a two-particle analogue of the self-energy equations.
In formulas, the ladder is given by
Π˜
(ladder)
qω =
T
N
∑
kν
λν+ω,−ωG˜kνG˜k+qν+ωΛqνω, (4.70)
Λqνω =λνω −
T
N
∑
k ′ν ′
Γqνν ′ωG˜k ′ν ′G˜k ′+qν ′+ωλν ′ω, (4.71)
Γqνν ′ω =γνν ′ω−
T
N
∑
k ′′ν ′′
γνν ′′ωG˜k ′′ν ′′G˜k ′′+qν ′′+ωΓqν ′′ν ′ω, (4.72)
which are depicted diagrammatically in Figure 4.7. The filled boxes correspond
to the renormalized vertices. Equations (4.70)–(4.72) may be referred to as a lad-
der approximation: The renormalized lattice vertex Γ contains a ladder-diagram
series generated by the Bethe-Salpeter equation [68], The final, recursive, equa-
tion is solved by matrix inversion according to
[Γνν ′ ]
−1
qω = [γνν ′ ]
−1
ω + Tχ˜
0
qνωδνν ′ , (4.73)
with χ˜0qνω = (1/N)
∑
k G˜kνG˜k+qν+ω. Note that the charge channel Γ
ch := Γ↑↑+
Γ↑↓ contributes to the polarization in the charge channel, and the Sz channel of
the BSE contributes to the Sz polarization, as was already visible in the third-
order diagram, Equation (4.67). The minus sign in the ladder equation is the
fermionic sign.
There are several ways to look at the ladder equation. Above and in Refer-
ence [38], the polarization was given as a single diagram, with a renormalized
fermion-boson vertex. However, it is also possible to think about the same set of
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diagrams as the second-order polarization diagram and the third-order diagram
with Γ inserted instead of γ, schematically,
Π˜ = λG˜G˜λ− λG˜G˜ΓG˜G˜λ. (4.74)
This distinction between second-order and higher-order contributions is useful
in some cases, and it has the advantage that there is only a single object that gets
renormalized, Γ . For this reason, this approach is used in the numerical imple-
mentation. Another advantage of distinguishing the second-order and higher-
order contributions is that the second-order diagram is purely nonlocal. This
means that the local contributions to Π˜ only come in at the higher orders and
always contain at least one vertex γ. This will be useful in Chapter 6
The ladder contains a sum over an internal momentum. In our practical im-
plementation, G˜ is first transformed to real space and then −G˜G˜ is calculated
as a product in real space instead of a convolution in momentum space. Then,
the combination is Fourier transformed back to momentum space, since the BSE
equation (4.72) is a product with respect to q in momentum space but would
be a convolution in real space. This is similar to the implementation of Dual
Fermion [47].
The ladder can also be applied to the self-energy diagrams that contain the
fermion-boson vertex. This time, additional rungs of the ladder can be inserted
at the end of either three-leg vertex. These diagrams are depicted in Figure 4.8.
As a general point, it is important to notice that although the ladder contains
an infinite set of diagrams, one of every order, there are still many other possible
diagrams that are missing from the ladder. However, it is hard to collect them
in such an efficient way as the ladder. Additionally, it will turn out later that
the set of ladder diagrams has some very special properties, in terms of being
conserving and thermodynamically consistent under some circumstances.
k+ q,
ν+ω
q, ω
(a)
k+ q,
ν+ω
k,ν
(b)
Figure 4.8: Second-order diagrams contributing to the non-local fermionic (a) and bosonic
(b) dual fermion self-energy Σ˜kνσ and Π˜qω, respectively.
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4.5.2 Skeleton diagrams and inner self-consistency
In the perturbative calculation of the Green’s function, several steps are taken to
increase the number of processes that is taken into account while reducing the
effort. First, the self-energy is introduced, which means that only one-particle
irreducible diagrams have to be calculated. The Dyson equation then generates
all reducible diagrams. In the ladder approach, a geometric series of repeated
particle-hole scattering diagrams is taken into account in one go.
A further simplification is possible. Sometimes it is possible to cut two lines
in a self-energy diagram in such a way that it falls apart into two pieces: one
which contains both external lines (A), and one other part (B). Such a diagram
can also be obtained by taking part A and connecting the two cuts by a bold line.
This bold line represent not the bare propagator, but a renormalized propagator
which has already had the Dyson equation applied to it.
Diagrams which cannot be cut int this way are called skeleton diagrams. All
self-energy diagrams are obtained when only the skeleton diagrams are calcu-
lated, but with bold lines instead of bare lines. Of course, the bold lines require
the knowledge of the self-energy in the first place. This means that this proced-
ure can only be performed self-consistently. One calculates the self-energy based
on the bare propagators, applies the Dyson equation to get renormalized propag-
ators, then one calculates the self-energy again based on the new propagators
and so on until convergence is reached. The self-energy depends on momentum
and frequency, so it is quite a big object to determine self-consistently in terms
of the number of degrees of freedom.
For normal perturbation theory in the Hubbard model, it can actually happen
that such a self-consistent scheme converges to the wrong fixed point [69–72].
This is not entirely surprising, since perturbation theory is only an asymptotic
expansion and not a convergent series [73], so strange things can happen. In dual
fermion, such a skeleton expansion is regularly used [47]. It is typically called
inner self-consistency to distinguish it from the self-consistent determination of
the impurity model (outer self-consistency). No issues with multivaluedness of
the inner self-consistency have been observed so far.
In dual boson, it is also possible to do inner self-consistency. In this case, there
are skeleton diagrams for both the fermionic and the bosonic self-energy (Σ˜
and Π˜). Note that all the dual diagrams shown so far are skeleton diagrams. The
self-consistency now needs to happen for both the fermionic and the bosonic sec-
tor, increasing the number of degrees of freedom even further. One should also
note that the diagrams for the fermionic self-energy contain both the fermionic
and the bosonic propagator, but the bosonic self-energy only contains fermionic
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propagators5. As a result, with the assumption Σ˜ = 0, bosonic self-consistency
is guaranteed immediately.
4.5.3 Monte Carlo sampling of diagrams
In any diagrammatic method, a choice needs to be made regarding the diagrams
that are included. This is often done based on physical considerations about the
most important physics. However, this is of course a weak point, since this way
you will only find the physics that you are actively looking for, and the results
will be biased towards that expectation. There is an alternative to choosing a
(possibly infinite) set of diagrams by hand. It is possible to use Monte Carlo
sampling to study all possible diagram topologies. Diagrammatic Monte Carlo
in terms of the original degrees of freedom has been around for some time[74–
77], although improvements are still being made [78, 79]. As one can expect from
perturbation theory in terms of the original degrees of freedom, this only works
for small and moderate values of the interaction strength.
More recently, implementations of diagrammatic Monte Carlo for dual fermi-
ons have appeared [63, 80]. These allow, in principle, to determine how import-
ant diagrams beyond the usual ladder are. There are however, some limitations
to these approaches. First of all, due to computational constraints, the maximal
order that these approaches can take into account is limited, and typically less
than 10. In the ladder approach, on the other hand, all ladder diagrams are
taken into account until order infinity. If the Bethe-Salpeter equation has an
eigenvalue of 0.9, which is not small but still well in the regime where dual
fermion calculations are possible, then the 11th order diagram has a contribu-
tion of approximately 30% of the lowest order diagram. This diagram will be
included in the ladder approach, but not in the Monte Carlo sampling of the
diagrams. Secondly, the higher order vertices of the dual theory are still not
accessible to the diagrammatic approach. This means that even if all relevant
diagrams with the two-particle vertex were properly sampled, the exact solution
is not recovered.
In principle, it is also possible to perform Monte Carlo sampling of the dia-
grams in dual boson. At the moment, no implementation of this scheme has
happened. The situation is more complicated than in the purely fermionic the-
ory: Now there are two kinds of self-energies that need to be determined, Σ˜ and
Π˜. The sampling also involves additional fermion-boson vertices and bosonic
propagators. This also means that the concept of reducibility is different for the
fermion and the boson self-energy. More fundamentally, it is not immediately
obvious if the one- and two-particle quantities determined in this way are auto-
5 As long as the calculation is restricted to the two-particle vertices γ and λ.
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matically consistent and in agreement with the conservation laws. In particular,
the higher-order vertices could play a different role for the fermionic and bosonic
quantities. Chapters 5–7 discuss the issue of consistency in situations where the
diagrams are hand-picked and we will see that this issue is not simple at all.
4.5.4 Opposing limits
Usually, perturbation theory is done in terms of a clear small parameter. So far,
it is not clear how this is in the dual perturbation theory. In fact, both the propag-
ators and the vertices of the dual theory are nontrivial. It turns out that these
two parts make the dual approximation controllable in two opposing limits. This
was first understood for dual fermion [44, 81]. It works similarly for dual boson.
In the Hubbard model at small interactions, a perturbative expansion in terms
of the interaction strengths U and V is legitimate. For the dual theory, small U
means γ ≈ U, and higher-order fermionic vertices have higher powers of U.
This means that diagrams with more vertices have contain a higher power in
U and contribute less, so the perturbation theory converges. This is the usual
dual fermion argument [81]. The contributions from the bosons behave a bit
differently. For small interactions, λ ≈ 1, as in Equation (4.56). However, the bare
bosonic propagator X˜ is proportional to V in this limit. This means that smallness
in V suppresses higher-order diagrams containing bosonic lines. Taken together,
for sufficiently small U and V the dual perturbation theory is convergent and
diagrams contribute less and less as their order increases.
In the opposite limit of strong interaction, the particles are very localized.
This means that G˜ is small, which suppresses diagrams with a large number
of fermionic propagators. This is again the usual dual fermion argument [81].
Meanwhile, the dual vertices stay sufficiently under control to not change the
convergence properties.6 For the analysis of the ladder susceptibility, this is suf-
ficient to show that ladder diagrams for Π˜ are convergent in the limit of large
U.
For the self-energy on the other hand, we also need to look at the propagators.
A large value of U also suppresses and localizes the charge susceptibility. This
means that X˜ is small (see Equation (4.23) so that we can indeed expect the
contributions from dual boson diagrams in the charge channel to decay. On the
other hand, the same is not necessarily true in the spin channel. In the limit
of large interaction, most of the spectral weight of the spin susceptibility does
6 It might be useful to remember here that when γνν′ω is multiplied by four gs and is summed over
frequencies, an equal-time correlation function of the impurity model is obtained. These are bounded
from below and above since nσ can only take on the values 0 and 1. This puts some constraint on
the magnitudes of individual elements of γ. Divergences of γ, the reducible vertex that enter the
dual theory have not been observed numerically. There are divergences in the irreducible vertex, as
studied extensively in recent years [50, 82–84].
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move to extremely low energy, which could aid this asymptotic analysis. As long
as both the nonlocal and the retarded spin-spin interaction are zero though, X˜
is identically zero in the spin channel and all of this does not become an issue,
so this is something to only keep in mind for (impurity) models with Ising
or Heisenberg interactions, where the nonlocal corrections to the self-energy
are taken into account. Since these have not been studied very extensively, not
much is known numerically about how the dual bosonic propagators in the spin
channel will behave and affect the self-energy. From a physical and numerical
point of view, the situation J 6= 0 is not simple at all, even in the limit U→ 0, so
it is not strange that dual boson does not simplify further.
4.6 edmft : no diagrams
The dual perturbation theory adds nonlocal correlation effects via diagrammatic
corrections. The zeroth order of this theory corresponds to not calculating any
diagrams at all and setting Σ˜ = 0 and Π˜ = 0. Accordingly, Equations (4.28) and
(4.29) simplify to
G−1kν = g
−1
νσ +∆νσ−k, (4.75)
X−1qω= χ
−1
ω +Λω−Vq. (4.76)
This approximation is also known as EDMFT [85–90]. Importantly, this approx-
imation does not require knowledge of the vertices γ and λ. This makes the ap-
proximation simpler and it also means that the solution of the impurity model is
computationally much cheaper. EDMFT as a theory existed before the invention
of dual boson and often serves as a useful comparison.
4.7 self-consistency conditions
The specific choice of the self-consistency conditions is very important in the DB
method. Several conditions have been proposed and used in published research.
Here, we will attempt to give an overview of the self-consistency conditions, and
their properties and their applications. The self-consistency condition determ-
ines the retarded interaction Λω/Uω that is used in the impurity model. Here,
we will mainly discuss the self-consistency condition on the two-particle level,
there is also a self-consistency condition on the single-particle level that is used
to determine the hybridization ∆ν. The traditional dual fermion prescription,
G˜local = 0, (4.77)
is used for this. This leads to the usual dual fermion diagrammatic argument [44,
47] for the vanishing first-order, “Hartree” diagram as in Figure 4.6(b), as well as
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γ2,2
Figure 4.9: Diagram with a local bosonic line.
one of the second-order self-energy diagrams, shown in Figure 4.6(a). In a one-
dimensional system, this self-consistency condition compares favorably with al-
ternatives [91]. This self-consistency condition is also important to ensure charge
conservation [56, 64, 92]. It also results in the convenient formula G = g + G˜
when Σ˜ = 0, with the first part completely local and the second part completely
nonlocal.
4.7.1 Dual self-consistency
The first self-consistency condition that was used in DB calculations simply mim-
icked the corresponding DF relation,
X˜local = 0. (4.78)
Diagrammatically, this relation can also be interpreted as the vanishing of a
first-order diagram with a single internal dual boson line. However, this inter-
pretation is not as appealing as it is in DF, since the simplest diagram with a
local bosonic line already contains a three-particle vertex γ2,2, see Figure 4.9.
For V = 0 (the Hubbard model), this self-consistency condition is satisfied
whenever Λω = 0. In fact, Λ = V = 0 implies that the bare dual propagator
vanishes for all frequencies and momenta, X˜(0) = 0, as can be seen from Equa-
tion (4.23), and then the dressed dual propagator also vanishes, X˜ = 0, according
to Equation (4.45). That effectively means that DB with this self-consistency con-
dition reduces to DMFT/DF when there are no explicit non-local interactions.
4.7.2 Lattice susceptibility self-consistency
A second, alternative self-consistency condition that has been proposed [56], is
applied not in dual space but in real space. It reads
Xlocal = χimpurity (4.79)
This self-consistency condition has been used in the Hubbard model [93, 94]
and will be discussed extensively below. It leads to a consistent way to determine
local two-particle observables [55, 93], as discussed in Chapter 6. There are also
diagrammatic arguments in favor of this self-consistency condition [56].
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However, this self-consistency condition also comes with some disadvantages.
When it is used in all three spin channels, it naturally leads to a violation of
spin conservation, as discussed at length in Reference [64] (Chapter 7). For that
reason, the calculations are typically done with self-consistency of Λω in the
charge and Sz channels only.
Notably, this self-consistency condition is not automatically satisfied when
V = 0 and Λ = 0, as can be seen by taking the local part of Equation (4.30)
Xlocal =
∑
q
(
χω + χωΠ˜qωχω
) 6= χω (4.80)
So, whenever the local part of Π˜ is not zero, a finite Λ is needed to achieve
self-consistency. The local part of the second-order diagram Π˜(2) is zero due to
the self-consistency condition in the fermionic sector (4.77), so second-order DB
still reduces to DMFT and higher orders do not. Here, the distinction between
second- and higher-order diagrams for Π˜, Equation (4.74), was useful. The self-
consistency condition is also automatically satisfied in the limit of infinite di-
mension [56], so that DB reduces to DMFT as it should since DMFT is exact in
this limit.
Another thing worth pointing out is that on the EDMFT level, i.e. with Π˜ = 0
and V 6= 0, this self-consistency condition is equivalent to the dual self-consistency
condition.
The retarded interaction Λω that arises with this self-consistency condition
does not decay to zero for large frequencies. Instead, it goes to a constant [56, 93],
as shown explicitly in Figure 6.3.
Also note that this self-consistency condition becomes interesting close to a
phase transition, where X diverges at some point in momentum space. If we
shift coordinates to have the divergence at q = 0 and assume Xq diverges there
as q−2 and that the dimension is D, the local part (momentum average) of X get
a contribution∫ cut-off
0
|q|D−1 dq
q2
(4.81)
from the region around the divergence. If D 6 2, this contribution diverges,
so Xlocal would be divergent. However, χ is always finite: a single-site problem
does not feature a phase transition. This self-consistency becomes impossible to
satisfy. Now, the Mermin-Wagner [95] (see also Section 7.4) forbids finite tem-
perature phase transitions in two dimensions, so that this situation should never
occur. However, one can get very close to such a situation, and then convergence
can become complicated.
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4.7.3 Other alternatives
In analogy with the previous discussion, it is also possible to have a self-consistency
on the screened interaction W instead of the susceptibility X.
Wlocal = wimpurity (4.82)
An advantage of that procedure is that the retarded interaction goes to zero at
large frequencies, which is beneficial for the impurity model. It also retains a
finite retarded interaction in the Hubbard model, as long as contributions to Π˜
beyond second-order are taken into account. On the other hand, observables like
the double occupancy are no longer consistent between the lattice and impurity
model, negating the main advantage of the lattice self-consistency condition.
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4.7.4 Overview of self-consistency conditions used in published DB papers
Ref. Chap. SC condition
[96] 5 EDMFT Hubbard model (+ nearest-neighbor
interaction).
[93] 6 Xlocal = χimpurity Hubbard model. Self-consistency in
charge and Sz channels.
[64] 7 Xlocal = χimpurity Hubbard model. DMFT, self-
consistency in charge and Sz channels
and self-consistency in charge and
three spin channels. Limited discus-
sion in this thesis
[97] 8 EDMFT Realistic nonlocal interaction for
NbS2.
[38] 9 EDMFT Hubbard model + nearest-neighbor in-
teraction.
[56] Xlocal = χimpurity Hubbard model + nearest-neighbor in-
teraction. Self-consistency only in the
charge channel.
[52] 9.6 EDMFT Hubbard model + nearest-neighbor in-
teraction. DB-GW approaches.
[98] 9.7 EDMFT Hubbard model + nearest-neighbor in-
teraction
[94] 10 Xlocal = χimpurity Hubbard model + nearest-neighbor in-
teraction. Self-consistency in charge
and Sz channels.
[92] 12 DMFT Hubbard model.
[92] 13 EDMFT Hubbard model + 3D Coulomb inter-
action.
[99] 14 EDMFT Hubbard model + 2D Coulomb inter-
action.
[100] 15 EDMFT Hubbard model + dipolar interaction.
[101] 16 EDMFT Spinless fermion model with dipolar
interaction.
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4.8 relation to df and dmft
In dual boson, new degrees of freedom are introduced, which do not have a
direct physical interpretation. This can make it difficult to think about the dual
boson theory. To help our understanding, it is useful to consider some situations
in which dual boson reduces to other, simpler theories.
Let us start with dual fermion (DF) [44]. There are no nonlocal interactions
in DF, so V = 0. In addition to that, the impurity interaction is taken to be
that of the original Hubbard model, i.e. Λω = 0. Dual boson with these two
choices corresponds exactly to dual fermion. Note that X˜ vanishes, so all dual
boson diagrams which contain the dual boson propagator are zero. Thus, only
the purely fermionic diagrams for the self-energy remain, exactly the ones that
are also present in dual fermion.
As is well known, dynamical mean-field theory (DMFT) [102–104] can be ob-
tained as a further simplification of dual fermion, by taking Σ˜ = 0. Since dual
fermion can be obtained from dual boson, this automatically means that dual
boson reduces to DMFT when V = 0, Λω = 0 and Σ˜ = 0.
4.9 susceptibility in db and dmft
Although the single-particle properties, in particular the self-energy, are the
main object of interest in DF and DMFT, these theories also make predictions
for the dynamic, momentum-resolved susceptibility. This DF/DMFT susceptib-
ility agrees with the DB susceptibility under certain assumptions. Before we
proof that, however, it is important to remember the difference in role of the sus-
ceptibility in these theories. In DB, the susceptibility is one of two fundamental
quantities and is part of a self-consistent scheme. In DF and DMFT on the other
hand, it is only calculated at the very end, it is not part of the fundamental con-
struction of the theory and it is very well possible to think about DMFT without
ever considering the susceptibility.
In fact, that DMFT provides a momentum-resolved susceptibility at all could
be surprising, since the theory knows only very little about the lattice. One might
compare this to the fact that it is possible to calculate a correlation length based
on traditional mean-field theory in the Ising model.
The susceptibility in DF and DMFT are equivalent when their single-particle
quantities agree [68], i.e., when Σ˜ = 0. The same is true for the susceptibility in
DB in the ladder approximation and when Vq = Λω = 0. This is proven [92] by
writing the local two-particle correlators that enter the DB formula, namely χ, γ
and λ, in terms of their local Bethe-Salpeter equation. An important observation
is that the single-particle self-consistency condition G˜loc = 0 also implies that[
G˜G˜
]
loc = 0, where [·] denotes a bubble of two Green’s functions with connected
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end-points. This is easiest to see in real space, where the bubble is a direct
product instead of a convolution.
Instead of losing ourselves in the onslaught of formulas that is needed to
prove the equivalence of the susceptibility formulas, as in Reference [92], it is
a good idea to think about the physical interpretation (see also Chapter 6 and
Reference [93]). The DMFT ladder formula essentially comes down to the calcu-
lation of repeated particle-hole scattering processes. The DMFT Green’s function
is taken as the bare single-particle propagator, and all the particle-hole scatter-
ing occurs locally. Every scattering event is local, but they are connected by the
DMFT Green’s function which has both local and nonlocal contributions. The
dynamical part of DMFT means that the local scattering is not an instantaneous
process: the incoming particles can arrive at different times and the outgoing
particles can also leave at different times. The locality of the scattering, on the
other hand, is exactly the mean-field part of the theory. To be precise, the DMFT
formula says that the irreducible vertex that enters the susceptibility is given by
the irreducible vertex of the impurity model. One can see this as a two-particle
analogue of the equality between the impurity and lattice self-energy.
So, looking at the usual DMFT susceptibility formula in a schematic way, it
reads
X
DMFT
= [GG] − [GG]Γ [GG] (4.83)
=[GG] − [GG]γirr[GG] + [GG]γirr[GG]γirr[GG] − . . . (4.84)
The susceptibility depends on the starting time and site of the particle-hole pair
and on the time and site where the scattering process ends. Due to time and
space translational invariance, this gives a single momentum and frequency.
Now, what the DB susceptibility formula does is essentially a resummation of
these particle-hole scattering processes. It first takes the subset of all processes
where the repeated scattering happens at a single site. This means that all the
Green’s functions that occur are local, and the DMFT self-consistency condition
then implies Gloc = gimp. Since the irreducible vertex is identical to that of the
impurity model by construction, this subset of processes corresponds exactly to
the Bethe-Salpeter equation of the impurity model. So the sum of this subset of
processes is exactly the impurity susceptibility χimp.
That still leaves us with a whole bunch of other process though. Continuing
the train of thought, we can classify them by how often the particle-hole pair
moves to a different site. So after the zero-move processes that form χimp, we
now turn our attention to processes that involve a single move to another site,
so two sites in total. First, the particle-hole pair (repeatedly) scatters on a site a,
then it moves to site b, where it can again scatter repeatedly. In terms of time
labels on this process, we should note that the particle and the hole do not have
to propagate from site a to site b at the same time. This explains the appearance
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of the triangular vertex in the dual boson formula: The particle-hole process
starts at a single time ti but the particle and the hole leave at different times tp
and th. There are three times, so this gives a two-frequency object. Since a 6= b,
the propagators that connect them are completely non-local and Ga→b = G˜a→b.
Then, at site b, there are now two arrival times for the particle and the hole, there
is repeated local scattering and finally the particle-hole pair ends at a single time.
In the next order, we consider a particle-hole pair that is created at site a,
scatters there repeatedly, moves to a new site b where it also scatters repeatedly
and then ends at a site c after having undergone repeated scattering processes
there. A point to note is that processes are ranked according to the number of
moves between sites, not according to the total number of sites involved. So in
this case, although a 6= b and b 6= c, it is possible that a = c. In particular,
this means that from this order onwards, there are contributions to the local
susceptibility coming from nonlocal processes.
This resummation might seem a bit arbitrary. Indeed, if one is only think-
ing about combinatorics, repeated scattering at a single site should be rare in
a large lattice. It is, however, exactly in the dual spirit, since this resummation
becomes more effective as the particles localize. In the opposing limit, of delocal-
ized particles, it is the “scattering cross-section” that is small, and higher-order
scattering processes should be rare anyway. Looked at slightly differently, it are
exactly the processes that involve a single site where even high orders7 are relev-
ant, which decay slowly as a function of internal fermionic frequencies. In this
sense those are the most difficult processes, however, the brilliance is that their
contribution can be calculated exactly by the impurity solver.
A somewhat similar formula, using the impurity susceptibility as the lowest
order for a susceptibility formula, has been proposed earlier [105] for the spin
susceptibility. At that time, the numerical evaluation was restricted to ωm = 0
and the limit d→∞.
Another remark that should be made is that the ladder approximation takes
on a special role here. The resummation that occurs in the DB formula means
that at any order n in the dual ladder, the associated Π˜(n) contains processes
of all orders m > n in terms of the irreducible vertex. The equivalence of the
DB and DMFT susceptibility is only obtained by taking the ladder diagrams to
infinite order on both sides. This will not be the last time that the infinite ladder
is special.
7 in terms of the irreducible vertex
44.10 relation to random phase approximation 55
4.10 relation to random phase approximation
The random phase approximation (RPA) is a simple and well-known approxim-
ation used to calculate two-particle properties. More details and formal deriva-
tions can be found in text books [5, 31], here we will focus on the relation with
DMFT and DB.
The RPA is based on the non-interacting system, where the self-energy is zero,
so the single particle Green’s function is given by G = G0, according to Equa-
tion (3.15). In that case the susceptibility is equal to a bubble of two Green’s
functions,
χ0(iω,q) = −[GG]iω,q (4.85)
(4.86)
Now, in the presence of an interaction Vq, RPA proposes the formula
χ(iω,q) =
1
[χ0(iω,q)]−1 − Vq
, (4.87)
a geometric series of the non-interacting susceptibility and the interaction. Dia-
grammatically, this corresponds to a series of ring diagrams with an increasing
number of interaction vertices V .
The Dual Boson formula reduces to RPA in the non-interacting limit. This
can be understood by comparing with the formulae in Section 4.2. In the non-
interacting limit, the retarded impurity interaction Λω vanishes, the impurity
susceptibility is equal to the local part of the bubble, the fermion-boson vertex
is equal to unity while the fermion-fermion vertex vanishes so the only finite
contribution to Π˜ comes from the non-local bubble diagram.
With the interaction turned on, the DB formalism uses a lattice of interacting
impurities as the starting point, instead of the non-interacting sites of RPA. If
we restrict ourselves to a local electronic self-energy, The susceptibility of these
impurities is given by the ladder formula, which can be written in three equi-
valent ways: as in DMFT, as in DF or as in DB. DMFT and DF do not consider
nonlocal interactions at all, and stop at this susceptibility. DB, on the other hand,
then adds the remaining nonlocal, dynamic interaction V −Λ using an RPA-like
geometric series.
In principle, this viewpoint also gives us a way to incorporate nonlocal in-
teraction effects in DMFT calculations of the susceptibility: simply calculate the
DMFT susceptibility and use the formula χ−1 = [χDMFT]−1 − V .
One point of note in RPA is that the interaction V needs to be taken in the spe-
cific channel in which the susceptibility is calculated. However, as we have seen
before in Equation (3.3), the local Hubbard interaction has a channel ambiguity.
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V V V
DMFT
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imp V −Λ imp imp
V −Λ
V −Λ V −Λ
imp imp
V −Λ
Figure 4.10: The susceptibility in RPA, DMFT and DB is calculated based on repeated
particle-hole scattering processes. RPA uses the bare Green’s function,
whereas DMFT and DB start from the interacting Green’s function. DB adds
the nonlocal interaction on top of DMFT. Only the situation with a local self-
energy is illustrated here, where the equivalence of the DMFT, DF and DB
susceptibilities holds.
This necessarily makes RPA calculations with a local Hubbard interaction am-
biguous. RPA is often used for continuum models, where this ambiguity does
not occur.
4.11 relation to edmft+gw
The diagrams of the dual boson approach involve the vertices λ and γ. Since
these are expensive to calculate, there is a desire for cheaper approaches, some
of which have already been discussed. When no diagrams at all are calculated,
dual boson reduces to EDMFT. However, that is a rather crude approximation.
An alternative was to calculate only the second-order diagram Π˜(2), since that
requires λ but not γ. Essentially, this assumes γ ≈ 0. The same approximation
can actually be applied to λ using the relation between λ and γ, Equation (4.56).
Depending on the Hubbard-Stratonovich decoupling, setting γ = 0 leads to λ =
χ−1 or λ = 1. In this approximation, we keep only diagrams with fermion-boson
coupling and replace the vertex by unity (or χ−1). This is philosophically similar
to the EDMFT+GW approach that appears in several flavors in the literature.
Reference [38] compares the simplified dual boson formulas with EDMFT+GW,
here we give a short overview.
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The simplicity of the approximation allows us to write everything in terms of
lattice quantities. For the susceptibility, this gives the expression(
X
simplified
qω
)−1
=
(
χ+ {GG}nonlocal
)−1
+Λω − Vq. (4.88)
Essentially, this expression is a lot like RPA, except that it includes a screened
interaction Vq−Λω and some local vertex corrections via G instead of G0 and χ
instead of {G0G0}
loc. We note that this expression is manifestly invariant under
the decoupling scheme, since it depends on V −Λ only.
There is also the second-order dual self-energy diagram, resembling the Fock
diagram. It is also given in Reference [38], here we write it in a slightly more
elegant way in analogy to the notation of Equation (4.30)
Σkν = −
T
N
∑
qω
G˜k+qν+ω
Vq −Λω
1+ (Vq −Λω)X ′qω
, (4.89)
where X ′qω is the “non-interacting” susceptibility of the lattice of interacting im-
purities. In the present GW calculation, it is equal to χ or to χ+ {GG}nonlocal (after
a round of inner self-consistency). This expression resembles the usual GW ex-
pression, where W is a screened interaction. In this case, the “bare” interaction
is V −Λ, which is screened by X ′. The appearance of G˜means that only nonlocal
contributions are taken into account, since the impurity contains all local correl-
ations. Again, the dependence on the combination V −Λ ensures invariance of
decoupling scheme.
4.12 dimensionality
The dimensionality plays a large role in the applicability of mean-field theories.
Traditional mean-field theory for the Ising model produces the correct critical
exponents when the dimension is sufficiently large, with d = 4 as the upper
critical dimension. In the Ising model, the assumption of mean-field theory is
that the effect of the neighbors can be replaced by an average value. When the
dimension gets larger, and the number of neighbors grows, this assumption
becomes more accurate.
For dynamical mean-field theory, there are similar dimensionality arguments
that show that the mean-field approximation becomes exact in the limit d→∞.
In fact, this sort of analysis formed the very start of the dynamical mean-field
theory [102]. Let me give a short overview of the arguments, for a thorough
review I refer the reader to Reference [103].
The first step is to recognize that the hopping parameter should scale as t/
√
d.
This ensures that the variance of the energy is independent of d. In a hypercubic
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lattice, with z = 2d, it means that the amplitude for going to any of the z nearest-
neighbors and then going back to the original site, z · t2/d = 2t2, is independent
of the dimension. The scaling of the nonlocal interaction elements, meanwhile,
is such that they only contribute a shift to the chemical potential at the Hartree
level, and can thus be ignored. This means that the Hubbard model is sufficient
in the limit of large dimensions, and extended Hubbard models will not contain
new physics.
In terms of propagators, the dimensional scaling means that the nonlocal
propagator to the nearest-neighbor site carries a factor 1/
√
d, and sites further
away are suppressed even stronger.
This scaling can be used to prove that there are no nonlocal vertex corrections
to the susceptibility [106]. The same happens in DB, as can be understood from
the construction in Section 4.8. The impurity susceptibility (i.e., without moving
the particle-hole pair to another site) is of order 1. A process which involves
moving to a second site involves two propagators, one for the particle and one
for the hole, so 1/z in total. However, there are z neighbors to pick from, which
means that they contribute at order 1 in total, and it is completely nonlocal.
In the next order, we have two particle-hole bubbles, four propagators and a
factor 1/z2. Looking at the corrections to the local susceptibility, i.e. processes
where the initial and final site are equal, then only the intermediate site can be
picked freely, with z options to choose from. This means that the correction to
the local susceptibility decays as z/z2 = 1/z. A similar argument can be made
in momentum space [56]. The classification of susceptibility diagrams in terms
of the number of site changes matches very well with the traditional DMFT
dimensionality arguments, since it is exactly the propagation to another site that
carries the 1/
√
d scaling.
Due to the scaling of the nonlocal interaction, the bosonic propagator vanishes
as d → ∞, and as a result the self-energy does not depend on V in this limit.
For dual boson the Hamiltonian has been formulated in terms of density fluc-
tuations, which means that there is no Hartree term. All of this is exactly as it
should be in the limit of infinite dimension.
4.13 implementation
Having seen all of this nice theory, the question arises how to actually put it to
use. A computational method is best performed on a computer, its performance
depends a lot on how it is implemented. This Section describes some important
aspects of our implementation, choices that were made to improve performance
and limitations of the set-up.
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cthyb solver
[107–110]
dual run
FT
g,χ, λ,γ
∆ν,ΛωFτ,Kτ
Σkν,Gkν,Xqω, Σ˜kν, Π˜qω
inner sc
analysis scripts
initialization
tk Vq
Figure 4.11: Overview of the computational implementation. The red boxes are imple-
mented in C++. The blue boxes are implemented in python. The green arrows
denote data transfer via HDF5 files.
4.13.1 Big picture
Dual boson calculations are numerically heavy and this means that it is import-
ant to use performant computational methods. The heaviest parts of the compu-
tation are done in C++, which is fast to run but hard to program. The C++ parts
are embedded in python, which is slow to run but easy to write and modify.
The entire code is parallelized (over the bosonic frequency ω) so that it can be
run efficiently on a cluster. Data needs to be transferred between the different
parts of the code, as well as being saved for later analysis. This is done using
the HDF5 format. This is a binary format that stores the data with high accuracy
and it also allows for relatively easy reading of entire data structures, such as
arrays or lists of parameters.
The entire code is based on the dual fermion code made by Hartmut Hafer-
mann and some additional details on the philosophy of the code can be found
in Reference [47]. The code is based on the ALPS framework [107].
Figure 4.11 shows an overview of the structure of the code and the remainder
of this section will treat these parts in detail.
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4.13.2 Impurity solver
The impurity solver that we use is a slightly modified version of the open source
continuous time hybridization solver (cthyb) of Reference [109]. It can handle
retarded interactions in the charge and in the Sz channel. Improved estimat-
ors [108–110] are used to reduce the numerical noise. In principle, the code is
structured in such a way that the impurity solver is “plug-and-play”. With an
alternative solver, the only thing that needs to happen is to readjust the python
interface so that all of the input and output is stored in the right way. The code
has been used by Friedrich Krien [64] to perform calculations with a retarded
interaction in the charge and all three spin channels, using the solver of Ref-
erence [111]. Exact diagonalization solvers [112] are another option, although
these have only been used on the EDMFT level. One could also imagine using
specialized solvers in different parts of phase space, or using a fast approximate
solver in the first iterations and then using another solver for the last iteration(s).
The code infrastructure supports these use-cases.
4.13.3 Dual code
The dual code is doing the heavy lifting of the dual boson calculations. Many of
the optimizations that are used in dual fermion [47] still apply to the dual boson
code.
An important constraint is that all impurity quantities are only measured for
a finite number of Matsubara frequencies. Feynman diagrams naturally involve
summations over frequencies, and in the numerics these sums have to be cut
off somewhere. The Matsubara frequencies are given by νn = (2n + 1)T and
ωn = 2nT . This means that for low temperature, a large n is needed to reach
high energy, and the cutoff needs to be larger.
The cutoff parameters should always be taken sufficiently large, but this in-
creases the cost of the cthyb simulation. The symmetry relations given in Sec-
tion 4.4 are a great help, since they allow us to measure fewer frequencies while
still keeping access to all of them.
The idea of Reference [51] to determine the high-frequency structure analytic-
ally, so that only the lower frequencies need to be measured, is also very prom-
ising in this respect. No DF/DB implementation in this direction has happened
so far but it is something that should definitely be considered for the future.
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4.13.4 Interface
There is a python interface that binds these parts together. This interface is re-
sponsible for passing through all of the parameters to the different parts and for
keeping count of the outer self-consistency.
The outer self-consistency usually starts with several EDMFT iterations, fol-
lowed by one or more dual iterations. In the EDMFT part, the solver does not
need to calculate γ and λ, so these iterations are relatively fast. After every it-
eration in the outer self-consistency, back-ups of relevant files are made. In this
way, the results of various iterations can be compared.
The dual program is written so that it does not overwrite the input files. For
example, the hybridization is read in from Delta_old.h5 and saved to Delta.h5.
In this way, it is possible to restart the dual program or to run it several times
with different run parameters, such as a different choice of diagrams, without
needing to duplicate the cthyb effort.
The cthyb solver needs the retarded interaction kernel K(τ) and its derivative
K ′(τ) as input. The latter is required for the improved estimator[110]. This kernel
is defined such that K ′′(τ) = Λ(τ), with boundary conditions K(τ = 0) = 0
and K(τ = β) = 0. The dual code outputs a retarded interaction on Matsubara
frequencies, Λω. So we need to perform a Fourier transform and go from Λ
to K. In τ-space, that would involve a numerical integration. However, if we
go from Λ to K before the Fourier transform, the integration is replaced by a
division by iω. This division works for all frequencies except for ω = 0 which
needs to be treated separately. We can assume that the infinite frequency limit
limω→∞Λω =: Λ∞ vanishes, otherwise we subtract the tail contribution Λ∞
and add it to the instantaneous part of the interaction inside the solver, which
needs to be treated separately. With this Λ, we found the following expressions
to give maximal numerical accuracy:
K(τ) =
Λ0
2
(
τ
β
− 1
)
τ+
1
β
∞∑
m=−∞
m 6=0
Λiωm
(iωm)2
(
e−iωmτ−1
)
, (4.90)
K ′(τ) =
Λ0
2
(
2τ
β
− 1
)
−
1
β
∞∑
m=−∞
m 6=0
Λiωm
iωm
e−iωmτ. (4.91)
In practice we compute the sums with a finite frequency cutoff. The formula
(4.90) has been obtained independently in Reference [111]. It is valid for τ ∈
[0,β]. This result slightly differs from the formula used in Reference [113] in that
the static component Λ0 is treated separately. This has the advantage that the
summand decays faster than 1/(iω)2 so that the error due to the finite frequency
cutoff of the sum is negligible.
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In Figure 4.11, this transformation is indicated by the blue box labeled FT.
A Fourier transform is also needed for the hybridization ∆, this procedure is
similar as in DMFT and DF applications.
The chemical potential µ is one of the parameters that needs to be commu-
nicated between the various parts of the code. This needs to be done carefully,
since shifts in the chemical potential occur along the way. Section 5.5 pays some
attention to this.
4.13.5 Room for improvements
The outer and inner self-consistency conditions require knowledge of the full
(dual) Green’s functions. For efficiency reasons, the update formulas are imple-
mented within the dual C++ code. During the course of this project, it turned
out to be interesting to investigate the effects of alternative self-consistency con-
ditions (see, e.g., Section 4.7). This required compiling new versions of the code
where these are implemented. Exposing the self-consistency procedure to the
higher level python could would make it easier to compare and experiment with
self-consistency conditions.
The dispersion tk and interaction Vq are fed into the dual code and are then
immediately evaluated for all relevant momenta and stored in memory for the
remainder of the dual process. One could consider investigating models with
an interaction that is simultaneously dependent on frequency and momentum,
Vqω, as could occur as a result of electron-phonon coupling. The current code
does not allow for this, and the current implementation of storing Vq in memory
would be inefficient if the momentum and frequency dependence is actually
known analytically.
In the dual fermion version of the code, the main diagrammatic choice is the
maximal order of ladder diagrams that are taken into account. In dual boson, on
the other hand, there are essentially three types of diagrams, the diagrams for
the polarization, the DF diagrams for the self-energy and the mixed diagrams
for the self-energy. All of these have spin and charge channels, and can be done
to some order in the ladder expansion. The current code allows turning on and
off some of these, but not in a comprehensive way. It would be useful to improve
the design of this aspect.
Part II
P U T T I N G T H E T H E O RY T O T H E T E S T
The previous chapter described several schemes to find an approxim-
ate solution of the (extended) Hubbard model. Of course, we would
like to know how good these methods are. That question, however,
is difficult to answer, since in general we do not know the exact solu-
tion. That is the reason we are looking for approximate solutions in
the first place. However, we do know that the exact solution satisfies
some very general equations that are based on basic thermodynamic
principles or on symmetries of the system. This part of the thesis
looks if and when approximate solutions satisfy the same equations.
Finally, the dual boson method is applied with realistic parameters
for niobiumdisulfide, NbS2, to see how it performs.
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T H E R M O D Y N A M I C C O N S I S T E N C Y O F T H E
C O M P R E S S I B I L I T Y
The charge response function in the (extended) Hubbard model can be calcu-
lated directly or via the Kubo formula. These two paths can be inconsistent in
approximate theories. In DMFT, thermodynamic consistency is preserved. This
chapter shows explicitly that the static, homogeneous DMFT susceptibility is
consistent as long as vertex corrections obtained from the two-particle impurity
correlation function are included. In the extended Hubbard model, the pres-
ence of a nonlocal interaction requires an extension of DMFT and retarded in-
teractions on the impurity level. Maintaining thermodynamic consistency then
requires knowledge of three- and four-particle impurity correlation functions,
which are typically neglected. Nevertheless, the dual boson approximation to the
response is remarkably close to consistency. This holds even when two-particle
vertex corrections are neglected. EDMFT is consistent only in the strongly cor-
related regime and near half-filling, where the physics is predominantly local.
This chapter has been published as:
Erik G. C. P. van Loon, Hartmut Hafermann, Alexander I. Lichtenstein, and
Mikhail I. Katsnelson, Thermodynamic consistency of the charge response in dynam-
ical mean-field based approaches, Physical Review B 92, 085106 (2015).
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The response to an external perturbation is relevant for many experiments
and for understanding the underlying physics. The linear response is related to
correlation functions of the system via the celebrated Kubo formula [39]. The
correlation function is often more attractive to theorists. Especially for space-
and time-dependent external perturbations (e.g. fluctuating magnetic fields),
the direct response may be difficult to calculate, because it involves the non-
homogeneous and non-equilibrium properties, whereas correlation functions of
the unperturbed homogeneous equilibrium system are more accessible. In this
case the Kubo formula provides a connection between the two and between the-
ory and experiment. The correspondence between the response and correlation
functions is a property of the exact solution of the system and this equality is
not automatically satisfied by approximate solutions [114–116]. In fact, this kind
of consideration was very important in the development of the theory of the
electron gas [117].
We call the linear response of an approximation thermodynamically consist-
ent if the two ways, the direct calculation by varying the external field and that
from the correlation function, yield the same result. The so-called zero- and
one-particle quantities of DMFT are known to be thermodynamically consist-
ent [118, 119], i.e., the same density is obtained from deriving the grand potential
and from the Green’s function. The DMFT magnetic response [120] of the double-
exchange model also turns out to be thermodynamically consistent [121], while
EDMFT and the related spin-DMFT [122] appear to violate thermodynamic con-
sistency. When both the response and the correlation function can be calculated,
thermodynamic consistency can be checked.
Here the consistency of the charge susceptibility of an (extended) Hubbard
model with local and nonlocal density-density interaction is studied. The charge
response in DMFT can be obtained in a consistent manner provided vertex cor-
rections from the impurity two-particle correlation function are included, as is
shown by an explicit derivation and by numerical results. In EDMFT and DB,
thermodynamic consistency is in general violated and the knowledge of the
three- and four-particle impurity correlation functions would be required to re-
store this deficiency. While this is often impractical, the DB approximation turns
out to contain the dominant contributions to yield a response that is consistent
to very good approximation, over a broad interaction and filling range.
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5.1 model
The single-band, two-dimensional extended Hubbard model on the square lat-
tice away from half-filling is used to study the charge response. The Hamiltonian
of the extended Hubbard model is given by
H = −t
∑
〈jk〉σ
c
†
jσckσ − µ
∑
j
nj +U
∑
j
nj↑nj↓ +
1
2
V
∑
〈jk〉
njnk, (5.1)
where compared to Equation (3.4) the chemical potential is included explicitly
in the Hamiltonian and where the interaction is written in terms of the double
occupancy. The physical parameters are the hopping integral t, local interaction
U, nonlocal interaction V and chemical potential µ. This chapter uses the half-
bandwidth 4t = 1 as the unit of energy, and all calculations are performed at
inverse temperature β = 20.
As in EDMFT+GW [46], it is convenient for DB calculations to write the non-
local interaction in Equation (5.1) in terms of density fluctuations, which requires
a Hartree shift µDB = µ−
∑
j6=k Vjk
〈
nj
〉
in the chemical potential.
5.2 linear response formalism
The charge response describes the dependence of the density 〈n〉 on the chem-
ical potential using the linear response formalism. The Kubo formula relates the
density response to a two-particle correlation function. The electron compressib-
ility d〈n〉 /dµ is related to the static homogeneous correlation function as
d〈n〉 /dµ = − lim
q→0 limω→0
Xq,ω, (5.2)
as is shown below. The compressibility is a useful observable in experiments
with ultracold fermions in optical lattice [123, 124].
The particle number and the density response can be determined from the
partition function or from correlation functions. Starting from the Hamiltonian
(5.1), the imaginary time path integral formalism [30] allows all observables to
be calculated using the partition function Z =
∫
D[c∗, c] exp(−S[c∗, c]), with the
Euclidean action S[c∗, c] =
∫β
0 dτ[c
∗∂/∂τ c+H]. The average number of particles
per site, 〈n〉, is obtained by deriving with respect to the chemical potential,
〈n〉 = 1
N
∑
j
1
Z
∫
D[c∗, c] nj exp(−S[c∗, c])
=
1
βN
1
Z
∂Z
∂µ
, (5.3)
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where j is a site index and N is the total number of sites. Similarly, the compress-
ibility is
d〈n〉
dµ
=
1
βN
∂
∂µ
(
1
Z
∂
∂µ
Z
)
=
1
βN
[
1
Z
∂2Z
∂µ2
−
(
1
Z
∂Z
∂µ
)2]
=
1
βN
∑
jk
∫
dτ1dτ2
〈
nj(τ1)nk(τ2)
〉
−
〈
nj(τ1)
〉 〈nk(τ2)〉
= −Xq=0,ω=0, (5.4)
where Xq=0,ωn=0 is to be understood as the static uniform charge correlation
function, where the limit ω → 0 has been taken before the limit q → 0, as
discussed further in Chapter 12.
5.3 local interaction
We first address the thermodynamic consistency for the simpler case of the Hub-
bard model (V = 0) treated within DMFT [103]. In DMFT, the lattice problem is
mapped to an auxiliary single-site impurity problem with action
Simp[c
∗, c] = −
∑
νσ
c∗νσ[iν+ µ−∆νσ]cνσ +U
∑
ω
nω↑n−ω↓. (5.5)
Here ν and ω are the fermionic and bosonic Matsubara frequencies respectively,
nωσ =
∑
ν c
∗
νσcν+ωσ and a normalization factor β is implied in the sums
over frequencies. The hybridization function ∆νσ describes the electron hopping
processes from and to the impurity and includes the effect of the lattice in a
mean-field manner. It is determined self-consistently via the condition∑
k
Gkνσ = gνσ, (5.6)
where gνσ is the Green’s function of the impurity and
∑
k denotes averaging
over momenta. The lattice Green’s function is given in momentum space as
G−1kνσ = g
−1
νσ +∆νσ − tk, (5.7)
where tk is the Fourier transform of the hopping.
5.3.1 Density response in DMFT
In DMFT, the impurity density is the same as the lattice density as a direct con-
sequence of the self-consistency condition. The impurity and lattice compressib-
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ilities, however, are different, since the impurity density depends on the chem-
ical potential µ directly, but also via the hybridization function ∆νσ which is
determined self-consistently. As a consequence, the compressibility decomposes
into the impurity compressibility and a part originating from the variation of
∆νσ due to a change in chemical potential:
d〈n〉
dµ
=
∂〈n〉imp
∂µ
+
∑
νσ
∂〈n〉imp
∂∆νσ
∂∆νσ
∂µ
. (5.8)
Here and in the following 〈.〉 and 〈.〉imp denote lattice and impurity averages,
respectively. The right-hand side consists of three parts. The first is the impur-
ity compressibility. The second part is proportional to a two-particle impurity
correlation function
∂〈n〉imp /∂∆νσ ∝ − 〈nω=0c∗νσcνσ〉imp + 〈n〉imp 〈c∗νσcνσ〉imp . (5.9)
According to Equations (5.6) and (5.7), the information about the lattice comes
in through the variation of the self-consistent hybridization, i.e., ∂∆νσ/∂µ.
This is done by rewriting derivatives of impurity quantities in terms of impur-
ity correlation functions. Since the impurity problem (5.5) is solved (numerically)
exactly using continuous-time quantum Monte Carlo [109, 125, 126], it is thermo-
dynamically consistent and this rewriting is valid. The variation of the hybrid-
ization with respect to the chemical potential depends on the self-consistency
condition (5.6), which includes the effect of the lattice and determines the deriv-
atives. For compactness, all factors of β are suppressed in this derivation and
the notation of Reference [38] is adopted for the impurity correlation functions.
All impurity expectation values are obtained from the impurity partition func-
tion
Z =
∫
D[c∗, c] exp(−Simp). (5.10)
For example, the impurity density is
〈n〉imp = 1/Z
∫
D[c∗, c]n exp(−Simp)
= 1/Z
∫
D[c∗, c]
∂
∂µ
exp(−Simp). (5.11)
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This leads to an impurity compressibility
∂〈n〉imp
∂µ
= 1/Z
∫
D[c∗, c]
∂2
∂µ2
exp(−Simp)
−
(
1/Z
∫
D[c∗, c]
∂
∂µ
exp(−Simp)
)2
= 〈nn〉impω=0 − 〈n〉imp 〈n〉imp
=: −χω=0 (5.12)
The variation of the density with respect to the hybridization yields
∂〈n〉imp
∂∆νσ
=1/Z
∫
D[c∗, c]n
∂
∂∆νσ
exp(−Simp)
−
(
1/Z
∫
D[c∗, c]n exp(−Simp)
)
×
(
1/Z
∫
D[c∗, c]
∂
∂∆νσ
exp(−Simp)
)
=− 1/Z
∫
D[c∗, c]nc∗νσcνσ exp(−Simp)
+ 〈n〉imp
(
1/Z
∫
D[c∗, c]c∗νσcνσ exp(−Simp)
)
=− 〈nc∗νσcνσ〉imp + 〈n〉imp 〈c∗νσcνσ〉imp
=: − λνσ,ω=0χω=0gνσgνσ, (5.13)
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where λνσ,ω is the impurity three-leg vertex function [99] and gνσ = − 〈cνσc∗νσ〉imp
is the impurity Green’s function. Variation of the impurity Green’s function with
respect to the chemical potential gives
∂gνσ
∂µ
=− 1/Z
∫
D[c∗, c]cνσc
∗
νσ
∂
∂µ
exp(−Simp)
+
(
1/Z
∫
D[c∗, c]cνσc
∗
νσ exp(−Simp)
)
×
(
1/Z
∫
D[c∗, c]
∂
∂µ
exp(−Simp)
)
=− 1/Z
∫
D[c∗, c]cνσc
∗
νσnω=0 exp(−Simp)
+
(
1/Z
∫
D[c∗, c]cνσc
∗
νσ exp(−Simp)
)
×
(
1/Z
∫
D[c∗, c]nω=0 exp(−Simp)
)
=− 〈cνσc∗νσnω=0〉imp + 〈cνσc∗νσ〉imp 〈n〉imp
=χω=0gνσgνσλνσ,ω=0 (5.14)
The impurity Green’s function gνσ depends on the hybridization ∆ν ′σ ′ even
when the frequency and spin indices are different:
−
∂gνσ
∂∆ν ′σ ′
=1/Z
∫
D[c∗, c]cνσc
∗
νσ
∂
∂∆ν ′σ ′
exp(−Simp)
−
(
1/Z
∫
D[c∗, c]cνσc
∗
νσ exp(−Simp)
)
×
(
1/Z
∫
D[c∗, c]
∂
∂∆ν ′σ ′
exp(−Simp)
)
=− 1/Z
∫
D[c∗, c]cνσc
∗
νσc
∗
ν ′σ ′cν ′σ ′ exp(−Simp)
+
(
1/Z
∫
D[c∗, c]cνσc
∗
νσ exp(−Simp)
)
×
(
1/Z
∫
D[c∗, c]c∗ν ′σ ′cν ′σ ′ exp(−Simp)
)
=
〈
cνσc
∗
νσcν ′σ ′c
∗
ν ′σ ′
〉imp
− 〈cνσc∗νσ〉imp
〈
cν ′σ ′c
∗
ν ′σ ′
〉imp
=γνν ′σσ ′,ω=0 × gνσgνσgν ′σ ′gν ′σ ′
− δνν ′δσσ ′gνσgνσ, (5.15)
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where we have used the definition of the two-particle impurity vertex function
(see, e.g., Ref [99]). In the non-interacting limit, γ = 0 and g(0)νσ = 1/(iν−∆νσ).
Taking the derivative −∂g(0)νσ/∂∆ν ′σ ′ indeed gives −δνν ′δσσ ′g
(0)
νσg
(0)
νσ as in Equa-
tion (5.15).
The DMFT self-consistency condition determines the hybridization function
∆νσ such that the local Green’s function is equal to the impurity Green’s func-
tion for all Matsubara frequencies ν:
0 =gνσ −
∑
k
Gνσk
=gνσ −
∑
k
1
g−1νσ +∆νσ − tk
=fνσ(µ, {∆ν ′σ ′ }) (5.16)
with a factor 1/N implied in the sum over k. Here we have introduced the
function fνσ(µ, {∆ν ′σ ′ }) for notational convenience. The partial derivative of the
self-consistency condition with respect to the chemical potential at fixed {∆ν ′σ ′ }
is
∂fνσ
∂µ
∣∣∣∣
{∆ν ′σ ′ }
=
∂gνσ
∂µ
+
∑
k
1
(g−1νσ +∆νσ − tk)2
∂g−1νσ
∂µ
=
∂gνσ
∂µ
(
1− g−2νσ
∑
k
G2νσk
)
=
∂gνσ
∂µ
g−2νσ
(
g2νσ −
∑
k
G2νσk
)
= −
∂gνσ
∂µ
g−2νσ
∑
k
G˜2νσk. (5.17)
Here we have introduced the dual Green’s function G˜ = G− g and we made use
of the property∑
k
G2νσk =
∑
k
(G˜νσk + gνσ)(G˜νσk + gνσ)
=
∑
k
G˜2νσk + 2gνσ
∑
k
G˜νσk + g
2
νσ
=
∑
k
G˜2νσk + g
2
νσ. (5.18)
This holds since the DMFT self-consistency condition (5.6) implies
∑
k G˜νσk = 0.
The dependence on ∆νσ requires some attention. The Green’s function Gνσk
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depends on ∆νσ explicitly, but also implicitly through gνσ. As shown in Equa-
tion (5.15), gνσ depends on ∆ν ′σ ′ also for different Matsubara frequencies. This
means that all the self-consistency conditions depend on all components of ∆νσ,
so the derivative of the self-consistency condition will be a matrix equation in
frequency space:
∂fνσ
∂∆ν ′σ ′
∣∣∣∣
µ
=
∂gνσ
∂∆ν ′σ ′
+
∑
k
1
(g−1νσ +∆νσ − tk)2
(
∂g−1νσ
∂∆ν ′σ ′
+ δνν ′δσσ ′
)
=
∂gνσ
∂∆ν ′σ ′
(
1− g−2νσ
∑
k
G2νσk
)
+ δνν ′δσσ ′
∑
k
G2νσk
= −g−2νσ
∂gνσ
∂∆ν ′σ ′
∑
k
G˜2νσk + δνν ′δσσ ′
∑
k
G2νσk. (5.19)
Collecting previous results, the variation of the self-consistency condition gives
0 =
∂fν ′σ ′
∂µ
+
∑
νσ
∂fν ′σ ′
∂∆νσ
∂∆νσ
∂µ
∂∆νσ
∂µ
=−
∑
ν ′σ ′
[
∂fν ′σ ′
∂∆νσ
]−1
∂fν ′
∂µ
=
∑
ν ′σ ′
[
−g−2ν ′σ ′
∂gν ′σ ′
∂∆νσ
∑
k
G˜2ν ′σ ′k + δνν ′δσσ ′
∑
k
G2νσk
]−1
×
(
∂gν ′σ ′
∂µ
g−2ν ′σ ′
∑
k
G˜2ν ′σ ′k
)
=
∑
ν ′σ ′
[
−
∂gν ′σ ′
∂∆νσ
∑
k
G˜2ν ′σ ′k + δνν ′δσσ ′g
2
ν ′σ ′
∑
k
G2ν ′σ ′k
]−1
× ∂gν ′σ ′
∂µ
∑
k
G˜2ν ′σ ′k
(5.18)
=
∑
ν ′σ ′
[[
δνν ′δσσ ′g
2
ν ′σ ′ −
∂gν ′σ ′
∂∆νσ
]∑
k
G˜2ν ′σ ′k + δνν ′δσσ ′g
4
ν ′σ ′
]−1
× ∂gν ′σ ′
∂µ
∑
k
G˜2ν ′σ ′k
(5.15)
=
∑
ν ′σ ′
[
γν ′νσ ′σ,ω=0
∑
k
G˜2ν ′σ ′k + δνν ′δσσ ′
]−1
g−4ν ′σ ′
∂gν ′σ ′
∂µ
∑
k
G˜2ν ′σ ′k
(5.20)
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Here
[
∂fν ′σ ′
∂∆νσ
]−1
and all other inverses should be understood as a matrix inver-
sion in spin- and frequency space. Finally, the lattice compressibility is obtained
by combining the above results:
Xq=0,ω=0 =−
d 〈n〉
dµ
= −
∂ 〈n〉imp
∂µ
−
∑
νσ
∂ 〈n〉imp
∂∆νσ
∂∆νσ
∂µ
=χω=0+∑
νν ′
σσ ′
χω=0λνσ,ω=0
∑
k
G˜2νσk
[
γν ′ν,ω=0
σ ′σ
∑
k ′
G˜2ν ′σ ′k ′ + δνν ′δσσ ′
]−1
× λν ′σ ′,ω=0 × χω=0 (5.21)
This is equal to the DB expression (see Section 4.2) for V = 0 and Λ = 0, i.e.,
Xqω = χω + χωΠ˜qωχω, with the dual polarization in the ladder approach,
Equation 4.74,
Π˜q=0,ω=0 =∑
νν ′
σσ ′
λνσ,ω=0
∑
k
G˜2νσk
[
γν ′νσ ′σ,ω=0
∑
k
G˜2ν ′σ ′k + δνν ′δσσ ′
]−1
λν ′σ ′,ω=0.
(5.22)
The ladder DB correlation function has been proven1 to be equal to the DMFT
correlation function [92] (Section 4.9), completing the proof of the consistency of
the DMFT response function. Note that the proof is valid for any lattice.
Before confirming this consistency numerically, the dependence of the elec-
tron density 〈n〉 on the chemical potential µ is shown at various interaction
strengths U in Figure 5.1. At U = 0, the exact density can be obtained directly
from the non-interacting density of states. At finite U the DMFT densities are
shown. The curves approach each other in the dilute limit. For low density, the
system’s properties, including 〈n〉, depend weakly on U because the physics is
determined mainly through the kinetic term. The chemical potential is shown
with the Hartree contribution µH = U〈n〉 /2 subtracted, so that half-filling oc-
curs at µ− µH = 0 for all values of U, due to the particle-hole symmetry of the
bipartite square lattice.
The DMFT correlation function is evaluated at a fixed value of µ to find the
compressibility (orange circles in Figure 5.2). On the other hand, the DMFT
1 The proof requires that the DB susceptibility is calculated with ∆νσ chosen to satisfy the DMFT
self-consistency condition (5.6), and that there is no retarded impurity interaction [see Section 5.4],
i.e., Λω = 0.
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Figure 5.1: Density 〈n〉 obtained in DMFT as a function of chemical potential µ for dif-
ferent values of the local interaction U, at t = 0.25, T = 1/20. The Hartree
contribution µH is subtracted from the chemical so that half-filling occurs at
µ−µH = 0 for all interaction strengths. Close to the Mott transition (U = 2.35)
the chemical potential becomes flat near half-filling due to the development
of a gap.
compressibility can also be obtained by numerically computing the derivative
of the density with respect to µ of the curves in Figure 5.1. In this case, the
difference quotient ∆〈n〉/∆µ is used to approximate the numerical derivative,
which introduces a negligible error, as can be judged from the plots. It is depicted
by the blue squares in Figure 5.2.
Let us focus first on these data. As a general observation, Figure 5.2 shows
that the electron compressibility of the weakly and strongly interacting systems
behaves differently as half-filling is approached. The results are consistent with
Fermi liquid theory, i.e. the compressibility decreases with increasing interaction
and decreasing spectral weight at the Fermi level. At U = 2.35 (see Figure 5.2c),
the compressibility is correspondingly low. In Figure 5.1, the U = 2.35 graph
is indeed almost flat near half-filling. Note that the compressibility does not
diverge as half-filling is approached [127, 128], because the temperature is above
the critical temperature of the metal-insulator transition.
Comparing the results for the difference quotient with DMFT/DB, the ther-
modynamic consistency is numerically apparent at all values of U as expected.
The Figure additionally shows results for the compressibility obtained from
the correlation function approximated by a bubble of renormalized DMFT pro-
pagators (blue diamonds in Figure 5.2). For small interaction, the approximation
performs well, as expected. Already at moderate values of the interaction how-
ever, the result deviates strongly. In particular, it does not describe the small com-
pressibility close to half-filling. Irrespective of the value of the interaction, the
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Figure 5.2: Compressibility d 〈n〉 /dµ for the Hubbard model (V = 0), computed within
various approximations and three different values of the on-site interaction.
The chemical potential is shown at the bottom of each graph, the correspond-
ing density (see Figure 5.1) is shown at the top. Blue squares denote the re-
sponse function computed by varying the chemical potential as ∆n/∆µ, while
other results are computed from the correlation function in different approx-
imations. Note that only 〈n〉 6 1 (less than half-filled) is shown, results for
〈n〉 > 1 can be obtained by particle-hole symmetry.
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result approaches the one of DMFT in the dilute limit, where vertex corrections
are expected to be small. It is further instructive to determine the compressibility
from the local impurity susceptibility. This approximation neglects the fact that
the impurity density depends on the hybridization, as in Equation (5.8). While
it contains local vertex corrections, it neglects nonlocal ones and the momentum
dependence contained in the bubble. As a result it performs poorly at weak inter-
action. For moderate and strong interaction, it is close to the response function
only near half-filling, where the physics is predominantly local.
5.3.2 Second-order Dual Boson
Equation (5.22) is the dual bosonic self-energy in the ladder approximation. In-
stead, it is also instructive to look at the second-order diagram only, as in Equa-
tion (4.74). Here, this is obtained by neglecting the vertex γ in (5.22), so that[
γν ′νσ ′σ,ω=0
∑
k
G˜2ν ′σ ′k + δνν ′δσσ ′
]−1
→ δνν ′δσσ ′ . (5.23)
The resulting Feynman diagram (see Figure 5.4) corresponds to a second-order
approximation to the dual bosonic self-energy and reads
Π˜2nd orderq=0,ω=0 =
∑
νσ
λνσ,ω=0
∑
k
G˜2νσkλνσ,ω=0. (5.24)
The results of the calculation are shown as red triangles in Figure 5.2. At small
U, the fermion-fermion interaction is small and neglecting the two-particle ver-
tex works well. Furthermore, at U = 0.5 the three-leg vertex is essentially in-
dependent of fermionic frequency [99], so that second-order DB is expected to
behave similarly as the bubble. It agrees almost perfectly with the difference
quotient. At large interaction strength, the agreement remains remarkably close.
Close to half-filling, the local susceptibility captures the essential physics. How-
ever for quarter filling and below, the Figure shows that both vertex corrections
and the momentum dependence of the bubble are important. Neither the local
susceptibility nor the bubble alone reproduce the charge response. From the
previous derivation of the DMFT susceptibility, the three-leg vertex emerges
from the variation of the impurity density with respect to the hybridization
∂ 〈n〉 /∂∆νσ [Equation (5.13)] and the variation of the impurity Green’s function
with respect to the chemical potential ∂gνσ/∂µ [Equation (5.14)]. These terms are
apparently important beyond the bubble in the correlated regime. On the other
hand, neglecting the two-particle vertex corresponds to neglecting ∂gνσ/∂∆ν ′σ ′
[Equation (5.15)], i.e. the change of the impurity Green’s function with respect
to ∆νσ. The agreement is hence only approximate. Such an approximation has
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Figure 5.3: Compressibility as a function of chemical potential and density for finite re-
tarded interaction. Labels are as in Figure 5.2.
a further shortcoming, as it violates the Ward identity and charge conserva-
tion [92]. On the other hand, this approximation is computationally significantly
less expensive than the full DMFT correlation function, because the two-particle
impurity vertex function γ does not have to be computed. In this particular case,
the three-leg vertex is determined as a function of fermionic frequency only, at
a single bosonic frequency ωn=0. This is comparable in computational cost to
DMFT calculations.
Finally, all of the above assumes a local self-energy. Consistency will in general
be violated if the self-energy is momentum dependent (as in dual fermion), see
Reference [67] for an example. To maintain consistency in that case requires
additional diagrams in the formula for the correlation function.
5.4 nonlocal interaction
This section proceeds with thermodynamic consistency in the extended Hub-
bard model within EDMFT and DB. In EDMFT, the effect of screening due to
the nonlocal interaction is accounted for through a retarded interaction in the
impurity model. This frequency dependent interaction is determined through a
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G˜
G˜
λ λ
Figure 5.4: Diagrammatic representation of Π˜2nd orderq=0,ω=0.
self-consistency condition analogous to the one for ∆νσ in DMFT. The resulting
impurity action reads
Simp[c
∗, c] = −
∑
νσ
c∗νσ[iν+ µ−∆νσ]cνσ
+U
∑
ω
nω↑n−ω↓ +
1
2
∑
ω
nωΛωn−ω (5.25)
and the self-consistency conditions are∑
k
Gkνσ = gνσ, (5.26)∑
q
Xqω = χω. (5.27)
Here χω denotes the impurity susceptibility and Equation (4.76),
X−1qω = χ
−1
ω +Λω − Vq (5.28)
gives the EDMFT charge correlation function. In the calculations shown here, the
impurity model (5.25) is solved repeatedly until the self-consistency conditions
(5.26), (5.27) are fulfilled.
The DB approximation can be viewed as a diagrammatic extension of EDMFT.
It allows us to incorporate additional diagrams (polarization corrections [38])
into the charge susceptibility. To this end, (5.28) is replaced by
X−1qω = [χω + χωΠ˜qωχω]
−1 +Λω − Vq, (5.29)
where Π˜qω is dual bosonic self-energy. Note that EDMFT is recovered for Π˜qω ≡
0. The dual polarization Π˜ is evaluated diagrammatically. The leading diagram
to Π˜qω is shown in Figure 5.4. It is second order in the electron-boson interac-
tion and we refer to this approximation as second-order DB approximation. The
ladder DB is obtained by replacing one of the triangles through a renormalized
triangular vertex containing ladder diagrams [38]. The explicit expressions are
given by Equation (5.22) and Equation (5.24) respectively.
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Although diagrammatic corrections to the self-energy and more elaborate self-
consistency schemes are possible in DB [38], as discussed in Chapter 4 the results
here are restricted to “one-shot”-type calculations here (see also the discussion
in Section 5.6). That is, the EDMFT equations are solved iteratively, and only
after convergence is the susceptibility evaluated according to (5.29) instead of
(5.28). As a result, the impurity quantities and in particular the Green’s function
and density (and hence ∆n/∆µ) are the same in EDMFT and DB.
In EDMFT and DB, the variation of the density with respect to the chemical
potential can be obtained analogously to the foregoing. Now,
d〈n〉
∂µ
=
∂〈n〉imp
∂µ
+
∑
νσ
∂〈n〉imp
∂∆νσ
∂∆νσ
∂µ
+
∑
ω
∂〈n〉imp
∂Λω
∂Λω
∂µ
. (5.30)
An additional term contributing to the compressibility emerges due to the re-
tarded interaction Λω. As discussed in the previous section, the contributions
in the first line are accounted for in DB, but the one due to the retarded inter-
action is not. Performing steps similar to the derivation in Section 5.3.1 shows
that ∂〈n〉imp /∂Λω ∝ 〈nω=0nωnω〉imp − 〈n〉imp 〈nωnω〉imp. In fact, there will
even be a four-particle correlator in the derivation, arising from ∂χω/∂Λω ′ in
the variation of the self-consistency condition.
Here we sketch the derivation and how a three- and a four-particle correlation
function arise. The three-particle correlation function is the result of the deriv-
ative ∂〈n〉imp /∂Λω ∝ 〈nω=0nωn−ω〉imp − 〈n〉imp 〈nn〉impω . The variation of the
retarded interaction Λω with respect to µ is determined similarly compared to
that of ∆νσ in (5.20). The equivalent of ∂gνσ/∂∆ν ′σ ′ is, for ω 6= 0,
∂χω
∂Λω ′
=−
∂
∂Λω ′
1
Z
∫
D[c∗, c]nωnω exp(−S[c∗, c])
=
1
Z
∫
D[c∗, c]nωnωnω ′nω ′ exp(−S[c∗, c])
−
1
Z
∫
D[c∗, c]nωnω exp(−S[c∗, c])
× 1
Z
∫
D[c∗, c]nω ′nω ′ exp(−S[c∗, c])
= 〈nnnn〉imp
ωω ′ − 〈nn〉impω 〈nn〉
imp
ω ′ , (5.31)
i.e., it gives rise to a four-particle correlator. For ω = 0, additional terms arise,
since χω = 〈nn〉impω − δω 〈n〉imp 〈n〉imp. There are further differences in the de-
rivation. The EDMFT self-consistency conditions (5.26) and (5.27) depend on
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both ∆νσ and Λω via the impurity expectation values. This means that the for-
mula for the variation of ∆νσ (5.20) will contain contributions from Λνσ and
vice versa. Then ∂∆νσ/∂µ is obtained by inverting
0 =
∂fν ′σ ′
∂µ
+
∑
νσ
∂fν ′σ ′
∂∆νσ
∂∆νσ
∂µ
+
∑
ω
∂fν ′σ ′
∂Λω
∂Λω
∂µ
. (5.32)
Hence, in spite of the fact that the Kubo formula relates the response to a
two-particle (lattice) correlation function, three- and four-particle impurity cor-
relation functions appear in the expression for the response. This is due to the
presence of the retarded interaction. For most applications, accounting for three-
particle or even higher-order correlations is impractical. It is therefore important
to examine their contribution to observables. There has been some discussion
on the impact of three-particle interactions in the literature [62, 129], but in nu-
merical studies they are usually neglected [44, 99, 130] (with the exception of
Reference [60] where the effect was found to be small).
Because of the higher-order correlation functions in the response, EDMFT and
DB cannot fulfill thermodynamic consistency exactly. In order to examine to
what extent they are consistent, the electron compressibility for the extended
Hubbard model for different local and fixed nonlocal interaction strengths is
shown in Figure 5.3. The overall compressibility is smaller for finite V at a given
U (see Figure 5.2). The agreement with ∆ 〈n〉 /∆µ is remarkably close for DB
for all values of U. The effect of three- and four-particle correlations appears to
be negligible, even close to the Mott transition. The strongest deviations occur
for relatively low filling, where they remain small (see insets). As before, the
EDMFT susceptibility is consistent in the correlated regime close to half-filling,
where the physics is predominantly local. In this regime, corrections of the DB
perturbation theory to EDMFT have been found to be small [38]. A calculation at
significantly lower temperature of β = 50 has been performed as a comparison.
Without nearest-neighbor interaction, this interaction strength U = 2.35 would
be very close to the metal-insulator transition. We do not find any qualitative
difference to the foregoing.
5.5 keeping track of the chemical potential
In most DB calculations, the difference between the density 〈n〉 and density fluc-
tuations ρ is swept under the carpet, since it only leads to a change in the chem-
ical potential. In this chapter, however, dµ is important, so we should actually
keep track of the changes in µ.
Both the local and the nonlocal interaction lead to a Hartree shift in the chem-
ical potential, and that Hartree shift is proportional with 〈n〉. To determine the
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compressibility, we need to take into account that the Hartree shift is also chan-
ging, when µ changes.
If we would only take the Hartree contributions of the interactions into ac-
count, the result would be
µHartree =
U
2
〈n〉+ 2V 〈n〉 (5.33)
µ =µ0 + µHartree (5.34)
d 〈n〉
dµ
=
d 〈n〉
dµ0
(
dµ
dµ0
)−1
(5.35)
=
d 〈n〉
dµ0
(
1+
[
U
2
+ 2V
]
d 〈n〉
dµ0
)−1
. (5.36)
This expression reminds us of a bare compressibility d 〈n〉 /dµ0, that is renormal-
ized by the effective interaction 1/2× Vq=0 = U/2+ 2V , in a ladderlike expres-
sion. If desired, one can get rid of the factor 1/2 by looking at the compressibility
per spin, d 〈nσ〉 /dµ.
The compressibility is positive, so for positive U, the compressibility d 〈n〉 /dµ
is smaller than the bare compressibility d 〈n〉 /dµ0. This is easily understood by
noting that half-filling occurs at µ = U/2 and µ0 = 0 respectively, and∫U/2
−∞ dµ
d 〈n〉
dµ
= 1 =
∫0
−∞ dµ0
d 〈n〉
dµ0
. (5.37)
In addition to this, the impurity solver step of the dual boson calculations
also require a shift in the chemical potential in the presence of retarded interac-
tions [107, 113]. This shift depends on the density, which is only known after the
impurity solver has run. We keep the chemical potential before this shift constant
over the iterations, and determine the shift based on the density in the previous
iteration. This adds another component to our self-consistency scheme, typically
this self-consistent procedure is well behaved. A complication is that we cannot
determine in advance what the chemical potential of a simulation will be, since
it involves a self-consistent Hartree shift. This explains why the data points in
Figure 5.3 are not at nice round numbers.
5.6 conclusion and discussion
The thermodynamic consistency of the charge response in the (extended) Hub-
bard model within DMFT, EDMFT and DB has been studied in this Chapter. For
the Hubbard model, it can be shown explicitly that DMFT yields a consistent re-
sponse. Notably, the derivation results in the DB formulation of the susceptibility,
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separating the local and nonlocal contributions. The DMFT bubble is approxim-
ately consistent only at small interaction. On the other hand, the local impurity
susceptibility is consistent when the physics is predominantly local, i.e., at large
on-site interaction and close to half-filling. Beyond these two regimes, additional
diagrams are required to yield a consistent charge response. The dominant con-
tributions are retained even when neglecting nonlocal vertex corrections from
the two-particle vertex (this amounts to a second-order approximation in terms
of dual variables). These results show that the most important ingredients for
maintaining a consistent response is the momentum dependence at low interac-
tion, local vertex corrections at strong interaction and their interplay at interme-
diate interaction, whereby a renormalized electron-boson coupling given by the
impurity three-leg vertex is essential.
In the extended Hubbard model with nearest-neighbor interaction, the re-
sponse is determined not only by two- but also by three- and four-particle correl-
ations. This is a consequence of the self-consistent retarded interaction included
in the impurity model. The DB ladder approximation, which neglects associated
diagrams, however, yields a response which is consistent to good approxima-
tion. Also here, non-local long-range vertex corrections appear to have a small
effect. At least in this aspect, the effect of third- and fourth-order correlation
functions is negligible, which is important in practice. EDMFT is, in general, not
consistent. It is consistent when the physics is essentially local. We found that
the most important contribution beyond DMFT to correct this deficit is a second-
order diagram in the renormalized triangular vertex, which effectively includes
momentum dependence into the EDMFT polarization.
The above observations are valid in the case when no diagrammatic correc-
tions to the fermionic self-energy are taken into account, i.e. it remains local
and equal to the impurity self-energy. For a non-local self-energy, maintaining
consistency requires additional contributions to the correlation function.
To get a feeling for what this approximation means, we can look back to the
derivation of Equation (5.22) and see that γ appeared in Equation (5.15) from the
dependence of gνσ on ∆ν ′σ ′ . Second-order DB does not fully take this depend-
ence into account, causing some degree of thermodynamic inconsistency. On
the other hand, second-order DB does contain the three-leg vertices λ, coming
from both the variation of the impurity density with respect to the hybridization
and the variation of the impurity Green’s function with respect to the chemical
potential.
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D O U B L E O C C U PA N C Y
There are two obvious ways to obtain the double occupancy from DMFT or
DB calculations. The double occupancy can be determined in the auxiliary im-
purity model or from the lattice susceptibility. In DMFT in finite dimensions,
these methods give different results. The former method typically overestimates,
whereas the latter underestimates the double occupancy. In self-consistent DB,
on the other hand, both methods are consistent by construction. The resulting
double occupancy is numerically close to benchmarks available in the literature.
This chapter has been published as:
Erik G. C. P. van Loon, Friedrich Krien, Hartmut Hafermann, Evgeny A. Stepanov,
Alexander I. Lichtenstein, and Mikhail I. Katsnelson, Double occupancy in DMFT
and the Dual Boson approach, Physical Review B 93, 155162 (2016).
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The double occupancy plays an important role in the study of correlated sys-
tems. It is indicative of the Mott metal-insulator transition and of local moment
formation. In optical lattice experiments, the double occupancy [124, 131–133]
gives information about the phase. On the theory side, the double occupancy
has been used to benchmark approximations [134]. It also enters the calculation
of total energies and forces in LDA+DMFT studies of strongly correlated mater-
ials [135]. Given this important role, it is worthwhile to look at how the double
occupancy is determined. Here, the topic is the double occupancy in DMFT and
its extension Dual Boson (DB). These results are compared with benchmark res-
ults [134] available in the literature.
Over the past two decades, DMFT [102, 103] has become the dominant ap-
proximation for strongly correlated electron systems [14]. DMFT solves a self-
consistently determined auxiliary single-site problem (the impurity problem) to
determine properties of the original lattice problem. Initially, DMFT studies fo-
cused on infinite-dimensional systems, where the approximation becomes exact.
In this case, the double occupancy is given by the double occupancy of the
auxiliary impurity problem [136]. Nowadays, DMFT has become an accepted
approximation also for finite-dimensional systems. In these calculations, it is of-
ten assumed that the double occupancy is equal to that of the impurity problem.
Most papers are not very explicit in how they calculate the double occupancy.
An alternative expression [137] is d =
∫
kν 2T/U ΣkνGkν, based on the Galitskii-
Migdal formula for the total energy [138, 139]. In infinite dimensions and in
the DMFT approximation, the self-energy is local, and the formula simplifies
to d =
∫
ν 2T/U ΣνG
loc
ν . This yields exactly the same double occupancy as the
impurity problem, since the impurity problem is solved exactly. In this chapter,
we illustrate that this approach is potentially problematic.
The single-band Hubbard model on the square lattice, Equation (3.1) is used
as a prototypical example of a strongly correlated system. The double occupancy
is a local, equal-time two-particle correlation function. It can be written as the
difference between the charge and spin susceptibility,
d =
1
4
[〈nn〉− 〈SzSz〉]
=
1
4
[
Xchloc −X
sz
loc + 〈n〉 〈n〉− 〈Sz〉 〈Sz〉
]
, (6.1)
with Xchloc = 〈nn〉 − 〈n〉 〈n〉 and Xszloc = 〈SzSz〉 − 〈Sz〉 〈Sz〉 the equal-time, local
correlation functions of the charge density n = n↑ + n↓ and the magnetization
Sz = n↑ − n↓, respectively. In DMFT, the local charge and spin susceptibilit-
ies in turn are either approximated by the respective impurity susceptibility,
or by the DMFT lattice susceptibilities. The latter are computed by summing
ladder diagrams containing the lattice Green’s function and a local irreducible
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a a a a
a
a a
b 6= a
local susceptibility, XDMFT
χimp X ′
Figure 6.1: Visual illustration of Equation (6.2): Shown are example diagrams contribut-
ing to the local part of the DMFT susceptibility. The impurity susceptibility
χimp contains the local bubble and local vertex corrections built from local
propagators. X ′ contains all the remaining diagrams. These describe processes
that start and end at a site a but involve intermediate scattering on different
sites b and nonlocal propagators.
vertex [103, 120], as also discussed in Section 4.9. The computation of the DMFT
double occupancy is ambiguous, because the two-particle impurity correlation
functions are not identical to the local lattice correlation functions. As similar
issue occurs for the compressibility [96], as discussed in Chapter 5.
To emphasize their difference, the susceptibility can be decomposed into the
impurity susceptibility χimp and a remainder X ′ [45, 92],
XDMFT = χ
imp +X ′. (6.2)
As illustrated in Figure 6.1, the impurity susceptibility χimp contains two-particle
ladder diagrams with only local propagators. The local part of the lattice suscept-
ibility X contains ladder diagrams with identical end-points but with nonlocal
propagators. These nonlocal vertex contributions are contained in X ′, for which
an explicit expression is available [92]. In terms of the dual polarization, these
are given in Equation (4.70).
In order to see their effect, Figure 6.2 shows the double occupancy of the
half-filled square lattice Hubbard model with t = 1, β = 2 as a function of U, de-
termined both from the the DMFT lattice susceptibility (6.2) (blue triangles) and
the double occupancy of the auxiliary impurity model (red squares). For com-
parison, DCA results extrapolated to infinite lattice size from Reference [134]
are shown (green circles). They can be considered the numerically exact solution
of this model [134]. The nonlocal vertex corrections in Equation (6.2) include
additional correlation effects that tend to reduce the double occupancy, making
the system more insulating. On the other hand, due to its mean-field character,
DMFT overestimates the Néel temperature [140, 141]. In particular, this means
that the DMFT susceptibility (blue triangles) overestimates Xsz and thus, accord-
ing to Equation (6.1), underestimates d. This happens particularly at large U,
where the tendency towards antiferromagnetism is more pronounced and hence
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Figure 6.2: Double occupancy. The lines show the DMFT double occupancy according to
Equation (6.1) (blue triangles) and the impurity double occupancy in DMFT
(red squares). The purple crosses show the result of self-consistent dual bo-
son. The double occupancy from DCA is shown [134] as a benchmark (green
circles).
the strongest deviations occur. In fact, the DMFT susceptibility results in a negat-
ive double occupancy at sufficiently large values of U, which is clearly unphys-
ical. The double occupancy of the auxiliary impurity, on the other hand, gets
close to the DCA results at large U. As U increases, the electrons localize and
nonlocal corrections are less important.
Having seen the DMFT results, the next step is the self-consistent DB (sc-
DB) approach [38, 45]. The hallmark of this approach is the self-consistency
condition [56], Equation (4.79),
Xloc,ω = χ
imp
ω , (6.3)
which resolves the above ambiguity by construction.1 This self-consistency con-
dition is achieved by introducing a frequency-dependent interaction Λω to the
auxiliary impurity model. The effect of this interaction is twofold. First of all,
the auxiliary impurity problem and the associated χimp are different from their
DMFT values. Second, the lattice susceptibility has to be calculated as X−1 =
X−1DMFT +Λ, where XDMFT is the usual DMFT susceptibility obtained from the
two-particle ladder, and the equation should be understood in momentum and
frequency space. It resembles the RPA expression for the susceptibility, where
XDMFT plays the role of the bare susceptibility and −Λ the role of the interac-
1 As discussed in Section 4.8, without the self-consistency condition and in absence of nonlocal inter-
action, the dual boson approach reduces to DMFT, in particular for the Hubbard model [38].
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tion.2 The self-consistent field is determined both for the density and the spin
(Sz) channel, as they differ in general.
The self-consistent dual boson approach described here shares certain char-
acteristics with the two-particle self-consistent approach [142–144] (TPSC). Both
approaches determine an effective interaction for the spin and charge channel
according to a self-consistency condition. Note however, that the original TPSC
approach takes the RPA as its starting point, sc-DB starts from DMFT. Strong
correlation effects are included in DB from the start. Furthermore, the effective
interaction in TPSC is static. The Moriyaesque λ correction [145] in DΓA [130] is
also somewhat similar in spirit. It, too, is a correction to the susceptibility that
is used to impose self-consistency. Like in TPSC, the Moriyaesque correction is
static. Therefore, in both cases, these can only fix certain sum-rules. The effective
interaction in sc-DB, on the contrary, may be regarded as a frequency-dependent
Λ-correction, which removes the ambiguity of calculating local susceptibilities.
The purple crosses in Figure 6.2 show the result of an sc-DB calculation with
self-consistently determined frequency-dependent interactions Λω in the dens-
ity and spin (Sz) channel. The results are much closer to the DCA benchmark
than both DMFT approaches. This shows that taking into account feedback of
collective excitations onto the effective impurity problem can lead to a significant
improvement.
It was difficult to converge the scheme for U > 8. This coincides with the para-
meter region where the DMFT lattice susceptibility suggests a negative double
occupancy. Note that a negative double occupancy cannot occur in sc-DB with
the self-consistency condition (6.3), since the impurity double occupancy is al-
ways positive. Convergence might be improved by also taking into account the
feedback of the Sx and Sy channels [111] onto the impurity, although Chapter 7
shows that this introduces new problems. The additional spin channels are es-
pecially important at larger U where Heisenberg physics is dominant (see also
Reference [53] for a discussion on the Ising versus Heisenberg decoupling).
The effective interactions Λω are crucial to the sc-DB approach. Figure 6.3
shows these quantities for the parameters of Figure 6.2. At small U, the retarded
interaction is proportional to U [56]. Figure 6.3 shows that this linear scaling
roughly holds until U ≈ 4 in the spin channel, whereas nonlinear behavior is
already visible at U ≈ 2 in the charge channel. The retarded interaction goes
to a nonzero constant at high frequencies, which in general is different for the
charge and spin channels. This is somewhat reminiscent of TPSC, where the
interaction is a constant (independent of frequency) in both channels, with a
different constant for the charge and spin channels. In sc-DB, the renormaliza-
tion of the effective interaction is largest in the charge channel. This behavior is
2 By introducing an additional interaction Λω to the impurity part of the problem, the lattice model
is left with an interaction −Λω, as discussed in Section 4.2
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Figure 6.3: Screening of the impurity interaction in sc-DB. The different values of U
correspond to the point in Figure 6.2. The difference between the screened
and bare interaction is shown both in the charge and in the spin chan-
nel, normalized by the bare interaction. The retarded interactions appear as
nΛchn+SzΛszSz in the impurity action, so both the positive sign in the charge
channel and the negative sign in the spin channel suppress the double occu-
pancy.
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Figure 6.4: Renormalization of the impurity double occupancy by nonlocal processes in
two and three dimensions. Shown is the ratio of the sc-DB and DMFT impurity
susceptibilities as a function of the quasiparticle weight Z. The results in 2d
at β = 2 correspond to Figure 6.2. In 2d, the renormalization effect is stronger
than in 3d.
also observed in TPSC [143]. The Hubbard repulsion strongly suppresses charge
fluctuations. At U = 8, the charge channel develops a small maximum at inter-
mediate frequency. This occurs at the typical energy scale of charge fluctuations,
i.e., ωn ≈ U, however the precise physical origin of this maximum is currently
unknown.
The dimensionality of the model plays an important role in DMFT-based
studies [102, 103] (see also Section 4.12). The effect of the dimensionality is il-
lustrated by similar calculations in a 3d simple cubic lattice. The results are
shown in Figure 6.4. A direct comparison is difficult by the change in energy
scales that occurs when changing the dimension. To overcome this, the Z-factor,
Z = (1− dReΣω/dω)−1, obtained in DMFT, indicates the importance of inter-
action effects on the one-particle level. The renormalization of the double oc-
cupancy by nonlocal processes, dsc-DB/d
imp
DMFT, is shown as a function of Z. The
figure clearly shows that the sc-DB susceptibility contains important nonlocal
corrections. Although it is clear that other factors than dimensionality also play
a role, Figure 6.4 also suggests that the nonlocal renormalization of the double
occupancy is less important in the 3d system. This result matches our physical
expectation that nonlocal correlation effects are stronger in lower dimensions.
In fact, as discussed in Section 4.12, vertex corrections to the local susceptibility
vanish in infinite dimension [56, 103, 106], X ′local = 0, and d = d
imp in DMFT,
so no ambiguity occurs and there is no nonlocal renormalization of the double
occupancy.
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Figure 6.5: Double occupancy away from half-filling at U = 2, β = 8, in the same color
scheme as Figure 6.2. The double occupancy is normalized by 〈n〉2 for clarity.
Figure 6.4 also shows that the nonlocal renormalization is small in weakly
interacting systems, with Z ≈ 1. According to Equation 6.2, nonlocal vertex
corrections are responsible for this nonlocal renormalization, and the vertex is
small at small U. On the other hand, at very large U, the electrons would be
very localized and as a result, nonlocal vertex corrections are again small. The
uptick between U = 7 to U = 8 in Figure 6.4 is a first sign of this. This behavior
is similar to the eigenvalue analysis in dual fermion [60]. The corrections to the
local auxiliary impurity are largest at intermediate U.
Figure 6.5 shows the double occupancy similar to Figure 6.2, away from half-
filling, at constant U = 2 and lower temperature β = 8 as a function of 〈n〉.
For clarity, the double occupancy is normalized by the density squared. For a
noninteracting system, d = 〈n〉2 /4, so the deviation from 1/4 shows the in-
teraction effects. At this lowered temperature, the half-filled system has strong
antiferromagnetic fluctuations that inhibit sc-DB calculations. As in Figure 6.2,
both the DCA and sc-DB results lie between the results obtained from the DMFT
lattice susceptibility and from the auxiliary impurity model. Again the impurity
susceptibility over- and the lattice susceptibility underestimates the double occu-
pancy. The largest inconsistency between the two occurs actually towards lower
filling, similar to what happens for the compressibility [96] (Chapter 5). While
the DCA benchmarks [134] only go down to 〈n〉 = 0.3, these results suggest that
the region at lower fillings still contains interesting physics.
6.1 computational details
In the definition of the double occupancy, (6.1), both the charge and the spin
(Sz) susceptibility are used. Other definitions are possible, since the Pauli prin-
ciple relates the equal-time correlation functions, as in Equation (3.3). In DB, the
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susceptibilities are obtained on Matsubara frequencies and the transformation
to equal-time correlators involves a sum over all Matsubara frequencies. The
susceptibilities decay as ω−2. However, since the charge and spin susceptibility
in the Hubbard model have the same asymptotic ω−2 coefficient, as shown in
Chapter 7, their difference decays much faster, as ω−4 and the sum converges
quickly. This is convenient for numerical purposes.
The impurity susceptibility satisfies the Pauli principle, and as a result sc-DB
does too. This is not the case in DMFT and RPA [143], so there it does matter
from which susceptibility the double occupancy is determined. Chapter 7 goes
into more detail on this issue.
6.2 conclusion
In conclusion, sc-DB resolves the ambiguity in the calculation of the double
occupancy inherent to DMFT in finite dimensions. DMFT is not self-consistent
on the two-particle level, and as a result, the single- and two-particle quantities
are not compatible, as exemplified here by the difference between the double
occupancy from the Galitskii-Migdal formula and from the susceptibility. This
ambiguity extends to the determination of total energies and forces [135] from
DMFT.
The self-consistent dual boson approach gives results which are in good agree-
ment with benchmarks in the literature. Furthermore, the DMFT impurity double
occupancy typically overestimates the double occupancy, while the occupancy
determined from the DMFT lattice susceptibility underestimates it significantly.
For large interaction, this can even lead to unphysical negative results. In two-
dimensional systems and at a moderate Z-factor of 0.5, the results may differ by
10%-20%. The double occupancies determined from the DMFT lattice and im-
purity susceptibilities differ strongly also away from half filling. The discrepancy
may have a significant effect on total energy and force calculations and hence
the determination of equilibrium positions of the atoms in realistic LDA+DMFT
calculations. This should be kept in mind when interpreting the results. In order
to avoid unphysical results we recommend to approximate the double occu-
pancy by the impurity double occupancy in LDA+DMFT. The accuracy of this
approach however remains to be determined.
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C O N S I S T E N C Y A N D C O N S E RVAT I O N
The previous two chapters have discussed matters of consistency. The compress-
ibility was calculated in two different ways and it was shown that within approx-
imate theories these two ways are not always consistent. A similar inconsistency
appeared in the double occupancy, and thus also in the potential energy. In
this chapter, a more general view of consistency in dynamical mean-field based
approximations is taken. Particular attention is paid to the consistency of single-
particle and two-particle quantities, and to the conservation of the total charge.
This chapter is based on:
F. Krien, E. G. C. P. van Loon, H. Hafermann, J. Otsuki, M. I. Katsnelson, A.
I. Lichtenstein, Conservation in two-particle self-consistent extensions of dynamical-
mean-field-theory, Physical Review B 96, 075155 (2017).
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Speaking very generally, the idea of dynamical mean-field based approaches is
to approximate an interacting lattice model by a coupled set of impurity models.
This introduces several questions: which impurity model to choose, how to solve
that impurity model, and how to put these impurity models back together to
describe the original lattice model. For the second question, Quantum Monte
Carlo is a convenient answer, as long as we restrict ourselves to situations where
it works, and this leads to an exact solution of the impurity model. The other
two questions require more thought.
The traditional Dynamical Mean-Field Theory (DMFT) uses an impurity model
which features an instantaneous interaction U and a hybridization ∆ν. Is this
the best that can be done, or would it be useful to enlarge the class of impurity
models to also include retarded interactions U(ω), should these interactions be
identical in the spin and charge channels, and if one goes down that route, how
should these be determined? What to do when the original lattice model does
not contain just a Hubbard U but also nonlocal interactions?
One might imagine that adding additional degrees of freedom can only lead
to better results. On the other hand, in the case of the Hubbard model, it feels
natural to use the lattice interaction U in the impurity model as well.
The results from the impurity model are the starting point for the approximate
solution of the original lattice model. So the choice of impurity model immedi-
ately has implications for the final results. In particular, some approaches might
violate the exact relations that govern the original lattice model This chapter
aims to provide an overview of the results on this issue that featured in Refer-
ence [64], the full derivations can be found there.
7.1 charge conservation
From the introduction of the dual boson method [45], charge conservation has
played an important role. As discussed in Section 3.8, the charge susceptibility
X = − 〈nn〉qω has the exact property Xchq=0,ω 6=0 = 0. Charge is conserved, the
total charge does not change in time. Approximate theories can and do violate
this requirement unless specific conditions are met [146, 147] and this can have
dire consequences [148]. In particular, the EDMFT with its local polarization vi-
olates this constraint [45]. The following discussion also applies to the magnetic
susceptibility unless otherwise noted.
The issue of charge conservation in dual boson has been addressed in several
works [45, 56, 64, 92]. The ladder approximation was quickly identified to be
crucial for charge conservation [45, 92], but the exact requirements have been
formulated more sharply [56, 64] over time. Sufficient conditions for charge con-
servation are
794 consistency and conservation
1. The impurity problem shares the Ward identities of the lattice model and
is solved exactly so that the Ward identities are satisfied.
2. The self-energy of the fermions is local and equal to the impurity self-
energy.
3. The impurity model is chosen so that the local part of the dual fermion
Green’s function is zero, Equation (4.77)
4. The dual polarization is calculated using the ladder, Equation (4.71).
The first condition here is formulated differently from Reference [56], since it
was noticed in Reference [64] that the Ward identities of the lattice and the
impurity model are not necessarily the same. In particular, this happens when
either the impurity or the lattice model contains interactions that do not com-
mute with the conserved observable. A good example is that a retarded inter-
action in the Sx channel of the impurity leads to a violation of conservation in
the Sz susceptibility. The Ward identities of the impurity contain three-particle
correlation functions in the presence of retarded interactions [64], whereas the
lattice Ward identities do not. For the charge susceptibility, one can think of a re-
tarded interaction Λτ−τ ′(c†c†)τ(cc)τ ′ to break the conservation law. One thing
to note is that the retarded interaction in a channel does not affect conservation
in this channel itself, regardless of the way the retarded interaction is determ-
ined. Intuitively, the issue can be formulated in terms of transport of charge and
spin. In the Hubbard model, every electron carries a single quantum of charge
and spin, so the movement of electrons fundamentally determines the change
in the amount of charge and magnetization. However, non-commuting interac-
tion channels can carry their own quanta of charge/spin, changing the Ward
identities and breaking the conservation law.
That these conditions are sufficient to obtain charge conservation can be proven
explicitly by writing out all impurity quantities in terms of the irreducible ver-
tex and the impurity bubble [56]. The other way round, starting with the idea to
build a locally conserving approximation based on an auxiliary impurity model
automatically leads to DMFT with the ladder formula for the susceptibility [64].
The issue of charge conservation, Ward identities and gauge invariance is stud-
ied numerically in Chapter 12.
7.2 large frequency asymptotics of the susceptibility
For the single-particle Green’s function G, it is well known that at large fre-
quencies it behaves as 1/(iν). This relation can be obtained from commutation
relations governing c† and c. The constant unity in front of ν−1 is related to the
integral over the spectral function on the real energy axis. The density of states
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always integrates to unity, and for that reason the asymptote on the imaginary
axis is always the same.
It is also possible to determine the large frequency asymptote of the suscept-
ibility, using the same kind of commutation relations. We consider a lattice with
dispersion k. For bosonic variables ρ such as ρ = n, ρ = Sz or ρ = Sx which
commute with the interaction, the lattice susceptibility X = − 〈ρρ〉+ 〈ρ〉 〈ρ〉 sat-
isfies
lim
ω→∞(iω)2Xqω =
∑
kσ
〈nkσ〉 (k+q + k−q − 2k). (7.1)
Looking at the local susceptibility,
∑
q Xq, results in
lim
ω→∞(iω)2Xlocω = −2Ekin (7.2)
For the hypercubic lattice with nearest-neighbor hopping, Equation (7.1) can be
simplified to
lim
ω→∞(iω)2Xqω = Ekin ×
d∑
a=1
(cosqx − 1). (7.3)
Some remarks are in order here. For the single-particle Green’s function, the
asymptote is given by a number, a “zero-particle” quantity. Here, for the two-
particle Green’s function, the asymptote is given by the single-particle property
〈nk〉 or Ekin. This suggests a hierarchy where the asymptote of n-particle ob-
servables is given by m-particle quantities with m < n. Note that the result
derived here only holds for observables that commute with the interaction term
of the Hamiltonian. In the case of a Heisenberg Hamiltonian, the asymptotic
expression for the susceptibility already contains two-particle correlation func-
tions and the hierarchy breaks down. We also see that the asymptote clearly has
the expected symmetry q → −q and vanishes for q → 0. The latter is expected
since the q = 0 component of the susceptibility describes the change in the total
charge/magnetization and these are conserved quantities so this change is zero
at any finite frequency, as discussed above.
The momentum structure of the susceptibility at large frequencies is determ-
ined by the single-particle dispersion k, not by the interaction1.
Furthermore, we observe that the asymptotes of the charge and magnetic sus-
ceptibility are identical. Thinking about the Hubbard model, charge and spin
are both carried by electrons in essentially the same way. Whenever a quantum
of charge moves, a quantum of spin moves too. At high-frequencies, this is all
that matters and the asymptotes are the same. The only way that the interaction
enters is in determining the overall proportionality constant Ekin.
1 Remember, we restricted ourselves to interactions that commute with ρ.
796 consistency and conservation
7.2.1 Impurity, DMFT and DB
The asymptote of the impurity model can also be determined and reads
lim
ω→∞(iω)2χω = −2Eimpkin = 2
∑
ν
∆νgν. (7.4)
As for the lattice model, this relation only holds when the interaction commutes
with the operator ρ associated with the susceptibility χ.
In DMFT and in DB calculations where only Π˜ is calculated, the asymptote
of the local part of the lattice susceptibility is equal to the asymptote of the im-
purity susceptibility. This follows from Equations (4.30) and (4.74). The second-
order contribution to Π˜ is purely nonlocal and does not contribute to the local
asymptote. The higher-order terms bring along additional factors ω−2 and do
not contribute to the asymptote either [56]. As long as V − Λ is bounded as
ω→∞ it does not contribute to the asymptote either, which finishes the proof.
So, asymptotically, the impurity susceptibility determines the local part of
the susceptibility and the overall magnitude, the second-order diagram Π˜ is
responsible for imposing the full momentum structure of the asymptote and
the higher orders do not contribute asymptotically.
This can all become more complicated when Σ˜ 6= 0, since then the second-
order diagram no longer necessarily has local part zero.
7.2.2 Spectral weight
Just like for the single-particle quantities, the asymptotic coefficient also determ-
ines the spectral weight. In this case, it is the first moment of the real energy
spectrum,
lim
ω→∞(iω)2Xqω ∝
∫
dE · E ImXqE (7.5)
What is notable is that the charge and spin susceptibility have the same asymp-
tote, essentially given by the kinetic energy, and therefore also the same first
spectral weight moment. This might be counterintuitive in some cases. In the
large-U limit the half-filled Hubbard model effectively turns into a Heisenberg
model with J ∝ −t2/U. One might expect Xch = 0 and Xsz 6= 0 in this limit.
However, the asymptote on the Matsubara axis stays identical, as does the first
moment of the spectral weight. Only at low frequencies is the Hubbard model
effectively described by the Heisenberg model, at high frequencies it is still Hub-
bard. The spin susceptibility goes lives at energy scale J, so as U increases and
J decreases the spectral weight moves to low energies. At the same time, the
spectral weight in the charge susceptibility is reduced but also moved to high
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energies U. The combination of these things keeps the first moments of both
susceptibilities identical.
7.3 energetics
The kinetic energy in DMFT can be determined from the impurity model, from
an integral of G and from the asymptote of X, and these are all consistent
based on the results of the previous section. The potential energy (double occu-
pancy), on the other hand, cannot be determined consistently, as became clear in
Chapter 6. The single-particle Galitskii-Migdal formula [138] G · Σ agrees with
the impurity model, but the susceptibility does not.
Chapter 6 proposed a self-consistency condition on the two-particle level to
enforce consistency in the susceptibility. Retarded interaction Λω are introduced
to enforce this self-consistency condition. This can be done in the charge chan-
nel and in the three spin channels. In Chapter 6, only the charge and Sz channel
received a self-consistent retarded interaction. This is called Ising-type coupling
in the language of Reference [64]. In this scheme the kinetic energy can still
be determined consistently from either the susceptibility asymptote or from the
Green’s function. However, for the potential energy, we hit a snag. Determining
the double occupancy and thus the potential energy from the impurity or the lat-
tice susceptibility will give a consistent result. However, the Galitskii-Migdal for-
mula [138] becomes more complicated. The double occupancy and the potential
energy are normally related by U, but now the impurity model has an effective
Uω. It turns out that U˜ = U+Λchω=∞ −Λszω=∞ 6= U enters the Galitskii-Migdal
formula. In addition, there is potential energy associated with the retarded in-
teraction, in the general form
∑
Λωχω. This means that, in this scheme, the
two-particle potential energy is consistent between lattice and impurity by con-
struction, but the single-particle one is not because of the same construction. You
gain some, you lose some.
The situation gets worse with a retarded interaction in all three channels,
Heisenberg-type coupling. Since this interaction does not commute with Sz, it
contributes explicitly to the asymptote of the magnetic susceptibility of the im-
purity. The charge susceptibility, meanwhile, is unaffected. This means that the
impurity susceptibility has a different asymptote in the two channels. Due to the
self-consistency condition, the same holds for the lattice susceptibility. Here, we
violate an exact property of the Hubbard model.
The origin of this issue is that the Heisenberg-type coupling allows for trans-
port of spin quanta without transporting charge quanta at the same time. That
is impossible in the Hubbard model. This additional transport channel funda-
mentally changes the asymptotic relations in a way that is not easily repaired.
798 consistency and conservation
As a particular example, the q = 0 susceptibility no longer has asymptote zero,
which means that there is a violation of the conservation law.
7.4 mermin-wagner theorem
Phase transitions are of critical interest in the study of model Hamiltonians. The
nature of phase transitions depends crucially on the dimensionality of the model.
The Ising model does not show a finite temperature phase transition in one di-
mension [149], but it does in a two-dimensional system [150]. The Heisenberg
model, on the other hand, only shows a phase transition in dimensions larger
than two [95]. Generally, one could say that low dimensions suppress ordered
phases and that mean-field theories, which become rigorous for large dimen-
sion/coordination numbers, overestimate the tendency towards ordered phases.
For a good overview of phase transitions, we refer the reader to Reference [151].
The argument by Mermin and Wagner also holds for the antiferromagnetic
phase transition in the Hubbard model [40, 152, 153]. The two-dimensional Hub-
bard model is not antiferromagnetically ordered at any finite temperature. Dy-
namical Mean-Field Theory, as a mean-field theory, overestimates the tendency
to AF order. In three dimensions, this just means that the transition temperat-
ure is overestimated, but in two dimensions it actually leads to a completely
spurious antiferromagnetic transition. This failure of DMFT has become a pop-
ular proving ground for DMFT and its extensions [68, 145, 154, 155]. The idea is
that by including more nonlocal correlations, the deficiency of DMFT should be
cured or at least alleviated.
From a somewhat different perspective, the perturbative RPA also overestim-
ates ordering phenomena due to the neglect of fluctuations [115] and it incor-
rectly predicts a finite temperature antiferromagnetism in two dimensions [143].
This can be cured, and the Mermin-Wagner theorem can be satisfied, by ensur-
ing that the local Pauli principle is satisfied. The essence of the proof is that close
to a divergence the ω = 0 susceptibility is given by
χ(q+ q∗,ω = 0) ∝ 1
q2 + ξ−2
, (7.6)
where q∗ is the location of the divergence. Going to the phase transition, ξ→∞
and the contribution from all other frequencies and momenta stays finite, so we
can make the estimate
χloc(τ = 0) ≈
∫ cut-off
0
|q|D−1 dq
q2 + ξ−2
(7.7)
Now, the important thing to observe is that χloc(τ = 0) is a local equal-time
observable and is bounded, so that the right hand side has to be bounded as
well. So either D > 2 or ξ stays finite and there is no transition.
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This shows that theories that keep the local equal-time susceptibility bounded
will automatically satisfy the Mermin-Wagner theorem. Since the impurity sus-
ceptibility is properly bounded, self-consistent DB with self-consistency condi-
tion χ = Xloc should satisfy Mermin-Wagner and DMFT with its negative double
occupancy (see Chapter 6) does not.
Even though the Mermin-Wagner theorem has to do with fluctuations over
very long distances, with long correlation lengths ξ and with a very specific
point in momentum space, it is actually a local, real-space constraint [143] that
saves the day.
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C O M P E T I N G C H A R G E A N D S P I N F L U C T U AT I O N S I N
M O N O L AY E R N I O B I U M D I S U L F I D E
In this Chapter, the dual boson method is applied to a concrete, realistic ex-
ample of correlated material: niobiumdisulfide (NbS2). This material consists of
two-dimensional layers and here a monolayer of this material is studied. An ef-
fective single-band model can be constructed for this material, in combination
with realistic values of the local and nonlocal Coulomb interaction, and Holstein-
like electron-phonon coupling. It turns out that the interactions and the band-
width are of the same order of magnitude, requiring a serious nonperturbative
treatment of the interactions. This is where DB shines.
The various interactions by themselves are strong enough to change the sys-
tem significantly. However, the competition between the interactions finally res-
ults in a spectral function reminiscent of the noninteracting system, albeit some-
what broadened. At the same time, the interactions completely change the fluc-
tuations in the system and make it close to both spin and charge density wave
phases.
This chapter has been published as:
E. G. C. P. van Loon, M. Rösner, G. Schönhoff, M. I. Katsnelson and T. O. Wehling,
Competition of strong charge and spin fluctuations in monolayer NbS2 arxiv:1707.05640
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Figure 8.1: Relevant energies in monolayer NbS2. (a) Band structure. The metallic half-
filled band of bandwidth 1.2 eV is colored in red. (b) We characterize these
materials by the competition between kinetic energy t, local electronic repul-
sion U, long-range Coulomb interaction V and on-site electron-phonon inter-
action λ. For the kinetic energy and the long-range Coulomb interaction, only
the nearest-neighbor terms are visualized, while all terms are taken into ac-
count in the numerical simulations.
Since screening is less effective in lower dimensions, the effect of nonlocal
Coulomb interactions is especially pronounced [156–161] in two dimensional
monolayer thick materials. This makes these materials the ideal place for a first
application of dual boson to a realistic system. At the same time, layered mater-
ials feature sizable electron-phonon couplings [162–165]. These interactions are
effective on different length and time scales and their competition leads to a very
rich phase diagram.
The layered metallic transition metal dichalcogenides (TMDC) [166, 167], MX2,
where M denotes one of the transition metals V, Nb, or Ta and X stands for one
of the chalcogens S or Se, presents a demonstrative case in this respect where the
monolayer limit is becoming experimentally accessible [166–168]. Within this ma-
terial class a competition of charge- and spin-ordered, Mott insulating as well
as superconducting states can be found. Here, the V-based compounds show
tendencies towards magnetic [169, 170] as well as charge order [171–173] in their
monolayer and bulk phases, respectively, which might partially coexist in the
few-layer limit [170, 174]. In contrast, the sub-class of Ta-based compounds [175–
181] as well as NbSe2 [168, 182–190] show a competition between charge-density
waves, superconducting as well as Mott insulating states. NbS2 appears to be a
border case. It is superconducting in the bulk [191, 192] but does not display
any charge-density wave formation there. In the case of few-layer NbS2 first ex-
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perimental studies reported recently metallic transport properties down to three
layers [193], while mean-field calculations reveal a tendency to form magnetic
states [194, 195]. Hence, NbS2 is likely on the verge between different instabilit-
ies triggered by the strong electron-electron interactions competing with strong
electron-phonon coupling.
Unfortunately, so far there has not been a theory that can handle, even qual-
itatively, the competition of these strong interactions beyond the perturbative
regime. To overcome this problem, the dual boson (DB) formalism [45, 92, 99]
is combined here with first-principles approaches to construct a material real-
istic theory of monolayer NbS2 which properly treats electronic correlations as
resulting from competing short- and long-range Coulomb as well as taking into
account electron-phonon interactions. This Chapter, in line with the remainder
of this dissertation, focuses on the DB side of that combination, more details on
the first-principles approach can be found in the original publication [97].
Our calculations reveal a simultaneous enhancement of the charge and spin
susceptibilities due to the various interactions in monolayers of NbS2 and a
sharp transition from tendencies towards spin ordering to charge ordering. Des-
pite these strong interaction effects, the electronic spectral function as measured
e.g. in angularly resolved photoemission (ARPES) largely resembles the nonin-
teracting dispersion in accordance with the available experimental data. We trace
this back to a compensation of the different interaction terms which are partially
effective on the single-particle but not on the two-particle level.
8.1 competing interactions in nbs2
The non-correlated band structure of NbS2 monolayers exhibits a half-filled
metallic band surrounded by completely filled valence bands 1 eV below and
completely empty conduction bands 3 eV above the Fermi level, as shown in
Figure 8.1 (a). This motivates a description of the competing interaction effects
in terms of an extended Hubbard-Holstein model [196] for the separated metal-
lic band only,
Hsb = −
∑
i ,j
tijc
†
iσcjσ + U
∑
i
ni↑ni↓ +
1
2
∑
i 6=j
σσ ′
Vijniσnjσ ′
+ ωph
∑
i
b
†
ibi + g
∑
iσ
niσ (bi + b
†
i ) , (8.1)
where c†iσ and ciσ are the creation and annihilation operators of the elec-
trons with spin σ on lattice site i, b† and b are the creation and annihilation
operators of a local phonon mode, and ni = c
†
iσciσ is the electron occupa-
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tion number operator. This model includes on the single-particle level the elec-
tron hopping tij as well as a local phonon mode with energy ωph. Concern-
ing the interactions, we include an on-site Coulomb repulsion U and a long-
range Coulomb interaction Vij , as well as an electron-phonon coupling g which
couples the local charge density to the given phonon mode. The latter can ac-
tually be integrated out which results in an effective dynamic local interaction
Ueff(iωm ) = U −
2g2ωph
ω2ph+ω
2
m
that is screened by the phonons [196–198]. This
treatment of the phonons as simple single-frequency modes that are coupled
locally to the electrons is an assumption necessary to keep the problem tract-
able. Anharmonic effects from the bare phononic part of the Hamiltonian and
their feedback on the electronic sector are beyond the scope of this Chapter.
More detailed approaches of the electron-phonon coupling in transition metal
dichalcogenides have appeared in the literature, e.g. Reference [187], but these
approaches do not allow for a treatment of (strong) electron-electron interactions
as explored here.
To realistically describe NbS2 monolayers, the parameters entering Eq. (8.1)
have to be derived from first principles. For that purpose, a tight-binding model
describing the metallic and the lowest two conduction bands is derived in a
first step, and this model is used afterwards to perform calculations within
the constrained Random Phase Approximation (cRPA) [199] to obtain the par-
tially screened Coulomb interaction matrix elements within the same basis. The
phonon frequency and the electron-phonon coupling are estimated based on
density functional perturbation theory calculations. The resulting three-band
model is subsequently simplified in order to get the final single-band model
describing the metallic band only as explained in the appendix.
We solve this model using the Dual Boson (DB) method which is based on the
Dynamical Mean-Field Theory (DMFT) [103] philosophy. That is, DB uses an
auxiliary single-site problem to take into account strong correlation effects self-
consistently. The DB method extends DMFT by also capturing non-local interac-
tions via an effective, dynamic local interaction. Importantly, the DB method cal-
culates the susceptibilities starting with a DMFT-like interacting Green’s function
and then adds non-local vertex corrections to ensure charge conservation [45, 92,
99], see also Chapter 7. Further technical details are described in Chapter 4.
The calculations performed here involve EDMFT self-consistency followed by a
single-shot of DB, where only the nonlocal corrections to the polarization, Π˜ are
taken into account and where the self-energy is kept local.
The material features one electron per site, but our numerical implementa-
tion is performed at constant chemical potential, not at constant density. There
is a complex interplay between temperature, interaction strength and density.
For every set of parameters, the chemical potential had to be adjusted to get a
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density of (approximately) unity. This process gets unstable for large values of
g, close to a transition to the CDW phase. The strong electron-phonon coupling
enhances the compressibility, leading to a very large response to a small change
in chemical potential, and making it difficult to reach exactly unit filling. This is
why we could perform simulations at 464K only up to g = 70meV (red crosses).
At a higher temperature of T = 2321K (orange pluses), larger values of λ can be
reached. Note that at g = 70meV, the two data sets agree well.
Figure 8.2: Momentum and energy resolved spectral functions as obtained with the DB
method involving the local Coulomb interaction only (top panel), the full Cou-
lomb interaction (central panel) and all interaction terms (lower panel). The
red line indicates the bare metallic band as obtained from DFT and shown in
Figure 8.1 (a). The bottom two panels are calculated at 464K, the top panel at
232K.
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8.2 competition of charge and spin fluctuations in nbs2 mono-
layers
The ab-initio simulations yield an effective local Coulomb interaction U ≈ 1 .8 eV,
a nearest-neighbor interaction V ≈ 1 eV as well as further long range interaction
terms. The typical bare phonon frequency ωph and the electron-phonon coup-
ling g for this material are estimated to be 20meV and 70meV, respectively.
Notably, both, the on-site Coulomb repulsion and the effective electron-electron
attraction λ = 2g2/ωph = 0 .5 eV, are on the order of the electronic band width
≈ 1 .2 eV, as sketched in Figure 8.1.
Each interaction term on its own can thus trigger strong electronic correla-
tions, which becomes evident from the electronic spectral functions shown in
Figure 8.2. For local Coulomb interactions only (upper panel), the half filled
conduction band clearly splits into two Hubbard bands above and below the
Fermi level. There is no spectral weight at the Fermi level and the system is
insulating. Including the non-local Coulomb interaction terms (central panel)
markedly changes the spectral function. The lower Hubbard band still retains
noticeable spectral weight. However, the upper Hubbard band overlaps now
with a broad distribution of spectral weight reaching the Fermi level. That is,
the non-local Coulomb interaction drives the system into the state of a correl-
ated metal. Finally, inclusion of all interactions by adding the electron-phonon
interaction yields the spectral function shown in the lower panel of Figure 8.2.
We find a single band with a dispersion very similar to the DFT results of Fig-
ure 8.1 (shown as a red line). Seemingly, the different interaction terms largely
compensate each other despite the fact that they are effective at very different
length and time scales. The major interaction effect visible here is that the band
widens significantly compared to the thermal broadening inherent to any finite
temperature measurement.
The electronic correlations as resulting from the interplay of the electron-
electron and electron-phonon interaction manifest in the local two-particle cor-
relation functions of the system, which are shown as a function of the electron-
phonon coupling g in Figure 8.3. These local observables are calculated directly
from the auxiliary single-site system. The ratio of the static local charge and spin
susceptibilities (note the logarithmic scale) and the (instantaneous) double occu-
pancy vary strongly as a function of g. Without electron-phonon coupling (g = 0)
the system shows typical signs of strong Mott-Hubbard correlation effects: The
spin susceptibility is orders of magnitude larger than the charge susceptibility
and the probability of finding two electrons at the same site is greatly reduced
in comparison to the value of
〈
n↑n↓
〉
= 0.25 found in noninteracting half-filled
systems. Turning on the electron-phonon interaction screens the local Coulomb
interaction, and makes the system less strongly correlated. At sufficiently large
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Figure 8.3: Double occupancy (
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n↑n↓
〉
, upper panel) and ratio of local charge and spin
susceptibility (χch/χsz, lower panel) as function of the electron-phonon coup-
ling strength g. Circles are obtained from the auxiliary impurity model of the
DB simulations at T = 464K, diamonds at T = 2321K. Dashed green lines
represent data for purely local interaction U; solid grey lines corresponds to
the noninteracting limit.
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Figure 8.4: (Color online) Static susceptibilities as a function of momentum in the Bril-
louin Zone. (a) Non-interacting susceptibility. (b) and (c) Interacting spin and
charge susceptibility for g = 0. (d) and (e) Interacting spin and charge sus-
ceptibility for g = 70meV.
g ≈ 70..80meV, the susceptibility ratio and double occupancy even exceed their
noninteracting values of 1 and 0.25 (grey lines), respectively.. NbS2 monolayer
thus turn out to be on the verge to form a charge-density wave ground state. It
is important to note that previous studies have shown that anharmonic phonon
effects can suppress the charge-density wave formation in bulk NbS2 [183]. How-
ever, from NbSe2 it is also known that the critical charge-density wave formation
temperature increases by an order of magnitude in the monolayer limit [168].
From an experimental point of view it is thus indeed plausible that NbS2 mono-
layer form a charge-ordered ground state, though the critical electron-phonon
coupling for this transition might be slightly enhanced.
The local properties presented in Figure 8.3 also show what happens when
both, the electron-phonon interaction and the non-local parts of the Coulomb
interaction, are ignored. In that case (dashed green lines), the susceptibility ratio
goes down another order of magnitude, and the double occupancy decreases
to almost zero. These are all characteristics of a Mott insulating phase. The
local Hubbard interaction U is thus in principle strong enough to create an
interaction-driven insulator, with a large spin susceptibility and strongly sup-
pressed charge fluctuations. Only through screening by the non-local Coulomb
contributions, and by the electron-phonon coupling, can the system exhibit the
large charge fluctuations that are necessary for a charge-density wave. This
shows that both, the Hubbard interaction U and the interactions that screen
it, are non-perturbatively large, which casts doubt on approaches that do not
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explicitly include all interaction terms. Most importantly, the transition from
the regime which is dominated by spin-fluctuations to the charge-fluctuation
dominated regime is very abrupt as the steep rise of the susceptibility ratio
demonstrates. This close proximity of strong fluctuations in different channels
signals the close proximity of competing charge and spin order and is indeed
ubiquitous in correlated electron systems [28, 200].
Next, we turn our attention to the static momentum-resolved susceptibilities.
The noninteracting susceptibility of the single-band model, χ0, shown in Fig-
ure 8.4 (a), agrees with previously published data for NbS2 monolayers [195]. In
a noninteracting system the charge and spin susceptibility would be the same
and coincide with χ0. This is clearly not the case for the charge and magnetic
susceptibilities resulting from the DB calculations shown in Figure 8.4 (b)-(e).
Without electron-phonon coupling (g = 0) the spin susceptibility is enhanced
indicating the presence of strong spin fluctuations. The charge susceptibility, on
the other hand, is suppressed in the entire Brillouin Zone due to the Coulomb
interaction, which is in line with the expectations for a correlated metal. Turning
on the electron-phonon interaction (g = 70meV) reduces the spin susceptibility,
which is however still comparable to χ0. At the same time, the charge suscept-
ibility is strongly enhanced and is almost divergent at large momenta. These
two observations show that the interactions partially compete and screen each
other, leading to an almost noninteracting spin susceptibility. Most importantly,
this competition does not lead to a complete cancellation, as is visible in the
strong enhancement of the charge susceptibility. Due to the interplay of these
interactions a strong spin and charge response can thus coexist in this system.
8.3 conclusions
Using a state-of-the art combination of the DB approach and ab-initio calcula-
tions, we were able to uncover the details of the interplay between the various
interactions in NbS2 monolayers and the resulting degree of correlation. We
found that both, the Coulomb and the electron-phonon interactions, are on the
same order as the electronic band width allowing both of them to trigger strong
electronic correlations. Remarkably, their interplay resembles a spectral function
extremely similar to the noninteracting band structure, but with sizable broad-
ening indicating the effects of strong correlations – even without clearly vis-
ible lower and upper Hubbard bands. Indeed, we found that these interaction-
induced correlations result in strongly modified spin and charge susceptibilities
compared to the noninteracting one. Specifically, we found that the competi-
tion between the long range Coulomb and the electron-phonon interactions is
responsible for NbS2 monolayers being on the edge between dominating spin-
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and charge fluctuations. The transition from a dominant spin order to a domin-
ant charge order is thereby abruptly driven by the electron-phonon interaction.
The resulting ground state is thus heavily dependent of the detailed balance
between the internal interactions, which can be tuned from the outside in layered
materials, for example by means of substrate screening, charge doping, or ad-
atoms.
Part III
N E A R E S T- N E I G H B O R I N T E R A C T I O N
Adding nearest-neighbor interactions is the simplest way to look at
the impact of nonlocal interactions on the Hubbard model. In this
way, we can learn about the novel physics that these interactions cre-
ate and also about how our computational approaches deal with this.
A natural start is to calculate the phase diagram using various com-
putational methods and to compare their predictions. This part of
the thesis contains several of these numerical comparisons. In the
end, the question of the metal-insulator transition in the presence
of nonlocal interactions is discussed. The practical knowledge we
gained about numerical approximations of the extended Hubbard
model can be used to address this fundamental question.
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P H A S E B O U N D A R I E S
This chapter is about the square lattice Hubbard model with nearest-neighbor
interaction. This simple model features a Fermi liquid, an insulator, phase sep-
aration and a charge-ordered state. With plenty of phase transitions to consider,
this specific model allows for a comparison of computational approaches and
for having an in-depth look at some of the quantities that enter dual boson cal-
culations.
This chapter is based on the following publications:
Erik G. C. P. van Loon, Alexander I. Lichtenstein, Mikhail I. Katsnelson, Olivier
Parcollet and Hartmut Hafermann, Beyond Extended Dynamical Mean-Field The-
ory: Dual Boson approach to the two-dimensional extended Hubbard model, Physical
Review B 90 235135 (2014).
E. A. Stepanov, A. Huber, E. G. C. P. van Loon, A. I. Lichtenstein and M. I.
Katsnelson From local to nonlocal correlations: The Dual Boson perspective, Physical
Review B 94 205110 (2016).
E. G. C. P. van Loon and M. I. Katsnelson The extended Hubbard model with attract-
ive interactions, arxiv:1709.06379
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One of the strongest manifestations of nonlocal interactions comes in the form
of transitions to charge-ordered phases. If the nonlocal interaction is strong
enough, electrons do not want to be close together and it is possible for a
charge-ordered phase to emerge, where some sites are highly occupied and
some sites are not. It was realized early on that when the interaction is suffi-
ciently strong compared to the kinetic energy, an electronic system will not have
a uniform density but that the electrons will actually form a crystal to minimize
the Coulomb energy [19, 201]. The Cullen-Callen model [202] is a spinless itin-
erant electron model which is used to describe the ordering found in magnetite.
Charge ordering was also studied in the Hubbard model with nearest-neighbor
interaction [20, 203]. In such an extended Hubbard model, there is competition
between kinetic energy, local interaction and nearest-neighbor interaction. With
one particle per site, the kinetic energy favors a metallic state, the local interac-
tion prefers a Mott insulator with one electron per site, and the nearest-neighbor
repulsion likes charge order with an alternating number of electrons per site.
Since charge order is such a clear manifestation of nonlocal interactions, de-
termining the phase transition line is often used as a testing ground for new
theories that can treat these nonlocal interactions. The square lattice extended
Hubbard model at half-filling is particularly popular. There are several good
reasons for that. A two-dimensional system is very far from infinite dimension,
so nonlocal correlations are relevant. The scaling of the lattice size with respect
to the linear dimension is also favorable in a two-dimensional system, which
makes direct QMC studies of reasonable lattice sizes at least somewhat feasible.
The square lattice Hubbard model at half-filling possesses particle-hole sym-
metry, as shown in Section 3.8, and this greatly helps many numerical efforts.
These factors help explain why the square lattice has become so popular to test
new theories.
This choice is somewhat questionable though, since the square lattice Hub-
bard model is completely not generic and has some very special properties. In
particular, the antiferromagnetism is very strong, which means that nonlocal
spin fluctuations are extremely strong. Many of the approximations, however,
only look at the nonlocal charge effects, since the charge sector is where the
difference between extended and normal Hubbard model occurs. Among other
things, this means that a mean-field based starting point will have the Mott
transition occur at an elevated value of the local interaction compared to the
true place of the transition. The antiferromagnetism originates from the perfect
nesting of the Fermi surface. The same perfect nesting also means that charge
fluctuations are strong. In fact, a checkerboard charge-order instability occurs in
the half-filled square lattice Hubbard model at U = 0 and T → 0, even without
the presence of nonlocal interactions. Only at half-filling do both the Fermi sur-
face and nearest-neighbor interaction favor the same checkerboard order.
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Keeping all of this in mind, we can now look at the numerical results that
the various approximations actually give. Here and in the rest of the chapter, we
consider the two-dimensional, half-filled, extended Hubbard model described by
the Hamiltonian of Equation (3.4), with nearest-neighbor hopping t and nearest-
neighbor interaction parameter V . Hence we have tij = −t and Vij = V if i and
j are nearest neighbors and Vij = 0 otherwise. The dispersion and the Fourier
transform of the nonlocal interaction thus read
k = −2t(coskx + cosky), (9.1)
Vq = 2V(cosqx + cosqy). (9.2)
The half-bandwidth 4t = 1 is taken as the energy unit, except for the study
of the attractive Hubbard model where t = 1 is used. Both conventions occur
frequently in the literature, and can lead to some confusion. We consider the
paramagnetic phase only and hence omit spin labels in the following.
9.1 prior knowledge
Before showing our own results, it is useful to get a feeling for the basic physics
and for the older work that was down on this system.
Older literature often speaks of a maximum polarity state instead of charge
density wave. The maximum polarity state is the state where there are two elec-
trons per site on one sublattice and zero on the other. The maximum polar-
ity state is potential energetically favorable for U < zV , with z the number of
nearest-neighbors on the lattice [203]. For strongly interacting systems, potential
energy is the most important thing. Based on such a strong coupling analysis,
the transition to the maximum polarity state is first-order and the elementary
excitations can be studied [20, 21].
In 1989, Zhang and Callaway [204] used discrete-time Quantum Monte Carlo
to study a large region of the phase diagram, with both attractive and repulsive
U. They used a 4× 4 periodic system and were limited to rather high temperat-
ures. These QMC results will be shown in the phase diagram later. It is remark-
able how much they managed to do with the limited computational resources
of that time, and how limited the progress in QMC results has been for this
particular system.
9.2 edmft
EDMFT forms a good starting point for our considerations, since it corresponds
to the zeroth-order dual boson calculation, as discussed in Section 4.6. Since
several EDMFT calculations had already been published in the literature, it also
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Figure 9.1: EDMFT phase diagram for the extended Hubbard model in the plane of onsite-
interaction U and nearest-neighbor interaction V at temperature T/4t = 0.01.
Phase boundaries marked in red have been obtained starting from a metallic
seed, while the boundaries in brown were obtained starting from an insulat-
ing solution as the initial guess. FL denotes the Fermi liquid metallic phase.
Colored points indicate positions at which quantities of interest, such as the
self-energy, are evaluated.
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served as an independent verification of (parts of) the dual boson implementa-
tion.
9.2.1 EDMFT Phase diagram
The EDMFT phase diagram in the U-V-plane at temperature T = 0.01 is shown
in Figure 9.1. It is compatible with the results of References. [46, 113, 205], show-
ing a Fermi-liquid metal (FL) region for small to moderate values of U and
V , a charge-ordered (CO) phase with checkerboard order for sufficiently large
nearest-neighbor interaction V and small to moderate values of U, as well as a
Mott insulating (MI) phase for sufficiently large values of the on-site interaction.
The checkerboard charge-ordered phase is characterized by a divergent charge
susceptibility at the wave vector q = (pi,pi). The phase boundary may therefore
be located by looking for zeros of X−1
ω=0,q=(pi,pi). All our calculations are per-
formed outside of the ordered phase, since our implementation assumes trans-
lational invariance which is spontaneously broken in the charge-ordered phase.
In this respect, our approach differs from cluster-based approaches which do
allow for a different density on the two sublattices and can study the ordered
phase that way. Reference [206] is a good example of this. The phase bound-
ary between the metallic and Mott insulating phases was determined from the
quantity (β/pi)G(β/2) which undergoes a steep drop at the transition to the in-
sulator (see Equation (3.21)). Phase boundaries marked in red are obtained by
approaching the respective phase boundary from the metallic side, while bound-
aries approached from the insulator are marked in brown.
Since for V = 0 EDMFT reduces to DMFT, the first-order transition between
the metallic and Mott insulating phases found in DMFT is reproduced here at
V = 0. For finite values of V , the width of the coexistence region decreases,
which is in agreement with the findings of Reference [207].
In the region around and directly above the top corner of the metallic re-
gion, fluctuations are strong and it is inherently difficult to obtain a converged
solution. Starting with the usual metallic initial guess Σν = 0, the impurity sus-
ceptibility is overestimated, which leads to an overestimation of the retarded
interaction Λω and to numerical instability. We circumvent this by obtaining a
converged insulating solution for V = 0 (or a smaller V) first and using this as an
initial guess for calculations at finite V . If the initial guess is not sufficiently close
to the actual solution, one may encounter the above mentioned instabilities. The
dashed lines indicate that we were not able to find a converged solution. The
phase boundary might exhibit a jump here, as mentioned in Reference [205]. We
find it difficult to make a definite statement though, because of the aforemen-
tioned convergence problems. Close to the lower part of the phase boundary
separating the CO and MI phases, metastable metallic solutions are found close
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Figure 9.2: EDMFT self-energy for fixed on-site interaction U = 2.2 and different values
of the nearest-neighbor interaction V . The different curves correspond to the
positions marked by circles in the EDMFT phase diagram in Figure 9.1. The
inset shows the convergence of the self-energy to its high-frequency behavior.
Horizontal lines mark the corresponding calculated values of the first moment.
to the CO phase due to the screening effect of the nonlocal interaction, which
however converge to insulating ones after a sufficiently large number of DMFT
iterations. The top corner of the metallic region hence appears to be completely
surrounded by the Mott insulating phase.
9.2.2 Impurity quantities
Let us consider some EDMFT impurity quantities, which enter the dual perturb-
ation theory. We start with the self-energy in Figure 9.2 for fixed Hubbard inter-
action U and different values of V , corresponding to points marked by circles
in the EDMFT phase diagram of Figure 9.1. The self-energy exhibits the charac-
teristics of a Fermi-liquid metal. With increasing nearest-neighbor interaction V ,
the solution clearly becomes less correlated. This is also reflected in an increase
of the quasiparticle residue as V increases (not shown). It may be an indication
of the screening effect through the nearest-neighbor interaction. As shown in
the inset, the high-frequency behavior of the self-energy is also affected by the
change in V . The first moment can be calculated from the charge susceptibility
and retarded interaction (horizontal lines) [110]. It is seen to be enhanced as V
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Figure 9.3: EDMFT charge susceptibility for the same parameters as in Figure 9.2.
increases, in line with an increase of the local charge susceptibility shown in Fig-
ure 9.3. Since in EDMFT, the susceptibility is related to the polarization through
Π
imp
ω = −χω/(1 + Λωχω), this enhancement indicates the increased effect of
screening as V increases [113]. For the susceptibility, we see that the asymptotic
value is slightly increased by V . According to Equation (7.3), the asymptote is
given by the kinetic energy so we conclude that V increases |Ekin|.
In Figure 9.4 we plot the three-leg vertex at the same parameters as in the
previous figures. It mediates the electron-boson interaction in the dual boson
approach. It is purely real. We see that it exhibits less structure as the metallicity
of the system is increased and becomes mostly flat as the phase boundary to
the charge-ordered state is approached. Note that it changes sign, except very
close to the phase boundary. This should not come as too much of a surprise,
since the inverse susceptibility χ−1, not zero, is the main reference point for this
vertex. However, it does mean that specific dual boson diagrams that contain
the three-leg vertex with this specific frequency combination are exactly zero.
We will see later that the frequency structure has an important effect on the dual
boson results.
Interestingly, the vertex appears to be unaffected by the interaction at specific
points, so that the curves cross. We have no explanation for this observation at
the moment. The symmetry of the vertex under the transformation ν→ −ν−ω
is clearly visible. We exploit this symmetry in the dual boson calculations (see
Section 4.4). In Figs. 9.5 and 9.6 we show the behavior of the three-leg vertex
when the Mott transition is approached. We plot it for different values of U
marked by triangles in the phase diagram in Figure 9.1. Figure 9.5 is for fixed
V = 0 and corresponds to DMFT. As U increases, the vertex develops structure
and grows significantly in magnitude. This behavior reflects the enhancement
of the fermion-fermion vertex when the transition is approached, according to
Equation (4.56). The vertices diverge at the transition in the zero-temperature
limit. Figure 9.6 shows the vertex on the same scale as in the previous figure,
albeit for V = 0.6. As the Mott transition is approached, the magnitude increases,
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The parameters are the same as in Figure 9.2. With increasing V , the transition
to the charge-ordered phase is approached and the vertex becomes flatter.
Note the change of sign.
but the vertex shows less structure and is smaller in magnitude at V = 0.6
because the system is less correlated compared to the case V = 0.
9.3 db with polarization corrections only
The purpose of this chapter is to understand the effects caused by different types
of diagrams in the dual boson approach. We also aim to get a better understand-
ing of the relation to EDMFT and EDMFT+GW. We therefore employ different
diagrammatic approximations and analyze their physical content.
We will mainly restrict ourselves to the following type of calculations: We start
from a converged EDMFT solution, compute the vertices once and take into ac-
count diagrammatic corrections. In other words, the hybridization and retarded
interaction have the same values as in EDMFT. The results can be interpreted in
terms of a diagrammatic extension of EDMFT. This corresponds to dual boson
calculations without the outer self-consistency loop and is computationally sig-
nificantly less expensive than the full scheme. We will nevertheless discuss the
effect of the full self-consistency scheme at some selected points of the phase
diagram. The inner self-consistency loop is always iterated until convergence,
corresponding to a self-consistent renormalization of self-energy diagrams and
Green’s functions. This only matters when diagrams for Σ˜ are taken into account.
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Figure 9.5: Three-leg vertex for two different bosonic frequencies as a function of fermi-
onic frequency. The nearest-neighbor interaction is kept fixed at V = 0 cor-
responding to a DMFT calculation. The corresponding points are marked by
triangles in the phase diagram of Figure 9.1. With increasing values of U, the
Mott transition is approached from the metallic side.
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Figure 9.6: Three-leg vertex for different bosonic frequencies as a function of the fermi-
onic frequency. The nearest-neighbor interaction is fixed at V = 0.6. Paramet-
ers are otherwise the same as in Figure 9.5. The corresponding points are
marked by diamonds in Figure 9.1.
99.3 db with polarization corrections only 121
If only diagrams for Π˜ are taken into account, there is no inner self-consistency
loop since the bosonic propagator does not enter the diagram for Π˜.
In a first step, we examine the effect of polarization corrections only: We
neglect diagrams to the fermionic self-energy and only include corrections to
the EDMFT polarization via bosonic self-energy diagrams. In a second step,
we additionally consider the effect of fermionic self-energy diagrams. Fermi-
onic diagrams which explicitly contain the fermion-fermion vertex will not be
considered. These diagrams also appear in the framework of the dual fermion
approach and their effect has been studied previously for the Hubbard model
(V = 0). For example, it is known that the second-order approximation includes
dynamical short-range correlations which lead to a reduction of the critical U of
the Mott transition [47]. Similar effects can be expected for finite V . This renders
a comparison with EDMFT or EDMFT+GW more difficult. We therefore leave
the study of more complete approximations for future work.
We now discuss the U-V phase diagram computed by the DB method, and
compare it to two established methods: the random phase approximation (RPA)
and EDMFT (see also Section 4.10). RPA is expected to be accurate in the low
U regime, and to fail at higher U. On the contrary, EDMFT is expected to be
accurate at large U, since it captures the atomic-like physics, and to fail at low
U, because it lacks the momentum dependence of the polarization. The strength
of the DB method is precisely to interpolate between RPA at low U and EDMFT
at large U. In the following, we first discuss these limits in detail and finally the
intermediate coupling regime.
The phase diagram of the Hamiltonian (3.4), with nearest-neighbor hopping
t and nearest-neighbor interaction parameter V is shown in Figure 9.7, albeit
at elevated temperature T = 0.02 compared to Figure 9.1 (in units of the half
bandwidth is D = 4t). We focus on the region of U values for which a metallic
solution exists. The phase boundaries have been determined from the zeros of
X−1qω at q = (pi,pi) andω = 0 and we have verified that the divergence happens at
the (pi,pi) point first. The EDMFT data in this figure is quantitatively very similar
to the one in Figure 9.1, revealing a very small overall temperature dependence
of the phase boundary.
The results in the low-U regime can be compared with RPA. In RPA, the
polarization is given by the Lindhardt bubble, i.e.,
ΠRPAqω = −(T/N)
∑
kνσ
G
(0)
kνG
(0)
k+qν+ω.
An explicit calculation of ΠRPAqω for T = 0.02 shows VRPAc ≈ 0.043+U/4, where
the slope is determined by the number of nearest neighbors z = 4. This phase
boundary is shown by the dash-dotted line in Figure 9.7. The dual boson results
approach the RPA result in the limit U→ 0. Section 4.10 shows that dual boson
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Figure 9.7: U-V phase diagram in EDMFT and dual boson (DB) with polarization correc-
tions only, at T = 0.02. The blue line is for the second order diagrammatic
correction [Figure 4.4] to the polarization and the green line includes the lad-
der corrections [Figure 4.7]. Finite temperature RPA data (dash-dotted line)
is shown for comparison. The dashed line corresponds to Vc = U/z where
z = 4 is the coordination number. The value of the bandwidth is marked by
the vertical dotted line. Arrows bound the location of the transition according
to lattice Monte Carlo results for U = 1 and T = 0.125.
indeed reduces to RPA in the weak-coupling limit (U,V → 0). For U = 0 but fi-
nite V , the local retarded interaction is finite, but the deviations from RPA remain
small. In Figure 9.8 we compare the frequency- and momentum dependence of
the ladder DB solution with RPA which confirms this picture. The second-order
approximation forms the dominant part of the corrections by far as expected. We
remind the reader that in Section 7.2 it was shown that the second-order approx-
imation is sufficient to capture the large frequency asymptote. Here, evidently, it
also captures the dominant part in the opposite limit ω = 0. EDMFT fails in this
low U limit, because it completely neglects the momentum dependence of the
polarization (Cf., e.g., Figure 9.8 , upper panel). The diagrammatic corrections
restore this momentum dependence.
The DB corrections to EDMFT diminish in the opposite large-U limit, where
the Mott insulating phase is approached (the Mott transition roughly takes place
at the right end of this figure, cf. Figure 9.1). The physics is well described
within EDMFT. In this limit, the RPA clearly fails, because it is a weak coupling
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q = (0, 0) (left column) and q = (pi,pi) (right column) in the ladder approx-
imation. We show results for EDMFT (red, circles), second-order dual boson
(blue, triangles) and ladder dual boson (green, diamonds). The colors are the
same as in the phase diagram Figure 9.7. For U = 0.5 and q = (pi,pi), the
polarization turns negative at ω = 0.
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Figure 9.10: Momentum dependence of the physical polarization Πqω for fixed Matsub-
ara frequencies ω = 0 (left column) and ω = 6pi/β (right column) in the
ladder approximation. In EDMFT, this quantity is a constant.
approach (the static self-energy and static irreducible vertex are not sufficient to
describe the strong correlation physics).
In the intermediate interaction regime we obtain results which are compatible
with currently available lattice Monte Carlo data for U = 1 and T = 0.125, which
locate the transition roughly between V = 0.25 and V = 0.3125 [204] (see ar-
rows in Figure 9.7). The two DB approximations give close results. The four-leg
vertex and the long-range vertex corrections built from it, which are included
in the former but not in the latter, have a small effect in determining the phase
boundary. We further see that the DB phase boundaries run essentially parallel
to the V = U/4-line. This is in agreement with previous results (see e.g. Ref-
erence [208] and references therein). The lattice Monte Carlo results however
suggest that the phase-boundary is located above this line. While the ladder ap-
proximation agrees with this result, the second-order approximation lies below.
Related with this observation, the latter exhibits an artifact, which can be seen in
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the top right panel of Figure 9.9. The polarization turns negative for q = (pi,pi)
and the lowest frequency ω = 0. This follows directly from the condition for
charge ordering, 1+ (U− 4V)Πq=(pi,pi),ω=0 = 0. For larger U, the EDMFT and
DB results are relatively close for all frequencies (see bottom right of Figure 9.9).
The two DB approximations also differ qualitatively at q = (0, 0). The second-
order approximation (and EDMFT) are finite at finite frequencies. This implies
a violation of the Ward identity [92], which appears to be more severe for larger
U. Ladder DB shows the required discontinuity at ω = 0 and appears to be con-
serving for all values of U [45]. Long-range vertex corrections seem necessary
to avoid such artifacts, as will be discussed further in Chapter 12. Looking at
q = (pi,pi) in Figure 9.9, we find a good match between second-order and lad-
der DB at larger frequencies, but not for EDMFT. This is expected based on the
asymptotic results of Section 7.2 since the second-order diagram is responsible
for the momentum structure of the asymptote and EDMFT lacks this diagram.
The phase diagram of Figure 9.7 can also be compared to cluster methods.
It is qualitatively similar to cluster results on the two-dimensional triangular
lattice [209]. For the square lattice, data for comparison is available only for
T = 0 [210], in these variational cluster approximation calculations the phase
boundary is located close to the V = U/4 line.
In Figure 9.10 we show the momentum dependence of the polarization Πqω.
At moderate U = 0.5 it exhibits a rather strong momentum dependence and the
correction is large compared to EDMFT (Πω=0 ∼ 1.25 at these parameters). It
is largest at the vector q = (pi,pi) at which the transition occurs (
∣∣Vq∣∣ is max-
imal and Vq < 0 at this point). At large U, the correction is much weaker and
more isotropic (in EDMFT, Πω=0 ∼ 0.274). At finite Matsubara frequencies, the
polarization is rather flat, except in the vicinity of the q = (0, 0) point, where
it decreases to zero. This is a further requirement imposed by charge conserva-
tion [92].
In order to trace the interpolating behavior of the DB approach, it is instructive
to rewrite Equation (4.29) in the form
X−1qω=χ
−1
ω (1+ χωΠ˜qω)
−1 +Λω−Vq. (9.3)
Comparing with the EDMFT susceptibility (13.3), one sees that the term in paren-
thesis plays the role of a renormalization factor, which determines how much the
solution is altered compared to EDMFT. The change of the phase boundary with
respect to EDMFT is hence determined by the dimensionless quantity χωΠ˜ω,q
(at q = (pi,pi) and ω = 0). In Figure 9.11, we show its frequency dependence
in second-order approximation at various points in the phase diagram. For high
frequencies it approaches a constant non-zero value because the asymptotic be-
havior of the constituents cancels. At low frequencies, diagrammatic corrections
contribute significantly, even for small interaction. This is due to the fact that
99.4 db with polarization and self-energy diagrams 127
 0
 1
 2
 0  1  2  3
ωm
χ
ω
m
Π˜
(2
)
ω
m
,q
=
(pi
,pi
)
U = 0.00, V = 0.00
U = 0.00, V = 0.04
U = 0.50, V = 0.00
U = 0.50, V = 0.04
U = 1.00, V = 0.20
U = 2.00, V = 0.50
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evaluated at the wave vector associated with charge order and shown as a
function of Matsubara frequency. With increasing values of U, the diagram-
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the fermion-boson vertex remains finite even for vanishing interaction [Equa-
tion (4.56)]. As U increases, the magnitude of the vertex increases. At the same
time, the dual Green’s function and the local susceptibility χω become smaller
in magnitude. As electrons become more and more localized, the net effect is
that nonlocal corrections become less and less important: χωΠ˜qω decreases con-
tinuously at low frequencies as U increases. For example, at U = 2, V = 0.5,
we have χω=0Π˜q=(pi,pi)ω=0  1 so that the dual boson phase boundary merges
into the EDMFT one for large U.
Figure 9.11 further shows that diagrammatic corrections depend only weakly
on V . For small U, results for V = 0 and V = 0.04 are virtually indistinguishable.
The value V = 0.04 is close to the critical value of the charge-ordering transition,
which illustrates that there is no structural change in χωΠ˜qω near the transition.
It is the interplay with the value of Vq in (9.3) that triggers the divergence in X.
9.4 db with polarization and self-energy diagrams
In this section, we include fermionic self-energy diagrams in addition to the
bosonic ones. We will see that these corrections have essentially no effect on
the phase boundaries. They restore a weak momentum dependence of the self-
energy missing in EDMFT.
A priori, different approximations for the fermionic self-energy can be com-
bined with the previously introduced polarization diagrams. In order to keep the
discussion reasonably simple and reduce the number of possibilities, we impose
the following guiding principle for constructing approximations: The fermionic
9128 phase boundaries
and bosonic self-energies are chosen such that they can be obtained from a com-
mon (dual) functional. In each case, the fermionic (bosonic) self-energy is given
by a functional derivative with respect to the fermionic (bosonic) dual Green’s
function.
The two approximations we consider are the “second-order” and “ladder”
approximations in accordance with the foregoing, as in Figure 4.8. The latter
differs from the former in the use of the renormalized triangular vertex instead
of the local impurity one. The approximations generate the same bosonic self-
energies that we considered before.
Results for the phase diagram within this approximation are shown in Fig-
ure 9.12. We include results from the previous phase diagram for comparison.
The effect on the phase diagram is very small (the phase-boundaries are pushed
to slightly higher values of V).
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In figure 9.13 the momentum dependence of ImΣkν − ImΣEDMFTν is shown
for the ladder approximation. The correction is smallest in the vicinity of the
Fermi surface and increases away from it. It is generally negligible with respect
to the EDMFT self-energy as we can see in Figure 9.14. The behavior is qualitat-
ively similar compared to EDMFT+GW as reported in References [113, 205]. The
polarization remains quantitatively similar as in the case without self-energy
corrections (not shown).
We have also performed ladder DB calculations with full outer self-consistency
for U = 0.5, U = 1.0 and U = 1.5, to see the effect of converging the bath. The
susceptibility is smaller in the fully self-consistent calculation, but the phase
diagram is qualitatively unchanged. The results are marked by black crosses in
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Figure 9.12. The corrections to the phase boundary increase for increasing U, but
remain marginal.
9.4.1 Lack of differences
It would be reasonable to ask why there is so little difference caused by the
self-energy diagrams and the self-consistency. One reason is that, as discussed
before, the most important nonlocal corrections actually originate from antifer-
romagnetic fluctuations, and these are not taken into account in any of the ap-
proaches studied here. The nonlocal contribution to the self-energy coming from
charge fluctuations is, as seen in Figures 9.13 and 9.14, actually not very large
compared to the magnitude of the EDMFT self-energy that serves as the start-
ing point. This explains why only slight changes in the phase transition line
are observed. Here, we should note that these figures show the imaginary part
of the self-energy. The lowest order nonlocal contribution to the self-energy is
actually the Fock diagram, which is purely real. At half-filling on the square
lattice, the Fock diagram contributes strongest far away from the Fermi surface.
Recent EDMFT+GW suggests that the Fock contribution is very important for
renormalizing the effective bandwidth [211].
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9.5 simplified approach
We have seen that the nonlocal corrections to EDMFT lead to significant changes
in the phase diagram and polarization. The dual boson approach however is
computationally more expensive, because of the required computation of vertex
functions. Simpler approximations which capture the essential features would
be desirable. This leads to the question how important vertex corrections are for
an accurate description of the physics.
A simpler and well-known approximation that goes beyond EDMFT is the
EDMFT+GW approximation. For a relatively recent discussion see Reference [113].
Note that there have been recent claims about the importance of the Fock dia-
gram in EDMFT+GW, which was until then often neglected [211, 212]. The ba-
sic idea of EDMFT+GW is to treat the local self-energies within EDMFT and
add non-local contributions from GW diagrams. The two different decoupling
schemes differ in how they treat U, and give different results for the phase
boundaries [113], while the dual boson approach is invariant. Formally, the V-
decoupling scheme is closer to the dual boson approach: in both cases, we have
an electron-electron and an electron-boson vertex (U and i in the EDMFT+GW)
and the local interaction is taken into account on the level of the impurity model.
Section 4.11 introduced a simplified version of the dual boson equations (s-
DB) that neglects corrections due to the fermion-fermion vertex. Below, we show
that in the weak coupling regime, this approximation and EDMFT+GW in the
V-decoupling scheme yield similar results1.
In Figure 9.15 we examine the difference between these approximations nu-
merically. We include DB results from the phase diagram of Figure 9.12 for
comparison. Several observations can be made: Firstly, s-DB agrees with the
second-order approximation with vertex corrections for U → 0. This is expec-
ted by construction. Note however, that the two approximations are not exactly
equivalent here because the former neglects the fermionic structure of the trian-
gular vertex, which is present, but very weak at U = 0 due to a small but finite
retarded interaction. EDMFT+GW (for T = 0.01) from Reference [113] agrees
within error bars. We expect that a refined calculation at the same temperature
would give closer (although not perfect, because of the finite Λω) agreement for
U→ 0.
EDMFT+GW and s-DB however depart significantly from the dual boson res-
ult already for small interaction. In particular the slope is different. We can trace
this back to the fact that the fermionic frequency structure of the fermion-boson
vertex λνω is neglected. From figures 9.4-9.6, we see that λνω changes sign as
a function of ν. Since s-DB ignores cancellations caused by this structure, we
1 In EDMFT+GW within the UV-decoupling scheme, the phase boundary to the charge-ordered
state is essentially unaltered with respect to EDMFT [113].
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Figure 9.15: U-V phase diagram in the dual boson approximation with and without ver-
tex corrections and from EDMFT+GW in the V-decoupling scheme. The
EDMFT+GW data obtained in the V-decoupling scheme are taken from Ref-
erence [113] (for T = 0.01). Approximations that neglect the fermionic fre-
quency structure of the three-leg vertex deviate strongly from those with
vertex corrections and from the V = U/4 line, close to where the true phase
boundary is expected.
99.5 simplified approach 135
 0  0.5  1
 0
 0.5
 1
0.0
2.0
4.0
6.0
8.0
10.0
 0  0.5  1
 0.0
 0.5
 1.0
 1.5
 2.0
 2.5
 3.0
 3.5
 4.0
 4.5
qx/piqx/pi
q y
/pi
ω = 0 ω = 6pi/β
U
=
0
.5
0
V
=
0
.0
4
Figure 9.16: Momentum dependence of the physical polarization Πqω in s-DB, for fixed
Matsubara frequencies ω = 0 (left) and ω = 6pi/β (right). In EDMFT, this
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expect it to overestimate Π˜qω=0 and as a result also the physical polarization
Π. This leads to charge ordering at smaller V as observed. The deviations are
largest in the intermediate coupling regime. EDMFT+GW shows an overall sim-
ilar trend as s-DB. Do note that the EDMFT+GW result was computed including
an outer-loop self-consistency (see Section 4.7). We expect this to have a negli-
gible effect in the weak-coupling region. For larger U, we are only interested in
the qualitative behavior, which we do not expect to change.
Given that different methods (see References [20, 208] and references therein),
including the full dual boson calculation and lattice Monte Carlo results [204]
locate the phase boundary in the vicinity of the line V = U/4, we conclude from
these results that the frequency-dependence of the three-leg vertex structure is
crucial for an adequate determination of the phase boundary.
Neglecting the vertex corrections also comes at the cost of severe artifacts,
even at relatively small local interaction U. This can be seen in Figs. 9.16 and
9.17. In the left panel of Figure 9.17 we can see that the physical polarization
in s-DB clearly violates the Ward identity. The right panel shows that it turns
largely negative at small frequencies (see Figure 9.9 for the same quantity in the
original DB approach). Nonlocal corrections are hence overestimated and the
behavior is non-physical.
In Figs. 9.18 and 9.19 we show the corresponding fermionic self-energy. Com-
pared to the ladder approximation, the magnitude of the non-local corrections
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is larger. Non-local corrections hence also appear to be overestimated in the sim-
plified approach.
9.6 simplified approaches – new developments
In the previous sections, we have studied several dual boson based schemes with
various levels of simplifications. Essentially, the all fall between full, serious DB
calculations with the vertices λ and γ and EDMFT without any diagrammatic
corrections and without needing either λ or γ. The possibilities of these “ED-
MFT++” theories were explored further in Reference [52], of which we will give
a short overview here.
A major difficulty when combining two interacting theories is that double
counting of interactions should be avoided. In this case, EDMFT is combined
with nonlocal corrections from a many-body theory and we need to avoid taking
into account interaction effects twice.
In DB, the fact that only the combination Uq −Uω appears in all of the dual
formulas is a major help in that respect. The original interaction was Uq, a por-
tion Uω is put into the impurity model and the remainder goes to the dual
theory. This also means that using the Pauli principle to take U out of, e.g., the
charge channel just shifts both Uq and Uω and leaves the dual theory the same.
In my opinion, that already solves the most important (numerical) problems
with double counting.
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Figure 9.20: Phase diagram at β = 50, reproduced from Reference [52].
Within the dual boson approach, there is a relatively clear way to set out a
computational scheme. The dual perturbation leads to infinitely many Feynman
diagrams with infinitely many diagrams, you pick some that you like and can
calculate, and the transformations between dual and lattice system are done
using the exact transformations coming from the Hubbard-Stratonovich trans-
formation. In the context of DF, it has been claimed that using the exact trans-
formation is not appropriate for approximate solutions of the dual action [62],
however numerical evidence so far does not support this [63]. In the dual boson
case, the precise shape of the exact transformations is actually crucial for charge
conservation, which motivates us to keep them.
In approaches that start from functional constructions, more choices have to
be made. For example, in diagrammatic extensions of EDMFT, the local self-
energy of EDMFT and the nonlocal self-energy of the extension have to be
combined somehow. The same holds for the polarization, susceptibility or other
two-particle quantity of interest. The interesting point is that the extension can
contribute to the local part of the self-energy. This is especially the case when
performing calculations with inner self-consistency (Section 4.5.2), where the
original elements of the perturbative approach will lose their locality properties
in the renormalization.
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Reference [52] studies these issues in detail and compares several extensions
of EDMFT regarding their phase diagram in the UV-plane. The result is shown
in Figure 9.20. These results are largely in line with the phase diagrams presen-
ted above. An interesting point to note is that DMFT+GW calculations are also
shown. In these calculations, V is not taken into account on the impurity level at
all, it is only included in the nonlocal corrections. This approach performs admir-
able and only slightly deviates from DB-GW (essentially the same approach as
the s-DB in Section 9.5), the most comparable approach. Notably, it does much
better than the EDMFT+GW approach in the V-decoupling. The DMFT+GW is
free of double counting issues since the two theories are completely separate,
and this allows it to perform better than the V-decoupled EDMFT+GW which
does have double counting problems.
9.7 attractive interactions
Extending the phase diagram to attractive interactions, U < 0 or V < 0, provides
an interesting perspective [98]. Such a model can be realized physically in ul-
tracold fermion experiments [213] as well as in some condensed matter con-
texts [214–216]. Contrary to the previously shown results, this time the temper-
ature is given by βt = 10 and t = 1 is used as the unit of energy.
At attractive values of V , electrons like to be on neighboring sites and this can
eventually lead to phase separation into a high and a low density phase. This
transition shows up in the uniform susceptibility χq=0.
Looking at attractive interactions is especially interesting because of the sym-
metries of the half-filled square lattice model. Particle-hole symmetry in the
Hubbard model (V = 0) means that the transformation U → −U interchanges
charge and spin excitations and leaves the physics otherwise unaltered. For the
nonlocal interaction, on the other hand, changing V → −V is not a symmetry
of the full system. It is only a symmetry of the interaction energy, interchanging
q → q+ (pi,pi) but not of the kinetic energy. So only in the limit t = 0 is there
a direct link to results at +V and −V , at finite t the interplay of the momentum
structure of kinetic and potential energy destroys the symmetry.
EDMFT treats the momentum structure very roughly, and analytical [56] and
numerical results [98] show that the EDMFT results have a spurious V → −V
symmetry. This is visible in the phase diagram of Figure 9.21. Dual boson cor-
rectly breaks this symmetry.
What is also interesting to see is that the DB and EDMFT phase boundaries for
the phase separation transition are very similar. Apparently, nonlocal corrections
are small. This is also visible in 9.22, which shows the nonlocal correction factor
1+ χΠ˜. At q = 0, where the phase separation is located, this correction factor is
approximately equal to unity. At q = (pi,pi) nonlocal corrections are much more
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important and DB and EDMFT differ. The susceptibility at q = 0 and ω = 0 is
equal to the compressibility via the Kubo formula, and nonlocal corrections to
the compressibility were found to be small around half-filling in Chapter 5.
At this point, it is good to point out these DB calculations are single-shot only,
without taking into account nonlocal corrections to the self-energy. This means
that the (EDMFT) impurity model that is used as a starting point still has the
V → −V symmetry of EDMFT and the nonlocal correction Π˜ is the same at
V and −V . In particular, the results in Figure 9.22 are independent of the sign
of V . The interplay of Vq and Π˜q finally breaks the symmetry. Additional self-
consistency would change this and break the symmetry already on the impurity
level and this could change the phase boundaries qualitatively.
It is also worthwhile to note that the phase diagram of Figure 9.21 suggests
that for attractive U, the charge order starts to appear at vanishingly small V . By
particle-hole symmetry, this is related to the DMFT divergence of the antiferro-
magnetic susceptibility at the same |U|. This divergence is actually forbidden by
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Mermin-Wagner, as discussed in Section 7.4, and should be cured by sufficient
nonlocal corrections to the self-energy. At finite V , the transition is no longer for-
bidden by Mermin-Wagner, since the symmetry of the charge-order is discrete
and not continuous. All of this shows that the attractive U regime is an interest-
ing place to test theories, since even ladder DB without polarization corrections
is insufficient as V gets small.
9.8 recent developments
Finally, let us have a look at some recent studies into the effects of nonlocal
interaction, using other methods.
One avenue which has been explored [217, 218] is the use of slave bosons. An
advantage of this approximation is that all calculations can be done analytic-
ally. This even means that analytical forms for the susceptibility as a function
of momentum and energy are possible [219, 220]. Remarkably, in this approx-
imation the metal-insulator transition occurs at a Uc independent of V . In fact,
the nonlocal interactions only change the charge/spin excitation spectrum and
not the single-particle properties. I consider this to be a likely artifact of the ap-
proximation. In this method, the focus so far has been on uniform instabilities
(ferromagnetism and charge separation), not on the charge-density wave.
Another analytical approach was explored already somewhat earlier, the com-
posite operator method (COM) [221, 222]. This approach allows for calculations
both at zero and at finite temperature. The U− V phase diagram is only shown
for zero temperature, making comparisons with the current result more difficult.
Of some note is the difference in the region where metal, insulator and charge
order meet, COM predicts (at T = 0) a “dome” of metal, Figure 11 of Refer-
ence [221], with a substantial region where increasing V will give metal, then
9142 phase boundaries
insulator then charge order. The EDMFT results presented in Figure 9.1, on the
other hand, show a metallic phase extending above the insulator.
The limit t = 0 is particularly amendable to analytical work [223–225]. This
situation is often studied as a function of filling, and it is possible to take into
account not only nearest-neighbor but also longer ranged interactions. However,
the atomic limit is quite far away from the regime studied in this Chapter, mak-
ing it hard to do a useful comparison.
Jiang et al. [226] use the dynamical cluster approximation (DCA) on 2 × 2
clusters to study the two-dimensional square lattice extended Hubbard model.
These clusters are sufficiently small to keep the Monte Carlo (CT-AUX) manage-
able, since there is a sign problem away from half-filling. Their study is restricted
to U/t = 7 and 〈n〉 = 0.9 and V and T are varied. They study d-wave super-
conductivity using the Bethe-Salpeter equation. It is found that V > 0 weakly
suppresses the superconductivity: The eigenvalue of the BSE is lowered and Tc
is reduced. Their findings on the spin and charge susceptibility are of more dir-
ect interest to the discussion here. They find that V increases the checkerboard
susceptibility, as expected. They also find a decrease of the AF susceptibility and
of the local magnetic moment µ, with µ2 = 〈n〉2 − 4 〈n↑n↓〉 with V . These can
be understood as a reduction of the effective U from screening by the nonlocal
V , as in Chapter 10 below.
Another cluster study [206] used larger clusters to give a detailed description
of the ordered phase. Their results on the phase boundary in the U− V plane
are in very good agreement with the DB results presented here, which is an
encouraging sign.
Within EDMFT+GW, attention has gone towards the Fock exchange [211, 212].
The Fock diagram coming from the nonlocal interaction effectively leads to band
widening. Within DB, the Fock term is only included in diagrams that contain
Σ˜. In light of the results presented in this chapter, perhaps the most important
results of Reference [211] are (deep) in the insulating phase where they find a
significant reduction of VCDW with respect to EDMFT. The calculations with Π˜
only, as in Figure 9.7, found only small dual corrections in the large interaction
regime. On the one hand, everything localizes at large U and small nonlocal
corrections are expected. On the other hand, deviations from the strong-coupling
transition line V = U/4 were quite significant, and EDMFT+GW gets closer to
this line than DB. Computationally, calculations inside the insulating regime
are challenging for the CTHYB impurity solver, making this question harder to
resolve.
Another option is to use just DMFT, and to treat the nonlocal interaction on
the Hartree level. In this way, by using two different impurity models for the
different sublattices, it is also possible to enter the ordered phase, where the
Hartree contribution is nontrivial. This has been done for the extended Hubbard
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model at quarter filling [227] and as a function of filling [228]. In the latter
case, the situation at half-filling was studied at zero temperature, Figure 2 of
Reference [228], which is most closely related to the results presented here. In
this approximation, the phase transition between Fermi liquid and charge-order
occurs at U ≈ V . Zero temperature explains why the transition occurs for V → 0
when U → 0, in the results presented here it was entropy that suppresses the
charge-order at U = 0. The slope of unity, instead of 1/z, is notably different
and not very intuitive based on energy considerations. It might be an artifact of
the Hartree treatment of the nonlocal interaction. Another notable finding is the
near independence of V of the Fermi liquid-Mott insulator line. Both are uniform
phases, so that the Hartree contribution does not contribute, and this means
that DMFT+Hartree will automatically give this result. Contributions beyond
the Hartree level are expected to induce V-dependence, as was found already in
the EDMFT results presented here.
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B O G O L I U B O V I N E Q U A L I T Y A N D T H E E F F E C T I V E
H U B B A R D M O D E L
The Bogoliubov-Feynman-Peierls variational principle provides an easy way to
incorporate non-local interactions into an effective local interaction, that is, to
go from an extended Hubbard model to an effective Hubbard model with local
interactions only. In this chapter, a comparison is made between the results of
dual boson and the effective local model obtained using a (numerically exact)
Quantum Monte Carlo method. At small V , the variational principle predicts
the exact double occupancy, according to a simple thermodynamic proof. This is
a relatively rare exact statement about systems with non-local interactions. The
dual boson results satisfy the exact theorem.
This chapter has been published as:
E. G. C. P. van Loon, M. Schüler, M. I. Katsnelson and T. O. Wehling, Captur-
ing non-local interaction effects in the Hubbard model: optimal mappings and limits of
applicability, Physical Review B 94, 165141 (2016).
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Strongly correlated materials form one of the most challenging problems in
condensed matter physics. Determining the electronic structure of a realistic
material usually involves a multi-step process. First, the original problem is
downfolded to a model system that describes the strongly correlated sector. Sub-
sequently, an approximate solution for the model system is sought. The model
system should be simple enough that it is computationally tractable. As we have
seen before, the Hubbard model of itinerant electrons with a local interaction is
a popular choice [15–18, 229]. The original electrons of the model, however, have
a long-range Coulomb interaction, so in general one would prefer to use an ex-
tended Hubbard model that also includes the non-local interactions, if this was
computationally feasible.
The Peierls-Feynman-Bogoliubov variational principle [150, 230, 231] can be
used to map extended Hubbard models with non-local interactions to effect-
ive models with only local interactions [22]. Previously, this method has been
used to estimate the effective local interaction in materials with a hexagonal
lattice, such as graphene [22, 32] Our focus here is on the square lattice Hub-
bard model with nearest-neighbor interaction. As discussed in the previous
chapter, this system has been studied extensively as a testbed for new theor-
ies [46, 113, 204, 205, 217, 218]. Of particular interest is how the renormalized
effective interaction depends on the parameters of the Hubbard model. In this
chapter, we show that the screening that leads to a renormalization of the local
interaction depends strongly on interaction strength and filling.
We use four different computational methods, namely Determinant Quantum
Monte Carlo [232] (DQMC), Dual Boson [38, 45, 56] (DB), Dynamical Mean-Field
Theory [102, 103] (DMFT) and the Random Phase Approximation (RPA) [31].
Two of these, DQMC and DMFT, are restricted to systems with local interaction.
This is one of the main motivations for the effective Hubbard model approach:
the variational principle allows predictions about the extended Hubbard model
using computational methods that are restricted to the Hubbard model. Since
DQMC is numerically exact, it provides the perfect benchmark for the other
methods. DMFT, on the other hand, is an approximation that can be extended
to realistic, multi-orbital systems. Coupled with DFT, it forms the workhorse
of the strongly correlated materials community. With the variational principle,
non-local interactions can be incorporated into DMFT calculations with relative
ease.
RPA and DB allow us to do calculations in the extended Hubbard model.
The RPA has only a limited range of validity, since it is a theory for weakly
interacting systems. At the same time, computationally it is the simplest of all
the theories considered here. DB, on the other hand, is an extension of DMFT
that incorporates strong correlation effects. We use it to determine observables
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in the presence of non-local interaction effects, and to study which observables
follow the predictions of the variational principle.
The remainder of this chapter is structured as follows: In Section 10.1 we
give a short overview of the variational principle used to determine the effective
local interaction and in Section 10.2 of the methods used to obtain numerical
results. In Section 10.3, we determine the effective interaction strength in the half-
filled Hubbard model. In Section 10.4, we use DQMC as benchmark for several
observables calculated in DB, and in Section 10.5 we calculate these observables
in the corresponding extended Hubbard model using DB. In Section 10.8 and
10.9, we perform the same analysis for a strongly doped Hubbard model.
10.1 variational principle
Variational principles are a powerful technique in theoretical physics. Perhaps
the best known variational method occurs in quantum mechanics, where it is
used to approximate the ground state. The basic idea [233] is that any wavefunc-
tion one can think of will have an energy equal to or higher than the ground state
energy. So if you take a whole bunch of trial wavefunctions and calculate their
energies, you have an upper bound for the ground state energy. Even better, take
a parametrized set of wavefunctions, minimize the energy as a function of these
parameters and this optimized trial wavefunction again gives an upper bound.
That is an exact mathematical statement. Now, one might also believe that this
optimized trial wave function is close, in some sense, to the true ground state
wave function, but this does not have to be the case.
Quantum statistical mechanics deals not with wave functions but with dens-
ity matrices, and instead of a ground state energy, there is the free energy of the
equilibrium. Any given density matrix will yield a larger free energy than the
equilibrium state. Density matrices are rather complicated objects though, and
it would be difficult to parametrize a density matrix in the same way as a trial
wavefunction. Instead of parametrizing the density matrix directly though, you
can simply take another, exactly solvable, Hamiltonian and use its equilibrium
state. Then, by varying the parameters of this trial Hamiltonian, an upper bound
for the equilibrium free energy of the original system is found. In fact, not even
the entire density matrix of the trial Hamiltonian is needed, since it turns out
that knowledge of some expectation values is sufficient. As in quantum mech-
anics, the upper bound on the free energy is exact, and one may believe that the
observables of the trial Hamiltonian will be close to those of the real system.
In this way, this variational principle can be applied to map extended Hub-
bard models to effective Hubbard models with only local interactions [22, 32].
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As a reminder, the extended Hubbard model on the square lattice with nearest-
neighbor hopping reads, according to Equation (3.4),
H = −t
∑
〈i,j〉,σ
c
†
iσcjσ +U
∑
i
ni↑ni↓ +
1
2
∑
i 6=j
σ,σ ′
Vijniσnjσ ′ , (10.1)
where t is the nearest-neighbor hopping-matrix element and 〈i, j〉 is a sum over
nearest neighbors. U and Vij are the local and non-local Coulomb matrix ele-
ments, respectively.
The trial or effective Hubbard model, reading
H˜ = −t
∑
〈i,j〉,σ
c
†
iσcjσ + U˜
∑
i
ni↑ni↓, (10.2)
is varied with respect to the effective local interaction U˜ in order to minimize a
free energy functional. The variational principle gives the upper bound
F 6 F˜+
〈
H− H˜
〉
H˜
, (10.3)
and minimizing with respect to U˜ is equivalent to solving
U˜ = U−
∑
j 6=0
V0j
∂U˜〈n0nj〉H˜
∂U˜〈n0n0〉H˜
(10.4)
for U˜. For only nearest-neighbor interaction V , Equation 10.4 simplifies to
U˜ = U− Vα(U˜), (10.5)
where we have introduced the nearest-neighbor renormalization strength
α(U˜) =
∑
〈0,j〉
∂U˜〈n0nj〉H˜
∂U˜〈n0n0〉H˜
. (10.6)
Physically, this α describes the effective screening of the local interaction by
the non-local interaction effects. α is a function of U˜, so it can be determined
with knowledge of the effective local model alone. There is no assumption on
the magnitude of any of the parameters in the original model. The only limit
of applicability is that not all physical effects present in the extended Hubbard
model can be captured in an effective local interaction, as discussed below.
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An interesting result can be obtained for small values of V . The expression for
α, Equation (10.6) contains two correlation functions, and both can be written as
a derivative of the free energy,
F =−β−1 lnZ
∂xF =
1
Z
∑
states
exp(H)
∂H
∂x
∂VF =
∑
j nn of 0
〈
n0↑njσ ′
〉
(10.7)
∂UF =
〈
n0↑n0↓
〉
. (10.8)
This allows us to write Equation (10.6) in terms of second derivatives of the free
energy. Assuming sufficient continuity of the free energy, the order of the partial
derivatives can be changed,
α =−
∂V∂U˜F
∂U∂U˜F
. (10.9)
Now, we are interested in the value of the double occupancy, Equation (10.8),
as a function of U and V . For infinitesimally small nonlocal interaction V = ∆V ,
the change in effective local interaction U− U˜ = α∆V = ∆U will also be small,
and
∆U
∆V
= α. (10.10)
Writing
〈
n0↑n0↓
〉
= A(U,V) = ∂UF, we can expand around V = 0.
A(U,∆V) =A(U, 0) +∆V ∂VA
A(U−∆U, 0) =A(U, 0) −∆U∂UA, (10.11)
so the optimal U˜ = U−∆U is given by
A(U,∆V) =A(U−∆U, 0)
∆V ∂VA =−∆U∂UA
∆U
∆V
=−
∂VA
∂UA
=−
∂V∂UF
∂U∂UF
(10.12)
This is exactly Equation (10.9), since ∂U and ∂U˜ can be taken equal when U− U˜
is infinitesimal.
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From this, we conclude that the Peierls-Feynman-Bogoliubov variational prin-
ciple exactly reproduces the linear dependence on V of the double occupancy.
The only required assumption is that the free energy is sufficiently smooth to
allow the interchange of partial derivatives.
We stress that this proof only works for the double occupancy, not for other
observables. The reason for this is that the double occupancy is exactly the ob-
servable obtained by deriving the free energy with respect to the variational
parameter U.
There is a detail in this derivation that is easy to overlook: the density and
the ensemble that is used to calculate the expectation values. In principle, the
canonical and grand-canonical ensembles give the same results in the limit of
large system size. This is why we usually do not bother with which ensemble is
used. However, this equality obviously holds only when the chemical poten-
tial is chosen so that the average particle density in the grand-canonical en-
semble is equal to the exact particle density in the canonical ensemble. The
proof above contains derivatives with respect to U or V , and the density in the
grand-canonical ensemble can change when the interactions are changed. The
density in the canonical ensemble, on the other hand, stays constant. This leads
to the question over which space the variation is done, over density operators
with constant density or over density operators that correspond to constant µ.
In the former case, do we need to take differences in chemical potential into
account?
For bipartite lattice at half-filling, there is an easy way out. These lattices have
particle-hole symmetry. If we write the interaction as 12U(〈n〉− 1)(〈n〉− 1) using
the Pauli principle, Equation (3.3), half-filling occurs at µ = 0 for all U, so the
derivative with respect to U can be taken without changing the density.
Away from this special point, the situation is more difficult. In particular, us-
ing the grand canonical ensemble means that instead of Equation (10.3) the vari-
ational principle should actually be applied to the grand potential instead of the
free energy. This would lead to another term −µN in the variational principle.
Figure 5.1 gives an impression of the magnitude of the change in density as a
function of U, after taking care of the Hartree term.
10.2 methods
The variational principle involves the calculation of charge correlation func-
tions of the effective Hubbard model: 〈ninj〉H˜, where ni = ni↑ + ni↓. In this
chapter, we use several methods to calculate the charge correlation functions:
The DQMC [232], RPA [31], DMFT [102, 103] and DB [38, 45] methods. In the
remainder of this section, we give a short summary of these methods and asso-
ciated numerical details. The DB method has been explained in Chapter 4.
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The DQMC method is numerically exact and has been used for the variational
principle before [22]. We use the implementation of the quest code1. We obtain
susceptibilities on Matsubara frequencies by Fourier transforming imaginary-
time data. Disadvantages of DQMC are that it cannot be applied to the extended
Hubbard model with non-local interaction straightforwardly [204, 234, 235] and
that it suffers from a sign problem away from half-filled systems. We perform
the DQMC calculations for finite 12× 12 (for half-filling) and 8× 8 (away from
half-filling) systems with Trotter discretization ∆τ = 0.025.
The susceptibility in RPA, DMFT and DB have been compared in Sections
4.10 and 4.9, and we provide only a short overview here. The RPA approach [31]
is geared towards weakly-interacting systems. In a noninteracting system, the
susceptibility is given by a “bubble” diagram of two Green’s functions,
χ0(iωn,q) =−
1
β
∑
νm
[G0G0]νωq,
[G0G0]νωq =
1
N
∑
k
G0(iνm + iωn,k+ q)G0(νm,k), (10.13)
where G0(νm,k) is the noninteracting Green’s function, N is the number of k
points, and νm,ωn are fermionic and bosonic Matsubara frequencies, respect-
ively. Then, the susceptibility of the (weakly) interacting system is
χ−1RPA(iωn,q) = χ
−1
0 (iωn,q) +U+ V(q), (10.14)
where V(q) is the Fourier transform of Vij in Equation (10.1). Finally, the (equal-
time) charge correlation functions are obtained by a Fourier transform to real
space and by summing over the Matsubara frequency ωn:
〈n0ni〉− 〈n0〉〈ni〉 = 2
βN
∑
n
∑
q
eiqriχRPA(iωn,q). (10.15)
Dynamical mean-field theory [103] is an approximate method that includes
local correlation effects. The method applies to systems with local interactions
only, i.e., V = 0. The approach is based on a self-consistently determined auxili-
ary single-site problem. As in RPA, we obtain the correlation functions from the
susceptibility in momentum and frequency space, which is given by
χ−1DMFT(iωn,q) = − ˆ[GG](iωn,q)
−1 − Γˆωn . (10.16)
Here G is the DMFT Green’s function, which has a local self-energy, Γ is the
particle-hole irreducible two-particle vertex of the auxiliary single-site problem.
1 “QUantum Electron Simulation Toolbox” quest 1.3.0 A. Tomas, C-C. Chang, Z-J. Bai, and R. Scalettar,
(http://quest.ucdavis.edu/)
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[GG] is shorthand for the product of two Green’s functions. The equation has
a matrix structure in fermionic frequencies [103, 236], as indicated by the hats,
which we have suppressed for notational convenience.
The DB method [45] is a diagrammatic extension of DMFT that allows for the
treatment of non-local interactions directly, via an effective frequency dependent
interaction U(iωn). As in Chapter 6, we apply self-consistent DB [56] in the
charge and magnetic (Sz) channel to obtain consistent correlation functions [93].
In DB, the expression for the susceptibility is
χ−1DB (iωn,q) = χ
−1
DMFT(iωn,q) +U+ V(q) −U(iωn), (10.17)
with the important caveat that χDMFT is determined using the DB auxiliary
single-site problem, so that the G and Γ that enter this equation are different
from the ones in DMFT. DMFT is recovered when V(q) = 0 and U = U(iωn).
The DB calculations are performed on a 64× 64 lattice. The DB implementa-
tion and the CT-HYB [126] impurity solver are based on the ALPS libraries [107,
109]. The impurity solver takes into account retarded interactions [113] and uses
improved estimators for the two-particle quantities [110]. We use converged ex-
tended Dynamical-Mean Field Theory (EDMFT, see Section 4.6) calculations as
the starting point for the DB self-consistency. In Section 10.7, we show the con-
verged dynamic interaction U(iωn) in both EDMFT and DB. The number of
iterations needed to achieve the self-consistent hybridization and dynamic inter-
action increases from less than ten to approximately forty between U/t = 7
and U/t = 8. In this region, the vertex corrections to the susceptibility are
very strong [93], and U(iωn) converges slowly. This issue makes calculations
at higher U very expensive computationally, and for that reason most of the DB
calculations are at U/t < 8.
10.3 effective local interaction at half-filling
Results from all methods presented in this chapter are obtained at the temperat-
ure βt = 2. We discuss the temperature dependence of our results at the end of
this section. We use t = 1 as the unit of energy.
To begin with, we discuss the half filled, 〈n0〉 = 1.0, extended Hubbard
model with only nearest-neighbor interaction terms. Therefore, the evaluation of
Equation 10.4 involves the calculation of the local and nearest-neighbor charge
correlation functions. The results from DQMC, DB, DMFT and RPA are depic-
ted in Figure 10.1 for interaction strengths up to U/t = 10. As expected, all
methods reproduce the non-interacting case exactly. Wick’s theorem theorem
applies to the non-interacting system, so 〈n0n0〉 = 〈n0〉 + 2〈n0↑〉〈n0↓〉 and
〈n0n1〉 = 〈n0〉〈n1〉 −
∑
σ〈c†0σc1σ〉〈c†1σc0σ〉. The DQMC results approach the
strong coupling result for U  t, where every site has exactly one electron and
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Figure 10.1: Local (red) and nearest-neighbor (blue) charge correlation functions of half
filled nearest-neighbor hopping Hubbard model on a square lattice obtained
from DQMC (full line), DB (diamonds), DMFT (crosses), and RPA (dashed
line).
〈n0n0〉 = 〈n0〉 = 1 and 〈n0n1〉 = 〈n0〉〈n1〉 = 1. For intermediate interaction
strengths (U/t . 5), results from DQMC, DMFT and DB are virtually indistin-
guishable on this scale. For larger interactions, differences between the exact
DQMC and both the DMFT and the DB approximations are visible. Clearly, the
DB method improves the DMFT results, as was already visible in Chapter 6. The
RPA results are considerably off the DQMC results, especially at larger interac-
tion strengths. We note that the agreement between the methods is considerably
better for the nearest-neighbor correlation function than for the local correlation
function.
Next, we consider the nearest-neighbor renormalization strength α(U˜), depic-
ted in Figure 10.2 (a), calculated from Equation 10.6 with the different approxim-
ations. The simplest approximation to Equation 10.4 discussed in Reference [22]
leads to U˜ = U−V , i.e., a constant α(U˜) = 1. This approximation can be derived
by assuming that the correlation between sites that are not nearest neighbors is
zero, i.e., that the system is very strongly localized.
The DQMC result indeed shows that the approximation α(U˜) = 1 is only
valid for U˜ t. In this limit, sites that are more than one lattice spacing apart are
uncorrelated, which is sufficient to prove α = 1 [22]. In fact, α(U˜) has a minimum
at intermediate U˜ before increasing towards 1. DB agrees quite well with the
exact DQMC results, with the largest deviations occurring around the minimum
of α. For U˜/t > 5, DMFT starts to deviate from DQMC. The DMFT results do
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Figure 10.2: Nearest-neighbor renormalization strength α(U˜) of the half-filled nearest-
neighbor hopping Hubbard model on a square lattice. (a) α(U˜) at βt = 2, as
obtained from DQMC (green dots), DB (red diamonds), DMFT (blue crosses)
and RPA (dashed line). (b) At βt = 2 (green dots) and βt = 5 (magenta
circles) using DQMC.
show a minimum, however, that minimum is located at slightly larger U˜. For
small interactions (U˜/t . 5) the RPA follows the behavior found in DQMC.
However, RPA does not reproduce the minimum found around U/t ∼ 5 and is
off by a factor of almost 2 at large interactions.
To study the role of temperature, we have also done DQMC calculations at
βt = 5 instead of βt = 2. There, α(U˜) is qualitatively similar, as visible in Figure
10.2(b). At U˜ = 0, the nearest-neighbor renormalization strength α is larger, as
U˜ increases it goes to a slightly deeper minimum that occurs at smaller U˜, and
finally for large U˜ the renormalization strength goes towards 1.
To give a sense of scale, we remind the reader that βt = 5 and U˜/t = 4 is
in a region where antiferromagnetic fluctuations are strong. This point is close
to the metal-insulator transition according to a combination of diagrammatic
and Monte Carlo techniques [141] and also to the DMFT Néel temperature. The
(single-site) DMFT Mott metal-insulator transition, on the other hand, occurs at
higher interaction strength U˜/t = 10 – 12.
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Figure 10.3: Observables in the Hubbard model (V = 0) obtained using DQMC (lines) and
the DB method (diamonds). The spin and charge susceptibility are evaluated
at ω = 0.
10.4 benchmarking db observables
The variational principle only deals with the free energy. In practical calculations,
the main interest often lies with other observables, such as the Green’s function
and the double occupancy. The question is how well the optimal U˜ Hubbard
model reproduces the observables of the original extended Hubbard model with
parameters U and V . We want to use DB to calculate the observables of the
extended Hubbard model. Before we do that, we study the accuracy of DB at
V = 0, where we can use DQMC as a benchmark.
In the previous section, we have seen that the DB results for the local and
nearest-neighbor correlation function are accurate. In Figure 10.3, we extend
this conclusion to other observables, by comparing them to the DQMC values.
In Figure 10.3(a), we show the imaginary part of the local Green’s function at
the lowest Matsubara frequency and the double occupancy. The latter is equal to
〈n0n0〉 /2− 1/2, cf. Figure 10.1. In Figure 10.3(b), we show some zero (Matsub-
ara) frequency spin susceptibilities. These provide insight into the response of
the system to static external fields. They are natural observables for DB, since we
calculate the entire momentum and frequency dependent susceptibility accord-
ing to Equation (10.17). In DQMC, the susceptibility is determined as a function
of imaginary time and we obtain the static component by a Fourier transform.
In the figure, we show the q = (pi,pi) (checkerboard), q = (0, 0) (uniform) and
q-averaged (local) spin susceptibility. In Figure 10.3(c), we do the same for the
charge susceptibility. For all the observables shown, we find a good qualitative
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and quantitative agreement between DQMC and DB. Deviations start to set in
at interaction strengths U˜/t & 6.
Figure 10.3 shows that the local repulsion U˜ suppresses the double occu-
pancy and charge excitations in general, whereas spin excitations are enhanced.
The checkerboard spin susceptibility, corresponding to antiferromagnetism, in-
creases the most. We should note that the temperature studied here, βt = 2, is
above the Mott transition temperature, and all observables depend smoothly on
U˜.
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Figure 10.4: Observables in the extended Hubbard model obtained using the DB method.
Every colored square represents a DB calculation, they are separated by
∆U = 0.1 and ∆V = 0.1. The solid lines show isolines where the observable is
constant, the dashed lines show lines of constant U˜ according to DQMC. The
constant values of the isolines correspond to the tick labels in the colorbars.
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10.5 observables at finite V
Now that we have confidence in the predictions of DB, we can use them as a
benchmark for the variational principle at finite values of V . To study this, we
have done DB calculations for 1 .0 6 U/t 6 2 .2 and −0 .3 6 V/t 6 0 .3, the
results of which are shown in Figure 10.4. The colored plots give the value of the
observable according to DB, with each colored square corresponding to a specific
value of U and V . The solid lines are approximate isolines in the (U , V )-plane
along which the observable is constant. The dashed lines, on the other hand,
indicate constant U˜. If the variational principle were exact, these would be the
isolines of the observables.
Figure 10.4(a) contains the value of the Green’s function on the first Matsubara
frequency pi/β, − Im gν=pi/β . The DB observables does show a roughly linear
dependence on V , albeit with a different slope than the variational principle
predicts.
Next, in Figure 10.4(b), for the double occupancy, there is a very good match
between the DB calculations and the variational scheme. This correspondence
is not accidental, the variational principle gives the exact double occupancy to
first order in V , as was shown in Section 10.1. The double occupancy is a special
operator in this context, since it is directly connected to the variational parameter
U˜. This explains the matching tangents at V = 0 in Figure 4(b). For larger |V |,
the curvature in the DB results shows a divergence from the simple U˜ = U − αV
prescription. As V becomes large compared to the Hubbard parameters U˜ and
t, it is no longer reasonable to expect the effective Hubbard model to do a good
job in describing the relevant physics.
In Figure 10.4(c), (e) and (g), we move to the zero-frequency spin susceptibilit-
ies, namely the checkerboard [q = (pi , pi)], uniform [q = (0 , 0)] and local part
[q-average] of the spin susceptibility, respectively. All three show a reasonable,
though not perfect, match between the variational principle prediction and the
DB results.
The corresponding correlation functions in the charge sector, in Figure 10.4(d),
(f) and (h), show a very different dependence on V . The checkerboard correla-
tion function does have a linear dependence on V , with very small slope. In the
uniform charge susceptibility, the sign of the V -dependence has changed, and
for the local susceptibility the dependence is even quadratic instead of linear.
This poor match is not a surprise. The non-local interaction V directly and expli-
citly enters the charge dynamics, as in Equation (10.17), and the effective local
interaction can only give a poor description of that dependence.
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Figure 10.5: Observables in the extended Hubbard model obtained using the EDMFT
method. Compare to the DB results in Figure 10.4. The solid lines show
isolines where the observable is constant. The constant values of the isolines
correspond to the tick labels in the colorbars.
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10.6 edmft as an alternative
DB is not the only DMFT-based approach that can incorporate nonlocal interac-
tions. The simplest is EDMFT [85–90], in which the susceptibility is determined
as
χ−1EDMFT(iωn,q) = χ
−1
impurity(iωn) +U+ V(q) −U(iωn), (10.18)
where U(iωn) is determined self-consistently similar to the DB approach. The
difference between Equation (10.18) and Equation (10.17) is in the first term. ED-
MFT uses the momentum-independent impurity susceptibility as the starting
point for calculating correlation functions. In particular, this means that the ED-
MFT susceptibility is independent of momentum whenever V(q) is zero. In the
context of Figure 10.3, EDMFT predicts the susceptibility in a single channel to
be the same at the various momenta (red, blue, and green lines in Figure 10.3).
The figure shows that this is a good approximation only in the charge sector and
at large U˜. Indeed, in this regime, DB and EDMFT give similar results [38].
In Figure 10.5 we show the EDMFT observables at finite V , similar to the DB
results in Figure 10.4. The first thing to note are the different scales. This is par-
ticularly clear in the spin susceptibilities. The checkerboard, uniform and local
spin susceptibility are identical in EDMFT according to Equation (10.18), since
V(q) = 0 in the spin channel. This prediction of EDMFT is clearly inconsistent
with the DQMC results of Figure 10.3.
Secondly, most of the EDMFT observables shown in Figure 10.5 are quadratic
in V , instead of the linear relation expected from the variational principle. This
quadratic dependence has been observed and predicted before [56]. The charge
susceptibility is the exception to this phenomenon, since it depends explicitly on
V .
EDMFT has the advantage of being simpler and less demanding than DB.
However, it does this at a cost. The momentum-dependence that is simplified in
EDMFT is crucial for a proper description. This is especially clear when looking
at the spin correlation functions.
10.7 the dynamic interaction U(iωn ) and the effective interac-
tion U˜
In both EDMFT and DB, the nonlocal interaction V is taken into account on the
level of the impurity model via a dynamic interaction. This suggests an inter-
pretation of the renormalized, effective interaction U˜ in terms of the dynamic
interaction U(iωn). In EDMFT, U(iωn = 0) has been used [205] as an estim-
ate of U˜. However, whereas the effective interaction U˜ is a single number, the
dynamic interaction Λ(iωn) = U(iωn) −U depends on the frequency and, in
10
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Figure 10.6: Dynamic interaction Λ(iωn) = U(iωn) −U of the impurity model. Panels
(a) and (b) show the dynamic interaction as a function of frequency, the sym-
bols (lines) denote DB (EDMFT) results, respectively. Panel (c) shows how
the dynamic interaction depends on the nearest-neighbor interaction V . All
results are at U = 2.
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self-consistent DB, on the channel. In Figure 10.6, we show Λ(iωn) in EDMFT
and DB. All results are at U = 2 and half-filling, as in Figure 10.4. The shape of
Λ(iωn) in EDMFT has been discussed before [113, 205]. It is important to ob-
serve again that the EDMFT results at V = −0.3 and V = +0.3 are identical [56].
Self-consistent DB results for Λ(iωn) have appeared before, however those res-
ults were either in the charge channel only [56], or at V = 0 in both channels [93].
Figure 10.6(c) shows fixed frequency results as a function of V . The results are
all approximately linear, on the other hand the magnitude and sign of the de-
pendence of V depend on the frequency and channel. This complicates the inter-
pretation of Λ(iωn) as the renormalized interaction strength.
If a direct comparison of the renormalized interactions in the DB (EDMFT)
to the variational principle would be meaningful we should compare Λ(iωn)
to α(U˜)V ≈ 0.6V . Clearly, a comparison with EDMFT is not meaningful since
Λ(iωn) ∼ V
2, to lowest order in V in EDMFT.
The DB interaction in charge channel reveals some qualitative similarity with
U˜ which is understandable from the gedankenexperiment discussed in Figure 1
of Reference [22]. Nonetheless, the frequency dependence of Λ(iωn) makes this
comparison clearly ambiguous and the renormalization of Λ(iωn) by V appears
generally stronger than the change of U˜ despite the good agreement between
observables calculated in the full vs. effective model shown in Figure 10.4. At
the same time, the DB interaction in the spin channel shows a weaker renormal-
ization than U˜.
Taken together, the effective interaction U˜ from the variational principle and
the dynamic interaction U(iωn) in EDMFT (DB) are very different quantities
and should not be compared directly.
10.8 effective local interaction away from half-filling
In order to study the performance of the different approximations as well as
the renormalizations in dependence of the filling, we study the same Hubbard
model as above with a filling of 〈n0〉 = 0.18, well below the optimal filling
for high-Tc superconductors, of 〈n0〉 ≈ 0.8. At this small filling, the DQMC sign
problem is not very severe and computations are feasible. In addition, we restrict
ourselves to intermediate interaction strengths.
We follow the same approach as before and start by determining the charge
correlation functions. These are shown in Figure 10.7. We come to very similar
conclusions as in the case of half filling. DQMC, DB, and DMFT results agree
closely in the investigated regime. RPA agrees well for the nearest-neighbor cor-
relation function, and poorly for the local correlator.
DQMC, DMFT and DB all operate in the grand-canonical ensemble, at fixed
chemical potential µ. The results at fixed density are obtained by interpolating
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Figure 10.7: Local (red) and nearest-neighbor (blue) charge correlation functions of the
hole doped (〈n0〉 = 0.18) nearest-neighbor hopping Hubbard model on
a square lattice obtained from DQMC (full line), DB (diamonds), DMFT
(crosses), and RPA (dashed line).
between simulations at fixed chemical potential. This interpolation step intro-
duces additional uncertainty into the determination of the correlators. This is
especially visible when taking the numerical derivative of the correlation func-
tions to obtain α, since the difference quotient is very susceptible to noise. To
estimate α for DB, we used a linear fit through all the data points in Figure 10.7,
and then we used the linear coefficients of these fits to determine α. The result-
ing α is shown Figure 10.8. To obtain an error estimate, a quadratic fit of the data
in Figure 10.7 was done, this results in U˜-dependent derivatives and the spread
in the derivatives was used to determine the error bar. DMFT (not shown) gives
a result within the (rather large) error bars of DB.
The first thing that is clear is that α 6= 1, so the simple formula U˜ = U −
V does not hold. Interestingly, for this hole doped case, the nearest-neighbor
renormalization strength is even negative, i.e., the nonlocal interaction increases
the effective local interaction, α < 0. This is in line with findings in the context
of doped benzene models in Reference [22] and can be understood in terms
of Wigner crystallization [201]. In a very empty system, the local interaction U˜
suppresses not only the probability to find a second electron on the same site,
but also in the vicinity of the first electron. The effect of the non-local interaction
V is also to keep electrons away from each other, so a positive V leads to a
larger effective U˜. The DQMC results show that this renormalization increases
for larger interaction. While RPA gives the correct sign, it underestimates |α| at
all finite interaction strengths and it predicts a decreasing renormalization for
growing interaction, which is the wrong trend.
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Figure 10.8: Nearest-neighbor interaction strength α(U˜) of the hole doped (〈n0〉 = 0.18)
nearest-neighbor hopping Hubbard model on a square lattice obtained from
DQMC (green dots), DB (red error bar), and RPA (dashed line).
10.9 observables in doped systems
Finally, we also study the observables of the doped system. As before, we start
by comparing DQMC and DB observables at V = 0, this is shown in Figure 10.9.
We again find a good match between the DQMC and DB results. Secondly, we
show the observables at finite V in Figure 10.10. As before, the isolines predicted
by DQMC are shown as dashed lines. Here, however, they do not match at all
with the observables from DB.
Physically, the strongly doped 〈n0〉 = 0.18 system is very different from the
half-filled Hubbard model. The local interaction U only affects electron pairs
that occupy the same site, and as a result, an observable like gν=pi/β depends
only very weakly on U, as seen in Figure 10.9. This weak dependence holds
even at higher values of U˜/t (not shown). As mentioned above, the local and
non-local interaction creates precursors to Wigner crystallization [201]. Even in
the non-interacting system, the probability to find two electrons at the same site
is 〈n0〉2 /4 < 1%. As such, it is very difficult to encapsulate the effect of V into an
effective U˜. Since the physics of the strongly-doped extended Hubbard model is
not Hubbard-like, the effective mapping is not able to provide relevant results.
The susceptibility provides another clear difference between Figs. 10.4 and
10.10. In the half-filled model, perfect nesting of the Fermi surface with the
checkerboard wavevector q = (pi,pi) creates a tendency towards checkerboard
ordering (antiferromagnetic ordering in the spin channel) at lower temperatures.
This is visible in the large values of the checkerboard susceptibilities in Fig-
ure 10.4. At the much lower density 〈n0〉 = 0.18, checkerboard ordering is not
favored, and the checkerboard susceptibility is smaller than the uniform and
local susceptibilities, and it depends only weakly on the interaction strength.
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Figure 10.9: Observables in the Hubbard model away from half-filling (〈n0〉 and V = 0)
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Figure 10.10: Observables in the extended Hubbard model, away from half-filling at
〈n0〉 = 0.18, obtained using the DB method. See Figure 10.10 for the half-
filled system.
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DMFT and DB both use a single-site auxiliary problem as the starting point
of their approach. In this way, they are able to incorporate strong local correla-
tion effects. Local correlation requires two particles at the same site, so this is
expected to be less important at strong doping. Based on this, we can expect the
non-local correlations that DB includes on top of DMFT to become more import-
ant at strong doping [93, 96], and we can also expect that the local correlation
effects included in DB do not significantly improve on simpler theories like the
GW-method.
This almost empty system clearly requires an explicit treatment of the nonlocal
interactions. The extended Hubbard model is physically very different from the
purely local Hubbard model, so any attempt to use the variational principle to
relate the two is ill-fated.
10.10 conclusions and discussion
We have studied the mapping of the extended Hubbard model onto effective
local Hubbard models using a variational principle. In the half-filled Hubbard
model, the simple prescription U˜ = U−V is only applicable at very high values
of U. At intermediate U, the effective renormalization of the local interaction α,
with U˜ = U−αV , is reduced by as much as a factor of 2.
To determine the effective interaction, the local and nearest-neighbor correla-
tion function of the Hubbard model are needed. We find that the self-consistent
DB approximation accurately reproduces the numerically exact DQMC results
for the correlators, so that even the numerical derivatives come out similarly.
DMFT performs qualitatively correct but quantitatively slightly worse at larger
interaction strengths U˜/t > 5, and misses the location of the minimum of α.
RPA obtains the correct nearest-neighbor renormalization strength at small in-
teraction, however it does not have a minimum and fails in the limit of large
interaction.
For the nearly empty system (i.e. heavy hole doping, 〈n0〉 = 0.18), we find
that non-local repulsion actually predicts a larger effective local interaction. Nu-
merical calculations are more difficult in this parameter regime, which makes it
difficult to assess exactly how well DMFT and DB match with the DQMC results.
We have also studied how observables of the extended Hubbard model behave
as a function of V , again using the DB approach. The effective Hubbard model
predictions work well for most observables at half-filling. For charge correlation
functions, though, the effective Hubbard model does not match with the finite V
results. This was to be expected, since the charge correlations depend explicitly
on V .
Away from half-filling, the match between observables in DB and in the ef-
fective Hubbard model is much worse. This parameter regime is dominated by
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Wigner crystallization physics, which is difficult to capture using the variational
principle.
The contrasting behavior in these two scenarios teaches us that the mapping
to an optimal local Hubbard model only has a chance to succeed when the phys-
ics of the system is essentially Hubbard-like. In the very empty system, where
doubly occupied sites are rare, only changing the effective Hubbard parameter
is insufficient to recover the Wigner crystallization physics. Similarly, the charge
susceptibility in the half-filled system, which is directly driven by the non-local
interaction, is not captured in the effective model. On the other hand, the exten-
ded Hubbard model at half-filling is sufficiently similar to the local Hubbard
model that a renormalization of the interaction strength suffices to explain the
Green’s function, double occupancy and spin susceptibility.
11
11
M E TA L - I N S U L AT O R T R A N S I T I O N A N D N O N L O C A L
I N T E R A C T I O N
In the previous chapter, the extended Hubbard model was studied using a vari-
ational principle. This variational principle allowed us to describe the extended
Hubbard model using an appropriately chosen effective Hubbard model. The
latter could be solved exactly. In this chapter, this method is used to study the
metal-insulator transition in half-filled bipartite lattices. From our knowledge
of the transition in the Hubbard model, the variational principle allows us to
determine how nonlocal interactions affect the transition. We find that the trans-
ition shifts to larger U and more importantly that the nonlocal interaction can
reduce the order of the phase transition. The antiferromagnetism plays a cru-
cial role in this effect. For some systems, the metal-insulator transition turns
first-order even at infinitesimally small V .
This chapter is based on:
M. Schüler, E. G. C. P. van Loon, M. I. Katsnelson and T. O. Wehling, First-
order metal-insulator transitions in the extended Hubbard model due to self-consistent
screening of the effective interaction, arxiv:1706.09644
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Figure 11.1: α on the square and honeycomb lattice, using both nearest-neighbor (NN)
and long-range Coulomb (L) interaction. The colors indicate the inverse tem-
perature β.
The main result of the previous chapter was the formula for the effective
Hubbard interaction U˜ = U − αV used to describe a U,V extended Hubbard
model. Here, α is a screening constant determined from the effective Hubbard
model. Since the relation is linear, this procedure is a map U˜ 7→ {(U,V) | U−
α(U˜)V = U˜}, where every value of the Hubbard parameter U˜ is mapped to
a line in the U,V plane. If there is a (metal-insulator) phase transition in the
Hubbard model at some U0, then the variational principle predicts the same
phase transition along the corresponding line (U,V = [U−U0] /α) in the U− V
plane.
The previous Chapter also showed that α can change drastically as a function
of U˜. This means that the lines in the (U,V) plane all have different slopes and
different intercepts. This means that the lines can intercept, and that the vari-
ational mapping is not injective. A single point (U,V) is part of several lines
corresponding to different U˜. In particular, it is easy to imagine that the screen-
ing in a metal and an insulator are very different and that as a result α changes
a lot at a metal-insulator transition. This makes the previously sketched scenario
more likely.
From the equations, it follows that there is a bifurcation of solutions of the
variational principle when −1 = Vc∂U˜α. In particular, when α has a discon-
tinuity, Vc can be infinitesimally small. Such a bifurcation means that there is a
first-order transition in the system.
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Figure 11.2: Double occupancy for the honeycomb (a) and square (b) lattice. The resulting
phase diagram is shown in (c), where the solid line denotes a continuous
transition and the dashed line a first-order transition with coexistence region
visualized as the shaded region. Panel (d) is a close-up of (b), where the
coexistence region is the shaded area, the dotted line are thermodynamically
unstable states and the dashed line is the resulting Maxwell construction.
If and when such a bifurcation happens depends on the geometry and elec-
tronic properties of the system under consideration. In Reference [237], α is
calculated for the square, hexagonal, hypercubic and hyperdiamond lattice, all
at half-filling. The first two can be solved exactly using determinantal QMC, the
latter two (in the limit of infinite dimension) using DMFT. These lattices are
all bipartite, this means that they are sign-problem free and can be solved eas-
ily using QMC. It also means that antiferromagnetism is possible and becomes
important at low temperatures.
The honeycomb lattice has a linearly vanishing DOS close to the Fermi level.
As shown in Figure 11.1, α becomes independent of T for low temperatures, so
that conclusions can be made about T → 0. The effective screening α depends
weakly on U˜, there are no discontinuities and as a result Vc is large.
In the square lattice, there is a kink in the double occupancy of the effective
Hubbard model when going to low temperatures, shown in Figure 11.2, and a
related steep slope of α(U˜), shown in Figure 11.1. Going to low temperatures,
both the kink and the minimum in α get close to U˜MIT where the cross-over of
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Reference [141] takes place. In addition, U˜MIT → 0 as T → 0, which leads to the
expectation Vc → 0 for T → 0, as shown in Figure 11.3. A first-order transition
will occur for smaller and smaller V as the temperature goes down.
The bifurcation and the appearance of two solutions is analogous to the liquid-
gas transition in the Van der Waals equation. This time, the quantity −∂D/∂U˜ >
0, with D the double occupancy, plays the role of the compressibility: the quant-
ity is necessarily positive based on thermodynamic arguments given below. How-
ever, above Vc, the variational principle would violate this thermodynamic de-
mand. This is resolved via a Maxwell construction, with a coexistence region
characteristic of first-order transitions.
That the quantity −∂D/∂U˜ needs to be positive can be shown based on ther-
modynamics, and this also allows us to derive a useful relation between derivat-
ives at constant µ and at constant n. Let H = H0+U
∑
iDi−µ
∑
i ni, where Di
is the double occupancy of site i, ni is the occupancy of site i, and H0 contains
all other terms in the Hamiltonian. Then −U and µ can be interpreted as the
Lagrange multipliers fixing the average double occupancy, D = 1/N
∑
iDi, and
the average particle number, n = 1/N
∑
i ni, respectively. The free energy per
site of a state with density matrix ρ is given by f(ρ) = f0(ρ) +UD− µn where
f0(ρ) = 1/N [E0(ρ) − TS(ρ)]. The thermodynamic ground state ρ0 minimizes the
free energy, so deviations δρ from ρ0 increase the free energy: δf > 0. If we para-
metrize the density matrix via the double occupancy and the particle number,
deviations from the thermodynamic ground state lead to the following changes
in the free energy:
δf =
∂f0
∂D
δD+UδD+
∂f0
∂n
δn− µδn
+
1
2
∂2f0
∂D2
δD2 +
1
2
∂2f0
∂n2
δn2 +
∂2f0
∂D∂n
δDδn. (11.1)
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The condition that f is at an extremum demands that the first-order terms vanish,
i.e., ∂f0/∂D = −U and ∂f0/∂n = +µ. The second-order term can be written in
matrix form as
δf =
1
2
(
δD δn
) ∂2f0∂D2 ∂2f0∂D∂n
∂2f0
∂D∂n
∂2f0
∂n2
(δD
δn
)
=
1
2
(
δD δn
)−∂U∂D −∂U∂n
∂µ
∂D
∂µ
∂n
(δD
δn
)
(11.2)
Now, the condition δf > 0 means that both eigenvalues of this matrix should be
positive. Since the matrix is symmetric, this leads to the conditions for thermo-
dynamic equilibrium,
0 < −
∂U
∂D
, (11.3)
0 <
∂µ
∂n
, (11.4)
0 <
∂U
∂n
∂µ
∂D
−
∂U
∂D
∂µ
∂n
. (11.5)
Eq. (11.4) tells us that the compressibility κ = ∂n/∂µ is positive (at constant
double occupancy), Eq. (11.3) that the double occupancy decreases as a function
of U (at constant density). The symmetry of the matrix implies the Maxwell
relation ∂µ/∂D = −∂U/∂n = A.
We consider the relation between ∂D/∂U at constant chemical potential and at
constant n. We define the implicit function µ(U,n) to give the chemical potential
corresponding to U and n, via n(U,µ(U,n)) = n. We find
∂n
∂U
∣∣∣∣
µ
+
∂n
∂µ
∂µ(U,n)
∂U
= 0. (11.6)
Using this, we obtain
∂D
∂U
∣∣∣∣
n
−
∂D
∂U
∣∣∣∣
µ
=
∂D
∂µ
∂µ(U,n)
∂U
(11.6)
= −
∂D
∂µ
∂n/∂U
∂n/∂µ
=κ−1A−2 > 0, (11.7)
where κ is the compressibility and A is the off-diagonal element in Eq. (11.2).
The positivity follows since κ has to be positive for thermodynamic stability and
11
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Figure 11.4: The sublattice magnetization and the derivative of the double occupancy in
DMFT for the d→∞ hypercubic (left) and hyperdiamond (right) lattices.
A appears as a square. Together with Eq. (11.3) this completes the proof and
gives
0 < −
∂D
∂U
∣∣∣∣
n
6 −∂D
∂U
∣∣∣∣
µ
. (11.8)
Coming back to the metal-insulator transition and going towards infinite di-
mension, the hyperdiamond lattice again shows a linearly vanishing DOS and
the hypercubic lattice has a finite DOS at the Fermi energy. Now, DMFT can be
used since it is exact in this limit. We do allow for AF and determine the net
magnetization |m| per site. Figure 11.4 shows that at low T and some critical
value Uc(T), the net magnetization becomes finite and the AF order sets in. In
the hyperdiamond lattice, Uc(T) goes to a constant at low temperatures in close
analogy with the hexagonal lattice. For the hypercubic lattice, just like for the
square lattice, Uc(T) goes to zero for T → 0. For the hypercubic lattice, there is
a discontinuity in ∂D/∂U, which means that in the extended Hubbard model
the first-order transition occurs already for infinitesimally small V . For the hy-
perdiamond lattice, there is no discontinuity and finite V is needed to create a
first-order transition.
These different scenarios are closely related to what happens with the mag-
netism, since the double occupancy and m are related as m2 = n− 2D. The two
lattices with a vanishing DOS have unusual critical behaviour [238] and finite Vc.
In the square lattice, Mermin-Wagner (see Section 7.4) forbids a finite temperat-
ure AF transition, so both m and D depend smoothly on U˜ and Vc stays finite.
For d > 2, an AF transition occurs at finite T [49, 239], gives a kink in the double
11
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occupancy and Vc = 0. This shows that a vanishing Vc is actually the generic
case, on bipartite lattices, and that even small nonlocal interactions change the
order of the metal-insulator transition. This sheds interesting light on the ques-
tion of the order of metal-insulator transitions, which has been discussed for
decades [41, 240, 241].
Part IV
P L A S M O N S I N S T R O N G LY C O R R E L AT E D
S Y S T E M S
The charge susceptibility at long wavelength features collective ex-
citations. For weakly interacting systems these are well-understood.
Since charge is a conserved quantity, one would expect a correspond-
ing Goldstone mode with vanishing energy in the limit of small mo-
menta, a zero sound mode. However, the long-ranged nature of the
Coulomb interaction leads to a finite plasmon frequency in three-
dimensional systems. This makes plasmons a prominent example of
qualitative changes caused by nonlocal interactions. Using the dual
boson approach, these collective excitations can now be studied in
the strongly correlated systems. In this part of the thesis, the zero
sound mode in the two-dimensional Hubbard model is studied first,
before continuing with plasmons in three and two dimensions.
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Z E R O S O U N D I N T H E T W O - D I M E N S I O N A L H U B B A R D
M O D E L
This chapter describes the long-wavelength collective charge excitations in the
Hubbard model. We obtain a zero sound mode in the metallic regime which
persists up to the Mott transition. This mode has a linear dispersion with van-
ishing energy at long wavelengths. It is the Goldstone mode related to charge
conservation. EDMFT violates charge conservation, and as it incorrectly shows
a finite energy for the collective mode at long wavelengths.
This chapter is a part of the publication:
Hartmut Hafermann, Erik G. C. P. van Loon, Mikhail I. Katsnelson, Alexander I.
Lichtenstein, and Olivier Parcollet, Collective charge excitations of strongly correlated
electrons, vertex corrections, and gauge invariance, Physical Review B 90, 235105
(2014).
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Figure 12.1: Left panel: Lattice susceptibility − 1pi Imχω(q) for the half-filled noninter-
acting two-dimensional model (i.e. U = 0) with full bandwidth W = 2 and
at finite temperature T = 0.02, along a high-symmetry path in momentum
space. Γ , X and M denote the wave vectors (0, 0), (0,pi), and (pi,pi), respect-
ively. Right panel: Noninteracting dispersion.
It has been known since the 1960’s that gauge invariance is closely related to
the collective modes [242] and the criteria for obtaining conserving approxima-
tions that respect gauge invariance have been formulated at the time [146, 147].
For weak coupling, these requirements are fulfilled within the RPA. However,
the description of correlated systems requires a frequency-dependent self-energy.
Designing gauge invariant approximations is much less straightforward in this
case, because dynamical vertex corrections are required. We check explicitly that
the DMFT charge susceptibility, which includes these corrections, fulfills the
Ward identity in finite dimensions (here d = 2) and that as a result the charge
conservation law is fulfilled.
12.1 model
In this chapter, we restrict ourselves to the Hubbard model, where the DMFT
susceptibility is equivalent to dual boson (see 4.9). In particular, we focus on the
two-dimensional square lattices with the Hubbard Hamiltonian
H =− t
∑
rdˆσ
(
c
†
rσcr−dˆσ + c
†
r−dˆσ
crσ
)
+U
∑
r
nr↑nr↓. (12.1)
Here, r denote the discrete positions of the lattice sites and the sum over dˆ implies
a sum over the displacement vectors dˆ = a(1, 0, 0), a(0, 1, 0). For simplicity, we
restrict ourselves to nearest-neighbor hopping t only. The lattice spacing a is set
to unity in the following. The energy unit is chosen such that 4t = 1 in both two
and three dimensions and all results are obtained at temperature T = 0.02.
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Figure 12.2: RPA results for the imaginary part of the charge susceptibility − 1pi Imχω(q)
of the half-filled Hubbard model for various values of U and T = 0.02.
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(a) Quasi-particle weight Z and
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function of U. Both vanish in the insulating
phase. Close to the transition Z is proportional
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Figure 12.3: Approaching the Mott transition at U ∼ 2.36, all at T = 0.02.
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12.2 results
Let us now turn to the results for the charge susceptibility in the two-dimensional
Hubbard model. To set the stage for the discussion, we examine the noninteract-
ing case first. In the upper panel of Figure 12.1 we plot the (negative) imaginary
part of the noninteracting susceptibility
χ0ω(q) =
T
N
∑
kν
G0ν+ω(k+ q)G
0
ν(k) (12.2)
on real frequencies. Its features are best understood in terms of the noninteract-
ing dispersion k, which we plot in the panel below. The maximum energy up to
which one can see significant spectral weight is found at the M-point [q = (pi,pi)].
This wave vector connects maximum and minimum in the dispersion and its en-
ergy is correspondingly given by the bandwidth W = 2. One can also see a
structure of high intensity at very low energy and in the vicinity of the M-point,
which is due to the nesting of the Fermi surface. The maximal intensity at the
M-point is found here. The strongest overall response occurs at the X-point. Its
dominant contribution in the convolution stems from those k-points for which
the wave vector X connects two extremal points (Γ -X and X-M, respectively) and
therefore corresponds to the energy ω = 1, which is equal to the half bandwidth.
One can further see that the energy of the particle-hole excitations approaches
zero in the long-wavelength limit.
In Figure 12.2 we show results for the interacting case obtained from a stand-
ard random phase approximation (RPA) calculation. In RPA, the charge correla-
tion function reads
χRPAω (q) =
χ0ω(q)
1−Uχ0ω(q)
, (12.3)
with χ0 defined in (12.2). By construction, the RPA is of course only reliable for
small values of U. Here we plot RPA results for larger values of the interaction
for a comparison with the correlated case. For U = 0.5, we observe a picture that
is similar to the noninteracting case. The same structures are present also for
larger values of U, albeit some of them, e.g. the structure which has an energy
minimum at the M-point, become less visible. As U increases, the largest overall
response shifts from X- to the to M-point above U = 1. The collective excitation
becomes better defined. Because the interaction is short-ranged, this collective
mode –the zero-sound mode– goes to zero energy in the long-wavelength limit
for all values of U. For values of U larger than the bandwidth, the maximum
energy at the M-point is determined by the energy scale U instead of W.
Using DMFT, we can now investigate whether and how this physical picture
is modified in a strongly correlated metal, close to a Mott transition. For com-
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Figure 12.4: Imaginary part − 1pi Imχω(q) of the DMFT charge susceptibility including
vertex corrections obtained via analytical continuation using Padé approxim-
ants. The low energy dispersion obtained from a fit of the Matsubara data is
indicated by a white line (cf. text).
pleteness, let us start by briefly showing some well-known aspects of the Mott
transition in DMFT, as illustrated in Figs. 12.3a and 12.3b. Figure 12.3a shows
the corresponding quasiparticle weight Z = (1−dReΣω/dω)−1 as a function of
U computed using a polynomial extrapolation of the self-energy on Matsubara
frequencies1. On this lattice, the transition occurs at Uc = 2.36± 0.01. Z vanishes
at the Mott transition, corresponding to a divergent effective mass [103] m∗/m ∼
1/Z. The static homogeneous charge susceptibility limq→0 limω→0−χ(ω,q) =
dn/dµ (see also Chapter 5) is shown in the same figure. It is proportional to the
compressibility and therefore vanishes in the insulator. In Figure 12.3b, we plot
the local density of states for different values of U. One can see a well-defined
quasi-particle peak and the Hubbard bands at ω ∼ U. For values above the
transition, the density of states exhibits a gap.
The DMFT susceptibility including vertex corrections is shown in Figure 12.4
for the same parameters as the RPA results in Figure 12.2. We obtain it by analyt-
ical continuation from Matsubara frequencies. In the weakly correlated regime,
for U up to about 1, the results are similar to the RPA, albeit we observe a
somewhat broader spectrum. In particular, one can see the minimum at the M-
point, which is present up to at least U ∼ 1. In the moderately correlated regime,
1 We have used polynomials up to degree six. The results are converged for all values of U for
polynomials of degree five.
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Figure 12.5: Maxima of the charge susceptibility of Figure 12.4 (lines with symbols)
and dispersion obtained from a fit of the Matsubara data (lines) for small
q-vectors up to about one third the way to the X-point indicating the slope of
the zero-sound mode. Inset: cut at small fixed momentum q = 0.03125 (2pi/a)
through the charge susceptibility for U = 2.2. The arrow indicates the max-
imum which corresponds to the point marked by an arrow in the main panel.
U ∼ 1.5, this feature is no longer resolved in our data, but the spectra retain a
similar shape as in RPA, showing a well defined mode for all wave vectors. Its
maximum at M is still approximately equal to the bandwidth. As the transition
is approached, however, the spectrum changes substantially. It is considerably
broadened and damped at the X-point, while at the M-point it gains relative
intensity. For large interaction, the maximum at the M-point occurs at the scale
of U.
The collective mode is visible all the way to the transition. Its frequency van-
ishes in the long-wavelength limit. This is expected for reasons we shall explain
below. We cannot strictly exclude even qualitative changes in particular of the
high energy features in the spectra because of the ill-conditioned nature of the
analytical continuation problem (as discussed in Section 3.6.1). We can, however,
further substantiate the results for the low energy collective mode directly from
the Matsubara data: The polarization Πω(q) defined by
χω(q) =
−Πω(q)
1+UΠω(q)
(12.4)
is a function of q/ω for small q, as explained in Section 12.3. We fit the Matsub-
ara data with an expression of the form Πω(q) = −b(q/iωm)2/[1+c2(q/iωm)2],
for a small Matsubara frequency m = 3, where b and c are the free parameters.
We can readily analytically continue this function by letting iω→ ω+ i0+. The
dispersion is defined by the zeros of the denominator in (12.4) and can be ex-
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Figure 12.6: The effect of neglecting vertex corrections on the susceptibility, at local in-
teraction U = 2.2 and otherwise the same parameters as in Figure 12.4.
Local and nonlocal vertex corrections are necessary to restore the zero-sound
mode.
pressed in terms of the fit parameters as ω(q) = q
√
c2 + bU. The thus obtained
dispersion is indicated by a white line in Figure 12.4. In Figure 12.5, we plot the
maximum of the charge susceptibility for small wave vectors together with the
linear dispersion obtained from the fits. The data are in good agreement show-
ing that the Padé approximation is reliable within this energy range. There is no
appreciable change in slope of the mode with increasing interaction. Although it
is less visible in Figure 12.4 due to decreasing contrast close to the transition, it
remains well defined as can be seen from a fixed momentum cut of the suscept-
ibility shown in the inset of Figure 12.5. In the insulator, this mode disappears
as expected. All excitations acquire a minimum energy ∼ U.
We are now going to show that the non-local (reducible) vertex corrections play
an essential role to obtain a correct description of the low energy physics, even at
a very qualitative level. Because incorporating the full vertex corrections is technic-
ally demanding, they are often neglected and the susceptibility is often approx-
imated by a simple bubble approximation, i.e. by a product of interacting DMFT
Green’s functions χ0ω(q) = (T/N)
∑
kνGν+ω(k+ q)Gν(k). In Figure 12.6a, we
plot the susceptibility for U = 2.2, obtained within this bubble approximation.
It is essentially featureless for all wave vectors. In the long-wavelength limit, it
exhibits spectral weight at finite energy in contradiction to the foregoing and the
standard textbook RPA approximation. For small but finiteU, the bubble approx-
imation still exhibits a mode which goes, at least approximately, to zero in the
long-wavelength limit. In the correlated regime (larger U), however, the vertex
corrections are essential for a qualitatively correct description of the collective
excitations. In the next section, we will relate the existence of the zero-sound
12
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to the gauge invariance and the associated Ward identities. The failure of the
bubble approximation can be traced back to a violation of gauge invariance.
We note that in contrast to the susceptibility, the optical conductivity in DMFT
is unaffected by the vertex corrections in the long-wavelength limit. Vertex cor-
rections drop out of the conductivity as a consequence of the locality of the
irreducible vertex and the inversion symmetry of the lattice (see References [103,
106]).
A natural question to ask at this stage is whether an approximation with only
local vertex corrections could be sufficient to capture the zero-sound mode. To
gain more insight into this question, we consider a more advanced approxima-
tion than the bubble. Namely, we compute the susceptibility within an approxim-
ation that includes short-range vertex corrections, but neglects correlations from
the reducible vertex of the lattice Γ . To be precise, we compute it using Equa-
tion (4.30), however, neglecting the second term containing the lattice vertex Γ in
Equation (4.74). The important point here is that such an approximation neglects
ladder diagrams containing many repeated particle-hole scattering processes on
different lattice sites contained in Γ . The result is shown in Figure 12.6b. As
expected, the long-wavelength properties are clearly not reproduced correctly
in this approximation. It wrongly predicts a finite energy collective mode. We
note that in the long-wavelength limit, the ladder diagrams contribute at all
orders. Low-order diagrams that describe charge correlation contain independ-
ent particle-hole propagation (described by the bubble) over large distances,
which is unlikely. Therefore, it is physically clear that higher-order diagrams
are important. In these higher-order diagrams, the large distance is covered by
many shorter displacements, with local scattering in between, as discussed in
Section 4.9. Features at finite wave vectors sufficiently far from the Γ -point are,
however, remarkably well captured. Here, the short-range vertex corrections are
necessary, but also appear to be sufficient to reproduce qualitative features.
12.3 gauge invariance
In Chapter 7, one of the requirements for charge conservation was that the im-
purity model satisfies the local Ward identity, specifically [64, 92]
Σν+ω − Σν = −T
∑
ν ′
Γ irrνν ′ω [gν ′+ω − gν ′ ] . (12.5)
Here, the minus sign on the right-hand side of Equation (12.5) stems from the
fact that our convention for the irreducible vertex is such that Γ irr = −U to lowest
order in U. This Ward identity is a manifestation of the gauge invariance. While
being an approximation in finite dimensions, the DMFT susceptibility preserves
local charge conservation exactly, even on a finite dimensional lattice.
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In our calculations we obtain the vertex, self-energy, and Green’s function
by solving the impurity model numerically exactly. That the Ward identity is
indeed fulfilled numerically is illustrated in Figure 12.7, where we plot both
sides of Equation (12.5) for different bosonic frequencies. In order to evaluate
the frequency sum on the right-hand side, we have replaced the irreducible
vertex by −U above the frequency cutoff up to which it is calculated explicitly.
The identity is evidently well fulfilled. For high frequencies, deviations occur
which partly originate from the numerical noise which increases with frequency,
as well as from the finite frequency cutoff of the vertex function. The latter is
computed by inverting a local BSE, which is affected by the finite frequency
cutoff. In general, for a correct description of the collective excitations, the low-
energy behavior of the vertex function is decisive, which is well captured in our
calculations. Note that the numerical error seen in this figure does not propagate
into the calculation of the lattice susceptibility, because the irreducible vertex
does not have to be computed (see Section 4.8).
We would like to point out the relation of the above to the self-consistent
Hartree-Fock approximation and RPA [31]. In static mean-field theory, the above
equations still hold with Σ = U 〈n〉 and Γ irr = −U. As a consequence, Equa-
tion (12.5) is identically fulfilled, showing that the Hartree-Fock approximation
is conserving. The Bethe-Salpeter equation for the response function is then equi-
valent to the random phase approximation (RPA) for the susceptibility [Equa-
tion (12.3)].
In the long-wavelength limit, the susceptibility χω(q) is a function of the ratio
q/ω [243]. The same holds for the polarization since it is related to χ through a
simple geometric series:
χω(q) =
−Πω(q)
1+UΠω(q)
. (12.6)
The dispersion of the collective mode is determined by the poles of χ, or as the
solution to the equation 1+UΠω(q) = 0. Since the interaction U is constant (in
general, a short-range interaction remains finite in the limit q→ 0), the solution
to the above equation must be a kind of sound, i.e., q/ω = const. The analysis
is the same as in the textbook RPA case, except that the polarization Πω(q) is
a function produced by the DMFT calculation instead of the Lindhardt function
in the RPA case. The key fact is that for small momentum, Πω(q) is a function
of q/ω and hence not a continuous function of (ω,q) at (0, 0). As shown above,
this is a consequence of gauge invariance. Moreover, every approximation that
violates the Ward identity is likely to miss this singularity of the function, and
will not be able to reproduce the correct low-energy behavior.
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Figure 12.7: Numerical illustration of the fulfillment of the local Ward identity. Both sides
of the equation (12.5) are plotted for different bosonic frequencies ωm =
2mpi/β for the two-dimensional Hubbard model in DMFT for two different
values of U somewhat below (left) and above (right) the Mott transition. Res-
ults for the left-hand side of the equation, Σν+ω − Σν, are marked by lines
with triangles and for the right-hand side −T
∑
ν′ Γ
irr
νν′ω[gν′+ω − gν′ ] by
circles, showing good agreement. Note that for ωm = 0, the equation is
identically fulfilled as both sides vanish.
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Since we use a quantum Monte Carlo impurity solver, it is useful being able
to observe the restriction imposed by gauge invariance also on the level of the
Matsubara frequency data. There, it reads [45]
(iω)2χω(q) =
q→0
0. (12.7)
The charge susceptibility has to vanish for any finite frequency in this limit and
hence also for subsequently taking the limit ω → 0. On the other hand, taking
the limit ω → 0 first leads to the the static response limq→0 limω→0 χω(q) =
−dn/dµ which is finite in the metallic phase. Hence, the limits limω→0 and
limq→0 do not commute, which implies a discontinuous jump in the susceptib-
ility. The Lindhardt bubble, corresponding to the noninteracting result, has the
required property [244, 245]. The non-commutativity of the susceptibility comes
from the product of Green’s functions χ0kq = GkGk+q in Equation (12.2). It is
singular in this limit, because the poles of the Green’s functions merge when
q→ 0 (see, e.g., Reference [243], Chapter 6, Section 4).
Figure 12.8 shows that the susceptibility including vertex corrections indeed
vanishes for finite frequencies and displays a discontinuity.2 The bubble approx-
imation computed from interacting Green’s functions, on the other hand, clearly
violates gauge invariance. The result is continuous, which explains the failure of
the bubble approximation observed previously.
One can expect that the discontinuity (which can be used as a rigorous test
for the implementation) will only be restored by summing an infinite number
of diagrams beyond the bubble. Physically, it is clear that in order to describe
the long-wavelength behavior of the two-particle excitations and the response
functions, repeated particle-hole scattering generated through the Bethe-Salpeter
equation is essential. At the same time, the Bethe-Salpeter equation accounts for
the collective mode and ensures gauge invariance. In this sense, the collective ex-
citations are key to the gauge-invariant character of the theory. A different way
of seeing this is the fact that the effective quasiparticle interaction determined by
the vertex function generates the back flow of electrons around a quasiparticle
moving through the medium [243]. This back flow is necessary to fulfill the con-
tinuity equation and hence to assure local charge conservation. In the insulator,
dn/dµ = 0 because of the gap so that the discontinuity disappears and with it
the zero-sound mode.
2 The condition (12.7) can be used to benchmark the accuracy of the simulation. Deviations from zero
occur due to Monte Carlo noise in the vertex function and an insufficient frequency cutoff.
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Figure 12.8: The DMFT susceptibility χω(q) for q = 0 (red curve) and ω = 0 (blue curve),
for U = 1, T = 0.02. As a consequence of gauge invariance, the limits ω→ 0
and q→ 0 of χω(q) do not commute. For a frequency-dependent self-energy,
this condition is respected by including vertex corrections. It is violated for
the bubble approximation for which the limits commute.
12.4 conclusions
In this chapter, we have addressed the collective charge excitations of strongly
correlated electrons in presence of short-range interactions and discussed the re-
lation between gauge invariance and vertex corrections. The non-local vertex has
been shown to be essential for a qualitatively correct description of the collective
zero sound mode. This mode emerges through an RPA-like mechanism and are
present up to the Mott transition. Our results emphasize the importance of in-
cluding vertex corrections from a fully frequency-dependent irreducible vertex
when working with a frequency-dependent self-energy. Respecting gauge invari-
ance is necessary in order to obtain a proper description of the collective modes
in correlated media.
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P L A S M O N S O N T H E C U B I C L AT T I C E
In this chapter, we extend the analysis of the previous chapter to a model with
long-range interactions, namely the extended Hubbard model on the cubic lat-
tice, with a Coulomb-interaction in momentum space. The long-range character
of the interaction qualitatively changes the picture of the collective modes. In-
stead of a zero sound mode with linear dispersion, the model has a plasmon
with a finite plasma frequency. In the dual boson approximation, we correctly
find this plasmon mode with a plasma frequency consistent with the single-
particle properties. As before, the nonlocal corrections beyond EDMFT are ne-
cessary to find the right long-wavelength behavior.
This chapter is a part of the publication:
Hartmut Hafermann, Erik G. C. P. van Loon, Mikhail I. Katsnelson, Alexander I.
Lichtenstein, and Olivier Parcollet, Collective charge excitations of strongly correlated
electrons, vertex corrections, and gauge invariance, Physical Review B 90, 235105
(2014).
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We continue with the extended Hubbard model on the three-dimensional cu-
bic lattice. The model is described by the Hamiltonian
H =− t
∑
rdˆσ
(
c
†
rσcr−dˆσ + c
†
r−dˆσ
crσ
)
+U
∑
r
nr↑nr↓ +
1
2
∑
rr ′
V(r− r ′)nrnr ′ . (13.1)
Here, r denote the discrete positions of the lattice sites and the sum over dˆ implies
a sum over the displacement vectors dˆ = a(1, 0, 0), a(0, 1, 0) and a(0, 0, 1). For
simplicity, we restrict ourselves to nearest-neighbor hopping t only. The lattice
spacing a is set to unity in the following. In the above, we have written the
local Hubbard interaction with Coulomb repulsion U explicitly. The last term
contains the non local part of the interaction, which may be long-ranged. Its
Fourier transform will be denoted V(q). The energy unit is chosen such that
4t = 1.
Plasmons are long-wavelength excitations of the electron gas with a finite
energy, which appear in presence of a Coulomb potential. In the continuum,
the Coulomb interaction in a three-dimensional system in momentum space
is 4pie2/(q2), where e is the electron charge,  is the dielectric constant of
the background and q is the momentum. On the lattice, we use the following
expression for a Coulomb-type potential in three dimensions,
V(q) =
{
e2 V
q2
q 6= 0,
0 q = 0,
(13.2)
where e is again the electron charge, q is now a momentum in the Brillouin Zone
and V is a single parameter that describes the dielectric constant and the change
from continuum to lattice. Setting the interaction to zero for q = 0 corresponds
to adding a homogeneous positively charged background which compensates
the negative charge of the electron gas.
We perform self-consistent EDMFT calculations, followed by a single iteration
of dual boson. As in Section 4.6, the EDMFT susceptibility is given by
XEDMFTω (q) =
1
χ−1ω +Λω − V(q)
. (13.3)
Here, χω is the impurity charge susceptibility. In this chapter, we write fre-
quency arguments in subscripts and momentum arguments in brackets, to em-
phasize the different treatment of these quantities within EDMFT. This equation
13
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Figure 13.1: (a) Polarization Πωm(q) as a function of momentum qx for qy = 0 and
different Matsubara frequencies ωm. For ωm > 0 and small q, we clearly
observe the ∼ q2 behavior of the polarization as required by gauge invari-
ance. Dashed lines show fits to a −b(q/iωm)2/[1+ c2(q/iωm)2] behavior
for ωm > 0 (b and c are fit parameters). When q is small compared to the
frequency, the q2 behavior is clearly visible. For small ωm, it is less visible
due to the finite momentum resolution. (b) Fixed momentum cuts of the
imaginary part of the inverse dielectric function for the smallest momentum
q > 0 and for U = 1, T = 0.02 and different values of V . The arrows indicate
the plasma frequency computed from Equation (13.11).
can be understood as follows. Consider the representation of the susceptibility
in terms of the polarization Π:
Xω(q) = −Πω(q) +Πω(q)V(q)Πω(q)∓ . . .
=
−Πω(q)
1+ V(q)Πω(q)
=
1
−Πω(q)−1 − V(q)
, (13.4)
which is a simple geometric series. Π contains all diagrams irreducible with
respect to the interaction Vq. In EDMFT, the polarization is obtained from the
impurity model, which yields a non-perturbative, albeit local result. The impur-
ity susceptibility χω contains polarization diagrams. However, it cannot directly
be used as the polarization because it contains diagrams reducible in Λ. Let us
denote ΠΛω = −χω. We can easily take out these reducible contributions by writ-
ing ΠΛω as a geometric series: ΠΛω = Π/(1+ΛωΠω) or Π−1ω = (ΠΛω)−1 −Λω =
−χ−1ω −Λω. Inserting this into (13.4) recovers (13.3).
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In case of a Coulomb potential, the collective charge excitations are plasmons,
whose dispersion relation ω(q) is solution of
1+ V(q)Πω(q) = 0. (13.5)
In the standard RPA analysis (where Π is just the Lindhardt function), for q→ 0,
ω finite, one has (with f some function, and g the coupling constant)
Πω(q) ∼ gq2f(ω) +O(q4), (13.6)
which yields the plasmon dispersion relationω(q) = ωp+aq2 at small q, where
a is a constant and ωp the plasma frequency. ωp is the solution of
1+ ge2Vf(ωp) = 0. (13.7)
From the discussion of gauge invariance in the previous chapter, we know that
the susceptibility vanishes in the long-wavelength limit for finite frequencies,
Xω(q → 0) = 0. By virtue of (13.4), we expect the same behavior for the po-
larization, i.e., Π(q → 0,ω) = 0. This behavior can be observed directly on the
Matsubara data, as shown in Figure 13.1a: for finite Matsubara frequencies, the
polarization vanishes in the long-wavelength limit. At small momenta, the data
are well described by a function of the form −b(q/iωm)2/[1+ c2(q/iωm)2]. For
q small compared to iωm, the polarization is clearly proportional to q2. One
therefore expects that the standard RPA analysis still holds in the correlated
regime.
In the EDMFT approximation, however, the polarization is computed from the
local susceptibility and hence momentum independent. Therefore, the equation
for the dispersion relation is
1+
e2VΠω
q2
= 0. (13.8)
The polarization has to decrease as a function of large frequencies and to lead-
ing order we expect it to behave as Π(ω) ∼ 1/ωα, with some α > 0. As a
consequence, the frequency of the excitation will diverge in the long-wavelength
limit: ω ∼ 1/q2/α. This behavior is shown in the left panel of Figure 13.2a. We
note that a priori a solution with a finite plasma frequency could exist if the polar-
ization were to vanish for a finite ω. We do not observe this in our calculations,
however. We therefore find that EDMFT does not provide a valid description of
plasmons.
In the dual boson approach, the description of the collective modes amounts
to replacing Equation (13.3) by
Xω(q) =
1
χ−1ω (q) +Λω − V(q)
, (13.9)
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Figure 13.2: − Im −1(E,q) for small values wave vectors up to |q| ∼ 2pi · 0.34 showing
the plasmon mode in the three-dimensional Hubbard model with Coulomb
interaction V(q) ∝ 1q2 .
where χω(q) is given by Equation (4.30) (as X ′qω), which includes non-local
vertex corrections into the EDMFT susceptibility. In EDMFT, there is an ambigu-
ity of calculating the susceptibility. It is either given by the bosonic propagator
(13.3), or can be obtained similarly as in DMFT. In the latter case, one computes
the susceptibility from (13.9) with χω(q) computed from the DMFT expression.
In dual boson, the bosonic propagator is also given by (13.9), however with
χω(q) determined from the dual polarization in Equation (4.71). As discussed
in Section 4.9, the two expressions for χω(q) are equivalent, so that the dual
boson approach resolves this ambiguity.
The resulting polarization Πω(q) = [−χ−1ω (q)−Λω]−1 depends on momentum,
in contrast to EDMFT. It can be proven that this approach yields a gauge-invariant
response in the long-wavelength limit [45]. Let us now show that this approach
indeed describes plasmons.
13.1 results
In this section, we present results for the three-dimensional extended Hubbard
model with the infinite-range potential (13.2) of strength V . We use a momentum-
space discretization of 32 × 32 × 32 k-points.1 All results are for temperature
T = 0.02.
1 Momentum-dependent quantities including the vertex function are calculated on the irreducible part
of the Brillouin zone only and the vertex function is stored for a single momentum at a time.
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To begin with, we compare the physical content of the two approximations for
the polarization operator which enter Equations (13.3) and (13.9), respectively. To
this end, we examine the inverse dielectric function
−1ω (q) = 1+ V(q)Xω(q). (13.10)
Here, Xω(q) is analytically continued to the real axis using Padé approximants.
The dielectric function is experimentally accessible through electron energy-loss
spectroscopy (EELS). In Figure 13.2a, we plot the inverse dielectric function for
small momenta and on real frequencies. As mentioned before, the energy of
the collective mode diverges in the long-wavelength limit in EDMFT (left part
of the figure). Including vertex corrections into the polarization, corrects this
unphysical result and we observe a plasmon mode at finite energy in the long-
wavelength limit (right panel). The dispersion of this mode is roughly consistent
with a q2 behavior.
We can study the dependence of this mode on the interaction strength. In
Figure 13.2b, we plot the inverse dielectric function for different values of the
local interaction U but fixed strength of the long-range potential set to V = 0.5.
We see that with increasing on-site interaction, the mode shifts to lower energies,
as indicated by the horizontal bars which mark the center of the peak at low q.
The spectral weight also decreases with increasing interaction.
13.2 plasma frequency
In order to show that the observed mode is indeed the collective plasmon ex-
citation, we can compare the maximum of the spectral intensity to the plasma
frequency for this model. The derivation of the plasma frequency is essentially
based on gauge invariance. One can obtain the expression either starting from
the continuity equation for the response kernel, or alternatively from the elec-
trical conductivity and using the f-sum rule [246]. A detailed derivation based
on the electromagnetic response kernel is given in the original work [92]. The
result is
ω2p = e
2a2tVN, (13.11)
where we have defined
N :=
2
N
∑
kσ
cos(kza) 〈nkσ〉 . (13.12)
Here we have assumed the field to be oriented along the z-axis. In order to
rationalize this expression, we note that by linearizing the dispersion in the
vicinity of the Fermi level and identifying the coefficient (the velocity) with k/m,
13
192 plasmons on the cubic lattice
we see that t ∼ 1/m, where m is the bare band mass. Further letting a = 1,
V = 4pi and replacing N with n, it formally takes the same form as the plasma
frequency in the continuum, ω2p = 4pine2/m. The appearance of N instead of
the local density is a peculiarity of the lattice model and a consequence of the
fact that the electromagnetic potential couples to the bonds rather than to the
local charge density [92].
An alternative derivation based on the asymptotic results of Chapter 7 is pos-
sible. The basic idea is that plasmons are a high frequency phenomenon, com-
pared to the typical (vanishing as q → 0) energy scale of the zero sound mode.
This makes it acceptable to use the high frequency asymptotic expression, Equa-
tion (7.3). In the limit q→ 0, this expression reads
lim
q→0
lim
ω→∞(iω)2Xω(q) = −12Ekin |q|2 = tN |q|2 (13.13)
As an aside, we note that this result has spherical symmetry, starting from a for-
mula with only discrete cubic symmetry. For long wavelengths the discreteness
of the lattice is not so important anymore. In the definitions used here, asymp-
totically the polarization and susceptibility only differ in sign. Combining the
polarization with the interaction V(q) = V/q2 to get the plasmon dispersion,
Equation 13.5, and performing the analytical continuation iω→ ωp gives
0 = −1 = 1−
VtN
ω2p
⇒ ω2p = tVN, (13.14)
as in Equation (13.11), with the dimensionless constants e = 1 and a = 1 inserted.
This proof immediately shows that only a theory which recovers the correct
asymptote will have the right plasma frequency.
In Figure 13.1b, we show low momentum cuts of the inverse dielectric func-
tion (the data for V = 0.5 are the same as in the first panel of Figure 13.2b). They
exhibit a well-defined peak, the position of which is well captured by the expres-
sion for the plasma frequency [Equation (13.11)]. The agreement is remarkable
given that the dielectric function has been obtained by analytical continuation.
We emphasize that this coincidence is not trivial: the position of the peak (the en-
ergy of the collective mode) is determined by the two-particle properties of the
system, while the plasma frequency is computed from single-particle properties
(i.e., the density distribution) only. This relation is a consequence of gauge invari-
ance, which is seen to be fulfilled in our calculation. The connection of single-
and two-particle properties is reminiscent of the Ward identity. We further note
that the result for the plasma frequency is not restricted to our particular approx-
imation, but applies to any approximation on a discrete lattice which respects
gauge invariance (including RPA).
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Figure 13.3: The plasma frequency is not a constant and depends on U and doping.
The plasma frequency depends on the local interaction through N (which is
essentially the kinetic energy). In Figure 13.3a, we plot the dependence of ωp on
U. The plasma frequency decreases with increasing interaction as observed in
Figure 13.1b. In a simplified picture, the plasma frequency decreases because it is
inversely proportional to the square root of the effective mass and the effective
mass increases with interaction. According to (13.12), the frequency decreases
because the density distribution becomes less momentum dependent as the in-
teraction increases. In the insulator 〈nkσ〉 remains momentum dependent and
hence the frequency remains finite, but the spectral weight drops to zero.
Clearly, the plasma frequency does not scale with the quasiparticle Z (which
also holds for a short-range interaction). This has the important implication that
plasmons in strongly correlated systems are beyond Fermi-liquid theory where
the quasiparticle contributions are considered dominant [243, 244, 247]. From
the general theory of interacting Fermi systems [243, 247] it is known that there
are two contributions to the occupation number 〈nkσ〉: the quasiparticle contri-
bution, which originates from the pole of the electron Green’s function and is
proportional to Z, and a non-quasiparticle one, which stems from the branch
cut of the Green’s function and relates to its “incoherent” part. One can clearly
see from Figure 13.3a that in the vicinity of the metal-insulator transition, the
plasma frequency is mostly associated with the incoherent (non-quasiparticle)
properties.2 The plasmons, however, remain well defined as one can see from
Figs. 13.2b and 13.1b.
2 Within DMFT, the MIT is first-order [103] so that strictly speaking the pointZ = 0 cannot be reached,
but Z near the transition is small so our conclusion remains valid.
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In Figure 13.3b, we finally plot the doping dependence of the plasma fre-
quency, based on the kinetic energy. ωp is seen to decrease with doping but
only appreciably so for an almost empty (filled) band. For sufficiently large U
there appears to be a shallow maximum in the doping dependence of the plasma
frequency.
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P L A S M O N O N T H E S Q U A R E L AT T I C E
This chapter studies plasmons in the two-dimensional extended Hubbard model
in the presence of long-range Coulomb interaction across the metal-insulator
transition point. The ladder dual boson approach is used, starting from self-
consistent extended dynamical mean-field theory and then including nonlocal
dynamical vertex corrections through the ladder approximation to the polar-
ization operator. This is necessary to fulfill charge conservation and to describe
plasmons in the correlated state. The calculated plasmon spectra are qualitatively
different from those in the random-phase approximation: they exhibit a spectral
density transfer and a renormalized dispersion with enhanced deviation from
the canonical
√
q behavior. Both features are reminiscent of interaction induced
changes found in single-electron spectra of strongly correlated systems.
This chapter has been published as:
E. G. C. P. van Loon, H. Hafermann, A. I. Lichtenstein, A. N. Rubtsov, and M.
I. Katsnelson, Plasmons in Strongly Correlated Systems: Spectral Weight Transfer and
Renormalized Dispersion, Physical Review Letters 113, 246407 (2014).
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Substantial progress has been made in recent years, both theoretically and
experimentally, in the study of the electronic structure of strongly correlated
systems [241]. Such systems combine atomic-like features, such as the formation
of local moments and multiplets, with the Bloch character of states of itinerant
electrons. This requires a development of special tools for their treatment [13].
The introduction of the dynamical mean-field theory (DMFT) [102, 103] was a
crucial step forward since it provides a natural interpolation between atomic
and band limits. In DMFT, all local correlation effects are taken into account via
a frequency-dependent local self-energy. Key phenomena described by DMFT
are the spectral weight transfer, i.e., the formation of Hubbard bands [15, 16],
the band renormalization and the associated mass enhancement, as well as the
Mott transition [103, 241]. Since its introduction, DMFT has been extended in
various ways to describe the impact of the nonlocal (intersite) correlations on the
electronic structure. Examples include the quantum cluster approaches [248] and
the diagrammatic extensions of DMFT, such as the DΓA [130], dual fermion [44]
and one-particle irreducible approach [129].
Our knowledge of the collective excitations in strongly correlated systems, on
the other hand, has not progressed as much. It is known that plasmons are
described by the Lindhardt dielectric function within the random phase ap-
proximation (RPA) [5, 244, 249]. The RPA, however, is not applicable to correl-
ated systems since plasmons are considered as a superposition of electron-hole
pairs of bare electrons with unrenormalized energy spectrum. The simplest ap-
proach to correlated electrons is the GW approximation. GW self-energies are
obtained from a Ψ functional written in terms of the bosonic and fermionic
Green’s functions [250]. The self-consistent second-order variation of the func-
tional is needed to calculate the plasmon excitation spectra and is equivalent to
the solution of the Bethe-Salpeter equation [251]. Because of its simple perturb-
ative nature, it does not capture the Mott transition. Early works on extended
DMFT (EDMFT) [85, 86, 88, 90, 252, 253] aimed at simultaneously accounting
for screening due to long-range (in particular Coulomb) interaction and Mott
physics. The effect of screening is taken into account through a local retarded
interaction. Including the lowest-order nonlocal diagram corrections yields the
so-called EDMFT+GW approach [46, 113, 254, 255].
The charge-density dynamics is encoded in the lattice charge susceptibility
XE(q), where E and q denote energy and momentum, respectively. In terms of
the polarization operator Π, we can write it in the form XE(q) = [ΠE(q)−1 +
V(q)]−1, where V(q) is the Coulomb potential. The dispersion of the collective
charge excitations is determined by the poles of the charge susceptibility, i.e., by
the equation
1+ V(q)ΠE(q) = 0. (14.1)
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The standard RPA analysis is based on the fact that, in the long-wavelength
limit, the polarization operator behaves as ΠE(q) ∼ q2/E2. This property is a
consequence of gauge invariance and local charge conservation (for a recent dis-
cussion, see References [45, 92]). In two dimensions (2D), the potential decays
as V(q) ∼ 1/q, which leads to the “classical” ωp(q) ∝ √q behavior of the plas-
mon dispersion with proportionality factor
√
2pie2n/m, with n being the carrier
density, e and m the charge and mass of the electron.
In EDMFT, both the single-particle self-energy Σ and the polarization operator
Π are supposed to be local. While the former assumption yields a description
of strong correlation physics à la DMFT, the latter therefore leads to unphysical
behavior of the collective charge excitations and to a divergence of the excitation
energy in the long-wavelength limit [92]. In Reference [45], the dual boson ap-
proach has been introduced as a diagrammatic extension of EDMFT. It allows
us to restore the momentum dependence of the polarization operator through a
ladder summation of diagrams. This scheme includes vertex corrections beyond
the EDMFT+GW approximation. It is a minimal conserving approximation for
correlated systems, similar to the RPA being the minimal theory for the Fermi
gas. In this chapter, we employ this approach to study the charge excitations in
two-dimensional correlated systems with long-range Coulomb interaction.
14.1 model and method
We proceed with the prototypical model of a strongly correlated system, the
(extended) Hubbard model [15–18]
H = −t
∑
ij
c
†
iσcjσ +
1
2
∑
q
V(q)ρqρ−q, (14.2)
on the two-dimensional square lattice with the charge susceptibility Xω(q) =
〈ρρ〉ωq. In the above, c†iσ and ciσ denote the creation and annihilation of an
electron on lattice site i with spin σ =↑, ↓ and ρi = c†i↑ci↑ + c†i↓ci↓ − 1 describes
the deviation of the density at site i from its average value 1 for the half-filled
case that we consider. t is the hopping parameter.
The long-range Coulomb interaction V(q) has the form U+ V0/|q| for |q| > 0,
where V0 is the strength of the bare or effective screened interaction. The homo-
geneous part V(q = 0) of the interaction vanishes because of the presence of a ho-
mogeneous background charge [5, 244, 249]. Correlated adatom systems on semi-
conductor surfaces [28] and the plasmonics of graphene [256, 257] provide beau-
tiful examples of real phenomena which may be described within this model.
The momentum dependent part corresponds to the asymptotic behavior of the
Coulomb interaction in two dimensions for distances considerably larger than
14
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Figure 14.1: a) Polarization correction diagram for Π˜ and b) renormalized triangular
electron-boson vertex Λ (shaded triangle) in the dual boson approximation.
The shaded square denotes the renormalized two-particle vertex Γ .
the interatomic distance and will result in a plasmonic branch [5, 244, 249]. For
such distances, the long-range interaction is screened by the substrate and the
potential strength is given by V0 = 2pie2/κ, where κ is the dielectric constant
of the substrate [28]. At short distances, screening effects of the substrate are of-
ten negligible. We therefore add a variable interaction U to the local part which
yields an effective local interaction U∗ = U+
∑
q V0/ absq.
In our calculations, we choose 4t = 1 as the energy unit and work at fixed
temperature T = 0.02 and V0 = 2, while varying the parameter U∗ = U+ 1.1.
In each case, we start from a standard, self-consistent EDMFT calculation. A hy-
bridization expansion continuous-time quantum Monte Carlo solver [109, 126]
with improved estimators [110] is used to compute the imaginary-time cor-
relation functions of the impurity model without approximation. In the final
impurity solver step, we additionally compute the (reducible) impurity vertex
function γνν ′ω in the charge channel, where ν(ω) are fermionic (bosonic) Mat-
subara frequencies. The polarization operator is represented in the form [45]
Π−1ω (q) = [χω + χωΠ˜ω(q)χω]−1 −Uω, where χω denotes the local charge sus-
ceptibility. The retarded interaction Uω, which is the same as in EDMFT, de-
scribes the mean field screening of the local interaction. It contains the local part
U∗ of the interaction and is treated on the level of the impurity model.
The dual bosonic self-energy Π˜ in turn is given by [cf. Figure 14.1 a)] Π˜ω(q) =∑
νσ λν+ω,−ωX˜
0
νω(q)Λνω(q) (in EDMFT, it is identically zero). Here X˜0 de-
notes the nonlocal part of the bubble. The vertex corrections in the dual bo-
son approach enter through the renormalized triangular vertex [Figure 14.1
b)]: Λνω(q) = λνω +
∑
ν ′ Γνν ′ω(q)X˜
0
ν ′ω(q)λν ′ω, where Γνν ′ω(q) denotes the
lattice vertex function in the particle-hole charge channel, which is obtained
through the dual Bethe-Salpeter equation [45]. The Bethe-Salpeter equation gen-
erates ladder diagrams, which describe the repeated particle-hole scattering pro-
cesses that give rise to the long-wavelength collective excitations.
14.2 scaling of the polarization
In Figure 14.2a we show the EDMFT local density of states (DOS) for the exten-
ded Hubbard model for three qualitatively different cases: For weak interaction
14
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(a) Finite temperature local density of states of the
two-dimensional Hubbard model with long-
range Coulomb interaction calculated within
EDMFT. The local interaction U∗ moves spec-
tral weight from the quasiparticle peak at the
Fermi energy to the Hubbard bands at E ∼
±U∗/2. For sufficiently large U∗, the system
is a Mott insulator.
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(b) Cross section of the EELS (− Im−1) at the
M point, q = (pi,pi). The interaction causes
a transfer of spectral density. The arrows indic-
ate the typical energy scales U∗ and U∗/2.
Figure 14.2: The effect of the local interaction U∗ on single- and two-particle properties.
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U∗, the DOS exhibits a single quasiparticle peak at the Fermi level. As the in-
teraction is increased, the peak is renormalized, as spectral weight is moved to
incoherent excitations at a higher energy. This leads to the formation of Hubbard
bands at energies E ∼ ±U∗/2. Above a critical U∗c ∼ 2.4, the system undergoes
a first-order Mott transition [103, 241]. The Hubbard bands persist in the Mott
phase.
We now turn to the discussion of the results for the collective excitations. First,
we verify in our numerical data that the polarization behaves as q2/(iω)2 for any
finite Matsubara frequency ωm > 0 and small momenta [92]. We hence expect
that an RPA-type analysis according to (14.1) still holds. That the polarization
indeed exhibits this behavior is shown in Figure 14.3, where we show fits of
the polarization operator to the form Πω(q) = −α(q/iω)2. We note that ladder
diagrams at all orders contribute to the long wavelength behavior. One can fur-
ther see that for small frequencies the range of momentum values for which this
approximation holds is smaller, since q/E should be small. Since we lack the
necessary momentum resolution in this range, we fit the polarization on inter-
mediate (m ≈ 10) bosonic Matsubara frequencies. The value of α is reduced by
increasing the interaction (αU∗=1.1 ≈ 0.16 and αU∗=2.1 ≈ 0.07). Deviations from
the asymptotic behavior also become important already for smaller q in the case
U∗ = 2.1. These same two effects will also be visible in the inverse dielectric
function, with which we continue our analysis.
14.3 analytical continuation of the inverse dielectric function
In Figure 14.4 we plot the inverse of the dielectric function E(q) = 1+V(q)ΠE(q)
as a function of real energy obtained by a stochastic analytical continuation pro-
cedure, similar to the approach described in [258]. The analytical continuation
by Padé approximants tends to give a single peak spectrum when applied to
data afflicted with statistical errors, as was already shown by Huang et al. [205].
Despite the appearance of artifacts, the main qualitative features discussed here
are robust.
We obtain the polarization operator, susceptibility and inverse dielectric func-
tion on Matsubara frequencies ωn. To analyze the spectrum, it is necessary to
continue these quantities to real energies. However, the quantities contain two
main sources of error: statistical noise from the impurity quantities and finite
frequency cutoffs in the internal summation. Since analytical continuation is in-
herently unstable, care is needed in the procedure. These problems are most
severe at small q, where the diagrammatic corrections are most relevant and
in the strongly correlated regime, where a large frequency range is needed to
capture all relevant energy scales.
14
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Figure 14.3: The long-wavelength behavior of the polarization Πω(q). The symbols de-
note Πω(q) on Matsubara frequencies, the lines show fits to the form
−α(q/ω)2, with the same α for fixed interaction: αU∗=1.1 = 0.16 (top) and
αU∗=2.1 = 0.07 (bottom). The momenta lie on the first part of the path
Γ = (0, 0) X = (pi, 0), i.e. qy = 0.
We have used both Padé and stochastic analytical continuation methods. We
perform the analytical continuation of the susceptibility from Matsubara fre-
quency to real energy for each q-point separately and then calculate the inverse
dielectric function on the real axis.
The stochastic analytical continuation which was used to obtain the results of
Figure 14.4, exhibits some artifacts. Some spectral weight appears at the edge,
i.e. at the cutoff-energy (this is not visible in the plot). Another artifact is that
the spectral weight corresponding to the particle-hole continuum for U∗ = 1.1
comes out irregular as can be seen in Figure 14.2b. For U∗ = 2.1, one can see
a peak at E = 0.1, the width of which is restricted to a single point. In the
insulating U∗ = 2.6 spectrum, there is some spectral weight at E ≈ 0.7 − 0.8,
which is a factor 20 less intense than the main peak. On physical grounds we do
not expect transitions with this energy in the insulator and consider this small
amount of spectral weight to be an artifact. The artifacts can be distinguished
from the physical features, because the latter are robust when changing a control
parameter (the real cutoff frequency in this case), while the former change their
shape or position.
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At small q and in the metallic phase, the inverse dielectric function − Im −1E (q)
has a low energy plasmon mode. The dispersion of this plasmon mode can be
obtained by finding, for every fixed q, the energy E where − Im −1E (q) [or, equi-
valently, the susceptibility ImXE(q)] has a maximum. In our experience, the
most stable way to do this is by using Padé approximants [259], with a different
number of Matsubara frequencies NPadéω = [30 . . . 60], determine the dispersion
for each NPadéω and finally take the average. This reduces the effect of high fre-
quency noise. This results in the dispersion shown as points in Figure 14.5. It is
consistent with the dispersion obtained from fitting the polarization on Matsub-
ara data (see Section 14.2) and with the maximum of the spectral weight of the
spectral function in Figure 14.4, which was obtained using stochastic analytical
continuation.
14.4 electron energy loss spectrum
The inverse dielectric function of Figure 14.4 can be measured via angular re-
solved electron energy loss spectroscopy (EELS) [5, 244]. We find that atU∗ = 1.1,
the overall behavior is reminiscent of the RPA. It can be understood within an
itinerant electron picture. In the proximity of the Γ point, the spectrum exhibits
a single plasmon branch whose energy vanishes in the long-wavelength limit.
We further see a rather well-defined but broadened excitation throughout the
Brillouin zone with a wide continuum of particle-hole excitations below. The
energy scales are determined by the hopping rather than the interaction, just as
one would expect from a simple convolution of weakly renormalized Green’s
functions: The dominant contribution at the M-point stems from the k-points
connected by M for which the single-particle dispersion tk is extremal, corres-
ponding to a large density of states. The energy difference is tM − tΓ = 2. At
the X-point, tX − tΓ = tM − tX = 1. The energy scales are indeed found to be
independent of U∗ in this regime.
At U∗ = 2.1, the picture has changed drastically. The excitations of the particle-
hole continuum are suppressed. More strikingly, the dispersion is split into two
branches except for small wave vectors. The maximum energy of both branches
is found at the M-point, where they are separated by a gap. The maximum
of the lower branch is consistent with a value of U∗/2, while the latter is loc-
ated at E ∼ U∗. These features appear concomitantly with the Hubbard bands
in the density of states of Figure 14.2a. One can interpret the lower branch to
originate mainly from particle-hole excitations for which the electron is excited
from the Hubbard band to the quasiparticle-peak (or vice versa), whereas the
upper branch stems from excitations between the Hubbard bands [260]. Similar
splitting has also been observed in EDMFT+GW calculations for the extended
Hubbard model with short-range interaction [113, 255]. It is further apparent
14
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Figure 14.4: Inverse dielectric function − Im −1E (q) of the 2D Hubbard model with long-
range Coulomb interaction for different values of the effective local interac-
tion U∗ across the Mott transition. The spectra show a transition from itin-
erant to localized behavior. The interaction causes a spectral weight transfer
as well as a renormalization of the long-wavelength plasmon dispersion. The
dispersion relation ωp(q)2 = αV0q is shown in white.
that the low energy, long wavelength excitations are renormalized in the vicin-
ity of the Γ point. This is expected for excitations from within the quasiparticle
peak. We will discuss this feature in more detail below. The renormalization
near the Γ point and the splitting into two branches at the M point are signs of
a crossover from delocalized electrons in the metallic phase to the local physics
in the insulating phase. At small energy scales electrons are characterized by
their quasimomentum k and the Landau picture of interacting quasiparticles is
valid at long wavelengths, so there is a plasmon branch in the metal. At larger
energy scales, the whole density of states is relevant, including the Hubbard
bands. Physically, the latter reflects atomic-like, localized features of strongly
correlated electrons.
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Figure 14.4 finally shows the inverse dielectric function in the Mott insulator
at U∗ = 2.6. In this state, a two-particle excitation corresponds to a creation of a
doublon and a holon, which costs an energy U∗. Such an excitation is expected
to be highly localized. As a result, we see a weakly dispersing branch at an
energy E ∼ U∗. The low-energy plasmon mode has disappeared together with
the quasiparticle peak.
Similar to the single-particle spectra of correlated systems, we observe a spec-
tral weight transfer in the plasmon spectra. This is clearly illustrated in Fig-
ure 14.2b, where we show the inverse dielectric function for fixed momentum.
The respective values of U∗ are indicated, showing that the spectral weight trans-
fer is indeed associated with this energy scale.
The interaction also has significant impact on the plasmon dispersion. In
graphene or in other systems with nonparabolic energy bands, there is a res-
caling of the plasmon spectrum [261]. Evidence for a correlation-induced de-
parture from the
√
q behavior at finite q has been reported in Reference [262].
Fermi liquid theory allows a renormalization of the plasmon dispersion in sys-
tems with broken Galilean invariance, but can only provide predictions in the
long wavelength limit. We now illustrate how the interaction renormalizes the
dispersion for finite wave vectors.
At small q the polarization operator is, to lowest order, proportional to (q/E)2:
ΠE(q) = −α(q/E)2 + . . . (see Supplemental Material for additional details). The
plasmon dispersion can then be expressed using Equation (14.1):
ω2p(q) = αV0q+ . . . . (14.3)
We find that the effect of the interaction is to significantly lower the value
of α and thus has two main effects: First, the value of the plasma frequency
ω0(q) is renormalized: For the RPA with U∗ = 1.1 and the dual boson results
with U∗ = 1.1 and U∗ = 2.1, we find αRPA ≈ 0.2,αU∗=1.1 = 0.16± 0.02 and
αU∗=2.1 ≈ 0.07± 0.03, respectively. Compared to RPA, the plasma frequency is
hence renormalized for small q by a factor
√
αU∗=1.1/αRPA ∼ 0.9 and hence re-
duced by 10% by the dynamical vertex corrections included beyond the RPA.
Comparing the cases U∗ = 1.1 (U = 0) and U∗ = 2.1 (U = 1) we obtain√
αU∗=2.1/αU∗=1.1 ∼ 0.66, a decrease by more than 30% induced by on-site cor-
relations. We find that while the plasma frequency decreases as the Mott trans-
ition is approached, the renormalization does not scale with the quasiparticle
weight Z = (1 − dReΣω/dω)−1 [92], contrary to what one might naively ex-
pect for particle-hole excitations within the quasiparticle peak. This implies that
plasmons are considerably affected by the incoherent (nonquasiparticle) proper-
ties of the system. This is consistent with the observation that the spectrum in
the middle panel of Figure 14.4 cannot be described in terms of a simple con-
volution of renormalized Green’s functions. Because of the internal summation
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Figure 14.5: Renormalization of the plasmon dispersion at long wavelengths for two
values of U∗. The symbols denote the dispersion obtained by analytical
continuation. The dashed lines correspond to a pure square root behavior
ω20(q) = αV0q. The interaction reduces the plasmon energy and causes a
departure from the ω2p(q) ∼ q behavior at smaller wave vectors.
over all fermionic frequencies in the particle-hole bubble that appears between
the scattering events in the Bethe-Salpeter equation, the quasiparticles and holes
probe the entire energy spectrum. The collective excitations are hence influenced
by the high energy scales (Hubbard bands). Second, the interaction enhances
the deviation from the ωp(q) ∼
√
q dispersion. This can be seen in Figure 14.5,
where we plot the plasmon dispersion (14.3) (solid lines)1 together with the pure
ω2p = αV0q form. The interaction clearly causes the dispersion to depart from
the
√
q behavior at significantly smaller wave vectors.
We expect the spectral weight transfer and the dispersion renormalization
to be general features of plasmons in strongly correlated systems. The spectral
density transfer leads to qualitative differences in the EELS below and above
Uc. For the particular case of the unfrustrated half-filled Hubbard model on
the square lattice, strong antiferromagnetic correlations can also be taken into
account, as they lead to a pseudogap [263] and may open the gap at any fi-
nite U for T → 0 [141]. These effects may alter our results at low temperatures.
Plasmons with energies larger than the gap can, however, be expected to be
unaffected by the antiferromagnetism.
1 See Supplemental Material, which includes [259]
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14.5 conclusion
In summary, we have studied the evolution of the collective charge excitations
across the Mott metal-insulator transition. By means of a ladder diagram summa-
tion, we included local as well as nonlocal vertex corrections to the polarization
within the dual boson approach. This is essential to fulfill the requirement of
local charge conservation, thus providing the q2/ω2 behavior of the polariza-
tion operator in the long wavelength limit. It allows us to describe the collective
excitations in the correlated state. We have shown that an RPA-type analysis of
the long wavelength excitations remains valid in the correlated regime. The dis-
persion of these long wavelength excitations is however strongly renormalized
by the interaction. The renormalization is found not to scale with the quasi-
particle weight, showing that plasmons are affected by incoherent properties in
an essential way. Strong correlations further lead to a spectral weight transfer
of the plasmonic modes, which cannot be described within the RPA. Spectral
weight transfer and dispersion renormalization provoke an association of the
analogous phenomena observed in single-particle spectra of strongly correlated
systems. Theoretical and experimental studies of plasmons in correlated mater-
ials, for example focusing on the mutual interplay between charge and spin
degrees of freedom like in spintronics or multiferroics, are potentially relevant
for applications. It would further be very interesting to measure these effects in
angular resolved electron energy loss spectroscopy [264] or inelastic x-ray scat-
tering spectroscopy [265] of correlated surface systems.
14.6 comparison to monte carlo results
Recently, and partially in response to the work discussed here, the issue of Cou-
lomb interaction on the square lattice has also been studied using the Hybrid
Monte Carlo method [266]. This method is in principle numerically exact, al-
though it does suffer from the same analytical continuation issues that restrict
the energy-resolution achievable in our DB calculations. The study is also limited
computationally to lattices with a linear dimension of 20 sites.
Their first finding is that the metal-to-insulator transition occurs at smaller
values of U∗ than observed here. This should not come as too much of a sur-
prise, since the results of this chapter do not take into account the antiferromag-
netic fluctuations which are responsible for the strong suppression of the critical
U [141]. These Hybrid Monte Carlo results show that this mechanism is still
operational in the Coulomb-Hubbard model.
Secondly, the Hybrid Monte Carlo is used to calculate the momentum- and
energy-resolved EELS, and partially allows for an independent verification of
the physics discussed in this chapter. At the smallest values of U, in the metallic
14
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regime, their results are consistent with a
√
q dispersion, although their resolu-
tion is not sufficient to make strong statements. They find an insulating phase
already at rather moderate values of U. The density of states in that situation,
however, does not fully correspond to the Hubbard picture of localized bands
at E = ±U/2. Instead, the insulator is mainly driven by antiferromagnetism
and the (antiferromagnetic) gap is significantly smaller than U. Looking at the
plasmon spectrum, they do observe splitting and spectral weight transfer of the
plasmon modes, but since the gap is not equal to U, the characteristic energy
scales in the plasmon spectrum are also different. The disappearance of long
wavelength, low energy collective modes is not clearly observable in their nu-
merical results, although this might just be another issue of resolution. Again,
since their isolating system has a very narrow gap, the collective modes are also
expected to disappear only in a narrow energy window. The intermediate phase
of a strongly correlated metal, that was observed in this chapter, has not been
seen using Hybrid Monte Carlo.
Physically, the strong antiferromagnetic correlations are the main difference
between our results and those of Reference [266]. The resulting AF gap at small
U covers up the strongly correlated phase and changes the relevant energy scales
in the system. Perhaps a better comparison would be made in a system where
the AF is not so strong, for example because of longer-ranged hopping.
14.7 relation to experiment
A study of the plasmons in correlated oxides has appeared in the literature [267]
since the publication of the article [99] this chapter is based on. In the experi-
ment, films of Sr1−xNbO3+δ were used, with oxygen content and film thickness
as control parameters. The films are deposited on a substrate under different oxy-
gen pressure and this controls the oxygen content. At low and medium oxygen
pressure, the resulting film is metallic whereas at high pressure it is insulating.
A technique called spectroscopic ellipsometry is used to determine the dielectric
function (E) and the loss function − Im −1(E). The technique is supposed to
measure these quantities at q ≈ 0.
At low oxygen pressure, they find a conventional plasmon mode. Going to
higher oxygen pressure, and more correlated materials, new plasmon modes
appear. At the highest oxygen pressure, where the system is insulating, there
is no conventional plasmon and only the correlated plasmons survive. This is
similar to the observations made in this chapter.
The experimental study differs from the model studied here in several ways.
First, the experimental material is not spatially homogeneous due to the oxygen
planes, and this inhomogeneity depends on the oxygen pressure which also
determines the amount of correlation. Second, in the experiment there is no clear
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scale U∗ which determines the energies U∗ and U∗/2 of the excitations. Third,
as mentioned before, the experiment probes at q ≈ 0 whereas in the theoretical
predictions the additional plasmon modes appear at longer wavelength. Still, it
is an interesting look at how correlations effect plasmon.
Part V
U LT R A C O L D F E R M I O N S I N O P T I C A L L AT T I C E S
So far, we have considered the Hubbard model as a simplified de-
scription of (strongly correlated) electronic systems. The full elec-
tronic system is where the actual interest lies, but it is too complic-
ated for a theoretical description. In recent years, it has become pos-
sible to realize experiments that are really described by the single-
band Hubbard models. This is done by using so-called ultracold
particles in optical lattices. Furthermore, the physical parameters of
the resulting Hubbard model are tunable within a wide range of para-
meter space. These new systems allow for a more direct comparison
of theoretical prediction with experiment than what was possible in
condensed matter physics. Because of this, they have attracted an
enormous amount of attention.
When the particles in the optical lattice have a dipole moment, they
will experience the dipole-dipole interaction. This interaction has a
long range and it is anisotropic. These two aspect can lead to remark-
able new physics, some of which is explored in this part of the thesis.
15
15
O R D E R I N G O F D I P O L A R F E R M I O N S
Chapter 9 showed how nearest-neighbor interaction can lead to checkerboard
density order. More complicated density-density interactions can lead to other
types of density order. This chapter covers dipolar interactions and shows that
this type of interaction can lead to checkerboard and stripe ordered phases, but
also to a rather unusual phase where the wavelength of the density pattern is
much longer. The dual boson method is well-suited for this system, since it can
be used for large systems.
Dipolar interactions can be realized using ultracold atoms or molecules in
an optical lattice. The orientation of their dipole moment is controlled by an
external field, and this field can be used to induce the phase transition to the
ordered phases.
This chapter has been published as:
Erik G. C. P. van Loon, Mikhail I. Katsnelson, and Mikhail Lemeshko Ultralong-
range order in the Fermi-Hubbard model with long-range interactions Physical Review
B 92 – Rapid Communication, 081106(R) (2015).
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Recent experimental progress opened up a possibility to use ultracold quantum
gases in optical lattices to realize exotic many-particle Hamiltonians inaccess-
ible in ‘conventional’ condensed matter physics [268–270]. One of the rapidly
advancing research directions deals with particles possessing a dipole moment,
such as magnetic atoms [271–276] or ground-state heteronuclear molecules [277–
283]. The anisotropic and long-range character of the dipole-dipole interactions
between such species is predicted to give rise to novel phases of matter [270, 284–
289]. To date, several many-body models have already been implemented in the
laboratory [290, 291].
In particular, optical lattice experiments allow to simulate the Dipolar Fermi-
Hubbard (DFH) model, i.e. an extended Hubbard model with long-range dipole-
dipole interactions [292]. While the phase diagram of its bosonic counterpart has
been evaluated using large-scale quantum Monte Carlo simulations [293, 294],
understanding the DFH model represents a formidable challenge due to the sign
problem in quantum Monte Carlo [295, 296].
Recently, the DFH model has been approached using a number of techniques,
starting from traditional mean-field [297–299] and Hartree-Fock-Bogoliubov ap-
proximations [300]. The Functional Renormalization Group technique [301] has
uncovered novel bond-ordered phases in systems of dipolar fermions at half-
filling [302, 303].
However, it is unclear how applicable it is when the local and dipole-dipole
interaction strengths are comparable with the kinetic energy. Furthermore, most
optical lattice experiments take place in a harmonic trap, with different kinds
of fillings present simultaneously. Therefore, it is important to understand the
behavior of the system away from the special case of half-filling.
Dynamical Mean Field Theory (DMFT) [102, 103] has been extensively used
for electronic structure theory [14]. It can be applied both at small and at large
local interaction strength. This method has been adapted to the study of op-
tical lattices in the form of real-space DMFT [304, 305] and used to study phase
transitions in half-filled dipolar fermion systems [306]. However, the nonlocal
interaction had to be restricted to its Hartree contribution. In real-space DMFT
a single-site problem has to be solved for every lattice site, hindering the study
of large lattice sizes.
Here, the phase diagram of the DFH model is determined using the dual bo-
son approach [45]. The method is based on a single-site impurity problem and
therefore allows to treat lattices of larger sizes, which is crucial for systems fea-
turing long-range interactions. On the other hand, the technique is applicable
even when the interaction strength is comparable to the kinetic energy. Further-
more, the technique allows to perform finite-temperature calculations away from
half-filling, which is crucial in order to reproduce the conditions of realistic ex-
periments. As the main result, our large-scale calculation allows to demonstrate
15
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Figure 15.1: Dipolar fermions in a square optical lattice. The orientation of the dipoles is
given in by the spherical angles (θ,φ).
the occurrence of a novel phase, featuring ‘ultralong-range’ density correlations
at distances of tens of lattice sites. While such a phase has never been predicted
before, it appears to be within the reach in modern experiments with dipolar
quantum gases.
15.1 model and parameters
The system consists of a two-component gas of dipolar fermions trapped in a
two-dimensional square optical lattice, as schematically illustrated in Figure 15.1,
and described by the DFH Hamiltonian (see also Chapter 3):
H = −t
∑
〈jk〉σ
c
†
jσckσ +
U
2
∑
j
njnj +
1
2
∑
jk
Vdjknjnk (15.1)
Here c†jσ (cjσ) is the creation (annihilation) operator for a fermion with spin state
σ on site j, and 〈jk〉 is a pair of nearest neighbors. In experiment, the two spin
components σ can be represented by different fine, hyperfine, or rotational states
of the dipolar species used. The first two terms of eq. (15.1) give the amplitudes
of the nearest-neighbor hopping, t, and the on-site interaction, U. The third term
corresponds to the dipole-dipole interaction, whose spatial dependence is given
by Vdjk = cd
[
1− 3(rˆjk · dˆ)2
]
/(rjk/a)
3. Here rjk is the vector connecting the
fermions on sites j and k, with rˆjk = rjk/rjk, and a is the lattice constant. The
fermions’ dipole moments point in the same direction given by the unit vector
dˆ. The dipole-dipole interaction strength parameter depends on the particular
species involved and is given by cd = d2/(4pi0) for the electric dipoles of
magnitude d in the laboratory frame, and by cd = µ0µ2/(4pi) for the magnetic
dipoles of magnitude µ. Here 0 and µ0 give, respectively, the permittivity and
permeability of vacuum.
Table 15.1 illustrates the strength of the dipole-dipole interaction paramet-
ers that can be achieved with several ultracold species currently available in
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the laboratory. For the molecules, the dipoles can be conveniently polarized
using a microwave field coupling the two lowest rotational states, J = 0 and
J = 1 [291, 307]. In this case, due to the contributing Clebsch-Gordan coeffi-
cients, the resulting magnitude of the dipole-dipole interactions of Table 15.1
needs to be divided by a factor of six. For a static field with a magnitude E, the
ratio, d/dmol, of the induced dipole moment to the molecular one can be estim-
ated in the strong-field limit as d/dmol =
[
1− (2dmolE/B)
−1/2
]
[308], where B
is the molecular rotational constant. Experimentally feasible fields thus allow to
achieve d/dmol ∼ 0.7 − 0.8 [286], which results in the reduction of the dipole-
dipole interaction matrix elements by a factor of two compared to the values
listed in Table 15.1. For typical values of lattice hoppings, t ∼ 10− 103 Hz, values
of cd & t are achievable for dipolar molecules; furthermore, the regime of sub-
stantial magnitudes of cd can be accessible with magnetic atoms. Moreover, the
recently created ultracold Er2 molecules [309], if prepared in their fermionic in-
carnation, can in principle allow for cd = 135.2 Hz on a lattice with a = 266 nm.
In experiment, the orientation of the dipoles with respect to the lattice, as given
by the angles (θ,φ) of Figure 15.1, can be controlled by tilting the polarization
of the external microwave, electrostatic, or magnetic field [270, 284–286].
15.2 computational approach
As one has come to expect from this thesis, the dual boson approach is used for
the numerical investigation, starting with EDMFT convergence and then adding
a single shot of nonlocal correlations on top. The ladder diagrams for the sus-
ceptibility are used and only the charge susceptibility Xq = 〈ρρ〉q,ω is calculated.
Note that in this chapter, X is defined positively. A charge order instability is re-
vealed as a divergence in the ω = 0 susceptibility. The momentum q, in turn,
characterizes the type of the emerging charge order. This way, the signatures
of a phase transition are already visible as it is approached from an unordered
phase. In experiment, this corresponds to real-space density correlations which
emerge in the vicinity of the phase transition. In an ultracold setting, the density-
density correlations can be detected using, e.g., Bragg scattering [310], time-of-
flight [311], or noise correlation [312, 313] spectroscopy.
In some cases, the EDMFT self-consistency loop could not be converged, as
discussed in below in section 15.5.
The lattice size enters only the relatively simple dual part of the calculation,
which allows to increase the system size at a reasonable computational cost.
In turn, this allows to significantly increase the momentum resolution, which
is required for studying long-range ordered phases. This makes DB a suitable
method for investigating this system.
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Table 15.1: The dipole-dipole interaction strength, cd (in Hz), for selected fermionic
species currently available in the laboratory. For molecules, the value of the
molecular-frame dipole moment was used to evaluate cd.
cd (Hz)
a = 1064 nm a = 532 nm a = 266 nm
23Na40K [282, 283] 926 7.4×103 59.3×103
40K87Rb [278, 279] 40 321 2.6×103
161Dy [274] 1 8.6 68.7
167Er [276, 314] 0.5 4.2 33.8
53Cr [272] 0.4 3.1 24.8
15.3 phase diagram
The numerical calculations are performed with the DFH Hamiltonian, Equa-
tion (15.1), with a repulsive on-site interaction U = 4t, the dipole-dipole inter-
action strength cd = 2t, and filling of 〈n〉 ≈ 0.9 fermions per site, with equal
populations of spin-up and spin-down states. The dual boson approach works in
the grand canonical ensemble, therefore all results are obtained at a fixed chem-
ical potential. The chemical potential is held fixed after subtracting the Hartree
contribution of the nonlocal interaction. The density cannot be held exactly con-
stant since the dipolar interaction also gives beyond-Hartree contributions to the
density. However, the difference in density between different points in the phase
diagram is on the order of ∆〈n〉 ≈ 0.01 and is therefore negligible. In order
to reproduce the conditions of ultracold experiments, the temperature is set to
T = t/(4kB), where kB is Boltzmann’s constant. As an example, for the hopping
rate of t = 2pi h× 1 kHz this corresponds to T = 12.5 nK. In order to reveal the
effect of anisotropy on the many-body state of the system, the phase diagram is
shown as a function of the orientation of the dipoles with respect to the lattice
plane. The resulting phase diagram is shown in Figure 15.2.
Depending on the orientation of the dipoles, the system goes through different
phases. In the middle of the phase diagram, there is a normal phase featuring no
particular order (a “metal” or “Fermi liquid” state). At smaller values of θ, which
corresponds to the dipoles oriented nearly perpendicular to the lattice plane, a
transition to checkerboard order [with qCB = (pi,pi)] occurs. Such a checkerboard
phase has been previously observed in half-filled systems with nearest-neighbor
interaction [20, 38, 46, 113, 203, 204] and away from half-filling at θ = 0 [306]. In
the normal phase, the signatures of the transition are already visible as the phase
boundary of the checkerboard phase is approached: as shown in Figure 15.3,
15
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Figure 15.2: Phase diagram as a function of the dipole orientation at U = 4t, cd = 2t, and
filling 〈n〉 ≈ 0.9. The dotted lines show the phase boundaries at the reduced
dipolar coupling, cd = 1.8t. The black diamonds show the angles selected
for Figure 15.4.
the susceptibility at qCB = (pi,pi) diverges as θ is lowered. The susceptibility is
shown both at φ = 0 (filled symbols) and φ = 0.25pi (empty symbols), the check-
erboard susceptibility depends on φ only weakly. The left panels of Figure 15.4
show the charge susceptibility close to the phase boundary, at θ = 0.12pi, φ = 0.
The momentum-space susceptibility has a clear maximum at qCB = (pi,pi). The
sign of the real-space charge correlation function, shown in panel (b), features a
checkerboard pattern.
At larger θ, when dipoles are oriented nearly in the lattice plane, other charge-
ordered phases occur in Figure 15.2. At small φ (dipoles pointing along xˆ), there
is a horizontally striped phase, whose charge order is given by the momentum
qstripe = (0,pi). Again, the tendency towards a diverging susceptibility is already
visible in the normal phase, see Figure 15.3. The real and momentum space
susceptibility close to the phase boundary, at θ = 0.20pi, φ = 0, shows a stripe
pattern at small x. As the phase boundary is approached, the striped order takes
over also at longer wavelengths. A similar striped phase has been predicted
before [302].
Finally, when both θ and φ are large, corresponding to the dipoles oriented
along the xy-diagonal, a novel phase possessing an ultralong-range order shows
up. The right-hand side of Figure 15.4 shows the susceptibility close to the trans-
ition towards this ordered phase. Continuous areas of high and low density
extend over a large number of lattice sites. The maximum of the momentum-
space susceptibility also occurs at smaller q (longer wavelength). Unlike in the
other two ordered phases, here the shape of the real-space correlation function
15
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Figure 15.3: Inverse charge susceptibility in the normal phase, for the same parameters
as in Figure 15.2. The blue triangles show the divergence of the susceptibility
at the checkerboard point, qCB = (pi,pi), as θ is lowered, both for φ = 0
(filled triangles) and φ = 0.25pi (empty triangles). The green squares show
the divergence of the qstripe = (0,pi) susceptibility as θ increases at φ = 0 and
the red pentagons show the q∗ ≈ (0.21pi,−0.21pi) susceptibility at φ = 0.25pi.
The dashed lines show a linear extrapolation of the inverse susceptibility.
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Figure 15.4: (a) Momentum-space susceptibility at selected points of the phase diagram,
Figure 15.2. (b) The corresponding density correlation function in real-space:
given a particle in the center of the figure, red indicates a higher probability
to find a particle at x,y and blue a lower probability. Every pixel corresponds
to a lattice site.
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Figure 15.5: Real space density correlation function as in Figure 15.4 (b), at fixed θ =
0.35pi, for three values of φ. The areas of high and low density follow the
angle φ (black line).
strongly depends on the angle φ, with the areas of high and low density rotating
along with the dipole orientation in the plane. The ordering vector q∗ depends
on φ and evolves from q∗ ≈ qstripe = (0,−pi) close to the border with the striped
phase to q∗ ≈ (0.21pi,−0.21pi) at φ = 0.25pi. Figure 15.5 shows that the high
density parts of the real-space susceptibility follow the dipole angle φ. The an-
gular dependence of the density correlation function reflects the anisotropy of
the dipole-dipole interaction, as given by the second spherical harmonic.
The spatial symmetry of the system helps to get insight into the different
orderings. When the dipoles are oriented in the z-direction [θ = 0], the system
possesses mirror symmetry with respect to the x- and y-axis and the xy-diagonal,
which coincides with the symmetry of the checkerboard pattern. For dipoles
oriented along the x-axis [θ = pi/2, φ = 0], the mirror symmetry along the
diagonal is broken by the dipole orientation. Indeed, the horizontally-striped
phase has the mirror symmetries only with respect to the x- and y-axes. Finally,
for dipoles oriented diagonally in-plane [θ = pi/2, φ = pi/4], the system has
mirror symmetry around the two in-plane diagonals – exactly as the resulting
ultralong-range charge order.
Let us discuss the stability of the observed phase diagram with respect to
changing the parameters of the Hamiltonian (15.1). The ordered phases origin-
ate from the interplay between the contact and the long-range interaction terms,
therefore the phase boundaries shift depending on the value of cd. This point is
illustrated in Figure 15.2 by the dotted lines, corresponding to the phase bound-
aries at a reduced dipolar interaction, cd = 1.8t. The structure of the phase
diagram, however, stays qualitatively similar. Another parameter is the density,
〈n〉. At 〈n〉 ≈ 0.8, the phase diagram is qualitatively similar to Figure 15.2, while
at a further reduced value of 〈n〉 ≈ 0.49 the checkerboard instability disappears
at small θ. In Figure 15.2, the normal, striped and ultralong-range phases meet
near φ = 0.12pi. The location of the triple point depends on the density 〈n〉 and
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the dipole strength cd, however it was always found to be close to φ = 0.12pi.
This indicates that in experiment small density fluctuations due to a harmonic
trap are unlikely to qualitatively change the observed order. Furthermore, ul-
tracold gases in uniform potentials with constant density have been created in
laboratory [315].
In order to study the importance of the long-range character of the dipole-
dipole interactions, the same simulations were performed with the interaction
Vdjk restricted to the nearest neighbors. In such a case, the susceptibility near the
boundaries with the checkerboard and striped phases looks qualitatively similar.
On the other hand, the dumbbell-shaped density correlation function that oc-
curred in Figure 15.4 at θ = 0.35pi, φ = 0.25pi, disappears completely. Therefore,
we conclude that while the checkerboard and striped phases are mainly driven
by the nearest-neighbor interaction, the long-range couplings are essential for
the ultralong-range ordered phase to form.
15.4 finite size effects
Large-scale simulations appear to be vital in order to capture and describe the
ultralong-range order. The simulations were performed on a 64× 64 square lat-
tice with periodic boundary conditions. Selected points in the phase diagram
were also calculated on a 128× 128 lattice in order to rule out the finite-size ef-
fects. Calculations on a 16× 16 lattice were performed as a comparison. There,
finite size effects are clearly visible and the momentum resolution is insufficient
to accurately determine the ultralong-range order. The comparison of the results
for different lattice sizes is shown in Figure 15.6
The susceptibility was calculated in the dual ladder approximation. In this
way repeated scattering processes are treated to all orders and the resulting sus-
ceptibility satisfies the charge-conservation requirements [45, 92] (Chapter 12).
15.5 how to detect a phase transition
Charge-order transitions can manifest themselves in two ways in our calcula-
tions. As explained in the main text, a divergence in the dual boson charge
susceptibility is a sign of an ordered phase. However, sometimes the EDMFT
self-consistency (which is done prior to the dual boson part) already shows a di-
verging susceptibility. In such a case, converging to EDMFT self-consistently is
difficult. Chapter 9 showed that the dual boson transition occurs already at smal-
ler interaction strength compared to the EDMFT transition [38], in the context of
the checkerboard charge-ordering transitions in the extended Hubbard model.
However, the region between the dual boson ordering and EDMFT ordering can
be small. For the results of Figure 15.2 of the main text, EDMFT converged in
15
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Figure 15.6: The real-space correlation function at θ = 0.15pi, φ = 0.25pi, for three different
lattice sizes. Values are rounded to the range of [−0.05, 0.05]. The 64×64 and
128×128 results are very similar; the 16×16 result, on the other hand, reveals
strong finite size effects.
the checkerboard region, and the phase transition became visible when the non-
local dual boson corrections were added to the susceptibility. In the striped and
ultralong-range ordered phase at large θ, on the other hand, the EDMFT part of
the calculation already suffers from divergences. Here, following the susceptibil-
ity from the normal phase is the most stable way to determine the type of order.
The location of the triple point of the normal phase, where it meets with the
striped and ultra-long-range order, can be determined by approaching it from
the normal phase. However, using our method, it is challenging to predict how
the the phase boundary between the striped and ultralong-range ordered phases
behaves for angles θ above the triple point.
15.6 conclusion
Thus, we have demonstrated the occurrence of a novel, ultralong-range-ordered
phase in the Fermi-Hubbard model with dipole-dipole interactions. This reveals
the importance of taking into account large system sizes while dealing with the
species featuring anisotropic long-range interactions. The novel phase should be
within reach for current experiments with ultracold polar molecules and mag-
netic atoms. The formation of the ultralong-range order might be a general phe-
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nomenon for systems with interactions beyond the nearest neighbor, e.g. those
involving quadrupoles [316–318] and oscillating light-induced dipoles [319, 320].
16
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F E R M I S U R FA C E D E F O R M AT I O N
The dipole-dipole interaction between ultracold dipolar fermions breaks the
symmetry of the Fermi surface and deforms it. This deformation can even change
the topology of the Fermi surface. This is usually called a topological phase
transition or Lifshitz transition. This chapter studies the Lifshitz transition and
the effect is has on observable quantities such as the Fermi surface topology, the
density-density correlation function, and the excitation spectrum of the system.
The Lifshitz transition in ultracold atoms can be controlled by tuning the dipole
orientation is completely interaction-driven, in contrast to the Lifshitz transition
as it is usually studied in solids. We also comment on the experimental regime
needed to study this scenario.
This chapter has been published as:
E. G. C. P. van Loon, M. I. Katsnelson, L. Chomaz and M. Lemeshko, Interaction-
driven Lifshitz transition with dipolar fermions in optical lattices, Physical Review B
93, 195145 (2016).
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The concept of Fermi surface plays a central role in the description of elec-
tronic systems. Several physical properties, such as the electrical conductivity
and the absorption spectrum of the system are determined by the shape of the
Fermi surface [31, 321, 322] as well as the electrons’ dispersion relation in the
vicinity of this surface. Stationary points of the dispersion relation correspond
to the Van Hove singularities (VHS) [323]. If a VHS occurs close to the Fermi sur-
face, it can dramatically alter the properties of the electron gas. For example, in
two-dimensional systems the density of states exhibits a logarithmic divergence
at the VHS [323]. If one deforms the Fermi surface such that it crosses a VHS,
an electronic topological transition occurs: the Lifshitz transition [321, 324–326].
The Lifshitz transition has been explored in a variety of systems, from high-
temperature copper-oxide [327–330] and iron-based superconductors [331] to su-
perfluid helium [332]. In condensed matter systems, the change in Fermi surface
at the Lifshitz transition affects observable quantities such as resistivity and ther-
moelectric power [325, 333], lattice dynamics, elastic moduli and related thermal
properties such as heat capacity and thermal expansion [326, 334–341]. In some
cases, it determines the peculiarities of phase diagrams of metals under pressure
as well as metal alloys [326, 338, 339]. In such settings, there is a strong and com-
plicated interplay between the electrons experiencing the transition and the un-
derlying ionic lattice. In isotropic systems, it is challenging to induce the Lifshitz
transition using a tunable interaction, since Luttinger’s theorem [342, 343] com-
bined with the symmetry of the system strongly constrains the Fermi surface.1
Therefore, usually the Lifshitz physics is studied by changing the single-particle
properties of the system, such as the chemical potential or the electrons’ kinetic
energy [345, 346].
Experiments with ultracold atomic and molecular Fermi gases in optical lat-
tices pave the way to unravel the properties of strongly-correlated condensed-
matter systems using “clean” and highly tunable setups [347–349], exemplifying
the concept of a quantum simulator as introduced by Feynman [350]. For in-
stance, it became possible to prepare a fermionic Mott insulator [351, 352] and
study the properties of the repulsive Fermi-Hubbard model [353, 354], probe the
BEC-BCS crossover in lattices [355], study short-range magnetism [356] and mul-
tiflavor spin dynamics [357], as well as to realize artificial graphene sheets [358]
and the topological Haldane model [359].
Typical ultracold fermion experiments deal with short-range isotropic inter-
particle interactions. Recent experimental efforts, however, have been devoted
to exploit particles possessing a large electric or magnetic dipole moment. Ul-
tracold fermionic molecules, such as 40K87Rb [277, 278] and 23Na40K [282, 283],
1 A spontaneous symmetry breaking (Pomeranchuk instability) scenario is possible [344]. Contrary
to the Pomeranchuk scenario, the Lifshitz transition with dipolar fermions as discussed here is
continuously tunable since the symmetry is broken explicitly by the dipolar interaction.
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have been prepared in their absolute ground states, while ultracold gases of
magnetic atoms such as 161Dy [274], 167Er [276], and 53Cr [272], have been
brought to Fermi degeneracy. As opposed to the conventional condensed mat-
ter systems where the Coulomb interaction between electrons is screened by
the ionic crystal2, these systems allow to realize truly long-range interactions
between the trapped particles. One further advantage of ultracold gases com-
pared to condensed matter systems is their high tunability. For instance, the
relative strength of the long- and short-range interactions can be controlled via
Feshbach resonances[360, 361] and control over the long-range interaction via
time-dependent dipole orientation [362] or state-dressing [363]. The anisotropic
and long-range character of the dipole-dipole interactions (DDI) is predicted to
give rise to novel many-body Hamiltonians [270, 284–289], some of which have
already been realized in laboratory [290, 291, 364].
This chapter shows that dipolar quantum gases trapped in optical lattices offer
a unique opportunity to study the physics associated with Lifshitz transitions.
First, the ultracold experimental setups allow to tune the properties of the fermi-
ons and underlying lattice independently, which is rather challenging to realize
in crystalline solids. Second, the anisotropic nature of DDI breaks the spatial
symmetry of the system, manifesting itself in Fermi surface deformations [365–
367], as recently observed in experiment [314]. In the context of lattice systems,
such deformations can be used to generate a Lifshitz transition, which, in turn,
has a strong impact on the correlations in the system. Since the orientation of
the dipoles can be controlled by an external field, dipolar fermions provide a
convenient way to study such a transition experimentally. Juxtaposed to the Lif-
shitz transition observed in solids, the one studied here is interaction-driven, i.e.
it occurs solely due to the two-particle terms of the Hamiltonian.
A similar scenario has been investigated theoretically in coupled quasi-1D
chains of ultracold atoms [368, 369]. There, the interchain hopping was used
as the tuning parameter and the external field was oriented to rule out intra-
chain interactions. In contrast, the transition studied in this chapter occurs in an
isotropic lattice, and the dipolar character of the fermions is truly essential.
16.1 dipolar fermions on an optical lattice
We expect the physics of the Lifshitz transition to be qualitatively similar for
any Hubbard-like model in the Fermi liquid phase. To be concrete, the single-
component dipolar fermion model on a square two-dimensional lattice is used
here, as schematically illustrated in Figure 16.1. Furthermore, ultracold atomic
gases of fully polarized fermions are readily available in experiment [272, 274,
2 Although there are examples where the nonlocal Coulomb interaction is relevant, as the previous
Chapters have shown.
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Figure 16.1: Single-component dipolar fermions on a square optical lattice. Due to the
symmetry, the orientation of the dipoles is given by two angles, φ ∈ [0, 0.25pi]
and θ ∈ [0, 0.50pi].
276], and allow to avoid dealing with complex spin preparation protocols and
dipolar relaxation effects between spin components that modifies the initial spin
preparation[370–378].
The model’s Hamiltonian is given by:
H = −t
∑
〈jk〉
c
†
jck +
1
2
∑
jk
Vdjknjnk, (16.1)
where c†j (cj ) creates (annihilates) a fermion on site j, and nj = c
†
jcj counts
whether there is a fermion on site j. Hopping with an amplitude t occurs
between pairs 〈jk〉 of nearest neighbors. The dipole-dipole interaction Vdjk =
cd
[
1− 3(rˆjk · dˆ)2
]
/(rjk/a)
3 depends on the vector rjk connecting sites j and k,
rˆjk = rjk/rjk, a is the lattice constant, and cd sets the strength of the DDI. An
external field orients the dipoles along the direction dˆ, given by the spherical
angles θ, φ, see Figure 16.1.
16.2 fermi surface deformation in the dual boson approach
Many-body effects have a significant effect on the Lifshitz transition, resulting
e.g. in its two-side character in three dimensions [379] and interaction-driven
band flattening in two dimensions [328, 380], and therefore need to be properly
taken into account. The dual boson approach to strongly correlated systems [38,
45] achieves this goal, since it is capable of accounting for many-body effects in
the strongly-interacting regime. The method has been introduced in Chapter 4,
and only a short overview is given here.
The main idea of the dual boson approach is to separate the interaction ef-
fects into two parts: momentum-independent mean-field effects and momentum-
dependent corrections. The results presented here were obtained by first conver-
ging to the EDMFT solution of the problem, and to do a single-shot of dual
corrections.
16
16.3 parameters 225
The second stage consists of momentum-dependent dual corrections to the
mean-field solution. These are crucial for studying Fermi surface deformations,
since that is an essentially momentum-dependent phenomenon. The associated
diagrams are shown in Figure 16.2, explicit formulas have been given in Sec-
tion 4.5.
The Fock-like diagram in Figure 16.2(a) is essential to the Fermi surface de-
formation. Due to the DDI, the bosonic line X˜ωq is anisotropic and as a result,
the self-energy is also anisotropic and the Fermi surface deforms. The dual dia-
grammatic technique was applied until inner self-consistency (see 4.5.2) was
achieved (usually 10 iterations were sufficient), to allow for feedback of the
Fermi surface deformation on the susceptibility via diagram 16.2(b) and back.
Finally, the nonlocal corrections from the dual diagrammatic technique are ap-
plied to the original fermions.
The calculations were performed on a 64× 64 square lattice. The Fermi sur-
face is determined from the Green’s function at the point where the occupation
nk crosses 1/2. There is a small discretization uncertainty due to the finite mo-
mentum resolution. The spectral function of Figure 16.6 was obtained from the
Green’s function at Matsubara frequencies using Padé approximants [259].
(a) (b)
Figure 16.2: Feynman diagrams employed in the dual boson approach. Diagram (a) renor-
malizes the fermion propagator and diagram (b) renormalizes the susceptib-
ility. The Fermi surface deformation occurs due to the anisotropy of diagram
(a), coming from the anisotropic DDI.
16.3 parameters
In order to observe the Lifshitz transition, the system needs to be below but close
to half-filling, such that the Fermi surface is close to the VHSs and that even mod-
erate deformations suffice to cross them. In this case, a density n = 0.40± 0.01 is
used. Our simulations use the grand canonical ensemble and therefore operate
at fixed chemical potential. As a result, the particle density cannot be completely
fixed. However, by subtracting the Hartree contributions to the chemical poten-
tial, the changes in density can be made negligible.
Three relevant energy scales of this problem are given by the hopping amp-
litude, t, the temperature of the fermions, T , and the dipolar interaction strength,
cd. In order to observe a relatively sharp Fermi surface, the magnitude of kBT ,
with kB Boltzmann’s constant, has to be small compared to the hopping band-
width of 8t. The dipolar coupling, in turn, determines the magnitude of the
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anisotropic effects. For experiments with highly magnetic lantanide atoms, t can
be tuned over a wide range from hundreds of mHz to hundreds of Hz, while
the dipolar coupling cd is set by the atomic species and the lattice spacing a
selected. For Erbium with a = 266 nm, cd was measured to be 40Hz [364].
A single component Fermi gas of highly magnetic atoms also offers an un-
precedented and highly efficient cooling mechanism as DDI ensures a finite
scattering cross-section and thus allows thermalization between atoms, while
the Pauli principle forbids short-range s-wave scattering and thus suppresses
losses caused by inelastic three body collisions [274, 276]. Efficient cooling is cru-
cial when simulating condensed matter systems since the Fermi temperature TF
changes from the Kelvin scale in solid state systems to the nano-Kelvin scale in
the atomic gas. In the bulk, temperatures down to ≈ 10% of the Fermi temperat-
ure have already been achieved for a polarized fermionic gas of highly magnetic
atoms using the exceptional direct cooling possibility offered by DDI described
above [276]. In the presence of a periodic potential, the Fermi temperature is set
by half the bandwidth TF ≈ 4t. By minimizing heating effects, one can expect to
keep T/TF nearly constant during the ramping up of the optical potential while
in the Fermi Liquid regime [381–383].
Below, the parameters t = 100 Hz, T = 20 Hz, and cd = 50 Hz are used,
with all energies given in units of t. While this order of magnitude of T/TF has
been achieved in experiments with ultracold Er in a harmonic trap [276], heating
effects will need to be minimized in order to achieve a similar temperature in a
lattice. In general, the lower the temperature, the sharper the Fermi surface and
the clearer the Lifshitz transition can be observed.
16.4 the lifshitz transition
In a 2D square lattice, the Brillouin Zone (BZ) defines quasi-momenta kx,ky ∈
[−pi,pi] in units of the inverse lattice spacing. The stationary points of the dis-
persion tk = −2t [cos(kx) + cos(ky)] are at the points (±pi, 0) and (0,±pi) on
the edge of the BZ (dots in Fig 16.3), corresponding to the VHSs of the non-
interacting system. The dipolar interaction does not affect the location of the
VHSs.
In the absence of interactions, the x and y directions of the system are identical
the Fermi surface resembles a diamond with rounded corners. When the DDI is
turned on, with dipoles oriented along the xy-diagonal (φ = 0.25pi, any θ), the
Fermi surface preserves this shape, see Figure 16.3 (red line).
However, orienting the dipoles along the x-axis (φ = 0, θ = 0.5pi), breaks the
symmetry between the x and y directions. As a consequence, the Fermi surface
loses its symmetry as well. The resulting deformation leads to the Lifshitz trans-
ition: the Fermi surface now encloses the VHSs at X = (qx = ±pi, qy = 0).
16
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Figure 16.3: Fermi surfaces. The red curve corresponds to φ = 0.25pi, where the Fermi
surface is independent of the angle θ. At φ = 0, θ = 0.5pi (blue line), the
Fermi surface is deformed anisotropically due to the DDI. This breaks the
symmetry between the X and Y points in the Brillouin Zone. In the kx dir-
ection, the Fermi surfaces of neighboring Brillouin Zones are connected and
the VHS (black dots) is enclosed by the Fermi surface. In the ky direction,
the Fermi surfaces are not connected and the VHS is outside of the Fermi
surface.
Furthermore, the Lifshitz transition changes the topology of the Fermi surface,
which now connects neighboring Brillouin Zones in the horizontal direction, as
can be inferred from the periodic continuation of Figure 16.3.
An additional insight into the Lifshitz transition can be obtained by studying
the properties of the spectral function, A(E, k), which describes the energies and
momenta of the single-particle excitations in the system. The anisotropy due to
the DDI is highlighted by the spectral function along two distinct paths in the
Brillouin Zone, Γ -X-M and Γ -Y-M, where Γ = (0, 0) is the origin and M= (pi,pi)
is the corner of the Brillouin Zone, as shown in Figure 16.3.
Figure 16.6 shows the sum of the two spectral functions along these paths for
two different dipole orientations, with the Fermi energy at E = 0 (white hori-
zontal line). The left panel of Figure 16.6 shows the “symmetric” case φ = 0.25pi
with n = 0.4 < 0.5. In the absence of interactions, the Van Hove singularity
crosses the Fermi surface exactly at half-filling. In Figure 16.6(a), the VHS is
clearly visible as a very flat dispersion at the X and Y points, however it is now
located above the Fermi energy E = 0. Figure 16.6(b) shows the spectral function
at φ = 0, on the other side of the Lifshitz transition. Here, the dispersion has two
branches corresponding to the X point and Y point respectively. The branches
remain flat, corresponding to two VHSs, one above and one below the Fermi
energy. The interaction strength cd determines the scale of the anisotropy, there-
fore the energy-resolved measurements need a resolution of the same order to be
16
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Figure 16.4: For a non-interacting, half-filled system, the red part of the Brillouin Zone
lies within the Fermi surface. The black and gray dots denote the Van Hove
singularities (stationary points and end points of the dispersion respectively),
and the high-symmetry points are Γ = (0, 0), X= (pi, 0), Y= (0,pi) and M =
(pi,pi).
able to detect these effects. In situations where the temperature is substantially
larger than cd, all effects are likely to be thermally smeared out.
In order to get a naive feeling for the expected magnitude of the effects, per-
turbation theory can be used. It is most convenient to do this at T = 0 and close
to half-filling, where the integrals over the Brillouin Zone can be drastically sim-
plified.
The energy of the non-interacting system is given by the Fourier transform,
tk, of the hopping,
H0 =
∑
k
Eknk
Ek = tk = −2t [cos(kx) + cos(ky)]
The Fermi surface is determined by the condition of Ek = µ, with µ the chemical
potential. Half-filling occurs at µ = 0, and the resulting Fermi surface the dia-
mond shown in Figure 16.4. The main text studied a system below half-filling at
n ≈ 0.4, where the Fermi surface is slightly smaller than the diamond.
The Van Hove singularities (black dots) are found as the stationary points of
the dispersion, ∇kEk = 0. Two saddle points occur at the center of the sides
of the Brillouin Zone. The global minimum and maxima of the dispersion are
shown as the gray dots, at the origin and the corners of the Brillouin Zone re-
spectively. Accounting for the periodicity, there are two saddle points, one min-
imum and one maximum per Brillouin Zone, the minimum number of critical
points predicted by Van Hove [323].
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Now consider an anisotropic interaction. For simplicity, the interaction can
be restricted to nearest-neighbor couplings and all the dipoles’ can be oriented
along the x-axis (θ = pi/2, φ = 0). In momentum space, that interaction is given
by
Vq = 2cd [−2 cos(qx) + cos(qy)] . (16.2)
Now, the self-energy of the fermion is calculated using the Hartree-Fock approx-
imation. [31] The expectation value with respect to H0 is denoted by 〈·〉0. The
Hartree contribution to the self-energy is independent of k and only leads to a
change in the chemical potential, which can be ignored. The Fock contribution,
on the other hand, induces anisotropy [365]:
ΣFockk =−
∑
q
Vq
〈
nk+q
〉0 . (16.3)
The sums over momenta in equation (16.3) should be understood as normalized
integrals over the Brillouin Zone.
Performing this calculation explicitly for the high-symmetry points Y and X,
i.e., k = (0,pi) and k = (pi, 0), reveals the anisotropy. The energy of the Y point
with respect to the Fermi energy is given by:
ΣFockk=Y =−
1
(2pi)2
∫
k+q∈Fermi volume
Vq dq = 12 cd/pi2 ≈ 1.2 cd (16.4)
On the other hand, for the X point, ΣFockk=X ≈ −1.2 cd, and the dispersion is
pushed below the Fermi energy. Note that 〈n〉0 is zero outside of the Fermi
surface and unity inside. These estimates of the energy splitting between the X
and Y points match the order of magnitude of the results in Figure 16.6. Note
that an exact match is not expected, since the results of Figure 16.6 are obtained
at finite temperature, away from half-filling and with interaction beyond nearest
neighbors.
The numerical results showed that the VHSs do not move in the presence of in-
teraction. This can be demonstrated perturbatively in the zero-temperature limit.
Let us show that the energy (16.3) is stationary at these points. The first term,
tk, is stationary since these points are the VHSs of the non-interacting system.
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Figure 16.5: The density of states in the presence of anisotropic interaction, in the Fock
approximation. The dashed lines show the energy shift of the Van Hove sin-
gularities according to Equation (16.4).
Then there is the gradient of
〈
nk+q
〉0. Since the density is a step function, its
derivative is a delta function on the Fermi surface.
∇k
(
ΣFockk
)
=−∇k
∑
q
Vq
〈
nk+q
〉0
=
∫
k+q∈Fermi surface
−Vq dq (16.5)
∇k
(
ΣFockk
)
|X, Y = 0
Since the gradient of the Fock self-energy is zero at the X, Y points, they are also
the stationary points of the interacting system.
The density of states is usually of great interest in studying Fermi systems.
When performing Matsubara axis calculations, the density of states requires
analytical continuation, which can make it difficult to resolve sharp features. In
this case, with some approximations the calculations can proceed in real energy
space. In the Fock approximation for the self-energy, Equation (16.3), the self-
energy depends on momentum only. Again, only the nearest-neighbor part of
the interaction can be used for further simplicity. A very sharp density of states
is obtained using an extremely low temperature βt = 10000 and cd/t = 0.5,
broadening constant δ = 0.01 and a large lattice of 500 by 500 sites.
The resulting density of states is shown in Figure 16.5. In the non-interacting
model, there is a degenerate Van Hove singularity at the Fermi level. The aniso-
tropic interaction breaks the degeneracy and shifts one of them up and one of
them down, as predicted by Equation (16.4).
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Figure 16.6: Spectral function at φ = 0.25pi (left) and φ = 0 (right), both for θ = 0.50pi.
The sum of the spectral function along the Γ -X-M and Γ -Y-M paths (see Fig-
ure 16.3) is shown. At φ = 0.25pi, the spectral functions along these paths are
identical, whereas at φ = 0 the X and Y points are distinguishable due to the
anisotropic interaction. This corresponds to the splitting into two bands.
16.5 susceptibility
The static susceptibility 〈nn〉q, which is defined as the Fourier transform of the
density-density correlation function to momentum space, provides an alternat-
ive way to investigate the Lifshitz transition in the system. Compared to the
spectral function, which contains information on the single-particle excitations,
the susceptibility gives access to the collective excitations, in particular, to the
charge density waves. Thus, the susceptibility reveals whether the system is in
a charge-ordered state. Along with deforming the Fermi surface and altering
the spectral function, the DDI also affect the susceptibility, as demonstrated by
Figure 16.7. For φ = 0.25pi and dipoles perpendicular to the lattice plane, panel
(a), the susceptibility is isotropic with maxima close to the M = (±pi,±pi) points,
which corresponds to a checkerboard pattern in real space as the interaction is
isotropically repulsive in plane. As the dipoles get oriented parallel to the lat-
tice plane while keeping φ = 0.25pi, the symmetry between the two diagonals is
broken, reflecting the asymmetry between the direction φ = ±0.25pi introduced
by the anisotropy of DDI. For large θ, a maximum starts to appear at small q
and long wavelength, which is reminiscent of the susceptibility observed in the
ultralong-range ordered phase of the dipolar Fermi-Hubbard model [96]. Note
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Figure 16.7: Static density-density correlation function in momentum space. The dipolar
angles correspond to those of Figure 16.1.
that this evolution of the susceptibility is completely interaction-driven and hap-
pens while the Fermi surface remains unperturbed, as shown in Figure 16.3. In
panel (b), the effect of rotation in plane is illustrated, going from dipoles oriented
along the diagonal (φ = 0.25pi) to dipoles pointing along the x-axis (φ = 0). The
line of maxima in the susceptibility follows the dipole orientation angle, and the
Fermi surface is deformed in this process, cf. Figure 16.3. Finally, in Figure 16.7c,
dipoles are getting aligned out of plane again, now keeping φ = 0 constant.
As for fixed φ = 0.25pi, the susceptibility evolves from anisotropic to isotropic.
However the orientation of the line of maxima is now rotated and in contrast
to fixed φ = 0.25pi, this evolution is associated to a deformation of the Fermi
surface: at θ = 0 it is isotropic whereas at θ = 0.5pi it is deformed.
Let us have a more detailed look onto the specific case of φ = 0, θ = 0.5, where
the Fermi surface deformation is the largest. Figure 16.8(a) shows a cross-section
at qx = 0 of the susceptibility 〈nn〉q. The green line corresponds to the same
density, n = 0.40, as in Figure 16.3. The susceptibility changes, however, if one
changes the density. At the lowest density shown, n = 0.37 (blue) there is a clear
maximum in the susceptibility. This is the Kohn anomaly [384] corresponding to
excitations from the flat top of the Fermi surface to the bottom of the next Fermi
surface, as also shown in Figure 16.8(b) (blue arrow).
As the density increases, the Fermi surface expands (Figure 16.8(b)) and the
Kohn anomaly shifts to slightly lower momentum. When reaching a given crit-
ical density (here between n = 0.38 and 0.40), the Lifshitz transition occurs at
the X-point in the Brillouin Zone. As a result, excitations with small momentum
transfer are possible, as illustrated in Figure 16.8(b) (arrows), and the susceptib-
ility at small qy is greatly enhanced. This time, instead of a sharp peak, there is
a much broader enhancement. Since the X-point is a VHS, the single-particle en-
ergy close to X only depends weakly on momentum, and so does the occupation
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Figure 16.8: (a) qx = 0 cross section of the static susceptibility. The arrows indicate the
momenta corresponding to the transitions illustrated on the right. (b) Fermi
surface (only the top right quadrant of the Brillouin Zone is shown), the
green Fermi surface corresponds to Figure 16.3. Different lines correspond
to the densities n = 0.37, 0.38, 0.40, 0.42 and 0.44. The dipole orientation is
fixed to φ = 0, θ = 0.5pi.
nk. This means that the density profile is relatively flat near the Fermi surface
here and the corresponding excitations are less sharply peaked.
16.6 conclusions
This chapter demonstrated that ultracold dipolar fermions in an optical lattice
can be used as an efficient quantum simulation platform to study topological Lif-
shitz transitions. As their crucial property, the Lifshitz transitions predicted in
ultracold quantum gases occur solely due to the anisotropic interparticle interac-
tions, and therefore can be observed in an isotropic optical lattice. It was shown
that the transition can be detected by measuring the Fermi-surface deformations,
the spectral function, and the static susceptibility. Thus, several compliment-
ary experimental techniques can be used. The Fermi surface deformation can
be determined using adiabatic mapping time-of-flight measurements [385, 386].
The spectral function can be revealed using momentum-resolved radiofrequency
spectroscopy [387] or momentum-resolved Bragg scattering [388–390]. Lattice-
modulation spectroscopy [391–393] can show the energies of the available states,
however without the momentum resolution. The splitting of the Van Hove sin-
gularity into two energies associated with the X and Y point can be investigated
in this way. The static susceptibility 〈nn〉q can be accessed by two-body correla-
tion analysis of the time-of-flight density distribution, so called noise-correlation
16
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measurement [312, 313, 394]. These observation techniques will have to be integ-
rated into the experimental set-up required for the Lifshitz transition.
In order to observe the interaction-induced Lifshitz transition, the fermion
density needs to be close to the Van Hove filling, which for nearest-neighbor
hopping occurs at half-filling. Furthermore, since the phase transition point de-
pends on the local density, the confinement potential has to be be sufficiently
flat to simultaneously induce the Lifshitz transition in a large part of the trap.
Furthermore, Fermi surface deformations are most naturally observed in mo-
mentum space, so observation is helped by homogeneity. Novel techniques such
as box traps [315] and anticonfinement potentials [395, 396] may help in redu-
cing inhomogeneous trapping effects. Other techniques such as single-site ad-
dressing [397–404] or super-lattice engineering/tuning [405, 406] may help both
in preparing regions of controlled filling and give access to original probing
schemes [407, 408].
While ultracold magnetic atoms are the primary candidates to observe the
interaction-induced Lifshitz transitions, similar measurements can be performed
with high-density samples of ultracold heteronuclear molecules [277, 278, 282,
283]. Furthermore, the phenomenon is expected to occur for other types of aniso-
tropic interparticle interactions, such as quadrupole-quadrupole couplings [316,
317] or interactions induced by far-off-resonant laser fields [319, 320].
16.7 what about the hubbard model?
This chapter used a spinless model. As discussed above, this has advantages
experimentally. From a theory perspective, it means that there is no Hubbard-U
in this model. This reduces the number of parameters to worry about, and it
also removes most of the strong local interaction effects that make the Hubbard
model so difficult. But the question remains, would we see the same physics in
the normal Hubbard model?
To see the Lifshitz transition, the starting point needs to be close to the Lifshitz
point without the dipolar interaction. In other words, the Fermi level should
already be near the Van Hove singularity, so that small changes are sufficient
to push it over. In the square lattice Hubbard model, that corresponds to half-
filling, i.e., one fermion per site. Now, at half-filling, the Hubbard interaction
U at half-filling strongly suppresses density fluctuations. But it is exactly these
density fluctuations that enter the Fock diagram via X˜ in Figure 16.2(a). At large
U, the the fermions localize, the Fock diagram becomes small and the deform-
ation is also small. The deformation would be larger at quarter-filling, which
corresponds to one fermion per two sites, similar to the situation studied in this
Chapter. However, in that case, the Lifshitz point is very far away, and reaching
it will need very large deformations.
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C O N C L U S I O N S A N D O U T L O O K
The methodological improvements described in this thesis have created a new
perspective on collective phenomena in strongly correlated systems. Since the
early 1990s, Dynamical Mean-Field Theory (DMFT) has been the go-to method
for treating correlated electron systems and the Hubbard model in particular.
Single-particle properties like the density of states, spectral function and quasi-
particle weight form the natural language of DMFT. Very different theories were
used to describe collective excitations like plasmons, starting from the weakly
interesting system. In a third field, for the charge-density wave physics in trans-
ition metal dichalcogenides the electron-phonon interaction was always treated
carefully but the electron-electron interaction was usually neglected. The work
on the dual boson approach presented here works towards a unified theory com-
bining all these aspects.
Understanding plasmons in strongly correlated systems formed a large mo-
tivation for the dual boson approach. The usual random phase approximation
analysis of collective excitations uses the non-interacting Green’s function as its
starting point. It does not know about strong correlations or about Hubbard
bands and going from this starting point towards a description of strong cor-
relations is an exceedingly hard journey. The dual transformation means that
now the DMFT Green’s function serves as a starting point, with its Hubbard
bands and renormalized quasiparticle peak. The ladder approximation in dual
boson ensures that the charge conservation requirements are met so that the
long-wavelength behavior can be studied. Correlation effects cause changes both
in the long-wavelength plasmon dispersion as well as spectral weight transfer at
shorter wavelength. The latter can be considered the analogue of the Hubbard
bands in the charge excitation spectrum. For the future, it will be interesting to
study the effects of correlations in the magnetic two-particle spectrum as well.
In the transition metal dichalcogenides, and in NbS2 in particular, electron-
electron and electron-phonon interaction compete. This leads to partial cancel-
lations and a spectral function that is on first sight very similar to the noninter-
acting bands. However, the interactions do lead to substantial broadening of the
spectral function. Going to the two-particle properties, more difference are vis-
ible and it turns out that both charge and magnetic fluctuations are quite large
and that the system is close to several phase transitions. This is a nice example of
the additional information that can be gained from collective phenomena. The
dual boson approach allowed us to study the electron-electron interactions that
were usually neglected in this system. On the other hand, the treatment of the
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electron-phonon interaction was relatively crude and would be a good place for
improvement in the future.
Screening is another nice example of a collective phenomenon. In the pres-
ence of nonlocal interactions, electrons feel a reduced local interaction due to
the screening effect of all the surrounding electrons. At the metal-insulator trans-
ition, these surrounding electrons suddenly behave very differently, altering the
screening and even changing the order of the metal-insulator transition. Cur-
rently, this part of parameter space was difficult to handle directly in dual boson
and we had to resort to a variational principle. Dual boson did allow for a very
useful study of the variational principle away from the phase transition, show-
ing when and why one can trust the variational principle, and when not. The
variational principle makes clear predictions for the slope of the metal-insulator
phase boundary, which provide a good reference for computational methods
that wish to address this regime.
Comparing methods, as we did with the variational principle and dual bo-
son, is an extremely important part of building approximations. In this thesis,
the square lattice Hubbard model has also been used to compare dual boson
with other diagrammatic extensions of DMFT. Further work along those lines
is certainly needed. In particular, it would be useful to move beyond the single
example of the square lattice at half-filling with all its peculiarities, to also make
detailed comparisons with cluster-based approaches, and to study not only the
phase transitions but also more detailed momentum and energy resolved quant-
ities.
In addition to the traditional applications to condensed matter physics, dual
boson has also been applied to ultracold fermions in optical lattices. Nonlocal in-
teractions can be specifically engineered and controlled in these systems, which
is lovely for theorists. On the other hand, the practical problems of finite size
effects and lack of uniformity are very different in these set-ups. Dual boson
predicts that the right circumstances will lead to Lifshitz and ordering trans-
itions in these systems. Hopefully, future experiments will be able to test these
predictions.
S U M M A RY
Strongly correlated fermions form very interesting systems that are relevant for
the description of electrons in realistic materials. Besides being interesting, they
are also notoriously difficult to solve. Simple models that capture the essential
physics need to be invented, followed by approximation strategies to solve them
and experimental verification of their predictions. The modeling part has flour-
ished since the 1960s, the approximation strategies have seen big steps forward
since the 1990s. A crucial idea has been that the most important correlation ef-
fects are local. Particles interact most strongly when they are close together, or,
in a lattice model, even on the same site. This makes everything a lot easier to
handle.
From the experimental side, this century has seen a rising prominence of two-
dimensional materials. Physics is notably different in lower dimensions. One im-
portant aspect turns out to be the reduced screening and the greater importance
of nonlocal interactions. In two dimensions, the correlations between nearby elec-
trons cannot simply be neglected. The two-dimensional systems require us to go
beyond this simplified picture.
There is another disadvantage of looking at a single site at a time. The elec-
trons in a material do not just move quasi-independently, sometimes they also
move together collectively. A single-site theory which only deals with two elec-
trons at a time has a lot of difficulty describing this situation.
This thesis describes the implementation of a novel computational method
that can deal with nonlocal interactions, strong correlations and collective phe-
nomena at the same time: the dual boson method. The first part of the thesis
is devoted to the exposition of this method and some of the details involved in
implementing it numerically. The basic idea is that a single-site view is a nice
starting point, since a lot of the correlation effects are taken into account that
way, but that it is insufficient to stop there. By considering an entire lattice of
interacting single-site models, combined with a good amount of mathematical
formulas, it is possible to restore the proper behavior on large scales.
This method can deal with a lot of correlations, but it is still an approximate
method. With an approximate method, it is important to study which results
are reliable and should be trusted, and which parts are susceptible to errors. In
particular, approximations can (and will) break exact identities of the exact solu-
tion and it is important to know when and where this happens. The second part
of this thesis explores this issue. Chapter 5 discusses two ways to calculate the
electronic compressibility and that these two ways are actually inconsistent in
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many approximate theories. However, the magnitude of this inconsistency can
be made quite small so with the appropriate computational choices. Chapter 6
shows that there can also be an inconsistency in the probability that two elec-
trons occupy the same site (the double occupancy) and that this inconsistency
is actually quite large and relevant. It is possible to enforce consistency on the
double occupancy and this makes the results numerically much closer to (exact)
benchmarks. The issue of consistency and conservation is studied from a more
general perspective in Chapter 7 with particular attention for the conservation
of the total charge. The total number of electrons in system the should be con-
served, electrons cannot disappear. Since the electrons can move, the number of
electrons in any finite subsystem is not conserved. A theory that starts with a
single site, which has a varying number of electrons on it, somehow needs to
restore the charge conservation of the entire system in the end. It turns out that
some specific choices in the approximation ensure the conservation of charge.
Finally, at the end of this part the method is applied to a single-layer of NbS2 in
Chapter 8. This is a realistic example of a two-dimensional system where non-
local interactions are indeed important. It turns out that the nonlocal interactions
actually compete with the local interactions, partially negating their effect and
making the system less correlated.
The third part of this thesis looks at the interaction between charges on neigh-
boring sites specifically. When there is strong repulsion between neighboring
charged particles, it becomes energetically favorable to form a checkerboard pat-
tern where every charged particle is surrounded by empty sites. This model
is popular in the literature and therefore allows for a comparison between our
method and its competitors. Chapter 9 shows that dual boson performs well
at predicting when this checkerboard pattern forms. Taking account the non-
local correlation effects is particularly important to resolve the transition accur-
ately. Chapter 10 compares the dual boson method and a variational principle
in more detail, showing good agreement for most observables. The same vari-
ational method is then applied to the metal-insulator transition, that favorite
playing field for strongly correlated electron physics, in Chapter 11. When the
local electronic interaction is very strong, electrons avoiding being on the same
site and this means that they can no longer move when there is an electron on
every site. Nonlocal interactions turn out to be very important for this metal-
insulator transition, even changing the order of the transition.
The fourth part of this thesis deals with one of the original motivations for the
dual boson method: What happens to plasmons (collective charge excitations)
in strongly correlated systems. This was always a very difficult problem, since a
single-site view was the answer to strong correlations and that single-site view
makes it hard to look at collective movement. The dual boson approach can
handle this. Most importantly, since the total charge in the system is conserved,
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dual boson allows us to study collective modes with very long wavelengths.
Chapter 12 starts of with a relatively simple example, the zero sound collective
excitation, to show how and why previous theories failed. Chapter 13 moves on
to plasmons in a three-dimensional system with long-range Coulomb interaction.
Here, correlation changes the plasmons frequency. Chapter 14 shows that in
two-dimensional systems, the correlations change the plasmon dispersion. In
addition to that, at shorter wavelengths the correlations move spectral weight
to a localized high-energy mode in the charge spectrum, just like they move
spectral weight to the Hubbard bands in the density of states.
Finally, the fifth part looks at the possibilities that dipolar interactions between
fermions in optical lattices create. The theoretical models that describe these
particles are very similar to electrons in a material, so that the same theoretical
methods can be applied. There are also some differences, though, which open up
interesting new possibilities. The dipolar interaction is anisotropic, long-ranged
and controllable. These aspects allow for new density patterns, in addition to
the checkerboard order. As shown in Chapter 15, this includes density order
with a very long wavelength and an adjustable orientation. Chapter 16 shows
how the anisotropy of the interaction deforms the Fermi surface and how this
mechanism can be used to control the system.
S A M E N VAT T I N G
De elektronen in materialen kunnen onderling sterk gecorreleerd zijn. Ze vor-
men dan systemen die niet alleen erg interessant zijn, maar ook moeilijk te
doorgronden. Zelfs de simpelste modellen kunnen niet exact worden opgelost.
Daarom zijn benaderingsmethoden nodig om voorspellingen te kunnen doen.
Vervolgens moeten deze voorspellingen experimenteel getoetst worden. In de ja-
ren ’60 zijn belangrijke stappen gezet in het maken van modellen, gevolgd door
efficiënte benaderingsmethoden in de jaren ’90. Het concept “lokaal” was bij
beide ontwikkelingen cruciaal. De interactie en correlatie tussen deeltjes is het
grootste als ze op dezelfde plek zijn.
Deze eeuw zijn tweedimensionale materialen experimenteel erg belangrijk ge-
worden. Juist in dergelijke materialen is er weinig elektronische afscherming
waardoor correlaties op langere afstand belangrijk blijven. Hierdoor is het on-
voldoende om alleen lokale correlaties te bekijken. Daarnaast maakt de lokale
visie op correlaties het ook lastig om naar het collectieve gedrag van elektronen
te kijken. Een lokale blik heeft voordelen, maar het overzicht over het geheel
dreigt verloren te gaan.
In dit proefschrift wordt een nieuwe rekenmethode beschreven die tegelijker-
tijd kan omgaan met niet-lokale interacties, sterke correlaties en collectieve fe-
nomenen: de methode van duale bosonen. De methode wordt uitgelegd in het
eerste deel van het proefschrift, waarbij er ook aandacht is voor details die no-
dig zijn om de methode te implementeren. Het idee van de methode is om
te beginnen met een lokaal model, omdat daarin de belangrijkste correlaties al
opgesloten zitten, maar om dan nog verder te gaan. Door een heel rooster van in-
teragerende modellen te bekijken kan met behoorlijk wat wiskunde het correcte
gedrag op lange afstanden goed beschreven worden.
De rekenmethode kan omgaan met allerlei correlaties, maar het is nog steeds
een benaderingsmethode. Het is belangrijk om te kijken welke resultaten van
de methode betrouwbaar zijn en welke niet. Benaderingsmethoden kunnen (en
zullen) inconsistenties bevatten en het is belangrijk hier goed mee om te gaan.
Het tweede deel van dit proefschrift gaat hier over. Als concreet voorbeeld wordt
de elektronische compressibiliteit op twee verschillende manieren berekend in
hoofdstuk 5. In veel benaderingsmethoden geven deze twee manieren verschil-
lende antwoorden, maar door de goede computationele keuzes te maken kan
deze inconsistentie klein worden gemaakt. In hoofdstuk 6 blijkt dat er een ver-
gelijkbare inconsistentie zit in de kans dat twee elektronen tegelijkertijd op de-
zelfde plek zijn. In dit geval is de inconsistentie behoorlijk groot en belangrijk.
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Door consistentie op te leggen aan de benaderingsmethode kunnen de nume-
rieke resultaten aanzienlijk verbeterd worden. Consistentie en behoudswetten
worden in meer detail beschouwd in hoofdstuk 7. Het totaal aantal elektronen
in het system is een behouden grootheid, maar het aantal elektronen in een
deelsysteem is niet behouden doordat de elektronen kunnen bewegen. De bena-
deringsmethode begint met een lokaal systeem zonder behoud van elektronen.
Wanneer een rooster van deze systemen wordt bekeken, kan het behoud van het
totaal aantal elektronen hersteld worden door enkele specifieke keuzes te maken
in de rekenmethode. In hoofdstuk 8 wordt de rekenmethode geïllustreerd aan de
hand van een praktisch voorbeeld, NbS2. Dit is een tweedimensionaal systeem
waarin de niet-lokale interacties van groot belang blijken te zijn. Ze concurreren
met de lokale interactie waardoor de totale correlatie wat minder wordt.
Het derde deel van dit proefschrift gaat over systemen waarin er interactie is
tussen naburige elektronen. Als buren elkaar sterk afstoten kan een schaakbord
ontstaan waarin ieder gevuld vakje wordt omringd door lege vakjes. Bepalen
hoe sterk de afstoting hiervoor precies moet zijn is een populaire manier om
benaderingsmethoden te vergelijken. In hoofdstuk 9 blijkt dat de methode van
duale bosonen op dit gebied goede resultaten geeft. In hoofdstuk 10 vergelijken
we de resultaten van de duale bosonen met een variatieprincipe. Voor de meeste
meetbare grootheden geven beide methoden vergelijkbare resultaten. Met deze
kennis op zak wordt het variatieprincipe in hoofdstuk 11 toegepast op de fa-
seovergang van metaal naar isolator. Als de lokale afstoting heel groot is, zit
er uiteindelijk precies één elektronen op ieder roosterpunt. De elektronen kun-
nen allemaal niet meer bewegen omdat er op de omliggende roosterpunten al
een elektron zit. Wanneer de niet-lokale interactie wordt meegenomen in deze
overwegingen, blijkt de faseovergang van een lagere orde te worden.
In het vierde deel van het proefschrift gaat het over de collectieve bewegingen
van elektronen, de zogenaamde plasmonen. Oorspronkelijk was dit een belang-
rijke motivatie voor de ontwikkeling van de duale bosonen. Uit het lokale per-
spectief kan collectief gedrag moeilijk begrepen worden, waardoor plasmonen
in sterk gecorreleerde systemen een onontgonnen gebied vormden. Aangezien
de methode met duale bosonen ladingsbehoud garandeert, kunnen plasmonen
nu wel bestudeerd worden, zelfs als het plasmonen zijn met een erg lange golf-
lengte. Hoofdstuk 12 begint met een relatief eenvoudig voorbeeld, het “nulde
geluid”, en laat zien waar en hoe eerdere benaderingsmethoden de fout ingaan.
Vervolgens beschrijft hoofdstuk 13 de plasmonen in een driedimensionaal sys-
teem met Coulomb interacties. Sterke correlatie verandert de plasmafrequentie.
Hoofdstuk 14 toont dat voor twee-dimensionale systemen de correlatie-effecten
leiden tot een verandering van de dispersie van de plasmonen. Bovendien ver-
andert het spectrum van de plasmonen. Er ontstaan gelocaliseerde, hoogenerge-
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tische excitaties. Deze zijn gerelateerd aan de banden van Hubbard in de toe-
standsdichtheid.
Het vijfde deel van dit proefschrift gaat niet meer over elektronen. Het blijkt
dat atomen en moleculen in optische roosters theoretisch heel vergelijkbaar zijn
met elektronen. Hierdoor kunnen dezelfde rekenmethoden worden toegepast.
Er zijn ook wat interessante verschillen. Dipolaire interacties tussen de deeltjes
zijn richtingsafhankelijk, werken op lange afstanden en zijn experimenteel te
controleren. Dit zorgt ervoor dat er naast een schaakbordpatroon ook nieuwe
vormen van ordening zijn. Hoofdstuk 15 laat een patroon zien met een lange
golflengte en de richting van het patroon hangt af van een extern veld. Hoofd-
stuk 16 beschrijft hoe de richtingsafhankelijkheid van de interactie leidt tot ver-
vorming van het Fermi oppervlak en wat voor experimentele mogelijkheden dit
geeft.
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