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ABSTRACT
Microgrid is an emerging technology in the field of electrical engineering which employs the
concept of Distributed Energy Resources (DERs) in order to generate electricity in a small sized
power system. The main objectives of this dissertation are to: 1- design a new control for lower level
control of DERs in microgrids, 2- implement distributed upper level control for DERs in microgrids
and 3- apply analytical approaches in order to analyze DERs in microgrids. The control in each
DER can be divided into two main categories: lower and upper level. Lower level control is the
main objective of control in each DER. For example, the lower level control in Photovoltaic (PV)
is in charge of transferring the maximum power from sun into the main grid. Unlike the lower level
control, the upper level control is an additional control loop on top of the lower level controls. For
example, Voltage/Frequency (VF) controllers are installed on top of Active/Reactive (PQ) power
controller in energy storage devices as upper level control. In this dissertation, for the lower level
control improvements, two widely used DERs are selected (PV, and offshore wind farm) and new
control algorithms are developed in order to improve the performance of lower level controllers in
these DERs. For the PV lower level improvement, a new control methodology is proposed in order
to minimize the maximum power tracking error in PV lower level controller. Second contribution in
lower level control is for the offshore wind farm applications based on Multi-Terminal High Voltage
Direct Current (MTDC) transmission; a new control is designed in order to minimize the losses in
transmission lines through lower level control of High Voltage Direct Current (HVDC) converters.
For the upper level control, this dissertation considers the energy storage as another mostly used
type of DER in microgrids. The lower level control for energy storage is in charge of controlling
the PQ of the energy storage. The main contribution in the upper level control is to implement
the distributed control algorithm based on consensus theory for battery energy storages in order to
maximize the efficiency, energy management as well as synchronizing the performance of parallel
xi
energy storage devices in microgrids. In this case, the consensus based distributed control algo-
rithm with limited information exchange between neighboring energy storage units is proposed and
implemented to validate the claim.
The third contribution of this research is to apply advanced analysis techniques to evaluate the
performance of the DERs in microgrids. Two approaches are introduced for microgrid modeling in
this research. Firstly, an impedance modeling technique is used to model the offshore wind farm
connected to the main AC grid through HVDC transmission line. Multiple Input Multiple Output
(MIMO) Nyquist analysis and singular value analysis are used to assess the interactions between
HVDC converter and grid. Secondly, an unbalanced microgrid is considered and Dynamic Phasor
(DP) analysis is applied in order to find the stability limitations under different scenarios.
This dissertation has led to seven journal papers (five published, one journal in revision process
and one journal submitted recently) and four conference papers.
xii
CHAPTER 1
OVERVIEW
This chapter briefly introduces the advances toward microgrid and DER technology and classifies
the objectives and significance of this research in microgrid and DER technology.
1.1 General Introduction
Based on economic, technological and environmental changes during the past years and con-
cerns about global warming issues, centralized generation units such as power plants based on syn-
chronous generators are getting less attention compared to distributed generation. Microgrid is a
systematic approach that considers the generation and associated loads as a subsystem. The micro-
grid idea incorporates the Distributed Energy Resources (DERs) and loads in both grid connected
and islanded mode conditions [1, 2, 3]. Microgrid idea also brings isolation in case of disturbances
where distributed generation and corresponding loads can be separated from the main Alternative
Current (AC) system (islanded operation). This ability provides a higher local reliability compared
to the power systems based on massive synchronous generators.
DERs are covering a wide range of applications such as: gas turbines, microturbines, Photo-
voltaic (PV), fuel cells, wind farms and energy storage units. Most DERs require an inverter to
interface with the distribution AC system. A basic microgrid structure is composed of a group of
radial feeders, critical/non-critical loads, and DER units. The entire system may be connected to
the main AC grid (grid connect mode) or it may work as stand alone(autonomous/islanded mode).
Therefore, the operation of a microgrid can be classified into two main approaches:
1- Islanded operation [4, 5].
2- Grid connected operation [6].
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Islanded mode is when the microgrid is not connected to the main grid and it is operating
independently to support its local loads or share energy between the neighbors. In this case, the
islanded microgrid should not only retain the voltage and frequency, but also be able to control
the supply and demand. On the other hand, the grid connected mode is when the microgrid is
supported by the grid and there is no need for regulating the voltage or frequency, but the supply
and demand can be controlled.
Whether a microgrid is operating at the grid connected or the islanded mode, renewable energy
sources are integrated to generate electricity. Integrated renewable energy sources performing as
a microgrid have locally solved the energy problems and brought more efficiency and flexibility to
power systems. This would not be achieved without the significant improvement of power electronic
devices implemented for renewable energy sources. Future power systems will mainly be composed
of a number of interconnected microgrids where each microgrid is in charge of supplying its own
demand as well as sharing the energy with the neighbouring microgrids in case of extra generation.
Hence, the future microgrid technology will become more distributed where the generation
and consumption should be planned as a whole unit of multiple distributed microgrids, or simply
distributed agents [7]. With the recent improvements towards smart buildings and smart grids,
one should anticipate that small distributed renewable generation units are going to be integrated
soon. However, one of the most significant concerns related to the renewable energy sources in
the microgrids is their limited operating time due to the uncertain behavior [8]. For example,
Photovoltaic (PV) modules can only generate electricity in presence of sun irradiance, or wind
farms can only operate in places where sufficient amount of wind exists. Therefore, due to the
uncertain behavior of renewable energy resources in microgrid, battery energy storage systems are
commonly implemented as the energy buffers [9].
Microgrid control can be divided into two main levels:
1- Centralized control [10, 11].
2- Decentralized control [12, 13]
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In the centralized control, the microgrid central controller receives the data from each DER and
issues the commands such as power references to the generation units or control signals to the loads.
One of the main drawbacks regarding the centralized controller is that the central controller should
communicate with each distributed renewable energy source, where fast communication system is
highly expensive. Moreover, in case of a failure in the central controller, the entire system fails
and will not operate optimally. Decentralized controllers are the best solutions for the centralized
controller drawbacks. The decentralized control locally controls the DER units and guarantees
the stability in a global scale by only communicating between neighboring distributed generations.
Therefore, we used decentralized approach in this dissertation which provides more advantages
compared to centralized approaches.
Another point of view for microgrid control is to separate the controllers into two levels; 1-
lower level control and 2- upper level control. The lower level control of microgrids includes a
short-time scale control for resonance stability analysis and various individual control design for
DERs. However, the upper level control is mainly used for the long-time scale where the power
balance, or frequency deviations will be involved. Moreover, optimization schemes or coordinations
will be implemented and tested in upper-level research [14]. Depending on the type of DER, lower
level control may differ. For example, the lower level control in PV is mainly in charge of transferring
the maximum generated power by sun irradiance to the grid through an inverter. Another example
would be the energy storage, where the lower level control is in charge of controlling the generated
active and reactive powers through charging and discharging cycles of battery Direct Current (DC)
voltage. The upper level control, however, will be supplemented on top of the lower level control
to add more functionalities to the entire system, in case there is a global objective. For example,
when the microgrid is operating in an islanded mode, the global objective for the upper level control
would be controlling the voltage and frequency in the entire microgrid. In the next part, current
progress in microgrid area will be discussed in detail.
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1.2 Current State of Knowledge
This part of dissertation reviews the existing literature in microgrid systems and provides a
background for motivation of research and problem statement. Generally, a microgrid can be
viewed in three different levels:
1- Microgrid Model
This level considers the microgrid as a whole, where the ultimate goal is providing an overall
stability. There are several factors impacting the stability in this level including interactions
between power electronic converters and the grid, the effect of harmonics and unbalance,
power quality issues in the entire system, stability limits, and etc.
2- Microgrid Lower Level Control
Microgrid is composed of many DERs. Each DER has a power electronic converter with a
general control function. For example, PV converter transfers the maximum generated power
into the system, or energy storage converter controls the active and reactive power in case
it is necessary. Lower level control is dedicated to the general control functionality of each
DER.
3- Microgrid Upper Level Control
Upper level control is the supplementary controller on top of the lower level control or primary
control with a global objective. For example, when the microgrid is in the stand alone
condition (islanded operation), the upper level control controls the voltage and frequency in
the entire microgrid. Upper level control can be centralized or decentralized, too.
This dissertation will cover topics in the three levels stated above. For the microgrid model, two
problems are considered: interaction between converters and grid, and unbalanced microgrids. For
the lower level control, two main DERs broadly used in microgrid applications are selected: PV and
wind farm. For the upper level control, an energy storage is selected as the DER to be investigated
and decentralized control approach is proposed. Below is a brief introduction of the current state
of knowledge in the three targeted levels of microgrids.
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1.2.1 PV
PV is widely used because of its low operational and maintenance cost, and due to the public
attention to green energy sources. Based on previous studies, PV system will becom the most widely
spread renewable energy source in 2040 [15, 16]. The main objective of the PV system is to absorb
the energy from the sun and convert it to the electricity via a DC-to-AC power electronic converter.
Such process is conducted by an inverter control named Maximum Power Point Tracking (MPPT)
algorithm. MPPT tracks the maximum power even in load change or under changing weather
conditions. There are several approaches to achieve the maximum power in PV systems, including
Incremental Conductance (IC), Perturb and Observe (PO), and Hill Climbing (HC). Previous
studies have mainly focused on improving the performance of MPPT algorithms applied in PV
systems. For example, adaptive hill climbing MPPT technique is proposed in [17], or a comparison
between PO and HC method is conducted in [18].While PO and HC offer more simplicity, there are
several issues regarding these two approaches. For example, PO method provides error around the
maximum power point and cannot lock the controller in the maximum power [19]. In comparison
to PO and HC, IC algorithm is more complicated and in some cases is slow, yet it can track the
maximum power precisely without any error providing more efficiency. Therefore, any solution to
improve the IC MPPT performance and its simplicity is highly in demand . To that end, there
are a few papers investigating the improvements toward the IC MPPT approach. Variable step
size method is proposed in [20] in order to increase the speed of IC MPPT convergence, however,
the complexity is even more than previous approaches. In [21], a novel approach is introduced as
an alternative to the IC method using the slope of power-voltage (P − V ) curve in a PV system.
However, there is a voltage deviation (dVdt ) term in the denominator of the error signal which
provides infinity output if it is zero. To solve this problem, a dead-band controller is suggested in
[19] to replace the zero voltage deviation by a very small number, but still it does not solve the
problem. Therefore, more research is yet to be done in this topic to enhance the operation of IC
MPPT algorithm.
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1.2.2 Offshore Wind Farm
In the large scale application of wind farms, offshore wind energy is the keystone. Nowadays, the
application and the grid connection of large offshore wind farms are receiving more attention. As
the wind farm capacity is higher, the application of offshore wind farm is more feasible. This is due
to better wind profiles and large space demands in offshore. There are two options to transfer the
generated power from offshore to the onshore station; 1- High Voltage Alternative Current (HVAC),
and 2- High Voltage Direct Current (HVDC). Compared to the HVAC transmission system, HVDC
provides several advantages when the offshore capacity is large [22]:
• AC cable generates considerable reactive power which significantly reduces the active current
capacity of the cable, but HVDC does not have this problem.
• Resonances may occur in HVAC transmission due to high capacitance of the cable, but not
in HVDC.
• In HVDC connections, wind turbine and AC grids are synchronously coupled, which means
any fault in either grid or wind farm side will propagate in the entire system, while in HVDC,
the wind farm and the grid are isolated by DC transmission.
• In HVDC system, there is no charging current in DC cable and there is no limit on DC cable
length.
• HVDC has two converters; one in the wind farm side and one in the grid side. Therefore, the
full controllability of the active and reactive power is provided by HVDC, but not for HVAC.
These main advantages of HVDC transmission toward HVAC have convinced the electrical utilities
to consider the HVDC as the best solution for large offshore wind farm generations.
Multi-Terminal HVDC (MTDC) is a new concept of HVDC system which can be applied in large
offshore wind farms, where the interconnection between multiple large offshore wind farm stations
are necessary. Moreover, it will increase the reliability and utilize the transmission lines optimally.
Generally, MTDC is composed of multiple wind farm stations which are intersecting in offshore
through a common interconnection point. A main DC cable is then used in order to transfer the
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generated power by multiple offshore stations to multiple onshore stations. At onshore stations,
the main cable will be interconnected to many onshore DC cables same as the offshore station.
Several studies have demonstrated the practical applications and barriers of MTDC systems for
large offshore wind farms [22, 23, 24, 25, 26]. For example, [24] investigates the operation of three
different types of MTDC configurations, or [25] proposes a new control approach for DC voltage
control in MTDC systems.
One of the main advantages of the MTDC is the application of droop control in order to share
the generated power between multiple onshore stations based on the capacity of the generation.
However, there is a vital issue in MTDC system as the main DC cable carries a large DC current,
thus generates a huge amount of transmission losses. Several studies focused on the minimization
of losses in MTDC systems. For example, in [27], losses in DC transmission lines are minimized
by regulating all the grid side DC voltages and selecting the droop gains proportional to the
corresponding cable resistances.
The proposed method for loss minimization in [28] suggests that the set point of DC side at
each inverter station should be regulated by an optimization algorithm. The proposed “optimum
voltage control” minimizes the losses, however, it fails in proper power sharing among onshore
stations. Therefore, it is still required to improve the operation of MTDC systems in large offshore
wind farm applications by reducing the transmission line losses and without modifying the main
objective of power sharing through droop control.
1.2.3 Energy Storage Systems
In case of power disturbances, synchronous generators cannot rapidly respond to the fault and
make the system stable, as they are generally having very slow dynamics. In this situation, a
high speed control of active/reactive or voltage/frequency is needed. Power electronic devices can
provide high speed active/reactive power control. One interesting alternative is the application of
energy storage in order to maintain the system reliability and power quality with fast controllers.
The main characteristic of energy storage is to respond to the sudden load changes, supply the load
in case of faults, and provide fast active and reactive power support to the loads.
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However, the application of energy storage for active/reactive control or load support is not limited
to the distribution and transmission level. Recent studies have shown that the energy storage
application in microgrids can provide several advantages compared to the operation of microgrids
with no energy storage devices. One of the most significant concerns related to the distributed
renewable energy sources in microgrids is their uncertain behavior due to the limited supply of
renewable source. For example, in different weather conditions, PV modules cannot generate the
nominal power [29, 30], or wind farms cannot operate optimally in case the wind speed is not
enough [31]. In these scenarios, energy storage can be utilized to balance the energy as an energy
buffer [32, 33, 34]. A few papers have demonstrated the application of energy storage devices in
microgrids. For example, [33] studies the smoothing performance of PV and wind generation in
presence of battery energy storage systems as a hybrid microgrid. Another paper [35] reviews the
challenges of integrating the energy storage in distribution power systems, and describes different
control methodologies implemented for energy storage systems.
Most of the applications stated above are considering the performance of energy storage system
in improving the lower level controllability of the entire system. It should also be mentioned that
the energy storage can be used for upper level control improvements as well. The application of
upper level control in energy storage is a new topic. There are two different approaches in designing
the upper level controller for energy storage devices: 1- centralized controllers, and 2- decentralized
controllers. As discussed earlier in the beginning of the chapter, centralized controllers have a high
risk of single point of failure and need for extra communication links between the controller and
DERs. As a result, application of the centralized controllers in upper level control is very limited.
In contrast to the centralized controllers, decentralized controllers provide multiple benefits, and
are of interest in microgrid applications [36, 37, 38, 39]. There are a few papers investigating
the effect of decentralized upper level control in energy storage with multiple objectives [40]. For
example, [40] designs a microgrid composed of energy storage and microsources. The lower level
control is in charge of controlling the voltage and frequency, however, the upper level control tries
to set the power level of the energy storage devices to zero, meaning the energy storage finally will
not be charged or discharged. Distributed control has also been applied in energy storage devices
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to achieve synchronization for energy and power levels [41]. Such a complicated approach, in case
of complex microgrids with many components will be too difficult to deal with. Moreover, the
communication is not limited, as all the states of the system will be synchronized by the designed
approach. Another problem related to their design is that it only works for one operating mode
(islanded microgrid) and in case of grid connected microgrid, the proposed controller should be
changed completely. Therefore, there is a significant demand to improve the distributed control in
energy storage devices in microgrid application. The proposed control should not only consider the
simple design approach, but also limit the information exchange between energy storage devices,
and operate in both operating modes of a microgrid (islanded and grid connected).
1.2.4 Interactions and Unbalance Due to DERs
As discussed earlier, power electronic devices or converters provide fast controllability in power
systems especially in microgrids. However, grid connected inverters provide some barriers too. For
example, single phase PV systems are extensively used in home applications. One should consider
an unbalance effect due to the single phase PV penetration into the power grids. Moreover, grid
connected converters may interact with the grid if the grid impedance is high. As a result, there
should be some analysis approaches in order to evaluate the operation of grid connected systems,
find the limitations and stability issues in microgrids, and provide a solution to make the system
stable.
1.2.4.1 Interactions between Converters and Grid
Most of DERs are connected to the main system through an inverter. This is called grid
connection of inverters. A grid connected inverter normally operates as a current source to inject
current to the main grid. Extensive research has been conducted in recent years to study the
interactions between grid connected converters and the main grid. These studies have focused on
grid stability in the presence of DERs, or harmonic problems due to inverters. Recent studies have
found that the grid impedance may deteriorate the inverter control performance resulting instability
issues [42]. Such instability problems can be mentioned as: harmonic resonances, a destabilization of
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the converter current controller, or a synchronization of the converter to the grid. There are several
approaches to analyze the inverter grid interactions, among which, time domain and frequency
domain techniques are more common. However, they need the detailed inverter control models
and even coupling between multiple inverters should be taken into account, which complicates the
analysis. On the other hand, impedance analysis has recently been proposed and proved to be
the best approach to analyze the converter grid interactions. In this case, as the grid stability is
the main objective, internal behavior of the inverter including the control can be neglected. An
impedance based approach provides a suitable analysis tool, since it avoids complete modeling of
inverters. In addition, it works with different grid impedances or in case of coupled inverters without
any modification in analysis. The impedance analysis for grid connected inverters is well studied
in the literature [43, 42, 44, 45]. For example, [43] investigates the impedance analysis for Voltage
Source Converter (VSC) in the grid connected mode, or [42] studies the stability criterion for grid
connected inverter with impedance analysis. The application of impedance analysis for microgrid is
a new topic. For example, [45] studies the impedance analysis of Doubly Fed Induction Generator
(DFIG) in wind farm applications. One application of impedance analysis is when the AC grid
is weak, or if the transmission line connecting the converter to the grid is long. In this case,
interactions will happen between the converter control and the grid. One of the most common
control approaches in converters is dq control or vector control. Studies have shown that in case
of grid connected vector control converter, interactions may occur if the grid is weak, or if the
converter is connected to the grid through a very long transmission line. Also, [46] has reported
that the vector controlled converter fails to respond to the active power commands of more than
0.4 p.u if the AC grid is weak. Analytical studies indicate the limiting factors for the vector control
can be current control interactions with grid [44, 47], and or Phase-Locked-Loop (PLL) dynamics
[44, 47, 48]. A few papers have studied the improvements of interactions between weak AC grids
and inverters. For example, in [48], gain scheduling approach is applied to design the outer loop
power/voltage, which results in the power transfer increase. Furthermore, in [46], a new control
approach named Power Synchronization Control (PSC) is introduced to enhance the operation of
the inverters when linked to a weak AC system. However, more studies are needed to analyze the
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performance of PSC in weak AC conditions in order to generalize the comment that the PSC is an
alternative for vector control in weak AC connections.
1.2.4.2 Effect of Unbalance in Microgrids
For the past few decades, PV has been one of the mostly applied renewable sources of energy in
the world. The total capacity of installed PV was 300 MW in the year 2000. However, the installed
capacity has been greatly increased to 21 GW in the year 2010 which is a great improvement [49].
This improvement in the application has convinced the utility planners and microgrid operators to
apply PV as the most reliable source of energy in microgrids. Normally, PV is applied in microgrids
to support the loads, shave the load peaks, respond to the demand, and coordinate the control of
microgrids [50, 51, 52]. Compared to the wind energy, which is only available in limited locations,
sun is available almost everywhere, bringing more attention to the PV.
There are different types of PV systems such as: single-phase and three-phase with different
characteristics and controllers. While three phase PV systems are mostly used for higher capacities
including microgrid applications and distribution level power systems, single phase PVs are mostly
used for home and small sized industrial applications. Single phase PV has a good tradeoff between
the generated electricity and the design complexity, reduced price, improved penetration, and high
reliability. However, one should consider the effect of unbalance when it comes to the large amount
of single phase PV panels applied into the power grid. The application of a large amount of single
phase PV penetration into the grid will cause many problems including harmonic issues, power
quality problems, reliability issues, voltage rise, or inaccurate energy/demand metering [53, 54].
Power quality and harmonic problems can be addressed by designing filters or compensators.
However, the effect of unbalance should be addressed precisely. The impact of unbalance caused by
harmonic currents injected by single-phase PV into microgrids are not comprehensively investigated
in the literature. Moreover, it should be noted that the proper selection of controller parameters is
very important in attenuating the instabilities or resonances in unbalanced microgrids. Dynamic
analysis of unbalanced microgrid can be assessed. One common approach in dynamic analysis is
the state space modeling and eigenvalue analysis. However, as most of the inverters are modeled in
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the dq reference frame, in unbalanced conditions, dq models have an oscillating term on top of the
steady state value which makes the analysis difficult. Therefore, there should be another approach
to provide steady state values even in unbalanced conditions. Through various methods of dynamic
analysis, Dynamic Phasor ( DP) analysis offers abundant merits compared to traditional methods
[55, 56, 57]. DP will change slightly when there is a sudden change in instantaneous quantities.
Consequently, fast simulations with larger time step will be provided. One major advantage of DP
compared to the other approaches is that it provides steady values even in unbalanced condition.
The existing literature still needs a comprehensive unbalanced microgrid model for small-signal
analysis and nonlinear time-domain simulation when the microgrid is unbalanced.
1.3 Research Significance
1- PV:
This study suggests that single phase PV operations can be improved if a new design method-
ology can improve the performance of MPPT controllers. As discussed at the beginning of
the chapter, IC MPPT algorithm provides abundant merits compared to PO and HC MPPT
algorithms. However, practical implementation of IC MPPT was limited due to the compli-
cated design procedure. Moreover, a voltage deviation term (dVdt ) in the denominator of the
error signal makes the output of the controller to be infinity if dVdt = 0. This dissertation
will introduce a novel algorithm to remove the dVdt from the denominator of the error signal
without changing the final results. Furthermore, the design procedure in this study will be
simplified which enables the practical application of IC MPPT algorithms in single phase PV
penetration.
2- Multi-Terminal HVDC for Offshore Wind Farm:
MTDC provides many benefits for offshore wind farm applications. However, there are some
practical problems because of high amount of losses in the main DC transmission lines. This
dissertation aims to improve the application of MTDC for offshore wind farms by proposing
a simple method to minimize the losses in MTDC system. Although previous research tried
to minimize losses in the MTDC system, all the aspects of MTDC operation was not taken
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into account. This study will consider the operation of the entire system and design an
adaptive controller to modify the controller parameters for HVDC converters with guaranteed
minimum loss condition. The main advantage compared to the previous designs is that the
designed approach does not change the basic controllers in MTDC. Moreover, it guarantees
the minimum loss condition by tuning the gains adaptively. It means even if the operating
mode of the system changes, the controller automatically tunes the gains for the new condition
and guarantees the minimum loss condition.
3- Energy Storage System:
Decentralized controllers are recently proposed as alternatives to centralized controllers to en-
hance the efficiency, reliability and power quality in DERs. The application of decentralized
or distributed controllers for energy storage devices were limited to the voltage/frequency
control. Moreover, the literature lacks a simple design of distributed controllers for energy
storage devices in microgrids with limited information exchange between batteries. Such
design should work for both the grid connected and the islanded operating mode. To that
end, this dissertation develops a novel distributed control for energy storage devices with a
simplified dynamic model of energy storage and limited information exchange between energy
storage devices. In addition, the designed approach will work for the both operating modes
without modifying the controller. The design procedure uses the advanced control theory
named consensus theory which has been widely used in control and robotics for synchro-
nization of multiple agents. A 14-bus microgrid model is developed in real-time simulators
including all the details to validate the superior performance of the designed controller for
energy storage systems.
4- Interaction between Converter and Weak AC Grid:
One of the main issues regarding the connection of converters to the grid is the interac-
tion problem between the converter and the weak AC grid. Previous literature showed that
the conventional control of grid connected converters based on vector control results in in-
teractions between the grid and the converter. An alternative has been proposed for the
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conventional control and named as Power Synchronization Control (PSC), which uses the
synchronous generator idea to synchronize the converter with the grid even in weak AC con-
ditions. The practical implementation of PSC is still under investigation, as it has not been
extensively tested for stability, or resonance problems. Moreover, the decoupled controllers
in grid connected converters are no longer considered as a Single Input Single Output (SISO)
system and hence they are Multiple Input Multiple Output (MIMO). Therefore, MIMO anal-
ysis technique should be conducted to justify the operation of the newly introduced PSC in
weak AC grids. This dissertation will conduct an impedance analysis for both types of grid
connected converter controls (vector control and PSC). The analysis uses the MIMO Nyquist
stability criterion and singular value plots to compare these two types of controllers in multi-
ple conditions. To validate the analysis results, this dissertation uses the real-time simulation
platform with RT-LAB.
5- Unbalanced Microgrid:
It was mentioned earlier that single phase PV penetration is getting more attention for home
and industrial applications. With the massive amount of single phase PV systems installed
in microgrids, a large amount of unbalanced current will be injected into the system. There
has not been enough evidence for investigating the effect of unbalance in microgrids, and
literature lacks a comprehensive model capable of considering all the dynamics and nonlinear
behavior of single phase PV in microgrids. Therefore, this dissertation implements DP as
the most suitable analysis approach for reflecting instabilities and unbalanced situations to
analyze an unbalanced microgrid composed of three phase balanced elements and a single
phase PV. The DP analysis will be conducted for every component of the microgrid and
the entire model will be incorporated to shape a single dynamic model. Various analysis
approaches such as root-locus or eigenvalue analysis will be carried out to find the stability
limits of unbalanced microgrids. Moreover, non-linear time domain simulations of the same
microgrid model including all the details will be carried out to validate the analysis results.
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1.4 General Problem Statement
General idea of this dissertation is to improve the power quality, performance and stability of
microgrid operation. As expressed earlier, a typical microgrid can have three different levels. In
general, this dissertation aims to improve the performance of microgrids in all the mentioned levels
such as: microgrid model, microgrid lower level control, and microgrid upper level control. For each
level, sample problem is selected, extensive literature review is conducted to find the limitations and
deficiencies of the proposed approaches in the literature, and finally a new method is presented to
improve the results compared to the existing literature. In order to validate the proposed methods,
for each topic, extensive analysis and experiments have been conducted and a detailed comparison
with existing approaches is carried out.
1.5 Research Objectives
The key contributions of this dissertation are:
1- Improving the performance of Maximum Power Point Tracking (MPPT) for single phase
PV systems
2- Minimizing the DC losses in offshore wind farms based on multi-terminal HVDC transmis-
sion systems via adaptive droop control
3- Designing a distributed control algorithm based on consensus theory for energy storage
systems in microgrids with limited information exchange
4- Applying MIMO impedance analysis for HVDC converters connected to weak AC grids
5- Applying dynamic phasor analysis to analyze an unbalanced microgrid with single phase
PV system
The first two objectives plan to enhance the performance of lower level control in microgrids,
objective number 3 aims to improve the upper level control in microgrids and objectives number 4
and 5 try to conduct microgrid modeling and analysis through advanced analysis techniques.
15
1.5.1 Sub-Objectives
To accomplish the above objectives, the sub-objectives are as follows:
1- Detailed single phase PV model is studied
2- As the single phase PV controllers in the literature are based on a continuous time domain,
a discrete domain technique is used to convert the controllers from continuous to discrete for
real-time simulators
3- A detailed single phase PV model for the traditional and proposed MPPT algorithms are
developed in an RT-LAB real-time simulation platform
4- A 6-terminal HVDC system including three offshore stations and three onshore stations is
modeled in an RT-LAB real-time simulation platform
5- A DC circuit analysis is conducted for the 6-terminal HVDC system including controllers
in order to minimize the losses
6- Adaptive droop control theory is applied to the 6-terminal HVDC system and the results
have been compared to traditional approaches
7- Detailed battery models are simulated in the RT-LAB platform
8- A 14-bus microgrid model composed of three energy storage devices, an induction machine,
transmission lines and multiple loads are simulated for grid connected and islanded operating
modes in the RT-LAB test-bed
9- Upper level and lower level controllers are installed and tested for the 14-bus microgrid
model
10- Battery energy storage dynamic models are simplified for analysis
11- Consensus theory is applied to the simplified energy storage model and results are analyzed
in MATLABr/Simulink model for simplified dynamics
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12- A detailed 14-bus microgrid model is used and the consensus upper level coordination
control is applied to the energy storage devices for islanded mode and grid connected opera-
tions
13- A back to back HVDC model is simulated in the RT-LAB for impedance analysis cases
14- Impedance analysis is conducted to derive the impedance of converters with vector control
and power synchronization control
15- Nyquist stability criterion for an MIMO system is used to analyze the impedance of the
vector control and the power synchronization in different conditions
16- Singular value analysis is conducted for the MIMO system with the vector control and
the power synchronization in different scenarios
17- Power synchronization and vector control are applied to the back to back HVDC model
in order to validate the impedance analysis results in weak AC grid connections
18- Dynamic Phasor (DP) model is derived for single phase PV system
19- DP model is derived for an unbalanced induction machine in positive-negative-zero se-
quence reference frames
20- DP model for an entire microgrid model is derived
21- Eigenvalue and root-locus analysis are conducted to test the dynamic phasor model of an
entire microgrid
22- Microgrid model is built in MATLABr/Simpowersystem toolbox in order to validate the
dynamic phasor analysis results
1.6 Chapter Breakdown
This dissertation is divided into 8 main chapters for different levels of microgrid. In each chapter,
a problem is formulated and corresponding solution with detailed analysis and simulations are also
provided. The structure of the dissertation is organized based on the following:
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• Chapter 2 provides the introduction of upper level control, lower level control and microgrid
analysis approaches.
• Chapter 3 presents the lower level control improvements for a single phase PV system.
• Chapter 4 presents the lower level control improvements for multi-terminal HVDC systems.
• Chapter 5 presents the upper level distributed control based on consensus theory for battery
energy storage systems in microgrids.
• Chapter 6 develops impedance analysis for converter-grid interaction analysis in microgrids.
• Chapter 7 investigates the unbalance issue in microgrids based on dynamic phasor approach.
• Chapter 8 summarizes the research findings and future research plans.
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CHAPTER 2
MODELING AND CONTROL IN MICROGRIDS
2.1 Introduction
This chapter is dedicated to lower level and upper level control of distributed energy resources
(DERs) and microgrids. Moreover, modeling techniques applied to DERs analysis in microgrids
and power systems are also included and discussed in detail. Generally, each DER is composed of
a power electronic device which converts energy from one form to the other. This device, which
is called converter, performs energy conversion form AC to DC and/or DC to AC in each DER.
The most commonly used type of energy conversion in DERs is DC to AC. The main task is to
convert a constant DC voltage to a sinusoidal AC waveform by controlling the switching of each
converter. VSC is the most popular type of converter in microgrids and DERs. However, generat-
ing a sinusoidal waveform from a DC voltage is not the only objective of a converter. As a result,
controllability of the converter for power/voltage/frequency is desirable. By adding extra control
loops to the pulse generation unit of each converter, multiple control objectives can be achieved.
These objective are considered as lower level control of a converter. An example for lower level con-
trol would be active/reactive power (PQ) control of a converter, or voltage/frequency (VF) control
of converters. When there are more than one converters in the system, lower level droop control is
used to share the control between converters based on the capacity of each converter. Upper level
control on the other hand is in charge of generating the reference power/voltage/frequency based
on the information of the entire system. This upper level controller can be a centralized controller,
or a decentralized/distributed controller. In this dissertation, the distributed controller concept is
used to investigate the upper level controller design in DERs. Analysis tools such as impedance
analysis and DP can be used to evaluate the system stability when there is a converter connected to
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a grid, or in case of unbalanced microgrid operation. Basic theory behind the impedance analysis
and DP are also covered in this chapter.
2.2 Methodology
2.2.1 Voltage Source Converters (VSC)
VSC is a type of converter where a DC side voltage retains its polarity and the direction of
the converter output power is decided by the direction of DC current flowing into the DC side.
Basic diagram of a three-phase voltage source converter is illustrated in Fig. 2.1. In three phase
power system application, this VSC is normally interfaced with the main AC system through a
three-phase transformer. The conversion process in most of DERs in microgrids takes place in
VSCs. The VSC in Fig. 2.1 is linked to the main grid via a filter.
Figure 2.1. Basic diagram of a three phase voltage source converter connected to grid.
2.2.2 Control in DERs
Fig. 2.2 shows a typical structure of a microgrid. It can be connected to the main grid,
or DERs can operate autonomously (islanded mode). Control structures are essential for the
operation of DERs in microgrids. Based on grid connected or islanded operation of a microgrid,
these control schemes may differ. These main control algorithms can be mentioned as frequency
and voltage control, active and reactive power control between DER and main grid, synchronization
of microgrid with main grid, energy management between DERs, and economic optimization. In
order to standardize the operation of DERs in microgrid, hierarchical control of DERs has been
proposed. In this control approach, primary and secondary controllers are defined.
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Figure 2.2. Microgrid structure in islanded mode and grid connected.
2.2.3 Lower Level Control/Primary Control
Primary control of DERs is the first level of control and is independent of the other control
loops. Primary control mainly deals with the local control loops of DER unit. The key control
loop in the primary controller is the inner current controller which controls the converter output
current and protects the converter from over-currents caused by grid faults. Primary control may
also be composed of voltage control loops, virtual impedances and active/reactive power controllers.
Depending on the mode of the operation or type of the DER, these primary control loops might
vary. Such a control loop has been illustrated in Fig. 2.3. If there are multiple converters operating
in parallel, each converter will be supplemented with power-frequency droop and reactive power-
voltage droop controllers as decentralized controllers for power sharing purposes. This level does
not require a communication between DERs. Therefore, to achieve an optimal global controllability,
secondary controllers are defined.
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Figure 2.3. Lower level control of DERs.
2.2.4 Upper Level Control-Centralized Approach
As the primary controllers are local and there is no communication between DERs, secondary
controllers/upper level controllers are used to achieve a global controllability. Secondary controller
can be centralized; it means there are multiple DERs locally controlled by primary controllers and
a secondary controller measures signals through remote sensing and sends the reference signal to
the primary controllers of each DER through communications. Such a controller is illustrated in
Fig. 2.4. One advantage regarding this controller is that the communication structure is only one
way, as the secondary control sends a unified signal to each DER. The main drawback regarding
this type of control is that any failure on secondary controller will stop the operation of secondary
controller in the entire microgrid.
2.2.4.1 Centralized Secondary Control-Frequency Control
Frequency control is one of the major control algorithms applied to centralized secondary con-
trollers. Traditionally, power systems were enhanced with secondary controller, which was simply
a Proportional Integral (PI) controller regulated the frequency of the system, called Automatic
Generation Control (AGC). Same concept has been used in microgrid application. For multiple
converters enhanced with power-frequency droop, as the load changes, the frequency will change,
in which case, a secondary controller can restore the frequency back to the nominal value. A uni-
fied PI controller is implemented to regulate the frequency deviations in the entire microgrid and
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Figure 2.4. Upper level control of microgrids in centralized approach.
the output of this centralized secondary controller will be sent to all the DER units in order to
compensate for the frequency.
2.2.4.2 Centralized Secondary Control-Voltage Control
Same notion as centralized secondary frequency control can be used for centralized secondary
voltage control. When the voltage in a microgrid is not within the limit, a centralized secondary
controller will regulate voltage deviations in the microgrid and sends the unified voltage restoration
signal to the primary controllers of each DER.
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2.2.5 Upper Level Control-Decentralized Approach
Decentralized control or distributed control is a type of secondary control where instead of
single centralized secondary controller, there is a distributed secondary controller implemented for
each DER. The distributed secondary controller can greatly improve the performance of the whole
system, as single point of failure is not an issue anymore. The idea is to incorporate the primary
and secondary together as a local controller for each DER, illustrated in Fig. 2.5. Secondary
control is located between communication system and the primary control. In this case, there is a
two-way communication link between the neighboring DERs, limiting the information transfer in
the entire microgrid. Secondary controller in distributed approach can control voltage, frequency,
or even reactive power sharing among DERs. However, the main contribution in this dissertation
is to design a secondary controller for energy storage system based on distributed approach with
limited information exchange among energy storage units in a microgrid. The final goal would be
synchronization of power and energy for each energy storage.
2.2.6 Distributed Consensus Control Theory
Consensus theory is a useful theory for synchronization of the network of dynamic agents. It
has been broadly employed in control systems and robotics. The application of consensus theory
has enabled the distributed secondary control for DERs and microgrid applications to accomplish
the global synchronization. Below is a brief introduction of consensus theory. A comprehensive
description about implementation in microgrids will be covered in the following chapters.
2.2.6.1 Basics of Graph Theory
In a multi-agent system composed of many Distributed Generation (DG) units, the communica-
tion system can be modeled by a directed graph or simply digraph represented as: G = [VG, EG, AG].
VG is a set of N vertexes (nodes), VG = [V1, V2, ..., Vn], EG ⊂ VG × VG is the set of edges, where
edge is a set of pairs of nodes. In our case, each DER is treated as a node in a multi-agent system,
i.e. a microgrid. AG is the n× n adjacency matrix that describes if two nodes are neighbors or at
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Figure 2.5. Distributed control of microgrids; upper level decentralized approach.
least have a common edge. AG = [aij ]n×n, and aij is the total number of common edges between
node i and node j defined as:
aij =
 1 if (j, i) ∈ EG;0 otherwise.
Two nodes are to be neighbors if there is at least a common edge between them. For example,
node i is a neighbor of node j if (Vi, Vj) ∈ EG. For a digraph G, if node i is a neighbor of node
j, node j can get information from node j but it does not guarantee that node i also can get
information from node j.
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The other two important definitions are for in-degree (D) and Laplacian matrix (L) defined as:
D = diag[di] ∈ Rn×n, di =
∑n
j=1 aij , and L = D −AG.
2.2.6.2 Consensus Based Secondary Control Design
In a multi-agent system composed of communication graph where each DER can communicate
with its neighbors, consensus can be achieved using consensus theory design for network of dynamic
agents. In this case, each DER will be formulated by nonlinear equations representing the state
space model in the form of: x˙i = Axi + Bui. It is noted that, xi is the state vector of each DER,
A and B are state matrices of the nonlinear dynamic model, and ui is the input of the DER.
Now, ui can be designed in order to ensure that the states of the DERs will be synchronized
based on consensus objective. The objective of the consensus based control is to synchronize the
multi-agent systems. The final goal of synchronization can be accomplished if the state difference
of DERs considering the state of its neighbors is sent to DER as an input of the controller. It is
also noted that the x = [x1, x2, ..., xn]
T is a global vector of state variables, and u = [u1, u2, ..., un]
T
is the global vector of inputs in the systems. It is explained in [36] that in a local voting protocol,
the consensus is reached by the agents (in this case DERs) in a balanced communication graph if
the control input is selected as the average of agents initial states. The control input is designed
as:
ui = cK
n∑
j=1
aij(xj − xi) (2.1)
where, xj is the state of the DERj in a microgrid. Moreover, c is a positive scalar coupling gain
and K is the feedback control matrix variable. In order to analyze the stability of the proposed
design, the global closed loop dynamics of the system should be considered. Adding the designed
control input (2.1) into the state space equation of the system:
x˙ = Ax+ cBK
n∑
j=1
aij(xj − xi) (2.2)
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The stability criteria to design the auxiliary control requires the A and B to be stabilizable. It
means there should exist a matrix S such that the eigenvalues of A − BS has strictly negative
real parts. Moreover, a symmetric matrix Y is called positive definite if xTY x is positive for all
non-zero column vectors of x, and is zero only for x = 0.
Now, in order to design the stable auxiliary control, consider A and B are stabilizable and
matrices Q and R are positive definite, the feedback gain K in (2.1) can be designed as:
K = R−1BTP1 (2.3)
where P1 is the unique positive definite solution of the control algebraic Riccati equation (ARE)
[37]:
ATP1 + P1A+Q− P1BR−1BTP1 = 0 (2.4)
Then, if the eigenvalues of the Laplacian graph matrix (L) are denoted as λi, the stability properties
of the global system dynamics in (2.2) are equivalent to the stability properties of:
Z˙i = (A− λicBK)zi i = 1, 2, ..., n (2.5)
Then the stability criteria requires (A − λicBK) to be Hurwitz, or all of its eigenvalues have a
strictly negative real part. This condition requires c to be selected as:
c = max
(
1
2minRe(λi)
, 1
)
i = 2, ..., n (2.6)
The design procedure mentioned above will assure the synchronization of the distributed sec-
ondary controllers in a multi-agent microgrid system.
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2.2.7 Microgrid Modeling Techniques
One of the main challenges in microgrid and DER operation is the stability limitations and
controllability of converters. Therefore, it is crucial to analyze the system before operation. Analysis
tools can be implemented in microgrid design in order to find the unstable points in multiple
operating conditions, or stability limits caused by different types of controllers in DERs. Such
an analysis approach should consider all the details of the system including the nonlinearities
and control characteristics. In this dissertation, two well-known analysis approaches are applied
for DERs and microgrids. The first method is the impedance analysis, which is a useful tool to
evaluate the resonances and interactions between the DER converters and the main grid. The
second technique is the dynamic phasor, which can be used to model the nonlinearities even in
unbalanced situations. A brief introduction of these theories is provided in the following.
2.2.7.1 Impedance Analysis
As the grid connected converters are controlled in current injection mode, a Norton equivalent
circuit should be developed to set up an impedance based stability criterion. The small signal
model of a converter connected to a grid then can be represented by Fig. 2.6.
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Figure 2.6. Small signal model of a converter connected to grid.
Referring to Fig. 2.6, the current flowing from grid to converter can be derived by [42]:
I(s) =
Vg1(s)− Zconv(s)Ic(s)
Zg + Zconv
=
[
Vg1(s)
Zconv
− Ic(s)
]
1
1 + Zg(s)/Zconv(s)
(2.7)
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Now, under the main assumption that the grid voltage is stable without the converter (Vg1(s) is
stable) and inverter voltage is also stable when the grid impedance is zero, the left hand side of the
(2.7) is stable. As a result, stability of the current in the converter grid system, shown in Fig. 2.6,
is only related to the stability of 11+Zg(s)/Zconv(s) . Impedance analysis starts with this observation
that 11+Zg(s)/Zconv(s) is a negative feedback closed loop transfer function with forward gain of 1
and feedback gain of Zg(s)/Zconv(s). To analyze the stability of current, referring to linear control
theory, if Zg(s)/Zconv(s) (or Zg(s)Yconv(s)) satisfies the Nyquist stability criteria, stability margin
of the system is achieved [42].
2.2.7.2 Dynamic Phasor Analysis
The Fourier series of a time domain signal x(γ) for the time interval of γ ∈ (γ − T, t) [58]is
defined as:
x(γ) =
∞∑
k=−∞
Xk(t).e
jkωγ (2.8)
where ω = 2piT is the angular frequency and Xk(t) is called the k
th complex Fourier coefficient. The
Fourier coefficient is defined as dynamic phasor. If states of the system vary slightly with time,
small signal analysis provides the best results. The dynamic phasors have the capability of varying
slightly with time, and therefore are the perfect candidates for small signal analysis. Based on the
above descriptions, the dynamic phasors of a complex time domain waveform x(γ) are calculated
based on [58]:
Xk(t) =
1
T
∫ t
t−T
x(γ)ejkωγ dγ = 〈x〉k(t); (2.9)
Parameter k should be selected in a way to result in a proper approximation of the original
waveform. In modeling the power system components, as capacitors and inductances dynamics are
introduced with derivative, dynamic phasor should also be defined for derivative functions using
(2.8).
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〈dx
dt
〉k = dXk
dt
+ jkωXk; (2.10)
This characteristic is the main feature of the DP modeling which will be employed in this
dissertation to derive the DP model for an unbalanced microgrid.
2.3 Discussions
This chapter presents a basic introduction to microgrid modeling and control. Generally, mi-
crogrid has two levels of control; lower level and upper level. Lower level control is the basic
control designed for each DER in order to perform a basic task. Upper level control is designed on
top of the lower level control to achieve more controllability with DERs. There are two types of
upper level control, centralized and decentralized. Since decentralized controllers provide a lot of
advantages compared to centralized controllers, they are of interest. Consensus theory is selected
in this dissertation for upper level control and a brief introduction is included. Microgrid modeling
is also very important in order to find the stability limitations or operating point conditions in
microgrids. In this dissertation, impedance modeling and DP are selected as two useful tools to
analyze microgrids in different conditions and brief theory overview is also included.
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CHAPTER 3
MPPT CONTROL FOR SINGLE PHASE PV
This chapter 1 introduces a real-time modeling technique for single phase PV systems and
proposes a new MPPT approach with high efficiency and fast response.
3.1 Introduction
PV is considered as a widely spread source of renewable energy due to its low operational cost,
low maintenance cost, and renewable nature without pollution. According to the literature, PV cells
will become the most important alternative renewable energy sources by 2040 [15, 16, 59, 60, 61].
Real-time digital simulation based high-fidelity modeling can give a close-to-reality representa-
tion of the system dynamic performance. In addition, simulation in real-time span can be achieved
easily. Such simulation model can be used for prototype operation and control tests.
Modeling PV systems in real-time digital simulation has been mentioned in [62] where a PV
serving a load through a DC/DC converter is modeled and simulated in Real Time Digital Simulator
(RTDS). In another paper [63], a PV cell, its dc-link capacitor and a DC chopper are modeled in
RT-Lab, while the physical controller for the chopper is integrated into the software simulation
model through RT-Lab interface. A grid-connected PV system has a more complicated control
system. Modeling such system has not been observed in the literature. The first objective of this
chapter is to model a single-phase single-stage PV system in RT-Lab 2.
Control of the interfacing DC/AC converter, including Proportional Resonance (PR) current
control, Phase Locked Loop (PLL) and MPPT will all be modeled in RT-Lab. In addition, an
1This chapter was published in Electric Power Systems Research Volume 123, pp. 85-91, June. 2015. Permission
is included in Appendix B.
2This part was published in IEEE General Meeting Conference on Power & Energy Society, July. 2015 pp. 1-5.
Permission for this part is included in Appendix B
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improved MPPT will be proposed and modeled in this chapter. Various types of MPPT algorithms
have been proposed in recent years, e.g., Hill Climbing (HC) [64, 65], Perturb and Observe (PO)
[66, 67, 68, 69], and Incremental Conductance (IC) [70, 71]. Among these types of algorithms,
HC and PO are two commonly used approaches because of their simple control structures. The
disadvantages associated with these methods are: increased losses at steady state due to large
perturbation around maximum power point; reduced dynamic performance when there is a sudden
change in irradiance or at any other sudden dynamic event [72, 73, 74], and large oscillations around
the maximum point [75].
On the other hand, IC methods are based on the fact that the slope of the PV array power
curve versus voltage is zero at the Maximum Power Point (MPP). IC method has several advantages
compared to the PO method. It can exactly determine when the Maximum Power Point (MPP)
is reached. In a PO method, there are oscillations around the MPP. Accuracy of the IC method
in tracking the maximum power or responding to the irradiance changes is more than that of a
PO method [72, 73]. Less ripples in output power are experienced during the operation compared
with PO method [75]. In addition, dynamic behavior of the IC based methods are faster when an
operating point change is applied to the system [75].
Complexity of the IC method have limited the widespread implementation of this algorithm
[73]. Most of the previous researchers have focused on improving the dynamic response and steady
state accuracy of the IC method [75, 76, 77, 78, 79]. In [75], it is demonstrated that the dynamic
response of the IC method can be greatly improved if a Proportional Integral (PI) controller is
used. Moreover, if the output of the PI controller aims to modify the PV current instead of the PV
inverter’s duty cycle, the dynamic response improves significantly. A variable step-size IC MPPT
is proposed in [80]. The step size is automatically adjusted according to the derivative of power to
voltage ( dPdV ) of a PV array. The step size will become tiny as
dP
dV becomes very small around the
MPP. Thus, it provides a great accuracy at steady state and thus the dynamics of the MPPT will
be improved. However, the proposed method has added more complexity to the IC algorithm.
In this dissertation, a new algorithm is proposed to improve the steady state response and
dynamic behavior of MPPT. In the proposed method, instead of using the traditional incremental
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error ( dIdV +
I
V ), which could lead to spikes when dV is approaching zero, the proposed error will
no longer contain dV at the denominator. This approach will remove the conditional statements
from the IC-PI MPPT and lead to improvement in dynamic performance of the MPPT algorithm.
3.2 Methodology
3.2.1 System Configuration
The PV system configuration is illustrated in Fig. 3.1. The model is composed of a PV array,
an inverter, and a filter. The PV array is composed of a number of parallel connected PV strings.
These PV strings consist of a number of series connected PV cells. Parameters of these cells will
be different for different commercial PV models. Each cell in a module can be modeled as a photo-
generated current source in parallel with a diode and a shunt resistor, Rp, as well as in series with
a series resistor, Rs as shown in Fig. 3.1. Main parameters of the system are expressed as: La = 10
mH, Lb = 20 mH, Cf = 10 µF, Vgf = 230 V, Sunpower PV panel: VPV = 440 V, PPV = 2.45 kW.
Iph is photo-generated current and is proportional to the irradiance which will be normalized by
bL aL
fC gfV
gfI
PVV
PVI
pR
sR
phI
 
Figure 3.1. Topology of a single-phase PV grid integration system.
the short circuit current (Isc) [81]:
Iph = Aph.Isc.Ee (3.1)
where Ee is the effective sun radiance considering the effect of incidence angles, transmission through
glass, encapsulant and spectral responses of the cell. Aph is the proportionality factor related to
the cell temperature and is usually close to 1. Current through the diode can be represented by
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the Shockley equation in the following [81]:
Idiode = Isate
VPV+IPV.Rs
mVT (3.2)
where Isat is the diode saturation current which strongly depends on the cell temperature. Cell
voltage and current are notated as VPV and IPV, respectively. m is the diode factor, a measure
of ideality of the diode, usually a number between 1 and 2. In situations where the PV array is
modeled by two parallel diodes, m is set to 1, the ideal factor.
VT is the thermal voltage related to Boltzmann’s constant k, q is the elementary charge, and
the cell temperature is Tcell [81].
VT =
k.Tcell
q
. (3.3)
3.2.2 PV Control
The main block diagram of the PV control is illustrated in Fig. 3.2. The inputs of the MPPT
block are the measurements from the PV array (IPV, VPV). The output of the MPPT block is then
modified to shape the reference PV AC current magnitude. The measured AC current of the grid
is then compared with the reference signal and the error will be sent to the Proportional Resonance
(PR) controller. The output of the PR controller is then sent to the Pulse Width Modulation
(PWM) block to generate pulses for the PV inverter. A single-phase Phase-Locked-Loop (PLL) is
used to synchronize the PV reference current with the AC grid in Fig. 3.2. Since the real-time
simulators are working in discrete time domain, all the controllers are modeled in discrete time
domain.
3.2.3 Discrete Time Single Phase PLL
The primary role of PLL is to provide a reference phase signal synchronized with the AC
systems. The reference phase is then used to generate a carrier waveform for firing pulses in control
circuits of converters. PLL has the capability to dynamically change the reference phase due to
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Figure 3.2. Block diagram of PV control system.
any dynamic variations in AC systems, ensuring synchronization of the converter’s output with the
AC system.
The PLL model in Simpower systems was developed by Pierre Giroux in 2007. Description of
the PLL models can also be found in [82]. The continuous time PLL model will be converted to a
model in discrete time. The main block diagram of the discrete time PLL is illustrated in Fig. 3.3,
derived based on Fig. 3.2. The input of the PLL is the grid AC voltage, vgf , and the output
z-1
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1
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2
1
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f


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)cos(
qV
N
Q
 
Figure 3.3. Discrete-time model of a single-phase PLL for the PV system.
is the frequency or angle, which is synchronized with the grid. Furthermore, there is a variable
frequency mean value calculator represented by a simple integrator and a delay block. Suppose vgf
is sinusoidal and can be expressed as vgf = Vgf sin θg. Then multiplied by cos θ, we have
Vq =
1
2
Vgf (sin(θgf + θ) + sin(θgf − θ)) . (3.4)
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There are two components in Vq, one is a high frequency component, and the other is a low
frequency one. If the angular speeds of θgf and θ match each other, the second component is a
DC value. After passing the integrator, the effect will be mainly due to the second component, as
the integration of the high-frequency component will be around zero. The main objective of the PI
controller is to bring the second component in Vq to zero, i.e., θgf = θ. Thus, PLL can obtain the
angle of vgf . The frequency of the grid voltage can also be obtained.
3.2.4 Discrete Proportional Resonant (PR) Controller
A PR controller provides an infinite gain in a very narrow bandwidth that is centered at the
resonance frequency (ω). As a result, steady-state error is eliminated at the resonance frequency ω.
Therefore, a PR controller can track a sinusoidal reference signal. For a single-phase PV converter,
the error signal is the mismatch of the grid AC reference current and measured grid instantaneous
current. The general control block of the PR controller is illustrated in Fig. 3.4. The Bode plots of
22 )( hs
sKK rp 
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Figure 3.4. Control diagram of PR controller.
a PR controller with different resonance gains are illustrated in Fig. 3.5. It can be observed that
at frequencies close to 377 rad/s or 60 Hz, the PR controller’s gain is very large. As a result, the
closed-loop system will have a very small gain at this frequency. Therefore, steady-state error at ω
will approach to zero. In this study, the PR controller for the single-phase PV has been designed to
compensate the high order frequencies of: 3rd, 5th, 7th, and 9th. The PR controller will be modeled
in discrete time for RT-lab. The original system can be expressed as follows.
y(s) = Kpε(s)︸ ︷︷ ︸
y1(s)
+Kr
s
s2 + ω2
ε(s)︸ ︷︷ ︸
y2(s)
(3.5)
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Figure 3.5. Bode plot for PR controller for different Kr, while Kp = 1 and ω = 377rad/s.
The proportional block will remain the same in the discrete domain. In contrast, converting y2(s)
into the discrete form requires derivation. The procedure can be found in [83] and also described
as follows. Rearranging y2(s) will lead to:
y2(s) = Kr
s
s2 + ω2
ε(s)
s2 + ω2
s2
y2(s) =
Kr
s
ε(s)
y2(s) +
ω2
s2
y2(s) =
Kr
s
ε(s)
y2(s) =
1
s
[
Krε(s)− 1
s
ω2y2(s)
]
. (3.6)
Defining a new variable z, the simplified model of y2(s) is expressed by:
y2(s) =
1
s [Krε(s)− z(s)]
z(s) = 1sω
2y2(s).
(3.7)
Converting (3.7) to the discrete form is now limited to an integrator, which should be changed
from s-domain into discrete time integrator, where 1s corresponds to
Ts
1−z−1 . The block diagram of
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the proposed controller is illustrated in Fig. 3.6, but due to the space limitations, only the first
harmonic has been shown here. The PR controller aims to control the grid side AC current. To
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Figure 3.6. Structure of PR controller.
reach this goal, the error of the reference PV current and measured PV current will be used as
the input for the PR controller. The reference current magnitude generated from the output of
the MPPT block will be synchronized with the grid voltage before sending it to the PR controller.
The synchronization steps will be carried out in a single-phase PLL block. The output of the PR
controller is the voltage reference which will be directly sent to the PWM generation unit.
3.2.5 MPPT for PV Systems
The MPPT is the major part in the photovoltaic systems which can ensure the maximum
power is captured from the PV array. It continuously tunes the system regardless of weather or
load conditions change such as: irradiance change, ambient temperature, or wind, which can affect
the PV array output. Conventional MPPT algorithms use dPdV = 0 to ensure the maximum power
harvest.
3.2.6 Traditional IC Method
The incremental conductance technique has been implemented here which directly focuses on
power variations. It means the power slope of the PV is zero at MPP ( dPdV = 0), positive on the left
hand side of MPP and negative on the right. The output current and voltage of the PV panel are
used to calculate the conductance and incremental conductance. The basic approach is to compare
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the conductance ( IV ) with the incremental conductance (
dI
dV ) and then decide when to increase or
decrease the PV voltage. In order to reach the maximum power point, the derivative of the power
( dPdV ) should be always zero. Considering P = V.I [73]:
dP
dV
=
d(V.I)
dV
= I + V
dI
dV
= 0 (3.8)
⇒ dI
dV
= − I
V
(3.9)
which means when the conductance is opposite of the incremental conductance, the maximum
power is guaranteed.
The discrete real-time traditional IC MPPT model is shown in Fig. 3.7. The conductance
will be added to the incremental conductance to generate an error signal. The objective of the PI
controller is to make the error signal zero. For real-time simulations of IC, the output of the MPPT
is directly sent to the current controller loop to take advantage of the fast response of the current
controller loop. Here the output of the MPPT block will be added to a constant (PV power divided
by the grid voltage RMS) to form the magnitude of reference current value. This current reference
will be used in the current control to adjust the grid current by means of a PR controller. A dead
band controller is used. If dV becomes zero, the error will be infinity and the proposed MPPT
algorithm will not work properly. The traditional dead-band controller in Fig. 3.7 shows that if dV
is zero, a very small value (1e−6) is considered to avoid the error to be infinity. The problem with
traditional dead-band controller is that even when dV is set to a small value, large spikes in the
output of MPPT will appear, especially when dV is oscillating around zero. This is not acceptable
for the controller.
Fig. 3.8 shows a sample V-I characteristic of a PV. Assume that the operating point is at
point 1 where the error is greater than zero. According to the MPPT in Fig. 3.7, the output of
the PI unit will increase, which in turn decreases the AC current reference. The grid voltage is
constant. In addition, the current control response is much faster than MPPT and the current is
synchronized with the grid voltage through PLL. Therefore, reduction in AC current leads to the
reduction in active power at the AC side. Ignoring the switching losses, the average power at the
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Figure 3.7. The MPPT structure for a single-phase PV in RT-Lab.
DC side should be the same of that at the AC side. Consequently, at the DC side of the converter,
if we assume that the DC voltage VPV is kept the same, then the DC current IPV will reduce due
to the reduction in the AC current magnitude. Reduction in IPV will increase VPV and PPV (refer
to P-V curve). Until the error reaches zero, the PI control will keep adjusting the AC current
reference. Similarly, when the PV system is at point 3 where the error is less than zero, the AC
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Figure 3.8. Error signal description based on I-V characteristic of PV.
current reference will increase, which in turn leads to an increase in IPV and a reduction in VPV.
The combination leads to an increase in PPV. It is possible to have oscillations in power if the gains
of the PI controller are large. This can lead to an increase in the AC current reference and IPV.
Therefore, the error signal becomes greater than zero. The AC current reference then will reduce
and this process repeats till the error approaches zero.
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3.2.7 Modified IC-PI MPPT
For traditional IC-PI MPPT, when dV reaches to zero, the error signal will go to infinity and
the output of the MPPT will have a spike. To solve this problem, the proposed algorithm suggests
that the dV should be removed from the denominator of the error signal. Modified error signal can
be considered as: V.dI+I.dV , which can be viewed as the previous error signal ( dIdV +
I
V ) multiplied
by V.dV .
In this case, dV is no longer in the denominator and it will not cause any spikes in MPPT
output even when dV is zero. However, the error signal should provide the same implication of
operation point position as the previous error signal. Modification is presented as follows.
Analysis of the error signal used in traditional IC is presented as follows.
If error > 0
(
dI
dV
> − I
V
)
⇒

dV > 0⇒ V dI + IdV > 0
dV < 0⇒ V dI +−IdV < 0
(3.10)
Equation (3.10) shows that if the traditional error is positive, the sign of the proposed new
error will depend on the sign of dV . If dV is positive, the defined new error will be positive, same
as the traditional error; but if dV is negative, the proposed new error will be negative, which is a
contradiction. Same thing happens when the error is negative:
If error < 0 (
dI
dV
< − I
V
)⇒

dV > 0⇒ V dI + IdV < 0
dV < 0⇒ V dI + IdV > 0
(3.11)
As a result, an effective alternative is required to ensure the modified error signal has the same
implication as the traditional error signal.
The new error is now multiplied by the sign of dV . The sign of the new error will always
match with the sign of the traditional error. The proposed error is very small in comparison with
traditional error signal, which justifies a large gain (K=1000) before applying this error to a discrete
PI controller. The improved MPPT algorithm is illustrated in Fig. 3.9. As it displayed in the figure,
the error signal will be magnified by a gain, then the output will be sent to the PI controller.
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Figure 3.9. Improved IC MPPT for PV systems.
3.3 Results
3.3.1 Case Studies
This section presents the real-time simulation results, which have been conducted in real-time
digital simulator RT-LAB.
A real PV model named as Sunpower SPR 305 WHT is considered to verify the proposed
algorithm for IC-PI MPPT method. Parameters of the single phase PV model are listed in Table
A.1 of the Appendix A. The PV model is composed of 96 cells combined in 8 series PV strings. For
this type of PV panels, Iph equals to 5.96 A, Rp = 900Ω and Rs = 0.038Ω. The V − I and P − V
curves for different irradiance values are illustrated in Fig. 3.10.
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Figure 3.10. V-I and P-V curves for different irradiance values of Sunpower PV panel.
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Various irradiance values will provide different V − I curves. For 1 kW/m2, the maximum
power will be around 2.45 kW when the voltage is 440 V. For the dynamic event, a step change
in irradiance is applied at t = 21 sec from 1 kW/m2 to 0.75 kW/m2, illustrated in Fig. 3.11. The
input error for MPPT controller for both algorithms has also been shown in Fig. 3.11. It shows
that the traditional method is negatively affected by high number of spikes during the simulation
because the error is oscillating around zero, forcing the dead-band controller to act. In contrast,
the proposed algorithm provides no spikes. The AC current magnitude reference |Iref | is plotted in
10 15 20 25 30 35 40 45 50
−200
−100
0
100
200
Time (sec)
M
PP
T 
O
ut
pu
t
 
 
−200
−100
0
100
200
M
PP
T 
O
ut
pu
t
 
 
Traditional
Proposed
700
900
1,100
Ir
ra
di
an
ce
 (W
/m
2 )
 
 
Irradiance
 
 
Figure 3.11. Irradiance step change and the MPPT input error.
Fig. 3.12 for both traditional MPPT and proposed MPPT. It can be observed that the proposed
MPPT results in a much smoother |Iref |.
Simulation results of the PV output power and current following the applied irradiance change
are illustrated in Fig.3.13 and Fig. 3.14. After the sudden irradiance change, the traditional IC-PI
method will face a lot of dynamics and it takes longer time for the active power to reach to the
new steady state value. In contrast, the proposed IC method can respond to the sudden dynamic
event very fast and it will track the new reference value quickly. The DC voltage is shown in Fig.
3.15. As the irradiance is changed at 21 sec, the maximum power is then set to the new value and
referring to the V − I characteristic presented in Fig. 3.10, the output voltage will be set to the
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Figure 3.13. PV output power and DC current for traditional MPPT.
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Figure 3.14. PV output power and DC current for the proposed MPPT.
new value (425 V ), which is less than the previous value. Compared to the traditional method, the
proposed method can fix the voltage to the new set-point very fast and without much dynamics.
Results of operating point change have shown a great improvement in the MPPT algorithm. The
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Figure 3.15. PV voltage in operating point change case.
proposed algorithm not only is easy to implement, but also provides faster response and improves
the dynamic performance of the PV systems.
3.3.2 RT-LAB Performance
To examine the performance of real time simulators, the performance metrics of the model
are extracted through Opmonitor Block in the RT-LAB. The Opmonitor block provides necessary
information regarding the performance of the RT-LAB. It mainly records computation time, step
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size, idle time, and number of overruns. Computation time is the time spent in calculation of the
previous step time excluding the communication overhead in microseconds. Step size clarifies the
real step size which has been selected for the model during the run, i.e. 25 microseconds in this
study. Idle time refers to the idle time during the execution of previous time step. The idle time
plus the computation time should be equal to the real step size. Number of overruns is the number
of overruns during the run, which is zero in this case, indicating the stable condition of running.
Results of the Opmonitor block are included in Fig. 3.16. In this case study, the computation time
is less than 1 microsecond which verifies the CPU usage of the model is less than 4 % (25−2425 100%).
Furthermore, there is no overrun detected by the simulator which means all the cores are performing
in a balanced manner.
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Figure 3.16. Simulation results from Opmonitor block in RT-LAB.
3.4 Discussions
This chapter presents the real-time digital simulation-based modeling of a single-phase single-
stage PV grid integration system. Models for the PV panel, the PLL, the PR current control and
the MPPT are all developed in a discrete domain. In addition, an improved MPPT algorithm is
proposed. The proposed MPPT algorithm does not need a dead-band controller, used in traditional
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IC MPPT control. Simulation case studies demonstrate that the proposed MPPT has a superior
performance compared to the traditional MPPT.
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CHAPTER 4
MINIMIZATION OF LOSSES IN MULTI-TERMINAL HVDC SYSTEM
This chapter 1 investigates an adaptive droop control approach for multi-terminal HVDC system
to minimize the DC loss.
4.1 Introduction
Multi-Terminal HVDC (MTDC) systems have been proposed to deliver offshore wind power
[22, 23, 24, 25, 26]. The basic configuration of the MTDC system is illustrated in Fig. 4.1. The
MTDC system is composed of two parts: wind farm side and grid side. At the wind farm side, a
rectifier will be used to convert AC electricity to DC electricity. A DC cable is used to join the
terminal to the sending end (point S). Electricity will be transferred via a DC cable to the receiving
end point (point R), and finally reaches to inverter terminals. At the inverters side, electricity will
be converted from DC to AC for grid connection.
The inverter controls have to be coordinated for power sharing. There are two well-known
methods for inverter control coordination: master-slave control [84] and droop control [85, 26]. In
the master-slave control paradigm, one inverter (master) will be controlled in constant DC voltage
mode and serves as a DC voltage source. The rest of the inverters (slaves) can be controlled in power
mode. Therefore, all other inverters except the master can have scheduled power outputs, while the
master serves as a slack bus to absorb the rest of the power. It is required for the master inverter
to have a high capacity so it can accommodate the power. The master-slave control demonstrates
some reliability issues. When the master converter is lost, the entire system will be shut down.
1This chapter was published in Electric Power Systems Research Volume 126, pp. 78-86, Sep. 2015. Permission
is included in Appendix B.
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Figure 4.1. A 6-terminal MTDC schematic.
On the other hand, in droop control, inverters share power based on their droop control charac-
teristics. If one inverter is lost, the rest of the system can still operate [85, 26]. Hence, a variety of
droop schemes have been proposed for MTDC. In [86, 87], active power-DC voltage droop control
is proposed. In [27], DC current-DC voltage droop control is proposed.
Appropriate design of droop control not only can facilitate power sharing among inverters, but
also provides other features, e.g., robust dynamic performance, post-contingency power sharing,
and loss minimization. For example, in [85, 88], robust control method is adopted to design droop
control for MTDC. Instead of using fixed values for droop control gains, [86] uses different droop
control gains at post-contingency operating conditions so that each inverter has an adequate sharing
of “headroom” (difference between the rated capacity and present loading). In [27], a methodology
is proposed to minimize the copper losses in DC cables by keeping all the DC voltages at the grid
side constant and selecting the droop gains proportional to the corresponding cable resistances.
Minimizing DC cable loss has been also addressed in [28]. The proposed method is to recognize
each inverter’s DC side setting point through an optimization algorithm. Inverters are controlled
in constant DC voltage mode. Droop control is not in the picture. The proposed “optimum voltage
control” can minimize the loss, however, it cannot fulfill the power sharing.
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This dissertation intends to design droop control for MTDC systems to have the function of
power sharing, at the same time, to achieve minimum DC system loss. Although [89, 90] have
discussed the effect of droop control in MTDC systems on the entire AC/DC system power flow,the
proposed research in this paper is limited to DC systems only.
The droop control adopted in this chapter is DC current-DC voltage droop control similar as
those presented in [27]. Advantage of this type of droop, compared to power-DC voltage droop
used in [86, 87], is that the droop control can be considered as a Thevenin equivalent voltage source
behind a resistor (where the resistance is equal to the droop gain). Plus, this type of droop control
does not need to consider the impact of power-DC voltage droop on the DC system power/currents,
as demonstrated in [87].
Compared to the research on droop control-based system loss minimization in the literature,
e.g., [27], the contributions of this chapter are listed as follows.
1- A comprehensive circuit analysis including the rectifier terminals, the inverter system
terminals, and the effect of droop gains has been carried out. Proposed approach not only
indicates that the inverter droop gains should be proportional to the corresponding cable
resistances similar as the conclusion drawn in [27], but also proposes a procedure to compute
the droop gains. Moreover, it is observed in the proposed design that: in order for the system
to achieve minimum loss, one of the rectifier terminals should have the maximum allowed
voltage level.
2- Droop gain computation for abnormal scenarios is proposed to keep the inverter terminal
DC voltages constant.
3- While the research in the literature focuses on circuit analysis [27], this chapter gives
circuit analysis results, along with the analytical results of detailed model based simulations.
In the designed approach, converter controls and PWM dynamics have been included in the
simulation model, which provides more realistic verification.
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4.2 Methodology
4.2.1 Operation and Control of a MTDC System
The general structure of the MTDC system with m terminals at the rectifier side and n terminals
at the inverter side is illustrated in Fig. 4.1. Each AC grid is designed as a voltage source connected
to a converter through a series-connected inductor. For the DC system, each terminal is connected
to a DC cable and these cables will be connected to a common coupling point. A DC cable will
connect the rectifier side and the inverter side together. Detailed parameters of the system are
listed as: AC voltage level: 100 kV; DC voltage level: 250 kV, C = 350µF, DC cables have the
same resistance: 2.78×10−2Ω/km, DC cable lengths: rectifier1: 10km, rectifier2: 20 km, rectifier3:
30 km, inverter1: 60 km, inverter2: 50 km, inverter3: 70 km, cable SR: 100 km.
The rectifiers are controlled in the mode to transmit the generated power. The inverters are
in charge of controlling their DC voltage levels, as well as reactive power to the AC systems. The
voltage droop control is implemented to adjust the DC voltage reference, shown in Fig. 4.1. Both
inverter and rectifier controls are generating pulses through an inner current control loop. The
PWM unit for each converter aligns the output converter voltage with the AC side voltage using a
PLL.
4.2.2 Rectifier Control
For the rectifier side of the MTDC, the control mode is set to P −Q control in order to control
the active and reactive powers of the generation unit independently. The control system for the
rectifier side of the MTDC is shown in Fig. 4.2.
In Fig. 4.2, ωs is the angular frequency of the AC system, VACw1 represents the vector of
the Point of Common Coupling (PCC) instantaneous abc phase voltages, Ed represents the d-axis
voltage from VACw1 after abc/dq conversion (Eq = 0 due to the alignment of the reference frame
with the PCC voltage), Va, Vb and Vc represent the converter output voltage, id and iq represent
the d- and q-axis currents flowing to the VSC, respectively. This control system consists of two
loops: the inner current control loop and the outer power control loop.
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Figure 4.2. Control of wind-side converters.
4.2.3 Inverter Control
At the inverter station, the control mode is set to the DC voltage and reactive power control.
The droop control is used to share the active power among the inverters. The droop control modifies
the reference DC voltage at each grid-side converter. A PI controller is employed to regulate the
DC voltage to follow the reference( V refDC = VDC0 +KIDC). The control system is shown in Fig. 4.3.
di
abc
dq  
ACg1V
PI
Ls
PI
Ls
*
qi
PLL

qi
DCV
PI
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DC0V
refQ
Q
*
di
bV
aV
cVDCI
k
 
Figure 4.3. Control of grid-side converters.
4.2.4 Circuit Analysis and Optimal Setting of Droop Gains
The objective of this chapter is to set the droop gains adaptively to achieve minimum DC system
loss. Circuit analysis and optimization will be carried out in this section. Firstly, the equivalent
circuit of the MTDC system is derived and illustrated in Fig. 4.4(a).
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Figure 4.4. Simplified equivalent DC model for MTDC.
The dc cables are modeled as resistors. Ewi and Egi represent the DC voltages of the wind
farm terminals and voltages of the grid terminals, respectively. The Thevenin circuit including the
droop gain effect is also illustrated in Fig. 4.4(a), where VDC0 is the reference DC voltage used in
inverter controls.
The system can be further simplified as Fig. 4.4(b), where the Thevenin equivalent voltages
and resistances are expressed as follows:
Egth =
n∑
j=1
Egj
Rgj
n∑
j=1
1
Rgj
(4.1)
Rgth =
1
n∑
j=1
1
Rgj
(4.2)
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Ewth =
m∑
i=1
Ewi
Rwi
m∑
i=1
1
Rwi
(4.3)
Rwth =
1
m∑
i=1
1
Rwi
(4.4)
The DC system loss is composed of three components: the loss due to Rwi , the loss due to RSR,
and the loss due to Rgi. Since the cable between S and R is the major transmission link, loss on
this cable will be the major component of the total loss. Therefore, in order to have minimum DC
system loss, it is desirable to have minimum It.
4.2.5 Rectifier Side Analysis
Given a fixed power level Pwi from a converter terminal, the DC current Iwi will be minimum
when the DC voltage level Ewi reaches its maximum. Since the voltage at the joint point S
(Es = Ewi − Rwi PwiEwi ) depends on each terminal voltage Ewi , if more than one terminal voltages
are scheduled, there will be conflicts for Es. Consequently, only one terminal will operate at the
maximum voltage level.
An iterative method is performed to search for the rectifier terminal that should be on the
maximum level at each operating point. After identifying that terminal, a step by step procedure
is applied to find the desired It. The procedure is listed:
• Active power at each rectifier terminal is given (Pwi for i = 1, 2, ...,m).
• After finding one rectifier that should work on its maximum voltage (Ewk is assumed), the
converter’s DC current is derived by: Iwk =
Pwk
Ewk
.
• The sending end voltage is then derived by:
Es = Ewk −RwkIwk (4.5)
• It is computed by the following equations:
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Since Ewi = ES +Rwi
Pwi
Ewi
, we can determine an expression for Iwi in terms of Pwi and ES as:
Iwi =
−ES +
√
E2S + 4RwiPwi
2Rwi
. (4.6)
Therefore,
It =
m∑
i=1
Iwi =
m∑
i=1
−ES +
√
E2S + 4RwiPwi
2Rwi
 (4.7)
• The receiving end voltage ER, as well as the Thevenin equivalent terminal voltage Egth can
also be obtained.
The rectifier side analysis gives the desired total current It, the desired rectifier side terminal
voltages Ewi , the desired ES , the desired ER, and the desired Egth .
Note that the converter controls of the rectifiers only determine the scheduled power level Pwi .
Thus, the rectifier controls alone cannot recognize the steady-state DC currents and voltage levels.
It is left to the inverter controls, specifically droop gains, to identify the steady-state DC currents
and voltage levels.
4.2.6 Inverter Side Analysis
Given the desired It, the next task is to allocate current to each inverter to have minimum loss
on the cables connecting the inverters. The loss related to the inverter-side cables can be written
as:
Plossg =
n∑
j=1
RgjI
2
gj . (4.8)
Further modification will lead to:
Plossg =
n−1∑
j=1
RgjI
2
gj +Rgn
(
It −
n−1∑
k=1
Igk
)2
. (4.9)
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In order to define the optimal solution of current allocation I∗gj , the partial derivative of losses
versus any Igj evaluated at I
∗
gj should be zero.
∂Plossg
∂Igj
∣∣∣∣
I∗gj
= 2RgjI
∗
gj − 2Rgn
(
It −
n−1∑
k=1
I∗gk
)
= 0
⇒RgjI∗gj = Rgn
(
It −
n−1∑
k=1
I∗gk
)
for all j = 1, ..., n− 1 (4.10)
Combining It =
m∑
i=1
Iwi =
n∑
j=1
Igj and the n − 1 equations of (4.10) results in the following
finding:
RgjI
∗
gj = RgnI
∗
gn (4.11)
E∗gj = E
∗
gn = Egth for all j = 1, ..., n. (4.12)
It proves that to minimize the losses at the inverter side, the terminal voltage of the converters
should be equal. This finding has also been documented in [27].
The finding indicates that the active power sharing among inverters is proportional to the
current sharing:
Pgj
Pgk
=
Egj .Igj
Egk.Igk
=
Igj
Igk
(4.13)
In addition, based on the voltage/current relationship for the circuit in Fig. 4.4(a) (Egj = VDC0 +
KjIgj and Egj = ER − IgjRgj , the currents are inversely proportional to the droop gains and the
cable resistances.
Pgj
Pgk
=
Igj
Igk
=
Rgk
Rgj
=
Kk
Kj
(4.14)
The important conclusion derived from the above analysis is that the droop gains should be
selected in proportional to the cable resistances (Kj ∝ Rj).
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The droop gain Kj can be calculated by further analysis. Since the droop gains are correlated
to the cable resistances, the current sharing among inverters will be inversely proportional to the
cable resistance at each branch. Therefore,
Igj =
1
Rgj
n∑
k=1
1
Rgk
It (4.15)
The droop gains can be computed based on Egj = Egth and Igj .
Kj =
Egj − VDC0
Igj
(4.16)
The proposed algorithm for droop gain calculation works for any operating point. It can ensure
the minimum total current (It) from the rectifier side analysis. It is noted that, when the power
level Pwi changes, the droop gains should be recalculated. This is due to the fact that It varies
with Pwi and the droop gain depends on It. Furthermore, when the system topology changes, e.g.,
a grid-side converter is lost, the droop gains should be recalculated. In the following subsection,
the droop gains will be updated when one of the grid-side converters is lost.
4.2.7 Analysis of an Abnormal System
To conduct the analysis, we assume that one inverter is lost. The power levels are intact. The
desired total current It and the desired grid terminal voltage Egth = Egj will be the same. What is
changed is the current allocation to each inverter.
Ig1 =
1
Rg1
1
Rg1
+ 1Rg2
It (4.17)
Ig2 =
1
Rg2
1
Rg1
+ 1Rg2
It (4.18)
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The droop gains will be found from the following equations.
K1 =
Eg1 − VDC0
Ig1
(4.19)
K2 =
Eg2 − VDC0
Ig2
(4.20)
4.3 Results
4.3.1 Case Studies
The study system is constructed in RT-LAB, a real-time digital simulator manufactured by
OPAL-RT, which can simulate the power system model with detailed power electronic switches in
real-time [91]. As a result, it can provide precise simulation results and take the switching details
of IGBTs into the account.
The test system is a 6-terminal MTDC system composed of three rectifier side terminals and
three inverter side terminals as shown in Fig. 4.1. The base voltage is set to 250 kV and the base
power is set to 100 MW. Fixed generated power is considered at each rectifier side, set to 100,
90, and 110 MW, respectively. Parameters of the system are listed in Table A.2 and Table A.3 of
Appendix A.
The maximum voltages for converters are 260 kV and maximum current settings of the convert-
ers are set to 1 kA. The optimal droop gains are computed and listed in Table 4.1. The terminal
voltages and currents are also listed. The DC voltage setting in the inverter control VDC0 is 240
kV.
Table 4.1. Droop gains at the base case
Inverter Side Rectifier Side
Converter Droop Rg(Ω) Eg (kV) Ig (A) Ew(kV) Iw (A)
1 41.89 1.69 255 375 260 380
2 35 1.39 255 447 260 342
3 48.82 1.95 255 320 260 420
It is observed that at the inverter side, all the inverters are working at the same voltage of 255
kV. The total current flowing in the major DC cable SR (It) is 1142 A. Besides, at the wind farm
side, as the maximum voltage for all the converters are the same, all of them are operating at their
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maximum. This will assure the maximum power transmission through MTDC system, as well as
minimum loss condition.
4.3.2 One of the Inverter Side Terminals Is Tripped
In this case study, we investigate the effect of adaptive droop gains when one inverter is tripped.
Two cases are included here:
• Case 1: the droop gains will not be updated after the trip.
• Case 2: the droop gains will be updated using proposed algorithm.
In case 1, the droop gains are obtained from the proposed algorithm as K1 = 41.89,K2 = 35,
and K3 = 48.82 for the nominal operating condition. Further, the gains are fixed. The steady-state
voltages and currents after an inverter is tripped are listed in Table 4.2. The circuit calculation
displays that the DC voltages all rise up. Dynamic simulation results will be presented following
the circuit analysis results.
Table 4.2. Droop gains, voltages and currents for case 1 in line trip event
Inverter Side Rectifier Side
Converter Droop Rg(Ω) Eg (kV) Ig (A) Ew (kV) Iw (A)
1 41.89 1.69 261 510 265 375
2 35 1.39 261 614 265 337
3 48.82 1.95 261 0 265 412
Results of the voltages at rectifier and inverter side are shown in Fig. 4.5. After the fault at
5 sec, the voltages at both sides will rise. The maximum voltage for the rectifier side before the
fault is set to 260 kV. After the fault, the voltage levels reached 265 kV. This 5 kV increase in the
voltage will cause damage to converters.
Results of the rectifier side and inverter side currents for case 1 are illustrated in Fig. 4.6. As
demonstrated, the current for the third terminal eventually reaches zero. Oscillations around zero
are observed during the transients. The oscillations are absorbed by the DC-link capacitors.
In case 2, the proposed algorithm will update the droop gains at each operating point in order
to guarantee the minimum loss within the system. In the normal operation, the proposed algorithm
will result in optimized steady state droop gains as: K1 = 41.89,K2 = 35, and K3 = 48.82. After 5
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Figure 4.5. Voltages at grid side and wind farm side terminals for case 1 in line trip event.
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Figure 4.6. Currents at grid side and wind farm side terminals for case 1 in line trip event.
60
seconds, the contingency is considered as a three-phase line trip in the third inverter side terminal.
The droop gains are recomputed and listed in Table 4.3.
Table 4.3. Droop gains, voltages and currents for case 2 in line trip event
Inverter Side Rectifier Side
Converter Droop Rg(Ω) Eg (kV) Ig (A) Ew (kV) Iw (A)
1 29.7 1.69 255 517 260 380
2 24.7 1.39 255 620 260 340
3 - 1.95 255 0 260 417
Change of droop gains is illustrated in Fig. 4.7. After the fault, the third terminal is out and
its droop gain is shown as zero.
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Figure 4.7. Droop gain change of grid side terminals for case 2 in line trip event.
Simulation results of the terminal voltages at the inverter side and rectifier side are illustrated in
Fig. 4.8. Simulation results for the currents are shown in Fig. 4.9. It can be observed that after the
fault at 5 sec, the rectifier side and inverter side voltages remain the same as they were before the
fault. As the rectifier side converters are working at their maximum voltage limit, the rectifier side
is guaranteed to work on minimum loss. Moreover, at the inverter side, all the terminal voltages
are equal, which ensures the minimum losses in the inverter side. The other important result is
that the DC voltages did not rise up after the fault. It shows that the proposed algorithm not only
ensures the minimum losses in the MTDC system, but also ensures constant DC voltage level.
4.3.3 Change of Active Power Generated by Wind Farms
In this case study, we examine the effect of active power change on droop gain calculation and
system performance. Generated power in one rectifier side terminal is increased from 90 MW to
120 MW at 5 seconds. The other two terminal powers are kept the same (100 and 110 MW). Two
cases are compared.
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Figure 4.8. Voltages at grid side and wind farm side terminals for case 2 in line trip event.
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Figure 4.9. Currents at grid side and wind farm side terminals under optimized operation.
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• Case 1: the droop gains will not be updated after the power change.
• Case 2: the droop gains will be updated by proposed algorithm.
The droop gains, DC voltages and currents at steady-state for case 1 are listed in Table 4.4. It
can be seen that the wind side terminals will have over voltages.
Table 4.4. Droop gains, voltages and currents for case 1 in active power change
Inverter Side Rectifier Side
Converter Droop Rg(Ω) Eg (kV) Ig (A) Ew (kV) Iw (A)
1 41.89 1.69 257 400 262 380
2 35 1.39 257 483 262 428
3 48.82 1.95 257 345 262 420
Fig. 4.10 shows the terminal voltages of rectifier side and inverter side when fixed droop gains are
used. The optimal droop gains are applied in this case, same as previous cases (K1 = 41.89,K2 = 35,
and K3 = 48.82). After the change in power, the droop gains will stay the same. As it appears,
both terminal voltages will rise up after the operating point change.
4 4.5 5 5.5 6 6.5 7 7.5 8
2.52
2.54
2.56
2.58
2.6
x 105
V
ol
ta
ge
 (V
)
 
 
4 4.5 5 5.5 6 6.5 7 7.5 8
2.58
2.6
2.62
2.64
2.66
x 105
Time (sec)
V
ol
ta
ge
 (V
)
 
 
E
w1
E
w2
E
w3
Eg1
Eg2
Eg3
Figure 4.10. Voltages at grid side and wind farm side terminals for fixed droop gains in active power
change.
In case 2, the droop gains are recomputed for the updated power level. The results are listed
in Table 4.5. It can be observed that the steady-state DC voltage levels are kept the same as the
base case. Simulation studies for the optimized case where droop gains are updated are also carried
out. The simulation results are illustrated in Fig. 4.11, show that even with power change at one
terminal, the proposed adaptive droop strategy fixes the voltages of the inverter and rectifier side.
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Table 4.5. Droop gains, voltages and currents at steady-state for case 2 in active power change
Inverter Side Rectifier Side
Converter Droop Rg(Ω) Eg (kV) Ig (A) Ew (kV) Iw (A)
1 37.1 1.69 255 413 260 385
2 30.9 1.39 255 493 260 457
3 43.3 1.95 255 356 260 420
4 4.5 5 5.5 6 6.5 7
2.52
2.54
2.56
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Figure 4.11. Voltages at grid side and wind farm side terminals for adaptive droop gains in active
power change.
4.4 Discussions
This chapter proposes a droop control-based DC system loss minimization strategy. Through
setting droop gains for grid-side converters, the MTDC system can achieve minimum DC loss and
constant DC voltage level for any operating conditions. The change in operating conditions can be
an increase in power transfer or loss of a grid-side converter. The proposed droop gain computation
algorithm has two notable features: (i) droop gains are proportional to the cable resistances; (ii) one
of the wind farm terminals will work at maximum voltage level. Real-time digital simulation-based
tests are carried out to demonstrate the proposed adaptive droop control performance in keeping
the DC voltage level and minimizing DC loss in various operating conditions.
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CHAPTER 5
DISTRIBUTED CONTROL FOR ENERGY STORAGE SYSTEM
Distributed coordination or decentralized control is a recently proposed topic in power systems.
It was originally applied to the secondary controllers to restore frequency and voltage of converters
in a distributed manner. The idea in this chapter is to use the distributed coordination control to
synchronize the energy storage devices in a microgrid. To design a unified controller with limited
information exchange, consensus theory is applied.
5.1 Introduction
Microgrid technology provides an effective solution to integrate renewable energy sources, loads,
and energy storage systems. This chapter focuses on coordination of batteries to synchronize the
state of the charge (SOC) and power level via distributed control. This introduction covers the
justification of the distributed coordinated control instead of centralized coordination, consensus
control philosophy, and significance of this research over the existing research.
One of the most significant concerns related to the renewable energy sources in microgrids is their
limited operating times due to the uncertain behavior. For example, PV modules can only generate
electricity in presence of sun irradiance [29, 30], or wind farms can only operate in places where
the sufficient amount of wind exists [31]. Therefore, battery energy storage systems are commonly
implemented as the energy buffers [32, 33, 34]. Recent studies have implemented energy storage
in the microgrid to cooperate with the renewable energy sources. For example, [33] studies the
smoothing performance of PV and wind generation in presence of battery energy storage systems
as a hybrid microgrid. Similarly, [35] reviews the challenges of integrating the energy storage in
distribution power systems, and describes different control methodologies implemented for energy
storage systems.
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Although the battery energy storage system can facilitate the operation of renewable energy
sources in microgrids, its function is not limited to a single task. Similar as traditional power
systems, a hierarchical control has been designed in microgrids. The hierarchical control of energy
storage system is a recently proposed topic that enables the energy storage system with multi-task
operation capabilities [92, 93].
Hierarchical control proposes three various control levels known as: primary, secondary, and
tertiary. Droop control is the most common approach in primary frequency controllers for batteries
in an autonomous microgrid [94, 95]. Since droop parameters determine load sharing among batter-
ies, droop control gains can be associated with the SOC of batteries [96, 97, 98]. This approach can
push the batteries with high SOC to share more, whereas batteries with lower SOC share less. In
the secondary frequency control, a control center measures frequency and tie-line power deviations
and sends the Area Control Error (ACE) signal into an integral control. Furthermore, the output
is sent out to each converter. In the tertiary control, a control center calibrates the power level
of each converter and sends the power commands to each converter to change the power order.
Traditionally, secondary and tertiary controllers were centralized controllers.
Why distributed control? Centralized controllers need communication network in order to send
the control command to the entire network. A centralized controller manages a large amount
of data, which is vulnerable to a single point of failure. Advanced distributed control structures
are recently proposed to increase the reliability of hierarchial control systems in microgrids. The
main purpose of the distributed cooperative control is to achieve a general agreement among all
of the control agents with a limited data transfer. In addition, if either of the communication or
the physical system fails, the whole system will not be shut down and thus it only will affect the
faulted elements.
Distributed control has been proposed for the secondary control in microgrids [36, 37, 38, 39].
For example, [37] proposes the feedback linearization based consensus control design for inverters
in islanded microgrids. The authors used the consensus input to synchronize the inverter voltages.
Furthermore, [38] proposes the consensus based distributed control for synchronizing the active and
reactive power sharing in different droop control methodologies applied in microgrids. Consensus
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control has also been applied in battery converters to achieve the consensus for the SOC and power
levels [41].
Consensus SOC and power level are often desirable among energy storage systems and provide
the energy storage with higher efficiency and State of Health (SOH). If the SOC and the power of
energy storage systems are consensus, during the operating point or load change, no single energy
storage tends to go beyond the permitted threshold. Accordingly, the power capacity of the energy
storage is maximized during the operation.
There are a few papers investigated the SOC balancing with various algorithms [99, 100, 101].
For example, [99] has introduced a consensus input that will directly modify the energy storage
power to accomplish the consensus state of charge. However, this design will finally reduce the
reference powers of the energy storage devices down to zero, as the consensus input will be zero when
the synchronization is achieved. Furthermore, [101] introduces a multi-agent based synchronization
algorithm for SOC balancing in energy storage devices with frequency scheduling instead of droop
control. The average SOC of each energy storage is calculated through a consensus method and each
energy storage is commanded to follow the obtained average. This design is also not thorough, since
it needs the SOC for all the energy storage units, while does not provide the limited information
transfer. Among all of the mentioned references, general assumption is that the energy storage
devices are working in one operating mode (islanded mode) and if the operating mode changes,
the design needs to be revised as well. This research mostly focuses on synchronizing the energy
storage power and SOC with limited information exchange. Plus, a generalized controller will be
designed, which works for both operating modes of a microgrid without any modifications.
The objective of this chapter is to synchronize the SOC and power level for energy storage
devices in a microgrid. This topic was studied in [41] based on the following assumptions; (i)
Each battery has exactly the same control architecture and control parameters. (ii) All the states
including the SOC, the power, the current and the voltage of a battery will reach consensus.
These two assumptions are very restrictive. Batteries may have different control architectures
and parameters. There is also no need to achieve consensus for all states (including currents and
voltages). The consensus design in [41] is based on a very complicated model for a specific control
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architecture and specific operation mode. Such design cannot be applicable if the operation mode
of a microgrid is changed from autonomous to grid-connected. The data exchange is also required
for all the states of neighboring agent which is not favorable.
The designed approach in this dissertation follows a simple second-order analytic model includ-
ing battery SOC and power as the control input. The outcome of the design is a simple distributed
control architecture with only SOC and power as the exchanging information among agents. This
control design is applicable in any operating modes: autonomous or grid-connected.
The assumption of the design is that the power order of a battery is generated by an integral
controller. Compared to consensus control, dynamics of the power controller are very fast. In
the consensus design step, a double integrator model is considered. The function of the consensus
control is to adjust power orders of the batteries to achieve SOC/power consensus, while keeping
the total power from the batteries constant. In that sense, consensus control alone cannot bring
system frequency back to nominal. Therefore, similar as the ACE signal, this consensus input
signal is combined with frequency deviation to be sent to the integrator to generate power order for
each battery converter. This design combines the consensus control with the secondary frequency
control.
When the system has a load change, the designed control can bring the system frequency back
to nominal and keep the battery SOC/power consensus. The designed approach is validated by
simulation of a complicated microgrid model built in RT-LAB.
5.2 Methodology
5.2.1 Distributed Control Design Philosophy
The objective of this problem is to synchronize the battery SOC and power. The foremost
assumption is that the power order of a battery is generated through an integrator. Further, each
converter has an integrator. Secondary frequency control uses integrator, which can also be used
for consensus power and energy.
Consensus control will be designed to be much slower than frequency control. Hence, when
there is a load change, frequency control quickly increases or decrease the total power to match the
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load. Afterwards, consensus control adjusts the power among the batteries, while keeping the total
power constant.
5.2.2 System Model and Communication Graph
A simplified three-battery system model is given as follows assuming that the dynamics from
the power order to power measurement is negligible.

E˙1 = − P13600
P˙1 = u1
E˙2 = − P23600
P˙2 = u2
E˙3 = − P33600
P˙3 = u3
(5.1)
where E and P are the per unitized energy and power. Since batteries use kWH and kW as the
units for energy and power, a 1/3600 coefficient is applied in the time scale of seconds. A battery’s
per unit energy is the same as its SOC if the energy base is the same as the battery capacity.
Now look at the communication graph of this system as shown in Fig. 5.1. This graph can be
represented by a Laplacian matrix L.
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Figure 5.1. Communication graph of the proposed system.
L =

1 −1 0
−1 2 1
0 −1 1
 =

1 0 0
0 2 0
0 0 1

︸ ︷︷ ︸
D
−

0 1 0
1 0 1
0 1 0

︸ ︷︷ ︸
A
(5.2)
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where Lij = −aij , i 6= j and i. aij > 0, when i is connected with j and aij = 0 when i is not
connected to j. Lii =
∑
j aij . D is a diagonal matrix with diagonal elements representing the
degree of each node. A is a non-negative matrix with zero diagonal components.
The Laplacian matrix L has a trivial eigenvalue 0 with the corresponding right eigenvector of
1, a column vector with every element as 1.
L1 = 0 (5.3)
For the balanced graphs like the one in Fig. 5.1, L is a symmetric matrix, therefore,
1TL = (L1)T = 0 (5.4)
5.2.3 Design of the Inputs
To facilitate the design process, it is assumed that the battery energy storage can track the
reference power fast and accurate. Moreover, in islanded mode operation, it is assumed that
the frequency controllers can quickly restore the frequency to its nominal value. As a result,
the dynamics of the inner loops, the secondary frequency control, and the power controllers are
neglected in this case. This will simplify the design without neglecting the controller dynamics.
The battery energy can be written in terms of battery power too.
Therefore, dynamics of each battery energy storage can be written as:
E˙i
P˙i

︸ ︷︷ ︸
x˙i
=
0 −1/3600
0 0

︸ ︷︷ ︸
A
Ei
Pi

︸ ︷︷ ︸
xi
+
0
1

︸︷︷︸
B
ui (5.5)
where A and B are state matrices of the system. Now, ui can be designed in order to synchronize
the energy and power levels of energy storage based on consensus objective.
For linear interconnected systems, consensus control design can be based on Lyapunov design,
or optimal control design [102]. In this chapter, optimal control design [103] is adopted. The
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dynamic model of each energy storage is represented as a state space model (x˙ = Ax + Bu). The
final goal of synchronization can be obtained if the difference between the power and energy of the
energy storage and the power and energy of its neighbours is sent to each battery energy storage
as an input of the controller. It is also noted that the x = [x1, x2, ..., xn]
T is a global vector of state
variables, and u = [u1, u2, ..., un]
T is the global vector of inputs in the systems. The control input
is designed as:
ui = cK
n∑
j=1
aij(xj − xi) = cK
n∑
j=1
aij
Ej − Ei
Pj − Pi
 (5.6)
where aij is the element of the matrix A in (5.2), c is a positive scalar gain and K is the variable
for the feedback control matrix.
The vector of all the inputs can be expressed as
u = cL

Kx1
...
Kxn
 (5.7)
Therefore,
∑
i
ui = 1
Tu = c1TL

Kx1
...
Kxn
 = 0 (5.8)
This is an important characteristic of consensus control. The summation of the inputs are always
0. This also means that the summation of the power orders of all batteries should be constant.
The role of the consensus control is to adjust the power generated by each battery, while keeping
the total power constant. This function can be combined with secondary frequency control so that
when there is a load change, the secondary frequency control will take care of the load change and
modify the power orders of each battery.
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K can be found using Linear Quadratic Regulator (LQR) design. Given two matrices Q and R
are positive definite, the feedback gain K in (5.6) can be designed as:
K = R−1BTP1 (5.9)
where P1 is the unique positive definite solution of the control algebraic Riccati equation (ARE)
[37]:
ATP1 + P1A+Q− P1BR−1BTP1 = 0 (5.10)
5.2.4 Stability Analysis
The closed-loop system dynamics should be considered for analyzing the stability of the designed
method. Adding the designed control input (5.6) into the state-space model of each agent leads us
to (5.11).
x˙i = Axi + cBK
n∑
j=1
aij(xj − xi) (5.11)
The overall global closed-loop system can be represented as (5.12):
x˙ = (In ⊗A)x− cL⊗BKx (5.12)
The stability criteria for the interconnected system that combines the control design require-
ments with the graph properties is given in [103]. If the eigenvalues of the Laplacian graph matrix
L are denoted as λi, the stability properties of the global system dynamics in the equation (5.12)
are equivalent to the stability properties of:
z˙i = (A− λicBK)zi i = 1, 2, ..., n (5.13)
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The stability criteria requires (A − λicBK) to be Hurwitz, or all of its eigenvalues have a strictly
negative real part. A sufficient condition requires c to be selected as:
c = max
(
1
2 minRe(λi)
, 1
)
i = 2, ..., n (5.14)
5.2.5 Numerical Example
For a system with three energy storage units, solving for the Riccati equation in (5.10) provides
matrix P if R and Q are given. The control input K can be selected referring to the equation (5.9)
as K = [K1 K2] and c can be selected as equation (5.14) to be 1. The designed controller will be
the input of the battery energy storage in order to synchronize the energy levels. Considering the
communication graph of the system shown in Fig. 5.1, three inputs can be selected as:
u1 = −c[K1 K2]
E1 − E2
P1 − P2

u2 = −c[K1 K2]
2E2 − E1 − E3
2P2 − P1 − P3

u3 = −c[K1 K2]
E3 − E2
P3 − P2
 (5.15)
Fig. 5.2 illustrated the communication block diagram for the system shown in Fig. 5.1 with
simplified dynamic models of the batteries presented in (5.5) and consensus control inputs presented
in (5.15). The combined system can provide a clear idea about how the proposed algorithm can
synchronize the energy levels of each battery energy storage unit. It is also noted that the simplified
models can be used for eigenvalue analysis and stability analysis where the complicated network
communication graph is existed.
Fig. 5.3 shows a sample design by choosing a set of Q and R. The resulting system dynamics
show that battery 1’s power may increase 50% due to its high SOC. Battery 3’s power is reduced
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Figure 5.2. Block diagram of the simplified battery models including consensus based SOC man-
agement control.
to almost zero. In real-world scenarios, battery’s power is limited. It is also not desirable to have
batteries operating in different modes, with some charging and some discharging. Therefore, a less
dramatic change is expected. Fig. 5.4 shows a different set of parameters which leads to a better
performance.
Both designs are tested when the power limits are enforced. Fig. 5.5 shows the comparison.
It is obvious that design 2 leads to a more desirable performance. Design 1 will lead to various
operation modes for batteries. One battery will work in charging mode whereas two will work in
discharging mode.
5.2.6 Test System Circuit Configuration
The system to be investigated is a 14-bus microgrid model composed of three detailed battery
modules with parallel adjustable loads and an induction machine. The entire system can be linked
to the AC grid through a transmission line and breaker, illustrated in Fig. 5.6. Each inverter
has the capability to connect to the main system and perform the independent power control.
However, an energy management technique for energy storage system will also be supplemented to
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Figure 5.3. Simulation results of the analysis model; Q = diag([800, 10]), R = 200,K1 = −20,
K2 = 2.23860, c = 0.01.
the primary power control loops which will be discussed shortly. In a case that the microgrid loses
the connection to the grid, primarily, the battery inverters should be able to retain the voltage
and frequency. Man parameters of the system are selected as: battery voltage level is 400 V, grid
voltage is 13.8 kV, battery size is 100 kW/200 kWh, transmission lines have the same impedance
of 0.0825 + j0.284Ω/kM . The detailed parameters of the system are provided in Table A.4, Table
A.5, Table A.6, and Table A.7 of Appendix A.
5.2.7 Detailed Battery Models
Several battery models have been proposed for the past few years. However, electrical models
provide more accuracy, and a balance between electrochemical and mathematical battery models.
The electrical models are composed of voltage sources, resistors, and capacitors, which are the best
options for co-simulations. There are several electrical models such as: impedance based, Thevenin
based, and runtime based [104]. The same model developed in [96] is adopted in this research,
which provides an accurate electrical model with transient and steady state dynamic response.
Such a model is illustrated in Fig. 5.7.
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Figure 5.4. Simulation results of the analysis model; Q = diag([300, 10]), R = 5000,K1 = −2.4495,
K2 = 0.4487, c = 0.01.
In this study, each battery is designed for 100 kW base power and is chosen to be the Li-ion
type. The capacity of the battery in Farad ( Cc), which defines the full capacity when it is fully
charged, is expressed by :
Cc = 3600
Pn.f1.f2
Vn
(5.16)
where Pn is the nominal energy of the battery in Whr, Vn is the nominal battery voltage, f1 and
f2 are correction factors. Parameters of the battery then can be derived by:
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Figure 5.5. Comparison of two designs when power limits are enforced.
VSOC = −1.03e−35SOC + 3.6 + 0.2SOC − 0.1SOC2 + 0.3SOC3
Rs = 0.1562e
−24.37SOC + 0.07446
RTS = 0.3208e
−29.14SOC + 0.04669
CTS = −752.9e−13.51SOC + 703.6
RTL = 6.603e
−155.2SOC + 0.04984
CTL = −6065e−27.12SOC + 4475 (5.17)
It should be mentioned that, RSD is the self discharge resistor, RTS is the short transient
resistor, Rs is the series resistor, and RTL is the long transient resistor. CTS and CTL are short
and long transient capacitors. In this study, Pn is set to 200 kWh and Vn is set to 400 V. Derived
parameters are then tested to validate the accuracy of designed battery. The detailed battery model
is then connected to an inverter to convert the DC signals to AC as illustrated in Fig. 5.6.
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Figure 5.7. Detailed electrical battery model.
5.2.8 Battery Converter Controls
The converter control blocks are shown in Fig. 5.8, including inner current control, power
following control, voltage controller, primary frequency control, and secondary frequency control.
The consensus control input is notated as ui in Fig. 5.8. This signal combined with the frequency
deviation will be fed into an integrator to generate power orders.
The inner current loops are in charge of generating reference voltages in dq frame based on
input reference currents in dq frame. The feed-forward items vfd and vfq are the point of common
coupling (PCC) voltage in the dq reference frame passed from a low pass filter to mitigate the
unwanted harmonics from the PCC (Bus 4) voltage [44]. The transfer function of the first order
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Figure 5.8. Battery converter control blocks.
filter is expressed as:
Gf (s) =
αf
s+ αf
(5.18)
Dynamic equations related to the inner current loop are given below:
vref =
(
kpi +
kii
s
)
(iref − i)− jωLi+ vf (5.19)
where vref = vdref + jvqref , iref = idref + jiqref , i = id + jiq, and vf = vfd + jvfq is the filtered
battery voltage in dq frame.
The next control level is the power control. Two PI controllers are used to force the steady
state error to zero. Dynamic equations of the power control loop are given below:
idref =
(
kpp +
kip
s
)
(Pref − P )
iqref =
(
kpp +
kip
s
)
(Qref −Q). (5.20)
Primary frequency control is designed as a primary droop control and the secondary frequency
control will provide a frequency control in the case of dynamic events. Frequency and frequency
deviations are measured by the PLL block. Primary voltage control is also equipped for reactive
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power sharing. Dynamic equations of the primary control loops are provided below:
Pref = P
∗ + (ω0 − ω)
(−1
Rf
+
−kif + ui
s
)
Qref = (Vref − V ) 1
Rq
(5.21)
where Rf is the droop gain for active power droop controller loop, Rq is the droop gain for reactive
power droop loop, and kif is the secondary frequency controller gain to bring the steady state
frequency deviation to zero. Furthermore, ui is the consensus distributed secondary controller
input, which will be designed shortly, ω0 is the reference angular frequency in p.u, P
∗ is the initial
reference active power command, and Vref is the reference magnitude of the voltage control loop.
In the grid-connected mode, ∆ω will be zero and frequency control loops will be deactivated.
However, the consensus control inputs still will be activated for grid connected mode, which enables
the energy management technique without having to deactivate the control loops.
The combined signal of consensus input and frequency deviation has a similar representation
of Area Control Error (ACE) signal employed in power systems for tie-line power scheduling and
secondary frequency control. The innovative design showing in this chapter is the first of such in
the literature for converter coordination.
The controller parameters are listed in Table 5.1.
Table 5.1. Parameters of controllers
Control Value
Inner current kpi=5, kii=100
Outer power kpp=0.1, kip=100
Secondary frequency kif1 = 0.01, kif2 = 0.02, kif3 = 0.04
Primary frequency Rf1 = 0.04, Rf2 = 0.06, Rf3 = 0.08
Reactive droop Rq1= 0.002, Rq2= 0.0025, Rq3= 0.0033
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5.3 Results
5.3.1 RT-Lab Simulation Results
In this section, real-time simulations with RT-LAB are conducted to validate the results of
analysis and designed controller performance. The main advantages of the real time simulators are
their fast response, real time runtime, and precision. By separating each simulation model into
different subsystems, RT-LAB, which has multiple processing cores, will assign each subsystem to
be compiled in one core. Therefore, the entire simulation can be run concurrently in multiple cores
to increase the simulation speed.
The power electronic devices details are entirely included in the switching. Such switching
details make the results of real time simulators to be close to the real-world system. Two case
studies are carried out: (1) a discharging case when the microgrid is in islanded mode, and (2) a
charging case when the microgrid is in grid-connected mode.
5.3.2 Discharging Event
A discharging event is designed to evaluate the response of the designed consensus control when
the microgrid is working in the islanded mode and thus the energy storage should support the
loads. In this case, initially a 66 kW load is considered. The SOC and power levels of batteries are
all different. The consensus control is enabled after 300 seconds. The consensus control parameters
are cK1 = −0.0822, cK2 = 0.042. SOC and power levels achieve consensus at 2300 seconds. At
about 2458.5 seconds, a 30 kW load increase occurs. After the transient due to frequency control,
SOC and power consensus again are achieved. Simulation results are shown in Figs. 5.9, 5.10 and
5.11.
5.3.3 Charging Event
This case is considered to evaluate the designed consensus control performance for a charging
case. Simulation results for a charging event are illustrated in Fig. 5.12. The total charging power
is 96 kW. Before the consensus control is enabled, each battery is charged at different power level.
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Figure 5.9. Discharging case; consensus control has been enabled at 300 seconds and consensus
achieves at 2300 seconds and power levels achieve consensus at 2600 seconds, each 32 kW.
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Figure 5.10. Load increase occurs at 2458.5 seconds, frequency is brought back to 60 Hz by secondary
frequency control, battery power levels are different at 2458.5 seconds due to various gains for
secondary frequency control: Kif1 = 0.01,Kif2 = 0.02,Kif3 = 0.04.
After the consensus control is activated, SOC and power levels achieve consensus at 2500 seconds.
The consensus control parameters are cK1 = −0.0513, cK2 = 0.018.
5.4 Discussions
This chapter applies consensus control to design battery coordination schemes. The design
objective is to synchronize the SOC and power regardless of charging, discharging, or load varying
operating modes. The main contribution is to treat the battery’s SOC, power, and consensus control
input as a double integrator system. The main assumption used in this design is; (i) there is an
integrator to generate power order, and (ii) the consensus dynamics are much slower than the rest
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Figure 5.11. Reactive power and voltage for three batteries; the reference reactive power is set to 0
and voltage reference is set to 400 V.
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Figure 5.12. A charging event shows power and SOC consensus are achieved after around 2500
seconds.
of the system dynamics with primary and secondary control. Accordingly, the assumption of the
double integrator as the plant model is valid. This design philosophy renders a simple distributed
control design with only SOC and power as exchange information.
The proposed design also considers real-world battery operations and experiments various cases
to guarantee that all the batteries operate at the same mode and power limits are met. The design
is validated by RT-lab simulation for a high-fidelity 14-bus microgrid system with three batteries.
Demonstration is carried out for a discharging, a load change, and a charging event. Simulation
results proved the superior performance of the proposed consensus control.
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CHAPTER 6
IMPEDANCE MODELING AND MIMO ANALYSIS
This chapter investigates the impedance modeling and MIMO analysis for vector control and
power synchronization control of HVDC transmission system when connected to very weak AC
grid.
6.1 Introduction
Conventional Line Current Commutating Converter (LCC)-HVDC transmission systems can
not perform properly if the AC system is not strong enough [105, 106, 107]. The strength of an
AC system is commonly defined by Short Circuit Ratio (SCR), which depends on HVDC nominal
power and the strength of the AC system. Normally, systems with SCR values of less than 1.5 are
considered as weak AC systems [108, 109, 44]. In contrast to the traditional HVDC transmissions,
Voltage Source Converter HVDC (VSC-HVDC) has the ability to connect to weak AC grids without
any reactive compensation [110]. Vector current control is a popular control scheme in the VSC-
HVDC systems [111, 112]. Vector control of the VSC-HVDC not only is able to be linked to weak
AC grids, but also provides an independent active or reactive power support to the grid [113, 114].
However, there are some barriers regarding vector control of VSC, especially when it is linked
to a very weak AC grid. Studies have shown that vector current control of VSC-HVDC cannot
transfer the power of more than 0.4 p.u once connected to a grid with SCR level of 1 [115, 46].
Analytical studies indicated that the limiting factors of vector control can be the current control grid
interactions [44, 47] and/or PLL dynamics [44, 47, 48]. It is mentioned in [44, 47] that low frequency
resonances may interact with the vector current control in weak AC systems. Additionally, the PLL
dynamics will cause problems when the converter is synchronized with the weak grid. To overcome
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the weak grid issue, [48] applied gain scheduling to design the the outer loop power/voltage, which
resulted in an increase in power transfer.
Another solution is Power Synchronization Control (PSC). Compared to the gain scheduling
control where the controller’s gain varies, PSC serves as a classical controller with a fixed structure
and parameters. The PSC has also been shown as a superior alternative for vector control in weak
AC grids [46, 116, 117, 118, 119]. Unlike the PLL that synchronizes the converter to the Point
of Common Coupling (PCC), the PSC directly synchronizes the converter to the grid through a
power control loop.
The application of the PSC has also been studied in a few papers. In the first paper on the PSC
[46], the power synchronization is introduced as an alternative to the conventional vector control
in weak AC systems. In [116], the PSC performance is evaluated in connection of two very weak
AC grids. The effect of different parameters on the stability of the system is also investigated.
The application of the PSC for offshore wind farms is introduced in [117]. Stability limitations of
various control loops in HVDC system enhanced with PSC are studied in [118]. They found that
the alternating voltage control provides more stability compared to reactive power control when
PSC is used in weak AC systems. Moreover, the impact of the converter with the PSC control on
Sub-Synchronous Resonance (SSR) damping is studied in [119], showing that the PSC can greatly
improve the damping of SSR modes.
The key contribution of this chapter is to derive an impedance model of PSC, carry out stability
analysis, and compare PSC with vector control. In the original PSC paper, the power/angle transfer
function is used to perform stability analysis. The impedance modeling approach is a popular
approach adopted in converter related stability analysis [42, 44, 45, 120, 121]. The impedance
model of converters with vector control has been developed in the literature, as shown in [47, 44].
However, the derived impedance is not exactly the same for the VSC-HVDC system used in this
study.
The impedance model of a VSC with PSC has been derived in [119] with the main focus on
sub-synchronous damping in the presence of synchronous generators. In addition, [119] focuses
on analyzing the real part of the total impedance matrix (converter + grid) and MIMO system
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Figure 6.1. Back-to-back VSC-HVDC connected to a weak AC grid with two different controls at
the rectifier side.
analysis techniques were not adopted. The effect of PSC on weak AC grids by impedance-based
analysis yet to be studied.
This dissertation will present an impedance-model based MIMO analysis for a back-to-back
VSC-HVDC system connected to a weak AC grid. Nyquist theory and the singular value of the
return matrix are applied for the stability and robustness analysis, respectively. The eigen loci and
singular value plots of the return difference matrix are employed in the MIMO stability analysis.
The circuit and control diagrams are shown in Fig. 6.1. PSC is implemented on the rectifier side
converter of the VSC-HVDC system. For comparison, the impedance models for vector control of
VSC-HVDC are also derived. Two types of vector controls (with and without power outer loops)
will be examined.
6.2 Methodology
6.2.1 Power Synchronization Control
Fig. 6.2 illustrates a simple representation of the system in Fig. 6.1. Zg = Rg + jω1Lg is the
total impedance of the weak AC grid and its transformer, Zconv is the impedance which is seen
from the converter point of view, vc is the converter output voltage and vg1 is grid voltage. The
AC filter is considered as a simple L filter. As it can be observed, the rectifier side is equipped with
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the PSC and an alternating voltage control. The main equation of the system in time domain and
based on dq reference frame can be expressed by:
V1 − Vc = LdI
dt
+ jω1LI +RI (6.1)
where V is the complex voltage and I is the complex vector for the current(V1 = v1d + jv1q, I =
id + jiq and Vc = vcd + jvcq) in the dq-reference frame, which are rotating at the speed of ω1. The
converter output voltage is defined as:
Vc = Vce
−jθ = Vc cos(θ)− jVc sin(θ) (6.2)
where θ is the output from the power control. Replacing (6.2) in (6.1) and separating it to dq
components:
v1d − Vc cos θ = Ldid
dt
− ω1Liq +Rid
v1q + Vc sin θ = L
diq
dt
+ ω1Lid +Riq (6.3)
The key structure of the PSC is illustrated in Fig. 6.1. The idea behind the PSC comes from the
analogy of power angle relationship in synchronous machines [46]. In PSC, synchronization takes
place through active power control loop and the output is used as the reference angle for VSC
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PWM unit. By applying this method, the PLL is not needed. Referring to Fig. 6.1, the difference
between the reference active power of the converter and the measured power is sent to an integrator
controller (
Kip
s ), and the output of which represents the synchronization angle (θ).
θ(s) =
Kip
s
(P ref (s)− P (s)), θPSC = ω1t− θ. (6.4)
The small-signal equations of active and reactive power are as follows:
∆P = ∆v1did0 + ∆idv1d0 + ∆v1qiq0 + ∆iqv1q0
∆Q = ∆v1qid0 + ∆idv1q0 −∆v1diq0 −∆iqv1d0 (6.5)
Therefore, the small-signal representation of power synchronization loop is derived:
∆θ = −Kip
s
(∆v1did0 + ∆idv1d0 + ∆v1qiq0 + ∆iqv1q0) (6.6)
6.2.2 Transfer Function from Angle to Power
Given the power control loop, it is natural to seek the relationship between complex power
S injected to the converter versus the voltage magnitude Vc and the angle θ. The small-signal
model of the complex power in the dq reference frame is used for analysis. A comparison of such
derivation and the one presented in [46] verifies that the following derivation employs the concept
of line impedance model and is very easy to follow.
In the synchronous rotating frame, the converter voltage complex vectors and the grid voltage
complex vectors are as follows:
Vc = Vc∠−θ, V g1 = Vg1∠0 (6.7)
where Vg1 is assumed to be constant, while Vc and −θ are controllable.
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The electromagnetic dynamics of the line will not be neglected. As a result, the current and
voltage relationship in the dq reference frame is expressed as:
I(s) =
V g1(s)− V c(s)
R˜+ (s+ jω1)L˜
. (6.8)
where R˜ and L˜ are the total line resistance and line inductance between the two nodes. Note that
the line impedance model in abc reference frame is R˜+ sL˜, while in a synchronous reference frame
it becomes R˜+ (s+ jω1)L˜.
Complex power to the converter S = V cI
∗
can be expressed in Laplace domain as:
∆S(s) = V c0∆I
∗
(s) + I
∗
0∆V c(s) (6.9)
where the subscript 0 notates the initial conditions.
Substituting ∆I(s) in the above equation by (6.8), assuming the grid voltage is constant
(∆V g1 = 0), we have
∆S = − V c0
R˜+ (s− jω1)L˜
∆V
∗
c(s) + I
∗
0∆V c(s) (6.10)
Note that V c = Vce
−jθ, therefore in Laplace domain it will be:
∆V c = −jVc0ejθ0∆θ + e−jθ0∆Vc (6.11)
= −jVc0∆θ + e−jθ0∆Vc (6.12)
Substituting ∆Vc and ∆V
∗
c in (6.10) by (6.12) leads to (6.13).
∆S =
 jV 2c0R˜+(s−jω1)L˜ − jS0
−Vc0
R+(s−jω1)L − I0

T ∆θ(s)
∆Vc(s)
 (6.13)
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Separating the real and imaginary parts, we can find ∆P = JPθ∆θ + JPV ∆Vc. The power to
angle transfer function can be found as:
JPθ = Q0 − ω1LV
2
c0
(R˜+ sL˜)2 + (ω1L˜)2
(6.14)
The above transfer function indicates that there are 60 Hz resonances due to the line electro-
magnetic dynamics. This phenomenon has been mentioned in [46] and a high-pass filter is used to
increase the damping of this oscillation mode. The control idea is to increase the total resistance by
introducing a virtual resistance via a high-pass filter. The resulting power angle transfer function
becomes:
JPθ = Q0 − ω1LV
2
c0
(R˜+H(s) + sL˜)2 + (ω1L˜)2
(6.15)
where H(s) is the filter transfer function. The virtual resistance will provide damping at 60 Hz. A
high pass filter will fulfill this task: H(s) = 0.5ss+40 . The implementation of the filter should be in
the dq reference frame with a constant rotating speed ω1 as shown in Fig. 6.1.
6.2.3 Alternating Voltage Control Loop
As illustrated previously in Fig. 6.1, the AC voltage controller regulates the magnitude of the
rectifier voltage to maintain the grid side voltage. A simple PI regulator is used to control the
voltage magnitude, the output of which is employed to generate the reference dq-axis currents of
the converter. Dynamic equation for the alternating voltage controller can be expressed by [119]:
Vc =
(
kpv +
kiv
s
)
(V ref1 − V1). (6.16)
where V ref1 is the reference magnitude of the PCC voltage, and V1 is the measured magnitude of
PCC voltage,
√
v21d + v
2
1q. Therefore, the small signal representation of V1 can be represented by:
∆V1 =
1
V1
(v1d0∆v1d + v1q0∆v1q) (6.17)
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Applying small-signal analysis in (6.16) and replacing ∆V1 by (6.17) leads us to:
∆Vc = −
kpv +
kiv
s
V1
(v1d0∆v1d + v1q0∆v1q) (6.18)
6.2.4 Impedance Model of VSC with PSC Control
In this subsection, impedance model of the PSC converter viewed from the PCC bus is derived.
The effect of voltage control loop is considered in the derivation, while the effect of the high pass
filter will be added after the derivation.
Separating the real and imaginary parts of (6.2) will result in:
∆vcd = cos θ0∆Vc − Vc0 sin θ0∆θ
∆vcq = − sin θ0∆Vc + Vc0 cos θ0∆θ. (6.19)
The small-signal model of (6.1) is as follows.
∆v1d −∆vcd = (Ls+R)∆id − ω1L∆iq
∆v1q + ∆vcq = ω1L∆id + (Ls+R)∆iq (6.20)
Substituting (6.6) and (6.18) into (6.19), and finally into the above equation and reorganizing
the equations, the following equations can be obtained:
A∆v1d +B∆v1q = C∆id +D∆iq
E∆v1d + F∆v1q = G∆id +H∆iq (6.21)
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where, A,B,C,D,E, F,G,H are expressed as:
A = 1 +
(
kpv +
kiv
s
)
cos θ0 − V10 sin θ0id0kip
s
B = −V10 sin θ0iq0kip
s
C =
(
Ls+R+ V 210 sin θ0
) kip
s
D = −ω1L
E = −
(
kpv +
kiv
s
)
sin θ0 − kips
V10
cos θ0id0
F = 1− V10 cos θ0iq0kip
s
G = ω1L+ V
2
10 cos θ0
kip
s
H = Ls+R
Simplifying (6.21) and writing it in a matrix form:
 ∆v1d
∆v1q
 =
 A B
E F

−1  C D
G H

︸ ︷︷ ︸
Zcp
 ∆id
∆iq
 (6.22)
where Zcp is a 2 × 2 converter impedance matrix with PSC. Considering the high-pass filter, the
impedance is expressed as:
Zconv =
H(s) 0
0 H(s)
+ Zcp. (6.23)
6.2.5 Impedance of Vector Control
In order to calculate the impedance of a vector controlled converter with outer loops and a PLL,
the dynamic equations of the converter output voltage, referring to Fig. 6.1, should be considered.
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The dynamics of inner current controller can be expressed as [44]:
V¯ cc = −
(
kp +
ki
s
)
(I¯cref − I¯c1)− jωLI¯c1 +
1
sτ + 1
V¯ c1 (6.24)
where superscript c denotes the converter d−q frame, V¯ c1 is the PCC voltage converted to dq frame,
and I1 is the converter dq frame current obtained from I1abc. It is noted that the time constant of
the first order filter is 0.001 (τ=0.001). Rearranging (6.24) and separating it to d− q components
[44]:
Ic1 =
 gc(s) 0
0 gc(s)

︸ ︷︷ ︸
Gc(s)
Icref +
 yi(s) 0
0 yi(s)

︸ ︷︷ ︸
Yi(s)
V c1 (6.25)
where Ic1, I
c
ref and V
c
1 are vectors of d−axis and q−axis variables in converter d− q frame.
 gc(s) =
kps+ki
Ls2+kps+ki
yi(s) =
s2
(Ls2+kps+ki)(sτ+1)
(6.26)
Now, impedance of the vector controlled converter can be derived if Iref can be expressed by voltage
and current vectors in the grid d − q frame. The PLL is in charge of converting the components
from the converter d − q frame to the grid d − q frame by synchronizing the angle. In the next
subsections, the effect of outer loops and the PLL will be added to derive the impedance model of
the vector controlled converter. Applying the small signal analysis to (6.25) will result in:
∆Ic1 =
 gc(s) 0
0 gc(s)

︸ ︷︷ ︸
Gc(s)
∆Icref +
 yi(s) 0
0 yi(s)

︸ ︷︷ ︸
Yi(s)
∆V c1 (6.27)
6.2.6 Outer Loop Effects
Outer PI outer loops are illustrated in Fig. 6.5, where the d axis will control the active power
and q axis is in charge of the converter output voltage. The dynamic equations of the outer loops
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can be expressed as:  I
c
dref = (Pref − P )FPI
Icqref = (Vref − V1)FV I
(6.28)
where V1 is the voltage magnitude of the PCC, Vref is the reference PCC voltage magnitude, FPI
is the PI controller transfer function (kpp+
kip
s ) for power control loop, and FV I is the PI controller
transfer function (kpv+
kiv
s ) to track the PCC voltage magnitude. Applying the small signal analysis
to (6.28):  ∆I
c
dref = −FPI∆P
∆Icqref = −FV I∆V1
(6.29)
The magnitude of the PCC voltage can be derived by: V1 =
√
V 21d + V
2
1q, and the converter output
active power can simply be derived by: P = V1dI1d + V1qI1q. Therefore, applying small signal
analysis:
∆P = I1d0∆V1d + V1d0∆I1d + I1q0∆V1q + V1q0∆I1q (6.30)
∆V1 =
V1d0∆V1d + V1q0∆V1q√
V 21d0 + V
2
1q0
=
Vd0
V0
∆V1d +
Vq0
V0
∆V1q (6.31)
By replacing the (6.30) and (6.31) into (6.29):
∆Icref =
 −FPIv1d0 −FPIv1q0
0 0

︸ ︷︷ ︸
G1(s)
∆Ic1 +
 −FPIId0 −FPIIq0
−Vd0V0 FV I −
Vq0
V0
FV I

︸ ︷︷ ︸
G2(s)
∆V c1 (6.32)
94
The impedance of the vector controlled converter with outer loops and without the PLL is then
derived by substituting (6.32) into (6.27):
∆Ic1 =
Ge(s)G2(s) + Yi(s)
I −Ge(s)G1(s)︸ ︷︷ ︸
[ZcRec]
−1
∆V c1 (6.33)
6.2.7 The PLL Effect
Impedance analysis of the PLL has been performed in [44] in detail. The final equations are
adopted here and detailed analysis can be found in [44]. The main goal is to convert the I¯c1 and V¯
c
1
from the converter frame to the grid frame components (I¯1 and V¯1) by :
∆Ic1 = ∆I1 −
 0 Q0V0GPLL
0 Q0V0GPLL

︸ ︷︷ ︸
GpPLL
∆V 1
∆V c1 =
 1 0
0 1− V10GPLL

︸ ︷︷ ︸
GsPLL
∆V 1 (6.34)
where GPLL is a simple PI controller as: GPLL = K
PLL
p +
kPLLi
s . For deriving the impedance model
of the vector controlled converter with an outer power loop and the PLL effect, (6.34) is substituted
into (6.33), then the result will be:
ZRec(s) =
1
GpPLL +
[
ZcRec
]−1
GsPLL
(6.35)
The derived impedance is combined with the grid impedance for the impedance and singular value
analysis then.
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6.2.8 Parameter Selection
For vector control, the inner current controller should be designed to respond faster than outer
power control loops. For more information, the step by step procedure for vector control is given
below. Same approach is used for PSC parameters.
The inner current controllers in the vector control should be designed to be much faster than
the outer power control loops. The converter voltage in abc frame is notated as vabc and the current
is notated as iabc. The voltage at the PCC is notated as v1. An RL circuit is considered between
the converter and the PCC. Therefore:
L
d
−→
i
dt
+R
−→
i = −→v −−→v 1. (6.36)
where −→. is the space vector. In order to describe the above relationship, the dq reference frame is
utilized. It is assumed that the d-axis will be aligned with the space vector of the PCC voltage,
thus:
L
d(id + jiq)
dt
+ jωL(id + jiq) +R(id + jiq)
= vd + jvq − v1d. (6.37)
Separating equation (6.37) into dq-axes, the plant model for the current control design is derived:
L
did
dt
+Rid = vd − v1d + ωLiq︸ ︷︷ ︸
ud
(6.38)
L
diq
dt
+Riq = vq − ωLid︸ ︷︷ ︸
uq
(6.39)
The plant model for the current controller is assumed as 1/(R + sL) for both d and q axes. The
inputs are ud, uq, while the outputs are id and iq. The feedback controls are designed for the dq-axis
to track the reference currents. In addition, to generate the dq components of the converter voltage,
the cross coupling and feed-forward voltage terms should be added to the design. A simplified inner
current control block is illustrated in Fig. 6.3. The loop gain of system is represented by:
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Figure 6.3. Simplified block diagram for inner loop control
l(s) =
kp
Ls
(
s+ kikp
s+ RL
)
. (6.40)
As it is mentioned in [113], the plant pole is fairly close to the origin. Therefore, this plant pole is
canceled by the compensator zero and the the loop gain becomes:
l(s) =
kp
Ls
(6.41)
The closed-loop transfer function can be represented as:
GInner(s) =
l(s)
1 + l(s)
=
1
τs+ 1
(6.42)
where τ = Lkp and ki =
R
τ . The inner loop gains are designed so that the bandwidth of the inner
loop with kp = 50, ki = 100, and L = 0.04H is around 1250 rad/s. Compared to the inner current
controller, the outer loop is designed to be very slow to reflect the dynamic changes. The simplified
outer control loop structure is illustrated in Fig. 6.3. As the dq reference frame is aligned with
the PCC voltage, the real and reactive powers can be expressed as P = V1id and Q = V1iq. A
closed-loop simplified transfer function is represented as:
Gouter(s) =
(
kp +
ki
s
)
V1
1 +
(
kp +
ki
s
)
V1
=
kp
ki
s+ 1(
1
V1ki
+
kp
ki
)
s+ 1
(6.43)
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Figure 6.4. Simplified block diagram for outer loop control
This is a first order transfer function to the form of as+1τs+1 , where τ is the time constant (τ =(
1
V1ki
+
kp
ki
)
) and the system bandwidth can be found as 1/τ . In this study, the outer loop gains
are designed so that the bandwidth of the outer loop with kp = 0.1 and ki = 5 is 4 rad/s. This
bandwidth is 300 times slower than the inner control bandwidth.
The AC voltage PI controller is designed based on ∆Q = V1∆iq, where V1 is the PCC voltage.
Furthermore, the PCC voltage change ∆V1 is proportional to ∆Q. Hence, the plant model is
derived as:
∆V1 =
∆Q
SCR
=
V1
SCR
∆iq (6.44)
The closed-loop system transfer function can be computed as:
∆V1
∆V ∗1
=
kps/ki + 1
(kp + SCR)s/ki + 1
(6.45)
It can be assumed that V1 is approximately 1 pu. Therefore, the time constant and the bandwidth
are as follows:
τ =
kp + SCR
ki
(6.46)
ωbw = 1/τ (6.47)
For kp = 0.01, ki = 100 and SCR = 1, the bandwidth is 100 rad/s. For SCR = 2, the bandwidth
is 50 rad/s. More information regarding the bandwidth design can be found in [113].
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6.3 Results
6.3.1 MIMO Stability Analysis and Validation
For grid-connected converter in current control mode, a Norton equivalent circuit should be
developed, as shown in Fig. 6.5.
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Figure 6.5. Impedance model of a converter connected to grid.
According to Fig. 6.5, the current passing from the grid to the converter can be derived [42]:
I(s) = (Zg + Zconv)
−1(Vg1 − ZconvIc)
= (Zg + Zconv)
−1Y −1convYconv(Vg1 − ZconvIc)
= [YconvZg + YconvZconv]
−1 Yconv(Vg1 − ZconvIc)
= [I + YconvZg]
−1 (YconvVg1 − Ic) (6.48)
For the above system, two assumptions are placed. (i) The grid voltage Vg1(s) is stable; (ii) the
current is stable when the grid impedance Zg is zero, i.e., YconvVg1(s) − Ic(s) is stable. The first
assumption is valid for the real-world scenarios as long as the grid voltage is within the limits. For
properly designed converters, the second assumption is also true. Therefore, for the current I(s) to
be stable, we only need to examine the denominator: I + Yconv(s)Zg(s). In order to claim that the
system is stable, the zeros or roots of the characteristic function det(I + Yconv(s)Zg(s)) = 0 should
be located in the left half plane (LHP).
As both the grid and converter impedances are 2 × 2 matrices, the circuit analysis problem
becomes a MIMO system stability problem. The MIMO system stability criterion is given in [122].
The characteristic function, det(I + YconvZg) = 0 should have no zeros in the RHP.
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Such stability criterion can be examined by checking the eigen loci or the Nyquist plots of
the eigenvalues of YconvZg. If the eigen loci do not encircle (−1, 0), then the system is stable.
This technique has been extensively used in the impedance-based stability analysis of the power
electronic converters [47, 121]. On the other hand, the minimum singular value in the frequency
domain of the return difference matrix I + YconvZg provides an index of gain margin and phase
margin [123]. The singular value plots have been adopted in the authors’ previous publication [124]
to conduct impedance-based stability analysis. The minimum singular value indicates how close
the return difference matrix is to singularity or det(I + YconvZg) → 0 at which frequencies. The
greater the minimum singular value, the more robust the system. Resonance frequency can be
identified as the frequency when the singular value is the minimum.
Results of the stability analysis will be validated by the high-fidelity model based simulation.
The topology of the simulation model has been illustrated in Fig. 6.1 in detail. For real-time
simulations, RT-LAB is considered. The detailed RT-LAB model includes switching details which
can reflect the nonlinear behavior of the model perfectly. In addition to the PSC, two types of
vector controls are designed for comparison. The first vector control type has an outer power
controller loop, a fast inner current controller, and a PLL synchronization, shown in Fig. 6.1. The
second type has no outer power control. Instead, the current references are computed directly from
power reference. This type of the vector control has been analyzed in [47].
To verify the strength of the system in analysis and simulations, three different SCR values are
considered; SCR = 1 resembles a very weak AC system, SCR = 2 for a normal AC system, and
SCR = 3 which is a strong system. The base values to calculate the SCRs are included below:
Vbase(LL) = 100 kV, Sbase = 100 MVA, PHVDC = 100 MVA, Lf1 = 0.04 H, Lg1 = 0.25 H for
SCR = 1, Lg1 = 0.088 H for SCR = 2 and Lg1 = 0.048 H for SCR = 3. The detailed system
parameters are listed in Table A.8 to Table A.11 of Appendix A.
6.3.2 Impedance of the Converter for Different Control
In the first case, impedances of the converter are derived for three separate controls. Fig.
6.6 shows the 3D diagonal (dd) component of Zconv(s) with the three controllers, where the gray
100
surface is the surface where the real part of the impedance is zero. It is observed that with the power
synchronization, the converter impedance is positive for the frequency ranges of more than 50 Hz for
low power angles (or low power transfer level). It is also noted that as the power angle increases, the
positive impedance occurs at a higher frequency. For instance, for the power angle of 80 degrees,
the positive impedance happens at 70 Hz. Therefore, as the angle increases, the impendence
becomes more negative at fundamental frequency. Compared to the power synchronization, the
vector control has negative impedance for frequency ranges of less that 120 Hz in low power angles.
With an increase in the power angle, the impedance will be more negative. This shows that the
PSC provides a positive impedance or more damping within the frequency ranges where the vector
control provides a negative impedance.
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Figure 6.6. Comparison between real parts of converter impedances, Zconv(s) for different controllers
of rectifier side converter.
6.3.3 Stability under Different SCR Scenarios
The first case study is designed to compare PSC and two other types of vector control for
systems with different SCRs. The Nyquist plots for different controllers are illustrated in Fig. 6.7
and the singular plots for the return matrix are shown in Fig. 6.8.
Fig. 6.7 shows that for SCR = 3 none of the Nyquist plots encircles (-1,0) in a clockwise
direction. All the control methods result in stable system operation. When the SCR decreases,
all the control methods’s performance deteriorates due to the gain and phase margins reduction,
illustrated in Fig. 6.7. While the PSC shows robustness against the SCR change, the vector control
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Figure 6.7. Comparison of eigen loci of Zg(s)Yconv(s) for different SCR values and controllers of the
rectifier side converter; power transfer level is 100 MW; (a) PSC; (b) vector control with PI power
loop; (c) vector control without PI power loop.
methods deteriorate. By decreasing the SCR to 1, the vector controls encircle the point (−1, 0) in
a clockwise direction, indicating instability. However, the PSC still provides robust performance.
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Figure 6.8. Comparison of singular value plots of I + Zg(s)Yconv(s) for the different SCR values
and controllers of the rectifier side converter; power transfer level is 100 MW; high pass filter is
included for the PSC.
The singular value plots show that PSC with the high pass filter has the minimum singular
values of greater than 1 for varied SCR scenarios. This indicates a robust stability margin and
immunity against the SCR. On the other hand, the vector controls have the minimum singular
values of less than 1. When the SCR reduces, the minimum singular value also reduces, which
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indicates that the vector controls are prone to instability when the grid is weak. The singular value
plots indicate that the resonance frequency in the dq reference frame is 60 Hz for PSC.
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Figure 6.9. Simulation results for step change in real power when vector control is applied and SCR
is 3.
0.5
1
1.5
P 
(p.
u)
 
 
−0.5
0
0.5
1
V
 (p
.u)
4 4.5 5 5.5 6 6.5 7 7.5 8
−2.2
−2
−1.5
Time (sec)
Q 
(p.
u)
SCR=1
Vector Control
Figure 6.10. Simulation results for step change in real power when vector control is applied and
SCR is 1.
Simulation results for vector control (with outer loop) are shown in Fig. 6.9 and Fig. 6.10. For
simplicity, only two SCR values are included. The vector current control regulates the active power
from the grid to the converter and the terminal voltage in the rectifier station. The step reference
power change is applied to change the reference power from 0.8 p.u to 1 p.u at the time 5 sec.
It is observed that when the SCR is 3, vector control can follow the reference active power step
change. In contrast to the strong system, when the system is weak (SCR is 1) , vector control fails
to support the power transfer to 0.8 p.u. Results of simulation are in agreement with the stability
analysis illustrated in Figs. 6.7 and 6.8.
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Figure 6.11. Simulation results for step change in real power when PSC is applied and SCR is 3.
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Figure 6.12. Simulation results for step change in real power when PSC is applied and SCR is 1.
Fig. 6.11 and Fig. 6.12 present the simulation results for the PSC for strong and weak AC grid.
Same as the previous case, an active power change is applied to change the power transfer from 0.8
p.u to 1 p.u at the time 5 sec. It is shown that for both cases, the system is stable and PSC can
successfully transfer the amount of active power which is needed. Compared to the vector control,
PSC can transfer 1 p.u even in a very weak ac system connection.
Multiple power transfer levels for three separate controllers are presented in Fig. 6.13. The first
figure is for the vector control with simple power loop controller. Compared to the simple power
loop controller, the vector control with PI power loop provides a better results for power levels of
80 MW and 100 MW. However, vector control fails to transfer 150 MW in this case. In contrast,
PSC can transfer all three active power levels.
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Figure 6.13. Simulation results for different active power levels for three different control approaches;
(a): Vector control without outer power loops, (b) Vector control with outer power loops, (c) power
synchronization control, a three-phase balanced fault is applied at t = 5 s at the inverter AC side
and cleared after one cycle, SCR for this case is set to 2.
6.3.4 The Effect of Filter
The effect of a high pass filter is examined in this subsection. The studied filter will move the
60 Hz resonant poles to the left hand plane (LHP) and provides more stability margin to the PSC
controller. The results of the root locus (on the open loop transfer function Jpθ
KPSC
s ) comparison
for two cases of with and without filter are shown in Fig. 6.14. It is observed that by adding the
filter, two resonant 60 Hz poles will move to the left hand side, providing more damping.
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Figure 6.14. Effect of filter on root locus curves of the system when SCR is 1.
The simulation results displayed in Fig. 6.15 validate the analysis results. The system is
simulated without a filter at the beginning and then the filter is activated at time 5 seconds. It
is observed that after activating the filter, 60 Hz oscillations caused by resonant poles are being
damped well.
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6.3.5 The Effect of PSC Loop Gain
A high integral PSC gain ensures a fast response. However, high gain can result in an instability.
This issue was mentioned in [46] without presenting any analysis and simulation. In this subsection,
the root loci of the open loop transfer function (power/angle) are used to indicate the range of KPSC.
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Figure 6.16. Root loci of PSC for SCR equal to 1, with the high pass filter.
Results of root locus analysis of the system with PSC control is illustrated in Fig. 6.16. By
increasing the PSC gain to 390, the resonant poles in 60 Hz will move to the right hand side of the
s-plane and make the system unstable. Simulation results for different PSC gain loop are presented
in Fig. 6.17. When the PSC loop gain is set to 390, large oscillations are observed and power
commands can not be followed. However, with a gain as low as 50, the system will be stable.
The developed impedance model is also used to investigate the filter and a high PSC gain effects.
Fig. 6.18 shows the effect of filter and high gain on singular value plots. The findings verify that
presence of a high pass filter helps to improve the minimum singular value. On the other hand,
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Figure 6.17. Real-time simulation results for different PSC gain loops when the SCR=1; (a): PSC
loop gain is 390, (b): PSC loop gain is 200, (c) PSC loop gain is 50.
when the gain is increased from 50 to 200, the minimum singular value becomes less than 1. The
MIMO system analysis results corroborate with the analysis results drawn from the power/angle
transfer function analysis and the simulation.
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Figure 6.18. Effect of filter and high gain PSC.
6.4 Discussions
The stability analysis of the VSC-HVDC system connected to very weak AC grid is presented
in this study. Three different controls for VSC are considered including a power synchronization
control, a vector control with PI outer power loops, and a vector control with simple power loops.
The impedance based analysis intends to derive the converter input impedance considering the
detailed controllers for each control. The derived impedance model is then combined with the grid
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impedance to investigate the interactions between the converter and the weak AC grid. MIMO
system analysis is utilized to evaluate the system stability under several control strategies and
operating conditions. The case studies show that the PSC is capable of providing better stability
when connected to a weak grid. PSC can handle higher power transfers compared to the vector
controlled methods. Moreover, the 60 Hz resonance stability of PSC is greatly improved by a high
pass filter. However, high PSC gain loop will result in the system instability. The overall results of
the simulation and analysis demonstrate the superior performance of the PSC when the AC grid
is weak.
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CHAPTER 7
DYNAMIC PHASOR MODELING FOR UNBALANCED MICROGRIDS
This chapter 1 investigates dynamic phasor modeling technique for microgrids with PV pene-
tration in unbalanced conditions.
7.1 Introduction
Governmental laws and economical countermeasures have limited the implementation of fossil
fuels and inspired the application of renewable energy generation. Among multiple available renew-
able energy generation units, PV energy generation has become an extensively grown renewable
energy alternative during the past decade. The total installed grid connected PV capacity was
300 MW in 2000 which was increased to 21 GW in 2010 [49]. More recently, PV system has been
employed as a major source in microgrids to supply loads [50, 51, 52].
Among many types of PV systems, a grid connected single phase PV has the advantages of
a good tradeoff between the extracted energy and the design complexity of power inverters. Fur-
thermore, the reduced cost of PV have extensively improved its application in the grids. However,
a high installation number of single-phase PV will impose technological challenges to the micro-
grids associated with: harmonics and power quality, reliability of entire system, voltage rise, and
inaccurate energy and demand metering [53, 54].
In [53], it has been mentioned that in the near future, there will be more operating points and
functions provided by single phase PVs during the grid faults. As a result, special care should
be taken into account in regulating the single-phase PV in microgrids in order to avoid the power
quality and propagating harmonics issues. The effect of unbalance caused by harmonic currents
1This chapter was published in IEEE Transactions on Power Systems, vol.30, no.6, pp. 3102-3109, Nov. 2015.
Permission is included in Appendix B.
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injected by single-phase PV into microgrids are not comprehensively investigated. Moreover, there
is no proper management algorithm for selecting the parameters for various microgrid elements to
lay the foundation of how each individual component can cause instability in the system, or which
component is highly prone to produce resonances in microgrids.
As a result, the main goal of this chapter is to model the microgrid in presence of a single phase
PV system, and clarify the effect of various components on overall stability of the system. The
overall stability of a system is guaranteed when the voltage and the frequency fluctuations remain
within acceptable limits. To achieve this point, the dynamic analysis of microgrid can be assessed.
Among various methods of dynamic analysis, Dynamic Phasor (DP) analysis offers abundant merits
compared to the traditional methods [55, 56, 57, 125]. The DP will change slightly when there is
a sudden change in instantaneous quantities, consequently, fast simulations with a larger time
step will be provided which enables incorporating the frequency information. Furthermore, the
dynamical couplings which cannot be identified from the outset, are obtained through the DP
modeling. One major benefit of the DP method in comparison with the other approaches is that
it has steady values even under unbalanced conditions. However, in the dq modeling, one can see
a 120 Hz oscillating components in case of unbalanced conditions.
The literature needs a comprehensive radial system model which is appropriate for the small-
signal analysis or nonlinear time-domain simulations for balanced and unbalanced situations.
This research investigates the DP modeling of an unbalanced microgrid including a single phase
PV system 2, an induction machine, a power factor correction capacitor, and transmission lines. It
has to be noted that, the unbalance polyphase DP model is considered for the induction machine.
Moreover, a detailed PV modeling including an LCL filter, a PR controller, and a PLL have been
adopted. Several case studies have been conducted to examine the effect of different parameters
of the microgrid ( LCL filter, PR controller gains, line length, and induction machine length) in
overall stability of the system. Small signal analysis based on linearizing the state equations and
dynamic simulations have been investigated in MATLABr/Simpowersystem toolbox in order to
verify the results.
2This part was published in Power & Energy General Meeting, July. 2015, IEEE, pp. 1-5 (best paper in simulation
studies). Permission is included in Appendix B.
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7.2 Methodology
7.2.1 DP Approach
DP model provides many benefits compared to the traditional approaches of power system
analysis. For instance, DP changes smoothly if there is a sudden large step change in the input. In
addition, DP can reveal the dynamic coupling, which is not visible from the outset [55]. DP comes
from the Fourier series of time variable signal x(τ) on interval [t− T, t]:
x(τ) =
∞∑
k=−∞
Xk(t)e
jkωst (7.1)
where ωs = 2pi/T and Xk is the k
th complex Fourier coefficient or kth DP. Small signal analysis can
be implemented for these coefficients (dynamic phasors), as they vary slightly with time or they are
constant during the operation. Therefore, the kth dynamic phasor coefficient of the time varying
signal x(τ) can be attained by [57]:
Xk(t) =
1
T
∫ t
t−T
x(τ)e−jkωsτdτ = 〈x〉k(t) (7.2)
The value of k that defines the order of dynamic phasor should be selected in a way that leads
to a proper approximation of the original signal. For example, in unbalanced conditions, since there
is a 120 Hz oscillating mode in induction machines, a second order DP should be considered as well
as the first order DP. The main characteristics of DP can be expressed as [57]:
〈dx
dt
〉k = dXk
dt
+ jkωXk (7.3)
〈x.y〉k =
∞∑
l=−∞
(Xk−l.Yl) (7.4)
Equation (7.3) is used when the small signal model of the system contains a capacitor, or an
inductor. The capacitor voltage or the inductor current can be represented as a time derivative
of capacitor current or inductor voltage which can be transformed to DP by equation (7.3). In
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this study, the main goal is to derive the DP model of a microgrid composed of a single-phase PV,
a three-phase induction machine, a Power Factor Correction (PFC) unit, and transmission lines.
As the system is unbalanced, some components of the system such as induction machines should
be modeled in the unbalanced condition mode. In this case, the positive, negative and zero (pnz)
reference frame can be used. The DP modeling in unbalanced three-phase systems can be derived
by converting the abc reference frame to pnz reference frame [55]. The main equation to convert
an abc reference frame variable to pnz reference frame is represented by:

xa
xb
xc
 (τ) = ∑∞l=−∞ ejkωsτ 1√3

1 1 1
α∗ α 1
α α∗ 1

︸ ︷︷ ︸
T

Xp,l
Xn,l
Xz,l
 (7.5)
where T is the transformation matrix from abc to pnz reference frame. Similar to the basic definition
of DP, the DP coefficients are derived by:

Xp,l
Xn,l
Xz,l
 (t) = 1T ∫ tt−T AHe−jlωsτ

xa
xb
xc
 (τ)dτ (7.6)
It is worth mentioning that Xp,l, Xn,l and Xz,l are dynamic phasors in positive, negative and
zero-sequence reference frame at the lωs frequency. Moreover, H denotes the complex conjugate
transpose. The next important step to convert the abc reference to pnz would be the derivative of
the time domain signal based on DP condiments on pnz reference frame [55]:
d
dt

Xp,l
Xn,l
Xz,l
 (t) = AH

〈dxa(t)dt 〉l
〈dxb(t)dt 〉l
〈dxc(t)dt 〉l
− jlωs

Xp,l
Xn,l
Xz,l
 (t) (7.7)
The above set of equations can be used in order to find the symmetric components in a periodic
steady state condition and single phase cases. Same as the abc frame for symmetrical components,
a close approximation of the original signal can be achieved by an appropriate selection of the DP
order k.
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7.2.2 Microgrid Configuration
The system under investigation is an unbalanced microgrid composed of a single-phase PV, an
induction machine, a PFC unit and loads as shown in Fig. 7.1. The single-phase PV is installed
in phase a of the system to make the system unbalanced, and the 3-phase induction machine, a
3-phase PFC, and the 3-phase loads are in balanced condition.
 
Figure 7.1. The study system; unbalanced microgrid.
Step by step derivation of dynamic phasors for each component of the microgrid is included
below.
7.2.3 The DP Model of a Single-Phase PV
Traditionally, two-stage converters (a DC-AC converter after a DC-DC converter) have been
used for PV systems. Two-stage converters need additional devices compared to the single-stage
converters. Moreover, the DC-DC converters have high losses, unfavorable transient response, and
unbelievable maintenance cost. Thus, the single-stage converter has been introduced in this chapter
which provides lower price and easier implementation. Single-stage converters have been installed
in the PV/grid integration [126, 127, 53, 54]. The basic configuration of a single phase PV is
illustrated in Fig 7.2. The key components of the single-stage PV are the PR, the PLL, and the
output filters.
113
gV
aLbL
1c
 
Figure 7.2. A basic configuration of PV system.
Fig. 7.2 shows a simple configuration of a single phase PV system. It has an LCL filter to seize
the switching harmonics, and a transformer to isolate the PV from the grid. This figure can be even
more simplified. Depending on the operation, different filter combinations can be used; L and LCL
are two forms of those filters. The more simplified PV model with L and LCL filters is displayed
in Fig 7.3; where vcon is the output voltage of the converter, and La and Lb are filter inductances.
The grid side voltage is vG. Because the PV can be modeled as voltage source VCon in series with an
inductance LCon, simplification from Fig. 7.2 to Fig. 7.3 is valid. In addition, the transformer can
be modeled as an inductance XT . Therefore, the relationship between La, Lb, L1, and L2 for the
PV model with LCL filter can be recognized as: L2 = Lb + LCon and L1 = La + LT . Additionally,
for a PV connected to the L filter, if Lf is used for the L filter inductance, the deduction process
is summarized to L3 = Lf + LCon + LT .
2L 1L
1cVCV GV
)(a )(b
3L
1I 3I2I
CV G
V
 
Figure 7.3. Simplified PV model with different combinations; (a) LCL filter, (b) L filter
For the goals of this dissertation, an LCL filter has been considered, which is the mostly used
type of filter in PV applications. Applying the simple Kirchhoff’s Voltage Law (KVL) and Kirch-
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hoff’s Current Law (KCL), time domain equations of the system for the LCL filter can be derived:
L1
di1
dt
= (vc1 − vG)
L2
di2
dt
= (vcon − vc1)
C1
dvc1
dt
= (i2 − i1) (7.8)
Considering only the first harmonic for the PV, and applying DP laws into the above equations,
the DP model of the PV system with the LCL filter is expressed as follows:
I˙1 =
1
L1
(Vc1 − VG)− jωsI1
I˙2 =
1
L2
(Vcon − Vc1)− jωsI2
V˙c1 =
1
C1
(I2 − I1)− jωsVc1 (7.9)
It should be noted that Vcon is the DP of the output voltage of the PV controller. A detailed
control block diagram of the single-stage single phase PV is shown in Fig 7.4 including a MPPT, a
PR, a PLL and a pulse generation unit. As the main purpose is to study the effect of PV unbalance
on the entire microgrid, dynamics of MPPT and PLL can be neglected.
DCI
DCV
MPPT PI
PLL
PR
Controller PWM
Unit
GridV GridI

)(Sin
refI* refI
)(
2.
rmsGrid
DcDc
V
IV
	
Figure 7.4. Basic control of a single-phase PV.
7.2.4 DP Model of a PR Controller
PR control is used to track AC signals. The PR controller in Fig 7.4 tries to provide unity
power factor from the PV. Hence, the current reference is synchronized with the grid voltage
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through a PLL. The dynamics of a PR controller considering only the fundamental harmonics can
be expressed as:
vcon = (Kp +
Krs
s2 + (ω0)2
)(i∗ − i1)
=
[
Kp +Kr(
0.5
s+ jω0
+
0.5
s− jω0 )
]
(i∗ − i1) (7.10)
where i∗ is the reference current originated from the PV array.
In equation (7.10), i1 is the grid current when the PV is linked to the LCL filter. By defining
the intermediate state variables of x1 and x2:
(s+ jω0)x1 = 0.5(i
∗ − i1),
(s− jω0)x2 = 0.5(i∗ − i1). (7.11)
Using DP concept in the above equation will result in equation (7.12).
X˙1 = 0.5(I
∗ − I1)− 2ω0X1
X˙2 = 0.5(I
∗ − I1) (7.12)
So, the DP of the fundamental frequency component of the converter output voltage can be
expressed as:
Vcon = Kp1(I
∗ − I1) +Kr1(X1 +X2) (7.13)
Taking I∗ =
√
2VdcIdc
VG(rms)
=
√
2Pref
VG(rms)
into account, the DP model of a single-phase PV consisting of
(7.9), (7.12) and (7.13) can be derived.
7.2.5 Induction Machine Model in Dynamic Phasors
Single phase PV will generate unbalance in microgrids, and thus the induction machine model
should reflect these unbalanced conditions. Negative sequence components in the stator voltage
can cause a clockwise rotating stator flux. In this situation, such flux interacts with the clockwise
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rotating rotor flux, until a 120 Hz torque ripple will appear. Accordingly, the rotating speed
will have a 120 Hz ripple. To count in the negative effect, this chapter adopted the three-phase
induction mashine in [55] based on pnz-sequence components. The space vector model of a squirrel
cage induction machine with magnetic saturation and slot harmonics neglected is presented as
follows.
~vs = (rs + Ls
d
dt
)~is + Lm
d
dt
~ir
0 = Lm
d
dt
~is + (rr + Lr
d
dt
)~ir − jωrP
2
(Lm~is + Lr~ir)
J
d
dt
ωr =
3P
4
Lm=(~is~i∗s)−Bωr − TL (7.14)
where ~vs, ~is, ~ir denote the stator voltage, the stator current and the rotor current respectively. TL
is the mechanical torque and ωr is the rotor speed. s and r denote the stator and rotor quantities,
respectively. = denotes the imaginary part. The DP model of an induction machine can be
derived by considering the positive- and negative-sequence components in stator/rotor voltages
and currents, as well as the DC and the 120 Hz components in the rotating speed [55].
Vps = (rs + jωsLs + Ls
d
dt
)Ips + (jωsLm + Lm
d
dt
)Ipr
0 = (jωsLm + Lm
d
dt
)Ips + (rr + jωsLr + Lr
d
dt
)Ipr − jωr0P
2
(LmIps + LrIpr)− jωr2P
2
(LmI
∗
ns
+ LrI
∗
nr)
V ∗ns = (rs − jωsLs + Ls
d
dt
)I∗ns − (jωsLm − Lm
d
dt
)I∗nr
0 = (Lm
d
dt
− jωsLm)I∗ns + (rr − jωsLr + Lr
d
dt
)I∗nr − jωr0
P
2
(LmI
∗
ns + LrI
∗
nr)− jω∗r2
P
2
(LmIps
+ LrIpr)
J
d
dt
ωr0 =
2P
4
Lm=(IpsI∗pr + I∗nsInr)−Bωr0 − TL
J
d
dt
ωr2 =
2P
j8
Lm=(IpsInr − InsIpr)− (B + j2Jωs)ωr2 (7.15)
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where subscripts p and n stand for positive and negative sequence components, respectively.
As the dynamic phasor model of the PV is derived for only phase a, this model should be
integrated with an induction machine, modeled in the pnz reference frame. Therefore, the above
pnz model will be converted to the abc frame using the relationship presented in (7.5). The block
diagram of the conversion is illustrated in Fig 7.5.
ABC
to
PNZ
IM
Model ABC
to
PNZ
aV
bV
cV
pV
nV
zV
pI
nI
zI
aI
bI
cI
 
 Figure 7.5. Conversion from abc to pnz and back to abc for an induction machine.
7.2.6 Integrated Microgrid Model in Dynamic Phasor
Assuming that there is a three-phase PFC unit in parallel with the PV, the circuit model of
the microgrid can be displayed as in Fig 7.6, where C denotes the capacitance of the PFC, IM
LRCpvaI maI
LR
LRCmpI
(a) (b)
LR
Ia
GaV GpV
Ip EpEa
 
Figure 7.6. (a) Model of microgrid with PV in phase a, (b) model of microgrid in phase b and c
is the induction machine’s stator current, I is the line current, R and L are the distribution line
parameters, RL is the load model, and E is the system voltage.
For phase a, as the PV is installed in this phase, the DP model of the integrated system can be
expressed as:
d
dt
Ia =
1
L
(−(jωL+R)Ia + VGa − Ea)
d
dt
VGa =
1
C
(−(jωC + 1
RL
)VGa + Ima + IPV − Ia) (7.16)
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There is no PV installed for phases b and c. The DP model of the integrated system can be
expressed as:
d
dt
Ip =
1
L
(−(jωL+R)Ip + VGp − Ep)
d
dt
VGp =
1
C
(−(jωC + 1
RL
)VGp + Imp − Ip) (7.17)
where p represents either phase b or phase c.
The entire system is composed of a PV system, an induction machine, a PFC unit, a load, and
an RL line. As a total, 17 complex state variables are presented, including the line currents (Iabc),
the PFC voltage (VG,abc), the induction machine stator currents(Is,pn), the induction machine rotor
currents (Ir,pn), the induction machine rotor speed (ωr0, ωr2), the PV system state variables (output
current (I1), the current before the filter (I2), the voltage across the LCL filter capacitor (Vc1),
and the stator variables in the PR controller (X1 and X2). The complex state variables will be
separated into real and imaginary components. As a result, 34 real state variables are introduced
for this DP model and small-signal analysis will show 34 eigenvalues.
7.3 Results
7.3.1 Case Studies
In the previous section, the analytical model for the entire microgrid system was demon-
strated. The state space model is constructed in MATLABr/Simulink for eigenvalue analy-
sis. The nonlinear analytical model can be linearized based on a certain operating point using
MATLABr function “linmod”. Eigenvalue analysis can then be carried out for the linearized
model. To validate the results of analytical model, a time domain detailed model was also built in
MATLABr/SimPowerSystems based on the physical circuit connection.
The MATLABr/SimPowerSystem model captures power electronic switching details and hence
includes a high-fidelity simulation model. Parameters of the system are listed in Table A.12, Table
A.13 and Table A.14 of Appendix A.
Three case studies have been carried out.
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• In the first case, an analytical model in Simulink is benchmarked with the high-fidelity model
in SimPowerSystem toolbox. The dynamic simulation results are compared for the same
dynamic event, i.e. a step change in load torque of the induction machine.
• In the second case, the effect of unbalance on the dynamic performance is investigated by
applying a ramp change in irradiance of the PV. This dynamic event emulates the cloud effect
on a PV and a distribution system.
• In the third case, the effect of a grid line length on stability is investigated. Eigenvalue
analysis and dynamic simulation are carried out.
7.3.1.1 Case Study 1
A single-phase PV is connected to the phase a of the system at the PCC as shown in Fig.7.1.
At t = 4s, the induction machine’s mechanical torque faces a step change from 28 N.M to 23 N.M.
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Figure 7.7. Simulation results of torque and rotor speed due to a step change in mechanical torque
(from 28 N.M to 23 N.M).
The simulation results of the electromagnetic torque and the rotor speed of the induction
machine have been illustrated in Fig. 7.7, showing the comparison between an analytical model and
a detailed simulation for an electromechanical torque change. As the figure shows, both responses
match and could respond to the step change quickly.
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Figure 7.8. Simulation results of the IM stator current, stator voltage and PV current due to a step
change in mechanical torque (from 28 N.M to 23 N.M).
The simulation results for the line current, the line voltage, and the PV current are presented in
Fig. 7.8. The line current and line voltage simulation results from both models match well, which
demonstrates the accuracy of the analytical model derived in this chapter. The PV current from
the Simpowersystems simulation has the dynamics related to the MPPT control and the DC side
capacitor, neglected in the analytical model. In the analytical model, VG contains only a negligible
variation, which will result in a constant PV current.
7.3.1.2 Case Study 2
Eigenvalue analysis for the system with and without PV has been conducted and the results
are presented in Table 7.1 and Table 7.2. It can be observed from the tables that, due to the
introduction of the PV, five pairs of eigenvalues are introduced and these eigenvalues are related
to PV state variables such as the LCL capacitor voltage Vc1, PR controller state variables X1, X2,
and the PV current IPV .
In this part, a ramp change is applied at the time 4 seconds in order to change the irradiance
from 1000 W/M2 to 200 W/M2 within 0.2 sec. After 5.4 sec, the irradiance will be set back to
1000 W/M2. The change of the irradiance is illustrated in detail in the Fig. 7.9.
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Table 7.1. Eigenvalues of the system without PV
Eigenvalue damping ratio % frequency(Hz) dominant state
-959 ± 5768i
-966± 5935i
-966 ± 5935i
-959 ± 5014i
-966 ± 5181i
-966 ± 5181i


16.4
16.07
16.06
18.78
18.33
18.33


918
945
945
798
825
825

VG, I
-133.37 ± 308i 39.68 49 Ips
-137.95 ± 117i 76.37 18.6 Ipr
-133.38 ± 445i 28.69 70.9 Ins
-137.95 ± 637i 21.15 101 Inr
-0.76 ± 754 0.1 120 ωr2
-1.54 ± 0i 100 0 ωr
Table 7.2. Eigenvalues of the system with PV
Eigenvalue damping ratio % frequency(Hz) dominant state
-966 ± 5935i
-967 ± 5848i
-993 ± 5607i
-993 ± 4853i
-966 ± 5181i
-967 ± 5094i


16.06
16.31
17.43
20.04
18.33
18.65


944
931
892
772
824
810

VG, I
{
-855 ± 8475i
-855 ± 7721i
} {
10.04
11.01
} {
1349
1229
}
Vc1{
-1.87 ± 754i
-1.87 ± 0.10i
} {
0.25
99.8
} {
120
0.02
}
X1, X2
-8218 ± 377i 99.9 60 Ipv
-133.37 ± 308i 39.68 49 Ips
-137.96 ± 117i 76.23 18.6 Ipr
-133.37 ± 445i 28.68 70.9 Ins
-137.96 ± 637i 21.17 101 Inr
-0.75 ± 754 0.1 120 ωr2
-1.52 ± 0i 100 0 ωr
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The PV power in Fig. 7.9 shows that the PV can greatly follow the irradiance command. It
is noticed that the maximum power level of 2 kW is obtained when the irradiance is set to 1000
W/M2. The third figure shows the electrical torque of the induction machine. When the irradiance
is decreased due to climate change, the PV power is decreased, which decreases the unbalance
injection level by PV to the system. The magnitude of the 120 Hz ripple has been decreased during
the time interval of 4 to 6 seconds. The last figure shows that the PV current decreased due the
irradiance change.
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Figure 7.9. Simulation results for the effect of irradiance change.
7.3.1.3 Case Study 3
In case 3, the impact of the line length on the system stability has been investigated by both
eigenvalue analysis and time-domain simulation in MATLABr/Simpowersystems. The root loci
plot of the dominant eigenvalue is presented in Fig. 7.10. The grid line length has been changed
from 3 km to 15 km in order to make the AC system weaker. Such change is highly favorable when
a microgrid is located far away from the main grid. For analytical model, increasing the line length
to more than 15 kM causes the eigenvalue analysis and linearization process to fail. The results are
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only shown for the initial conditions where the system is still able to converge. Fig. 7.10 indicates
that as the line length increases, the dominant eigenvalue will move to the right half plane, causing
a voltage instability in the system.
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Figure 7.10. The dominant modes (120 Hz, and the voltage stability mode) by increasing the line
length.
In order to observe the performance of the detailed model in time-domain simulations, a dynamic
event is set to increase the grid line from 3 km to 30 km at the time 4 seconds. Initially, the grid
connection consists of two parallel lines. At t = 4s, one line will trip and the total impedance of
the system will be increased. Such event causes the voltage stability mode to move to the right
half plane (RHP). As a result, the stator voltage of the induction machine decreases significantly
as shown in Fig. 7.11.
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Figure 7.11. Stator voltage when the grid line length increases from 3 km to 30 km; simulation
results are produced by Matlab/SimPowerSystems.
Fig. 7.12 presents the dynamic response of the RMS value of stator voltage from 3.5 seconds
to 6 seconds, which clearly shows the decline of the voltage magnitude.
Due to the decrease of the stator voltage and system voltage magnitude, the electromagnetic
torque in the induction machine will decrease and consequently the rotor speed will decrease as
shown in Fig. 7.13 (a) and (b). For the PV, since the reference power is kept constant, the reference
124
3.5 4 4.5 5 5.5 6
0
100
200
300
Time (sec)
V
IM
 
R
M
S 
(V
)
 
 
Figure 7.12. RMS stator voltage when the grid line length increases from 3 km to 30 km.
current increases due to the voltage dip. Hence, the PV current’s magnitude increases as shown in
Fig. 7.13. The entire system becomes unstable.
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Figure 7.13. Simpowersystems simulation results for the effect of grid line length increase; (a) torque
(b) rotating speed (c) instantaneous current from PV.
7.4 Discussions
In this chapter, the detailed dynamic modeling of the grid connected microgrids in an unbalanced
condition is investigated. The unbalance comes from the single-phase PV system connected to phase
a of the system. The modeling part has been conducted based on the DP model of each component
with their controllers. For the DP modeling of the induction generator, the pnz based dynamic
phasor has been considered. Detailed modeling of single phase PV is derived for an LCL filter, a PR
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controller and a single phase PLL. Moreover, the DP modeling of transmission line and power factor
correction unit are included in the final model. The aggregated model is used to verify the effect
of the single phase PV on the system stability based on eigenvalue analysis and Simpowersystem
simulations. Three different case studies have been discussed. Firstly, the effect of the PV on
stability is studied, then the effect of an induction machine on stability is considered, and finally,
the effect of the grid line length is simulated. It is concluded that different parameters of the PV
can cause an instability such as the LCL filter and gains of the PR controller. Special care should
be taken into account when trying to tune these parameters. Moreover, the effect of induction
machine in stability of the system is investigated through changing the induction machine’s line
length. It has been derived that the shorter the induction machine line length, the more stable
the system. Finally, the third case study reveals that with increasing the line length, the system is
more prone to instability.
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CHAPTER 8
CONCLUSIONS
8.1 Results
In this chapter, results of the analysis and simulations derived in each chapter will be included
in detail.
Chapter 2 presents the basic foundation of upper level and lower level controls in microgrids.
In the lower level control, a primary controller, which can be a voltage/frequency/power controller,
is supplemented to the pulse generation unit of the DER converter. If there are more than one
DER units in the microgrid, primary droop controllers are developed. The upper level controller
is the high level control in charge of the voltage/frequency restoration, or synchronization and
optimization of multiple DERs. There are two approaches for the upper level control; centralized
controllers and decentralized/distributed controllers. Centralized upper level controllers need one
way communication and they send a unified control signal to primary controllers of DERs. In case
of a failure in centralized controllers, the entire synchronization of the secondary controller fails.
Distributed or decentralized controllers are the upper level controllers with two way communications
between DERs, but with the limited information exchange. This type of control, which is the main
focus of this dissertation, will improve the reliability and performance of the secondary controllers
in microgrids.
Chapter 2 also introduces the main concept behind the distributed control implementation,
which is the consensus theory. Consensus theory is an advanced control theory applied for syn-
chronization between multiple agents with limited information exchange among the agents. The
last part of the chapter 2 presents two analysis approaches for microgrids. The first method is
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the impedance analysis for interactions between converters and the grid and the second one is the
dynamic phasor for unbalanced microgrids.
Chapter 3 investigates the application of the lower level control in single phase PV systems.
The studied single phase PV model is built in real time simulators. As real-time simulators work
with discrete domain models, the continuous single phase PV model presented in the literature
is converted to the discrete time domain. A new design is introduced to enhance the efficiency
of the MPPT controller in the single phase PV. The findings verify that the proposed design can
greatly remove the large spikes in the maximum power tracking controller output and improve the
efficiency.
Chapter 4 demonstrates the application of the lower level control in offshore wind farms based on
multi-terminal HVDC transmission lines. The main objective is to minimize the losses by designing
adaptive droop controllers at inverter stations. Because HVDC has two energy conversion processes
of 1) AC to DC, i.e. the rectifier station, in offshore and 2) DC to AC, i.e. the inverter station, in
onshore, multiple control functions can be achieved. This research proves that if at least one of the
rectifier station converters is working at the maximum power, and the droop gains of the inverter
station converters are inversely proportional to the DC cable resistances, the minimum loss in the
DC system is achieved. The algorithm can work with any operating points and even in case of
failures. By tuning the droop gains of the grid side converters, the minimum loss is guaranteed.
Moreover, the proposed algorithm will keep the voltage at the both terminals fixed even if faults
occur, which is a great achievement.
Chapter 5 discusses the impact of the upper level control in microgrids. In this chapter, dis-
tributed/decentralized controller is designed for a microgrid composed of three energy storage
devices with limited information exchange between the energy storage systems. Consensus theory
is also applied for the decentralized controller design, with the goal of synchronizing the energy
levels and powers of energy storage devices in microgrids.
Chapter 6 studies the microgrid modeling with impedance analysis. Impedance analysis is the
best tool to evaluate the interactions between a converter and grid. Such interactions may occur
when the converter is linked to a weak AC grid. In this case, the vector control of the converter might
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fail, which is why in weak AC systems, a power synchronization is employed as an alternative to
the vector control. This study adopts the impedance analysis in the MIMO condition with Nyquist
stability criterion and singular value analysis in order to compare the vector control and the power
synchronization in multiple operating point conditions. Results proves a superior performance of
the power synchronization control in very weak AC grid conditions. Time domain simulations are
added to support the analysis claims. Various case studies are carried out to compare the power
synchronization with the vector control.
Chapter 7 investigates an unbalanced modeling and analysis of a microgrid with dynamic pha-
sors. An unbalanced microgrid composed of a single phase PV and a three phase induction machine
with multiple loads is considered. Dynamic phasor is used in order to reflect the unbalance effect in
the microgrid. Analytical models are used to find the eigenvalues, and conduct the stability anal-
ysis. Moreover, time domain simulations are conducted in order to verify the analytical results. It
is concluded that the analytical model built by the dynamic phasor can greatly reflect the dynamic
behavior of the detailed model with a much faster response. It is also concluded that increasing
the grid line length in a grid connected unbalanced microgrid may result in voltage stability issues.
8.2 Future Work
8.2.1 Lower Level Control
Improvements in the lower level control can be validated through experimental results. Chapter
3 has shown that the new MPPT algorithm for the PV system will improve the efficiency of the
PV controller. An experimental setup can verify the claims with micro inverters and PV array
emulators.
8.2.2 Upper Level Control
The distributed control design in this thesis was based on consensus theory for homogeneous
systems. It means, in the case study presented in chapter 4, all the energy storage devices were the
same, and shared the same dynamics. However, if multiple DERs are present, the dynamics of those
DERs would be different. In this case, heterogeneous consensus theory should be applied. More
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research is anticipated to improve the heterogeneous consensus design procedure for distributed
control in microgrids.
8.2.3 Parallel Programming in Power System and Smart Grids
Parallel programming is a new field in computer science. The idea is to decrease the calculation
time if the calculations are independent. Parallel programming is a method to divide the calculation
into multiple sub-calculation steps and have separate processing cores to take care of each sub-
calculation step. With this approach, calculation time can be saved. This approach can be used
in power system applications where we need fast response. For example, optimal power flow, or
power flow solution is achieved by solving nonlinear equations. However, in more complicated
power systems, there will be thousands of nonlinear equations that can be separated into multiple
groups, in which parallel computing can improve the speed of the calculation. This area still needs
more investigations.
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Appendix A List of Parameters
Table A.1. Parameters of single phase PV for Sunpower panel
Total capacity 2.4 kW
Nominal voltage 440V
Open circuit voltage per cell 64.2 V
Short circuit current per cell 5.96 A
Kp, Kr of PR Controller 100,500
ω 377 rad/sec
Kp, Ki of MPPT Controller 5,20
Kp, Ki of PLL 180,3200
Lb, La of AC Filter 20,10 mH
C of AC filter 1 µF
Frequency 60 Hz
Table A.2. Parameters of the wind farm side rectifiers
Kp current control loop 50
Ki current control loop 100
L 0.1 H
Qref 0 MVar
ωs 377 rad/sec
Table A.3. Parameters of the grid side inverters
Kp outer loop 0.4
Ki outer loop 2
Kp inner loop 50
Ki inner loop 100
L 0.1 H
Qref 0 Mvar
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Table A.4. Parameters of the system
Quantity Value
AC grid 13.8 kV, 60 Hz
Grid filter 0.1+j3 Ω
Filter 1 j0.6 Ω
Filter 2 j0.75 Ω
Filter 3 j0.9 Ω
Induction machine 5.5 kVA, 60 Hz, 0.4 kV
Load 1 33 kW
Load 2 20 kW, 5 kVAR
Load 3 13 kW
Table A.5. Parameters of transformers
Number Voltage(kV) Power(kVA) Z1,Z2 (Ω)
T1 13.8/0.4 800 0.02+j0.1
T2 to T5 0.4/0.4 200 0.01+j0.05
Table A.6. Parameters of battery control
Quantity Value
Switching frequency 1620 Hz
Inverter nominal power 100 kW
αf 1000 Hz
Table A.7. Parameters of individual batteries
Quantity Value
RDS 1e
6 Ω
CC 39e
5 F
RS 0.0074 Ω
RTS 0.0046 Ω
CTS 70.36e
3 F
RTL 0.0498 Ω
CTL 447.5e
3F
f1, f2 1
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Table A.8. System parameters for VSC-HVDC model
Quantity Value
AC system line voltage 100 kV
AC system frequency 60 Hz
HVDC rated power 100 MW
dc rated voltage 250 kV
DC cable parameters 0.0139 Ω/km, 0.159 mH/km, 0.231 µF/km
DC cable length 20 km
Table A.9. Parameters of individual VSC
Switching frequency 1620 Hz
Grid filter 0.048 H (for SCR 3)
Grid filter 0.088 H (for SCR 2)
Grid filter 0.25 H (for SCR 1)
DC capacitor 96 µF
Table A.10. Parameters of power synchronization
PSC controller kip=5
PI controller kpv=0.5, kiv=10
Table A.11. Parameters of vector controllers
Current controller kp=50, ki=100
Alternating voltage controller kp=0.01, ki=100
Outer PI controller kp=0.1, ki=5
Table A.12. Parameters of the induction machine
Total capacity 5.5 kVA
Nominal voltage 400 V
Frequency 60 Hz
Rs 2.52 Ω
Rr 2.67 Ω
Xls 3.39 Ω
Xlr 3.39 Ω
XM 197 Ω
J 0.486 kg.m2
P (poles) 4
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Table A.13. Parameters of the PV
Total capacity 2000 W
Frequency 60Hz
La 0.01 H
Lb 0.02 H
Cap 3 µH
Kp(PLL) 180
Ki(PLL) 3200
Kp(PR) 200
Ki(PR) 1500
Table A.14. Line data of the network
Line No Line Type Z (Ω/km) Length(m)
1 ZGrid 0.579+j1.75 105
2 ZIM 0.497+j2.47 105
3 ZPV 0.462+j0.564 30
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