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New Bounds for Perfect Hashing via Information Theory 
J. KORNER AND K. MARTON 
A set of sequences of length t from a b-element alphabet is called k-separated if for every k-tuple 
of the sequences there exists a coordinate in which they all differ. The problem of finding, for fixed 
t, b, and k, the largest size N (t, b, k) of a k-separated set of sequences is equivalent to finding the 
minimum size of a (b, k)-family of perfect hash functions for a set of a given size. We shall improve 
the bounds for N(t, b, k) obtained by Fredman and Koml6s [I]. 
Korner [2) has shown that the proof in [I) can be reduced to an application of the sub-additivity 
of graph entropy [3). He also pointed out that this sub-additivity yields a method to prove 
non-existence bounds for graph covering problems. Our new non-existence bound is based on an 
extension of graph entropy to hypergraphs. 
1. INTRODUCTION 
In [1], Fredman and Kom16s have considered the following combinatorial problem 
arising in computer science. 
Let us fix a set B of b = IBI elements. The set Y is said to be perfectly hashed by the 
mapping f: Y -+ B' if, for at least one i, I :::; i :::; t, the values of ];( y) (i.e. the ith 
coordinates of the sequencesf(y), y E Y,) are all different. A mappingf: X -+ B' is called 
a (b, k)-family of perfect hash functions if every k-element subset Y of X is perfectly hashed 
by the restriction of f to Y. (The mappings]; are traditionally called hash functions.) 
Set n = IXI. Denote by Y(b, k, n) the smallest t for which there exists a mapping 
f: X -+ B' with the above property. Fredman and Koml6s [1] proved that, for fixed band 
k, asymptotically in n, one has 
bk - I log n k log n 
bk - I log(b _ k + 2) :::; Y(b, k, n) :::; ( bi!.)' 
log I - -bk 
(1.1) 
where M = nJ,:-d (b - j). Here and in the sequel all log's are to the base 2. 
A set of sequences of length t from a b-element alphabet is called k-separated if for every 
k-tuple of the sequences there exists a coordinate in which they all differ. Obviously, for a 
(b, k)-family of perfect hash functionsf: X -+ B', the setf(Y) is k-separated. For a fixed 
t, band k :::; b, let us denote by N(t, b, k) the largest size ofa k-separated subset ofB'. The 
Fredman-Koml6s bounds can be rephrased as 
1 1 b!5.:::J. k log ---:-bi!.;- ~ t log N(t, b, k) ~ bk - I log(b - k + 2), 
I ' 
-V 
for every fixed band k, asymptotically in t. Let us remark that the lower bound can be 
trivially improved, so that one has 
1 1 1 b!5.:::J. 
k _ 1 log ~ ~ t log N(t, b, k) ~ bk - I log(b - k + 2). (1.2) 
1 - bk 
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Except for the trivial case of k = 2, the two bounds in (1.2) do not coincide. We suspect 
that the lower bound in (1.2) is never tight, and shall actually show this for b = k = 3. 
This will imply that a (simple) random choice does not lead to asymptotically optimal 
constructions. 
However, our main concern in this paper is with bounds in the other direction, i.e. 
non-existence results. 
It seems to us that the problem of perfect hashing is intrinsically information-theoretic. 
In fact, so is the proof of Fredman and Koml6s for the non-existence bound. In [2], Korner 
suggested an information-theoretic bounding technique based on elementary properties of 
a certain functional on graphs (graph entropy) introduced by him in [3]. A special case of 
graph entropy is implicitly used in [1]. The key to our present proof is an extension of the 
method of [2] from graphs to more general structures. 
This paper is self-contained. No information-theoretic prerequisites are needed. However, 
for a general background, the reader is referred to the books by Csiszar and Korner [4] or 
McEliece [5]. 
2. ENTROPY OF SET SYSTEMS 
Let us be given a finite set X along with a collection qy of its (not necessarily distinct) 
subsets. For brevity's sake we shall say that the pair G = (X, qy) is a hyperclub if every 
element of X is contained in some member of qy. The elements of qy will be called clubs. 
If a probability distribution (pr.d.) P is given on the set X, then the couple (G, P) will be 
called a probabilistic hyperclub. We shall define the entropy of a probabilistic hyperclub 
(G, P). To this end, we now recall some elementary notions from information theory. The 
entropy of the pr.d. P on X is 
H(P) = - L P(x) log P(x). 
XEX 
The entropy of the random variable (r.v.) X is H(X) = H(Px), where Px stands for the 
distribution of X. Given two r.v.'s X and Y with finite ranges X and Y, the mutual 
information of X and Y is 
I(X 1\ Y) = H(X) + H(Y) - H(X, y), 
where H(X, Y) is the entropy of the r.v. (X, Y). The mutual information is a measure of 
the dependence between the two variables X and Y. It is easy to see that I(X 1\ Y) = 0 
iff X and Yare independent. Moreover, I(X 1\ Z) ~ I(X 1\ YZ) for every three r.v.'s X, 
Yand Z, with equality iff X and Yare conditionally independent given Z (cf. Theorem 1.4 
in [5], p. 26). Consequently, 
I(X 1\ f(y» ~ I(X 1\ Y). 
DEFINITION 1. The entropy of a probabilistic hyperclub (G, P) with G = (X, qy) is 
H(G, P) = min I(X 1\ Y). 
XE YE'@ 
px~p 
In the above minimization, X EYE qy means that X is an r.v. ranging over X and Y is an 
r.v. ranging over qy in such a way that the random point X is always contained in the 
random set Y. Note that, by the last inequality, we can suppose all the sets taken by Ywith 
positive probability to be different. 
This generalizes the notion of graph entropy (cf. [3]), which was the key to rederive the 
Fredman-Koml6s bound in [2]. In fact, the entropy of a graph was defined to be the 
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entropy of the hyperclub formed by its maximal independent sets. The proof technique 
introduced in [2] is based on the sub-additivity of graph entropy. Here we need the same 
for hyperclubs. 
Let F and G be two hyperclubs on the same set X, i.e. set F = (X, OJ/) and G = (X, ,q'). 
The intersection F n G of F and G is the hyperclub (X, OJ/ n ,q'), where OJ/ n ,q' consists of 
all the pairwise intersections Y n Z, Y E OJ/, Z E ,q', with multiplicity. Thus OJ/ n ,q' can be 
identified with OJ/ x ,q'. 
LEMMA 1. For every probability distribution P on X we have 
H(F n G, P) :(; H(F, P) + H(G, P). 
PROOF. The proof of Lemma 1 in [2] literally applies. Still, we prefer to repeat it here. 
Let us define a triple of r. v.'s X, Y, Z as follows. Let X have distribution P, let Pxy attain 
the minimum in the definition of H(F, P) and, likewise, let Pxz attain H(G, P). Further, let 
Yand Z be conditionally independent given X. Then, the pair of r.v.'s YZ takes its values 
in OJ/ x ,q', or, by the above remark, equivalently, in OJ/ n ,q'. Further, X E YZ E OJ/ n ,q'. 
Hence 
H(F n G, P) :(; I(X A YZ). 
By the well-known non-negativity of mutual information (cf. [4], Lemma 1.3.2), 
I(X A YZ) :(; I(X A YZ) + I(Y A Z). 
(2.1) 
(2.2) 
But, replacing the mutual informations of the right-hand side of (2.2) by their above 
definitions, one sees that the right-hand side of (2.2) becomes 
H(X) + H(Y) + H(Z) - H(XYZ). 
This expression is symmetric in X, Y and Z. Hence (2.2) can be rewritten as 
I(X A YZ) :(; I(X A Y) + I(Z A XY) = I(X A Y) + I(X A Z), 
where the last equality follows from the fact that Y and Z are independent given X. 
Comparing this with (2.2) and recalling that I(X A Y) and I(X A Z) achieve H(F, P) 
resp. H(G, P), the statement of the lemma follows. 0 
Similarly to graph entropy, we can define the entropy of a hypergraph. A hypergraph G 
is a couple (X, $) where X is a finite set and $ is a collection of its distinct subsets. The 
elements of X are called vertices and the elements of $ are called hyperedges. A subset of 
X is called independent if it does not contain any hyperedge. (Notice that an independent 
set may contain more than one vertex of a hyperedge.) 
Given a hypergraph G = (X, $) and a pr.d. P on its vertex set X, the entropy of the 
(probabilistic) hypergraph (G, P) is the entropy of the probabilistic hyperclub (G*, P), 
where G* = (X, OJ/) and OJ/ = OJ/(G) is the family of the maximal independent sets of G. In 
other words: 
DEFINITION 2. The entropy of a (probabilistic) nypergraph (G, P) is 
H(G, P) = mm I(X A y), 
XE YE'!iI(G) 
Px~p 
where OJ/(G) is the family of all the maximal independent sets of G. 
Given the hypergraphs Fand G with the same vertex set X and sets of hyper edges $Fresp. 
$G' their union F u G is defined to be a hypergraph with vertex set X and a set of 
hyperedges equal to $F u $G' 
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COROLLARY I. For any two probabilistic hypergraphs (F, P) and (G, P) we have 
H(F u G, P) ~ H(F, P) + H(G, P). 
PROOF. Clearly, OJJ(F u G) = OJJ(F) n OJJ(G). 
THEOREM 1. 
3. A NEW LOWER BOUND FOR N(t, 3, 3). 
~ log N(t, 3, 3) :<: t log!. 
t 
D 
PROOF. Our proof is based on a subset T of the set {O, 1, 2}4, the elements of which are 
0 0 2 
0 2 0 




2 0 0 0 
2 
2 2 2 2. 
(T is called 'tetra-code' in algebraic coding theory, cf. [6].) It is easy to check that the set 
Tis 3-separated. Hence N(4, 3, 3) ~ 9. (It is not hard to see that actually N(4, 3, 3) = 9.) 
Denote B = {I, 2, ... , 9}. By (1.2), for any e > 0 and t sufficiently large, there exists 
a 3-separated set A s; B' satisfying 
~ log IAI ~ (1 _ e)llog _I_ 
t 2 91 
1 - 93 
(1 - e) log!. 
From A we construct a 3-separated set of {O, 1, 2}4' as follows: for each sequence 
(b l , ••• ,b,) E A, we substitute for each coordinate bi the bith element ofT. It is obvious 
that this procedure results in a 3-separated set; hence 
proving the theorem. 
REMARK. (1.2) yields only 
~ log N(4t, 3, 3) :<: log !, 
t 
~ log N(t, 3, 3) ~ t log ~. 
f 
o 
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4. UPPER BOUNDS FOR N(t, b, k) 
THEOREM 2. 
1 . bill b-j 
- log N(t, b, k);S mm bj+1 log k . I' t O';;j.;;k-2 - ] - (4.1) 
The proof, including Lemmas 2 and 3, will be a straightforward generalization of the 
proof of the Fredman-Koml6s bound given in [2]. A hypergraph is called I-uniform if its 
hyperedges are I-element sets. 
We shall need the following lemmas concerning the computation of entropies of simple 
hypergraphs. 
LEMMA 2. Let G = (X, t9') be a complete m-partite I-uniform hypergraph, i.e. 
m 
X = U X" X, n Xs = 0 for r oF s, 
,=[ 
and the hyperedges of G are all the I-tuples all the vertices of which belong to different sets 
X,. For a pr.d. P on X, put per) = LXEX P(x). Then , 
A m 
H(P) - log (l - 1) ~ H(G, P) ~ log 1=1' (4.2) 
COROLLARY 2. If G = (X, C) is a complete I-uniform hypergraph and P is uniform on X, 
then 
IXI 
H(G, P) = log 1=1' 
LEMMA 3. Let the hypergraph G = (X, C) be the vertex-disjoint union of hypergraphs 
Gi = (Xi' C;), i = 1, ... , m (i.e. X = uXi, the sets Xi are disjoint, and C = uC;). Let P 
be a pr.d. on X, and Pi the distribution induced by P on Xi' i.e. 
P;(x) = P(x)/P(X;), 
Then, with the notation peG;) = P(X;), 
XEXi • 
H(G, P) = L P(G;)H(Gi, P;). 
COROLLARY 3. Let G = (X, C) be a hypergraph, and Go the sub-hypergraph ofG induced 
by the set Xo of non-isolated vertices ofG. Denote by Po the distribution induced by P on Xo. 
Then, with the notation P(Go) = P(Xo), 
H(G, P) = P(Go)H(Go, Po)· 
For the proofs we shall need the following elementary facts of information theory (cf. [4], 
Section 1.3). Let (X, Y) denote a pair of r.v.'s with range X x Y. Then 
(i) H(X) ~ log IXI; 
(ii) I(X /\ Y) = H(X) - H(XI Y); 
where H(XI Y) ~ LyEY Py(y)H(Px1 y(. I y)) is the average, with respect to Pr , of the 
entropies of the distributions PX1 y(. I y) (i.e. the conditional distributions of X given 
Y = y). 
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(iii) If Z is a function of X then 
I(X /\ Y) = I(Z /\ Y) + I(X /\ YIZ), 
where I(X /\ YIZ) = ~z Pz{z) l(~ /\ YJ, and (Xz, Yz) denotes a random pair with 
PXz Yz = PXY1Z (' Iz). 
PROOF OF LEMMA 2. Observe that the maximal independent sets of G are the unions of 
I - I sets among the X r • Denote by!F the family of these sets. To prove the first inequality 
in (4.2), let (X, Y) be a random pair satisfying Px = P and X EYE !F, and let the r.v. X 
take value r if X E X" so that Pi = P. We have 
I(X /\ Y) ~ I(X /\ Y) = H(X) - H(XI Y). (4.3) 
Since for a given value of Y, X can assume I - I different values, H(XI Y) ~ log(l - I), 
and thus (4.3) implies the left-hand inequality in (4.2). 
To prove the right-hand inequality in (4.2), let X by an r.v. having distribution P, and, 
for a given value x of X, let the r. v. Y have uniform conditional distribution on the family 
of those sets in !F which contain x. Since this family consists of (r_zl) sets, we have 
H (X I Y) = loge 7'--21 ). Furthermore, H (Y) ~ log I!FI = loge I ~ I)' Hence 
H(G, P) ~ I(X /\ Y) m logl=l' o 
PROOF OF LEMMA 3. Denote by !F and ~ the families of maximal independent sets of 
G and G;, respectively. It is clear that !F consists of all the sets of the form !F = u~, 
~ E ~, and the set!F uniquely determines its components ~ , i.e.!F may be identified with 
the product II; ~. 
Let (X, Y) be a random pair satisfying Px = P, X EYE !F and H{G, P) = I(X /\ Y). 
By the foregoing, the r. v. Y can be considered as a random sequence (1';, . .. , Ym ) E II; ~ . 
Let the r .v. Z take value i if X E X;. We have 
H(G, P) I{X /\ Y) = I(Z /\ Y) + L P(G;)I(X /\ YIZ = i) 
~ L P{G;)I(X /\ 1';IZ = i). (4.4) 
For each i, the conditional distribution PXY; IZ( • Ii) can be thought of as the joint distribution 
of a random pair (X;, 1';) with Px; = P; and X; E 1'; E $'.; thus (4.4) implies 
H(G, P) ~ L P{G;)H(G;, P;) . 
; 
Let us prove the opposite inequality. We may assume that m = 2 and X2 consists of 
isolated vertices, and then settle the general case by using the sub-additivity of hypergraph-
entropy. Now,!F consists of the sets F u X2, FE !Fl' Let (XI' 1';) be a pair of LV.'S, 
XI E 1'; E !FI, and such that I(XI /\ 1';) = H(GI , PI) ' Define the pair ofr.v.'s (X, Y) by 
Px = P and 
f PY!1Xl{Flx) , 
1 Py1(F) , 
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We have X EYE ff' . Let the r.v. Z take the value i if X E Xi' i = 1, 2. It is easily seen that 
Z and Yare independent; thus 
H(G, P) ~ I(X /\ Y) = I(X /\ YIZ) 
P(G,)I(X /\ YIZ = 1) + P(G2 )I(X /\ YIZ = 2). 
By the definition of Py/x, I(X /\ YI Z = 1) = I(X, /\ 1';), and X and Yare condition-
ally independent given Z = 2, i.e. I(X /\ YIZ = 2) = O. Thus we have H(G, P) ~ 
P(G,)H(G" P,). 0 
PROOF OF THEOREM 2. Let A ~ B be a k-separated set, and put N = IAI. 
Fix an integer), 0 ~) ~ k - 2. Define a (k - ) )-uniform hypergraph G = (X, <ff), the 
vertices of which are ordered pairs (U, v), where U is a)-element subset of A and v E A" U. 
A (k - j)-tuple of vertices {(U" v,), ... , (Uk - J , Vk-J)} is a hyperedge of G if and only if 
U, = . . . = U k-J and the V;'s are all distinct. (Thus G is a vertex-disjoint union of complete 
(k - i)-uniform hypergraphs.) 
Further, for each i, 1 ~ i ~ t, define a (k - j)-uniform hypergraph G(il = (X, <ff(i», 
where g(il consists of those (k - j)-tuples {(U, v,) , ... (U, Vk- J)} for which the set 
U u {v" ... , Vk-J } is separated in the ith coordinate, i.e. the ith coordinates in the 
sequences corresponding to this set are all different. It is obvious from the definition that 
( 
G = U G(i), 
i~' 
so, by Corollary 1, 
( 
" C) H(G, P) ~ L., H(G I , P), (4.5) 
i=l 
where P denotes the uniform distribution on X. 
By Lemma 3 and Corollary 2, 
N -) 
H(G, P) = log k . I . 
- J-
(4.6) 
To upper bound H(G(il, P) , let us first estimate the probability of the set XJil of the 
non-isolated vertices of G (i) . A vertex (U, v) is non-isolated in G(iJ if and only if the set 
U u {v} is separated in the ith coordinate. Thus p(XJil ) equals the proportion of (j + 1)-
tuples taken from A and separated in the ith coordinate, versus all the (j + I)-tuples taken 
from A. Thus by Muirhead's inequality [7, p. 44] 
b-L±.!. (i) 
P(Xo ) ~ bJ+" (4.7) 
Let G6i ) be the sub-hypergraph of G<i) induced by xg). Clearly, Gg) is the vertex-disjoint 
union of the sub-hypergraphs G~il(U) induced by the vertices (U, v) for which the )-tuple 
U is separated in the ith coordinate. Each G~i) (U) is a complete (k - j)-uniform (b - j)-
partite hypergraph, whence by Lemmas 2 and 3, 
H(G(i) P) ,;::. log b - ) 
0, "'" k - )-I' 
By (4.7) and Corollary 3 this implies 
bJ+' b ' i - -J
H(G , P) ~ !Ji+' log k _ ) _ l' i = 1, ... , t. (4.8) 
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In conclusion, (4.5), (4.6) and (4.8) yield 
N-) b~ b-) 
log k . 1 ~ t bj + I log k . I ' 
-j- -j- ) 0,1, ... ,k - 2. o 
DISCUSSION. Set 
b~ b-) 
!lj(b, k) = bH1 log k _ ) _ l' 
With this notation, the Fredman-Koml6s bound (1.2) becomes 2:k _ 2(b, k). However, in 
many cases the minimum of !lj(b, k) in) occurs at) < k - 2, yielding improvements over 
(1.2). 
Notice first that writing) = 0 we obtain 
1 b t log N(t, b, k) ~ log k _ l' 
This bound in itself can be derived by an elementary counting argument. Still, in some cases 
it improves over the Fredman-Koml6s bound. In particular, it gives the best bound for the 
case b = k = 3. Comparing this with Theorem 1 we have 
~ log % ~ ~ log N(t, 3, 3) ~ log t. 
t t 
However, for b = k > 3 we cannot improve upon the Fredman-Koml6s bound. 
For our new bound, the most interesting case is when the minimum of !lj(b, k) occurs 
at some) E (0, k - 2). This happens, e.g., if b = ck2 for some c > 0 and k is sufficiently 
large. It is easy to see that in this case 
min !lj(b, k) '" e- 1j2c log k, 
J 
while the Fredman-Koml6s bound 2:k - 2 (b, k) is the weaker 2e- 1j2c log k, and 2:0 (b, k) is 
approximately log k. 
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