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In this thesis, we will introduce the theories of classical worm by high temperature 
expansion. Also, theories of worm algorithm by low temperature will be presented. 
We compare the autocorrelation time of worm algorithm by low temperature 
expansion with Metropolis and Cluster algorithm to show the efficiency of the 
worm.  
 
In the second part, Markov Chain theory will be applied to enhance the efficiency 
of worm algorithm. We present the way to calculate the absorbing probability for 
every step of the worm on bond configuration. By Markov Chain theory, the worm 
algorithm will become a rejection-free Monte Carlo method. We compare effects 
of different tricks which are designed to reduce the real CPU time of sampling. By 
the results, we can choose the best acceleration scheme to get the optimal CPU 
time. 
 
In the third part, we define the cluster generated by worm algorithm. By this 
definition, we can calculate the fractal dimension of the clusters, so that the 
efficiency of the worm algorithm can be explained in term of geometry.  
Further more, we find that worm algorithm has an elegant way to sample the 
domain free energy. Usually, traditional Monte Carlo has to do twice sampling for 
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different boundary condition to obtain the domain free energy. Now, just by 
recognizing the winding number of worm algorithm, we can separate the boundary 
condition and calculate the domain free energy once. By the method, the domain 
free energy is easily calculated under critical temperature for Ising model. Since 
worm has such advantage on calculating domain free energy, for 2D spin glass 
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Over many years, Monte Carlo (MC) simulation has been developed as one of the 
most powerful and important computational tools in different fields. After 
Metropolis algorithm [1], more and more subtle and advanced MC schemes have 
been developed.  
In Monte Carlo simulation, people try to follow the changes of the states of model, 
which is defined as transition by probability theory, not do in some predefined 
fashion, such as Schrödinger’s equation. We simulate a stochastic process which 
depends on a sequence of random numbers. Thus, there will not be identical 
results from different sequence of random numbers. The simulation will obtain 
values which agree with those obtained from any other sequence within some 
‘statistical error’. A large number of different problems are classified as follow: in 
percolation theory, particles take the positions on the lattice randomly. Also, many 
questions about the resulting ‘clusters’ which are formed of neighboring occupied 
sites have been asked and much attention has been paid on the fractal properties of 
the clusters.  
 
 




Considering problems of statistical mechanics, a region of phase space is going to 
be sampled for the estimation of certain properties of the model, although we may 
not be walking in phase space along the same path, which is yielded from an exact 
solution to the time dependence of the model. As matter of fact, the main work in 
equilibrium of statistical mechanics is to obtain the thermal averages of quantities 
in the system. The step can be simplified as follow, 
since the system we are sampling is in equilibrium, its underlying distribution is 
static. We can take the ratio of the probability of two states in order to obtain the 




BPBAP =→ .                                              (1,1) 
The calculation of transition probability is the keypoint of Monte Carlo simulation. 
With the transition probability, we can compose the Metropolis importance 
sampling Monte Carlo scheme. For every step, we use min {1, } as the 
criterion for whether staying at state A. This kind of construction for transition 




1.2 Cluster Monte Carlo algorithm  
 
1.2.1 Origin of the cluster 
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During several decades after Metropolis, the Monte Carlo sampling schemes for 
statistical mechanics achieve a great development. For spin models on the lattice, 
advances in simulation methods sometimes have their special characters in origin. 
For instance, an entire class of methods attempts to beat critical slowing down by 
flipping correlated clusters of spins in an intelligent and elegant way instead of 
simply flipping.  
The first steps in principle were belonged to Fortuin and Kasteleyn [2] [3]. They 
proved that it was possible to map ferromagnetic Potts model onto a 
corresponding percolation model. The observation is quite important in the 
percolation problem. Since states are produced by throwing down particles, or 
bonds, in an uncorrelated fashion, there is no critical slowing down. 
In contrast, the q-state Potts model suffers from slowing down when we applied 
Metropolis algorithm on it. By Fortuin-Kasteleyn transformation, the problem can 
be mapped with slow critical relaxation into one where such effects are largely 
absent. (The problem is reduced quite dramatically, even through there are still 
some slowing down)  











 .              
(1.2) 
where  and the sum over {TkJK B/= iσ } is over all states of the system. The 
transformation replaces each pair of interacting Potts spins on the lattice by bond 
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on an equivalent lattice with probability 
jiKeP σσδ−−= 1  .               
(1.3) 
It is easily to realize that if the pair of the spins on the original lattice is in the 
same state, only a non-zero probability of bonds being put down. All pairs of spins 
carried out this process, leaving behind a lattice with bonds which connect some 
sites and forming sets of clusters with different sizes and shapes. We shall pay 
attention to that all spins in each cluster must be in the same value. The spins may 
then be integrated out (leaving a factor of q behind for each cluster). Including 
single site clusters for the  clusters which remain, the partition function is  cN
∑ −−=
bonds
NbNb cb qppZ )()1(  .              
(1.4) 
where b is the number of bonds and denotes the total number of possible bonds. 
The quantity 
bN
p−1  simply means the probability that no bond exists between a 
pair of sites. Thus, the Potts and percolation problem are equivalent. Sweeny [4] 
first explored this equivalence. He generated graph configurations directly for the 
weighted percolation problem and proved that this was a more efficient approach 
than using Metropolis method.  
 
 
1.2.2 Swendesn-Wang algorithm 
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Swendsen and Wang [5] first used the Fortuin-Kasteleyn transformation in Monte 
Carlo simulation. It is still an efficient and important tool, even after twenty years 
from its birthday.  
Similar to Metropolis, SW method begins with any sort of spin configuration. One 
goes through the lattice and the bonds between each pair of spins with the 
probability given by (1.3) are placed. After that, sites clusters which are generated 
by a connected network of bonds are identified. Each cluster is randomly assigned 
a new spin value under even probability, so that each site in a cluster must have 
the same new spin value. Thus, the bonds are eliminated and a new spin 
configuration is produced. Since the temperature has a great weight to determinate 
the probability of placing a bond between pairs of sites, it is obvious that the 
resultant cluster distributions will change dramatically as temperature. At high 
temperature, the cluster will tend to be quite small; while at low temperature, 
virtually all sites with nearest neighbors in the same state will wind up in the same 
cluster and there will be a tendency for the system to oscillate back and forth 
between quite similar structures. When the system is near to a critical point, we 
have a quite rich array of clusters and the net result is that each configuration 
differs substantially from previous one. Now, critical slowing down is reduced! 
We should also remember the overall performance of the algorithm also depends 
strongly on the complexity of the code. Indeed, the structure of SW algorithm is 
usually much greater than single spin-flip methods. Thus, SW method has a great 
advantage on large size lattice calculation.  
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The connection between cluster configurations and spin configuration raises a 
number of interesting issues which have been studied in detail by De Meo [6] for 
Ising ferromagnet. The belief that the ‘geometric clusters’ formed by simply 
connecting related spins in a given configuration could describe the Ising 
transition, although it is clear that the terms of cluster theories are different.  
In all, the fractal properties of the cluster are important for explaining the 
efficiency of the cluster. For our worm algorithm, we define the cluster generated 
by worm and try to calculate its fractal dimension through the quantity of radius 
gyration. We try to make conjuncture on which kind of cluster of the worm is, in 
order to explain the efficiency of the worm algorithm in term of geometry.  
 
 
1.3 Introduction to some versions of worm algorithm 
 
1.3.1 Early worm algorithms 
 
Worm algorithm was first proposed by Prokof’ev [7] and Alet [8] as a quantum 
Monte Carlo simulation method for the calculation of Green function. Quantum 
Monte Carlo (QMC) simulation is an extremely efficient method for calculating 
thermodynamic properties. For instance, it can calculate the energy, or any 
average of operators which are present in structure Hamiltonian. As matter of fact, 
so far, the calculation of time dependent Green function is impossible for large 
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system, however this kind of Green function is the most important quantity in 
quantum statistics. Prokof’ev tried to use a QMC scheme, ‘worm algorithm’, to 
clean such drawback. Before this worm algorithm, there exist only some schemes 
from the theory of local Metropolis-type updates. These kinds of methods work 
with non-zero winding numbers and in the grand canonical ensemble. Actually, 
winding number is one of the most important quantities for most kind of versions 
of worm algorithm. The setting of winding number depends on the boundary 
condition of the underlying system. Also, winding number is an important 
parameter for the research of superfluid properties. The advantage of working in 
the grand canonical ensemble is crucial for disordered systems. Standard 
local-update canonical ensemble algorithms suffer from slowing down, when 
particles are localized. Since many one-particle minima in the effective action: 
probing different classes of trajectories, corresponding to different minima, 
requires deep under-barrier motion. Worm algorithm has a unique feature that is 
the possibility of local seeding extra world lines at any point in the space-time, 
which allows one to solve this problem. 
 
 
1.3.2 Classical worm algorithm 
 
With the principle of worm algorithm in quantum Monte Carlo, Prokof’ev 
proposed a worm algorithm for classical system [9]. The milestone of such 
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algorithm is that they find a Close Path (CP) configuration to represent statistics 
of the model. CP configurations may then be sampled efficiently using the worm 
algorithm (WA) introduced in Ref. [9] for quantum statistical models in which 
closed trajectories arise from imaginary-time evolution of world lines. The CP 
configuration can be easily obtained from high-temperature expansions of the 
partition function of a broad class of lattice models, for classical case. In 
Prokof’ev’s paper, they listed the autocorrelation time of the worm algorithm for 
different lattice model, such as 2D Ising, 3D Ising, and 2D XY model.  
 
After Prokof’ev and Svistunov’s proposal, in 2003, Hitchcock [10] presented a 
dual geometrical worm algorithm for two-dimensional Ising models. They also 
take high temperature for the partition function to obtain the CP configuration. 
The algorithm is defined on the dual lattice and is formulated in terms of bond 
variables and can therefore be generalized to other two-dimensional models that 
can be formulated in terms of bond variables. Also, they discussed two related 
algorithms formulated on the direct lattice, applicable in any dimension. These 
two algorithms were not as efficient as dual geometric worm algorithm, but they 
have some interesting intuitive pictures. Hitchcock presented how such algorithms 
quite generally could be “directed” by minimizing the probability for the worms to 
erase themselves and gave explicit proofs of detailed balance for all the algorithms. 
In terms of computational efficiency, the dual geometrical worm algorithm is 
comparable to well known cluster algorithms such as the Swendsen-Wang and 
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Wolff [11] algorithms, however, it is quite different in structure and allows for a 
very simple and efficient implementation.  
 
The most important feature of the dual algorithm is that it allows a very elegant 
way of calculating the domain wall free energy. Previously, it is usually quite 
difficult to calculate free energies directly in Monte Carlo simulations. A clever 
trick to do so is the boundary flip MC method, proposed by Hasenbusch [12,13], 
where the coupling constants at the boundary are considered as dynamical 
variables, and can be flipped during the course of the MC simulation. But they 
have to reset the bond variables on the boundary in order to make the sampling 
under different configurations with different boundary condition. This means that 
you have to run the program twice to obtain the difference of free energy. In worm 
algorithm, winding number corresponds to the different boundary condition. After 
each close loop is finished by worm, we just use the winding number to identify 
which boundary condition the underlying configuration is with. This means we 
can generate configurations with different boundary condition during one time 
running of the program. For spin glass problem, this principle is also valid. Thus, 
by worm algorithm from low temperature expansion, we can calculate the domain 
free energy for 2D spin glass problem. J±
 
 
1.4 Worm algorithm for spin glass problem 
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For Ising ferromagnetic problem, worm algorithm by high-temperature expansion 
is a powerful tool. When we encounter with the spin glass problem, we can still 
use the high temperature expansion to find the CP configuration, but the 
weight  could be negative for anti-ferromagnetic interactions. You 
can not treat such value of weight as a probability value. Also, the CP 
configuration on spin glass problem is not looked like a close loop any more. It is 
defined as plaquettes, which will be introduced later. The low-temperature 
configurations of the spin glass on square lattice can be viewed as strings 
connecting pairs of frustrated plaquettes. Also, the weight becomes , 
which is always positive. Since the worm algorithm [14] can produce or eliminate 
the string directly, the worm algorithm by low temperature expansion can be 




The worm algorithm by low-temperature expansion can be enhanced by Markov 
chain theory. Markov chain theory for acceleration of the Monte Carlo simulation 
is different from some other advanced Monte Carlo scheme. Usually, there are 
two fundamental different purposes for using MC methods. One of them is to 
calculate time-independent quantities (static) and another is to simulate time series 
(dynamics). In the former case, we can observe the slow relaxation, e.g. near 
phase transitions (critical slowing down). At low temperatures, this kind of 
troubles has been overcome by a number of new MC algorithms, including cluster 
algorithms, vertex algorithms [15], multi-canonical algorithms [16], and hybrid 
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MC algorithms [17]. Such algorithms can be many orders of magnitude faster than 
standard MC methods. Although the detailed balance has been followed, the 
standard MC dynamic has been replaced by a different dynamic. Consequently, 
for equilibrium case, such algorithms may be very efficient in sampling static 
quantities, but information about the kinetics of the original MC dynamic is lost. 
There are many interesting instances for which the kinetics, rather than just the 
static, has physical importance. Bortz [18] and Novotny [19] proposed ‘N-fold 
way’ scheme and ‘absorbing Markov Chain’ method, respectively. These kinds of 
method can be used to enhance not only standard MC methods but also many 
advanced MC methods, since they keep the dynamics of underlying methods.  
Markov chain theory can not change the relaxation time; however, the real CPU 
time may be saved. For worm algorithm by low temperature expansion, we use 
Metropolis scheme to construct the path. For each transition of the state, the 
rejection has to be suffered from.  
Since the absorbing Markov Chain keeps dynamics of the underlying algorithm, 
we can apply it to transfer the worm algorithm into a rejection free algorithm.   
 
Above all, since we have such powerful tool, we try to apply it to calculate the 
stiffness exponent of 2D spin glass problem. At low temperature, the 
characteristics of disordered system can be described by the stiffness exponent, 
labeled
J±
θ . Such quantity is important and fundamental for the problem, by droplet 
theory [20] [21]. By the scaling correction of observables in the low temperature 
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domain, Bouchaud [22] has showed its importance. For the way of calculation of 
such quantity, people have attempted optimization transfer matrix and 
renormalization group [23]-[33], besides Monte Carlo simulation. For 2D case, we 
report the stiffness exponent through sampling the domain free energy. The result 
is similar as Hartmann and Young [34]. 
For future work, we believe that the algorithm can be applied to complex system 
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2. Simple version of worm algorithm for 2D Ising spin glass 
  
   
In this chapter, different theories of worm algorithm are presented. The recipes of the 
simple version of the worm algorithm will be listed. Also, we compare the 
autocorrelation of the worm algorithm with single-flip Metropolis, so that the 
advantage of the worm algorithm will be shown. Finally, we do some analysis 
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2.1 The theories of the worm algorithm 
 
 
Square lattice models have been studied for decade years. The Hamiltonian of a 







σσ .                                            (2.1) 
Here,  denotes the summation over nearest neighbor spins. The Boltzmann 
factor of the partition function is
>< ji,
)/exp( TKH b− .  
 
In order to create the worm for the corresponding system, we have to define the bond 
by the interaction of nearest spins. Thus, the whole system is no longer a function of 
spins, but function of bonds. By definition of the bond, we can convert spin 
configuration of the system into bond configuration. The transition between different 
states of the system can be imaged as that the bonds appear or vanish on the bond 
configuration. Also, such appearances and disappearances of the bond can be imaged 
like the paths, which are passed through by a worm.  
 
As a matter of fact, to obtain such bond configuration, we take high temperature or 
low temperature expansion to the partition function. In the following part, we will 
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2.2 Worm by high temperature expansion of the partition function 
 
 







σσ                                            (2.2) 
Here,  is equal to 1 and J iσ  can take 1 or -1. The partition function of the 









jiN                                 (2.3) 
 
We let 11 σσ =+N  and consider one of the terms, )/exp( 1 TKJ bii +− σσ . We have the 
following expression, 
)sinh()cosh()/exp( 11 JJTKJ iibii βσσβσσ ++ +=−  
                 ))tanh(1)(cosh( 1 JJ ii βσσβ ++=                         (2.4) 
TKb/1−=β  . 
 


















βσσβ          (2.5) 
Something more interesting,  
...])(tanh1[)cosh( 4 ++= JNJZ NN ββ          (2.6) 
The odd power terms vanish and by the definition of the bond [35], the left term will 
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)(tanh ,. β                           (2.7) 
Here, . If we look at the geometric shape of what bonds construct on the 






Fig2.1 An illustration of bond configuration. In the picture, we can see the bonds 
forming the closed loops. For the bonds in 2D Ising model high-temperature 
expansion, the weight of each bond is )tanh( Jβ . Only an even number of bonds can 
meet at the site of the lattice. 
 
Since the system can be represented by such kind of close loops, the transition 
between two states of the system can be treated as creating the new close loop on the 
bond configuration. To create a new close loop, we just eliminate the bond with 
weight 1 or put a bond with weight )tanh( Jβ . The details of the steps for the worm are 
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listed as follow,  
 
1. Randomly select a site . Set i =  0i 0i
2. Pick a nearest neighbor j with equal probability, move it there with probability        
.  If it is accepted, flip the bond variable  (1 to 0, 0 to 1).  
ijbJ −1)tanh(β ijb
3. Set i = j. 
4. Increment: ++G(i- ) 0i
5. If i =  , exit loop, else go to step 2.  0i
6. The ratio G(i- )/G(0) gives the two-point correlation function  0i




Fig 2.2, The procedure of forming the closed loop by the path of the worm. We 
randomly pick up  as the head of the worm, and the worm moves along the arrow. 
We eliminate a bond with probability 1 and create a bond with 
probability .  The worm with
0i
)/tanh( TKJ b 0ii ≠ has the weight of the two-point 
correlation function . When the head goes back to the initial point , we stop 
the moving and take sampling. 
),( 0 iig 0i
    
i0 i0
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This kind of worm algorithm is created by Prokof’ev [9] and developed on the dual 
lattice by Sorensen [10] [36]. However for spin glass problems, they fail. Since the 
bond configuration comes from the summation of the spins, we can not map the bond 
configuration back to the spin configuration except under critical temperature . 
However, they give us many inspirations such as closed loops representation and 
Wang [14] created a worm algorithm for spin glass problem by taking low 









2.3.1 Definition of the bond on the lattice 
 
Before we introduce the worm by low-temperature expansion of the partition function, 
the bond for Ising model and the plaquette for spin glass problem should be defined. 
Similar to the worm by high temperature expansion, the bond and the plaquette are 
the paths ‘walk’ by the worm from low temperature expansion. We defined them on 
dual lattice not the original lattice. 
Now, we defined the bond variable on dual lattice for 2D Ising model,  
Chapter 2. Simple version of worm algorithm for 2D Ising spin glass 19
jiji
b σσδ −= ,,                                                 (2.8) 
This definition is different from the bond defined by Prokof’ev [9], who defined the 
bond on the spin lattice directly. Furthermore, since the definition of the bond on dual 
lattice depends on the spins, we can map the bond configuration into site 
configurations, which will give some geometric explanation for the efficiency of the 
worm algorithm by low temperature expansion. If we look at the definition, we will 
find one bond configuration can map into two complementary site configurations. 
This property will be discussed in the application part and we can find some fractal 
properties of the close loop. These properties give some explanation for the efficiency 
of worm algorithm. 
 
In Fig 2.3, we illustrate the definition of the dual lattice and bonds.  
 
Fig2.3, Illustration of the dual lattice. The solid straight lines are the bonds between 
the spins.  
 
 
2.3.2 Definition of the bond for 2D J± spin glass problem 
 
For 2D spin glass problem proposed by Edwards and Anderson, the coupling J±
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strength, , between site ijJ iσ  and jσ , can take or J J− . So the Hamiltonian can 







σσ                                                (2.9) 
 
Fig2.4 Illustration of the 2D spin glass on the lattice. The straight line on the 
lattice is anti-ferro coupling strength.  
J±
Now, we can define the bond for the 2D J± spin glass problem, 





Fig2.5, Illustration of plaquette. The dash line between two spins stands for the 
ante-ferro coupling strength, and the blank between spins stands for ferro coupling 
strength. There still constrains on the bonds. (a) is called unfrustrated plaquette which 
has a even number of bonds. (b) is called frustrated plaquette, which has an odd 
number of bonds. 
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Based on the definition of the bond above, we can plot the bond configuration on the 
dual lattice. 
 
Fig2.6, Illustration of close loops on the lattice. This is a 66×  lattice with free 
boundary condition. The + and – sign mean the spin take the value of 1 and -1. The 
sticks are the bonds, laid on the dual lattice. The bonds form the close loop and 
separate the whole lattice into several homogeneous domains. 
 









jiijN                                  (2.11) 
where is the site on the L by L lattice and i JJ ij ±= .  










∑ ∆+=                                (2.12) 
Where  is the summation of Boltzman factors with energy measured from 
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Thus, in a 2D square lattice (four nearest neighbors), the Boltzmann factor for a spin 







)/2exp(                                            (2.13) 
where, the variable JJb jiijij /2
1
2
1 σσ−= stands for appearance (1) or disappearance 
(0) of unsatisfied bond. The bonds are on the dual lattice and not independent. They 
should follow the constraint mentioned before.  
Since the worm algorithm eliminates and sets such bonds, we extend the phase space 




Also, the bond should fulfill the requirement under circumstance of the unfrustrated 
and frustrated plaquette. 
 
 
2.3.3 The steps of the worm algorithm 
 
The elementary worm algorithm on the dual lattice with periodic boundary condition 
is as follows: 
 
  (1) Randomly capitalize a site  as the starting point. Set . 0i 0ii →
 
  (2) A nearest neighbor j  is picked up with equal probability, and the head goes 
there from position   with probabilityi ijbw −=1 . If it is accepted, flip the bond 
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variable  along the way, update 10 ↔ ji ← . 
 
(3) If the head  meets the tail at the same site as  and the winding numbers are 




Here, we defined the winding number as the algebraic sum of displacements rv∑δ  
divided by the lattice length, .  coordinate on the lattice is set to record the 
winding number and the initial value of winding number is 0 in both
L YX ,
X  and 
Y directions. If the head moves a step along in positive direction of X coordinate, 
then the winding number in X direction increases by  and decreases by for 
negative direction. In order to keep the bond configurations legal under the constraint 
of periodic boundary condition, the winding number must be even. 
L/1 L/1
The winding number corresponds to different types boundary conditions. Thus, we 
can use winding number to identify the configuration with different boundary 
conditions. Some applications of this property will be introduced later. 
 
 
2.4 Efficiency of the worm algorithm 
 
 
We measure the performance of the worm algorithm by the correlation times. For 
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tQtQttQtF                             (2.14) 
Here we use the random coupling averaged correlation functions of the overlapping 










)'()'()'()(                         (2.15) 




21σσ                                                   (2.16) 
The angular brackets stand for the average of MC loop moves  and the square 
brackets denote the average over the quenched random couplings . 
't
ijJ
Wang [14] has compared the performance of the worm algorithm with different 
boundary conditions to single spin flip algorithm. The results come from linear fits of 
the form cttf +−= τ/)(ln  in a window [ ττ 3, ].  
In fig2.7, it is obvious that the worm algorithm has lower correlation time when 
temperature goes down. The efficiency of the worm algorithm is better than Replica 
MC, but at high temperature, Replica MC performs better. 
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Fig2.7, CPU times of different MC algorithm. In actual CPU times of single-spin-flip, 
one step N-fold-way worm algorithm with periodic boundary condition and with free 
boundary condition, for L=128. Inverse temperature TKJK b/=  
 
Above all, the worm algorithm from low temperature expansion has higher efficiency 
than the traditional simple-spin-flip algorithm. It is similar to the cluster method [5] 
[11] in efficiency. However, we can still use some Markov chain theories to improve 
the actual CPU time of the worm. In the next chapter, we will give a discussion on an 
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3. Enhanced version of worm algorithm for 2D J±  Ising spin 
glass 
 
In this chapter, the Markov chain theory has been introduced, especially for the 
absorbing Markov chain. The purpose of applying the absorbing Markov chain is to 
shorten the computational time of the worm algorithm, so that the worm algorithm 
becomes a rejection free algorithm. The details of the enhanced version of the worm 
algorithm will be presented. Finally, we calculate the CPU time under different 
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3.1 The theories of Markov Chain 
 
 
3.1.1 Absorbing Markov Chain 
 
Now we describe a Markov chain as follows: we have a set of states, 
. The process starts in one of these states and moves successively 
from one state to another. Each move is called a step. If the chain is currently in 
state , then it moves to state  at the next step with a probability , which is 
called transition probability, and this probability does not depend upon which state the 
chain was in before the current state. The matrix  is called one step transition 
matrix. 


























Entry is and ijp 1=∑
j
ijp . Let P  be the transition matrix of a Markov chain, and 
let  be the probability vector which represents the starting distribution. Then the 
probability that the chain is in state after n steps is the th entry in the vector, 
u
is i
nn uPu =  
 
Now, we consider the question of determining the probability that, given the chain is 
in state now, it will be in statei j through state k two steps from now. We denote this 
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nP gives the probability that the Markov chain, starting in state , 
will be in state after steps. 
is
js n
The state of a Markov chain is defined as absorbing state, if it never leaves itself 
(i.e., ) and the state which is not absorbing state is defined as transient state. 
Consider an arbitrary absorbing Markov chain. Renumber the states so that the 
transient states come first. If there are
is
0=iip
r absorbing states and t  transient states, the 







0                                                    (3.1) 
Here, I is an matrix. is rbyr −− 0 tbyr −−  zero matrix. Q is a matrix, 
which denotes the one step transition matrix between transient states and R is a 





We saw that the entry of the matrix nijP
nP is the probability of being in the state  















                                                 (3.2) 
where the asterisk * stands for the rbyt −− matrix in the upper right-hand corner 
of nP . This submatrix can be written in terms of Q and R, which will be introduced 
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later. The form of nP shows that the entries of give the probabilities for being in 
each of the transient states after  steps for each possible transient starting state. 
Since the entries in Q are less than 1, every entry of must approach zero 




Now, we can obtain the probability, , which is from transient states to absorbing 




= −==≥ 0)0(kP k
k
QI
RRQ                                     (3.3) 
This probability can be interpreted as the summation of different step absorbing case. 
For instance, one step absorbing probability is just R . For step absorbing case, we 
have to move  steps among the transient state. After that, the last movement is 
between the transient states and absorbing states. Thus, the probability is . In all, 
we have to summate each case to obtain the absorbing probability. This interpretation 
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3.2 The enhanced worm algorithm by Markov chain theory 
 
 
To enhance the basic worm algorithm, we can use N-fold way [18] or “absorbing 
Markov chain” method [19]. Since the configuration for sampling has closed path 
formed by worm, the process to form the path is not important for Monte Carlo 
dynamics but is important for the real computing time. Thus, we can apply n -step 
acceleration to make the head move steps once directly. By doing this, the real 
computational time is expected to be reduced. 
n
When absorbing Markov chain theory is applied to one movement of the worm on the 
lattice, for one step absorbing case, every movement from site 0 can be considered as 
a transient state, who has 4 nearest neighbors, 1, 2, 3 and 4, which are defined as 4 
absorbing states. We illustrate the process in Fig 3.1. 
 
 
Fig3.1, An illustration of one step absorbing case. If the head of the worm is on the 
site 0, which is treated as transient state, all its nearest neighbor, 1, 2, 3, 4 are treated 
as absorbing state. By Markov chain theory, we can calculate one step absorbing 









Fig3.2, A case illustration of one step absorbing on bond configuration. In the picture 
above, there is a bond lying between site 0 and 4, 
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For one step absorbing move, the calculation is simple by taking the inverse of the 
transition matrix, since the size of the transient matrix is just one by one. however the 
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the absorbing steps increases. So it is time consuming for us to compute the inverse of 
a matrix for every movement of the worm in the code. We have to find out the 
theoretical solution of the absorbing probability. 
 
For two step absorbing move, in the real case, the current site i and its 4 nearest 
neighbors are treated as transient states and the other 8 second nearest neighbors are 
treated as absorbing states. 
Thus we have a larger transient matrix. For every movement of worm, the transition 
probabilities between transient states can be written out as 
P=  and the probability matrix between transient states 












































Thus, by (3.1) we can calculate the absorbing probability matrix. The absorbing 






















0                         (3.4) 
Here, i denotes one of the transient states. Fig 3.3 shows some explanation for the 
formula above. 
 




Fig3.3, An illustration of two steps absorbing case. The circles denote the transient 
states and the crosses mean the absorbing state 
 
Practically, we can calculate the inverse matrix of PI − , 
 by solving the equation . As a 
matter of fact, we just need the entry . Once we obtain the first row of the matrix 
M, we can multiply it with the matrix T to get the absorbing probability matrix. Also, 





































































0  is the absorbing 
probability without the other transient state. Since we have other transient states, we 










, which is the 
probability for moving between the transient states. 
 
When we encounter the case of three-step absorbing and four-step absorbing moving, 
the transient matrix becomes larger and more complex. However, we can still get 
theoretical solution for the absorbing probability by similar method above. 
For the case over four-step absorbing, we can not use such Markov chain scheme.  




Fig 3.4, An illustration of the problem for large step absorbing case. when we apply 
five or more steps trick to site 0, the path may go back to 0. Thus, we can not define 
site 0 as a transient state or absorbing state.  
 
There is a paradox that the head and tail may touch each other and the theoretically 
solving the absorbing probability is becoming too complex. 
 
When the head of worm meets the tail, we sample the quantities. Thus, when the head 
of the worm is in the  steps from the tail, we can only apply -step acceleration, 
which is less than . Otherwise, the head will miss tail and makes generating one 





Fig 3.5, An illustration of the problem near the tail. If we use two-step acceleration on 
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and lower the efficiency of the algorithm, as well as given incorrect probability 
distribution of the samples. We have to adjust the acceleration scheme near the tail. 
 
 
3.3 The steps of the algorithm 
 
 
Since we find out the theoretical solution for the probability of n-step absorbing, the 
enhanced worm algorithm with periodic boundary condition is as follows: 
 
(1) Set how many step, n, absorbing to use 
 
(2) Randomly capitalize a site as the starting point. Set . 0i ii →0
 
(3) If the moving among the sites, which are n steps near , the elementary version of 
worm is used. 
0i
If the moving is  steps far from , calculate the absorbing probability for 
each absorbing state. Then, the head goes the absorbing state from position  with 




 (4) If the head i meets the tail at the same site as and winding numbers are even, 
one Monte Carlo loop is finished and quantities can be sampled, else go to 
step (3). 
0i




As the temperature decreases, the generation of a closed loop becomes more and more 
difficult. We have to set an upper limit to the number of the steps used for every loop. 
If the number of attempts exceeds the upper limit, the simulation will be interrupted. 
 
 
3.4 The efficiency of the algorithm 
 
 
However, the Markov chain theory can not change the correlation time, we still can 
measure the CPU time of the algorithm with n-step acceleration scheme. In Fig 3.6, 
we give the actual CPU time in microseconds for each loop generation divided by the 
number of spins. The time we get is slightly dependent on system length .  L




Fig. 3.6, The CPU time of different absorbing steps. From the figure above, the best 
acceleration scheme is one step. The effects of different steps are similar, but the 
complexity of the code is quite different. 
 
Here we find that when acceleration scheme is applied, even just one step absorbing, a 
great improvement of saving CPU time is obtained. Some more interesting 
observation can be obtained. As the more step absorbing scheme is used, the more 
CPU time will cost. This observation shows that the computation of the absorbing 
probability becomes more and more complex and time consuming. Thus, in later 
calculation, we always use one or two step acceleration scheme.  
  
At high temperatures, the simple version of the worm has higher speed than some 
enhanced worm with absorbing probability scheme. For low temperature system, the 
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In this chapter, we will calculate the radius of gyration of the clusters generated by the 
worm algorithm. This kind of cluster is defined on the site configuration. We also 
have to design a way to find the cluster. The radius of gyration helps us give some 
explanation for the efficiency of worm algorithm in terms of geometric sense.  
 
For spin glass problem, we calculate the stiffness exponent of the difference of 
domain wall free energy in a simple and elegant way, which is unique for worm 
algorithm. Also, by droplet theory [21] [22], we discuss our results and make 
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4.1 The cluster generated by worm and its fractal properties 
 
 
4.1.1 Definition of the cluster 
 
Fortuin and Kasteleyn (FK) [2] introduced the cluster formalism, which was further 
developed by Coniglio and Klein (CK)[3] for the ferromagnetic Ising model. The 
efficiency of many cluster algorithms, such as SW [5] and Wollf [11], comes from the 
fact that the correlated spins compose the clusters in the FK-CK formalism. In order 
to understand the efficiency of our worm algorithm in terms of geometrical concept, 
we define the cluster generated by worm algorithm and compare it to some exactly 
known clusters, such as a FK cluster or a geometric cluster. Here, we want to find the 
fractal dimension of the cluster of worm algorithm and to see whether it is FK cluster 
or geometric cluster. 
 
The definition of the cluster in a configuration is somewhat arbitrary. In percolation 
theory [37], the following definition is commonly used. A cluster is a collection of 
nearest neighbor sites (for site percolation, see Fig 4.1). When the sites are at the 
boundary, we wrap the lattice (like a torus) to decide the connectivity. The size of the 
cluster is the number of sites enclosed by the boundary of the cluster.  
 
 





Fig 4.1, An illustration of cluster under periodic boundary condition. By the definition 
above, the site 1, 2, 3 compose a cluster whose size is 3. The site 4, 5, 6, 7, 8, 9 
compose a cluster under periodic boundary condition.  
 
However, the worm is applied on the dual lattice and form bond configuration. Since 
the path of the worm is closed, which can be imaged as the boundary of the cluster, 
we can still define and find the clusters which are composed by site and generated by 
the path of the worm.  
 
In order to find the clusters by the definition above, we have to transfer the bond 
configuration generated by worm into the site configuration (Fig.4.2). For the 
transformation between bond and site configuration, one bond configuration 
corresponds to two site configurations, which are complementary. Since there is no 
constraint for the distribution of such mapping, the chance of getting each site 




9 5 6 7
8
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Fig 4.2, Mapping between site and bond configuration. the left site configurations are 
complementary. We just select one of them randomly.  
 
 
4.1.2 Method to find out the cluster 
 
We have defined the cluster on site configuration, but this kind of cluster is not the 
one generated by worm. It is just the combination of the worm cluster and the 
previous cluster on original site configuration. Since the clusters are generated during 
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the transition of two successive configurations, we can define that the difference in 
two successive site configurations as the clusters generated by worm (Fig.4.3). The 
result of the subtraction of two successive site configurations is an exact site 
percolation configuration. Thus, any fractal property of the cluster by the path of the 
worm can be calculated. 
 
 
Fig4.3, The process of generating the cluster by worm: (a) the initial bond 
configuration (b) the final bond configuration. After (a) subtracts (b), we have (c), a 
new sites configuration. Now, we use the cluster definition for sites percolation [8]. 
The collections of nearest neighbor sites, which are enclosed by the left bonds, are the 
clusters. The size of the cluster equals the number of the sites in the cluster. Thus, in 
(c), the number of the cluster generated by worm is 2 and the size of each cluster is 1. 
On the other hand, if complementary of (c) is taken, the size of the cluster is  
and the number of the cluster is 1. When the sites are on the boundary, we wrap the 
lattice (like a torus) to decide the connectivity. 
22 −L
 
There can not be just one cluster generated by the path of the worm and the generation 
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of the cluster is a dynamic process. Thus, we have to color each cluster and build up a 
linklist structure to store the sites in each cluster for each sampling.  
 
 
4.1.3 Definition of the radius of gyration 
 
Now, we introduce the definition of radius of gyration in percolation theory. For a 
complicated object, the ‘surfaces’ are difficult to define, but the ‘radius’ is much 
easier to study. Polymer scientists have always had to deal with objects, which are 
more complicated than a straight line, a square or a sphere. They usually define the 
‘radius of gyration’ for a complicated polymer through sR




                                     (4.1) 
where ∑== si isrr 10
rr
is the position of the center of mass of the polymer, and  is 
the position of the th atom in the polymer. We now use the same definition for our 
cluster problem. In our problem, ‘cluster’ takes the place of ‘polymer’ and ‘atom’ is 
replaced by ‘occupied site’. If we average over all clusters with a given size , the 
average of the squared radii is denoted by . If we turn a two-dimensional cluster 
around an axis through its center of mass and perpendicular to the cluster, then the 
kinetic energy and angular momentum of this rotation is the same as if all sites were 







R centered about the axis. Therefore, such radii are called 
‘gyration’ radii. We may also relate  to the average distance between two cluster sR










                                           (4.2) 
as one can derive easily after putting the origin of the coordinates into cluster 
center-of-mass: . 00 =rr
Now, we want to find out how the radius varies with .the percolation threshold. It 






4.1.4 Numerical Results 
 
For Ising model, under the critical temperature, , we calculate the radius of gyration 
of the cluster generated by worm algorithm with periodic boundary condition. By 
definitions above, the simulation data are sampled on the two dimensional square 
lattice of size 8, 16, 24, 32, 64 with periodic boundary conditions. As shown in 
Fig.4.4, the size effect makes the curve rise up. In order to take more samples, we 
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Fig.4.4, Log-log plot of the radius of gyration of the clusters by worm and the sites in 
the clusters, for the lattice size = 8, 16, 24, 32, 64, 80. L
 












Fig.4.5, Log-log plot of the radius of gyration of the cluster and site number, for 
 80=L




In Fig.4.5, we use the data points of 80=L to calculate that the fractal 
dimension , within confidence interval. By the theory of 
percolation, the fractal dimension of a geometric cluster is  and of a FK cluster 
is 1.875, we conjuncture that the clusters generated by worm are geometric clusters. 
This result is within our expectation, due to the different ways to generate the clusters 
from some traditional cluster algorithms and worm. For traditional way, correlated 
spins are connected with probability in order to flip together. For worm algorithm, the 
path of the worm creates new bonds and the whole domain is separated into several 
independent subdomains by the existing and newly created bonds, so that they can do 





4.2 Calculation of domain wall free energy of spin-glass model 
 
 
4.2.1 Definition of the stiffness  
 
During the last decades, for spin-glass problem, many studies focus on domain wall 
free energy, , which is defined as the free energy difference between 
periodic (P) and anti-periodic (AP) boundary conditions. In the scaling regime at low 
temperature, follows a power law as a function of the lattice size , 
APp FFF −=∆
F∆ L
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θLF ∝∆                                                        (4.3) 
where the stiffness θ  is related to the rigidity of the system. If the exponent is 
negative, then the system stays in a disorder phase. On the other hand, a positive 
exponent means that the system is in an order phase. By the droplet scaling theory [21] 
[22], θ  is predicted to be smaller than 2/)1( −d , in which is the dimension of the 
system. For 2D cases, there is no spin glass order at finite temperature, corresponding 
to
d
0<θ [38]. Also, recently, Young [39] has reported the same result. Usually, in 
Monte Carlo simulations, it is very difficult to calculate free energy directly.  
 
 
4.2.2 The calculation of the domain free energy 
 
Hasenbusch [40] [41] proposed a clever way to sample F∆ , by flipping the boundary. 
Under such method, the coupling constants at the boundary are considered as 
dynamical variables, and can be flipped during the course of the MC simulation. Let 
and describe the probability of the appearance of MC configurations with 
periodic and anti-periodic boundary conditions, which are proportional to 
the and , partition functions with corresponding boundary conditions. Thus, the 













FF ==−−β                                (4.4) 





is the purpose of the boundary flip method, but it still 
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requires to run MC two times with anti-periodic and periodic boundary condition. 
However, worm algorithm can provide a simple and elegant way to obtain this ratio. 
We can construct loops by worm algorithm, which have all different kinds of winding 
number around the torus, so that all the configurations and generated by worm are 
legal. Thus, we can sample a partition function which is a sum of four terms 
apyapxapypxpyapxpypx ZZZZZ ,,,, +++=                   (4.5) 
Here, means the partition function of the configurations with anti-periodic 
boundary conditions in both
apyapxZ ,
x and direction. In our simulation, we record the total 
winding number in both 
y
x and direction. If the total winding number is odd, the 
boundary condition in the corresponding direction is anti-periodic. When it is even, 









, we can calculate the ratio of the number of the times when 
the winding numbers are odd both in x and direction and the number of times when 
the winding number are even in both directions. In Fig4.6, we illustrate the different 








Fig 4.6, The relationship between winding number and boundary condition. 
, ,etc, number of times the system is in a specific winding number state, when 
the worm’s head meets the tail.  Dash line denotes periodic boundary condition and 




4.2.3 Numerical results 
 
For verification, we use worm algorithm to calculate the domain free energy, , 
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Size L Exact Worm 
4 0.965824 0004.09656.0 ±  
16 0.985328 0003.09852.0 ±  
24 0.985972 0004.09857.0 ±  




















Fig 4.7, Log-log plot of the difference of free domain energy between anti-periodic 
and periodic boundary condition. 
 
In Fig 4.7, we show our results of stiffness exponent for J± Ising spin glass at 
temperature . Since the worm can only sample the system above , we just 
can only calculate
5.0=T cT
θ by the data from less than the correlation length. Here, when the L
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lattice length, 24<L we find 03.041.0 ±−≈θ within 95% confidence interval, 
which is similar to the graph obtained by Hartmann and Young [42]. Due to the fact 
that the correlation length 24≈ε , when lattice , the curve decreases sharply 
and
24>L
07.099.0 ±−≈θ . This means that we can only see the behavior of the system at 
high temperature. This phenomenon is also found by Matsubara [43]. When the 
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5. Conclusion and future work 
 
 
Compared with Metropolis sampling, worm algorithm is an advanced and efficient 
Monte Carlo method. Slightly different from the cluster algorithm, worm algorithm 
just samples the close loop configuration. For the systems which can be represented 
by close loop configuration, we can easily apply worm onto them.  
Usually, traditional cluster algorithms try to connect the spin to build up the cluster on 
site configuration. Unlike traditional cluster algorithm, worm algorithm works on 
bond configuration. By using the bonds, worm separates the domain into several 
independent close parts, whose boundaries are built by the path of the worm.  
However, we still can define the cluster generated by worm algorithm and calculate 
its fractal dimension. In this perspective, it is not difficult to understand the 
autocorrelation of the worm algorithm is much shorter than Metropolis and similar to 
cluster algorithm. 
 
The application of Markov Chain theory is successful to shorten the actual CPU time 
of the worm algorithm. By Markov chain theory, we can compute the absorbing 
probability of every step, so that the procedure of generating the close loop by worm 
becomes a rejection-free process. As matter of fact, the computation of the absorbing 
probability is time consuming. We compare several different acceleration schemes 
and find which the best acceleration version is. 
Chapter 5. Conclusion and future work 
 
54
For application, we find worm has an elegant way to sample domain free energy. We 
use winding number of worm to recognize the periodic or anti-periodic boundary, so 
that worm generates the close loops under different boundary condition. This also 
means that worm generates the configuration with different boundary condition. By 
taking the ratio of number of different boundary configuration, we obtain the domain 
free energy.  
 
In future, worm algorithm can be enhanced by some general theory, such as potential 
switch sampling [44]. Also, if there are some systems such as network systems, 
biochemistry reactions, which can be represented by close loops, worm algorithm will 
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#define ZMAX 4 
#define D 2 
//define L 2 
//#define N (L*L)  
double drand64(void);           /* random number generator defined in rand.c */ 




int iabs(int a) 
{ int i; 
 i=a; 
 if( i>=0) 
  return a; 
      else   
 return -a; 
 } 
void worm( int **bondu,int **bondd,int **bondl,int **bondr,int N,int L) 
{    
    srand48(time(NULL)); 
    int l; 
    l=2*L; 
    int st,i,j,k,mv; 
    long rx,ry; 
    int rsx,rsy,sp,ri,rj,rmi,rmj; 
         double e = 0; 
         double rs1,rs2,r,a,T,acceptance; 
                T=2/log(1+sqrt(2));       
                acceptance=exp(-2/(T)); 
        rx=0;ry=0; 
        sp=L*drand48()+1; 
        rsx=sp; 
        sp=L*drand48()+1; 




        ri=rsy; 
        rj=rsx; 
 /*------------------------------------------------------------------% 
         | set up the bonds 
         | randomly choose a site.  
          -----------------------------------------------------------------*/ 
        st=0;                                   // to control the literation 
        while (st==0) 
             {   
               r=drand48(); 
  /*------------------------------------------------------------------------ 
    | moving up 
    | ----------------------------------------------------------------------*/ 
                   if ((0<=r)&&(r<=0.25))  // turn up ri-1=up,ri+1=down 
               { 
                  if (ri%L==0) 
                            rmi=ri+1-L; 
                         else 
                            rmi=ri+1; 
                         a=drand48(); 
                         if (a<=acceptance) 
      {  
        bondu[ri][rj]=(bondu[ri][rj]+1)%2; 
                             ry++; 
                             ri=rmi; 
                             mv=1; 
 
                           } 
                         else if (((bondd[rmi][rj]+bondu[ri][rj])%2)==1) 
      { 
  
        bondu[ri][rj]=(bondu[ri][rj]+1)%2; 
                             ry++; 
                             ri=rmi; 
                             mv=1; 
                           } 
          } 
    /*--------------------------------------------------------  
      | moving down 
      -------------------------------------------------------*/ 
                      if ((0.25<r)&&(r<=0.5))  //turn down ri-1=up,ri+1=down 
                 {   
             if ((ri-1)%L==0) 




                           else 
                              rmi=ri-1; 
                         a=drand48();     
                      if (a<=acceptance) 
      {  
        bondd[ri][rj]=(bondd[ri][rj]+1)%2; 
                             ry--; 
                             ri=rmi; 
                             mv=1; 
                           } 
                         else if (((bondu[rmi][rj]+bondd[ri][rj])%2)==1) 
      { 
         bondd[ri][rj]=(bondd[ri][rj]+1)%2; 
                             ry--; 
                             ri=rmi; 
                             mv=1; 
                           } 
           } 
 /*---------------------------------------------------- 
  | moving left 
  -----------------------------------------------------*/ 
                         if ((0.5<r)&&(r<=0.75))  // turn left 
rj-1=left,rj+1=right 
                  {  
              if ((rj-1)%L==0) 
                               rmj=rj-1+L; 
                            else 
                               rmj=rj-1; 
                         a=drand48();   
                         if (a<=acceptance) 
        {  
          bondl[ri][rj]=(bondl[ri][rj]+1)%2; 
                               rx--; 
                               rj=rmj; 
                               mv=1; 
                              } 
                         else if (((bondr[ri][rmj]+bondl[ri][rj])%2)==1) 
        { 
           bondl[ri][rj]=(bondl[ri][rj]+1)%2; 
                               rx--; 
                               rj=rmj; 
                               mv=1; 
                              } 




  /*--------------------------------------- 
    | moving rghit 
    | -------------------------------------*/ 
                
                  if ((0.75<r)&&(r<=1))  // turn right   rj-1=left,rj+1=right 
                      {       
                       if (rj%L==0) 
                                        rmj=rj+1-L; 
                                     else 
                                        rmj=rj+1; 
                                a=drand48(); 
                                if (a<=acceptance) 
              {  
                   bondr[ri][rj]=(bondr[ri][rj]+1)%2; 
                                        rx++; 
                                        rj=rmj; 
                                        mv=1; 
 
                                   } 
                                else if 
(((bondl[ri][rmj]+bondr[ri][rj])%2)==1) 
              { 
                    bondr[ri][rj]=(bondr[ri][rj]+1)%2; 
                                        rx++; 
                                        rj=rmj; 
                                        mv=1; 
                                    } 
                }     
  /*--------------------------------------------------------------------- 
   | find the windinng number 
   -------------------------------------------------------------------*/ 
              if((ri==rsy)&&(rj==rsx)) 
                { 
                 if (((rx%l)==0)&&((ry%l)==0)){ 
                      st=1; 
                   }   
                 } 
      }  
} 
void neighbor(int i, int L, int nn[ ]) 
{ 
   int j, r, p, q; 
 




   p = 1 - L; 
   q = 1; 
 
   for(j = 0; j < 2*D; j += 2) { 
      nn[j] = (r + 1) % L == 0 ? i + p : i + q; 
      nn[j+1]     = r % L == 0 ? i - p : i - q; 
      r /= L; 
      p *= L; 
      q *= L; 





void color(int s[],int number[], int i, int inc,int L) 
{ 
  int nn[ZMAX],j; 
   
    if (s[i]==1 && number[i]==0){ 
      number[i]=inc; 
      neighbor(i,L,nn); 
      for (j=0;j<ZMAX;++j){ 
 color(s,number,nn[j],inc,L); 
 
      } 
    } 
} 
 
void label(int s[],int number[],int inc, int N,int L) 
{ 
  int i; 
  for (i=0;i<N;++i){ 
    number[i]=0; 
  } 
  for (i=0;i<N;++i){ 
    if (s[i]==1 && number[i]==0) 
 
      color(s,number,i,++inc,L); 
 
  } 
} 
 void ones(int **a,int lo,int la) 
    {  




          for(i=1;i<=lo;i++) 
            {  
             for(j=1;j<=la;j++) 
                a[i][j]=1;    
               } 
    } 
 
void invert_bonds(int **a,int *bonds,int d,int L) 
     { 
       int i,j,n; 
       n=L*L; 
  for(i=0;i<L;i++){ 
   for(j=0;j<L;j++){ 
     bonds[d*n+i*L+j]=a[i+1][j+1];  
   } 
 } 
     } 
void worm_back(int *s, int *bond, int L)  
{ 
   int nn[ZMAX], nnz[ZMAX]; 
   int N, i, d,j; 
 
   N = 1;  
   for(d = 0; d < D; ++d) {  
      N = N*L; 




   s[0] = drand64() > 0.5 ? 1:-1;                /* pick the first at random */ 
   for(i = 0; i < N-1; ++i) {                   /* then propagate row by row */ 
           neighbor(i, L, nn); 
       if(i % L == 0 && i > 0) { 
         neighbor(nn[3], L, nnz);        /* need lower-left corner bond site */ 
         s[i] = s[nn[3]]*KPL[N+nn[3]]*(1-2*bond[nnz[1]]); 
         assert(nnz[2] == i); 
  
      } 
      if( (i+1)%L != 0 ) { 
         s[nn[0]] = s[i]*KPL[i]*(1-2*bond[N+nn[3]]); 
  
      }  
   } 





void   convert_bonds(int **bondup,int **bonddo,int **bondle,int **bondri,int 
**bondu,int **bondd,int **bondl,int **bondr,int L) 
 { 
     int k,i,j;  
      k=L-1; 
     for (i=2;i<=k;i++){ 
        for (j=2;j<=k;j++){ 
            bondup[i][j]=(bondu[i][j]-bondd[i+1][j])%2; 
            bonddo[i][j]=(bondu[i-1][j]-bondd[i][j])%2; 
            bondle[i][j]=(bondl[i][j]-bondr[i][j-1])%2; 
            bondri[i][j]=(bondl[i][j+1]-bondr[i][j])%2; 
         } 
      } 
  for (j=2;j<=L-1;j++){ 
        
            bonddo[1][j]=(bondd[1][j]+bondu[L][j])%2; 
            bondup[1][j]=(bondu[1][j]+bondd[2][j])%2; 
            bondle[1][j]=(bondl[1][j]+bondr[1][j-1])%2; 
            bondri[1][j]=(bondl[1][j+1]+bondr[1][j])%2; 
        
            bonddo[L][j]=(bondd[L][j]+bondu[L-1][j])%2; 
            bondup[L][j]=(bondu[L][j]+bondd[1][j])%2; 
            bondle[L][j]=(bondl[L][j]+bondr[L][j-1])%2; 
            bondri[L][j]=(bondl[L][j+1]+bondr[L][j])%2; 
        
            bondup[j][1]=(bondu[j][1]+bondd[j+1][1])%2; 
            bonddo[j][1]=(bondu[j-1][1]+bondd[j][1])%2; 
            bondle[j][1]=(bondl[j][1]+bondr[j][L])%2; 
            bondri[j][1]=(bondr[j][1]+bondl[j][2])%2; 
        
            bondup[j][L]=(bondu[j][L]+bondd[j+1][L])%2; 
            bonddo[j][L]=(bondu[j-1][L]+bondd[j][L])%2; 
            bondri[j][L]=(bondl[j][1]+bondr[j][L])%2; 
            bondle[j][L]=(bondl[j][L]+bondr[j][L-1])%2; 
         
  } 
         
    
            bonddo[1][1]=(bondd[1][1]+bondu[L][1])%2; 
            bondup[1][1]=(bondu[1][1]+bondd[2][1])%2; 
            bondle[1][1]=(bondl[1][1]+bondr[1][L])%2; 
            bondri[1][1]=(bondr[1][1]+bondl[1][2])%2; 




            bonddo[L][1]=(bondd[L][1]+bondu[L-1][1])%2; 
            bondup[L][1]=(bondu[L][1]+bondd[1][1])%2; 
            bondle[L][1]=(bondl[L][1]+bondr[L][L])%2; 
            bondri[L][1]=(bondr[L][1]+bondl[L][2])%2; 
    
            bonddo[1][L]=(bondd[1][L]+bondu[L][L])%2; 
            bondup[1][L]=(bondu[1][L]+bondd[2][L])%2; 
            bondle[1][L]=(bondl[1][L]+bondr[1][L-1])%2; 
            bondri[1][L]=(bondr[1][L]+bondl[1][1])%2; 
    
            bonddo[L][L]=(bondd[L][L]+bondu[L-1][L])%2; 
            bondup[L][L]=(bondu[L][L]+bondd[1][L])%2; 
            bondle[L][L]=(bondl[L][L]+bondr[L][L-1])%2; 
            bondri[L][L]=(bondr[L][L]+bondl[L][1])%2; 
     } 
 
 void ibonds( int *bonds , int **bondup, int **bonddo, int **bondle, int **bondri, int 
L) 
   {  int d; 
        d=0; 
  invert_bonds( bondri, bonds, d, L); 
        d++; 
  invert_bonds(bondle,bonds,d, L); 
        d++;  
  invert_bonds(bondup, bonds,d, L); 
        d++; 
  invert_bonds(bonddo, bonds,d, L); 
   } 
 int max(a,b) 
{int i; 
    i = a >= b ? a:b; 
    return i;         
}      
 typedef struct cluster{ 
    int cx; 
    int cy; 
    int flag; 
    struct cluster *next; 
  } CLUSTER; 
 
CLUSTER  *memory_allocation(int n) 
{     CLUSTER *p ; 
      p=(CLUSTER*)malloc(n*sizeof(CLUSTER)); 




    
} 
 void cluster_linklist( CLUSTER *x, int *number,int L,int inc){ 
 
  int i,j,N;  
  N=L*L; 
  CLUSTER *r ,*s; 
 for (i=0;i<inc;i++){ 
   s=x+i; 
   (x+i)->flag = 0; 
   for(j=0;j<N;j++){ 
     if (number[j]==i+1){ 
         r=(CLUSTER*)malloc(sizeof(CLUSTER));            
             r->cx=j%L; 
      r->cy=j/L; 
             (x+i)->flag=(x+i)->flag+1; 
             s->next=r; 
             r->next='\0'; 
             s=r; 
     } 
   }  
 } 
}          
void radius_calculation(CLUSTER *x,int L,double *rs,int inc) 
{ 
  int i,j,N; 
  CLUSTER *s, *r,*rj; 
  N=L*L; 
for(i=0;i<inc;i++){    
     
       rj=x+i; 
       for(j=0;j<((x+i)->flag)-1;j++){ 
   
           rj=rj->next; 
    //   printf( " rj=%d\n" ,rj->cx); 
    s=rj->next; 
    //  printf( " s=%d\n" ,s->cx);         
       while (s!='\0'){    
   
  if( (rj->cx - s->cx > L/2)||(rj->cx - s->cx < -L/2)){ 
    rs[(x+i)->flag]= rs[(x+i)->flag]+((rj->cx)-(s->cx)-L/2)*((rj->cx)-(s->cx)-L/2); 
   
         }          




    rs[(x+i)->flag]= rs[(x+i)->flag]+ ((rj->cx)-(s->cx))*((rj->cx)-(s->cx));   
    // printf( "rj= %d s=%d r=%d flag=%d\n" ,rj->cx,s->cx, 
rj->cx-s->cx,(x+i)->flag ); 
  } 
  if( (rj-> cy- s->cy >L/2)||(rj->cy - s->cy < -L/2)) 
    rs[(x+i)->flag]= rs[(x+i)->flag]+((rj->cy)-(s->cy)-L/2)*((rj->cy)-(s->cy)-L/2); 
         else 
    rs[(x+i)->flag]= rs[(x+i)->flag]+ ((rj->cy)-(s->cy))*((rj->cy)-(s->cy)); 
 
             r=s->next; 
             s=r; 
       } 
      
    } 
 } 
/* 
   for (i=0;i<N;i++){ 
            printf( " rs=%f\n" ,rs[i]); 
     }*/ 
    for(i=0;i<inc;i++){    
        s=x+i; 
        while (s!='\0'){     
              r=s->next; 
              s->next='\0'; 
              free(s); 
       s=r; 
        } 










    FILE *fp1; 
    FILE *fp2; 
    FILE *fp3; 
    FILE *fp4; 






    if( (fp1=fopen("bure","r+"))==NULL) {  
        printf("can not open the file\n");      
       exit(0); 
 
       }             
    if( (fp2=fopen("bdre","r+"))==NULL) {  
       printf("can not open the file\n");      
       exit(0); 
       } 
    if( (fp3=fopen("blre","r+"))==NULL) {  
       printf("can not open the file\n");      
       exit(0); 
       }             
   if( (fp4=fopen("brre","r+"))==NULL) {  
       printf("can not open the file\n");      
       exit(0); 
       }             
    if( (fp5=fopen("clustersize","w+"))==NULL) {  
        printf("can not open the file\n");      
 exit(0); 
  }  
 
 
      
  int L,N,k,inc; 
      L=4; 
      N=L*L; 
      inc=0; 
  int i,j,d,n,mctot,t; 
  mctot=1; 
 n=L*L; 
    int **bondu,**bondd,**bondl,**bondr; 
        bondu=imatrix(1,L,1,L);bondd=imatrix(1,L,1,L); 
        bondl=imatrix(1,L,1,L);bondr=imatrix(1,L,1,L); 
         for (i=1;i<=L;i++) 
       { 
                for (j=1;j<=L;j++) 
    { 
                   fscanf(fp1," %d",&bondu[i][j]); 
                   fscanf(fp2," %d",&bondd[i][j]); 
                   fscanf(fp3," %d",&bondl[i][j]); 
                   fscanf(fp4," %d",&bondr[i][j]); 
    } 




  int **bondup,**bonddo,**bondle,**bondri; 
        bondup=imatrix(1,L,1,L);bonddo=imatrix(1,L,1,L); 
        bondle=imatrix(1,L,1,L);bondri=imatrix(1,L,1,L); 
   int *bonds,*spinin,*spinfi,*number,*spin; 
   double *rs; 
    bonds=ivector(0,4*N-1); 
    spin=ivector(0,N-1); 
    spinin=ivector(0,N-1); 
    spinfi=ivector(0,N-1); 
    number=ivector(0,N-1); 
    rs=dvector(0,N); 
    for (i=0;i<=N;i++){ 
      rs[i]=0; 
    } 
    KPL=ivector(0,N*D-1); 
    for (i=0;i<N*D;++i){ 
      KPL[i]=1; 
    } 
  CLUSTER *x,*r,*s,*p,*rj; 
  
   double square,cnum,clustersize;  
 
  square=0; 
   cnum=0; 
  for(mctot=1;mctot<=100;mctot++){   
     convert_bonds( bondup, bonddo, bondle, bondri, bondu, bondd, bondl,bondr,L); 
     ibonds( bonds , bondup, bonddo, bondle, bondri, L);    
     worm_back(spinin,bonds,L); 
     worm( bondu,bondd,bondl,bondr,N,L); 
     convert_bonds( bondup, bonddo, bondle, bondri, bondu, bondd, bondl,bondr,L); 
     ibonds( bonds , bondup, bonddo, bondle, bondri, L);    
     worm_back(spinfi,bonds,L); 
  
 
     for (i=0;i<N;i++){ 
         spin[i]=iabs(spinfi[i]-spinin[i])/2; 
         //   printf("spin=%d\n",spin[j]);     
     } 
 
     label(spin,number,inc,N,L); 
     t=number[0]; 
     for(j=0;j<N-1;j++){ 
   t=max(t,number[j]); 




 //       printf( " t=%d\n" ,t); 
     x=memory_allocation(t); 
     cluster_linklist( x , number, L,t); 
     radius_calculation( x, L,rs,t); 
  } 
 
  for (i=1;i<=N;i++){ 
    if(rs[i]>0.0000001){ 
           printf( " %d %f\n" ,i,log(sqrt(rs[i]/(i*i*2*(mctot-1))))); 
    }           
 } 
   
 
} 
 
