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Nuclear-based hydrogen production via thermochemical water decomposition using a 
copper-chlorine (Cu-Cl) cycle consists of a series of chemical reactions in which water is 
split into hydrogen and oxygen as the net result. This is accomplished through reactions 
involving intermediate copper and chlorine compounds, which are recycled.  
In this thesis the Cu-Cl cycle and its components as well as operational and 
environmental conditions are defined, and a comprehensive thermodynamic analysis, 
incorporating energy and exergy analyses, of a Cu-Cl thermochemical cycle for hydrogen 
production, including the relevant chemical reactions, is performed. Also the performance 
of each component/process is evaluated through energy and exergy efficiencies. Various 
parametric studies on energetic and exergetic aspects with variable reaction and reference-
environment temperatures are carried out and the results are illustrated. 
A detailed analysis of the general methodology of cost estimation for the proposed 
process, including all cost items with their percentages, the factors that affect accuracy, 
and a scaling method, is also presented. Furthermore, the total capital investment and the 
total overall cost of a Cu-Cl pilot plant are evaluated with the scaling method and the 
results for varying plant capacities and assumptions are compared by performing a 
parametric study and the results are illustrated. 
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1.1 Energy Demand  
Fossil fuels account for about 80% of world annual energy use. Renewables contribute 
14% and nuclear some 6% [1]. These numbers will soon change as the world’s 
population grows, energy demand rises, inexpensive oil and gas deplete, and global 
warming effects continue rising and urban pollution worsens the living conditions. The 
development of alternative energy sources and devices will emerge more rapidly to 
address the world’s energy and environmental situation. Thus, the establishment of a 
sustainable energy future is one of the most pressing tasks of humanity. With the 
exhaustion of fossil resources the energy economy will change to a chemical and an 
electrical base. It must be based on proven technology and existing engineering 
experience.  
Energy resources and their distribution and use are powerful factors influencing the 
well-being of human society and international relations. An important direction of 
technical progress in energy technology that will make possible the stable advancement 
of human society is the use of hydrogen produced from water using clean sources of 
primary energy, such as atomic energy. Improved nuclear systems can provide the energy 
required for hydrogen production and desalinization of water. Adoption of this 
technology will decrease the use of fossil fuels for producing energy, decrease the effect 
of burning fossil fuel on the environment, and preserve fossil fuels for non-energy 
applications. 
Hydrogen produced from water using renewable or nuclear resources and 
technologies becomes a renewable or environmentally benign fuel. Studies of ways to 
supply ecologically clean energy to a growing human population show that the basic 
solution of this global problem should be tied to the development and adoption of a 
concept that provides for large-scale nuclear power based production of not only 
electricity and heat but also hydrogen, which will then be used for the diverse needs of 
humanity. 
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Hydrogen is widely believed to be world’s next-generation fuel, because of its lower 
environmental impact and greenhouse gas emissions, in comparison to fossil fuels. 
Hydrogen demand is expected to increase very rapidly over the next decade. It has been 
suggested that hydrogen should replace petroleum products for fueling all forms of 
transportation (automobile, marine, air and rail) to reduce CO2 emissions, limit 
dependence on imported petroleum, and prepare for time in which oil reserves would 
become exhausted. Besides that, the nuclear and chemical industries, automobile 
manufacturing industry, the aerospace complex, manufacturing of portable sources of 
power (such as mobiles phones, computers, everyday technology) and other industrial 
sectors are all showing great interest in development of hydrogen as a fuel. The interest in 
the use of hydrogen in all these industrial sectors is motivated by both the depletion of 
fossil fuel resources and the need of drastically reducing the carbon emissions that affect 
the climate.  
There are several energy sources that can be used for hydrogen production, such as 
nuclear, renewables, and fossil fuels. One of these alternatives is the use of electricity 
and/or heat from a nuclear power plant to break the chemical molecules of water with 
hydrogen as a product. Among other alternatives, using nuclear energy as the primary 
energy source for hydrogen production is advantageous for two main reasons. The first 
advantage is that the nuclear reactors do not emit any greenhouse gases such as CO2. A 
large-scale hydrogen infrastructure can provide its environmental merits only if hydrogen 
is produced by non-greenhouse gases emitting methods, such as from nuclear or 
renewable energies. The second advantage is that nuclear energy can contribute to large-
scale hydrogen production. Given the problem of fast growing energy demand in all 
sectors in the world, including the transportation sector, large scale and clean hydrogen 
production will be essential to deal with this issue, which is not yet be sufficiently 
achieved with renewable energy resources. The limited contribution of renewables to 
total energy supply is due to their characteristics of being low-density, irregular sources 
and high cost.    
Many combinations of chemical reactions, where water is split into hydrogen and 
oxygen in a closed cycle with heat and electricity being used, have been studied. Such a 
cycle can be created on the basis of the steam conversion of methane. In the latter 
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process, about half the hydrogen is produced from water. Several criteria determine the 
choice of the optimal process for decomposing water. The most important ones are the 
cycle efficiency, the thermodynamic and kinetic characteristics of the individual 
reactions, the availability and cost of the reagents, the compatibility of the reagents and 
structural materials, the safety of the process, ecological considerations, and ultimately 
the economic indicators. 
Figure 1 presents an overview of nuclear-based hydrogen production technologies. 
The main processes for hydrogen production include steam reforming of natural gas, 
catalytic decomposition of natural gas, partial oxidation of heavy oil, coal gasification, 
water electrolysis, thermochemical cycles, and photo-chemical, electrochemical and 
biological processes. The first four processes are based on fossil fuels.  
 
 
Figure 1. Technology options for nuclear hydrogen production (modified from [2]).  
 
A U.S. Department of Energy goal is to identify new technologies for producing 
hydrogen that are more cost effective, without greenhouse gas emissions. 
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Thermochemical cycles are one of the most promising options in these regards. In 
thermochemical cycles, a series of reactions occur in which water is thermally 
decomposed into hydrogen and oxygen and all other chemicals are recycled. Only heat 
and water are consumed. 
 
1.2 Motivation And Objectives 
Thermochemical cycles consist of a series of reactions in which water is thermally 
decomposed and all other chemicals are recycled. Only heat and water are consumed. 
Most thermochemical cycles require process heat at high temperatures, exceeding 850°C-
900°C. Recently, Atomic Energy of Canada Limited and the Argonne National 
Laboratory in the U.S. have been developing low-temperature cycles, designed to 
accommodate heat sources around 500°C-550°C. Such cycles can be more readily 
integrated with nuclear reactors. For this temperature range, the copper-chlorine (Cu-Cl) 
cycle is one of the most promising cycles. Several Cu-Cl cycles have been examined in 
the laboratory and various alternative configurations identified. Proof-of-principle 
experiments that demonstrate the feasibility of the processes have been undertaken and a 
preliminary assessment of the cycle efficiency has demonstrated its potential. 
Hydrogen production via a copper-chlorine thermochemical cycle consists of a series 
of chemical reactions in which water is split into hydrogen and oxygen. This is 
accomplished through reactions involving intermediate copper and chlorine compounds, 
which are recycled. In the study, the reference environment is taken to be at a 
temperature of 25°C and atmospheric pressure (1 atm). The chemical exergy of a 
substance is calculated with property data for the substance and the reference 
environment, with enthalpy and entropy values calculated using Shomate equations.  
The objectives of this study are to define the system and its components as well as 
operational and environmental conditions, to perform a comprehensive thermodynamic 
analysis, using energy and exergy analyses, of a Cu-Cl thermochemical cycle for 
hydrogen production, including the relevant chemical reactions, to evaluate the 
performance of each component/process through energy and exergy efficiencies, and to 
.perform various parametric studies on energetic and exergetic aspects with variable 
reaction and reference-environment temperatures. 
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This thesis also presents a detailed analysis of the general methodology of cost 
estimation for the proposed process, including all cost items with their percentages, the 
factors that affect accuracy, and a scaling method. Furthermore, it evaluates the total 
capital investment and the total overall cost of a Cu-Cl pilot plant with the scaling 
























2.1 Energy and Exergy Analyses 
2.1.1 General Exergy Applications 
Exergy is used as a common currency to assess and compare the reservoirs of 
theoretically extractable work we call energy resources. Resources consist of matter or 
energy with properties different from the predominant conditions in the environment. 
These differences can be classified as physical, chemical, or nuclear exergy. In this 
regard Hermann [3] identified the primary exergy reservoirs that supply exergy to the 
biosphere and quantifies the intensive and extensive exergy of their derivative secondary 
reservoirs, or resources. The interconnecting accumulations and flows among these 
reservoirs were illustrated to show the path of exergy through the terrestrial system from 
input to its eventual natural or anthropogenic destruction. The results were intended to 
assist in evaluation of current resource utilization, help guide fundamental research to 
enable promising new energy technologies, and provide a basis for comparing the 
resource potential of future energy options that is independent of technology and cost [3]. 
Exergetic and thermoeconomic analyses were performed by Kwak et al. [4] for a 500-
MW combined cycle plant. In these analyses, mass and energy balance equations were 
applied to each component of the system. Quantitative balances of the exergy and 
exergetic cost for each component, and for the whole system was carefully considered. 
The exergoeconomic model, which represented the productive structure of the system 
considered, was used to visualize the cost formation process and the productive 
interaction between components. The computer program developed in this study can 
determine the production costs of power plants, such as gas- and steam-turbines plants 
and gas-turbine cogeneration plants. The program can be also be used to study plant 
characteristics, namely, thermodynamic performance and sensitivity to changes in 
process and/or component design variables. 
Energy and exergy analyses of energy consumptions in the industrial sector in South 
Africa have been analyzed by Oladiran et al. [5]. An energy and exergy analysis of a raw 
mill and raw materials preparation unit was performed of a cement plant in Turkey by 
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Utlu et al. [6] using the operating data. Energy and exergy balances of blast furnace iron 
making and DIOS-type direct iron-smelting processes, and exergy losses in these 
processes, are discussed by Ostrovski et al. [7]. Energy and exergy analyses are applied 
by Camdali et al. [8] to a dry system rotary burner with pre-calcinations in a cement plant 
of an important cement producer in Turkey using actual data. The rotary burner includes 
thermal and chemical processes. The first and second-law efficiencies were determined. 
Exergy losses in gasification and combustion of solid carbon were compared by Prins 
et al. [9] by conceptually dividing the processes into several subprocesses: instantaneous 
chemical reaction, heat transfer from reaction products to reactants (internal thermal 
energy exchange) and product mixing. The thermodynamic performance of a water 
electrolysis process for producing hydrogen was investigated by Rosen [10], using both 
energy and exergy analyses. Three cases were considered in which the principal driving 
energy inputs are (i) electricity, (ii) the high-temperature heat used to generate the 
electricity, and (iii) the heat source used to produce the high-temperature heat.  
Bonnet et al. [11] studied the coupling of an Ericsson engine, with a system involving 
natural gas combustion. In designing this plant, they utilized energy, exergy and exergo-
economic analyses. This study focused on the design and the performance of a real 
engine rather than a purely theoretical thermodynamic cycle, and allowed a balancing of 
energy performance with heat exchanger sizes, the plotting of Grassmann exergy 
diagrams, and evaluation of the costs of thermal and electrical energy production 
processes. 
 
2.1.2 Exergy Property Values  
Many applications of exergy to energy systems have been reported, illustrating the 
insights obtainable. The model proposed by Szargut for the calculation of the standard 
chemical exergy of elements and organic and inorganic substances has been revised by 
Rivero et al. [12]. These revised values of standard chemical exergy are compared with 
those of Szargut [12]. A new approach to the exergy analysis was studied by Morosuk et 
al. [13]. Splitting the exergy destruction into endogenous/exogenous and 
unavoidable/avoidable parts represents a new development in the exergy analysis of 
energy conversion systems. This splitting improves the accuracy of exergy analysis, 
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improves the understanding of the thermodynamic inefficiencies and facilitates the 
improvement of a system. An absorption refrigeration machine was used as an 
application example. This refrigeration machine represents the most complex type of a 
refrigeration machine, in which the sum of physical and chemical exergy was used for 
each material stream [13]. A new quantitative structure–property relationship three-
parameter correlation (R2 = 0.9977) of standard chemical exergy for a diverse set of 134 
organic substances was developed by Gharagheizi et al. [14] by application of a genetic 
algorithm search. Gao et al. [15] performed an exergy analysis of a coal-based 
polygeneration system for power and chemical production. The exergy regeneration 
performances of chemical recuperation with CO2-natural gas reforming were presented 
by Cao et al. [16].  
The variations of chemical exergy with ambient temperature from -30°C to 45°C, 
pressure from 0.6 to 1.1 bar and relative humidity (RH) from 10% to 100% were 
investigated by Ertesvag [17] for numerous gaseous fuels and atmospheric gases on the 
basis of Szargut’s model. It was found that the variations are significant. At ambient 
pressure of 1 atm and RH at 70%, the chemical exergy of hydrogen increased 0.7%–0.8% 
per 10°C of lower ambient temperature, while for methane, the increase was 0.25%–
0.30%. For other gaseous hydrocarbons, the increase was 0.08%–0.20%. An error 
analysis verified that the uncertainties in the results were 2–3 orders of magnitude less 
than the results. It was shown that assuming the atmospheric mole fraction of water vapor 
constant when varying the temperature leads to unrealistic and even unphysical results, 
giving an opposite behavior of the model. Calculating the change of chemical exergy 
over certain processes showed that separation of air gases is potentially most efficient in 
cold climates, while water electrolysis to hydrogen is favorable in warmer climates. 
Combustion reactors and fuel cells are potentially most efficient in cold climates. 
The effects on the results of energy and exergy analyses of variations in dead-state 
properties were studied by Rosen et al. [18]. That work involved (i) examination of the 
sensitivities of energy and exergy values to the choice of the dead-state properties and (ii) 
analysis of the sensitivities of the results of energy and exergy analyses of complex 
systems to the choice of dead-state properties. A case study of a coal-fired electrical 
generating station was considered.  
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2.1.3 Exergoeconomic Analyses 
Tsatsaronis et al. [19] presented the exergoeconomic analysis of a novel process 
generating electric energy and hydrogen. Coal and high temperature heat were used as 
input energy to the process. The process is a true ‘‘zero-emission process’’ because (a) no 
NOX is formed during coal combustion with sulfuric acid, and (b) the combustion 
products CO2 and SO2 are removed separately as compressed liquids from the overall 
process. The process cycle is based on two chemical reactions. The first reaction takes 
place in an electrolytic cell and delivers the hydrogen product. In the second step, coal 
reacts with sulfuric acid in a high-pressure combustion reactor. The combustion gas is 
expanded in a gas turbine to produce electric power. The combustion products are 
compressed and separated so that almost pure CO2 can be removed from the cycle. The 
overall process is characterized by very high energetic and exergetic efficiencies. 
However, the overall process is very capital intensive. The electrolytic cell dominates the 
costs associated with the overall process. Detailed results of the thermodynamic 
simulation, the economic and the exergoeconomic analyses of the process including 
estimates of the product costs were presented. 
The definitions of some terms used in exergy analysis and exergy costing were 
presented by Tsatsaronis [20], and he also discussed options for the symbols and 
parameters to be used for exergy and some exergoeconomic variables, and presented the 
nomenclature for the remaining terms [20]. The calculation of avoidable cost rates 
associated with both exergy destruction and capital investment has been described by 
Cziesla et al. [21] and has been applied to the exergoeconomic evaluation of an externally 
fired combined cycle power plant. For each plant component, avoidable and unavoidable 
exergy destructions and investment costs were calculated. The assumptions required for 
these calculations were discussed. Modified exergoeconomic variables assist in 
identifying the real potential of improving single plant components. In addition, some 
aspects of the design and improvement of externally fired combined cycles were 
discussed. The results of this study show that the concepts of avoidable exergy 
destruction and avoidable investment cost are very useful in designing cost-effective 
energy conversion systems [21]. Cziesla et al. [22] studied the increase of cost 
effectiveness in the design of thermal power plants and presented a combination of the 
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iterative exergoeconomic optimization technique with fuzzy inference systems (FIS). The 
development of FIS for the iterative exergoeconomic evaluation and improvement of 
plant components was described. An application to the iterative cost minimization of a 
simple cogeneration plant was discussed. Such case studies show that the application of 
fuzzy logic in exergoeconomics is also very useful. 
Tsatsaronis et al. [23] showed how exergy-related variables can be used to minimize 
the cost of a thermal system. These variables include the exergetic efficiency, the rates of 
exergy destruction and exergy loss, an exergy destruction ratio, the cost rates associated 
with exergy destruction, capital investment and operating and maintenance, a relative 
cost difference of unit costs and an exergoeconomic factor. A simple cogeneration system 
was used as an example to demonstrate the application of an iterative exergy-aided cost 
minimization method. 
An exergoeconomic study of geothermal district heating systems through mass, 
energy, exergy and cost accounting analyses was reported by Ozgener et al. [24] and a 
case study was presented for the Salihli geothermal district heating system (SGDHS) in 
Turkey to illustrate the present method. The relations between capital costs and 
thermodynamic losses for the system components were also investigated. 
Thermodynamic loss rate-to-capital cost ratios were used to show that, for the devices 
and the overall system, a systematic correlation appears to exist between capital cost and 
exergy loss (total or internal), but not between capital cost and energy loss or external 
exergy loss. Furthermore, a parametric study was conducted to determine how the ratio of 
thermodynamic loss rate to capital cost changes with reference temperature and to 
develop a correlation that can be used for practical analyses. The correlations may imply 
that devices in successful district heating systems such as the SGDHS were configured so 
as to achieve an overall optimal design, by appropriately balancing the thermodynamic 
(exergy-based) and economic (cost) characteristics of the overall systems and their 
devices. 
Silveira et al. [25] presented a thermoeconomic analysis of cogeneration plants, 
applied as a rational technique to produce electric power and saturated steam. The 
variables selected for the optimization were the pressure and the temperature of the steam 
leaving the boiler in the case of using steam turbine, and the pressure ratio, turbine 
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exhaust temperature and mass flow in the case of using gas turbines. The equations for 
calculating the capital costs of the components and products were formulated as a 
function of these decision variables. An application of the method using real data of a 
multinational chemical industry located in Sao Paulo state was presented. The conditions 
which establish the minimum cost were presented as the final output.  
The design optimization of a heat exchanger was discussed by d’Accadia et al. [26], 
using a thermoeconomic approach. The investigation was referred to the tube-in-tube 
condenser of a conventional vapor-compression heat pump, with a two phase refrigerant 
flowing in the inner tube and a single-phase fluid flowing in the annulus. A cost function 
to be minimized was introduced, defined as the sum of two contributions: (i) the 
amortization cost of the condenser, related to the heat exchange area;(ii) the operating 
cost of the electric-driven heat pump in which the heat exchanger will work, depending 
on the overall exergy destruction rate in the system. In the paper, this latter contribution 
was related to the local irreversibility rate in the condenser, using the so-called structural 
approach. The optimal trade-off between amortization and operating cost was therefore 
investigated, by minimizing the above-mentioned cost function. A numerical example has 
been discussed, in which, for a commercial heat exchanger, the design improvements 
needed to obtain a cost-optimal configuration are investigated. The analysis was carried 
out for three different refrigerants: R22, R134a and R410A, respectively. 
Valero et al. [27, 28] studied the theoretical background supporting the main ideas of 
the exergy cost accounting and the thermoeconomic in two papers. Part I introduces the 
basic requirements, with a simple example accompanying the dissertations, to calculate 
the exergy and thermoeconomic costs and to perform the thermoeconomic analysis of a 
complex system. The connections with other thermoeconomic approaches and schools 
were briefly explained. Part II presents, as an illustration of the applications of 
thermoeconomic analysis, some of the most interesting applications of costs to the 
operation diagnosis and optimization of a complex system, showing the results on the 
mentioned example presented in Part I. 
Evolution strategy has been combined by Uhlenbruck et al. [29] with a particular 
exergoeconomic method to yield an optimization technique called Exergoeconomically— 
Aided Evolution Strategy. Its application to the optimization of a combined cycle power 
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plant was examined to demonstrate, whether the exergoeconomic method can be used to 
improve the evolutionary optimization technique. It is shown, that there is a benefit on 
the optimization progress under certain conditions. However, there are generally so many 
uncertainties associated with the exergoeconomic method that it cannot be recommended 
as a universal tool for widely computerized process optimization. It remains, however, a 
useful tool for an interactive application by an experienced engineer. 
 
2.1.4 Exergy Efficiency 
The definition of open cycle rational efficiency is unequivocally based on the ratio of the 
actual shaft work output from a power plant to the maximum work that could be obtained 
in a reversible process between prescribed inlet and outlet states. However, different 
constraints may be applied to such an ideal reversible process, and the maximum work 
obtainable will then vary, as will the value of the rational efficiency. This issue is 
discussed by Horlock et al. [30]. In particular, the consequences of defining the outlet 
state for the ideal process are critical. A further complication occurs when water or steam 
is injected into a gas turbine plant. Three definitions of rational efficiency were discussed 
in this paper and some illustrative calculations presented. There are small but significant 
differences between the values of the three derived efficiencies. 
 
2.2 Hydrogen  
2.2.1 Hydrogen Production from uclear Energy 
Others have examined processes for hydrogen production using nuclear energy. A fission 
reactor as a primary energy source with hydrogen as an energy carrier was suggested by 
Torjman et al. [31], and an assessment of hydrogen production from nuclear energy 
presented. A complete nuclear-electro-hydrogen energy system was proposed for a 
medium size city (population of 500,000), and the entire energy requirement was 
assessed including residential, industrial and transportation needs. A preliminary 
economic and environmental impact study was performed on the proposed system.  
Research and development on nuclear hydrogen production using The High 
Temperature Gas-cooled Reactor (HTGR) at Japan Atomic Energy Research Institute 
(JAERI) are presented by Onuki et al. [32]. JAERI has been conducting research and 
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development (R&D) on HTGR and on hydrogen production using HTGR The reactor 
technology has been developed using High Temperature Engineering Test Reactor 
(HTTR) installed at Oarai site of JAERI. HTTR reached its full power operation of 30 
MW in 2001 and demonstrated reactor outlet helium temperature of 950°C in April 2004. 
As for the hydrogen production technology, the thermo-chemical Iodine Sulfur (IS) 
process is under study. The process control method for continuous hydrogen production 
has been examined using a bench-scale apparatus. Also, studies are underway on process 
improvement and on materials of construction to be used in the corrosive environment. 
As for the system integration of HTGR and the hydrogen production plant, research and 
development is underway aiming to develop technologies for safe and economical 
connection. It covers safety technology against explosion, safety technology against 
radioactive materials release, control technology to prevent the thermal disturbance from 
hydrogen production plant to reactor, etc. 
The demonstration experiment for hydrogen production was carried out by an Iodine-
sulfur (IS) process at a laboratory scale by Xinxin et al. [33]. The results confirmed the 
feasibility of the closed-loop operation for recycling all the reactants besides the water, 
H2, and O2. Then the membrane technology was developed to enhance the decomposition 
efficiency. The maximum attainable one-pass conversion rate of HI exceeds 90% by 
membrane technology, whereas the equilibrium rate is about 20%. 
The High-Temperature Gas-Cooled Reactor represents a suitable concept of a future 
nuclear power plant with efficient and economic and safe generation of energy. Its 
potential to produce process heat at high temperatures can be utilized in many industrial 
processes for the generation of hydrogen or other synthetic chemical fuels, which may 
find broadening application on the future world energy markets. In this regard, 
Verfondern et al. [34] presented a description of the German long-term projects 
"Prototype Nuclear Process Heat Reactor Project", in which the technical feasibility of an 
HTGR in combination with coal gasification processes has been proven, and "Nuclear 
Long Distance Energy Transportation". And also the new research activities in Europe 
encouraged and supported by the Commission of the European Union within their 
Framework Programmes have been outlined. The Michelangelo Network has been 
created in 1997 by 19 European partners to elaborate a general European R&D strategy 
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for the further development of the nuclear industry with a strong focus on innovative 
nuclear reactor designs. The Hydrogen Network established in 1999 is working on the 
development of strategies for the introduction of a European hydrogen fuel infrastructure.  
Processes and technologies to produce hydrogen synergistically by the nuclear-heated 
steam reforming reaction of fossil fuels have been reviewed by Hori et al. [35]. Formulas 
of chemical reactions, required heats for reactions, saving of fuel consumption, reduction 
of carbon dioxide emission, and possible processes have been investigated for such fossil 
fuels as natural gas, petroleum and coal. In this investigation, examined is the steam 
reforming processes using the "membrane reformer" and adopting the recirculation of 
reaction products in a closed loop configuration. The recirculation-type membrane 
reformer process was considered to be the most advantageous among various synergistic 
hydrogen production processes. Typical merits of this process are; nuclear heat supply at 
medium temperature around 550°C, compact plant size and membrane area for hydrogen 
production, efficient conversion of a feed fossil fuel, appreciable reduction of carbon 
dioxide emission, high purity hydrogen without any additional process, and ease of 
separating carbon dioxide for future sequestration requirements. The synergistic 
hydrogen production using fossil fuels and nuclear energy can be an effective solution in 
this century for the world which has to use fossil fuels to some extent, according to 
various estimates of global energy supply, while reducing carbon dioxide emission. 
The possibility of a hydrogen production system for fuel cell vehicles, which was 
zero carbon dioxide emission based on nuclear power, was investigated by Kato et al. 
[36]. The reactivity of calcium oxide to carbon dioxide was used for the carbon dioxide 
fixation and also for heat source of fuel reforming in experimental discussion. Methane 
was chosen as the first candidate reactant for steam reforming. Simultaneous reaction of 
methane reforming and carbon dioxide fixation by calcium oxide was demonstrated in a 
reactor packed with a reforming catalyst and calcium oxide. High-purity hydrogen, of 
which the concentration was higher than one at reaction equilibrium of conventional 
reforming, was generated from the reactor under mild operation conditions at temperature 
of 500°C-600°C and under pressure of 101 MPa. The efficiency of the fuel reforming 
system was estimated from the experimental results. The proposed system was expected 
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to be applicable as a hydrogen carrier system in carbon dioxide zero-emission fuel cell 
vehicles based on nuclear power. 
High-temperature helium-cooled reactors are the best understood nuclear technology 
that can supply high-temperature heat for thermal processes for producing hydrogen. The 
GT-MGR reactor – an innovative international modular design of a helium-cooled reactor 
with a gas-turbine cycle – best meets the requirements for hydrogen production and is 
proposed as a basis for a nuclear energy source. In this regard, the technical aspects of the 
proposed application of HTGR as a source of energy for producing hydrogen have been 
analyzed by Mitenkov et al. [37]. The required parameters of the energy obtained from 
HTGR for the presently completed and future hydrogen-production technology were 
examined. The problems and additional R&D work on the use of HTGR at high helium 
temperatures were indicated. 
Forsberg [38] indicated that the infrastructure of H2 consumption is compatible with 
the production of H2 by nuclear reactors. Alternative H2 production processes were 
examined to define the requirements such processes would impose on the nuclear reactor. 
These requirements include supplying heat at a near-constant high temperature, providing 
a low-pressure interface with the H2 production processes, isolating the nuclear plant 
from the chemical plant, and avoiding tritium contamination of the H2 product. A reactor 
concept—the advanced high-temperature reactor—was developed to match these 
requirements for H2 production. 
Hydrogen production with a fast breeder reactor may be attractive as a long-term 
energy source with nuclear fuel breeding. The thermochemical and electrolytic hybrid 
process is one of the hydrogen production methods using a sulfuric acid cycle with the 
maximum temperature at 500°C, which can be supplied by a sodium-cooled fast breeder 
reactor. In this study, a hydrogen production plant with the thermochemical and 
electrolytic hybrid process has been designed by Chikazawa et al. [39], and the hydrogen 
production efficiency has been evaluated. The structural materials of the components in 
the system are steels such as high-Si cast iron, which has good toughness against sulfuric 
acid. High hydrogen production efficiency of 44% (high heating value) has been 
achieved assuming development of high efficiency electrolysis. 
 16
The Japan Atomic Energy Agency (JAEA) has been promoting research and 
development on the hydrogen production technology with a high-temperature gas-cooled 
reactor (HTGR), with a view to contributing to the global warming issue and hydrogen 
energy society in the near future. The system integration technology for connection of the 
hydrogen production system to the HTGR is one of the key technologies to put hydrogen 
production with nuclear energy to commercial use. Research and development on the 
system integration technology has been carried by Inagaki et al. [40] out for four items: 
control technology to maintain reactor operation against thermal disturbance caused by 
the hydrogen production system, estimation of the tritium permeation into the hydrogen 
from the reactor, a countermeasure against explosion, and development of a high-
temperature valve to isolate the reactor and hydrogen production systems in accidents. 
This report describes the research activities on the system integration technology at 
JAEA. 
Nishihara et al. [41] summarized the research and development activities of hydrogen 
production using the high-temperature engineering test reactor (HTTR) in the Japan 
Atomic Energy Research Institute. One of the key issues for the HTTR hydrogen 
production system is the development of control technology for stable operation. A 
thermal load absorber concept using a steam generator installed downstream of a 
reformer is proposed to mitigate a variation of helium temperature. Thermal-hydraulic 
analyses for the start-up operation and the suspension of the feed gas supply to the 
reformer are carried out. These results show that a large variation of the reformer outlet 
helium temperature takes place because of a change of the feed gas flow rate. However, 
the steam generator can mitigate the variation of the helium temperature. It is clarified 
that the HTTR can continue normal operation independently of the feed gas flow rate. 
The molten-salt–cooled Advanced High-Temperature Reactor (AHTR) is a new 
reactor concept designed to provide very high-temperature (750°C to 1000°C) heat to 
enable efficient low-cost thermochemical production of hydrogen (H2) or production of 
electricity. In a paper Forsberg et al. [42] provided an initial description and technical 
analysis of its key features. The proposed AHTR uses coated-particle graphite-matrix fuel 
similar to that used in high-temperature gas-cooled reactors (HTGRs), such as the 
General Atomics gas turbine–modular helium reactor. However, unlike the HTGRs, the 
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AHTR uses a molten-salt coolant and a pool configuration, similar to that of the General 
Electric Super Power Reactor Inherently Safe Module liquid-metal reactor. Because the 
boiling points for molten fluoride salts are near; 1400°C, the reactor can operate at very 
high temperatures and atmospheric pressure. For thermochemical H2 production, the heat 
was delivered at the required near-constant high temperature and low pressure. For 
electricity production, a multi-reheat helium Brayton (gas turbine) cycle, with efficiencies 
>50%, was used. The low-pressure molten-salt coolant, with its high heat capacity and 
natural circulation heat transfer capability, creates the potential for robust safety 
(including fully passive decay-heat removal) and improved economics with passive 
safety systems that allow higher power densities and scaling to large reactor sizes >1000 
MW(electric). 
 
2.2.2 Hydrogen Use, Transportation and Storage  
The present status of the problems of safe storage and use of hydrogen in the world 
hydrogen-energy sector are analyzed by Ryazantsev et al. [43]. In this study, specific 
examples of foreign and domestic designs of atomic-commercial complexes based on 
operating nuclear power plants, viewed as hydrogen producers and users, are presented. 
And also, a method of producing hydrogen accumulators with cartridges which contain 
microcapsules or capillaries, made of high strength materials and filled with hydrogen 
under high pressure (above 100 MPa), is proposed as a promising direction for solving 
storage and use problems. The mechanisms of introducing/extracting hydrogen into/from 
microelements in the space of the accumulators up to a working pressure of 0.2–1 MPa 
are based on diffusion and active thermomechanical principles. 
Ponomarev-Stepnoi [44] examined the methods for obtaining hydrogen and using 
hydrogen in power engineering, transportation, and industry, and methods for handling 
hydrogen (storage and safety). The concept of nuclear-hydrogen power – using the 
energy generated by nuclear reactors to produce hydrogen and using this hydrogen in 
power engineering and industry – is presented. The development of nuclear-hydrogen 
power will contribute to global energy security and decrease the demand for fuels which 
affect climate change on our planet. The technologies needed for nuclear-hydrogen power 
to become a reality – high-temperature nuclear reactors, apparatus for the efficient 
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production of hydrogen from water, hydrogen fuel cells, chemothermal converters, and 
hydrogen storage and shipment technology – are analyzed. 
The cost of delivered hydrogen includes production, storage, and distribution. For 
equal production costs, large users (>106 m3/day) will favor high-volume centralized 
hydrogen production technologies to avoid collection costs for hydrogen from widely 
distributed sources. Potential hydrogen markets were examined by Forsberg [45] to 
identify and characterize those markets that will favor large-scale hydrogen production 
technologies. The two high-volume centralized hydrogen production technologies are 
nuclear energy and fossil energy with carbon dioxide sequestration. The potential markets 
for these technologies are: (1) production of liquid fuels (gasoline, diesel and jet) 
including liquid fuels with no net greenhouse gas emissions and (2) peak electricity 
production. The development of high-volume centralized hydrogen production 
technologies requires an understanding of the markets to (1) define hydrogen production 
requirements (purity, pressure, volumes, need for co-product oxygen, etc.); (2) define and 
develop technologies to use the hydrogen, and (3) create the industrial partnerships to 
commercialize such technologies. 
Thermochemical and electrical decomposition of water have been studied by 
Karasawa [46] as a hydrogen source. In their study, the cost of hydrogen supply for 
transportation usage was evaluated. The total cost for a centralized hydrogen production 
consisted of production cost, delivery cost, and station cost. The total cost for hydrogen 
production using nuclear energy can be at least comparable to that of steam-methane 
reforming, if the cost of carbon dioxide fixation was included. The delivery cost can be 
reduced by optimizing the size of hydrogen production and delivery distances. The 
hydrogen station cost was found out to be about 50% of the hydrogen supply cost. The 
optimum thermal power of nuclear power plants for hydrogen production was estimated 
based on the cost evaluation. 
Kreith et al. [47] presented a critical analysis of all the major pathways to produce 
hydrogen and to utilize it as an energy carrier to generate heat or electricity. The 
approach taken is to make a cradle to grave analysis including the production of 
hydrogen, the conversion of hydrogen to heat or electricity, and finally the utilization of 
that heat or electricity for a useful purpose. Their methodology shows that no currently 
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available hydrogen pathway, irrespective of whether it uses fossil fuels, nuclear fuels, or 
renewable technology as the primary energy source to generate electricity or heat is as 
efficient as using the electric power or heat from any of these sources directly. 
Furthermore, electric vehicles using batteries to store electricity were shown to be more 
efficient and less polluting than fuel cell powered vehicles using energy stored in 
hydrogen. 
A fuel cycle model—called the Greenhouse gases, Regulated Emissions, and Energy 
use in Transportation (GREET) model—has been developed by Wu et al. [48] to evaluate 
well-to-wheels (WTW) energy and emission impacts of motor vehicle technologies 
fueled with various transportation fuels. The GREET model contains various hydrogen 
(H2) production pathways for fuel cell vehicle (FCV) applications. In this study, the 
GREET model was expanded to include four nuclear H2 production pathways: (a) H2 
production at refueling stations via electrolysis using light water reactor–generated 
electricity, (b) H2 production in central plants via thermochemical water cracking using 
heat from a high-temperature gas-cooled reactor (HTGR), (c) H2 production in central 
plants via high-temperature electrolysis using HTGR-generated electricity and steam, and 
(d) H2 production at refueling stations via electrolysis using HTGR-generated electricity. 
The WTW analyses of these four options include these stages: uranium ore mining and 
milling, uranium yellowcake transportation, uranium conversion, uranium enrichment, 
uranium fuel fabrication, uranium fuel transportation, electricity or H2 production in 
nuclear power plants, H2 transportation, H2 compression, and H2 FCV operation. Their 
well-to- pump results show that significant reductions in fossil energy use and 
greenhouse gas (GHG) emissions are achieved by nuclear-based H2 compared to natural 
gas– based H2 production via steam methane reforming for a unit of H2 delivered at 
refueling stations. When H2 is applied to FCVs, the WTW results also showed large 
benefits in reducing fossil energy use and GHG emissions. 
Sakurai et al. [49] described transportation cost of the nuclear off-peak power for a 
hydrogen production based on water electrolysis in Japan. The power could be obtainable 
by substituting hydropower and/or fossil fueled power supplying peak and middle 
demands with nuclear power. The transportation cost of the off-peak power was 
evaluated to be 1.42 ¥/kWh (1 US$ is equivalent to in about 115 Japanese Yen (¥) at the 
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end of 2005) when an electrolyser receives the off-peak power from a 6 kV distribution 
wire. Marked reduction of the cost was caused by the increase of the capacity factor. 
 
2.2.3 Life Cycle Assessment 
A life cycle assessment (LCA) of one proposed method of hydrogen production—the 
high temperature electrolysis of water vapor has been presented by Utgikar et al. [50]. In 
this study it has been shown that, high temperature electrolysis offers significant 
thermodynamic and kinetic advantages and higher energy efficiency over the electrolysis 
conducted at lower temperatures. And also the various alternative hydrogen production 
processes have been discussed briefly, followed by the description of high temperature 
electrolysis process and its life cycle assessment. 
A life cycle assessment of one such system, which utilizes nuclear energy to drive the 
ISPRA Mark 9 thermochemical cycle, was presented by Utgikar et al. [51]. The results of 
the LCA were presented in terms of the emissions of greenhouse gases (CO2-equivalent) 
and acid gases (SO2-equivalent). The contributions of the thermochemical plant to the 
emissions were determined through the estimation of material and energy requirements 
for chemical inventory, raw materials consumption and plant fabrication/installation. The 
greenhouse gas emissions from the system were 2515 g CO2-equivalent kg
−1 H2 produced 
and acid gas emissions 11.252 g SO2-equivalent kg
−1 H2 produced. A comparison of this 
hydrogen production route with other routes, including steam reforming of methane and 
high-temperature electrolysis, was also presented in the paper. 
A comparative hybrid life cycle assessment was conducted by Solli et al. [52] to 
evaluate two different methods for hydrogen production. The environmental impacts 
from nuclear assisted thermochemical water splitting were compared to hydrogen 
production from natural gas steam reforming with CO2 sequestration. The results show 
that the two methods have significantly different impacts. The nuclear alternative has 
lower impacts on global warming potential, acidification and eutrophication, and much 
higher impacts from radiation and human toxicity. A weighting procedure was not 
applied, hence no overall “winner” can be proclaimed. The relative importance of the 
different impacts remains a challenge for decision makers. Further, the assessment has 
demonstrated the importance of including services in a comparative assessment. Ordinary 
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process LCA may produce distorted results, since a larger fraction of life cycle impacts 
may occur outside the system boundaries in one study compared to another due to 
different fractions of service inputs. 
 
2.2.4 Safety Issues  
Hydrogen is not an uncommon issue in Nuclear Safety analysis, particularly in relation to 
severe accidents. On the other hand, hydrogen is a household name in the chemical 
industry, particularly in oil refineries, and is also a well known chemical element 
currently produced by steam reforming of natural gas, and other methods (such as coal 
gasification). In the not-too-distant future, hydrogen will have to be produced (by 
chemical reduction of water) using renewable and nuclear energy sources. In particular, 
nuclear fission seems to offer the cheapest way to provide the primary energy in the 
medium term. Safety principles are fundamental guidelines in the design, construction 
and operation both of hydrogen facilities and nuclear power plants. When these two 
technologies are integrated, a complete safety analysis must consider not only the safety 
practices of each industry, but any interaction that could be established between them. In 
particular, any accident involving a sudden energy release from one of the facilities can 
affect the other. Release of dangerous substances (chemicals, radiotoxic effluents) can 
also pose safety problems. Although nuclear-produced hydrogen facilities will need 
specific approaches and detailed analysis on their safety features, a preliminary approach 
is presented by Piera et al. [53].  
The High-Temperature Engineering Test Reactor (HTTR) in Oarai, Japan, has the 
potential to demonstrate the production of hydrogen by steam reforming and using 
nuclear process heat as primary energy input. Particular safety aspects for such a 
combined nuclear/chemical complex have been investigated by Verfondern et al. [54] 
such as fire and explosion hazard at presence of flammable gases near the reactor 
building. A methane vapor cloud in the open atmosphere or partially obstructed areas is 
highly unlikely to detonate and damage the reactor building. Theoretical assessments and 
experimental studies significant to the HTTR-steam reforming system include the 
spreading and combustion behavior of cryogens and flammable gases providing the basis 
for a comprehensive safety analysis of the nuclear/chemical facility. 
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It is important to grasp the explosion characteristics of object gases: natural gas and 
methane, in order to evaluate the influence of a gas explosion accident in the HTTR 
hydrogen production system on the reactor. Inaba et al. [55] carried out explosion 
experiments of the object gases in semi-open space, and verified a numerical analysis 
code for the simulation of the explosion accident. It was confirmed that NG–air mixture 
or methane-air mixture in semi-open space did not result in DDT although 10 g of C-4 
explosive was used as an ignition source, and the numerical results agreed relatively with 
the experimental results.  
One of the most important safety design issues for a hydrogen production system 
coupling with a high-temperature gas-cooled reactor (HTGR) is to ensure reactor safety 
against fire and explosion accidents because a large amount of combustible fluid is dealt 
with in the system. The Japan Atomic Energy Research Institute has a demonstration test 
plan of a hydrogen production system by steam reforming of methane coupling with the 
high-temperature engineering test reactor (HTTR). In the plan, they developed the P2A 
code system to analyze event sequences and consequences in detail on the fire and 
explosion accidents assumed in the HTGR or HTTR hydrogen production system Inaba 
et al. [56]. The paper describes the three accident scenarios assumed in the system, the 
structure of P2A (a code system developed to analyze event sequences and consequences 
in detail on the fire and explosion accidents assumed in the systems), the analysis 
procedure with P2A, and the results of the numerical analyses based on the accident 
scenarios. It is shown that P2A is a useful tool for the accident analysis in the system. 
A probabilistic safety assessment was developed by Nelson et al. [57] for a steam-
methane reforming hydrogen production plant linked to a high-temperature gas-cooled 
nuclear reactor (HTGR). Their work is based on the Japan Atomic Energy Research 
Institute’s (JAERI) High Temperature Engineering Test Reactor (HTTR) prototype in 
Japan. The objective of this paper is to show how the PSA can be used for improving the 
design of the coupled plants. A simplified HAZOP study was performed to identify 
initiating events, based on existing studies. The results of the probabilistic safety 
assessment show that the average frequency of an accident at this complex that could 
affect the population is 7×10−8 year−1 which was divided into the various end states. The 
dominant sequences are those that result in a methane explosion and occur with a 
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frequency of 6.5×10−8 year−1, while the other sequences are much less frequent. The 
health risk presents itself if there are people in the vicinity who could be affected by the 
explosion. This analysis also demonstrates that an accident in one of the plants has little 
effect on the other. This is true given the design base distance between the plants, the fact 
that the reactor is underground, as well as other safety characteristics of the HTGR. 
 
2.2.5 Hydrogen Economy 
What is the future of hydrogen produced from nuclear energy? Assuming that 
economically competitive nuclear H2 can be produced, production of hydrogen may 
become the primary use of nuclear energy and the basis for both a nuclear-hydrogen 
renewable (solar, wind, etc.) energy economy and a nuclear-hydrogen transport system. 
The technical and economic issues are described by Forsberg [58]. In a nuclear-hydrogen 
renewable energy economy, nuclear energy is used to produce H2 that is stored and 
becomes the energy-storage component of the electrical generating system. The stored 
hydrogen replaces piles of coal and tanks of liquid fuel. Capital-intensive renewable 
energy sources and nuclear reactors produce electricity at their full capacity. The stored 
hydrogen is used in fuel cells to produce the highly variable quantities of electricity 
needed to fill the gap between the electricity demand by the customer and the electricity 
generated by the rest of the electrical generating system. Hydrogen is also used to 
produce the liquid or gaseous transport fuels. This energy-system architecture is a 
consequence of the fundamental differences between the characteristics of electricity 
(movement of electrons) and those of hydrogen (movement of atoms). Electricity can be 
generated, transformed, and used economically on either a small or a large scale. 
However, it is difficult to generate, store, and transform hydrogen economically on a 
small scale. This distinction favors the use of large-scale nuclear systems for hydrogen 
production. 
Hydrogen is becoming the reference fuel for future transportation. However, 
hydrogen production either directly or indirectly needs to satisfy three criteria: no 
associated emissions, including CO2; wide availability; and affordability. Water 
electrolysis is the only available technology today able to meet the first and second 
criteria. The third criterion includes costs of electrolysis and electricity. The primary 
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requirements for affordable electrolysis are low capital cost and high utilization. 
Consequently, the electricity supply must enable high utilization as well as being itself 
low-cost and emissions-free. The only proven, large-scale source of electricity is evolved 
nuclear technologies, producing electricity at rates competitive with today’s CO2-
emitting, fossil-fueled technologies. As an example, Miller et al. [59] showed sustainable 
deployment using cogeneration in a typical competitive power market. 
A thermal source for hydrogen production is an attractive utilization of nuclear 
energy. Hydrogen production from natural gas is a promising method in an early stage of 
hydrogen society, though hydrogen production with water splitting without carbon 
dioxide emission is the final goal. Steam methane reforming is a well-known method for 
producing hydrogen from natural gas. A hydrogen separation membrane makes the 
reforming temperature much lower than that of the equilibrium condition, and a sodium-
cooled fast reactor, which supplies heat at; 500°C, can be used as a heat source for 
hydrogen production. In this study, a hydrogen production plant with the membrane 
reforming method using a sodium-cooled reactor as a thermal source has been designed 
by Chikazawa et al. [60], and its economic potential has been roughly evaluated. The 
hydrogen production cost has been estimated to be about $1.67/kg, achieving the 
economic target of $1.7/kg. The construction cost is largely shared by the reformers’ cost, 
and it can be decreased using a more efficient hydrogen separation membrane. This 
shows that steam methane reforming hydrogen production with a sodium-cooled reactor 
has high economical potential. 
Potential future hydrogen market and possible applications of fusion were analyzed 
by Konishi [61]. Hydrogen is expected as a major energy and fuel medium for the future, 
and various processes for hydrogen production can be considered as candidates for the 
use of fusion energy. In order to significantly contribute to reduction of CO2 emission, 
fusion must be deployed in developing countries, and must substitute fossil based energy 
with synthetic fuel such as hydrogen. Hydrogen production processes will have to 
evaluated and compared from the aspects of energy efficiency and CO2 emission. Fusion 
can provide high temperature heat that is suitable for vapor electrolysis, thermo-chemical 
water decomposition and steam reforming with biomass waste. That is a possible 
advantage of fusion over renewables and Light water power reactor. Despite of its 
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technical difficulty, fusion is also expected to have less limitation for siting locations in 
developing countries. Under environmental constraints, fusion has a chance to be a major 
primary energy source, and production of hydrogen enhances its contribution, while in 
“business as usual”, fusion will not be selected in the market. Thus if fusion is to be 
largely used in the future, meeting socioeconomic requirements would be important. 
The energy needs of a hydrogen economy were quantified by Bossel [62]. Only 20%–
25% of the source energy needed to synthesized hydrogen from natural compounds can 
be recovered for end use by efficient fuel cells. Because of the high energy losses within 
a hydrogen economy the synthetic energy carrier cannot compete with electricity. As the 
fundamental laws of physics cannot be changed by research, politics or investments, a 
hydrogen economy will never make sense. 
 
2.2.6 Hydrogen Production by Electrolysis  
A hybrid thermochemical electrolytic process for hydrogen production based on the 
reverse Deacon reaction has been studied by Simpson et al. [63]. Development has been 
initiated on a three-reaction, hybrid thermochemical-electrolytic process for splitting 
water into hydrogen and oxygen. This process can be run at 500°C, making it suitable for 
linking to nuclear reactors that run colder than the very highest temperature gas cooled 
reactors. This feature also makes the materials requirements less stringent than for high 
temperature cycles, many of which require temperatures in the range of 800°C–900°C. 
The process consists of three reactions—two thermochemical and one electrolytic. The 
thermochemical reactions sum to the reverse Deacon reaction. The electrolytic step 
involves the electrolysis of anhydrous HCl. The estimated energy savings for this process 
relative to electrolysis of water are in the vicinity of 15%, due to the low energy 
requirements of anhydrous HCl electrolysis. Preliminary experimental results indicate 
that a silicalite-supported catalyst for the reverse Deacon reaction has the potential of 
promoting fast reaction kinetics and long-term stability of the solids. 
The hybrid sulfur cycle (often called the Westinghouse cycle) for decomposing water 
into hydrogen and oxygen has two steps. The sulfuric acid is decomposed into steam and 
sulfur trioxide, which is further decomposed into sulfur dioxide and oxygen at high 
temperature (1100 K). Hydrogen is produced by electrolysis of a sulfur dioxide and water 
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mixture at low temperature, which also results in the formation of oxygen and sulfuric 
acid. In this regard, separation of decomposed products and internal heat recuperation 
were examined by Jeong et al. [64], and ways to optimize the energy efficiency of the 
hybrid cycle were explored by varying the electrolyzer acid concentration, decomposer 
acid concentration, pressure and temperature of the decomposer, and the internal heat 
recuperation. The analysis was based on currently available experimental data for the 
electrode potential. A cycle efficiency of 45.3% [lower heating value (LHV)] appears to 
be achievable at 1100 K (10 bar, 1100 K, and 60% mol of H2SO4 for the decomposer, 
60% wt of H2SO4 for the electrolyzer). For a maximum temperature of 1200 K, 50.5% 
(LHV) appears to be the achievable cycle efficiency (10 bar, 1200 K, and 60% mol of 
H2SO4 for the decomposer, 60% wt of H2SO4 for the electrolyzer). Operation under 
elevated pressures (70 bar or higher) results in loss of cycle efficiencies due to lower 
yield of the SO2 in the decomposer but minimizes equipment size and possibly capital 
cost. However, the loss in efficiency as pressure increases is not large at high temperature 
(1200 K) compared to that at low temperatures (1000 K to 1100 K). Therefore, high-
pressure operation for minimizing capital investment would be favored only if the high 
temperature can be accommodated. The major factors that can affect the cycle efficiency 
are reducing the electrode overpotential and having structural materials that can 
accommodate operation at high temperature and high acid concentration. 
Hydrogen production using high-temperature steam electrolysis (HTSE) supported by 
a supercritical CO2 (SCO2) recompression Brayton cycle that is directly coupled to an 
advanced gas-cooled reactor (AGR) has been proposed by Yildiz et al. [65]. The system 
features and efficiency were analyzed in a parametric fashion. The analysis includes the 
influence of the major components’ performance and the component integration in a 
proposed plant layout. The configuration, HTSE-SCO2-AGR, with thermal recuperation 
from the product gas streams and an intermediate heat exchanger between the turbine exit 
and the feedwater stream was found to offer excellent thermal efficiency, operational 
flexibility, and expected cost. The HTSE average process temperature is 900°C, and the 
hydrogen pipeline delivery pressure was assumed to be 7 MPa for the evaluation of the 
plant performance. The reactor exit temperature and the SCO2 cycle turbine inlet 
temperature are the same as those for the SCO2 recompression cycle design: 550°C to 
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700°C. The 900°C at the HTSE unit, which is higher than the reactor exit temperature, 
was achieved with recuperative and electrical heating. HTSE is assumed to operate 
within 80% to 90% voltage efficiency at 1 atm to 7 MPa pressure. A parametric analysis 
of these operating conditions showed that the system can achieve 38.6% to 48.2% low 
heating value of net hydrogen production energy efficiency. The extensive experience 
from commercial AGRs, the compactness of the SCO2 power conversion system, and the 
progress in the electrolysis cell materials field can help the economical development of a 
future recuperative HTSE-SCO2- AGR. The major research and development needs for 
this plant concept are materials processing for the durability and efficiency of the HTSE 
system, the design update of the AGR with advanced materials to resist high-pressure 
CO2 coolant, thermal hydraulics of CO2 at supercritical pressures, and detailed 
component design for system integration. 
An experimental program was under way to assess the performance of solid-oxide 
cells operating in the steam electrolysis mode for hydrogen production in a temperature 
range from 800°C to 900°C (by O’brien et al. [66]). This temperature range is consistent 
with the planned coolant outlet temperature range of advanced nuclear reactors. Results 
were obtained from two multiple-cell planar electrolysis stacks with an active area of 64 
cm2 per cell. The electrolysis cells were electrolyte-supported, with scandia stabilized 
zirconia electrolytes (140 mm thick), nickel cermet steam/hydrogen electrodes, and 
manganite oxygen-side electrodes. The metallic interconnect plates were fabricated from 
ferritic stainless steel. The experiments were performed in a range of steam inlet mole 
fractions (0.1 to 0.6), gas flow rates (1000 to 4000 standard cubic centimeters per 
minute), and current densities (0 to 0.38 A/cm2). Steam consumption rates associated 
with electrolysis were measured directly using inlet and outlet dew point instrumentation. 
Cell operating potentials and cell current were varied using a programmable power 
supply. Values of area-specific resistance and stack internal temperatures were presented 
as a function of current density. Initial stack-average area-specific resistance values <1.5 
Ω.cm2 were observed. Hydrogen production rates in excess of 200 normal liters per hour 
(nL/h) were demonstrated. Internal stack temperature measurements revealed a net 
cooling effect for operating voltages between the open-cell potential and the thermal 
neutral voltage. These temperature measurements agreed very favorably with 
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computational fluid dynamics predictions. A continuous long-duration test was run for 
1000 h with a mean hydrogen production rate of 177 nL/h. Some performance 
degradation was noted during the long test. Stack performance was shown to be 
dependent on inlet steam flow rate. 
The electrochemical step in two thermochemical cycles for hydrogen production was 
reported by Sivasubramanian et al. [67]. One cycle involves the electrochemical 
oxidation of sulfur dioxide to sulfuric acid (both water and SO2 are reactants). The other 
cycle involves the oxidation of anhydrous hydrogen bromide to bromine (anhydrous HBr 
is the only reactant). In both cycles, protons were reduced at the cathode to produce 
hydrogen. The novelty of this work is that both anode reactions were carried out in the 
gas phase of a proton exchange membrane electrolyzer, which enhances the transport rate 
of reactants to the electrode surface. The HBr process achieved 2.0 A/cm2 at 1.91 V. The 
SO2 process reached 0.4A/cm
2, but behind this current density the cell experienced mass 
transfer limitations of water across the membrane. However, the voltage required to 
achieve 0.4 A/cm2 was 0.835 V, compared to 1.025 V for the HBr process at this current 
density. 
As discussed earlier, at present the most widespread method of producing gaseous 
hydrogen is water electrolysis. However it requires the consumption of large amounts of 
electric energy and therefore the use of hydrogen as fuel is not economically efficient as 
compared with petroleum-based fuel. Lipovestsky [68] offered a new method for 
producing gaseous hydrogen which is called a water dissociation method. It is based on 
the process of electrolytic dissociation of water with subsequent reduction of the 
hydrogen ions by means of the electrons which are released during disintegration of 
hydroxyl ions in the plus electric field created by the hydrogen ions. The external process 
electric circuit is absent in the method of water dissociation, and this reduces 
considerably the specific rates of electric energy consumption as compared with water 
electrolysis, at the same time a number of process advantages is achieved such as 
abandonment of the electrolyte. All this provides for production of hydrogen whose cost 
should be less than the cost of petroleum-based fuel. Along with hydrogen production the 
method ensures the generation of electric and thermal energy. The method is clean 
ecologically. 
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The high-temperature characteristics of the modular helium reactor (MHR) make it a 
strong candidate for producing hydrogen using either thermochemical or high-
temperature electrolysis (HTE) processes. Using heat from the MHR to drive a sulfur-
iodine (SI) thermochemical hydrogen production process has been the subject of a U.S. 
Department of Energy sponsored Nuclear Engineering Research Initiative (NERI) project 
led by General Atomics, with participation from the Idaho National Laboratory (INL) and 
Texas A&M University. While the focus of much of the initial work was on the SI 
thermochemical production of hydrogen, recent activities included development of a 
preconceptual design for an integral THE hydrogen production plant driven by the 
process heat and electricity produced by a 600 MW MHR. In this regard, Harvego et al. 
[69] described ATHENA analyses performed to evaluate alternative primary system 
cooling configurations for the MHR to minimize peak reactor vessel and core 
temperatures while achieving core helium outlet temperatures in the range of 900°C–
1000°C that are needed for the efficient production of hydrogen using either the SI or 
HTE process. The cooling schemes investigated were intended to ensure peak fuel 
temperatures do not exceed specified limits under normal or transient upset conditions, 
and that reactor vessel temperatures do not exceed American Society of Mechanical 
Engineers (ASME) code limits for steady-state or transient conditions using standard 
lightwater reactor vessel materials. Preconceptual designs for SI and HTE hydrogen 
production plants driven by one or more 600 MW MHRs at helium outlet temperatures in 
the range of 900°C–1000°C were described and compared. An initial SAPHIRE model to 
evaluate the reliability, maintainability, and availability of the SI hydrogen production 
plant was also described. Finally, a preliminary flowsheet for a conceptual design of an 
HTE hydrogen production plant coupled to a 600 MW modular helium reactor was 
presented and discussed. 
Intermetallics phases along Mo–Pt phase diagram have been investigated by Stoji´c et 
al. [70] as the cathode materials for the production of hydrogen by electrolysis from 
water KOH solutions, in an attempt to increase the electrolytic process efficiency. These 
materials were compared with conventional cathodes (Fe and Ni), often used in the 
alkaline electrolysis, and also with the intermetallic Ti–Pt. An significant upgrade of the 
electrolytic efficiency using intermetallics in pure KOH electrolyte was achieved in 
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comparison with conventional cathode materials. The effects of those cathode materials 
on the process efficiency were discussed in the context of transition metal features that 
issue from their electronic configuration. 
In continuous search for advanced electrocatalytic materials for the hydrogen 
evolution reaction, based on transition metal series, two types of intermetallic 
compounds, TiPt and MoPt2, were investigated by Kaninski et al. [71] as cathode 
materials. Additionally, ionic activator (i.a.), the mixture of Na-molybdate and 
tris(ethylenediamine)Co(III) chloride, was in situ added into electrolyte, 6 M aqueous 
potassium hydroxide solution. The objective was to qualitatively compare their 
electrocatalytic efficiency evaluated by quasi-potentiostatic and galvanostatic technique. 
Results were presented to show: the Tafel slope, the exchange current density, the 
overpotential needed for a fixed hydrogen production rate and the apparent energy of 
activation. Obtained kinetic parameters reveal advanced catalytic ability of the MoPt2 
over the TiPt cathode towards hydrogen evolution reaction. Also, important step forward 
was achieved by using ionic activator. The presence of Mo and Co species attached to the 
cathode surface was confirmed by XRF analysis. Thus, enhanced catalytic activity was 
assigned to the formation of Mo–Co-based electrodeposit. Results suggest to significant 
catalytic performance of the MoPt2 cathode specially if used with ionic activator in 
alkaline water electrolysis. 
 
2.2.7 Hydrogen Production Performance  
One of the objectives of the high-temperature engineering test reactor (HTTR) is to 
demonstrate the effectiveness of high temperature nuclear heat utilization, which aims to 
extend the application of nuclear heat to non-electric fields, especially to hydrogen 
production. As part of the development of the hydrogen production processes, laboratory-
scale experiments of a high-temperature electrolysis of steam (HTES) had been carried 
out by Hino et al. [72] with a practical electrolysis tube with 12 solid-oxide cells 
connected in series. Using this electrolysis tube, hydrogen was produced at the maximum 
density of 44 Ncm3/cm2h at a electrolysis temperature of 950°C. Thereafter, to improve 
hydrogen production performance, a self-supporting planar electrolysis cell with a 
practical size (80 mm×80 mm of electrolysis area) was fabricated. In the preliminary 
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electrolysis experiment carried out at 850°C, the planar cell produced hydrogen at the 
maximum density of 38 Ncm3/cm2h, and the energy efficiency was almost as high as that 
obtained with the electrolysis tube at 950°C. However, both electrolysis tubes and planar 
cells did not keep their integrity in one thermal cycle. Durability of the solid-oxide cell 
against the thermal cycle is one of the key issues of HTES. 
The Japan Atomic Energy Agency (by e.g., Ohashi et al. [73]) has been planning the 
demonstration test of hydrogen production with the High Temperature Engineering Test 
Reactor (HTTR). In a HTTR hydrogen production system (HTTR-H2), it is required to 
control a primary helium temperature within an allowable value at a reactor inlet to 
prevent a reactor scram. A cooling system for a secondary helium with a steam generator 
(SG) and a radiator was installed at the downstream of a chemical rector in a secondary 
helium loop in order to mitigate the thermal disturbance caused by the hydrogen 
production system. Prior to HTTR-H2, the simulation test with a mock-up test facility has 
been carried out to establish the controllability on the helium temperature using the 
cooling system against the loss of chemical reaction. It was confirmed that the 
fluctuations of the helium temperature at chemical reactor outlet, more than 200 K, at the 
loss of chemical reaction could be successfully mitigated within the target of ±10 K at SG 
outlet. A dynamic simulation code of the cooling system for HTTR-H2 was verified with 
the obtained test data. 
 
2.3 Cost Analyses 
A detailed presentation of data and techniques for preliminary capital cost estimation and 
a cost estimating technique (called the “module technique”) have been presented by 
Brown et al. [74] to estimate the capital and operation costs of a commercial plant for 
thermochemical hydrogen production based on the sulfur-iodine (S-I) cycle [74]. The 
capital and operating costs associated with a small package plant, MBR, for small-scale 
domestic purposes of municipal wastewater treatment was presented by Fletcher et al. 
[75]. Atikol et al. [76] developed a method that utilized local conditions for estimating 
the unit production cost of fresh water for new RO systems to be constructed. Some of 
the most important cost components were the capital cost, electricity cost, and the costs 
related to maintenance, membrane replacement and chemicals.  
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The feasibility of using biomass to provide electricity was investigated and evaluated 
over a capacity range from 5 to 50 MW, taking into account the total capital investments, 
revenues from energy sales, total operating costs, and logistical costs (Caputo et al. [77]). 
A cost analysis based on methods of thermo-economics was applied to a 300 MW 
pulverized coal-fired power plant, located in Yiyang (Hunan Province, China) by Zhang 
et al. [78]. This method, as derived from the second law of thermodynamics, can provide 
a detailed analysis for costs of the power plant, as well as the effects of different 
operating conditions and parameters on the performance of each individual component.  
An economic analysis of a modified dry grind ethanol process, with recycling of 
pretreated and enzymatically hydrolyzed distillers’ grains, was studied by Perkis et al. 
[79]. An exergoeconomic analysis of a novel process to generate electricity and hydrogen 
was presented by Tsatsaronis et al. [80]. Coal and high temperature heat were used as 
input energy sources to the process. 
A thermo-economic optimization method that systematically generates the best 
configurations of an integrated system was presented by Palazzi et al. [81]. In their 
methodology, the energy flows are computed by conventional process simulation 
software. The system is integrated using pinch-based methods that rely on optimization 
techniques. This defines the minimum amount of energy required and it sets the basis to 
design an ideal heat exchanger network. A thermo-economic method is then used to 
compute the integrated system performances, sizes and costs. 
The monthly averaged global solar radiation and sunshine duration data were utilized 
by Rehman et al. [82] to calculate the cost of solar energy generated with PV panels. The 
analysis also includes renewable energy production and economical assessment of a 5 
MW installed capacity photovoltaic-based plant for electricity generation. The study 
utilizes RetScreen software to compute the energy production and economical assessment 
[83]. A generalized modeling tool was used by Rubin et al. [83] to estimate and compare 
the emissions, efficiency, resource requirements and current costs of fossil fuel power 
plants with CCS on a systematic basis. 
The capital and operating costs associated with a small package plant, MBR, for 
small-scale domestic usages were appraised by Fletcher et al. [84]. The analysis 
proceeded through consideration of the estimated amortized capital costs of the plant’s 
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individual components and their installation, coupled with the operating costs, based 
largely on energy demand and residuals management. Energy demand was calculated 
from the aeration and pumping costs, with aeration based on a combination of empirical 
relationships for membrane aeration and mass balances. Also, a modified Activated 
Sludge Model, Version 2, was used for estimating the tank size and sludge generation. 
Historical experience curves were used by Rubin et al. [85] as the basis for 
estimating future cost trends for four types of electric power plants, equipped with CO2 
capture systems: pulverized coal (PC) and natural gas combined cycle (NGCC) plants 
with post-combustion CO2 capture; coal-based integrated gasification combined cycle 






















APPROACH AD METHODOLOGY 
3.1 Chemical Reactions 
When a chemical reaction occurs, the bonds within molecules of the reactants are broken, 
and atoms and electrons rearrange to form products. During chemical reactions mass is 
conserved, so the mass of the products equals the mass of the reactants, even though the 
elements exist in different chemical compounds in the reactants and products. However, 
the number of moles of products may differ from the number of moles of reactants.  
The conservation of energy principle applies whether or not a chemical reaction 
occurs within the system. However, the methods used for evaluating the properties differ 
somewhat for reacting and nonreacting systems. In thermodynamic property tables for 
nonreacting system, values for specific internal energy u, enthalpy h, and entropy s are 
given relative to some arbitrary datum state where the enthalpy (or alternatively the 
internal energy) and entropy are set to zero. This approach is satisfactory for evaluations 
involving differences in property values between states of the same composition, for then 
the arbitrary datum cancel. However, when a chemical reaction occurs, reactants change 
and products are formed, so differences cannot be calculated for all substances involved. 
For reacting systems, it is necessary to evaluate quantities like h, u, and s so there are no 
inconsistencies in properties.  
An enthalpy datum for the study of reacting systems can be established by assigning 
arbitrarily a value of zero to the enthalpy of the stable elements at a state called the 
standard reference state and defined by T0 = 298.15 K and P0 = 1 atm. Note that only 
stable elements are assigned a value of zero enthalpy at the standard state. The term 
stable simply means that the particular element is in a chemically stable form. 
Using such a datum, enthalpy values can be assigned to compounds for use in the 
study of reacting systems. The enthalpy of a compound at the standard state equals its 
enthalpy of formation, symbolized ofh . The enthalpy of formation is the energy released 
or absorbed when the compound is formed from its elements, the compound and elements 
all being at T0 and P0. The specific enthalpy of a compound at a state other than the 
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standard state is found by adding the specific enthalpy change between the standard state 
and the state of interest to the enthalpy of formation. 
Several considerations enter when writing energy balances for systems involving 
chemical reaction. Some of these apply generally, without regard for whether reaction 
takes place. For example, it is necessary to determine work and heat transfers, as well as 
the importance of kinetic and potential energy. Other considerations relate to the 
occurrence of combustion or other reactions. For example, it is important to know the 
states and conditions of the reactants before reaction occurs, and if they are premixed. 
The state of the products also must be assessed, e.g., if water formed on reaction has 
condensed.  
 
3.2 Energy and Exergy Efficiencies 
Systems or devices designed to do work by utilization of a chemical reaction process, 
such as thermochemical cycles and power plants, invariably have irriversibilities and 
losses associated with their operation. Accordingly, actual devices produce work equal to 
only a fraction of the maximum theoretical value that might be obtained in idealized 
circumstances.  
The real thermodynamic inefficiencies in a thermal system are related to exergy 
destruction and exergy loss. An exergy analysis identifies the system components with 
the highest exergy destruction and the processes that cause them. However, only a part of 
the exergy destruction in a component can be avoided. A minimum exergy destruction 
rate for each system component is imposed by physical, technological, and economic 
constraints. The difference between the total and the unavoidable exergy destruction rate 
represents the avoidable exergy destruction rate, which provides a realistic measure of the 
potential for improving the thermodynamic efficiency of a component. 
Efficient use of energy is a significant contributor to any plan for meeting the 
growing energy demand. Therefore, it is essential to evaluate the alternative technologies 
for nuclear hydrogen production in terms of their energy and exergy efficiencies at the 
production stage. The overall efficiency performance of the alternative routes for using 
nuclear energy for this purpose depends on the operating temperature, conversion 
efficiency of the process, and complexity of the plant systems. The overall choice will 
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depend on the cost of the process as well as the efficiency. Therefore, efficiency is a 
factor that also relate to the cost of the technology.  
The performance of systems intended to do work can be obtained as the ratio of the 
actual work developed to the maximum theoretical work. This ratio is a type of exergetic 
(second law) efficiency. The relatively low exergetic efficiency exhibited by many 
common power-producing devices suggests that thermodynamically thriftier ways of 
utilizing the fuel to develop power might be possible. However, efforts in this direction 
must be tempered by the economic imperatives that govern the practical application of all 
devices. The trade-off between energy savings and the additional costs required to 
achieve those savings must be carefully weighed.  
 
3.3 Cost Analyses 
Reducing the cost and environmental impact of hydrogen production is a key challenge 
facing the future transition to a hydrogen economy. Nuclear heat could be harnessed for 
large-scale hydrogen production with a thermochemical cycle. The Cu-Cl cycle could be 
potentially coupled with nuclear reactors to achieve higher efficiencies and lower costs of 
hydrogen production than any other conventional technology. However, scaling up from 
small test tube and lab-scale experiments to larger pilot or commercial scales of hydrogen 
production requires an economic analysis to determine the overall viability of a 
thermochemical pilot plant. This thesis performs an economic analysis of a Cu-Cl pilot 
plant, including capital costs, administrative salaries, product-distribution costs, and so 
forth. 
Determination of the necessary investment and capital costs is an important step 
before construction of a pilot plant for any industrial process. The total investment for 
any process consists of the fixed-capital investment for the physical equipment and 
facilities in the plant, plus the working capital for cash flow that must be available to pay 
salaries, maintain inventory, and handle other special items requiring a direct cash outlay. 
Therefore, detailed consideration should be given to the analysis of costs in an industrial 
design process, as it involves capital costs, manufacturing costs, and general expenses 
such as income taxes. It is important to have capital cost estimates that are as accurate as 
possible to have a good understanding of the economic feasibility of the project. Also, it 
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is important to use consistent estimation techniques so that different alternatives can be 
compared on the same basis, and comparisons can be made between projects. This thesis 
has these two objectives; reasonable accuracy, given of a lack of any actual data for such 
a plant, and consistency. Thus, in order to obtain as accurate as possible the overall cost, 
we must take into consideration the factors of price fluctuations, company policies, 
governmental regulations, etc. as they affect the investment and production costs. 
The total equipment cost is one of the major costs involved in any chemical plant. 
Generally, standard types of tanks, reactors, or other equipment are used, and a 
substantial reduction in cost can be made by utilizing idle equipment, or by purchasing 
used equipment. If new equipment is required, several independent quotations are 
normally obtained from different manufacturers. Prices may vary widely from one vendor 
to another and over time. This fluctuation factor must be considered when the capital cost 
is determined. Up-to-date prices and fluctuations are important factors in the cost 
analysis.  
Different policies of individual companies have a direct impact on costs. For 
example, there may be strict safety regulations and these must be met in every aspect. 
Accounting procedures and methods for determining the depreciation costs vary among 
different companies. The company policies with respect to labor unions should also be 
considered, because these will affect overtime labor charges and the type of work the 
operators or other employees can perform. Labor-union policies may even affect the 
amount of wiring and piping that can be used on a piece of equipment, before it is 
brought into the plant. Thus, they may have a direct effect on the total cost of installed 
equipment. Another important factor in costs is the fraction of total available time, during 
which a process is in operation. When equipment stands idle for an extended period of 
time, the labor costs are generally low. However, other costs such as those for 
maintenance, protection, and depreciation, continue even though the equipment is not in 
active use.  
The operating time, rate of production, and sales demand are closely inter-related. 
An ideal plant should operate under a time schedule which gives the maximum 
production rate, while maintaining the highest profitability. In this manner, the total cost 
per unit of production is kept near a minimum because the fixed costs are utilized to the 
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fullest extent. This ideal method of operation is based on the assumption that the sales 
demand is sufficient to absorb all of the material produced. If the production capacity of 
the process is greater than the sales demand, the operation can be carried out at a reduced 
capacity, or periodically at full capacity.  
Federal or local governments may have regulations and restrictions that have a direct 
effect on industrial costs. Some examples are import and export tariff regulations, 
restrictions on permissible depreciation rates, and income-tax regulations. Therefore, 
governmental policies with respect to capital gains, effects of governmental regulations 
on cost, and gross earnings tax should be included when costs are determined. Each 
company has its own method for meeting these regulations, but changes in the laws or 
economic conditions of the company require constant surveillance, if minimal costs are to 





















A conceptual layout of a Cu-Cl pilot plant is illustrated in Figure 2. Thermochemical 
water decomposition, potentially driven by nuclear heat with a copper-chlorine cycle, 
would split water into hydrogen and oxygen through intermediate copper and chlorine 
Figure 2. Conceptual layout of a thermochemical Cu-Cl hydrogen production cycle 




































































































compounds. This cycle consists of three thermal reactions and one electrochemical 
reaction. The cycle involves five steps: (1) the HCl(g) production step using such 
equipment as a fluidized bed, (2) the oxygen production step, (3) the copper (Cu) 
production step, (4) the drying step, and (5) the hydrogen production step. A chemical 
reaction takes place in each step, except the drying step. The chemical reactions form a 
closed internal loop that re-cycles all of the copper-chlorine compounds on a continuous 
basis, without emitting any greenhouse gases externally to the atmosphere. The five steps 
the copper-chlorine cycle are described in Table 1. The Cu-Cl cycle is one of the most 
promising ways to produce hydrogen efficiently, without emitting any greenhouse gases 
to the atmosphere. 
 








































Powder/granular CuCl and H2O + V 
Cu and slurry containing H2O+CuCl2 
4 CuCl2(aq)→CuCl2(s) >100 101 
Feed: 
Output: 
Slurry containing CuCl2(aq)+Q 







Electrolytic Cu + dry HCl + Q 




5.1 Energy and Exergy Analyses 
In this section, we start with analyzing overall system, and then we will examine 
subsystems in detail in the following subsections. During these analyses, we assume that: 
• Reference environment temperature (T0) and pressure (P0) are 25°C and 1 atm, 
respectively.  
• In all chemical reactions, reactants and products are at the reaction temperature 
and a pressure of 1 atm. 
• All processes occur at steady state.  
• All processes are adiabatic.  
• All processes proceed to completion.  
• The analysis considers one mol of hydrogen produced per cycle, so all quantities 
are provided in terms of per mol of hydrogen produced.  
• The thermodynamic data for CuO*CuCl2 were not available, so enthalpies and 
entropies are calculated for an equimolar mixture of CuCl2 and CuO.  
Since mass is conserved in chemical reactions, the mass of products and reactants are 
equal and the mass balance can be expressed as follows: 
 
productsreactantsoutin mmmm &&&& == or                                                                                          (1) 
 
The heat transfer for a chemical process involving no work interaction W is 
determined from the energy balance systemoutin E∆EE
&&& =−  applied to the system with W = 
0. For a steady state reaction process, the energy balance reduces to 
 
( ) ( )∑ ∑ −+−−+=−= RfRPfPRp hhhnhhhnHHQ oooo                                                  (2) 
 
Also, the exergy balance for a process involving chemical reactions can be written as 
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systemndestructiooutin ExExExEx ∆=−−∑∑                                                                          (3) 
 
For a steady-state system, systemEx∆  is zero. The exergy associated with a process at a 
specified state is the sum of two contributions: thermomechanical and chemical [87]. 









000                                                                       (4) 
 
Here, the underlined term is the thermomechanical contribution and 
ch
ex  is the chemical 
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where Q is the heat that interacts with the system (negative for exothermic reactions). For 
the chemical reactions in the Cu-Cl cycle, it is reasonable to assume the specific kinetic 
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After writing mass, energy and exergy balances for the chemical reaction in each 
step, enthalpy and entropy values of each compound are evaluated with Shomate 







































**)ln(*                                                     (8) 
 
where T is 1/1000 of the specified temperature (in K) of compound and A, B, C, D, E, F, 
G and H are constants, given in Table 2 for each compound. 
 




With the specific enthalpy and entropy values, we can calculate the specific chemical 
exergy 
ch
ex  value of each compound. Evaluating the thermomechanical contributions can 
be thought of as bringing the system without change in composition from the specified 
state to T0 and P0, the condition where the system is in thermal and mechanical 
equilibrium with the reference-environment. Depending on the nature of the system, this 
may be a real or hypothetical condition.  
The chemical exergy based on a typical exergy reference environment exhibiting 
standard values of the environmental temperature T0 and pressure P0 such as 298.15 K 
and 1 atm is called standard chemical exergy. To determine the standard chemical exergy 
of any substance not present in the environment, we consider the reaction of the 









exnexnGex                                                                                      (9) 
 
where ∆G is the change in Gibbs function for the reaction, regarding each substance as 
separate at temperature T0 and pressure P0. The other two terms on the right side of Eq. 
(9) are evaluated using the known standard chemical exergies, together with n values, 
which express the moles of these reactants and products per mole of the substance whose 
chemical exergy is being evaluated.  
For example, the chemical exergy of copper chloride (CuCl2) is obtained from its 
constituent elements, for which standard chemical exergies are known. The formation 
reaction for copper chloride is 
22 CuClClCu →+  
Applying Eq. (9) to this reaction we obtain 
 
[ ] chClchCuClCuCuClchCuCl exexPTgggex 2222 ),( 00 ++−−=                                                         (10) 
 
The change in the specific Gibbs function for this reaction is 
 














g  and 
R
g  denote, respectively, the Gibbs function of the reactants and products, 
per kmol of copper chloride. In the present case, all substances are at the same 
temperature and pressure, 25˚C and 1 atm, which correspond to the standard reference 
state values. At the standard reference state, the enthalpies and Gibbs functions for 
copper (Cu) and chlorine (Cl2) are zero because they are stable elements at this state. 
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With this procedure, we obtain the standard chemical exergy of other compounds 
that participate in the Cu-Cl cycle. The formation reactions for these compounds are 
given in Table 3, and the specific enthalpy, entropy and Gibbs function of formation of 
the elements composing these compounds are given in Table 4 along with their standard 
chemical exergies. Standard chemical exergies of all compounds involved in the Cu-Cl 
cycle, obtained using these data, are given in Table 5. 
  
 
Table 3. Formation reactions for several compounds in the Cu-Cl cycle. 
 
Compound Reaction of formation 
H2O OH1/2OH 222 →+  
CuCl2 22 CuClClCu →+  
HCl HCl1/2Cl1/2H 22 →+  
CuO CuO1/2OCu 2 →+  






Table 4. Enthalpy, entropy and Gibbs free energy of formation, and standard chemical 










H2 0 130.57 0 236,090 
O2 0 205.03 0 3970 
Cu 0 33.17 0 132,600 




Table 5. Gibbs free energy of formation and standard chemical exergy for compounds 
involved in the Cu-Cl cycle. 
 









H2O(g) -228,638 9437 
CuCl2(s) -161,667 94,533 
HCl(g) -95,314 84,531 
CuO(s) -128,304 6281 
O2(g) 0 3970 
CuCl(l) -115,994 78,414 
CuCl(s) -120,876 73,524 
H2O(l) -237,180 900 
Cu(s) 0 132,600 
H2(g) 0 236,090 
 
5.2  Analyses of Main Section of Cu-Cl Cycle 
As explained earlier, the Cu-Cl cycle involves five steps: (1) the HCl(g) production step 
using such equipment as a fluidized bed, (2) the oxygen production step, (3) the copper 
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(Cu) production step, (4) the drying step, and (5) the hydrogen production step. In this 
section, these steps analyzed in detail.   
 
5.2.1 Fluidized bed (HCl production) 
The fluidized bed step in the Cu-Cl chemical cycle is also called HCl production step 
because HCl gas is produced by the chemical reaction. As illustrated in Figure 3, steam 
and CuCl2(s) enter the fluidized bed as reactants, and HCl(g) and CuO*CuCl2(s) are 
produced by the reaction: 
 






Reactants enter and products exit the fluidized bed at the reaction temperature of 
400°C, and the reaction is adiabatic and occurs at steady state. Data for CuO*CuCl2 as a 
compound could not be found. For this reason, Lewis et al. [89] represent CuO*CuCl2 as 
a simple mixture of CuO and CuCl2. We deal with CuO*CuCl2 similarly, treating it as a 
mixture and calculating its thermodynamic properties with the properties of CuO and 
CuCl2 based on their mass fractions.  
The step in this reaction involves the endothermic hydrolysis of CuCl2, and gives a 
reasonable result above 300°C. The free energy for this reaction is positive over the 
reaction temperature range of 300°C to 400°C. 
The mass balance equation of the reaction is 
 
1414121213131111 mnmnmnmn +=+                                                                                      (14) 
 
where m and n  are molar mass and mole number of the compound respectively.  
The heat transfer for this chemical process can be determined with an energy balance 
as 
 
( )[ ] ( )[ ] ( )[ ] ( )[ ]
11131214
 oooooooo hhhnhhhnhhhnhhhnQ ffff −+−−+−−++−+=         (15) 
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Figure 3. HCl production step, fluidized bed. 
 
5.2.2 Oxygen production 
In the oxygen production step of the Cu-Cl cycle (see Figure 4), CuO*CuCl2(s) is heated 
and reacts to form O2(g) and CuCl(l). The reaction is adiabatic and takes place at 500°C 
at steady state. That is, a mixture of CuO and CuCl2 generates O2 [89] according to the 





 (l) 2CuCl     (s)CuCl*CuO +→+Q  
 
The step also involves the endothermic thermal decomposition of copper chloride oxide 
(Cu2Cl2O). As we explained earlier, copper chloride oxide is produced by heating an 
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equimolar mixture of CuCl2 and CuO. The temperature range for this reaction is 450°C to 
530°C, which is the highest temperature requirement in the cycle. In the reaction, as 
explained in [90], CuCl2 in the copper chloride oxide (Cu2Cl2O) decomposes to CuCl and 













Figure 4. O2 production step. 
 
From Figure 4, the mass balance for this reaction is 
 
 101018181717 mnmnmn +=                                                                                                   (17) 
 
The heat transfer for this chemical process can be determined with an energy balance as 
 
( )[ ] ( )[ ] ( )[ ]
171018
 oooooo hhhnhhhnhhhnQ fff −+−−++−+=                                       (18) 
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5.2.3 Copper production 
In the copper (Cu) production step of Cu-Cl cycle, as illustrated in Figure 5, solid 
cuprous monochloride (CuCl) and water react with at 20°C, and solid copper (Cu) and 
copper chloride in aqueous form are produced.  
The chemical formula for this reaction is 
 





Figure 5. Cu production step. 
 
Based on Figure 5, a mass balance can be written as 
 
25252424232322222121 mnmnmnmnmn +=++                                                         (20) 
 
The heat transfer for this chemical process can be found with an energy balance: 
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5.2.4 Evaporator (flash dryer) 
In the flash dryer, the only physical step in the Cu-Cl cycle, copper chloride (CuCl2) is 
dried by evaporating water in a steady state process. As illustrated in Figure 6, a mixture 
of copper chloride and water enter the evaporator at 20°C, and water vapor and copper 
chloride exit separately at 150°C: 
 
(s)2CuCl(aq)2CuCl 22 →  
 
With Figure 6, a mass balance for this process can be expressed as 
 
outCuClinCuCloutOHinOH nnnn )()(  and  )()( 2222 ==                                                                 (23) 
 
An energy balance can be written as follows: 
 
292923232626 hnhnQhn in +=+                                                                                         (24) 
 
Combining Eq. (24) with the mass balance, 
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)()( 80@150@80@150@ 222222 COHCOHOHCCuClCCuClCuClin hhnhhnQ °°°° −+−=                            (25) 
 
























Figure 6. Flash dryer. 
 
 
5.2.5 H2 production  
In the hydrogen production step, hydrogen chloride gas (HCl) and copper (Cu) enter and 
are converted to hydrogen gas (H2) and solid cuprous monochloride (CuCl), as seen in 
Figure 7. The reaction takes place at 450°C at steady state.  
The hydrogen generation reaction, (g)H  (l) 2CuCl  (s)2Cu  (g) 2HCl  2+→+ , is 
heterogeneous, exothermic and reversible (in the sense that the reaction can for forwards 
and backwards). The preferred operation temperature is 425°C to 450°C so that the 
formation of solid cuprous monochloride (CuCl) does not passivate the copper metal 
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surface. Passivation is prevented by running the reaction above the melting point of the 
















Figure 7. Hydrogen production step. 
 
For this process, a mass balance can be expressed as 
 
66363634343533 mnmnmnmn +=+                                                                                (27) 
 
The heat transfer for this chemical process can be found with an energy balance:  
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5.3 Efficiency Analyses  
As mentioned earlier, we are analyzing a hypothetical Cu-Cl plant and it has not built 
commercially yet. Thus, lots of parameters such as number, capacity and material of 
equipments (pumps, heat exchangers, compressors, fluidized bed, evaporator, etc.) that 
we need for these analyses are unknown. Therefore, for simplicity, in overall efficiencies 
calculations we took only five main steps of Cu-Cl cycle in the consideration and 
assumed that there is no heat loss in these steps.    
The overall energy efficiency of the Cu-Cl cycle, ηoverall, can be described as the 
fraction of energy supplied that can be recovered by the energy content of H2 based on its 











HHV is the high heating value per kmole of hydrogen and inQ is the total energy 
demand by the process to produce a unit amount of product hydrogen. This total energy 
demand of Cu-Cl cycle is summation of reaction heats in Table 6 and the high heating 
value of hydrogen is given as 286,030 kJ/kmol H2.  
The overall energetic efficiency of Cu-Cl cycle, ηex, overall, can be described as the 






















2Hex is the exergy content of hydrogen that produced and i is the number of step 
from 1. step to 5. step.  
An exergetic balance can be used in formulating an exergetic efficiency for the 
reacting system; at steady state, the rate at which exergy enters the reacting system equals 
the rate at which exergy exits plus the rate at which exergy is destroyed within the 
system. Assuming the reactor is well insulated, so there is no exergy transfer 
accompanying heat transfer. There is also no work cvW
& . Accordingly, exergy exits only 







=η                                                                                                                   (32) 
 
where inex  is the exergy that enters with the reactants plus heat, in the case of 
endothermic reaction, and outex  is the exergy exits the system with the products plus 
heat, in the case of exothermic reaction. Using the exergy balance for the reacting system, 







−= 1η                                                                                                       (33) 
 
Table 6. Exergetic efficiencies of the steps associated with Cu-Cl cycle at specified 
temperature and pressure. 
 
 








1 Fluidized Bed 105,266 400 101.325 76 
2 O2 Production Step 110,523 500 101.325 96 
3 Cu Production Step 140,450 45 101.325 99 
4 Evaporator 18,346 150 101.325 67 
5 H2 Production Step -55,493 450 101.325 99 
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5.4 Cost Analyses 
After energy, exergy and efficiency analyses the design of energy systems also requires 
the explicit consideration of engineering economics, for cost is always a consideration. 
From the second law of thermodynamics we know that the irreversibilities in any energy 
system cause exergy destruction in the system. For the Cu-Cl hydrogen production cycle 
in Figure 2, this source of exergy destruction exacts an economic penalty in terms 
operation energy cost of the cycle. Thus, the exergy is one of the important aspects of 
thermoeconomics for allocating the cost of the products of a thermal system. This 
involves assigning to each product the total cost to produce it, namely the cost of energy 
and other inputs plus the cost of owning and operating the system (e.g. capital cost, 
operating and maintenance costs).   
 
 
Figure 8. Entering and existing streams of Cu-Cl cycle. 
 
The cost of steam was not available in the literature. Thus, in Figure 8, to be able to 
approximate the cost of steam at 400°C we consider a hypothetical boiler that increases 
the temperature of daily water at 25°C to 400°C. And the cost of this process is equal to 
cost of energy needed for this process which is illustrated as Qin, boiler in the figure. Note 
that during this calculation (calculation of Qin, boiler) heat loss from the boiler is omitted 
because of unknown parameters to calculate this heat loss and also considering 
availability of chance to insulate the boiler from its surrounding up to an ignorable heat 
loss level. From Figure 8, the total cost to produce 1 kmol hydrogen equals the total cost 
of the 1 kmol H2O at 400°C plus the cost of energy entering the Cu-Cl cycle plus the cost 
of owning and operating the Cu-Cl cycle. This is expressed by the following cost rate 
balance for the Cu-Cl cycle, 
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boilerinQCOHCOH CCC ,22 25@400@ += °°                                                                                    (35) 
 
where C is the molar cost of the respective stream and Z accounts for the molar cost 
associated with owning and operating the cycle (each in $ per kmol hydrogen, for 
example).  
 
5.4.1 Analysis of Owning and Operating ( Z ) the Cu-Cl Cycle 
5.4.1.1 Analysis of the Total Capital Investment 
Before an industrial plant can be certified into operation, investments are needed to 
purchase and install the necessary machinery and equipment. Land and service facilities 
must be obtained, and the plant must be erected complete with all piping, controls, and 
services. In addition, it is necessary to pay for expenses involved in the plant operation.  
The capital needed for manufacturing and plant facilities is called the fixed-capital 
investment, while that necessary for the ongoing operation of the plant is termed the 
working capital. The sum of the fixed-capital investment and the working capital is the 
total capital investment. The fixed-capital portion may be further subdivided into the 
manufacturing fixed-capital investment and the non-manufacturing fixed-capital 
investment [91]. The manufacturing fixed-capital investment is the capital necessary for 
the installed process equipment with all auxiliaries that are needed for complete process 
operation. Expenses for piping, instruments, insulation, foundations, and site preparation 
are typical examples of costs included in the manufacturing fixed-capital investment. 
Fixed capital required for construction overhead, and chemical plant components that 
are not directly related to the process, is designated as the non-manufacturing fixed-
capital investment. These plant components may include the land, building(s), 
administrative and other offices, warehouse(s), laboratory, transportation, shipping and 
receiving facilities, utility and waste-disposal facilities, machine shop(s), and other 
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permanent parts of the plant. The construction overhead cost consists of field-office and 
supervision expenses, engineering expenses, miscellaneous construction costs, 
contractor’s fees, and contingencies. In some cases, construction overhead is subdivided 
between manufacturing and non-manufacturing fixed-capital investments [91]. 
The working capital for an industrial plant consists of the total money invested in: 
• raw materials and supplies carried in stock, 
• finished products in stock and semi-finished products in the process of being 
manufactured, 
• accounts receivable, 
• money kept on hand for monthly payment of operating expenses, such as 
salaries, wages, and raw-material purchases, 
• accounts payable, and 
• taxes payable. 
The ratio of the working capital to total capital investment varies with different 
companies, but most chemical plants use an initial working capital of between 10 to 20 
percent of the total capital investment. This percentage may increase up to 50 percent or 
more for companies producing products of seasonal demand, because of the large 
inventories that must be maintained for appreciable periods of time. Table 7 summarizes 
the main items needed in a new facility, in order to provide a complete assessment of the 
total fixed-capital investment.   
An estimate of the capital investment for a process may vary from a rough design 
estimate, based on little information except the size of the proposed project, to a detailed 
estimate prepared from complete drawings and specifications. Between these two 
extremes of capital-investment estimates, there can be numerous other estimates which 
vary in accuracy, depending upon the stage of development of the project. These 
estimates are called various names. The American Association of Cost Engineers has 
proposed the following names. 
1. Ratio Estimate: Based on similar previous cost data; accuracy of the estimate is 
about ±30 percent.  
2. Factored Estimate: Based on knowledge of major items of equipment; accuracy 
of the estimate is about ±30 percent.  
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3. Scope Estimate: Based on sufficient data to permit an estimate to be budgeted; 
accuracy of the estimate is about ±20 percent. 
4. Project Control Estimate: Based on almost complete data, but still before the 
completion of drawings and specifications; accuracy of the estimate within ±10 
percent.  
5. Contractor’s Estimates: Based on complete engineering drawings, specifications, 
and site surveys; accuracy of the estimate is about ±5 percent.  
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For a thermochemical Cu-Cl pilot plant in this study, the following information, 
which is needed for the above estimates, is not currently available: complete engineering 
drawings, specifications, site surveys that are required for Contractor’s Estimates, 
complete data that is required for a Project Control Estimate and certain detailed data for 
a Scope Estimate. Therefore, this thesis will use a Ratio Estimate and approximate the 
equipment cost by scaling down the cost that was previously reported by Brown et al. 
[74] for a commercial S-I plant. The equipment cost for an S-I plant with 790 tons/day of 
hydrogen production capacity was $125 million, which suggests a corresponding cost of 
about $6 million for a Cu-Cl pilot plant with 5 tons/day capacity. This rough estimate is 
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based on a logarithmic relationship known as the six-tenths-factor rule, which yields a 
result if the new piece of equipment is similar to one of another capacity for which cost 
data is available [91]. According to this rule, if the cost of a given unit at one capacity is 
known, the cost of a similar unit with “X” times the capacity of the first unit is 











The application of the 0.6 rule of thumb for new purchased equipment is an over-
simplification of a key cost estimate, since the actual values of the cost capacity factor (c) 
vary from less than 0.2 to greater than 1. The 0.6 factor is used in this article as a 
preliminary initial estimate, from which parametric studies will be performed to 
determine the sensitivity to different factors. After estimating the equipment cost, the 
total capital investment, total product cost and the cost of other components will be 
determined accordingly.  
 
 
Table 8. Typical variation in percentages of fixed capital investments (Adapted from Ref. 
[91]). 
 
Component Range (%) Median (%) 
Direct costs 
Purchased equipment 
Purchased equipment installation 
Instrumentation and controls  
Piping (installed) 
Electrical (installed) 
Buildings (including services) 
Yard improvements 











































Table 9. Cost comparison of fixed capital investment components, as an average 
percentage of the fixed capital investment from three independent sources. 
Component 1* 2** 3*** 
Direct costs (%) 
Purchased equipment 
Purchased equipment installation 
Instrumentation and controls  
Piping (installed) 
Electrical (installed) 
Buildings (including services) 
Yard improvements 
Service facilities (installed) 
Land 
 
Indirect costs (%) 




























































*Bauman H.C., “Fundamentals of cost engineering in the chemical industry”, Reinhold Publishing 
Corporation, New York, 1964. 
**
Chem. Eng., 70(20):120, 1963. 
***Haselbarth J.E., Berk J.M., Chem. Eng., 67(10):158, 1960. 
 
 
Table 10. Percentages of cost components for a thermochemical Cu-Cl pilot plant. 
Component  Cost Percentage 
Purchased equipment  23 
Purchased equipment installation  9 
Instrumentation and controls  3 
Piping  9 
Electrical  2 
Buildings  7 
Yard improvements  5 
Service facilities  11 
Land  1 
Total direct costs  70 
Engineering and supervision  8 
Construction expenses  9 
Contractor’s fee 4 
      Contingency        9 
Total indirect costs  30 
Fixed-capital investment  100 
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Table 8 summarizes the typical variations in component costs, as percentages of a 
fixed-capital investment for multi-process grass-roots plants or large battery-limit 
additions. A grass-roots plant is defined as a complete plant erected on a new site.  
The total investment includes all costs of land, site development, battery-limit 
facilities, and auxiliary facilities. A geographical boundary defining the coverage of a 
specific project is a battery limit. Usually this encompasses the manufacturing area of a 
proposed plant or new addition, including all process equipment, but excluding the 
provision of storage, utilities, administrative buildings, or auxiliary facilities, unless 
otherwise specified. Normally this excludes the site preparation, so therefore it may be 
applied to the extension of an existing plant. Table 9 shows a cost comparison of fixed 
capital investment components, as an average percentage of the fixed capital investment 
from three independent sources [91]. Based on this information, the component cost 
percentages are obtained as shown in Table 10. 
 
5.4.1.2 Cost Analysis of the Total Product Cost 
In addition to the capital investment, other important costs are related to operating the 
plant and selling the products. These costs can be grouped under a general category of the 
total product cost. This total product cost generally involves the manufacturing costs and 
general expenses. Manufacturing costs are also known as the operating or production 
costs. Figure 44 shows a detailed checklist with typical costs involved in chemical 
processing operations. The total product costs are commonly calculated by one of 
following three ways: daily basis, unit-of-product basis, or annual basis. The annual cost 
basis is often advantageous for the following reasons: 
1. The effect of seasonal variations is smoothed out. 
2. Plant on-stream time and the equipment operating factor are considered. 
3. It permits a more rapid calculation of operating costs at less than full capacity. 
4. It provides a convenient way of including infrequent but large expenses, such as 
the annual turnaround costs in a refinery. 
Table 11 shows a summary of the approximated total product cost, with individual 
components and their percentages. The total product costs can be categorized into two 
sub groups: manufacturing costs and general expenses. All expenses directly connected 
 63
with the manufacturing operation or the physical equipment in the plant itself are 
included in the manufacturing costs. These expenses are divided into three classifications 
as follows:  
1. Direct production costs include expenses directly connected with the 
manufacturing operation. This type of cost involves expenditures for raw 
materials; direct operating labor; supervisory and clerical labor directly connected 
with the manufacturing operation; plant maintenance and repairs; operating 
supplies; power; utilities; royalties; and catalysts.   
2. Fixed charges are expenses that remain nearly constant from year to year and do 
not vary widely with changes in the production rate. Depreciation, taxes, 
insurance, and rent require expenditures that can be classified as fixed charges.  
3. Plant overhead costs include the various services; general plant maintenance and 
overhead; payroll overhead including pensions, vacation allowances, social 
security, and life insurance; packaging, property protection, plant 
superintendence, warehouse and storage facilities, and special employee benefits.  
General expenses are also involved in a plant’s operations, in addition to the 
manufacturing costs. These general expenses may be classified as: (1) administrative 
expenses, (2) distribution and marketing expenses, (3) research and development 
expenses and (4) financing expenses.  
1. Administrative expenses include costs for executive and clerical wages, office 
supplies, engineering and legal expenses, upkeep on office buildings, and 
general communications. 
2. Distribution and marketing expenses are costs incurred in the process of 
selling and distributing the various products. These costs include expenditures 
for materials handling, containers, shipping, sales offices, and advertising.  
3. Research and development expenses are incurred for technological 
advancement with facilities in the pilot plant. These costs refer to salaries, 
wages, special equipment, research facilities, and consultant fees related to 
developing new processes and technologies.  
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4. Financing expenses include the extra costs involved in procuring the funds 
needed for capital investment. Financing expenses are include the interest on 
borrowed money, which is sometimes listed as a fixed charge.  
 
Table 11. Estimation of total product cost (Adapted from Ref. [91]). 
 
Table 12 shows the component cost percentages that are approximated for the 
thermochemical Cu-Cl pilot plant, based on the ranges given in Table 11, the situation in 
Canada and discussions with experts in the area.  
In the present study, the molar cost Z is presumed know from a previous economic 
analysis presented. In this study by using this six-tenths-factor rule (scaling method), 
fixed capital investment of Cu-Cl pilot plant calculated as US$27,490,000 and total 
product cost as US$4,606,000 for plant capacity of 5 tons hydrogen per day and capacity 
factor of 0.6. That is the fixed capital investment and total product cost can be 
Component  Basis  
I. Manufacturing cost production cost + fixed charges + plant overhead costs 
  A. Direct production costs about 60% of total product cost 
1. Raw materials 10-50% of total product cost 
2. Operating labor 10-20% of total product cost 
3. Direct supervisory and clerical labor 10-25% of operating labor 
4. Utilities  10-20% of total product cost 
5. Maintenance and repairs  2-10% of fixed capital investment 
6. Operating supplies 0.5-1% of fixed capital investment 
7. Laboratory charges 10-20% of operating labor 
8. Patents and royalties 0-6% of total product cost 
  B. Fixed charges 10-20% of total product cost 
1. Depreciation 10% of fixed capital investment + 2-3% of building 
2. Local taxes 1-4% of fixed capital investment 
3. Insurance  0.4-1% of fixed capital investment 
4. Rent 8-10% of value of rented land and buildings 
  C. Plant overhead costs 5-15% of total product cost 
II. General expenses administrative costs + distribution and selling costs + 
research and development costs 
  A. Administrative costs 2-5% of total product cost 
  B. Distribution and selling costs 2-20% of total product cost 
  C. Research and development costs 5% of total product cost 
  D. Financing (interest) 0-7% of total capital investment 
III. Total product cost manufacturing cost + general expenses 
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corresponded to owning and operating costs of Cu-Cl cycle, respectively. By assuming 

























Table 12. Cost item percentages for the Cu-Cl pilot plant. 
Component Basis 
Raw materials 10% of total product cost 
Operating labor 10% of total product cost 
Direct supervisory and clerical labor 10% of operating labor 
Utilities 10% of total product cost 
Maintenance and repairs 3% of fixed capital investment 
Operating supplies 0.7% of fixed capital investment 
Laboratory charges 10% of operating labor 
Patents and royalties 0% of total product cost 
Depreciation 2% of fixed capital investment + 2% of building 
Local taxes 1% of fixed capital investment 
Insurance 0.4% of fixed capital investment 
Rent 8% of value of rented land and buildings 
Plant overhead costs 5% of total product cost 
Administrative costs 2% of total product cost 
Distribution and selling costs 2% of total product cost 
Research and development costs 5% of total product cost 
Financing (interest) 1% of total capital investment 
Total Product Cost 100% 
 
Although the cost rates denoted by C in Eqs. (34) and (35) are evaluated by various 
means in practice, the present discussion features the use of exergy for this purpose. 
Since exergy measures the true thermodynamic values of the work, heat and other 
interactions between a system and its surrounding as well as the effect of irreversibilities 
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within the system, exergy is a rational basis for assigning costs. With exergy costing, 
each of the cost rates is evaluated in terms of the associated rate of exergy transfer and a 
unit cost. Thus, for an entering or exiting stream, we write; 
ecC =                                                                                                                              (36) 
where c denotes the cost per unit energy and e  is the associated specific energy transfer. 
Cost per unit energy is approximated from [4] as ce=8.46*10
-6 US$/kJ for the electricity 
and cs=10.83*10
-6 US$/kJ for the steam production with the unit cost of fuel cf=5.0*10
-6 
US$/kJ. As we explained earlier, the third step (copper production) of Cu-Cl cycle is an 
electrolysis process and thus, we will use the unit cost of electricity (cf) for this step. 
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In Eq. (37), the inlet energy of fifth step (Qfifth step) is negative, because an exothermic 
reaction is taking place at this step and COHCOHboilerin hhQ °° −= 25@400@, 22 . And also, for 
this study it is reasonable enough to assume that water at 20˚C is free, that is 
020@2 =°COHC . Using these data and the reaction heat values from Table 6 with Eq. (37); 
2H H  US$/kmol3.4C 2 = =1.68 US$/kg H2  
Note: 1 kmol H2=2.016 kg. 
The cost of nuclear hydrogen production using S-I process is approximated by Brown et 
al. [74] as given in Table 13. In this table, the result are given as US$ per kg hydrogen. 




RESULTS AD DISCUSSIO 
6.1 Results of energy and exergy analyses  
The first results obtained are property data needed in the analysis. The Gibbs free energy 
and the standard chemical exergy of compounds, which are calculated by Eq. (12) and 
(13) respectively, are given in Table 5. These values are based on reference temperature 
and pressure of 25°C and 1 atm, respectively. As illustrated in the table the Gibbs free 
energy of elements that are stable at this temperature and pressure is zero.  
The variations of the reaction heats for steps 1, 2, 3 and 5 with reactions temperature 
are illustrated in Figure 9. As explained earlier, all the steps are endothermic except the 
fifth. The reaction in fifth step, in which hydrogen production occurs, is exothermic and 
the heat produced is seen in Figure 9 to be rejected from the system. As reaction 
temperature increases, the reaction heat for steps 1, 3 and 5 decreases while that for step 2 
increases. In all cases, the relations are nearly linear. 
 





























In Figure 10, the exergy destruction in each step is illustrated. As it can be seen from 





Figure 10. Comparison of specific exergy destruction in each step. 
 
 
6.1.1 Fluidized bed (HCl production) 
Figure 11 illustrates the variation of specific exergy destruction with reaction temperature 
for the first step in the Cu-Cl cycle, for several reference-environment temperatures. 
Exergy destruction is seen in the figure to increase nonlinearly with reaction temperature 
for all cases. The rate is change of specific exergy destruction with reaction temperature 
is greatest at lower reaction temperatures. The effect of reference-environment 
temperature on specific exergy destruction is minor. 
In Figure 12, the variation of specific exergy destruction in the first step with 
reference-environment temperature is illustrated. Several reaction temperatures (300°C, 
350°C and 400°C) are considered in the temperature range of 300°C-400°C at which the 
reaction occurs. The specific exergy destruction increases approximately linearly with 
reference-environment temperature. Also, the specific exergy destruction decreases with 
decreasing reaction temperature. 
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Figure 11. Variation of the specific exergy destruction for the first step in the Cu-Cl 
cycle with reaction temperature, for several reference-environment 
temperatures. 
 
Inlet and outlet exergies of the fluidized bed are shown in Figure 13, and the 
different between two curves shows the exergy destruction for each reaction temperature. 
Both the inlet and outlet exergies are increasing by increasing the reaction temperature. 
These results are obtained by keeping the reference-environment temperature at 25°C. 
In Figure 14, the inlet and outlet exergies of fluidized bed are illustrated based on the 
reference-environment temperature while keeping the reaction temperature at 400°C. The 
inlet exergy increases linearly with reference-environment temperature while outlet 
exergy decreases. The inlet exergy changes between 281,500 and 284,750 kJ/kmol H2, 
while the outlet exergy changes in the range of 200,000 to 217,000 kJ/H2 when reference-
environment temperature increases from 0 to 100°C. 
The relation between reference-environment temperature and inlet exergy of the 
fluidized bed at different reaction temperatures is illustrated in Figure 15. The inlet 
exergy increases with reference-environment temperature and also the rate of curves is 
increasing with increasing the reaction temperature. 
In Figure 16, the relation between reference-environment temperature and outlet 
exergy of fluidized bed is illustrated. The outlet exergy decreases approximately linearly 
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from 207,000 to 201,000 kJ/kmol H2, when increasing the reference-environment 
temperature.  
 



























Figure 12. Variation of the specific exergy destruction for the first step in the Cu-Cl 
















































































Figure 14. Inlet and outlet exergies of first step based on reference-environment 
temperature at reaction temperature of 400°C. 
 
 

































Figure 15. Relation between reference-environment temperature and inlet exergy of first 






























Figure 16. Relation between reference-environment temperature and outlet exergy of 
first step at different reaction temperatures. 
 






























Figure 17. Exergetic efficiency of first step. 
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The divergence of exergetic efficiency of the fluidized bed with reaction and 
reference-environment temperatures is shown in Figure 17. The exergetic efficiency of 
this step varies between 73%-78%. It decreases with a approximately linear manner while 
the reference-environment temperature increases and with a logarithmic curve while 
reaction temperature increases. The relation curve of exergetic efficiency with reference-
environment temperature is obtained at constant reaction temperature of 400°C and with 
reaction temperature is evaluated at constant reference-environment temperature of 25°C.   
 
6.1.2 Oxygen production  
Figure 18 shows the variation of specific exergy destruction of the second step (oxygen 
production), with reaction temperature for three reference-environment temperatures 
(5°C, 15°C and 25°C). The specific exergy destruction of the reaction increases 
nonlinearly with increasing reference-environment temperature. The rate is change of 
specific exergy destruction with reaction temperature is greatest at lower reaction 
temperatures. This effect of reference-environment temperature on specific exergy 
destruction is minor, and can be seen more clearly in Figure 19, where the variation of 
specific exergy destruction with reference-environment temperature is illustrated for 
several reaction temperatures (450°C, 500°C and 530°C). In this figure the specific 
exergy destruction is observed to increase approximately linearly with reference-
environment temperature. 
Figure 20 illustrates the changing of inlet and outlet exergies of oxygen production 
step while rising the reaction temperature at constant reference-environment temperature 
of 25°C. Both exergies are directly proportional to reaction temperature but the reaction 
rate of inlet exergy is higher than outlet exergy. The different between two curves shows 
the exergy destruction of the system. 
The inlet and outlet exergies of oxygen production step is decreasing approximately 
linearly while raising reference-environment temperature as illustrated in Figure 21. In 
this figure, the reference-environment temperature is changing from 0 to 100°C while 
reaction temperature is kept at 500°C. This effect of reference-environment temperature 
is illustrated more clearly in Figures 22 and 23 for reaction temperatures of 450°C, 500°C 
and 530°C. 
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Figure 18. Variation of the specific exergy destruction for the second step in the Cu-Cl 




































Figure 19. Variation of the specific exergy destruction for the second step in the Cu-Cl 
cycle with reference-environment temperature, for several reaction 
temperatures. 
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Figure 21. Inlet and outlet exergies of second step based on reference-environment 
temperature at reaction temperature of 500°C. 
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Figure 22. Relation between reference-environment temperature and inlet exergy of 
second step at different reaction temperatures. 
 


























Figure 23. Relation between reference-environment temperature and outlet exergy of 
second step at different reaction temperatures. 
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Figure 24. Exergetic efficiency of the second step. 
 
In Figure 24, the variation of the exergetic efficiency of the oxygen production step with 
reaction and reference-environment temperatures is illustrated. The exergetic efficiency 
of this step varies between 96%-99%. It decreases with approximately linear curves while 
the reference-environment temperature or reaction temperature increase. The relation 
curve of exergetic efficiency with reference-environment temperature is obtained at 
constant reaction temperature of 500°C and with reaction temperature is evaluated at 
constant reference-environment temperature of 25°C.   
 
6.1.3 Copper production 
The variations of specific exergy destruction for the copper production step with reaction 
and reference-environment temperatures are shown in Figures 25 and 26. In these figures, 
the specific exergy destruction is seen to decrease sharply as reaction temperature 
decreases and to increase as reference-environment temperature decreases. The relations 
are approximately linear. Reference-environment temperatures of 5°C, 15°C and 25°C 
and reaction temperatures of 45°C, 80°C and 100°C are considered. 
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Figure 25. Variation of the specific exergy destruction for the third step in the Cu-Cl 
cycle with reaction temperature, for several reference-environment 
temperatures.  
 




























Figure 26. Variation of the specific exergy destruction for the third step in the Cu-Cl 





Inlet and outlet exergies for the copper production step versus reaction and reference-
environment temperatures are given in Figures 27 and 28, respectively. In Figure 28, the 
inlet exergy decreases sharply with increasing reference-environment temperature while 
outlet temperature decreases fairly. These results that illustrated in Figure 28 are obtained 
at constant reaction temperature of 80°C. In contrast to Figure 28, in Figure 27 the inlet 
exergy of reaction is rising dramatically with reaction temperature whereas outlet exergy 
is increasing moderately. Because of these effects of reference-environment and reaction 
temperatures on the inlet and outlet exergies, as illustrated in Figures 29 and 30, the 
exergy destruction of the reaction decreases with reference-environment temperature and 
increases with reaction temperature.   
 
 






















































Figure 28. Inlet and outlet exergies of the third step based on reference-environment 
temperature at reaction temperature of 80°C. 
 
 


























Figure 29. Relation between reference-environment temperature and inlet exergy of the 





























Figure 30. Relation between reference-environment temperature and outlet exergy of the 
third step at different reaction temperatures. 
 































Figure 31. Exergetic efficiency of the third step. 
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The exergetic efficiency of cooper production step increases with a approximately 
linear manner while the reference-environment temperature rises and decreases nearly 
linearly while reaction temperature increases. These relations are shown in Figure 31. 
The exergetic efficiency of this step varies between 93%-99%. The relation curve of 
exergetic efficiency with reference-environment temperature is obtained at constant 
reaction temperature of 80°C and with reaction temperature is evaluated at constant 
reference-environment temperature of 25°C.   
 
6.1.4 Evaporator (Flash dryer) 
In Figure 32, the variation of the specific exergy destruction in the evaporator with 
reference-environment temperature is illustrated, for evaporator temperatures of 80°C, 
100°C and 150°C. In this figure the specific exergy destruction is observed to increase 
approximately linearly with reference-environment temperature. Also, the specific exergy 
destruction increases markedly as evaporator temperature rises. 
The effect of varying the inlet heat Qin on the evaporator inlet temperature Tin and the 
evaporator temperature Tevaporator is illustrated in Figure 33. The heat needed to evaporate 
water is seen to be approximately directly proportional to the evaporator temperature, but 
to decrease approximately linearly as inlet temperature increases. The evaporator inlet 
temperature is determined in previous step (copper production), where the reaction 
temperature varies between 25°C and 80°C. 
Inlet heat of evaporator increases linearly when its temperature is raised. This result 
is shown in Figure 34 for the three different inlet temperatures of solid copper-chloride 
and water mixture. The evaporator inlet heat increases by rising the inlet temperature Tin. 
The effect of this inlet temperature and evaporator temperature, Tevaporator, on the inlet 
heat, Qin, is illustrated in a better manner in Figure 33. As can be seen from this figure, 
the heat, that needed to evaporate water, increases with evaporator temperature but 
decreases with inlet temperature. 
In Figure 35, the relation between exergetic efficiency of the evaporator and 
evaporator temperature at three different inlet temperatures (25°C, 50°C and 80°C) is 
illustrated. At inlet temperatures of 80°C and 50°C, the exergetic efficiency decreases 
non-linearly, but at the inlet temperature of 25°C it increases. As seen in Figure 36, the 
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exergetic efficiency is increasing as nearly linear manner with inlet temperature. In the 
figure 36, the increasing rate of efficiency is dropping while the evaporator temperature is 
rising. 


























Figure 32. Variation of the specific exergy destruction for the fourth step in the Cu-Cl 
cycle with reference-environment temperature, for several evaporator 
temperatures. 
 
   







































Figure 33. Variation with evaporator inlet heat of evaporator temperature and inlet 
temperature of copper chloride solution.  
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Figure 34. Relation between inlet heat of evaporator and its temperature at different inlet 























Figure 35. Deviation of exergetic efficiency of the fourth step with evaporator 
temperature at varies inlet temperature.  
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Figure 36. Relation between exergetic efficiency of the fourth step and evaporator inlet 
temperature.  
 
6.1.5 Hydrogen production 
The variation with reaction temperature of the specific exergy destruction in the hydrogen 
production step, which is the only exothermic step of Cu-Cl cycle, is illustrated in Figure 
37. In contrast to other reactions, the specific exergy destruction for this step decreases 
nonlinearly as reaction temperature increases. The rate is decrease of specific exergy 
destruction with reaction temperature is greatest at lower reaction temperatures. The 
effect of reference-environment temperature on specific exergy destruction is minor in 
Figure 37, and is illustrated alternatively in Figure 38.  
In Figures 39 and 40, the effects of reaction and reference-environment temperatures 
on inlet and outlet exergies are given. Both inlet and outlet exergies increase nonlinearly 
with reaction temperature and decrease approximately linearly with reference-
environment temperature. These effects of reference-environment and reaction 
temperatures are illustrated in Figures 41 and 42, in different manner. 
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Figure 37. Variation of the specific exergy destruction for the fifth step in the Cu-Cl 
cycle with reaction temperature, for several reference-environment temperatures.  
 
 




























Figure 38. Variation of the specific exergy destruction for the fifth step in the Cu-Cl 






























































Figure 40. Inlet and outlet exergies of the fifth step based on reference-environment 
temperature at reaction temperature of 430°C. 
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Figure 41. Relation between reference-environment temperature and inlet exergy of the 
fifth step at different reaction temperatures. 
 




























Figure 42. Relation between reference-environment temperature and outlet exergy of the 
fifth step at different reaction temperatures. 
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Figure 43. Exergetic efficiency of the fifth step. 
 
The exergetic efficiency of hydrogen production step increases nonlinearly while the 
reference-environment temperature rises and decreases with a nearly linearly while 
reaction temperature increases. But the effect of reaction temperature on the exergetic 
efficiency is very small. These relations are shown in Figure 43. The relation curve of 
exergetic efficiency with reference-environment temperature is obtained at constant 
reaction temperature of 450°C and with reaction temperature is evaluated at constant 
reference-environment temperature of 25°C.   
 
6.2 Cost Analysis 
The results for the fixed-capital investment and its components are given in Table 14. 
This table shows the purchased equipment, installation, instrumentation and controls, 
piping, electrical, buildings, yard improvements, service facilities and land. These give 
the total direct cost of about 70% of the fixed capital investment. The remaining 30% of 
the fixed-capital investment is indirect costs, including engineering and supervision, 
construction expenses, contractor’s fees and contingencies.  
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Using a scaling method to estimate the purchased equipment cost by using the six-
tenths-factor rule and scaling down the equivalent equipment cost of a commercial S-I 
plant [74], the fixed-capital investment and other items are estimated from the purchased 
equipment cost by assuming the typical percentages that were given in Table 10. As 
mentioned earlier, the working capital investment is about 15 percent of the total capital 
investment, and the fixed-capital investment is 85 percent. By using these percentages 
and results for the fixed-capital investment from Table 14, the resulting total capital 
investment and working capital investment are calculated and presented in Table 15. The 
results in Table 14 and 15 are determined from equipment costs that are calculated based 
on a capacity factor of 0.6.  
 
Table 14. Fixed-capital investment for a Cu-Cl pilot plant with different production 
capacities. 
Component  Hydrogen Production Capacity  
3 tons/day 5 tons/day 7 tons/day 
Purchased equipment (23%)     4,652,900     6,322,700     7,737,200 
Purchased equipment installation (9%)     1,820,700     2,474,100     3,027,600 
Instrumentation and controls (3%)        606,900        824,700     1,009,200 
Piping (9%)     1,820,700     2,474,100     3,027,600 
Electrical (2%)        404,600        549,800        672,800 
Buildings (7%)     1,416,100     1,924,300     2,354,800 
Yard improvements (5%)     1,011,500     1,374,500     1,682,000 
Service facilities (11%)     2,225,300     3,023,900     3,700,400 
Land (1%)        202,300        274,900        336,400 
Total direct cost (70%) $14,161,000 $19,243,000 $23,548,000 
Engineering and supervision (8%)     1,618,400     2,199,200     2,691,200 
Construction expense (9%)     1,820,700     2,474,100     3,027,600 
Contractor’s fee (4%)        809,200     1,099,600     1,345,600 
      Contingency (9%)      1,820,700     2,474,100     3,027,600 
Total indirect cost (30%)   $6,069,000   $8,247,000 $10,092,000 
Fixed-capital investment (100%) $20,230,000 $27,490,000 $33,640,000 
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From Table 16, the percentages of maintenance and repairs, operating supplies, 
depreciation, local taxes, insurance, rent and financing are given based on the fixed-
capital investment, building, land and total capital investment, which were already 
calculated. These cost items, with percentages that are given in terms of the total capital 
investment, cover 54% of the total product cost. From this relation, the total product cost 
and the other cost items are calculated. Table 16 shows the results for the total product 
cost and its components based on a 0.6 capacity factor. 
 





Table 16. Estimated annual total product cost for the Cu-Cl pilot plant. 
Component  Basis  Annual Cost 
3 tons/day 5 tons/day 7 tons/say 
Raw materials 10% of total product cost 349,500 460,600 554,800 
Operating labor 10% of total product cost 349,500 460,600 554,800 
Direct supervisory and clerical labor 10% of operating labor 34,950 46,060 55,480 
Utilities  10% of total product cost 349,500 460,600 554,800 
Maintenance and repairs  3% of fixed capital investment 606,400 823,900 1,008,000 
Operating supplies 0.7% of fixed capital investment 141,500 192,200 235,200 
Laboratory charges 10% of operating labor 34,950 46,060 55,480 
Patents and royalties 0% of total product cost 0 0 0 
Depreciation 2% of fixed capital investment + 2% of building 442,700 587,700 710,600 
Local taxes 1% of fixed capital investment 202,100 274,600 336,100 
Insurance  0.4% of fixed capital investment 80,850 109,900 134,400 
Rent 8% of value of rented land and buildings 175,900 175,900 175,900 
Plant overhead costs 5% of total product cost 174,800 230,300 277,400 
Administrative costs 2% of total product cost 69,900 92,120 111,000 
Distribution and selling costs 2% of total product cost 69,900 92,120 111,000 
Research and development costs 5% of total product cost 174,800 230,300 277,400 
Financing (interest) 1% of total capital investment 237,800 323,100 395,400 
TOTAL PRODUCT COST  $3,495,000 $4,606,000 $5,548,000 
 
 
Figure 45 shows the variations of equipment cost, working capital investment, fixed-
capital investment and the total capital investment, with a capacity factor of 0.6. The 
Component Basis 
Hydrogen Production Capacity 
3 tons/day 5 tons/day 7 tons/day 
Fixed-capital investment 85% of total capital investment [1] 20,230,000 27,490,000 33,640,000 
Working capital investment 15% of total capital investment [1] 3,570,000 4,851,176 5,936,470 
Total capital investment 
(100%) 
 $23,800,000 $32,341,176 $39,576,470 
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equipment cost and working capital investment curves are similar. They change in the 
range of $2-9 million, while the plant capacity varies from 1 to 10 tons of hydrogen per 
day. The fixed-capital investment, which is 70% of the total capital investment, varies in 
the range of $10 to 40 million, while the total capital investment lies in the range of $12-
49 million, when changing the plant capacity from 1 to 10 tons of hydrogen per day. 
From the results in Fig. 45, the cost per unit of capacity decreases with capacity until 
some maximum capacity is reached. Thus, most of the chemical plant operates at the size, 
suggested by the costing algorithms. If the maximum capacity is reached, multiple 
parallel units are required. 
All costs vary with the capacity factor, as well as the plant capacity. Figure 46 shows 
that equipment cost changes considerably when altering the capacity factor. For example, 
the equipment cost for a plant capacity of 3 tons/day is about $1 million at a capacity 
factor of 0.8, but it is about $8 million at a capacity factor of 0.5 for the same plant 
capacity. This variation is even higher at the higher plant capacity. The increasing rates 
with plant capacity of the curves in Figure 46 are not equal to each other.  
The variation of fixed, working and total capital investments with plant capacity and 
capacity factor are illustrated in Figures 47, 48 and 49, respectively. In these three 
figures, the variation of costs increases, when decreasing the capacity factor. In other 
words, the rate of increasing costs is reduced with a higher capacity factor. For example 
in Figure 48, at a capacity factor of 0.7, the range of working capital investment varies 
















































Figure 45. Cost items of a Cu-Cl pilot plant with a 0.6 cost capacity factor. 
 
 






































Capacity (Tons/Day)  
Figure 46. Variation of equipment cost with plant capacity and capacity factor (c). 
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Figure 48. Variation of working capital investment with plant capacity and capacity 
factor (c). 
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Figure 49. Variation of total capital investment with plant capacity and capacity factor 
(c). 
 
Figure 50 shows the cost components by percentage of total product cost. 
Maintenance and repair costs cover the main portion, 17% of the product cost. 
Depreciation corresponds to 13%, while operations, labor, utilities and raw materials are 
10% of the production cost individually. As with capital investments, the total product 
cost and its components vary significantly with pilot plant capacity. Figure 51 shows the 
variation of the main cost items of the total production cost, such as maintenance and 
repairs, depreciation, raw materials, labor and utilities, assuming a capacity factor of 0.6. 
The variations of total production cost, manufacturing cost and general expenses are 
illustrated in Figure 52. In Fig. 51, raw materials, operating labor and utilities follow the 
same curve and change between $0.35 and 0.5 million. The same percentage, 10% of the 
total product cost, is assumed for these three items. Depreciation varies from $0.45 to 0.7 
million, while maintenance and repairs vary from $0.6 to 1.1 million. In Figure 52, the 
curves for the total production cost and manufacturing cost are close to each other and 
higher than the general expenses curve. In this case, 85% of the total product cost lies in 










































Figure 50. Total production cost components by percentage of total product cost. 
 
One of the major factors that affects the total production cost is the percentage of 
each cost item. Figures 53, 54 and 55 present the variation of total product cost with 
different percentages of operating labor, raw materials and utilities, respectively. These 
three graphs follow the same trends, because the same percentage is used for operating 
labor, raw materials and utilities, based on 10% of the total product cost in Table 15. In 
these three figures, the increasing rate of total product cost rises sharply with the 
component percentage. The same basis of operating labor, raw materials and utilities was 
used as a fixed percentage of total product cost, so they are directly proportional to the 











































Figure 52. Variation with plant capacity of total production cost and its components at a 
capacity factor of 0.6. 
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Figure 53. Total product cost with varying operating labor cost and plant capacity. 
 


































Figure 54. Total product cost with varying material cost and plant capacity. 
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Utilities (% of Total Product Cost)  
 
Figure 55. Total product cost with varying utilities cost percentage and plant capacity. 
 











































Figures 56 and 57 show the total product cost with different percentages of 
maintenance, repairs and depreciation, respectively. These two graphs follow the same 
trends, but differ from Figures 53, 54 and 55, because their basis is a fixed percentage of 
the fixed-capital investment, not the total product cost. Thus, Figures 56 and 57 follow 
approximately linear curves, while Figures 53, 54 and 55 follow nonlinear curves.   
As mentioned earlier for the capital investment, the total product cost and its 
components also vary with the capacity factor, as well as the plant capacity. Figures 58-
65 illustrate the variation of the total product cost and its main components with varying 
production capacities and capacity factors. All of the figures follow a similar trend with 
different cost ranges. For example in Figure 58, the cost range of the total product cost 
varies from $1 to 15 million, while in Figure 65, the depreciation varies from $1 to 2 
million. In Figures 58-65, the costs increase with plant capacity, according to a nonlinear 
trend. This shows that the cost of unit capacity decreases with production capacity. With 
an increasing capacity factor, the costs decrease. The curves for capacity factors of 0.6, 
0.7 and 0.8 have closer similarity, while greater variation exist for capacity factors of 0.5 
and 0.4. This suggests that the capacity factor will lie between 0.6 and 0.8. 







































Figure 57. Total product cost with varying depreciation percentage and plant capacity. 
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Figure 58. Variation of total product cost with plant capacity and capacity factor (c). 
 
 










































Figure 59. Variation of manufacturing cost with plant capacity and capacity factor (c). 
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Figure 60. Variation of general expenses with varying plant capacity and capacity factor 
(c). 
 






















































































Figure 62. Variation of operating labor cost with varying plant capacity and capacity 
factor (c). 
 














































































































































COCLUSIOS AD RECOMMEDATIOS 
7.1 Conclusions of Energy and Exergy Analyses  
The energy, exergy, efficiency and cost analyses reported in this study of a pilot plant for 
a Cu-Cl thermochemical water decomposition cycle for hydrogen production have 
allowed several conclusions to be drawn. 
• The system and its components as well as operational and environmental 
conditions are defined. 
• A comprehensive thermodynamic analysis, incorporating energy and exergy 
analyses, of a Cu-Cl thermochemical cycle for hydrogen production, including the 
relevant chemical reactions is performed. 
• For each of the steps in the cycle, the variations of exergetic efficiency and exergy 
destruction due to irreversibilities with parameters, like process and reference-
environment temperature, have been quantified and characterized.  
• In particular, a parametric study is reported of how the reaction heat, inlet and 
outlet exergies, exergy destruction and exergetic efficiency in each chemical 
reaction vary with the reaction temperature and reference-environment 
temperature.  
7.1.1  First Step 
• The reaction heat of the first step, fluidized bed, varies between 101,000 kJ/kmol 
H2 and 108,000 kJ/kmol H2 while the reaction temperature increases from 100°C 
to 1000°C. At a 400°C reaction temperature, which is the expected reaction 
temperature for this step, the reaction heat is 105,266 kJ/kmol H2. 
• The inlet exergy of the first step changes between 281,500 and 284,750 kJ/kmol 
H2, while the outlet exergy changes in the range of 200,000 to 217,000 kJ/kmol 
H2 when reference-environment temperature increases from 0 to 100°C. 
• At a constant reference-environment temperature of 25°C, the exergy destruction 
of the first step varies between 30,000 kJ/kmol H2 and 90,000 kJ/kmol H2 when 
reaction temperature increases from 100°C to 1000°C. At a 400°C reaction 
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temperature and 25°C reference-environment temperature, the exergy destruction 
in this step is 68,000 kJ/kmol H2.  
• At reaction temperature of 400°C and reference-environment temperature of 
25°C, exergetic efficiency of the first step is 76% and it decreases with increasing 
of reaction temperature and increasing reference-environment temperature.  
 
7.1.2 Second Step 
• In the second step, the oxygen production step, the reaction heat varies from 
101,000 kJ/kmol H2 to 118,000 kJ/kmol H2 while the reaction temperature 
increases from 100°C to 1000°C. At a reaction temperature of 500°C, the reaction 
heat is equal to 110,523 kJ/kmol H2.  
• The inlet exergy of the second step changes between 180,000 and 264,000 
kJ/kmol H2, while the outlet exergy changes in the range of 180,000 to 240,000 
kJ/kmol H2 when the reaction temperature increases from 400°C to 1000°C. 
• At constant reference-environment temperature of 25°C, the exergy destruction of 
the second step varies between 4500 kJ/kmol H2 and 23,000 kJ/kmol H2 when the 
reaction temperature increases from 450°C to 1000°C. At a 500°C reaction 
temperature and a 25°C reference-environment temperature, the exergy 
destruction in this step is 5300 kJ/kmol H2.  
• At a reaction temperature of 500°C and a reference-environment temperature of 
25°C, the exergetic efficiency of second step is 96% and it decreases with 
increasing reaction temperature and increasing reference-environment 
temperature.  
 
7.1.3 Third Step 
• At a reaction temperature of 45°C, the reaction heat of the third step (the copper 
production step) is equal to 140,450 kJ/kmol H2.  
• The inlet exergy of the third step changes between 302,200 and 305,000 kJ/kmol 
H2, while the outlet exergy changes in the range of 302,100 to 302,600 kJ/kmol 
H2 when the reference-environment temperature increases from 20°C to 40°C at a 
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constant reaction temperature of 45°C. Both inlet and outlet exergies decrease 
with reference-environment temperature.   
• At a constant reaction temperature of 45°C, the exergy destruction of the third 
step varies between 50 kJ/kmol H2 and 7000 kJ/kmol H2 when the reference-
environment temperature increases from 0°C to 30°C.  
• At a reaction temperature of 45°C and a reference-environment temperature of 
25°C, the exergetic efficiency of the third step is 99% and it decreases with 
increasing reference-environment temperature and decreases with increasing 
reaction temperature.  
 
7.1.4 Fourth Step 
• At a constant inlet temperature of 50°C, the inlet heat of the fourth step (the flash 
dryer) varies between 5000 kJ/kmol H2 and 27,000 kJ/kmol H2 while the 
evaporator temperature rises from 80°C to 200°C.  
• At a constant evaporator temperature of 150°C, the exergy destruction of the 
fourth step varies between 1650 kJ/kmol H2 and 1950 kJ/kmol H2 when the 
areference-environment temperature increases from 0°C to 50°C. At a 150°C 
reaction temperature and a 25°C reference-environment temperature, the exergy 
destruction in this step is 1800 kJ/kmol H2.  
• At an evaporator temperature of 150°C and an inlet temperature of 50°C, the 
exergetic efficiency of the fourth step is 71%. 
 
7.1.5 Fifth Step 
• The reaction heat of the fifth step, the hydrogen production step, varies between 
31,000 kJ/kmol H2 and 72,000 kJ/kmol H2 while the reaction temperature rises 
from 100°C to 1000°C. At a 450°C reaction temperature, which is the expected 
reaction temperature for this step, the reaction heat is 55,493 kJ/kmol H2. Note 
that this is the only exothermic reaction in the Cu-Cl cycle, so the reaction heat is 
negative.  
• The inlet exergy of the fifth step changes between 442,200 and 453,750 kJ/kmol 
H2, while the outlet exergy changes in the range of 441,000 to 452,800 kJ/kmol 
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H2 when the reference-environment temperature increases from 0 to 100°C. Both 
inlet and outlet exergies decrease with increasing reference-environment 
temperature.  
• At a constant reference-environment temperature of 25°C, the exergy destruction 
of the fifth step varies between 1000 kJ/kmol H2 and 7000 kJ/kmol H2 when the 
reaction temperature increases from 300°C to 450°C. The exergy destruction 
decreases with increasing reaction temperature. 
• At a reaction temperature of 450°C and a reference-environment temperature of 
25°C, the exergetic efficiency of the fifth step is 99% and it decreases with 
increasing reference-environment temperature and increases with increasing 
reaction temperature.   
 
7.2 Conclusions of Cost Analyses 
The sensitivity analysis has shown that the total purchased-equipment cost has a strong 
influence on the overall results of the economic analysis. The estimation of the 
investment costs in this study was carried out carefully but since most of the plant 
components are “new” components, no cost data from past projects are available. 
This thesis has investigated a cost analysis of a Cu-Cl pilot plant for hydrogen 
production. The following concluding remarks can be made from the study.  
• Determining the investment and production costs is an important step, before 
implementation of a plant design. Consistent estimation techniques should be 
used, so that alternatives can be compared on the same basis.  
• This thesis has estimated the pilot plants costs, with respect to the following two 
objectives: reasonable accuracy and consistency. In order to be able to obtain as 
accurately as possible the cost estimate, various factors such as updated price 
fluctuations, governmental regulations, etc. should be considered, as they affect 
the investment and production costs.  
• An estimate of the capital investment for a pilot plant may vary from a design 
estimate, based on little information except the size of the proposed project, to a 
detailed estimate prepared from complete drawings and specifications. Between 
these two extremes of capital-investment estimates, there can be numerous other 
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estimates that vary in accuracy, depending upon the stage of development of the 
project.  
• In the case of a design estimate, based on little information except the size of the 
proposed project, a nonlinear relationship known as the six-tenths-factor rule 
gives a preliminary approximation, for a new piece of equipment that is similar to 
one of another capacity, for which cost data is available.  
• According to this rule, if the cost of a given unit at one capacity is known, the cost 
of a similar unit with “X” times the capacity of the first unit is approximately as 
(X)0.6 times the cost of the initial unit. By using this six-tenths-factor rule (called a 
scaling method), the total capital investment of a Cu-Cl pilot plant was estimated 
under a variety of assumptions.  
• The sensitivity of costs with plant capacity, capacity factor and percentages of 
each cost component was assessed in this thesis. A detailed parametric study 
showed the variation of different costs with these three factors, as well as the 
relation between these factors.  
• It was found that the costs per unit of capacity decrease with production capacity, 
until a maximum capacity is reached.  
• If the maximum capacity is reached, multiple parallel units are recommended for 
production of hydrogen. The rising rate of costs increases with lower capacity 
factors.  
• By using this six-tenths-factor rule (scaling method), the fixed capital investment 
of Cu-Cl pilot plant is calculated as US$27,490,000 and the total product cost as 
US$4,606,000 for a plant capacity of 5 tons hydrogen per day and a capacity 
factor of 0.6. That is, the fixed capital investment and the total product cost 
correspond to the owning and operating costs of the Cu-Cl cycle, respectively. 
• The cost of hydrogen that is produced by Cu-Cl cycle is approximated as 3.4 
US$/kmol H2, which corresponds to 1.68 US$/kg H2.  
 
7.3 Recommendations 
This thesis recommends focusing on assessing detailed (by availability of more data for 
Cu-Cl cycle with time) analyses of efficiencies based on energy and exergy for the 
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overall each of the Cu-Cl thermochemical water decomposition cycle and each of the 
steps comprising it. The results of the energy, exergy and cost analyses should be used in 
the future for an exergoeconomic analysis and optimization to reduce the product costs. 
This information should assist efforts to understand the thermodynamic losses in the 
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