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Abstract
In an information network consisting of different types of communication devices
equipped with various types of sensors, it is inevitable that a huge amount of data
will be generated. Considering the practical network constraints such as bandwidth
and energy limitations, storing, processing and transmitting this very large volume of
data is very challenging, if not impossible. However, In-Network Processing (INP)
has opened a new door to possible solutions for optimising the utilisation of network
resources. INP methods primarily aim to aggregate (e.g., compression, fusion and
averaging) data from different sources with the objective of reducing the data volume
for further transfer, thus, reducing energy consumption, and increasing the network
lifetime. However, processing data often results in an imprecise outcome such as
irrelevancy, incompleteness, etc. Therefore, besides characterising the Quality of In-
formation (QoI) in these systems, which is important, it is also crucial to consider the
effect of further data processing on the measured QoI associated with each specific
piece of information.
Typically, the greater the degree of data aggregation, the higher the computa-
tion energy cost that is incurred. However, as the volume of data is reduced after
aggregation, less energy is needed for subsequent data transmission and reception.
Furthermore, aggregation of data can cause deterioration of QoI. Therefore, there
is a trade-off among the QoI requirement and energy consumption by computation
and communication. We define the optimal data reduction rate parameter as the de-
gree to which data can be efficiently reduced while guaranteeing the required QoI
for the end user. Using wireless sensor networks for illustration, we concentrate on
designing a distributed framework to facilitate controlling of INP process at each
vii
node while satisfying the end user’s QoI requirements. We formulate the INP prob-
lem as a non-linear optimisation problem with the objective of minimising the total
energy consumption through the network subject to a given QoI requirement for the
end user. The proposed problem is intrinsically a non-convex, and, in general, hard
to solve.
Given the non-convexity and hardness of the problem, we propose a novel ap-
proach that can reduce the computation complexity of the problem. Specifically, we
prove that under the assumption of uniform parameters’ settings, the complexity of
the proposed problem can be reduced significantly, which may be feasible for each
node with limited energy supply to carry out the problem computation.
Moreover, we propose an optimal solution by transforming the original problem
to an equivalent one. Using the theory of duality optimisation, we prove that under
a set of reasonable cost and topology assumptions, the optimal solution can be effi-
ciently, obtained despite the non-convexity of the problem. Furthermore, we propose
an effective and efficient distributed, iterative algorithm that can converge to the op-
timal solution.
We evaluate our proposed complexity reduction framework under different pa-
rameter settings, and show that the problem with N variables can be reduced to the
problem with logN variables presenting a significant reduction in the complexity of
the problem. The validity and performance of the proposed distributed optimisa-
tion framework has been evaluated through extensive simulation. We show that the
proposed distributed algorithm can converge to the optimal solution very fast. The
behaviour of the proposed framework has been examined under different parameters’
setting, and checked against the optimal solution obtained via an exhaustive search
algorithm. The results show the quick and efficient convergences for the proposed
algorithm.
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Introduction
1.1 Overview
The growth of smart environments, and the combination of communication devices
equipped with various sensing capabilities generate a huge amount of data. These
data must be transferred and processed to produce useful information for end user(s).
Taking into account the practical network constraints such as communication range,
bandwidth restrictions, energy limitations and dynamic environments, transferring
a huge volume of generated data from many sources through the communication
infrastructure is very challenging. As an example, consider a large group of com-
manders entering into a hostile area. They must monitor and record incidents in this
area. Data provided by commanders (e.g., videos, images, sounds) must be trans-
ferred to the base station and processed for decision making purposes.
In order to optimise the utilisation of limited network resources, the notion of
in-network data aggregation or In-Network Processing (INP) has been introduced.
INP aims to aggregate (e.g., compress, fuse and average) and route data from differ-
ent sources with the objective of reducing resource consumption, particularly energy
[1]. Indeed, INP is the opposite point of traditional data gathering view where data
are gathered from sources and collected at a central point (e.g., a base station or
a sink), where they are processed, analysed and used by the applications. Particu-
larly, INP deals with the data processing in a distributed manner within the network.
That is, instead of processing data at the central point, the data processing proce-
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dure is pushed inside the network where it is carried out by individual nodes along
the communication paths. In order to improve the performance of INP, coordina-
tion among these nodes is essential. However, in a dynamic environment such as a
wireless sensor network (WSN) with practical network limitations, namely energy
and bandwidth constraints, providing an effective and optimal coordination model
among these nodes is a considerably complex and challenging function.
Data aggregation approaches may be classified as lossy and lossless [1]. For
lossy data aggregation, packets with data coming from different sources are aggre-
gated into a single packet by intermediate nodes along the communication path.
However, the original data cannot be fully recovered from the aggregated packet
in contrast to that of lossless data aggregation, in which it is possible to fully extract
the original data from aggregated data packet.
The aggregation model utilised in the network depends on type of data and the
application in use. As an example, consider surveillance applications observing ar-
eas, recording and transmitting data such as videos, images and sounds. In such
applications, high resolution or quality of videos, images and sounds may not be
necessary. Therefore, some loss or degradation of data can be tolerated; thus, lossy
data aggregation techniques can be employed. In contrast, transmitting a binary ex-
ecutable file requires lossless data aggregation, since all data (every bit) must be
reconstructed perfectly in order to be functional [2].
Considering the former category of the aggregation techniques, it is very impor-
tant to examine how such data processing affects the Quality of Information (QoI) for
end user(s). In spite of the lack of generic and comprehensive definition of QoI [3], it
is agreed that QoI is reflected by a collection of attributes (e.g., accuracy, complete-
ness, reliability, timeliness). Edwards et al. [4] defined QoI as a multi-dimensional
measure that quantitatively and qualitatively identifies the degree to which data is
suited for an application or a decision-making process.
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Data aggregation can cause QoI to deteriorate [5]. When INP is utilised in the
network, part of information may be diminished following the aggregation process
(e.g., fusion, compression, averaging, etc.). Considering the scenario of commanders
in the hostile area, reducing the size of images or video may result in low quality im-
ages and videos, which can affect the critical decision making process at the base sta-
tion. Moreover, manipulating data and reducing the size/volume of data can corrupt
some aspects of information. As an example, consider a WSN monitoring the level
of chemical contamination in an area. A user is interested in the level of chemical
contamination of a specific part of the area. So, the user sends a request to the net-
work. A data aggregation tree (of nodes over which the requested information is pro-
cessed and routed toward the end user) is formed after the user queries the network.
When multiple sensors collaborate in observing the same phenomenon, the number
of nodes reporting it and the timings of the reports may reveal the event’s size and/or
dynamics, respectively [1]. Therefore, reducing the volume of data unwisely may
degenerate this statistical information of the event. In addition, QoI attributes can be
affected indirectly/directly by other QoI attributes, i.e., there is a trade-off among dif-
ferent QoI metrics. For example, consider timeliness and precision as QoI attributes
in a system. One way to improve timeliness is to reduce the size of the data being
transferred by reducing the resolution of the data, and, as a result, the precision is
decreased [4]. The degree at which a system can process and aggregate information
is one of the main determining factors of quality of information [5]. Failing to guar-
antee QoI can affect the quality of the decision or control of the process in a system.
Moreover, there is a trade-off among communication and computation overhead
and the quality of data. For example, consider a system that monitors patients. The
system must continuously gather and process the data of interest for a long period
of time. In such a system, in order to save communication and computation energy
consumption, medical data must be efficiently gathered and processed. In addition,
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the quality of data must be guaranteed, since the low quality of data (e.g., inaccurate,
incomplete, false, etc.) may lead to wrong diagnosis and further lead to human life
risks [6]. In this system, minimising the cost of data collection and aggregation are
desirable; however, it will impact the quality of data. On the other hand, in order to
guarantee the quality of data, a more sophisticated aggregation technique and algo-
rithm must be employed, and the sensing coverage and duration must be maximised,
which will increase the cost and may affect the real-time availability of patients’
health status related data for medical staff [6].
How INP should be carried out for satisfactory QoI at user level still remains an
open issue. For this reason, in this work, we concentrate on developing an analytical
framework to facilitate controlling of INP at individual nodes along communication
paths with the consideration of the QoI requirement. Specifically, we formulate the
problem of QoI-aware INP as a nonlinear optimization problem to identify and con-
trol the optimal degree at which data can be aggregated at each individual node in
the network by minimising the total energy consumption of the network, subject to
meeting the QoI requirement by the end user.
Moreover, in an inherently distributed, ad-hoc and dynamic environment such
as WSNs, where there exist a large amount of data, distributed approaches to QoI-
aware INP problems are very desirable due to their capability to networks with a
large number of nodes without a central controller for enhanced reliability and adapt-
ability. Therefore, we develop a distributed algorithm that can effectively solve the
QoI-aware INP problem.
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1.2 Research Challenges and Objectives
1.2.1 Challenges
In general, nonlinear optimisation problems/nonlinear programming (NLP) are con-
sidered to be harder than linear problems [7]. NLP may be classified in two cate-
gories, namely convex and non-convex problems. While under some necessary and
sufficient conditions, it is possible to determine the optimal solution for convex NLP,
in general, there are no known simple necessary and sufficient conditions for deter-
mining global/local optima for non-convex NLP [8, 9].
The hardness of nonlinear programming has been investigated by Murty and
Kabadi [9]. They reduced the Subset Sum problem, a well-known NP-complete
problem, to the simplest form of non-convex quadratic programming (QP). They
also proved that computing a local minimum for a smooth non-convex NLP in an
efficient way is NP-complete. Bellare and Rogaway [10] investigated polynomial
programming problems and showed that not only are they NP-hard, but that devel-
oping µ-approximation algorithms are equally hard.
Given that in general, non-convex optimisation problems are hard to solve or not
known to have polynomial time algorithm [10], finding an efficient approach to solve
or approximate the optimal solution is very challenging if not impossible. Moreover,
in a complex environment such as WSNs, where there is a high level of interde-
pendency among nodes, developing an effective distributed approach that performs
efficiently towards solving the problem or approximating the optimal solution is very
challenging.
1.2.2 Objectives
In this thesis, the objectives are to address the above issues by solving the challenging
problems below:
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(i) Show that the proposed problem is NP-hard, and there is not any polynomial
time solution for it;
(ii) Under what conditions complexity of the problem can be reduced;
(iii) Given non-convexity and hardness of the problem, are there any assumptions
or conditions that lead to an effective solving approach;
(iv) Does there exist any distributed approach to determine the solution and ensure
optimality of the solution;
We study all above problems by establishing fundamental network conditions and
efficient frameworks. The significance of this research is to provide insights and
guidance for building an effective QoI-aware INP system, and develop conditions
and assumptions under which it is possible to solve a hard non-convex problem.
1.3 Summary of Contributions
Following our aim to develop a distributed optimisation framework for QoI-aware
INP, the main contributions of this thesis are:
• We study a class of multi-hop wireless networks where nodes are logically ar-
ranged as a tree, and every node processes and aggregates data. We propose a
QoI-aware INP problem and formulate it as a nonlinear optimisation problem.
The proposed problem is intrinsically a non-convex problem.
• We investigate the hardness of the problem and prove that, in general, the pro-
posed problem is NP-hard by reducing the 0/1 minimisation knapsack problem
to the proposed problem.
• Since the proposed problem is hard to solve, we investigate the problem to
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identify and examine conditions under which the complexity of the problem
can be reduced. We discover that under symmetrical and uniform parameters
setting, the complexity of the problem can be reduced significantly.
• We show that under practical cost and topology assumptions, the proposed
problem can be converted to an equivalent problem and devise a distributed
optimisation framework based on data aggregation tree structures.
• We show that the strong duality property holds for the proposed equivalent
problem, and develop an efficient distributed algorithm based on the gradient
descent method to achieve the global optimal solution for the QoI-aware INP
problems.
• We evaluate and examine the correctness and performance of the proposed
frameworks under various scenarios including extreme parameter settings as
well as moderate parameter settings. We prove that complexity of the problem
with N variable can be reduced to the problem with logN variable. We show
that the proposed distributed optimisation algorithm can converge to the opti-
mal solution very quickly (approximately after 20 iterations) and efficiently.
1.4 Publications
List of publications arising directly from this thesis
• Conference Papers
1. Sepideh Nazemi, K. K. Leung, A. Swami, “QoI-aware Tradeoff Between
Communication and Computation in Wireless Ad-hoc Networks,” in Proc. of
IEEE International Symposium on Personal, Indoor and Mobile Radio Com-
munications (PIMRC), 2016, Valencia , Spain.
Summary: In this paper, we discuss that there is a trade-off among the Quality
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of Information (QoI) requirement and energy consumption for computation
and communication. We formulate the energy-efficient data aggregation prob-
lem as a nonlinear optimisation problem to optimise the trade-off and control
the degree of information reduction at each node subject to given QoI require-
ment. Using the theory of duality optimisation in our problem, we prove that
under a set of reasonable cost assumptions, the optimal solution can be ob-
tained despite the non-convexity of the problem. Moreover, we propose a
distributed, iterative algorithm that will converge to the optimal solution.
2. Sepideh Nazemi, K. K. Leung, A. Swami, “Optimization Framework with Re-
duced Complexity for Sensor Networks with In-Network Processing,” in Proc.
of IEEE Wireless Communications and Networking Conference (WCNC), 2016,
Doha, Qatar.
Summary: In this paper, we propose a framework with highly reduced com-
plexity for optimising In-Network Processing (INP) for QoI in wireless sensor
networks (WSNs). We show that under the assumption of uniform parame-
ter setting, the processing tree can be collapsed into a linear graph where the
number of nodes represents the node levels of the original processing tree.
This represents a significant reduction in complexity of the problem.
3. Sepideh Nazemi, K. K. Leung, A. Swami, “On Distributed Optimization
Paradigm for In-Network Processing to Achieve Quality of Information,” in
Proc. of The Annual Conference of The International Technology Alliance
(ACITA) , 2015, Maryland, U.S.
Summary: In this paper, we introduce our initial idea of complexity reduction
framework that can facilitate controlling of INP without violating or deterio-
rating QoI.
4. Sepideh Nazemi, K. K. Leung, A. Swami, “Local Optimization for Energy
Efficiency and QoI in In-Network Processing,” in Proc. of The Annual Con-
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ference of The International Technology Alliance (ACITA), 2014, Cardiff, UK.
Summary: Given the potentially large scale and dynamic network environ-
ment, optimisation of INP requires a distributed framework that can adapt eas-
ily to network changes and user’s QoI requirements. We develop the principle
for designing such a distributed mechanism to facilitate control of INP. We
formulate the INP problem as a nonlinear optimisation problem in order to
minimise the total energy consumption by all associated nodes while satis-
fying QoI requirements. High interdependency among the nodes renders the
optimisation problem intractable. To cope with this, we propose a fully dis-
tributed, but suboptimal, approach which we call Locally Constrained Optimi-
sation. We prove that under a set of conditions, the INP process can be fully
distributed while performing closely to the optimality.
5. Sepideh Nazemi, K. K. Leung, A. Swami, “ A Distributed, Energy-Efficient
and QoI-Aware Framework for In-Network Processing,” in Proc. of IEEE
International Symposium on Personal, Indoor and Mobile Radio Communica-
tions (PIMRC) , 2014, Washington, U.S.
Summary: In this paper, we develop the principle for designing a distributed
framework in order to determine and control INP. We formulate the problem
of finding the optimal data reduction rates at all nodes as an optimisation prob-
lem. We discuss and show that the proposed problem is a variant of 0/1 knap-
sack problem and accordingly a NP-hard problem.
1.5 Thesis Organisation
The organisation of the rest of the thesis is as follows. In Chapter 2, we provide
the literature review. We present the problem statement and formulation, and dis-
cuss the hardness of the problem in Chapter 3. Chapter 4 presents the complexity
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reduction framework. Chapter 5 addresses our optimal solution approach and effi-
cient distributed framework for solving the QoI-aware INP problem under some cost
assumptions and structures. Finally, Chapter 6 concludes the thesis and identifies
future work.
CHAPTER 2
Background and Related Work
2.1 Optimisation Theory
2.1.1 Basic Definitions and Problem Statement
In this section, we review the main aspects of optimisation theory. The main focus
of this section is on basic yet fundamental definitions in the theory of optimisation,
problem statement, different types of nonlinear optimisation problems, optimality
conditions and hardness of the problems. In addition, some relevant distributed
optimisation techniques and framework are discussed in this section. First, basic
definitions and notations to the optimization theory based on textbooks [8, 11] are
provided as follows.
A set S inRn is said to be convex, if the line segment joining any two points of the
set also belongs to the set. In other words, if x1 and x2 are in S, then θx1 + (1− θ)x2
must also belong to S for each θ ∈ [0, 1]. In contrast, if θx1 + (1− θ)x2 /∈ S, the set
S is called non-convex set. Fig.2.1a and 2.1b illustrate a convex set and a non-convex
set, respectively.
Let f : S −→ R, where S is non empty convex set in Rn. The function f is said
to be convex on S, if f(θx1+(1−θ)x2) ≤ θf(x1)+(1−θ)f(x2) for each x1, x2 ∈ S
and θ ∈ (0, 1). The function f called strictly convex on S if inequality is true as strict
inequality for each strict x1 and x2 in S and for θ ∈ (0, 1). The function f called con-
cave (strictly concave) on S if −f is convex (strictly convex) on S. Fig.2.2a and 2.2b
show a convex and a concave function, respectively. As can be seen, the inequality
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Figure 2.1: (a) A convex and (b) A non-convex set
f(θx1 + (1− θ)x2) ≤ θf(x1) + (1− θ)f(x2) is not valid for the function presented
in Fig.2.2c indicating that the function is in fact a non-convex function.
x1 θx1+(1-θ)x2 x1 x2 x2x1
(a) (b) (c)
x2
Figure 2.2: (a) A convex, (b) A concave and (c) A non-convex function
In general, an optimisation problem states as following:
min
x
f(x)
s.t. gi(x) ≤ 0 for i = 1, . . . ,m
hi(x) = 0 for i = 1, . . . , l
x ∈ X
, (2.1)
where f , g1 . . . gm, h1, . . . , hl are defined on En (n-dimensional Euclidean space),
X is a subset of En, and x is a vector of n components x1, . . . , xn. If f , g1 . . . gm,
h1, . . . , hl are nonlinear functions, (2.1) is called a nonlinear programming problem
(NLP) [8] which must be solved for the values of variables x1, . . . , xn that satisfy
the restrictions (i.e., constraints) while minimizing the function f .
A vector x that satisfies all the constraints is called feasible solution and collec-
tion of all the feasible solution forms the feasible region. The nonlinear program-
ming problem is to find a feasible point x∗ such that f(x) ≥ f(x∗) for each feasible
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point x. Such a point is called an optimal solution or, simply, a solution to the prob-
lem (2.1).
In general, NLP can be categorised in two major categories, namely convex and
non-convex nonlinear problems. The problem (2.1) is called convex NLP if f(x) and
gi(x) are convex functions of optimisation variable x, and the equality constraints
hi(x) are affine. On the other hand, if f(x) is non-convex, the problem (2.1) is called
non-convex NLP [9].
An optimisation problem can be solved either globally or locally. In global op-
timisation, the solution is an absolute global solution. That means it minimises the
objective function among all points in feasible region. However, in local optimi-
sation, the solution point is not guaranteed to have a lower objective value than all
other feasible points in the feasible region, but it minimises the objective function
among feasible points that are near it [11]. In contrast to global optimisation, a local
optimisation method can find a local optimal very fast and be very efficient in prob-
lems with large amount of variables [11].
The NLP problem presented by (2.1) is also called the primal problem. For
each primal problem, there exists a problem closely associated with it called the
Lagrangian dual problem. Equation (2.2) presents the Lagrangian dual problem
corresponding to the problem (2.1)
max
u,v
d(u,v)
s.t. u ≥ 0
, (2.2)
where d(u,v) = inf
x
{L(x,u,v) : x ∈ X} and L(x,u,v) is a Lagrangian function
presented as follows:
L(x,u,v) = f(x) +
m∑
i=1
uigi(x) +
l∑
i=1
vihi(x) , (2.3)
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where each component (let us say i) of vector u and v is called Lagrangian multi-
plier, or dual variable associated with the constraint i. One of the main properties of
the problem (2.2) is that d is a concave function whether or not the primal problem
(2.1) is convex, because it is a point-wise infimum of affine functions [11]. There
are some important relationships between primal and dual problems which we sum-
marise in the following.
Let d∗ be the optimal value of the Lagrange dual problem (2.2) and f ∗ be the
optimal solution of primal problem (2.1), then by definition, we have:
d∗ ≤ f ∗ . (2.4)
This means d∗ it is the best lower bound on f ∗ that can be obtained from the La-
grange dual function. This important inequality is called weak duality, and holds
even if the original problem is not convex [11]. The value of f ∗ − d∗ is referred to
as optimal duality gap of the original problem which, is always nonnegative.
If d∗ = f ∗ (i.e., the optimal duality gap is zero), it is said that strong duality
holds. However, strong duality does not hold in general. Indeed, when strong du-
ality holds, solving the Lagrange dual problem can provide the optimal solution,
which is identical to that obtained by solving the primal problem. This is an impor-
tant property because, in some optimisation problems, dual problems can be much
easier to solve than their corresponding primal problems. However, this is not the
case in general, and dual problems may be as hard as their corresponding primal
problems.
Whether a nonlinear optimisation problem is a convex or non-convex optimisa-
tion problem, if x∗ and (u∗,v∗) are any primal and dual optimal points with zero
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duality gap, we have [11]:
∇f(x∗) +
m∑
i=1
u∗i∇gi(x∗) +
l∑
i=1
v∗i∇hi(x∗) = 0, (2.5)
u∗i gi(x
∗) = 0 for i = 1, . . . ,m, (2.6)
u∗i ≥ 0 for i = 1, . . . ,m, (2.7)
gi(x
∗) ≤ 0 for i = 1, . . .m, (2.8)
hi(x
∗) = 0, (2.9)
whereas, as mentioned earlier, ui and vi are called the Lagrangian multipliers asso-
ciated with the constraints gi(x) and hi(x). Equations (2.5) to (2.9) are stated as
Karush-Kuhn-Tucker (KKT) [11] or Kuhn-Tucker [8] conditions, and are known as
necessary conditions for optimality. Specifically, (2.5) and (2.6) are referred as the
stationary condition and complementary slackness condition, respectively, and (2.8)
and (2.9) are known as primal feasibility conditions. It is important to mention that
under suitable convexity assumptions, the KKT conditions are also sufficient condi-
tions for optimality. This indicates that the optimal objective values of both problems
(2.1) and (2.2) are equal and strong duality holds.
inf
x
{f(x) : x ∈ X, g(x) ≤ 0,h(x) = 0)} = sup
u,v
{d(u,v)} . (2.10)
2.1.2 Solution Approaches and Frameworks
One of the most effective approaches to solve convex optimisation problems is based
on the iterative descent idea where an initial point x(0) (an initial guess) is consid-
ered, and there are successively generated vectors x(1),x(2), . . . , such that function f
is decreased at each iteration [12]. That means, f(x(t+1)) < f(x(t)) for t = 0, 1, . . . .
Gradient method is a general class of algorithms based on this idea and aims to find
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the minimum/maximum of an objective function. Although the gradient method is
applicable only to differentiable objective functions and constraints, if the objective
functions are non-differentiable, other iterative methods, such as the Subgradient
method [13], can be employed.
In a gradient method, at each iteration t of the algorithm, a new value of the op-
timisation variable is determined based on the current value and the gradient of the
Lagrangian function. Specifically, the iterative calculation is carried out using the
formula [12]
x(t+1) = x(t) − αD(t)∇L(x(t)) , (2.11)
where α is a step size and D(t) is a positive definite symmetric matrix. The term
−D(t)∇L(x(t)) is often referred as the direction of the gradient method. There are
many variations of the gradient method that mainly differ in the choice of the step
size and the direction.
In this work we use gradient descent method which uses the negative gradient as
the direction of the search, and consider a fix step size which it has been proven that
the gradient method will converge to a solution very close to the actual optimal solu-
tion, as long as the step size has sufficiently small value [14]. Other common choices
for gradient methods’ step size are constant step length where α(t) = ‖x
(t+1)−x(t)‖
‖∇L(x(t))‖
and Square summable but not summable, which actually implies that α(t) ≥ 0,∑∞
t=1
(
α(t)
)2 ≤ ∞ and∑∞t=1 α(t) =∞ [12].
The number of iterations of a gradient method must be finite. When to stop is
quite dependent on the problem at hand. In general, the gradient method stops when
the ‖∇L(x(t))‖ is zero (i.e., x(t+1) = x(t)), and we say that the algorithm converges
to the optimal, or it is very close to zero, indicating that the solution is close enough
to the optimal.
In general, convex (concave) functions are convenient for minimisation (max-
imisation) problems [11], since, there is a unique local optimum which is also global
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optimum, and, as mentioned, it is possible to determine the optimal solution for
convex/concave NLP very efficiently under some necessary and sufficient condi-
tions (i.e., KKT conditions). One of the most effective approaches to solve a con-
vex/concave NLP problem in a distributed fashion is to combine the gradient method
with primal or dual problems [11, 12, 15]. That means the gradient method is used to
update the complicating primal or dual variables values which are common among
different sub-problems of the main problem. However, not only are there no known
simple necessary and sufficient conditions for determining global/local optima for
non-convex NLP [9] but also solving a non-convex optimisation problem in a dis-
tributed way is very challenging.
Since it is possible to solve a convex optimisation problem in an efficient way,
one approach to solve a non-convex optimisation problem for an exact optimal solu-
tion is by transforming the non-convex problem into a convex problem [16, 17]. For
example, Geometric Programming (GP) problems are non-convex problems which
can be readily transformed into convex problems, and be solved efficiently for the
exact optimal solution. As for approximation approaches, it is possible to approx-
imate the closest convex form of the non-convex problem and then solve the ap-
proximated convex form of the problem. For example, Sequential Quadratic Pro-
gramming (SQP) is an iterative method that approximates the quadratic model of the
non-convex objective function [18].
Although it was believed that there are rare occasions that strong duality holds
for non-convex optimisation problems [11], Chiang et al. [19] presented conditions
under which the standard iterative price-based algorithm, which is the combination
of dual problem and the gradient method, can still converge to the global optimal
solution forming a distributed framework for non-convex optimisation problems.
While the results presented by Chang et al. [19] were applicable to linearly con-
strained non-convex optimisations with separable objective function, Tychogiorgos
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et al. [20] introduced a non-convex distributed optimisation framework and provided
a sufficient condition for optimality of iterative solution consisting of the Lagrangian
dual function’s sub-gradient. The idea of both [19, 20] is based on continuity of the
price-based solution (i.e., x∗(λ)). In particular, [19] showed that continuity of the
price-based solution at all the optimal prices is a sufficient condition for global con-
vergence of solution by the standard algorithm, and continuity of at least one of
the prices is a necessary condition. Tychogiorgos et al. [20] showed that continu-
ity around at least one of the prices is actually a sufficient condition to assure that
a distributed gradient-based algorithm converges to the optimal solution. Although
Tychogiorgos et al. [20] did not determine clearly what type of non-convex NLP
can be tackled by their framework, based on the case study provided, it seems that
their framework is suitable for the resource allocation problems with separable non-
convex objective functions. Hochbaum [7] showed the separability attribute of the
nonlinear optimisation problems contributes to a substantial reduction in solution’s
complexity.
In this thesis, we are dealing with a non-convex optimisation problem, which
technically belongs to one of the hardest category of non-convex problems called
signomial programming (SP). In general, a globally optimal solution to a SP prob-
lem cannot be found in polynomial time [17].
SP is the problem of minimising a signomial (s0(x)) subject to lower bound
inequality constraints on signomials (sm(x), m = 1 to M ) as follows [17, 21]:
min
x
s0(x)
s.t. sm(x) ≥ γ m = 1 . . .M
, (2.12)
where a signomial is a sum of monomials,
sm(x) =
N∑
i=1
ci
n∏
j
xj
aij , (2.13)
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where c ∈ RN and ∀i, j aij ∈ R, xj > 0 .
The typical SP problem can also include equality constraints of the form gm(x) =
0, where the gm’s are also signomials. When ci are constrained to be positive, sm(x)
is called posynomial and the resulting problem is called a geometric programming
(GP) whose global optimum can be found efficiently [17]; in contrast, only local
optima of a SP can be found optimally [17, 21]. However, in this work, we provide
findings on the practical network topologies, objective cost functions and assump-
tions that lead to complexity reduction of the problem as well as the optimal solution.
2.2 In-network Data processing/Aggregation
Data gathering is defined as systematic collection of sensed data from multiple
source nodes and transmission of the original data to a base station or a central com-
puter for processing [22]. However, because of practical network constraints such
as energy and bandwidth limitation, it is not beneficial to send all generated data to
the base station for processing. Since data generated in a WSN is often enormous
and redundant due to temporal and spatial correlation among them, it is possible
to combine data into high quality information at sensors or intermediate nodes in
order to reduce the number of packets transmitted to the base station resulting in
conservation of energy or bandwidth [22]. The process of aggregating the data from
multiple sensors to eliminate redundant transmission and provide fused information
to the based station is called in-network data aggregation or, in general, in-network
processing (INP).
2.2.1 Energy Efficient In-network Processing
In this subsection we review INP models with respect to the energy efficiency char-
acteristic. A data aggregation scheme is energy efficient if it maximises lifetime or
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reduce the energy cost of the network [22].
As for reducing communication cost, Intanagonwiwat [23] developed a data
centric-routing scheme called directed diffusion which is based on the data acquired
at the sensors. Directed diffusion achieves energy saving by selecting an empirically
good path and by caching and processing data in-network. By embedding appli-
cation knowledge in nodes, directed diffusion allows specialised forwarding modes
for certain kinds of data. That means if the attributes of data generated in sources
match the interest of the sink (the user), a gradient specifying the direction of send
and the data rate is set up to identify the next forwarding hop, and the data generated
by the sensor nodes. In fact, directed diffusion eliminates the number of redundant
transmissions by selecting only the relevant and useful data for transmission, thereby
conserving huge amounts of energy. The idea of directed diffusion has been extended
by Krishnamachari and Heidemann [24] in order to improve the transmission energy
cost. Moreover, the impact of the sources and sinks placement on data aggregation
energy cost has been studied by Krishnamachari et al. [25].
TiNA scheme proposed by Sharaf et al. [26] reduces the number of data trans-
mission by deciding what data to forward up to the data aggregation tree. By adding
a new clause to query specifications, users can specify the temporal coherency toler-
ance for the query, so, sensors only report data differing from the previous reported
data by more than specified value ranging from 0, which indicates to report data if
any changes occurs, to any positive number.
Utilising the selection and aggregation features in database query languages,
Madden et al. [27] introduced TAG, a service, which provides a simple, declara-
tive interface for distributed data aggregation. In contrast to a centralised approach,
the main advantage of TAG is its ability to reduced the communication operations
required to compute the aggregated values.
In large, energy-constrained networks such as WSNs, instead of sending infor-
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mation directly to the based station, it is beneficial to send data to a local cluster
head where data can be processed, and then the concise information can be transmit-
ted to the base station. Low-Energy Adaptive Clustering Hierarchy (LEACH) [28]
is the first to propose a model that combines the ideas of energy-efficient cluster-
based routing and media access together with application-specific data aggregation
to achieve good performance in terms of system lifetime, latency, and application
perceived quality. LEACH assumes that each node at network has the capability
to act as a cluster head. However, this assumption might not be valid for energy-
constrained sensors, since, cluster heads who are responsible for maintaining the
cluster, synchronizing cluster members, receiving all information from cluster mem-
bers etc., require high energy consumption.
Combining the idea of directed diffusion [23] and clustering, Chatterjea and
Havinga [29] introduced clustered diffusion with dynamic data aggregation approach
called CLUDDA. An interest message containing query and its detailed definition of
the query initially is sent by the sink. The query definition describes the operations
that need to be done in order to perform data aggregation. Each node that has this in-
formation can perform data aggregation. This technique can conserve energy, since,
only nodes that have knowledge of request perform data aggregation. Moreover, the
location of nodes who aggregate data may change as the source nodes’ locations
change.
Lindsey et al. [30] introduced a power-efficient gathering (PEGASIS) model for
sensor information systems. Utilising the idea of transmitting to the closest neigh-
bour, the model forms the nodes into a linear chain by employing a greedy algorithm
in order to perform data aggregation. Since the number of packets and the distance
that packets transmitted is smaller than the LEACH model, PEGASIS outperforms
LEACH. However, they did not consider in-network data processing.
Concentrating on construction of data aggregation trees, Kuo et al. [31] inves-
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tigated the problem of constructing a data aggregation tree that minimises the to-
tal energy cost of data transmission in a WSN. They showed that constructing a
data aggregation tree with minimum energy cost is NP-complete, and proposed a 2-
approximation algorithm for construction of the minimum cost aggregation tree. By
utilising the residual power and shorter path to the sink, Ding et al. [32] proposed an
energy aware distributed heuristic model to construct and maintain a data aggrega-
tion tree. Similarly, Tan et al. [33] introduced a power-efficient data gathering and
aggregation protocol which minimises the total energy expended in each communi-
cation round by computing a minimum spanning tree considering transmission cost
over each link. In all proposed models in [31, 32, 33] only the total energy cost of
data transmission is considered.
Considering dynamic approaches, Kennedy et al. [34] focus on data itself for
designing a dynamic in-network data aggregation protocol. They have proposed
several modified algorithms that may be used to maintain estimates of aggregation
functions such as average, count and sum in dynamic environments. However, they
did not take into account any QoI metrics.
In contrast to deterministic approaches taken by work such as [35, 36, 37, 38,
39, 40, 41, 34, 42, 43], Anandkumar et al. [44] take a stochastic approach to model
an energy-efficient distributed inference in a random fusion network. They analyse
the spatial correlation among nodes presented by a dependency graph. An inference
policy introduced by [44] needs the centralised network information. In addition,
they did not consider any QoI metric.
As for prediction of future traffic flow, Liebig et al. [45] utilised the idea of
learning from aggregated label information, [46] and proposed an in-network learn-
ing algorithm which transfers only aggregated label information instead of individual
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observation data. The algorithm is based on local models that only sends label infor-
mation to neighbouring nodes. The proposed model trades off the communication
cost between nodes for the accuracy.
2.2.2 In-network Processing with Optimisation Approaches
In this section we review related work that aim to optimise network lifetime or util-
ity objective functions subject to energy or flow constraints. Hong and Prasanna
[47] formulated the data gathering problem as a maximisation of network flow un-
der vertex capacity constraints, and provided a distributed algorithm to optimise data
gathering. In this model, the energy constraint on each node has been transformed
into edge capacity, and the aim is to determine the existence of a data flow which
satisfies the flow constraints.
The problem of correlated data gathering by a network with a sink node and a
tree communication structure was considered by Cristescu et al. [48], where the goal
is to minimise the total transmission cost of transporting the information collected
by the nodes, to the sink node. The problem is a joint optimisation of the rate al-
location at the nodes, and of the transmission structure. They proved that building
an optimal data gathering tree is NP-complete, and proposed various distributed ap-
proximation algorithms. Relying on convex nonlinear optimisation, Eswaran et al.
[49] applied the network utility maximum (NUM) framework to determine the opti-
mal compression and fusion factors for data aggregation as well as the optimal places
for performing data processing. Ordonez and Krishnamachari [50] presented models
both for maximising the total information gathered subject to energy constraints (on
sensing, transmission, and reception), and for minimising the energy usage subject
to information constraints. They provided an upper bound on the energy needed to
extract specific amount of information from a WSN with any fairness pattern. The
energy model they presented just include reception and transmission cost, and they
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did not include data aggregation or computation energy cost in their model.
Utilising integer programming, Silberstein et al. [38] presented a fully distributed
method for implementing many-to-many aggregation in a sensor network that min-
imises the communication cost by optimally balancing a combination of multicast
and in-network aggregation. Considering a single-edge problem and reducing it to
the weighted bipartite vertex cover, Silberstein and Yang [38] solved the problem in
polynomial time. Similarly, Chen et al. [40] explored joint scheduling and data ag-
gregation by classifying data in different aggregation classes with an additive utility.
However, only binary aggregation options, i.e., no aggregation, and full aggregation
is considered in these works [38, 40], which may deteriorate the QoI at the end user.
2.2.3 QoS-Aware Data Aggregation Protocol
In section 2.2.2 we reviewed data aggregation protocols designed with consideration
of the energy efficiency. However, in some applications the main requirement is a de-
sired quality of service. In this section, we review data aggregation protocols whose
main focus is to guarantee Quality of Services (QoSs) required by the end users.
Focusing on aggregation scheduling, a timing model for data aggregation has
been introduced by Solis and Obraczka [51]. In this model, the timeout of each node
for aggregating and sending data is set based on the position of the node in the data
aggregation tree. Each node waits for a certain period of time to receive data from
their children after which it times out. The results show that cascading timeout main-
tains the same freshness and accuracy achieved by no aggregation with significant
energy savings. In this model, full data aggregation has been utilised which means
that a node aggregates data in to a single packet.
Yousefi et al. [52] focused on aggregation scheduling problem, and proposed an
efficient distributed algorithm that generates a collision-free schedule with the least
number of time slots. However, they did not consider delay that is caused by data
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aggregation function at each aggregator node. Yu et al. [53] have studied the energy-
latency trade-offs for data aggregation in sensor networks. The main goal of their
approach is to minimise the overall energy consumption of the network subject to a
latency constraint. However, computation energy cost has not been considered in this
work. Yu et al. [54] also studied the problem of distributed aggregation scheduling
in sensor networks, and proposed an approximation distributed scheduling algorithm
that reduces the aggregation latency.
A semi-structured protocol based on the multi-objective tree is proposed by Yu
et al. [55]. Applying the Ant Colony Optimisation (ACO), their routing scheme can
explore the optimal aggregation structure. Moreover, by using the prediction model
for the arriving packets based on the sliding window, an adaptive timing policy can
reduce the transmission delay and enhance the aggregation probability.
Jiao et al. [41] proposed their full data aggregation protocol based on dynamic
routing, in which data packets are sent to the nodes with the longest data aggre-
gation queue. A timer scheme has been introduced to satisfy the application delay
request. Brahmi et al. [56] investigated the trade-off between energy consumption
and end-to-end delay imposed by data aggregation. They proposed a model that
defines optimal decision making policies at the cluster head level (i.e. in a cluster
based topology) to determine the appropriate waiting time before aggregating the
local data sampling, as well as data sampling received from other neighbour cluster
heads. These results also reveal that their scheme outperforms other three literature
schemes (no aggregation, randomised waiting and full aggregation), as it ensures the
best compromise for aggregation saving and delay reduction, however, they did not
consider computation energy consumption.
AIDA [37] is a data aggregation scheme with time sensitive manner. That means
AIDA considers the timely delivery of messages and protocol overhead, and assesses
the traffic conditions and expected sensor network requirements in order to dynam-
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ically adjust aggregation strategies. The main goal of AIDA is to maximise the
utilisation of communication channel. A control unit adoptively controls the timer
setting and tunes the degree of aggregation.
The complexity of jointly optimising INP and QoS; particularly the timeliness of
data delivery, with aggregation constraints is investigated in [43]. Authors showed
the impact of aggregation degree on the computational complexity of the problem,
and claim that regardless of routing structure (i.e., tree or a linear chain), when a
packet can aggregate three or more information elements, the problem is strong NP-
hard. Moreover, when a packet can only aggregate two information elements, the
complexity depends on whether two elements in a packet can be separated and re-
aggregated with other elements on their way to the sink.
As for maximising the amount of information collected at the sink, Sadagopan
et al. [57] formulated the problem as multi-commodity flow problem subject to con-
straint on flow conservation. An approximation algorithm based on metrics such as
hop count, distance and residual energy has been proposed, which reduces the num-
ber of iterations and incorporates the greedy behaviour.
An energy-accuracy trade-off has been investigated in [58], and a threshold-
based scheme has been introduced. In this model, sensors compare their fused esti-
mates to a threshold to make a decision regarding transmission. The threshold can be
used as a tuning parameter to characterise the trade-off between accuracy and energy
consumption for periodic data aggregation. The main disadvantage of the approach
is that the functionality of the fusion algorithm depends on the aggregation function
"Max". Hence, the fusion algorithm is not applicable for a wide range of aggregation
functions such as "average","count" or "min".
As for considering node selection and sampling techniques, Alex et al. [59]
presented MidFusion, an adaptive middleware architecture to facilitate information
fusion in sensor network applications. MidFusion discovers and selects the best set
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of sensors or sensor agents on behalf of applications (transparently), depending on
the quality of service (QoS) requirements and the cost of information acquisition.
They also provide the theoretical foundation for MidFusion to select the best set of
sensors using the principles of Bayesian and Decision theories. The relation between
the error bound and the number of sampling nodes or time slots with the specified
confidence was investigated by Zhang et al. [60], and an algorithm that selectively
lets some nodes sample data and aggregate them to the sink node was introduced.
2.3 Computing and Transmitting Cost Consideration
The initial aim of the INP idea was to aggregate (e.g., compression, fusion and aver-
aging) data with the objective of reducing the data volume for further transfer, thus,
reducing energy consumption and increasing the network lifetime [1]. A common
assumption among works utilising INP was that computation processing has negligi-
ble energy consumption in comparison to transmission operation [28, 23, 37, 30, 31].
Barr and Asanovic [2] provided an in-depth examination of the energy requirements
of several data compression schemes, and showed with several typical compression
algorithms that there is actually a net energy increase when compression is applied
before transmission. They examined the energy implications of lossless compression
of data before transmission over a wireless network and showed that the choice of
how and whether to compress depends on hardware factors such as relative energy
of CPU, memory, and network, as well as software factors including compression
ratio and memory access patterns.
There has been limited past work on the joint optimisation of computing and
communication costs considering both bandwidth and energy [49, 61, 62]. There
are a few works with consideration of the possibility of variable data reduction rates
at intermediate nodes. Zhang et al. [62] considered the computation cost in addi-
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tion to communication cost, but with respect to sampling rate of the source, and not
in-network processing. Yu et al. [63], developed an algorithm for constructing a
data-gathering tree, which employs tunable compression for energy efficiency. Gal-
luccio et al. [64] studied and estimated the conditions under which aggregation is
preferable as compared to a no aggregation. Eswaran et al. [49] applied the network
utility maximum (NUM) framework to determine the optimal compression and fu-
sion factors for data aggregation as well as the optimal places for performing data
processing. With the goal of minimising energy consumption in the network, Sharma
et al. [65] introduced a distributed approximation solution that makes joint compres-
sion and transmission decision. The proposed models and protocols in [2, 64, 65]
did not take into account the quality of information.
While we share the idea of computational cost’s effect on energy-efficient data
aggregation solution with [65] and [49], in sharp contrast to [65], we propose a dis-
tributed solution approach that achieves exact optimal solution to the problem very
efficiently. Moreover, a common assumption in the existing NUM work such as [49]
is the concavity of the utility functions, which may not be valid for many communi-
cation networks and applications [20]. So, there is a sharp distinction between [49]
and our work, as we formulate our problem as a non-convex optimization problem.
Moreover, while we share the same motivation, unlike [63] which investigated the
problem of constructing a data aggregation tree in order to minimise the total energy
for compressing and transmitting in WSNs, we focused on providing a distributed
optimisation framework with QoI consideration.
2.4 Quality of Information Consideration
The history of QoI investigation goes back to the study of the conditions of struc-
tured information stored in database with respect to its consistency, completeness
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and accuracy [66]. However, in the field of sensor networks, there is still a lack of
conclusive definition. In the most recent work, Bisdikian et al. [3] defined QoI in
sensor networks as "The body of tangible evidence available (i.e., the innate infor-
mation properties) that can be used to make judgement about the fitness-of-use and
utility of information product". In this section we review related QoI-aware proposed
approaches.
Considering utility functions of QoI, Ciftcioglu et al. [67] provided a QoI-aware
adoptive sampling data scheme for a small network (2 nodes). By utilising dynamic
programming and Lyapunov optimisation techniques, they proposed a model to max-
imises a time-average QoI utility function with respect to the cost constraints. How-
ever, INP has not been considered in this model. Ciftcioglu et al. [68] also developed
a centralized model for network delivery with timeliness consideration and the cer-
tain accuracy. A utility function is defined as a function of the QoI attributes and the
channel induced attributes that impact the QoI delivered to the destination(s). They
investigated the optimum data rate that maximise the utility of the network.
Ciftcioglu and Yener [69] pointed out that delivered QoI is a function of chan-
nel attributes and data attributes that sources provide as a results of observing the
events. They proposed a centralized transmission schedule that maximises the QoI
utility function. Neither [68] nor [69] considered INP. Moreover, Nichols et al. [70]
introduced a centralised optimisation model utilising the QoI notion to prioritise traf-
fic in directional network. However, they did not take into account INP as well.
Sachidananda et al. [71] traded reliability and timeliness for maximising the effi-
ciency. They scheduled information transmission by taking the reliability/timeliness
requirements as inputs and featuring the message transmission such that it optimally
meets the user requirements. Specifically, the solution was proposed by (i) finding
the optimal number of retransmissions on per hop basis with delay compensation,
and (ii) path split and/or replication if reliability or timeliness requirements are vi-
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olated. Sbai and Barakat [72] introduced a transport protocol to collect information
from a large number of network entities. The proposed protocol aims to control the
congestion of the network and to minimise the collection session duration.
Sharaf et al. [26] proposed TiNA scheme for minimising energy consumption
while retaining the QoI requirement. TiNA utilises the temporal coherency clause
in its query specification which cause sensors to only report data if there exist spe-
cific changes - defined by temporal coherency tolerance value - in their reading data.
Therefore, by tuning the value of the temporal coherency tolerance, it can increase
accuracy of the aggregated data. Although, TiNA is a QoI-aware energy- efficient
approach for INP, it did not take into account the computation energy cost.
A QoI-aware publish/subscribe system has been designed for mobile sensor net-
works by Ngai and Gunningberg [73]. Users can subscribe to obtain information
about events of interest by specifying the target area, sensing context, etc. The
subscriptions and the sensing data are delivered to relevant sensors and users by
location-based routing. They adoptively determine sampling rate and the data re-
porting rate in order to enhance QoI.
As for proposed performance metrics, Bar-Noy et al. [74] proposed operational
information content capacity (OICC), a utility function of the network comprised
of relevant QoI metrics to the desired operation. Iandola et al. [75] presented the
concept of real-time capacity, a performance metric in line with OICC [74] of a
networked data fusion system. The real-time capacity region quantifies the relation
between load, distributed resource topology of the data fusion system, and the worst-
case end-to-end latency constraints that can be met in networked data fusion systems.
Edwards et al. [4] presented the notion of QoI-aware networking. They proposed
that QoI-aware networking algorithm must consider how data is transformed into in-
formation, and the impact that the network may have on this transformation. They
did not take into account any INP concept in their model. They also argued that
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some data transformation may affect the information attributes in opposite ways. for
example, increasing the compression ratio may improve timeliness but decrease ac-
curacy. Mean Cognition Score (MCS), a new metric for quantifying the usefulness
of data in terms of accuracy or latency for achieving the mission’s goal has been pro-
posed by Eswaran et al. [76]. Moreover, Urgaonka et al. [77] investigated the QoI
and introduced various models to maximise a utility function of QoI. Sachidananda
et al. [71] proposed a distributed model to satisfy the user QoI requirements. How-
ever, INP has not been considered in any of the above work.
There is undoubtedly a wide range of work developing and designing models
and protocols for information gathering and processing in wireless ad-hoc networks.
However, in this thesis, we aim to develop a formal methodology for our proposed
problem by developing a nonlinear optimisation framework. Unlike other proposed
optimisation frameworks, such as [49] and [50], which are based on convex optimi-
sation, we propose a novel distributed non-convex optimisation framework that can
achieve the optimal solution effectively. Summary of the most related work and the
key features of our proposed model are provided in Table 2.1.
2.4. Quality of Information Consideration 32
Ta
bl
e
2.
1:
Su
m
m
ar
y
of
th
e
m
os
tr
el
at
ed
w
or
k
an
d
th
e
ke
y
fe
at
ur
es
of
ou
rp
ro
po
se
d
m
od
el
Q
oI
Tr
an
sm
is
si
on
co
st
C
om
pu
ta
tio
n
co
st
IN
P
C
om
m
en
ts
D
ir
ec
te
d
D
iff
us
io
n
[2
3]
7
7
R
ed
uc
in
g
co
m
m
un
ic
at
io
n
co
st
Ti
N
A
[2
6]
7
Te
m
po
ra
lc
oh
er
en
cy
ap
pr
oa
ch
L
E
A
C
H
[2
8]
7
7
C
lu
st
er
-b
as
ed
ap
pr
oa
ch
C
L
U
D
D
A
[2
9]
7
7
C
lu
st
er
ed
di
ff
us
io
n
IN
P
PE
G
A
SI
S
[3
0]
7
7
7
D
at
a
ga
th
er
in
g
m
od
el
[3
1]
7
7
7
C
on
st
ru
ct
in
g
da
ta
ag
gr
eg
at
io
n
tr
ee
[3
2]
7
7
7
C
on
st
ru
ct
in
g
da
ta
ag
gr
eg
at
io
n
tr
ee
[3
3]
7
7
7
C
on
st
ru
ct
in
g
da
ta
ag
gr
eg
at
io
n
tr
ee
[3
4]
7
7
7
D
is
tr
ib
ut
ed
ag
gr
eg
at
io
n
pr
ot
oc
ol
[4
4]
7
A
st
oc
ha
st
ic
ap
pr
oa
ch
[4
7]
7
7
7
N
et
w
or
k
flo
w
m
ax
im
is
at
io
n
[4
8]
7
7
7
R
at
e
al
lo
ca
tio
n
an
d
tr
an
sm
is
si
on
st
ru
ct
ur
e
[4
9]
C
on
ve
x
op
tim
is
at
io
n
pr
ob
le
m
[5
0]
7
7
In
cl
ud
in
g
re
ce
pt
io
n
an
d
tr
an
sm
is
si
on
co
st
[3
8]
7
7
B
in
ar
y
ag
gr
eg
at
io
n
[4
0]
7
7
B
in
ar
y
ag
gr
eg
at
io
n
[6
2]
7
7
Se
ns
in
g
an
d
ro
ut
in
g
pr
ob
le
m
[6
3]
7
C
on
st
ru
ct
in
g
da
ta
ag
gr
eg
at
io
n
tr
ee
O
ur
pr
op
os
ed
m
od
el
N
on
-c
on
ve
x
op
tim
is
at
io
n
pr
ob
le
m
CHAPTER 3
Problem Formulation and Research
Issues
3.1 Problem Formulation
Data generated in the sensor network often has some degree of redundancy due to
spatial and temporal correlations among information observed or collected by vari-
ous sensors. Therefore, it is possible to aggregate data as a means to optimise util-
isation of limited network resources. Considering energy as a critical resource in
networks such as WSNs, it is possible to reduce energy consumption for transmis-
sion and reception by aggregating a huge amount of data into a smaller volume.
However, the greater degree of data aggregation, the higher the amount of computa-
tion energy consumes. Therefore, a trade-off exists among the amount of energy that
each node spends on data reception, transmission and computation. As mentioned,
data aggregation can cause QoI to deteriorate. Therefore, the degree at which a sys-
tem can process and aggregate information is one of the main determining factors of
QoI. Therefore, by exploiting this trade-off, our goal is to introduce an optimisation
framework that can determine the optimal degree of data aggregation at each node
in the network, subject to meeting the QoI required by the end user.
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3.1.1 Assumptions
We define the ratio of the volume of aggregated data to that of all data at each node
received from its children nodes as the data reduction rate denoted by δ between 0
and 1. The reduction rate is the degree by which a node can aggregate its received
data efficiently, and a determining factor for QoI. We also assume that a data aggre-
gation tree is formed among all involved nodes in the network after the user requests
information from the network, as it is illustrated by Fig.3.1. We consider the amount
of information that the user needs to receive (e.g., number of data packets) as a QoI
requirement threshold. The reason behind this assumption is that in some cases of
applications such as image processing, the size of data can be an indicator for mea-
suring accuracy or precision of the images. We acknowledge that beside the required
amount of information, other parameters of QoI may also be important. However, the
significance of this work is that we propose a novel efficient approach for designing
a distributed and QoI-aware framework in the field of INP. The problem with other
QoI metrics and assumptions will be left to our future work. We assume that the root
The area of 
interest
j
yrδr
r
i i
j
yiδi
yjδj
yrδr
r
(a) (b)
:Sensor nodes
:The user
Figure 3.1: (a) INP architecture; (b) Aggregation tree formed in responding to the
query by the end user.
node, r, of the tree is responsible for delivering the required information to the end
user. Without loss of generality, it is assumed that only leaf nodes generate data, and
each of the remaining (intermediate) nodes in the tree receives data from its children
nodes, processes, and forwards aggregated data to its parent node and towards the
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root node.
Let the total energy consumption of node i denoted by Fi consist of energy spent
in receiving eiR, computing eiC and transmitting eiT its data as follows:
Fi = eiR + eiC + eiT . (3.1)
3.1.2 Problem Statement
We formulate the energy-efficient data aggregation problem as a nonlinear optimisa-
tion problem to optimise the trade-off and control the degree of information reduc-
tion at each node subject to given QoI requirement as follows:
min
δ
N∑
i=1
Fi(δi, yi)
s.t. qr(δr, yr) ≥ γ
, (3.2)
where N is the total number of nodes in the data aggregation tree. Fi(δi, yi) is the
cost function of node i, which is a function of the total volume of input data yi re-
ceived from its children nodes and the data reduction rate δi at node i. δ is a vector
of reduction rates for all nodes. qr(δr, yr) specifies the QoI function. Since the root
node, r, is responsible for delivering the required information to the end user, the
QoI constraint is associated only with the root node. γ indicates the QoI requirement
threshold specified by the end user. Even though the problem has only a single QoI
constraint associated with the root node, the data reduction rate must be chosen opti-
mally at every node so that the total energy consumption is minimised while the QoI
constraint for the end user can be satisfied.
Assuming the amount of data that is required by the end user be the QoI require-
ment, i.e., qr(δr, yr) = yrδr, the optimisation problem is given by:
min
δ
N∑
i=1
Fi(δi, yi)
s.t. yrδr ≥ γ
. (3.3)
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The constraint yrδr ≥ γ specifies the minimum volume of aggregated data that the
user requires from all source nodes in the area of interest, as shown in Fig. 3.1.
The problem (3.3) is a variant of 0/1 knapsack problem [78]. We investigate on
the hardness of the problem under two different scenarios. In the first scenario, we
assume that computation cost at each node is far more expensive than its transmis-
sion cost, and in the second scenario, the transmission cost is considered to be far
more expensive than the computation cost at each node.
yrδr
yiδi
...
yjδj
i
j
r
:Sensor nodes
:The user
Figure 3.2: An instance of the problem 3.3.
Under the first scenario, the problem (3.3) is NP-hard, since 0/1 knapsack prob-
lem can be reduced to the proposed problem (3.3) as follows. Assume a single level
aggregation tree rooted at node r as an instance of the problem (3.3) as illustrated in
Fig. 3.2. The total energy consumption of node i consists of the energy spent in re-
ceiving eR, computing eC and transmitting eT of its data. Without loss of generality,
assume eR = 0. In addition, if node i chooses to forward all (δi = 1) or none (δi = 0)
of its data, the computation cost at node i equals zero. Under the first scenario, it is
beneficial for node i to forward all or none of its data instead of aggregating them,
that is, node i has only two choices of sending all (δi = 1) or none (δi = 0) of its data;
Therefore, the only effective energy consumption cost will be the transmission cost.
Since node r is responsible for delivering information received from its children (i.e.,
yr =
∑
i∈Crδiyi, where Cr is a set of node r’s children) to the end user, its reduction
rate must be equal to one (δr = 1), otherwise the constraint in the problem will not be
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satisfied. The transmission energy cost is relative to the amount of information that
node i sends (e.g., eT = βiyiδi). Therefore, the problem is to find a set of δi ∈ {0, 1}
such that
∑
i∈Crβiyiδi attains its minimum value, while
∑
i∈Cryiδi ≥ γ, where βiyi
and yi are value and weight of item i respectively. Therefore, if there exists a de-
terministic algorithm that can solve the instance of the problem (3.3) in polynomial
time, then 0/1 knapsack problem is also solvable, contradicting the prior-knowledge
of 0/1 knapsack problem being NP-hard.
In the second scenario, given that transmission cost is far more expensive than
computation cost, the problem converts to the fractional knapsack problem. How-
ever, although the greedy approach [78] can be applied to approximate the global
solution for a single level data aggregation tree, the interdependency among nodes,
when a multi-level data aggregation tree is considered, impedes use of these tech-
niques in our problem. In general, the problem (3.3) is an NP-hard problem, since,
the probability of having the first scenario or multi-level data aggregation tree is not
zero.
3.1.3 System Model
For each node i, let the energy spent in receiving eiR, computing eiC and transmitting
eiT of its data be defined as follows:
eiR = εiRyi, (3.4)
eiT = εiT yiδi, (3.5)
eiC = εiCyili(δi), (3.6)
where εiR, εiC and εiT are the energy consumed in receiving, processing and trans-
mitting one unit of data, respectively and li(δi) is a decreasing differentiable function
of the reduction rate.
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The intuition behind the definition of li(δi) is that, typically, the greater the de-
gree of data aggregation (i.e., the smaller amount of aggregated data produced after
processing), the higher the energy consumption for computation. In addition, the
influence of the reduction rate δ on eC is highly dependent on the type of data being
aggregated, the actual aggregation functions and the characteristics of computation
hardware [2]. For instance, processing high-quality video usually consumes more
energy than processing data such as temperature or humidity measurements. There-
fore, to adequately capture these dependencies, the scaling function li(δi) is included
in eC . In this thesis, we consider li(δi) = ( 1δi − 1) for δi > 0 as the scaling function.
As an example, Fig.3.3 shows the total energy consumption of node i based on
the assumptions (3.1) and (3.4)-(3.6). As illustrated, there is a trade-off between
computation and transmission costs. At δi = 1, node i sends all received data to its
parent. That means eC = 0. A smaller δi means that node i reduces the volume of its
transmitted data. Therefore, it can reduce its total energy consumption since it needs
to transmit less data. However, after a certain point, reducing more data will require
spending more energy due to the need for more computation, even though it needs
to spend less energy on transmission. Note that the node parameters εC and εT can
affect this trend.
Given (3.1) and (3.4) to (3.6), we define fi as the total energy consumed by node
i for one unit of receiving data:
fi = εiR + εiC li(δi) + εiT δi. (3.7)
Since, it is assumed that only leaf nodes generate data, we have
yi =
∑
j∈Ci
δjyj for i = 1 to N , (3.8)
where Ci denotes the set of children nodes of node i.
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Figure 3.3: Total energy consumption function associated with node i given as-
sumptions (3.1) and (3.4)-(3.6), li(δi) = ( 1δi − 1), εC = 0.01, εT = 0.05, εR = 0.02
and yi = 40.
3.2 Research Issues
As discussed in Section 1.2.2, four research issues are investigated in this thesis: (i)
to understand the hardness of the problem; (ii) under what conditions complexity of
the problem can be reduced; (iii) given non-convexity and hardness of the problem,
are there any assumptions or conditions that lead to solving the problem effectively,
and, if yes, (iv) can we determine the optimal solution in an efficient distributed fash-
ion?
In Section 3.1.2, we argued that the problem (3.3) is NP-hard in general. In
addition to the parameters setting that makes the problem hard to solve, definition
of fi can affect the hardness of the problem (3.3) as well. For example, although
considering the scaling function l(δ), where δ ∈ (0, 1], as illustrated by Fig.3.3, can
decrease the hardness of the problem, following our system assumptions and the cost
model in (3.4) to (3.8), and considering the scaling function l(δ) = (1
δ
− 1), still the
problem (3.3) is hard to solve. In fact, the problem (3.3) belongs to a category of
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non-convex problems called Signomial Programming (SP) problems [17].
The problem (3.3) is SP, since, given (3.8), yi is a posynomial function of all con-
trol variables associated with nodes located at the sub-tree rooted at node i. There-
fore, Fi = yi(εiR + εiC li(δi) + εiT δi) is a signomial function. Since signomials are
closed under addition, the problem (3.3) is a signomial programming problem. Re-
call that in general, SP problems can not be solved in polynomial time [17, 21].
In addition, the assumption (3.8) leads to the high level of interdependency
among nodes and makes the problem (3.3) inseparable. It is believed that the separa-
bility attribute of a problem can reduce computational complexity of the problem’s
solution considerably [7]. In this thesis, we investigate other conditions under which
the complexity of the problem can be reduced.
Due to the desire of determining the exact optimal solution in an efficient way,
we investigate and establish practical conditions, cost and topology assumptions un-
der which exact optimal solution can be obtained despite of the non-convexity of the
problem. Moreover, following our interest in designing a distributed optimisation
framework, we devise a distributed algorithm based on gradient descent, and show
that the method can achieve the optimal solution efficiently.
CHAPTER 4
Complexity Reduction Framework
4.1 Overview
As mentioned in section 3.2, the practical network assumptions revealed that our
QoI-aware INP problem belongs to the category of non-convex problem which is
hard to solve in general. In this chapter, we aim to introduce a new approach toward
distributed solution to the very challenging QoI-aware INP problem with high degree
of interdependency among problem’s variables, where the separation or decomposi-
tion of the problem becomes an inefficient or very challenging task, if not impossible.
In this chapter, we built a set of conditions for our problem introduced in section
3.1 and proposed a framework with highly reduced complexity for optimising INP
for QoI. The core idea of this approach is to reduce the complexity of the prob-
lem such that each node can obtain its optimal reduction rate by solving the much
reduced problem locally. We prove in the following that under the assumption of
uniform parameter settings, the processing tree can be collapsed into a linear graph,
where the number of nodes represents the node levels of the original processing tree,
thus, significantly reducing the computation complexity, which may be acceptable to
be carried out by each node with limited energy supply. This forms the basis of our
proposed approach in this chapter for the optimal solution for the proposed problem
(3.3). Toward this end, we introduce the following Lemma and Theorem.
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4.2 Proposed Approach
Lemma 4.1. Assume a perfect c-ary aggregation tree with depth h where: (a) apart
from the leaf nodes, each node has exactly c children, (b) every leaf node generates
the same amount of data, while all other nodes only receive data from their children,
process the received data, and transfer the aggregated data to one’s parent, and (c)
the network and energy consumption parameters in (3.4) to (3.6) are identical for all
nodes. Under these assumptions, all the nodes at the same level of the tree (say level
i) have an identical data reduction rate δi in the optimal solution for the problem (3.3).
Proof. See Appendix A.1.
The following Theorem shows that under the assumptions made in the Lemma,
the optimal solution for the problem (3.3) associated with a symmetric aggregation
tree is identical to that for a linear graph of h + 1 nodes. For example, the optimal
solution for the proposed problem for the tree in Fig.4.1a is identical to that for the
linear graph in Fig.4.1b, which represents a very significant reduction in complexity.
Theorem 4.2. For the perfect c-ary aggregation tree with h levels and the assump-
tions made in the Lemma, the optimal reduction rates for all nodes at the same tree
level for the problem (3.3) are identical to that of the node at the corresponding level
in a linear graph with h + 1 nodes. Furthermore, the optimal rates can be obtained
by solving the following problem of the linear graph with h+ 1 nodes:
min
δ
Y
h∑
j=0
(
h∏
k=j+1
δk) fj(δj)
s.t. Y
h∏
k=0
δk ≥ γ
, (4.1)
where δh+1 = 1, fj(δj) = εR + εT δj + εC l(δj), h is the number of levels in the
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aggregation tree which is equal to logcN , δ is a vector of reduction rates associated
with each level of the tree and given y is the amount of data generated at each leaf,
Y = ych is the total amount of data generated at the leaf nodes.
Proof. At level i, there are ci nodes. Each node j, where j ∈ ci, receives a volume of
data equal to
yj = yc
h−i
h+1∏
k=i+1
δk, for i = 1 to h , (4.2)
where δh+1 = 1.
The energy cost per unit of data at node j is equal to εR + εT δj + εC l(δj). There-
fore, the total cost at level i is:
φi(δi, y) = c
i
(
ych−i
h+1∏
i+1
δk
)(
εR + εT δi + εC l(δi)
)
= ych(
h+1∏
i+1
δk)f(δi) . (4.3)
So, the total cost is
F (δi, y) = yc
h
h∑
i=0
(
h+1∏
i+1
δk)f(δi) . (4.4)
Since we assume that the root r is located at level 0, the amount of data received by
the root is equal to
Yr = yc
h
h∏
k=1
δk . (4.5)
Therefore, the constraint in problem (3.3) can be written as follows:
ych(
h∏
k=1
δk)δ0 = yc
h(
h∏
k=0
δk) ≥ γ . (4.6)
In general, the complexity of an optimisation problem solver depends on the
number of variables in the problem [11]. Moreover, if the problem is non-convex
and solving the problem includes convexifying or approximating the closest convex
form of the problem, then, the number of steps to approximate the convex form of
the problem can affect the complexity of the algorithm as well. For example, to
solve a SP problem, Derakhshani et al. [79] proposed an algorithm with complexity
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O(pn3), where n is the total number of variables and p is the total number of terms
in all monomials and posynomials in the objective and constraints functions, which
is also a function of n. Accordingly, since our model reduction technique can reduce
the problem of N variables to the equivalent problem of logcN + 1 variables, the
complexity of the optimisation solver will be reduced considerably.
4.3 Numerical Results
In this section, we present numerical results to confirm the proposed approach. Given
the assumptions (3.1) and (3.4) to (3.8), we considered 15 homogeneous nodes form-
ing a 4-level perfect binary aggregation tree with parameters εC = 0.01, εT = εR =
0.02 for each node in the first experiment. We utilised sequential quadratic program-
ming (SQP) method in the Matlab optimisation tools to obtain the optimal solution
for the problem (3.3). Each leaf generates y = 15 packets, and the user’s QoI re-
quirement is considered to be γ = 5. Given these parameters’ settings, the existence
of the feasible solution is guaranteed, and it is in the interior. Note that a feasible
solution will not exist if the sum of the data generated at leaf nodes is less than the
threshold γ.
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Figure 4.1: (a) Reduction rates for nodes in a symmetric aggregation tree. (b)
Network topology after model reduction.
4.3. Numerical Results 45
Fig.4.1a shows the optimal data reduction rate associated with each node. As
expected, the optimal reduction rates for all nodes at the same level of the tree are
identical. Total energy consumption of the network is 8.23 units, and the root (node
1) delivers exactly 5 packets. Fig.4.1b illustrates the same network after applying
our model as specified in the Theorem 4.2. It can be seen that the optimal reduction
rates are identical to the original network. Note that the results provided in Fig.4.1
also has been confirmed by an exhaustive search algorithm1.
The significance of this proposed solution for the global optimisation problem
is explained as follows. In general, the problem of in-network processing is a non-
convex optimisation problem for which no exact distributed solution technique has
been found. Solving the problem by a centralised method does not scale in terms of
algorithm complexity, and incurs significant overhead in distributed environments.
Under the assumption of identical parameters for all nodes, we have proved here that
the optimal data reduction rates for a symmetrical tree of N nodes can be obtained
by solving the corresponding problem of a linear graph of logc(N) + 1 nodes. This
represents a very significant reduction in complexity such that each node can obtain
its optimal reduction rate by solving the much reduced problem locally.
Theorem 4.2 can be extended from the homogeneous nodes across the network
assumption to homogeneous-at-each-level. This means that nodes’ parameters set-
tings may be different across levels, however, the optimal data reduction will be the
same for all nodes at a given level, and are identical to that of the node at correspond-
ing level in the equivalent linear graph.
In addition, there are many parameters that can affect the results and performance
of the data aggregation system. In order to get an insight into the problem in the next
experiments, we examine the behaviour of the network under different network pa-
1Since by definition, δ ∈ [0, 1]. We partitioned [0, 1] interval into the equal parts and consid-
ered a set of discrete values with three decimal digits (i.e., 0, 0.001, 0.002, 0.003, . . . , 1) in order to
implement the exhaustive search algorithm.
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(a) εc = 0.01,εr = εt = 0.02 (b) εc = 0.02,εr = εt = 0.01
Figure 4.2: The optimal reduction rates associated with the homogeneous nodes at
different levels of the binary data aggregation tree under moderate parameter settings
(a) εc = 0.01,εr = εt = 0.4 (b) εc = 0.4,εr = εt = 0.01
Figure 4.3: Variation of the optimal data reduction rate at each level of the binary
data reduction tree with homogeneous nodes under extreme parameter sittings
rameter settings.
Fig. 4.2a-4.4b present variations of the reduction rates associated with the nodes
located at different levels of the aggregation tree under different network parameter
settings. A perfect binary aggregation tree with 1023 homogeneous nodes is consid-
ered where the root and leaf nodes are located at level 0 and 9, respectively. Each
leaf generates 15 packets. The QoI threshold is assumed to be 5 packets.
Fig. 4.2a illustrates the condition when data transmission consumes more energy
than data processing. Since data processing is less expensive than transmission, it is
beneficial to reduce data at lower levels of the tree gradually as Fig. 4.2a indicates.
In Fig. 4.2b, we consider that processing the data is more expensive than trans-
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Table 4.1: Total energy consumption and provided QoI associated with data reduc-
tion rates
Figure Num. Total Energy Consumption Provided QoI
4.2a 537.87 5
4.2b 536.42 39.92
4.3a 4547.14 5
4.3b 3072 7680
4.4a 741.44 5
4.4b 155.6 5
(a) εc = 0.02,εr = εt = 0.02 (b) εc = 0,εr = εt = 0.02
Figure 4.4: The optimal reduction rates associated with the homogeneous nodes
at different levels of the binary data aggregation tree under two specific parameter
settings
mitting it. Similar to the previous experiment, the nodes at each level gradually re-
duce the amount of delivered data. However, the amount of data reduction is not the
same as in the previous experiment due to the high cost of data processing. The total
energy consumption and provided QoI corresponding to each experiment is provided
in Table 4.1. According to Table 4.1, in the first parameter settings, the delivered QoI
is exactly equal to the user requirement threshold (i.e., the constraint in the problem
4.1 is active), while in the second one, the provided QoI is larger than it is required.
Fig. 4.3a and 4.3b illustrate the extreme cases. That is when there is a big dif-
ference between the cost of processing one unit of data and transmitting it. Fig.4.3a
illustrates the situation when transmission cost is relatively higher than computation
cost. The results show that reduction of redundant data gradually occurs at lower
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levels of the aggregation tree in order to lessen the number of data transmissions.
In contrast, Fig.4.3b demonstrates the situation when computation cost is extremely
higher than the transmission cost. Under this parameter settings, nodes at each level
transmit all their data as data processing operation can lead to further energy con-
sumption.
Fig. 4.4a and 4.4b illustrate two special cases. In Fig. 4.4a we assumed that
εT = εC . Although εT and εC are considered to be equal, in fact, the definition
of the scaling function l(δ) determines how costly the computation operations are.
Comparing Fig 4.4a to Fig. 4.2b demonstrates the effect of transmission cost on the
reduction rate at each level of the tree. Given the equal computation cost εC in both
experiments (see Fig.4.4a and 4.4b), since the transmission cost in the experiment
corresponding to Fig.4.4a is higher than the one presented by Fig.4.2b, the reduction
rates are smaller. That means nodes at different levels gradually aggregate more data
in order to reduce the volume of data for transmission, and thereby conserve more
energy. In Fig.4.4b, we consider that processing data does not impose any cost on
total energy consumption of the network (i.e., εC = 0). In this case, most of the
redundant data is decreased in the lower levels of the aggregation tree, namely at
level 9 and 8.
CHAPTER 5
Distributed Optimisation Framework
5.1 Overview
As mentioned in section 3.1, the proposed problem (3.3) is a non-convex optimisa-
tion problem, which is hard to solve in general. The main challenge when attempting
to solve a non-convex optimisation is that contrary to what happens in convex op-
timisation, the gap between the primal and dual optimal solutions can be positive,
and, therefore, more sophisticated techniques must be employed to solve the prob-
lem [12]. Our aim is to investigate this problem and design a distributed framework
that can globally optimise the problem (3.3).
To end this, let us summarise the key contributions of this chapter. For a set of
reasonable energy cost structures, we propose an optimal solution by transforming
the original problem to an equivalent one. By utilising and analysing the KKT con-
ditions, we prove that the non-convex optimisation problem can be solved exactly as
the associated optimal duality gap is shown to be zero.
As the second contribution of this chapter, following our desire to provide a
distributed framework, we devise a distributed approach based on gradient-descent
method, and show that the proposed solution approach can achieve the optimal so-
lution efficiently. We evaluate our proposed framework under different parameter
settings, and illustrate the performance of the framework through extensive simula-
tion results.
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5.2 Solution Approach
As discussed in section 2.1.2 and 3.2, in general, there are no known simple nec-
essary and sufficient conditions for determining global/local optima for non-convex
optimisation problem. However, we will show that under a set of reasonable costs
and network assumptions, and by analysing the conditions of the network and pa-
rameter setting, it is possible to transform (3.3) to an equivalent problem such that
the global optimal solution to the problem can be achieved effectively.
Let K be the set of all leaf nodes and h(k) denote the depth of node k in the
aggregation tree. Assume that the root node r is located at level 0 and its depth is 0.
Let τk = (nk,h(k), nk,h(k)−1, . . . , nk,1, nk,0) denotes the unique path from node nk,h(k)
to nk,0 where by definition nk,0 , 0 (i.e., the root) and nk,h(k) , k (i.e., the node
itself). Then, nk,i is the node at the ith hop from the root in the unique path τk. Us-
ing this notation, we introduce the following Theorem which demonstrates how the
problem of the total energy consumption over all the nodes can be converted into an
equivalent problem by considering the total energy consumption over each unique
path from each leaf node to the root.
Theorem 5.1. The optimisation problem in (3.3) is equivalent to the problem (5.1)
min
δ
∑
k∈K
yk
(
fk(δk) +
h(k)−1∑
i=0
fk,i(δk,i)
h(k)∏
m=i+1
δk,m
)
s.t.
∑
k∈K
yk
( h(k)∏
i=0
δk,i
)
≥ γ
, (5.1)
where by definition fk,h(k) , fk and δk,h(k) , δk. yk denotes the amount of data
generated by each leaf node k. δk,i and fk,i are the reduction rate and the total energy
consumption for unit of data corresponding to ith node in the unique path from the
root to the leaf k, respectively.
Proof. According to the assumptions for energy consumption in (3.1) and (3.4) to
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(3.6), the total energy consumption of each node i is directly proportional to the total
volume of data yi received from all its children where the proportionality constant is
given by fi in (3.7). Since the data received at each node is the sum of all output data
from its children (3.8), the linear relationship reveals that the total energy consump-
tion at each node i is equal to the sum of energy spent on each of the data streams
received from different children nodes. As only leaf nodes are assumed to generate
data, we can reformulate the problem in (3.3) over all nodes in the network as one
based on data generated at each leaf node.
Despite the different representation of (3.3), problem (5.1) still represents a non-
convex optimisation problem. The Karush-Kuhn-Tucker (KKT) conditions are nec-
essary conditions for the global optimal solution to the nonlinear primal problem in
(5.1) (see [80]). By analysing the KKT conditions for the dual problem associated
with (5.1), we prove in the following that the primal and dual problem have zero
duality gap.
5.2.1 Strong Duality Assessment
Let d(λ) be the Lagrangian dual function of (5.1), where λ is the Lagrangian multi-
plier (price) associated with the QoI constraint in (5.1). Then, the dual optimisation
problem is as follows:
max
λ
d(λ) = L(δ∗, λ) , (5.2)
where L(δ∗, λ) is the Lagrange function given by
L(δ, λ) =
∑
k∈K
yk
(
fk(δk) +
h(k)−1∑
i=0
fk,i(δk,i)
h(k)∏
m=i+1
δk,m
)
−λ
(∑
k∈K
yk(
h(k)∏
i=0
δk,i) + γ
)
. (5.3)
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and δ∗ is obtained from
δ∗ = arg min
δ
L(δ, λ) . (5.4)
Let δ∗ and λ∗ be any primal and dual optimal solution. The KKT conditions stem
from the fact that the gradient of the Lagrangian function must be zero [11]. That is:
∇L(δ∗, λ∗) = 0 . (5.5)
We consider the stationary condition for three different types of nodes namely, the
root (node 0), the leaf (node k) and the intermediate node (node j) in the aggregation
tree. The optimal data reduction rates δ0, δk and δj for these node types are obtained
as follows:
Taking the partial derivatives of (5.3) at δ0 (i.e., root node), δk where k ∈ K and
δj where j 6∈ K, we have
∂L
∂δ0
=
∑
k∈K
yk
(
f ′0(δ0)
h(k)∏
m=1
δk,m
)
−λ
∑
k∈K
yk(
h(k)∏
m=1
δk,m) = 0. (5.6)
∂L
∂δk
= ykf
′
k(δk) + yk
h(k)−1∑
i=0
(
fk,i(δk,i)
h(k)−1∏
m=i+1
δk,m
)
−λyk(
h(k)−1∏
m=0
δk,m) = 0 for k ∈ K. (5.7)
Given that
∏
i∈N δi 6= 0, by factorising and rearranging the terms in (5.6) and
(5.7) we have:
f ′0(δ0) = λ . (5.8)
f ′k(δk) = −
h(k)−1∑
i=0
(fk,i(δk,i)
h(k)−1∏
m=i+1
δk,m) + λ(
h(k)−1∏
m=0
δk,m) . (5.9)
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To compute ∂L
∂δj
, notice that δj only affects the energy cost of node j and its
ancestors. Let τj = (nj,h(j), . . . , nj,1, nj,0) denotes the unique path from node j to the
root; here h(j) is the depth of node j, nj,h(j) = j and nj,0 = 0 (as in the definition of
τk in Section 5.2). Let yj denotes the total volume of incoming data at node j. Then
∂L
∂δj
= yjf
′
j(δj) + yj
h(j)−1∑
i=0
fj,i(δj,i)
h(j)−1∏
m=i+1
δj,m
−λyj
h(j)−1∏
m=0
δj,m = 0. (5.10)
We treat (5.10) in the same manner as (5.6) and (5.7) to obtain
f ′j(δj) = −
h(j)−1∑
i=0
fj,i(δj,i)
h(j)−1∏
m=i+1
δj,m + λ
h(j)−1∏
m=0
δj,m . (5.11)
Notice that we do not need to differentiation between leaf nodes and intermediate
nodes.
For the cost model in (3.7), we have:
f ′i(δi) = εT −
εC
δ2i
. (5.12)
Substituting (5.12) into (5.8), (5.9) and (5.11) lead to (5.13), (5.14) and (5.15).
δ0(λ) =
√
ε0C
ε0T − λ
. (5.13)
δk(λ) =
√
εkC
εkT +
∑h(k)−1
i=0 (fk,i(δk,i)
∏h(k)−1
m=i+1 δk,m)− λ(
∏h(k)−1
m=0 δk,m)
. (5.14)
δj(λ) =
√
εjC
εjT +
∑h(j)−1
i=0 (fj,i(δj,i)
∏h(j)−1
m=i+1 δj,m)− λ(
∏h(j)−1
m=0 δj,m)
. (5.15)
Equations (5.13) to (5.15) are called the price-based solution functions for the
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problem (5.1), because they are expressed as the function of the Lagrangian multi-
plier (price) λ. Equations (5.13) to (5.15) are for the specific cost function (3.7). For
a general cost function which is decreasing and differentiable, δ can be uniquely de-
termined from f ′(δ). By applying the key results in [20], we have the Theorem 5.2.
Theorem 5.2. The strong duality property holds for the primal and the dual problem
in (5.1) and (5.2). Furthermore, an iterative algorithm exists to obtain the optimal
solution for both problems.
Proof. It is important to observe from (5.13) to (5.15) that the optimal data reduction
rates function for all nodes in the aggregation tree are continuous functions of the
price variable λ in the feasible range, including the optimal value of λ∗. Based
on Theorem 1 in [20], restated in Appendix B, this continuity property guarantees
that the duality gap for (5.1) and (5.2) is zero and that the optimal solutions for the
primal-dual problems can be obtained by an iterative method.
Initially, we assumed that only leaf nodes generate data and indeterminate nodes
only process received data from their children and transmit the aggregated data. This
assumption has been presented by (3.8). However, in the following, we show that
(5.13) to (5.15) are still valid if we relax the assumption (3.8). That means in addi-
tion to the leaf nodes, the intermediate nodes generate or sense data as well.
Let the amount of data at the intermediate node i be defined as follows:
yi =
◦
yi +
∑
j∈Ci
δjyj , ∀ i ∈ N −K , (5.16)
where
◦
yi indicates the amount of data generated (sensed) by the node i, and as de-
fined previously,
∑
j∈Ciδjyj denotes the amount of data that node i receives from the
set of its children nodes Ci. N and K denote the set of all nodes and all leaf nodes,
respectively.
Since the total energy consumption of node i is still directly proportional to the
total volume of data held by node i and given the additive attribute of the assumption
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(5.16), the equivalent problem of (5.1) can be presented based on Theorem 5.1 as
follows:
min
δ
∑
k∈K
yk
(
fk(δk) +
h(k)−1∑
i=0
fk,i(δk,i)
h(k)∏
m=i+1
δk,m
)
+
∑
i 6∈K
◦
yi
(
fi(δi) +
h(i)−1∑
z=0
fi,z(δi,z)
h(i)∏
m=z+1
δi,m
)
s.t.
∑
k∈K
yk
( h(k)∏
i=0
δk,i
)
+
∑
i6∈K
◦
yi
( h(i)∏
m=0
δi,m
)
≥ γ
. (5.17)
We treat (5.17) in the same manner as (5.1) in order to obtain price-based solu-
tion functions. That means taking the partial derivatives of the Lagrange function
corresponding to the problem (5.17) at δ0 (the root), k (the leaf node) and j (the in-
termediate node). The details of these derivations has been given in Appendix A.2.
The results show that price-based solution function in both cases (i.e., (i) only the
leaf nodes generate data and (ii) all nodes generate data) are identical.
5.3 Distributed Solution Approach
Given that the dual problem in (5.2) is a linear function of λ (see 5.3), even though
the primal problem in (5.1) is non-convex, it is possible to utilise the gradient meth-
ods to solve the dual problem.
The gradient-descent method is a popular technique to find local optima. At each
step of iteration, the search continues in the negative direction of the gradient of the
function. The gradient-descent recursion for solving (5.2) is given by:
λ(t+1) = λ(t) − α(∂L(δ
∗(λ), λ)
∂λ
) , (5.18)
where t is the iteration index, λ(t) indicates the price value at the tth iteration and
α ≥ 0 denotes the step size.
Since all price-based solution functions, namely (5.13), (5.14) and (5.15), associ-
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ated with problem (5.1) are continuous over λ’s domain, one can devise an iterative
algorithm based on (5.18) that can converge to the global optimal solution, as sug-
gested by Theorem 5.2.
5.3.1 Distributed Algorithm
Due to the complex relationships among nodes, imposed by the tree structure and
assumption made by (3.8), the problem (5.1) and its corresponding Lagrangian func-
tion (5.3) cannot be easily separated to develop a distributed solution. However, a
careful observation of the price-based solution functions in (5.13) to (5.15), reveals
that the optimal data reduction at a node (say node i) only depends on the optimal
reduction rates of all ancestors of node i in the aggregation tree and the optimal
price value λ∗. That is, if a node knows just the solutions associated with its an-
cestors and the optimal price value λ∗, it can calculate its data reduction rate δ. We
exploit this critical observation to devise our distributed solution. Algorithm 5.1
presents the pseudocode of the proposed approach. Steps for the Phase1 and Phase2
operations of the Algorithm 5.1 are presented as Algorithm 5.2 and Algorithm 5.3,
respectively. Note that t denotes the iteration step. An initial value λ0 is considered
as an input to the Algorithm 5.1. Accordingly, λ(t) is the price value calculated at tth
round of the algorithm. The Algorithm 5.1 converges to the optimal solution when
λ(t+1) − λ(t) = 0.
5.3.2 Information Exchange
Although each node needs all price-based solutions of its ancestors and the price
value to calculate its reduction rate, each node can receive the required information
just from its parent. Moreover, it is also possible to reduce the number of messages
exchanged among nodes as follows.
Consider δj(δ) in (5.15) and let
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Algorithm 5.1: Iterative Distributed Algorithm
input : Initial value for price value λ
output: Optimal reduction rate associated with all nodes and optimal price
value
1 t← 0 ; /* initializing the iteration counter */
2 λ(t) ← λ0 ; /* initializing the price value */
3 repeat
4 Phase1:Nodes calculate δ(λ(t)) based on (5.13) - (5.15);
5 Phase2:Nodes calculate their QoI contributions based on (3.8);
6 New price updated based on (5.18) by the root and sent to all children;
7 until Algorithm-converge;
uj = εjT +
h(j)−1∑
i=0
(fj,i(δj,i)
h(j)−1∏
m=i+1
δj,m)− λ(
h(j)−1∏
m=0
δj,m) , (5.19)
εjT is a node parameter and it is known to node j. wj := λ
∏h(j)−1
m=0 δj,m and sj :=∑h(j)−1
i=0 (fj,i(δj,i)
∏h(j)−1
m=i+1 δj,m) only involve the compression parameters higher up
in the tree; hence these can be computed by the parent of node j; and that parent node
only needs to send these two parameters to all its children. Note that if j = 0 (i.e.,
node j is the root), w0 = λ and s0 = 0 as stated in Algorithm 5.2
After calculating δj(λ) for all j ∈ N , it is necessary to update λ and check if
the algorithm has converged or not. In order to update λ, ∂L(δ,λ)
∂λ
which is in fact the
constraint of the problem (5.1) must be determined first. The algorithm converges to
the optimal when ∂L(δ,λ)
∂λ
= 0 that is, the constraint becomes active.
Algorithm 5.3 presents the steps for calculating ∂L(δ,λ)
∂λ
and updating the price
value λ. As shown in Algorithm 5.3, each node calculates its contribution to the
QoI constraint. By the time the root receives its information from its children, it can
calculate the new λ based on (5.18) and check whether the algorithm has converged
or not. If it has converged, the root node will not send an updated message, and after
a certain amount of time, all nodes will finalise their values of δ as optimal. Other-
wise, the root will send a message containing the updated value of λ (i.e., s0, w0) to
its children.
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Algorithm 5.2: Phase1(nk,i)
/* This algorithm locally computes the priced-based
function for each node ik. */
input : Node Id
output: The reduction rate associated with the input node
1 if nk,i = 0 /* n is the root. */
2 then
3 sk,i ← 0;
4 wk,i ← λ(t);
5 end
6 δi,k ←
√
εiC
εiT+sk,i−wk,i ;
7 if nk,i 6∈ K /* n is an intermediate node. */
8 then
9 sk,i+1 ← sk,iδk,i + fk,i(δk,i);
10 wk,i+1 ← wk,iδk,i;
11 Phase1(nk,i+1);
12 else
13 Phase2(nk,i);
14 end
5.3.3 Solution Feasibility
Consider the constraint in the problem (5.1). That is:
∑
k∈K
yk
( h(k)∏
i=0
δk,i
)
≥ γ . (5.20)
By assumption, 0 <
∏h(k)
i=0 δk,i ≤ 1, ∀k ∈ K. Therefore, if
∑
k∈K yk ≤ γ, it does
not exist a feasible solution to the problem (5.1). That means that a feasible solution
can exist only if the total amount of data generated in the network is greater than or
equal to the QoI requirement.
Moreover, by definition we have 0 < δi ≤ 1. Therefore, if δi, ∀i ∈ N determined
during iterations of Algorithm 5.2 is outside of this box constraint (i.e., δ∗i (λ
∗) < 0
or δ∗i (λ
∗) > 1), we map the solution to the upper bound of data reduction rate value
(i.e., δ∗i (λ
∗) 7→ 1). The intuition behind this is explained as follows.
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Algorithm 5.3: Phase2(nk,i)
/* This algorithm updates the price value. */
input : Node Id
output: Updated price value
1 if nk,i ∈ K then
2 qi ← ykδk;
3 send qi to parent-of-k;
4 Phase2(parent-of-k);
5 end
6 if nk,i /∈ K then
7 if receive-all-qj-from-children then
8 yi ←
∑
j∈Ciqj;
9 else
10 Wait-until-receive-qj-from-all-children;
11 end
12 qi ← yiδi;
13 send qi to parent-of-i;
14 Phase2(parent-of-i)
15 end
16 if nk,i = 0 then
17 λ(t+1) ← λ(t) − α(∂L(δ,λ)
∂λ
);
18 t← t+ 1;
19 if !algorithm-converge then
20 Phase1(nk,i);
21 else
22 return;
23 end
24 end
As an example, consider (5.8) and (5.12). Therefore, we have:
εT − εC
δ20
= λ . (5.21)
Note that f ′0(δ0) is an increasing function of δ0. During iteration of Algorithm 5.3, we
update the value of λ. The maximum value of λ in this case occurs when δ0 reaches
the upper bound boundary (i.e., 1). Therefore, if the updated value of λ causes δ0 to
attain an imaginary value, we map the solution to the upper bound value. In addition,
if λ∗ = 0 and ε0C  ε0T , then δ0(λ) > 1. In this case, we map the solution to the
upper bound as well (i.e., δ∗0(λ
∗) 7→ 1) since, due to the high cost of computation,
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sending all information (choosing δ0 = 1) is more energy efficient than processing
and reducing the data. Note that the same argument is applicable at the intermediate
or leaf nodes.
5.4 Numerical Evaluation
In this section, we present numerical results for evaluating the proposed distributed
method. The function li(δi) = 1δi−1, for δi > 0 is considered as the scaling function.
The energy consumption for parameters εR, εT and εC are set at εR = εT = 0.02 and
εC = 0.01. Each leaf node generates 15 packets. The QoI threshold γ is assumed to
be 5 data packets. In this experiment, the feasibility and existence of optimal solu-
tion is guaranteed as we assumed the amount of QoI requirement by the end user is
less than the total amount of data generated in the network. In order to verify the cor-
rectness of the proposed framework, we consider a symmetrical binary aggregation
tree with 15 nodes and identical parameters for all nodes. This way, we can compare
results of the proposed distributed method with the optimal solution generated by
exhaustive search.
Fig.5.1 presents the convergence of the proposed distributed optimisation algo-
rithm versus the number of iterations. The solid line presents the value of the ob-
jective function p(δ(λ)) at each iteration, and the dashed line determines the optimal
value of the objective function denoted by p∗ and obtained by an exhaustive search
algorithm. As the graph shows, after 20 iterations or so, the distributed algorithm
converges to the optimal solution identical to that obtained by exhaustive search p∗.
The distributed algorithm converges to the optimal solution when the residual in-
consistency value equals zero. That is, ∂L(δ,λ)
∂λ
= 0, where the price value gains its
optimal value 0.004141. In this experiment, the initial value of Lagrangian multiplier
λ and the step size α were set at 0 and 0.001, respectively.
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Figure 5.1: Convergence of the proposed iterative method vs. iteration number t.
Figure 5.2: Reduction rate’s alteration vs. iteration number t for nodes at different
levels of the tree.
Since, we consider a symmetrical aggregation tree with homogeneous nodes,
nodes located at the same level of the tree have identical optimal data reduction rates
(as proved in chapter 4). Fig.5.2 illustrates the variation of the reduction rates for
nodes at level 0, 1, 2 and 3 after each iteration. As illustrated in Fig.5.2, while low
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level nodes have slight variation in adjusting their optimal data reduction rates, top
level nodes need larger adjustment in their reduction rate specially during the first
couple of iterations.
In this experiment, the distributed algorithm converges when the residual incon-
sistency equals zero. That means ∂L(δ,λ)
∂λ
= 0 and indicates that the QoI constraint is
active. Fig.5.3 and 5.4 show the residual inconsistency of the active QoI constraint
and the convergence of the price value to the optimum value λ∗ = 0.004141 versus
each iteration of algorithm, respectively.
Figure 5.3: Residual inconsistency of the QoI constraint vs. iteration number t
We investigate the energy consumption trend for nodes at different levels of data
aggregation tree. We consider the ratio of computation energy (eC) to transmission
energy (eT ) corresponding to each node located at different levels of the aggregation
tree. Fig.5.5 presents this ratio corresponding to each node located at different level
of the aggregation tree after each iteration of the distributed algorithm. According to
Fig.5.5, the ratio eC
eT
in nodes located at upper levels of the tree is smaller that those
located at lower levels of the data aggregation tree. Comparing this result with the
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Figure 5.4: The price value λ vs. iteration number t
Table 5.1: Parameter settings corresponding to Fig. 5.6
εC
εT
λ0 α
0.5
0.01
0.0002 0.0000001
0.05
0.01
0.0002 0.0000001
0.01
0.01
0.0002 0.0000001
0.01
0.02
0.01 0.001
0.01
0.05
0.02 0.001
0.01
0.5
0.1 0.01
the result presented by Fig.5.2 it can be concluded that reducing more data (choosing
small data reduction rate) at lower level of the tree in order to transmit less data is
more beneficial than reducing data at top levels of the data aggregation tree under
this experiment’s parameters setting.
We evaluate the performance and correctness of the distributed algorithm under
different parameter settings. In particular, we consider the computation energy εC
to transmission energy εT ratio and test the algorithm under various values from ex-
treme to moderate cases as presented by Table 5.1. The optimal reduction rate at each
level associated with these parameters settings is illustrated in Fig.5.6. According to
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Figure 5.5: Computation (eC) and Transmission (eT ) energy trade-off at each level
vs. iteration number t.
Fig. 5.6, when εC is much greater than εT (an extreme case) all nodes at each level
will send all received data. That means they will not compress data due to extremely
high cost of the computation. In contrast, if εC  εT (the last), it is beneficial to
compress the data at lower levels of the aggregation tree in order to spend less energy
for transmitting data. The increasing trend of data reduction rate from leaf nodes to
the root node continues among other moderate parameter settings as illustrated in
Fig. 5.6. However, this trend is valid for a symmetrical data aggregation tree. A
different pattern can be observed when we consider an irregular data aggregation
tree with heterogeneous nodes as illustrated in Fig. 5.7. In this experiment, εC is
randomly chosen from the interval [0.01, 0.02]. Furthermore, it is assumed that εT =
εR = 0.02. The input data at each leaf node is 15 packets. The algorithm converged
after 560 iterations, and the delivered QoI and optimal price are 8 and 0, respectively.
Table 5.2 presents more experimental results regarding Fig.5.6. It can be seen
that the optimal price values attain a positive value when the delivered QoI is ex-
actly equal to QoI threshold γ, That means the constraint in (5.1) is active. On
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Figure 5.6: Data reduction rate’s variations at different levels of the data aggregation
tree under different parameters’ setting.
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Figure 5.7: Data reduction rates corresponding to a tree with heterogeneous nodes
(i.e., various εC , εT and εR values at each node). λ∗ = 0, delivered QoI = 8
the other hand, when the delivered QoI is greater than γ, the Lagrangian multi-
plier (price) equals zero. This result is compatible with the fact that for any primal
and dual optimisation problem with zero duality gap, the complementary slackness
condition of KKT conditions must be satisfied by both the optimal primal solu-
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Table 5.2: The results associated with examining the distributed algorithm under
different parameters’ settings
εC
εT
λ∗ Delivered QoI Num. of Iteration Total Energy Consumption
0.5
0.01
0 120 17 9.6
0.05
0.01
0 101 20 9.39
0.01
0.01
0 14 212 5.48
0.01
0.02
0.0041 5 324 8.238
0.01
0.05
0.121 5 112 15.01
0.01
0.5
2.444 5 72 95.46
tion and the optimal dual solution (the optimal Lagrangian multiplier). That means
−λ∗(∑k∈Kyk(∏h(k)i=0 δ∗k,i) + γ) = 0. Furthermore, the Table 5.2 presents the number
of iterations required for convergence. Note that the initial price value of λ can affect
the speed of convergence (compare this result to that in the previous experiment).
In the next experiment, in contrast to considering the complete binary data ag-
gregation tree, we examine our model on various types of tree structure. We choose
a small random tree with 7 homogeneous nodes, however, the volume of data gen-
erated at each leaf node is considered to be different as illustrated in Fig. 5.8. The
small tree can be more reasonable for running exhaustive search to validate the op-
timal value determined by the proposed model. In this experiment, εC = 0.01 and
εT = εR = 0.02, the QoI requirement γ = 5. Based on Fig.5.8, given symmetri-
cal parameter setting for all node (i.e., εC , εT , εR,), data reduction associated to the
nodes at the same level of data aggregation is identical. The optimal price value is
λ∗ = 0.016, and delivered QoI equals 5. These results were also confirmed by an
exhaustive search. We repeated the same experiment over a larger random tree topol-
ogy. According to Fig.5.9, the nodes who are leaf have identical data reduction rate
despite being located at different depths of the tree or having different input data.
These results indicate that the proposed model treats nodes fairly, despite hav-
ing variant input data. Considering that data in all nodes have the same priority, the
proposed model obtains the optimal data reduction rate for all nodes only based on
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Figure 5.8: Data reduction rate corresponding to the aggregation tree with 7
homogeneous nodes with different volume of data generated at each leaf .
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Figure 5.9: Data reduction rate corresponding to the random aggregation tree with
17 homogeneous nodes and with different volume of data generated at each leaf .
the node’s characterisation. However, if data generated at the nodes have different
priorities, one can accommodate this priority into the computational cost model to
address this feature of the system. For instance, data generated close to the area of in-
terest or monitored event may have higher importance, since, they have more precise
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information than other information generated in the network. Data with high priority
or sensitive information need a more sophisticated processing algorithm which may
lead to higher computation energy consumption than data with no priorities.
CHAPTER 6
Conclusions and Future Work
6.1 Conclusions
In-network processing (INP) is an effective approach for utilisation of the limited
network resources such as energy and bandwidth. However, INP still involves sev-
eral key issues that are not well studied. Therefore, in this thesis, we studied a
fundamental problem, with particular interest in energy efficiency, optimal trade-off
between communication and computation energy and quality of information (QoI),
which is essential for INP, and proposed two different solution approaches to tackle
the problem from both theoretical and algorithmic perspectives.
We established a theoretical QoI-aware in-network processing framework that
optimises a trade-off among computation and communication energy cost and QoI
required by the end user. We defined the optimal data reduction rate parameter as a
degree to which data can be efficiently reduced while guaranteeing the required QoI
for the end user. Considering a class of multi-hop wireless networks, where nodes
are logically arranged as a tree and every node processes and aggregates data, we
formulated the problem of energy-efficient data aggregation with QoI constraint as a
nonlinear optimisation problem. We showed that the proposed problem is NP-hard
and intrinsically a non-convex problem which cannot be solved in polynomial time
in general. To the best of our knowledge, the proposed problem is the first theoretical
non-convex problem proposed in the field of QoI-aware INP problems.
Given the hardness of the problem and high interdependency among the nodes
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in the aggregation tree, we proposed a novel approach for reducing the complexity
of our optimisation problem. Specifically, we established assumptions under which
the complexity of the proposed problem with N variables can be reduced to one with
logN variables.
We proved that under the assumption of uniform parameter setting, the data ag-
gregation tree can be collapsed into a linear graph where the number of nodes repre-
sents the node levels of the original processing tree. This reduction can significantly
reduce the computational complexity of the problem, such that it could be feasible
for each node with limited energy supply to solve the whole problem locally. This
novel approach can be viewed as a new distributed technique to the very challenging
non-convex optimisation problems in which no exact distributed solution technique
has been found.
There may be a concern that symmetrical parameter settings and full knowledge
of the network for each node can limit the applicability of the proposed solution.
However, our proposed complexity reduction framework opens a new door for de-
signing a distributed solution to the problems that due to their complexity and inter-
dependency among their variables, the conventional separation and decomposition
techniques for designing distributed solutions are not applicable or efficient.
Utilising MATLAB optimisation tools, the proposed approach under different pa-
rameters’ settings has been examined and verified by the optimal solution obtained
via an exhaustive search algorithm. In addition, we examined the model under a
variety of parameters’ settings (from moderate to extreme cases) in order to observe
the variation of optimal data reduction rate at each level of the data aggregation tree.
These examinations provided valuable insights into the variation patterns of data re-
duction rate at each level of the tree. The result showed that under the proposed
system model, the data reduction rates corresponding to the nodes located at lower
levels of the data aggregation tree are always equal or smaller than data reduction
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rates of those located at upper levels. These results indicate that the best energy effi-
ciency policy is to reduce redundant data prior to transmission to the next hop.
Following our aim regarding designing a distributed optimisation framework for
our QoI-aware INP problem, we further investigated the practical network assump-
tions and topologies in order to identify conditions under which the optimal solution
can be obtained effectively. We established a set of reasonable energy cost assump-
tions and a topology structure that lead to transforming the original problem to an
equivalent one.
By exploring the linear relationship between the volume of data at each node and
the total cost of energy consumption for one unit of data, we converted the proposed
problem of the total energy consumption over all nodes into the equivalent problem
by considering the total energy consumption over each unique path from the root to
each leaf node in the aggregation tree.
Although the equivalent problem still remains a non-convex problem, given that
at optimal points the partial derivatives of the Lagrangian function must be zero, and
analysing the KKT conditions and continuity of the price-based solutions around the
optimal Lagrangian multiplier, we proved that the non-convex optimisation prob-
lem can be solved exactly as the associated optimal duality gap is shown to be zero.
Next, we observed from the price-based solution functions corresponding to the dif-
ferent types of nodes in the aggregation tree (i.e., the root, intermediate nodes and
leaf nodes) that the optimal data reduction at a node only depends on the optimal
reduction rates of all its ancestors in the aggregation tree and the optimal Lagrangian
multiplier. Therefore, if a node knows just the solutions associated with its ances-
tors and the optimal Lagrangian multiplier, it can calculate its own optimal reduction
rate. By exploring these relationships among nodes’ reduction rates at different lev-
els of the tree, we proposed a novel distributed solution approach based on gradient
descent that achieves the exact optimal solution to the problem very efficiently.
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We investigated the feasibility of the problem’s solution and performance of the
distributed algorithm. Extensive simulations under variety of parameters’ settings
and conditions showed that the proposed approach and distributed algorithm can
guarantee a convergence to the optimal solution.
6.2 Future Work
With respect to more practical network conditions, this research work can be further
extended in the future. Considering that a data aggregation tree in general could be
a regular tree consisting of heterogeneous nodes, the proposed complexity reduc-
tion framework can be further improved to include non-symmetrical settings. For
example, one can investigate approaches in order to approximate the closest linear
topology corresponding to a non-symmetrical aggregation tree.
In this thesis, we introduced a practical problem, QoI-aware INP, which is intrin-
sically non-convex. Considering that for many applications, convexity/concavity of
the objective function is not a valid assumption [20], and given the lack of simple
necessary and sufficient conditions for optimality in non-convex optimisation theory
(in contrast to the convex optimisation), more sophisticated and creative approaches
are needed to tackle non-convex problems. In this thesis we identified practical net-
work conditions and assumptions under which we could show that the duality gap
between the primal and the dual problem is zero. Further investigation on the prob-
lem is advantageous in order to characterise more generic network conditions and
assumptions that could lead to the optimal solution. Therefore, it can be possible to
apply the model to the wide range of the non-convex problems in multi-hop wireless
networks. In addition, the proposed framework can be further improved to adjust ef-
fectively to all the characteristics of communication and computation in the network
(e.g., coding and processing functions) by examining more cases of utility functions
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and constraints.
Examining other QoI metrics such as timeliness would be very desirable to the
QoI-aware INP framework, since processing data can cause delay, and directly affect
the required QoI by the end user. Moreover, exploring the trade-off among differ-
ent QoI metrics could be beneficial for providing the INP system that can deliver
information while guaranteeing multiple QoI requirements for the end user.
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APPENDIX A
Theorem Proof
A.1 Proof of Lemma
Proof. Consider a c-ary data aggregation tree as illustrated in Fig. A.1. Let h and
c denote the depth of the data aggregation tree and the number of children at each
node. Note that the root (node 0) is located at level 0. Assume that the amount of
data generated at each leaf be the same and equals y, where y > 0. Let each node be
identified by its location in the aggregation tree. For example, ith child of a node (let
say j) is identified by ji, where 1 ≤ i ≤ c. Using this notation, the problem 3.3 can
be written as follows.
:Sensor nodes
:The user y0δ0
y1δ1
...
ycδc
... ...
y11δ11
111 ...
y111δ111
112 11c
11 12 1c
c1 c2 cc
1
2 c
0
cc1 ...
ycc1δcc1
cc2 ccc...
...
...
...
Figure A.1: c-ary aggregation tree
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min
δ
y
c∑
m1=1
δm1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))(
f0(δ0)
)
+ y
c∑
m1=1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))(
fm1(δm1)
)
+ y
c∑
m1=1
c∑
m2=1
(
c∑
m3=1
δm1m2m3
( c∑
m4=1
δm1m2m3m4
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))
(
fm1m2(δm1m2)
)
+ · · ·+
y
c∑
m1=1
c∑
m2=1
. . .
c∑
mh=1
(
fm1m2...mh(δm1m2...mh)
)
s.t.
y
c∑
m1=1
δm1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))
δ0 ≥ γ
,
(A.1)
Equation A.2 present the Lagrangian function associated with the problem A.1
L(δ, λ) =y
c∑
m1=1
δm1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))(
f0(δ0)
)
+ y
c∑
m1=1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))(
fm1(δm1)
)
+ y
c∑
m1=1
c∑
m2=1
(
c∑
m3=1
δm1m2m3
( c∑
m4=1
δm1m2m3m4
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))
(
fm1m2(δm1m2)
)
+ · · ·+
y
c∑
m1=1
c∑
m2=1
. . .
c∑
mh=1
(
fm1m2...mh(δm1m2...mh)
)
− λ
(
y
c∑
m1=1
δm1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))
δ0
)
+ λγ
.
(A.2)
At the optimum, assuming that it is at a point with 0 < δk <= 1, the partial
derivatives of Lagrangian function associated with problem A.1 must be equal zero.
Therefore, we have
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∂L(δ, y)
∂δ0
=
y
c∑
m1=1
δm1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))(
εT + εC l
′(δ0)
)
− λy
c∑
m1=1
δm1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))
= 0.
(A.3)
Let
z = y
c∑
m1=1
δm1
(
c∑
m2=1
δm1m2
( c∑
m3=1
δm1m2m3
(
. . .
( c∑
mh=1
δm1m2...mh
)
. . .
)))
. (A.4)
Then, we have
∂L(δ, y)
∂δ0
= z
(
εT + εC l
′(δ0)− λ
)
= 0. (A.5)
By assumption, z > 0. Thus,
εT + εC l
′(δ0)− λ = 0 . (A.6)
Given that at the optimal point, λ must be unique and positive (λ ≥ 0), and since
l(δ0) is a monotonic decreasing function, there must be a unique δ∗0 that satisfied
(A.6).
The partial derivative corresponding to a node (let say i) at first level of data
aggregation is given by:
∂L(δ, y)
∂δi
= y
c∑
m2=1
δim2
(
c∑
m3=1
δim2m3
(
. . .
( c∑
mh=1
δim2...mh
)
. . .
))(
εR + εT δ
∗
0 + εC l(δ
∗
0)
)
+y
c∑
m2=1
δim2
(
c∑
m3=1
δim2m3
(
. . .
( c∑
mh=1
δim2...mh
)
. . .
))(
εT + εC l
′(δi)
)
−λy
c∑
m2=1
δim2
(
c∑
m3=1
δim2m3
(
. . .
( c∑
mh=1
δim2...mh
)
. . .
))
δ0 = 0.
(A.7)
Similarly, assume that
zi = y
c∑
m2=1
δim2
(
c∑
m3=1
δim2m3
(
. . .
( c∑
mh=1
δim2...mh
)
. . .
))
. (A.8)
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Given zi > 0, we have:
(
εR + εT δ
∗
0 + εC l(δ
∗
0) + εT + εC l
′(δi) + λδ∗0
)
= 0. (A.9)
Since δ∗0 and λ at the optimal point are unique and l(δi) is a monotonic decreasing
function, there exist a unique δi that satisfies (A.9). So, δi is the same for all i =
1 . . . c.
Consider nodes located at level h that means a leaf node. Therefore, we have:
∂L(δ, y)
∂δij...h
= yδiδij . . . δij...h−1
(
εR + εT δ
∗
0 + εC l(δ
∗
0)
)
+yδijδijm . . . δij...h−1
(
εR + εT δ
∗
i + εC l(δ
∗
i )
)
+yδijm . . . δij...h−1
(
εR + εT δ
∗
ij + εC l(δ
∗
ij)
)
+ . . .
+y
(
εT + εC l
′(δij...h)
)
− λ(yδ0δiδij . . . δij...h−1) = 0.
(A.10)
Given that Lagrangian multiplier is unique at optimal point and δ0, δi, . . . , δij...h−1
are unique, and since l(δij...h) is assumed to be monotonic decreasing function, only
a unique value for δij...h can satisfy (A.10).
A.2 Price-based solution function calculation
Forming the Lagrangian function of the problem (5.17) gives the following:
L(δ, λ) =
∑
k∈K
yk
(
fk(δk) +
h(k)−1∑
i=0
fk,i(δk,i)
h(k)∏
m=i+1
δk,m
)
+
∑
i 6∈K
◦
yi
(
fi(δi) +
h(i)−1∑
z=0
fi,z(δi,z)
h(i)∏
m=z+1
δi,m
)
− λ
(∑
k∈K
yk
( h(k)∏
i=0
δk,i
)
+
∑
i6∈K
◦
yi
( h(i)∏
m=0
δi,m
)
+ γ
)
,
(A.11)
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Taking the partial derivatives of (A.11) at δ0 (i.e., root node), δk where k ∈ K and δj
where j 6∈ K we have
∂L
∂δ0
=
∑
k∈K
yk
(
f ′0(δ0)
h(k)∏
m=1
δk,m
)
+
◦
y0f
′
0(δ0)
−λ
(∑
k∈K
yk(
h(k)∏
m=1
δk,m) +
◦
y0
)
= 0. (A.12)
∂L
∂δk
= ykf
′
k(δk) + yk
h(k)−1∑
i=0
(
fk,i(δk,i)
h(k)−1∏
m=i+1
δk,m
)
−λyk(
h(k)−1∏
m=0
δk,m) = 0 for k ∈ K. (A.13)
∂L
∂δj
=
∑
k∈K
yk
(
f ′k,j(δk,j)
h(k)∏
m=j+1
δk,m +
h(j)−1∑
i=0
fk,i(δk,i)
h(k)∏
m=i+1
m6=j
δk,m
)
+
◦
yj
(
f ′j(δj) +
h(j)−1∑
z=0
fj,z(δj,z)
h(j)−1∏
m=z+1
δj,m
)
−λ
∑
k∈K
yk
( h(k)∏
m=0
m6=j
δk,j
)− λ ◦yj h(j)−1∏
m=0
δj,m = 0. (A.14)
Factorising and rearranging the terms in (A.12) result in:
∑
k∈K
yk
( h(k)∏
m=1
δk,m
)
(f ′0(δ0)− λ) +
◦
y0(f
′
0(δ0)− λ) = 0. (A.15)
(∑
k∈K
yk
( h(k)∏
m=1
δk,m
)
+
◦
y0
)(
f ′0(δ0)− λ)
)
= 0. (A.16)
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Given that
∑
k∈K yk
(∏h(k)
m=1 δk,m
)
+
◦
y0 6= 0 and
∏h(k)
m=1 δk,m 6= 0, we have:
f ′0(δ0) = λ . (A.17)
Equation (A.13) is identical to the result presented by (5.7). Thus, we omit the
calculation details of f ′k(δk) to prevent repetition.
f ′k(δk) = −
h(k)−1∑
i=0
(fk,i(δk,i)
h(k)−1∏
m=i+1
δk,m) + λ(
h(k)−1∏
m=0
δk,m) . (A.18)
From (A.14) we have:
∑
k∈K yk
(
f ′k,j(δk,j)
∏h(k)
m=j+1 δk,m +
∑h(j)−1
i=0 fk,i(δk,i)
∏h(j)−1
m=i+1 δk,m
∏h(k)
m=j+1 δk,m
)
+
◦
yj
(
f ′j(δj) +
∑h(j)−1
z=0 fj,z(δj,z)
∏h(j)−1
m=z+1 δj,m
)
−λ∑k∈K yk(∏h(j)−1m=0 δk,j∏h(k)m=j+1 δk,j)− λ ◦yj∏h(j)−1m=0 δj,m = 0. (A.19)
Factorising the common term leads to
∑
k∈K yk
∏h(k)
m=j+1 δk,m
(
f ′k,j(δk,j) +
∑h(j)−1
i=0 fk,j(δk,j)
∏h(j)−1
m=i+1 δk,m
)
+
◦
yj
(
f ′j(δj) +
∑h(j)−1
z=0 fj,z(δj,z)
∏h(j)−1
m=z+1 δj,m
)
−λ∑k∈K yk(∏h(j)−1m=0 δk,j)(∏h(k)m=j+1 δk,j)− λ ◦yj∏h(j)−1m=0 δj,m = 0. (A.20)
∑
k∈K yk
∏h(k)
m=j+1 δk,m
(
f ′k,j(δk,j) +
∑h(j)−1
i=0 fk,j(δk,j)
∏h(j)−1
m=i+1 δk,m − λ
∏h(j)−1
m=0 δk,j
)
+
◦
yj
(
f ′j(δj) +
∑h(j)−1
z=0 fj,z(δj,z)
∏h(j)−1
m=z+1 δj,m − λ
∏h(j)−1
m=0 δj,m
)
= 0. (A.21)
Note that there is just a unique path τj from intermediate node j to the root node for
any k ∈ K. Therefore, the terms presented inside the brackets in (A.21) are in fact
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identical. Thus,
(∑
k∈K
yk
h(k)∏
m=j+1
δk,m +
◦
yj
) (
f ′j(δj) +
∑h(j)−1
z=0 fj,z(δj,z)
∏h(j)−1
m=z+1 δj,m
−λ∏h(j)−1m=0 δj,m) = 0. (A.22)
Given that
(∑
k∈K yk
∏h(k)
m=j+1 δk,m +
◦
yj
) 6= 0 we have:
f ′j(δj) = −
h(j)−1∑
z=0
fj,z(δj,z)
h(j)−1∏
m=z+1
δj,m + λ
h(j)−1∏
m=0
δj,m. (A.23)
Recall that for the cost model in (3.7), we have:
f ′i(δi) = εT −
εC
δ2i
. (A.24)
Substituting (A.24) into (A.17), (A.18), and (A.23) lead to (A.25), (A.26) and (A.27).
δ0(λ) =
√
ε0C
ε0T − λ
. (A.25)
δk(λ) =
√
εkC
εkT +
∑h(k)−1
i=0 (fk,i(δk,i)
∏h(k)−1
m=i+1 δk,m)− λ(
∏h(k)−1
m=0 δk,m)
. (A.26)
δj(λ) =
√
εjC
εjT +
∑h(j)−1
i=0 (fj,i(δj,i)∆j,i)− λ(∆j)
. (A.27)
Equations (A.25), (A.27) and (A.27) are identical to (5.13)-(5.15) derived from the
case that assumes only leaf nodes generate data.
APPENDIX B
Supporting Theorems
In this appendix, we list the supporting theorems [20] in Section B.1 used in this
thesis, and then give the corresponding proofs in Section B.2.
B.1 Theorems
Theorem B.1. (Sufficient Condition). If the price based function x∗(λ) is continuous
around at least one of the optimal Lagrange multiplier vectors λ∗ then, the iterative
algorithm consisting of equations (B.1) and (B.2) converges to the globally optimal
solution.
x∗(λ) = arg max
x
L(x,λ) (B.1)
λi(t+ 1) = λi(t)− αλ∂L(x,λ)
∂λi
(B.2)
Theorem B.2. If at least one constraint of the problem is active at the optimal solu-
tion, the condition in Theorem B.1 is also a necessary condition.
B.2 Proofs
B.2.1 Proof of Theorem B.1
Considering the non-convex optimisation problem as follow:
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max
x
fi(x)
s.t. hi(x) ≤ 0,x ≥ 0. ∀i ∈ [0,M ]
(B.3)
We start by showing that continuity of x∗(λ) around the optimal dual variables λ∗i
implies that complementary slackness is satisfied for problem (B.3). Recall that the
complementary slackness condition states that λ∗ihi(x
∗(λ)) = 0, ∀i at the optimal
solution x∗(λ∗).
First, the case where λ∗i > 0 for an arbitrary chosen i is examined, a very small
positive constant ε > 0 and a new vector λ− are defined where
λ−j =

λ∗j − ε, if i = j
λ∗j , if i 6= j
(B.4)
In other words, vectors λ and λ− differ only at one element, which has been reduced
by the constant ε. Then, by definition of the sub-gradient, we have that
d(λ∗) ≥ d(λ−) + (λ∗ − λ−)TΛ(λ−)⇔ d(λ∗) ≥ d(λ−) + ε∂L(x,λ
−)
∂λi
⇔ d(λ∗)− d(λ−) ≥ εhi(x∗(λ−)).
(B.5)
where Λ is a vector containing the partial derivatives of the Lagrangian with respect
to the dual variables, i.e. Λ = [∂L(x,λ)
∂λi
, i ∈ [1,M ]]. But since the dual problem is a
minimisation problem and λ∗ is its optimal solution, it follows that d(λ∗) ≤ d(λ−)
and hence by (B.5)
hi(x
∗(λ−)) ≤ 0 . (B.6)
Working at the same way, a second vector λ+ is defined as
λ+j =

λ∗j + ε, if i = j
λ∗j , if i 6= j
(B.7)
Again, by definition of the sub-gradient, it follows that
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d(λ∗) ≥ d(λ+) + (λ∗ − λ+)TΛ(λ+)⇔ d(λ∗) ≥ d(λ+)− ε∂L(x,λ
+)
∂λi
⇔ d(λ∗)− d(λ+) ≥ −εhi(x∗(λ+))
. (B.8)
But for the same reason as before, d(λ∗) ≤ d(λ+) and hence by (B.8), we conclude
that
hi(x
∗(λ+)) ≥ 0 . (B.9)
From (B.6) and (B.9) we get to the conclusion that as long as x∗(λ) is continuous
around λ∗, then
hi(x
∗(λ−)) = hi(x∗(λ−)) = hi(x∗(λ∗)) = 0 . (B.10)
and hence complementary slackness is satisfied, and the solution x∗(λ) is primal
feasible.
Then, the case where λ∗ = 0 is examined. In this case, it is obvious that comple-
mentary slackness is satisfied. Primal feasibility of the solution can be shown using
the positive constant ε and the price vector λ+ are defined as before. Equation (B.9)
is reached again and under the continuity condition it follows that hi(x∗(λ+)) ≥ 0.
Hence, the complementary slackness condition is satisfied under the condition that
the price-based function x∗(λ) is continuous at the optimal price vector λ∗.
By definition of the dual problem, its optimal solution is given by f(x∗(λ∗)) +∑m
i=0 λihi(λ
∗), and since complementary slackness holds, it reduces to d∗ = f(x∗(λ∗)),
which by definition of the primal problem is f(x∗(λ∗)) ≤ f ∗(x). Hence, d∗ ≤ p∗.
But by weak duality, it is known d∗ ≥ p∗, and, therefore, it follows that d∗ = p∗,
where p∗ and d∗ are the optimal values of the primal and the dual problem respec-
tively.
Therefore, it has been proven that continuity of the price based function
x∗(λ) = arg max
x
L(x,λ) .
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around at least one of the optimal price vectors implies that the duality gap is zero
and that by solving the dual optimisation problem, the optimal solution x∗ is also
obtained.
B.2.2 Proof of Theorem B.2
According to Complementary Slackness, which is a necessary condition for opti-
mality, the fact that at least one constraint is active at the optimal solution implies
that at least one of the optimal Lagrange multipliers is non-zero, and, therefore, the
algorithm cannot converge unless (B.10) holds. Hence, continuity of x(λ) around at
least one of the optimal Lagrange multiplier vectors is a necessary condition.
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