Abstract-This paper presents continuation-based quasi-steadystate (CQSS) analysis to approximate the long-term evolution by tracing successive equilibrium points. Applying the parameterized continuation technique to QSS simulation can provide good convergence when the system approaches the bifurcation points. Parameterization of the load exponents through continuation method makes it possible to simulate dynamic load recovery models in the system without numerical integration. The tap dynamics are also included in the CQSS analysis. The simulation results with the modified WECC 179-bus system are described in order to demonstrate the overall methodology.
I. INTRODUCTION

V
OLTAGE stability has become a major concern for the secure operation of worldwide systems. Voltage stability problems can be classified in different time scales [1] - [3] . Recently, Kundar et al. [4] standardized the voltage stability definition in the short-term and long-term time scales. This paper addresses the voltage instability in long-term time scale, and proposes a robust simulation tool for analyzing the system's voltage stability in the long-term time scale.
To demonstrate the methodology, two scenarios are first defined as follows.
• Scenario One: The post-contingency long-term load characteristic intersects the system PV curve (see Fig. 1 ).
• Scenario Two: The post-contingency long-term load characteristic does not intersect the system PV curve (see Fig. 2 ). In Scenario One (see Fig. 1 ), the short-term load characteristic is fully restored to the long-term load characteristic. At first, the system is at its pre-contingency operating point . Due to the short-term load characteristic, the system jumps to just after the contingency. Each point on the post-contingency PV curve is the short-term equilibrium before the complete restoration and the long-term equilibrium afterwards. Once the restoration is fully achieved, the load is increased to dominate the system's evolution. In Fig. 1 , the long-term saddle-node bifurcation (SNB) point needs to be identified during the equi- librium tracing in order to obtain the information of how much active power margin the system has from point . In Scenario Two (see Fig. 2 ), if the contingency is severe and no long-term equilibrium exists after such a contingency, then the system will be unsolvable with respect to long-term load characteristic. Load dynamics drive the system from one equilibrium of the fast dynamics to another by changing the short-term load characteristic. Under this condition, each point on the post-contingent PV curve is a short-term equilibrium. The system finally reaches the singularity-induced bifurcation (SIB) [8] point in Fig. 2 and may experience voltage collapse. During this process, the system crosses the long-term critical point where the SNB results in the long-term time scale. The post-contingency PV curve is very useful when the corrective control actions, such as load shedding, are implemented to stabilize an unstable power system, by directing the system's trajectory onto a new stable equilibrium point. From the long-term point of view, it is required to decrease a certain amount of load below the value corresponding to SNB point in order to create a new long-term equilibrium. The difference of active loads between A and C can be a good estimate for determining the adequate amount of load shedding. From the short-term point of view, the new intersection of the short-term load characteristic due to load shedding and the post-contingency PV curve should be located in the region of attraction of the new long-term equilibrium. Also the corrective control should be carried out before the post-contingency system reaches the SIB point .
For the above scenarios, a continuation-based quasi-steadystate (CQSS) simulation will be applied to trace the system's trajectories. QSS analysis has been widely used to speed up the voltage stability calculation in the long-term time scale [2] - [5] , [8] . The major long-term dynamic phenomena that have been taken into account in this paper are voltage or load restoration by on-load tap changer transformers (OLTCs) and thermostatic load restoration.
Van Cutsem proposes the general idea of QSS analysis in [5] . It offers a good compromise between the efficiency of power-flow-type methods and the modeling advantage of full time-domain methods. However, the original QSS simulation encounters numerical difficulties when the system approaches point . This SIB in Scenario Two cannot be readily identified since the Jacobian matrix [5] for solving short-term equilibrium points becomes singular near SIB.
In order to overcome this singularity problem, the continuation method can be applied to solve the system equations. In addition, the continuation approach can provide a more convenient way to consider load restoration and load increase in a coordinated way in Scenario One. Moreover, QSS analysis incorporates the thermostatic load self-restoration, which is represented by the differential equations in the long-term time scale. The power consumed by the load at any time depends upon the instantaneous value of a state variable representing load restoration [11] . During QSS simulation, the equilibrium of the system's fast dynamics should be recalculated after the integration of the load state variable, which would increase the computational cost.
References [6] and [11] further solve the load restoration analytically for a step change in voltage. Based on this derivation, another way to consider the load restoration in the CQSS simulation is proposed here [12] . It eliminates the need for numerical integration in the simulation and simplifies the whole tracing procedure. By appropriately predicting the continuation parameter, this method is a very close approximation to the differential representation of the load restoration. It will also avoids the computation difficulty around the SIB point.
In this paper, with different continuation parameters, the CQSS simulation identifies voltage collapse during the equilibrium tracing. We take into account both the load increase and the OLTC dynamics, as well as the thermostatic load self-restoration. The above approach leads to integration of various aspects discussed in [2] , [5] , [6] , and [9] - [11] .
The major contributions of this paper can be explained as follows. First, due to the continuation method, CQSS is numerically well conditioned, and the singularity checking of Jacobian matrix such as calculating matrix determinant can be eliminated. Second, parameterization of the load exponent provides a new way to simulate the load restoration in QSS analysis; in addition, this removes numerical integration. Third, the combined effects of OLTCs and load change on voltage stability can be taken into account. This paper is organized as follows. Section II briefly describes a general modeling setup that includes generic load model and the OLTC control logic. Then Section III introduces the methodology for equilibrium tracing in the long-term time scale by using the CQSS simulation. Section IV further provides details regarding parameterization needed for CQSS simulation for load exponent in load restoration in Scenario One as well as in Scenario Two. Section V associates the load change or the load exponent with the time. Numerical results of the modified WECC system are described in Section VI.
II. PROBLEM FORMULATION
A general modeling relevant to voltage stability in different time scales is described from the following set of equations [3] (this includes differential, algebraic, and discrete sets of equations):
where in (1) describes the dynamics of synchronous machines, the excitation systems, the prime mover, and speed governors, and in (2) represents the system network functions. Equations (1) and (2) involve the transient state variables and algebraic variables , respectively. The variable usually relates to network bus voltage magnitudes and angles. The long-term dynamics are captured by discrete and/or continuous time variables in (3) and (4), respectively.
relates to discrete controls such as tap changers. represents continuous load recovery dynamics. Finally, in (1)-(4) denotes changes in demand and the corresponding generation rescheduling. For QSS simulation, (1) will be replaced by its equilibrium equation.
In Scenario One, in order to explore the influence of OLTCs on voltage stability, is not addressed to simplify the simulation process. In Scenario Two, however, we consider both tap as well . A new approach is adopted to consider the load restoration. The transition times are dictated by built-in delays or sampling periods of these devices and controls.
Load model plays an important role in voltage stability analysis. Generally, the power consumed by the transient generic load is given by (5a) 
III. IMPLEMENTATION OF THE CONTINUATION METHOD
As mentioned before, QSS simulation has been widely used to speed up the log-term voltage stability calculations, which filters out the short-term transients. It deals with the long-term subsystem of the DAEs based on the assumption that the transient subsystem is infinitely fast and can be replaced by its equilibrium equations. Therefore, in the QSS analysis, the short-term dynamics in (1) are replaced with 0 to obtain equilibrium points (8) CQSS solves both (8) and (2), with changing , and . The change of in (4) is realized through load exponents . In CQSS, or is parameterized to simulate the load restoration. When is chosen as continuation parameter, the system undergoes continuous evolution directed by the change of the aggregate load components and types. This parameterization avoids the integration of in (4) and relates and in terms of . The derivation is explained in Section IV. The simplified QSS simulation methodology is outlined in Fig. 3 . Point is an equilibrium before the disturbance. Point is an equilibrium of these equations after the disturbance. The continuous change from to results from the evolution of or . The transition from to is from the discrete change of . If you considered the variation of (or ), then the continuation method traces the equilibrium defined by (8) and (2) for a fixed . It is seen that and variables are separately considered. The Jacobian matrix only involves the derivatives of with respect to . In CQSS, the same procedure of the original QSS is realized using the predictor and corrector in continuation method. The continuation method traces the equilibrium for changing (or ). It involves a prediction (9) and a correction (10) to find the equilibrium point (9) (10) where is the tangent vector. is a row unit vector with all the elements equal to zero except for the th one. In (9) and (10), and are not null vectors, even at the base case, and is selected to indicate continuation parameter. The singularity of the augmented Jacobian matrix can be avoided by the appropriate selection of continuation parameter. In order to locate the bifurcation point, first in the prediction, a relatively large step size is used to trace the system's long-term equilibrium until a negative is detected at some point, which is located on the lower part of the PV curve. Then we change the tracing direction and continue the simulation with a smaller step size up to the bifurcation point, where null could be easily detected.
If null or is detected in the predictor step at some time step, (9) will reduce to (11) In (11), is not a null vector since one component of it should be . Then (11) implies the singularity of . From the detailed analysis of the system's total Jacobian and reduced system state matrices in the different time scales, we know that the singularity identified by null or corresponds to the SIB point.
When the system approaches the SIB point of long-term dynamics, becomes ill-conditioned. This may result in longer solution time or a divergent solution before the Jacobian actually becomes singular. The continuation method is well suited for dealing with such a problem. It remains feasible over the entire solution path, even at the critical point, by choosing an appropriate continuation parameter. Mathematically, the continuation parameter corresponds to the state variable that has the largest tangent vector component. More simply put, this is the state variable that has the greatest rate of change near the given solution. In power systems, the load parameter is probably the best choice when starting from the base case. This is especially true if the base case is characterized by normal or light loading. Under such conditions, the voltage magnitudes and angles remain fairly constant under load change. Once the load is increased by a number of continuous steps and the solution path approaches the SNB point, voltage magnitudes and angles will likely experience significant change. At this point, is a poor choice of continuation parameter since it may change only a very small amount compared to other state variables. Therefore, the selection of continuation parameter should be re-evaluated at each step. For instance, the voltage magnitude at some particular bus could be changed by small amounts, and the solution could be found for each given value of the voltage. Here, the load parameter would be free to take on any value it needed to satisfy the system equations.
The predictor step can provide several advantages, including valuable sensitivity information as well as reduction of iterations in the corrector step. Calculating the tangent vector in the predictor corresponds to one iteration of the Newton-Raphson (N-R) method in the corrector. In our experience, however, it is certain that prediction of the next solution using the tangent vector is effective in the reduction of N-R iterations in the corrector.
IV. PARAMETERIZATION OF FOR SCENARIO TWO
This section describes an approach to deal with the load restoration procedure described by differential equations (6a) and (6b), for Scenario Two.
Assuming any reference voltage , the sensitivities of real power and reactive power with respect to voltage can be obtained as (12a) (12b) Thus, the normalized sensitivities of real and reactive load power with respect to voltage are equal to the corresponding load exponents by using the exponential load model. It means the sensitivity of the load power to voltage varies continuously during the load restoration procedure. In some sense, the load obeys an exponential model that changes from the transient to the steady-state exponent. If the dynamics of the load restoration are considered completely, the differential equation related to the load state variable should be analyzed in the whole system DAEs. However, compared to the OLTC action, thermostatic load restoration belongs to "slow dynamics," even though they are treated in the same time scale. We assume that load dynamics still stay in a time-dependent exponential state at each short-term equilibrium. The load restoration is a procedure in which sensitivities change with the time. Therefore, the following equations are proposed to describe the load restoration:
(13) (14) where , and . Next, we will show how to relate (13) and (14) to the original differential equations of the generic load restoration. In [6] and [11] , for the additive load model (15) This was converted to the following form by introducing the state variable in [6] : (16) (17) (18) where , and for the exponential load model. By setting , we can transform (16) to (6a) and (17) to (5a).
In [11] , the above set of equations is solved analytically. The expression for , which is the response to the voltage step from to , can be obtained as follows:
Then from (17) and (18)
Assuming that and (13) and (20), the following equation can be obtained to predict at each time step in the CQSS simulation:
(21) Based on the above derivation, we can see that the continuation parameter establishes a link between the load self-restoration and the QSS simulation conveniently.
Generally, the total system load level is chosen as the system parameter since the system can be fully recovered to the precontingency level in Scenario One. However, for Scenario Two, the total system power load cannot be completely restored to the pre-contingency level. During the load restoration process, the system will reach the SIB. Hence, it is not appropriate to increase the system load level. In order to simulate the load restoration, and/or will be chosen as the system parameter. Parameterization of the load exponent indicates that the system undergoes continuous evolution directed by the change of the aggregate load components and types.
In QSS simulation for Scenario Two, there can be many thermostatic loads and hence many load exponents in the system. Even though all the dynamic load have the same , and s can be different, depending on bus voltage, and . At each time step, thus, CQSS needs to select one of them as the system parameter. For this purpose, it calculates of each dynamic load, which can be derived from (21), and chooses one with the largest as the system parameter. In Scenario Two, therefore, the augmented Jacobian used in predictor and corrector can be described as follows: (22) Assuming that corresponds to bus , the components of and in can be expressed as follows: For bus
For other buses (bus ) with dynamic loads
In Scenario Two, if the load exponent is selected as the parameter, the tracing direction is not normal to the branch at the long-term SNB point [7] , but it is normal to the branch at the SIB point [8] . If it is the former, the SNB point can be solved without much effort. However, if it is close to the latter, the continuation parameter should be changed from the system parameter to one of the state variables that experiences more change.
V. CONSIDERATION OF LOAD CHANGE WITH RESPECT TO TIME
In CQSS analysis, there is no time integration involved. However, the time information is indirectly obtained during the equilibrium tracing. This time information is based on internal delays of discrete controls. The transition time step is determined by the shortest internal delay or sampling period of the long-term components . More specifically, in this time step, will be updated according to some control logic. The continuation method introduces parameter or to easily trace the equilibrium of the system under the step-size control. During the process of the OLTC action, or also varies according to its time characteristics. Take as the example. Its time function is indicated as in the CQSS simulation. An approach should be found to appropriately consider how changes in the determined time interval , so as to meet its time function.
In the continuation method, the prediction and correction can be made, respectively, as follows: 28) At each time step, this step size should be recalculated to fit the load variation in this period. It is noted that the Jacobian used in the corrector stage depends on the state variables from the predictor stage. However, in order to get and for the computation of the step size, at first, the same Jacobian as in the predictor is also used in the corrector. After the approximate step size is obtained, we update the Jacobian in the corrector, get the new by solving (10), and calculate the step size again by using (27). This procedure will be repeated until the error between the updated and the old one is within some tolerance.
VI. NUMERICAL RESULTS
The modified WECC 179-bus system is employed here to demonstrate the efficacy of the proposed methodology for analysis of long-term voltage instability. The main features of modeling and modification of the system in this simulation are as follows.
• Each generator is represented with the two-axis dynamic model [11] at its equilibrium condition. It includes automatic voltage regulator (AVR), the speed governor, the field and armature current limits, as well as the real power generation limit. For Scenario One • Sixty OLTCs are equipped at selected load buses.
• Before full load recovery, all the loads at the distribution sides of the OLTCs are constant impedance. • After complete restoration by the OLTCs, all loads are increased with constant MVA load assumption.
• Each OLTC has an operating range of 0.8-1.1; the step size of the tap ratio is set as 0.006 25.
• The system at the base case has a total load demand of 57 746 MW. For Scenario Two • All the loads at the distribution sides of the OLTCs are modeled as thermostatic loads, and the parameters of these loads in the simulation are shown in Table I .
• All the OLTCs are blocked at their initial tap ratios. 
A. CQSS Simulation for Scenario One
The contingency simulated for Scenario One in this case is an outage of the generating unit at bus 116. It is applied to the base case mentioned above. Due to the voltage dependent short-term load characteristic, the system total real power load is 57 283 MW right after the contingency. Hereafter, CQSS simulation will be adopted to obtain more information on the system voltage stability.
1) Step One (During the Load Restoration):
In this step, only tap dynamics are considered for restoring the system load to the pre-contingency level. The OLTCs begin their actions 20 s after applying the contingency. The system real power load is recovered to about the initial load under pre-fault condition when s. The voltages at the distribution side buses of the OLTCs increase, whereas voltages at other buses decrease due to the load restoration. Fig. 4 shows the changes of voltages at buses 1101, 1113, and 1117 with respect to time. Note that these buses are selected from the distribution-side buses experiencing large voltage deviation after the contingency, and their high-voltage side buses are 101, 113, and 117, respectively.
2) Step Two (After the Complete Restoration):
Once load restoration has been completely achieved, the system settles down to a stable long-term equilibrium. In order to evaluate proximity to voltage instability of the system, CQSS traces equilibrium curves with a given direction of load increase until the tangential component corresponding to load parameter changes its sign. For this process, all the loads are switched into constant power, and the speed of load increasing is taken into account. In this simulation, the real power load is assumed to be increased by 10 MW for each 10 s. By adjusting the step size in the application of the continuation method, CQSS can trace the system trajectory with the given load increasing speed until reaching the SNB point. When the generating unit at bus 46 hits its field current limit, the system finally collapses at [s] . Using the CQSS, we can obtain the complete system PV curves as shown in Fig. 5 .
In the predictor, null implies the singularity of . Table II shows the values of in the last five steps. For the system, the load parameter increases according to the step size after the complete restoration, until the SNB occurs at a load level of 59 083 MW, where a nearly zero is detected. The assumption of constant power in this technique may require caution in application due to the following two reasons: In simulation, first, one or more OLTCs can reach their limits, and the corresponding loads might not be fully restored. Second, the dead band effects in OLTCs' operation are not wholly taken into account in the applied technique with the constant power assumption. In these cases, the technique may give approximate results of active power margins. However, the objective of the technique is to provide proximity information to the long-term SNB point, and the concept of active power margin itself implies uncertainty by the direction of load increase. If active power margin with constant power assumption is not sufficient, for more accurate margin calculation, the precise margin-estimation method can be applied, which performs the gradual load increase without converting loads to constant power.
3) Verification of the Exponent-Based Load Restoration:
This subsection considers the case in which the exponent-based dynamic load model is used instead of OLTCs for load restoration. In this simulation, that is, the OLTCs are blocked at their initial tap ratios, and the loads participating in load recovery in Scenario One are modeled with the exponent-based load restoration. This is for verification of the proposed model with the differential equation-based model. For this purpose, we developed the original QSS (OQSS) simulation tool, including the differential dynamic load model. Fig. 6 shows time versus voltage curves of buses 1101, 1113, and 1117 with CQSS and OQSS simulation. One can see that this simulation applies the contingency at 5 (s) and the simulation time reaches 1000 (s). From Fig. 6 , the voltage magnitudes in CQSS simulation match closely those in OQSS simulation. Fig. 7 shows time versus real load restoration curves at bus 1117 with CQSS and OQSS. Load restoration with the exponent-based model is a little bit faster, and the largest mismatch between the two results during the simulation is about 3.09 MW. 
B. CQSS Simulation for Scenario Two 1) Simulation Results:
The contingency considered for Scenario Two is tripping the generating unit at bus 4, and the load level is the same as before. The outage has been applied at (s). After the contingency, CQSS is applied for long-term voltage stability analysis. In this simulation, only thermostatic load self-restoration is considered in order to mainly illustrate the effect of applying the continuation method in CQSS. The outage leads to the system voltage collapse due to the SIB point. During this process, the generating units at buses 9 and 18 hit their field current limits. Also the system crosses the long-term SNB point during the tracing. Fig. 8 shows the post-contingency PV curve of bus 1002. In the figure, is the system operating point just after the contingency, where = 57 088 MW. In Fig. 8 , corresponds to the SIB point. represents the turning point of the PV curve, and the real power at this point is around 57 153 MW. Fig. 9 shows the time evolution of voltages of buses 1002, 3, and 1010 in the system. Buses 1002 and 1010 are distribution-side buses of buses 2 and 10, respectively.
In the simulation, the generator of bus 9 hits its field current limit at 152.84 [s], and generator 18 reaches its limit around the SIB point. CQSS stops after passing the SIB point . The SIB 2) Computational Aspects: In this subsection, some computational advantages of CQSS are discussed. First, CQSS uses the continuation method to trace short-term equilibrium trajectories with respect to evolution of long-term dynamics in the systems, so near the SIB point, it can remove singularity of the short-term Jacobian, whereas the original QSS program diverges near this point. Fig. 10 plots time versus voltage of bus 1002 from the simulation of CQSS and OQSS when time step is set to 10 (s). After applying the contingency, OQSS diverges at the 15th step because it faces the problem of numerical singularity. CQSS, however, traces further and shows the robust convergence characteristic with adaptive switching continuation parameter from to one of other state variables to remove the singularity. Second, the predictor step in CQSS can reduce N-R iterations in the corrector. As mentioned earlier, the predictor takes one N-R iteration to get the tangent vector at the current solution. Fig. 11 compares the iteration numbers in CQSS and OCSS simulation. From steps 2-9, the simulation with CQSS demands one iteration less than that of OQSS. Then, from steps 10-14, as the trajectory approaches closer to the SIB point, the short-term solution without prediction requires about two times more iterations than that of OQSS. Around the SIB point, OQSS diverges at step 15 after performing 13 iterations; however, CQSS is numerically well conditioned in the whole simulation. In CQSS, the predictor also has an important role for convergence of solutions due to the fact that without prediction, it may fail to converge when the continuation parameter is changed near the point.
From the tangent vector in the predictor, in addition, we can get valuable information for checking singularity of the Jacobian without any more calculation. For this purpose, OQSS needs a subroutine for the sensitivity of the total reactive power generation, and it demands one N-R iteration to inverse the Jacobian. Thus, if singularity checking is required in OQSS, there is little difference between CQSS and OQSS, from the viewpoint of computation burden. From Fig. 11 , up to step 14, the sum of iterations in CQSS simulation is 19, and that in OQSS simulation is 37. When only considering these iteration numbers, application of continuation can reduce about 48% of computational cost. However, factorization of the Jacobian is performed once in a correction phase; thus, in the our experience, CQSS takes around 25% less computation than OQSS for Scenario Two.
C. Discussion
In Scenario Two, QSS analysis incorporates the load selfrestoration, which is represented by the differential equations associated with in the long-term time scale. In CQSS simulation, a new way is proposed to consider the load restoration by introducing the continuation method. It parameterizes and varies the load exponent instead of integrating the dynamic load model in the simulation. Usage of the load-exponent-based model does not require large implementation burden due to the fact that the original model is simple. In addition, CQSS applies the locally parameterized continuation method to remove the numerical difficulty around the SIB point. For this application, CQSS needs a slightly complicated algorithm for continuation parameter selection, but this process gives an advantage of robust QSS simulation.
In Scenario One, QSS simulation is very fast if one avoids refreshing the Jacobian matrix. However, the Jacobian has to be updated when some of the devices are hitting their limits. Although CQSS involves two Jacobian matrices in the predictor and the corrector, they could be the same for fast computation. Furthermore, the predictor is much less computationally demanding than the corrector. For the predictor, we have to solve (9) only once. The corrector needs an iterative solution similar to solving the equations in the original QSS simulation. Thus, the simulation time in CQSS is almost the same as QSS under light load conditions. When the system approaches the SIB point, the Newton method for the original QSS becomes ill conditioned due to singularity of the Jacobian. The Newton method often takes longer time for a solution or fails to converge before the Jacobian matrix actually becomes singular. At the SIB point, the Newton method is divergent and a unique solution for state variables could not be found, so the original QSS simulation might take longer time than the CQSS under heavy load conditions. Similar conclusions apply for Scenario Two around the SIB point. As mentioned before, the SIB of long-term dynamics corresponds to a singular . CQSS can solve the short-term equilibrium near at the singular point because adequate selection of the continuation parameter avoids the ill-conditioned Jacobian matrix from the short-term dynamics and algebraic equations.
VII. CONCLUSION
In this paper, QSS simulation combined with the continuation method is developed. Compared to the original QSS analysis, the CQSS is numerically well conditioned by introducing the continuation parameter. It can also readily identify the SIR in the long-term time scale. Furthermore, the combined effects of the OLTCs and the load change on voltage stability can be taken into account. Parameterization of the load exponents through continuation method provides another approach to approximate the load self-restoration procedure. CQSS presents a robust simulation for long-term voltage stability analysis while retaining the realistic ingredients needed to reproduce voltage phenomena: voltage dependence of the load and effects of the OLTC discrete control.
