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Abstract
Learning an optimal policy from a multi-modal reward func-
tion is a challenging problem in reinforcement learning (RL).
Hierarchical RL (HRL) tackles this problem by learning a hi-
erarchical policy, where multiple option policies are in charge
of different strategies corresponding to modes of a reward
function and a gating policy selects the best option for a given
context. Although HRL has been demonstrated to be promis-
ing, current state-of-the-art methods cannot still perform well
in complex real-world problems due to the difficulty of iden-
tifying modes of the reward function. In this paper, we pro-
pose a novel method called hierarchical policy search via
return-weighted density estimation (HPSDE), which can ef-
ficiently identify the modes through density estimation with
return-weighted importance sampling. Our proposed method
finds option policies corresponding to the modes of the re-
turn function and automatically determines the number and
the location of option policies, which significantly reduces
the burden of hyper-parameters tuning. Through experiments,
we demonstrate that the proposed HPSDE successfully learns
option policies corresponding to modes of the return function
and that it can be successfully applied to a challenging motion
planning problem of a redundant robotic manipulator.
Introduction
Recent work on reinforcement learning (RL) has been suc-
cessful in various tasks, including robotic manipulation (Gu
et al. 2017; Levine et al. 2016b; Levine et al. 2016a) and
playing a board game (Silver et al. 2016). However, many
RL methods cannot leverage a hierarchical task structure,
whereas many tasks in the real world are highly structured.
Grasping is a good example of such structured tasks. When
grasping an object, humans know multiple grasp types from
their experience and adaptively decide how to grasp the
given object (Cutkosky and Howe 1990; Napier 1956). This
strategy can be interpreted as a hierarchical policy where
the gating policy first selects the grasp type and the option
policy that represents the selected grasp type subsequently
plans the grasping motion (Osa, Peters, and Neumann 2016).
Prior work on hierarchical RL suggests that learning various
option policies increases the versatility (Daniel et al. 2016)
and that exploiting a hierarchical task structure can exponen-
tially reduce the search space (Dietterich 2000).
However, RL of a hierarchical policy is not a trivial prob-
lem. As indicated by Daniel et al. (2016), each option pol-
icy in a hierarchical policy needs to focus on a single mode
of the return function, otherwise a learned policy will try
to average multiple modes and fall into a local optimum
with poor performance. Therefore, it is necessary to prop-
erly assign option policies to individual modes of the return
function, and the challenge of this problem is how to iden-
tify the number and locations of modes of the return func-
tion. Although regularizers (Bacon, Harb, and Precup 2017;
Florensa, Duan, and Abbeel 2017) can be used to drive the
option policies to various solutions, they cannot prevent an
option policy from averaging over multiple modes of the
return function. Additionally, in existing methods, the per-
formance often depends on initialization or pre-training of
the policy (Daniel et al. 2016; Florensa, Duan, and Abbeel
2017), and a user often needs to specify the number of the
option policies in advance, which significantly affects the
performance (Bacon, Harb, and Precup 2017).
To address such issues in existing hierarchical RL, we
propose model-free hierarchical policy search via return-
weighted density estimation (HPSDE). Our approach re-
duces the problem of identifying the modes of the return
function to estimating the return-weighted sample density.
Unlike previous methods, the number and the location of the
option policies is automatically determined without explic-
itly estimating the option policy parameters, and an option
policy learned by HPSDE focuses on a single mode of the
return function. We discuss the connection between the ex-
pected return maximization and the density estimation with
return-weighted importance. The experimental results show
that HPSDE outperforms a state-of-the-art hierarchical RL
method and that HPSDE finds multiple solutions in motion
planning for a robotic redundant manipulator.
Problem Formulation
We consider a reinforcement learning problem in the
Markov decision process (MDP) framework, where an agent
is in a state x ∈ X and takes an action u ∈ U . In this pa-
per, we concentrate on the episodic case of hierarchical RL,
where a policy pi(τ |x0) generates a trajectory τ for a given
initial state x0 and only one selected policy is executed until
the end of the episode. After every episode, the agent re-
ceives a return of a trajectory R(τ ,x0) =
∑T
t=0 rt, which
is given by a sum of immediate rewards. T is the length of
the trajectory, which is a random variable. In the following,
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we denote by s = x0 the initial state of the episode, which is
often referred to as the “context”, and we assume that a tra-
jectory τ contains all the information of actions ut and the
state xt during the episode. The purpose of policy search
is to obtain the policy pi(τ |s) that maximizes the expected
return (Deisenroth, Neumann, and Peters 2013)
J(pi) =
∫∫
d(s)pi(τ |s)R(s, τ )dτds, (1)
where d(s) is the distribution of the context s. In hierarchi-
cal RL, we consider a policy that is given by a mixture of
option policies:
pi(τ |s) =
∑
o∈O
pi(o|s)pi(τ |s, o), (2)
where o is a latent variable which represents the option of the
policy andO is a set of the latent variable o in a hierarchical
policy. We refer to pi(τ |s, o) as an option policy and pi(o|s)
as a gating policy. Here, the option is defined over trajec-
tories, unlike the option over actions as in Machado, Belle-
mare, and Bowling (2017); Bacon, Harb, and Precup (2017).
The expected return of a hierarchical policy is given by
J(pi) =
∑
o∈O
∫∫
d(s)pi(o|s)pi(τ |o, s)R(s, τ )dτds. (3)
The goal of hierarchical policy search is to learn an optimal
hierarchical policy pi∗ that maximizes the expected return
J(pi):
pi∗(τ |s) =
∑
o∈O
pi∗(o|s)pi∗(τ |s, o) = arg max
pi
J(pi). (4)
This problem can be solved with respect to samples D =
{(si, τ i, Ri(si, τ i))} collected through rollouts. The chal-
lenge of hierarchical policy search is to estimate the latent
variable o, which we cannot observe. The expected return
for the policy pi in (3) can be rewritten as
J(pi) =
∑
o∈O
p(o)E[R|pi(τ |s, o), o], (5)
where the expectation E[R|pi(τ |s, o), o] is given by
E[R|pi(τ |s, o), o] =
∫∫
d(s|o)pi(τ |s, o)R(s, τ )dsdτ ,
(6)
and d(s|o) is the distribution of contexts s assigned
to the option o. When the assignment of each sample
(si, τ i, R(si, τ i)) to the option o is known, maximizing
E[R|pi(τ |s, o), o] is equivalent to solving a policy search
problem with respect to samples {(soi , τ oi , R(soi , τ oi )))} as-
signed to the option o. Therefore, the formulation in (5) in-
dicates that, if we can estimate the latent variable oi for
each sample (si, τ i), the option policy pi(τ |s, o) can be
learned using a policy search method for a monolithic pol-
icy, e.g., trust region policy optimization (TRPO) (Schulman
et al. 2015) or relative entropy policy search (REPS) (Peters,
Mu¨lling, and Altun 2010).
As discussed above, estimation of the latent variable o is
a crucial problem in hierarchical RL. Next, we introduce the
return-weighted density estimation to address this problem.
Hierarchical Policy Search via
Return-Weighted Density Estimation
In this section, we introduce our proposed method, hier-
archical policy search via return-weighted density estima-
tion (HPSDE). To learn the number and the location of op-
tion policies, we estimate the latent variable o through esti-
mating the trajectory density induced by the unknown opti-
mal policy pi∗. This density estimation is performed by using
the return-weighted importance sampling. In the following,
we discuss the details of 1) the return-weighted importance
weight, 2) the latent variable estimation, and 3) the gating
policy for selecting the option policies.
Return-Weighted Density Estimation
To estimate the latent variable o, we consider the trajec-
tory density induced by the optimal policy, p∗(s, τ ) =
d(s)pi∗(τ |s). Here, we assume that the optimal policy draws
samples that lead to higher returns with higher probability.
This assumption is equivalent to assuming that the optimal
policy pi∗(τ |s) is of the form
pi∗(τ |s) = f (R(s, τ ))
Z
, (7)
where Z is a partition function, and f(R) is a functional,
which is a function of the return function. f(R) should be
monotonically increasing with respect to R such that a tra-
jectory with a higher return is generated with higher proba-
bility by the optimal policy. This assumption is commonly
used in prior work on policy search (Deisenroth, Neumann,
and Peters 2013). Under this assumption, finding the modes
of the return function R(s, τ ) is equivalent to finding the
modes of the density p∗(s, τ ) induced by the optimal policy
pi∗(τ |s).
Since the optimal policy pi∗(τ |s) is unknown, we cannot
directly sample {(s∗i , τ ∗i )} ∼ d(s)pi∗(τ |s). Thus, we use
an importance sampling technique to estimate the density
d(s)pi∗(τ |s) induced by the optimal policy pi∗(τ |s).
We collect samples {(si, τ i, R(si, τ i))}Ni=1 drawn from
the current policy piold(τ |s) and a given context distribution
d(s). The importance of the sample (si, τ i) can be given by
W (si, τ i) =
d(si)pi
∗(τ i|si)
d(si)piold(τ i|si) =
pi∗(τ i|si)
piold(τ i|si) (8)
=
f (R(si, τ i))
Zpiold(τ i|si) . (9)
Note that the context distribution d(s) is given by an envi-
ronment and invariant to the policy in an episodic case. If we
normalize W , we obtain the normalized weight
W˜ (si, τ i) =
W (si, τ i)∑N
j=1W (sj , τ j)
(10)
=
f(R(si,τ i))
Zpiold(τ i|si)∑N
j=1
f(R(sj ,τ j))
Zpiold(τ j |sj)
=
f(R(si,τ i))
piold(τ i|si)∑N
j=1
f(R(sj ,τ j))
piold(τ j |sj)
. (11)
Therefore, we can compute the importance W˜ (si, τ i) of
each sample even though the partition function Z of the
optimal policy pi∗ is unknown. Thus, we can estimate the
density induced by the optimal policy d(s)pi∗(τ |s) by using
{(si, τ i, R(si, τ i))}Ni=1 ∼ d(s)piold(τ |s) with the impor-
tance weight W˜ . We refer to the density estimation using
the importance weight W˜ as return-weighted density esti-
mation.
Learning the optimal policy can be formulated as the dis-
tribution matching between the trajectory densities induced
by the optimal policy and the learner’s policy
pˆi(τ |s) = arg min
pi
DKL(p
∗(s, τ )||ppi(s, τ )), (12)
where DKL(p∗(s, τ )||ppi (s, τ )) is the KL divergence given
by
DKL(p
∗(s, τ )||p
pi
(s, τ )) =
∫∫
p∗(s, τ ) log
p∗(s, τ )
ppi(s, τ )
dτds
=
∫∫
W (s, τ )ppiold(s, τ ) log
W (s, τ )ppiold(s, τ )
ppi(s, τ )
dτds,
(13)
p∗(s, τ ) is the density induced by the optimal policy,
ppi(s, τ ) is the density induced by the newly learned
policy, and ppiold(s, τ ) is the density induced by the
old policy used for data collection. The minimizer of
DKL(p
∗(s, τ )||ppi(s, τ )) is given by the maximizer of the
weighted log likelihood:
L(pi, piold) =
∫∫
W (s, τ )ppiold(s, τ ) log ppi(s, τ )dτds
≈ 1
N
∑
(si,τ i)∈D
W˜ (si, τ i) log ppi(si, τ i). (14)
The connection to maximizing the expected return can be
seen as follows. If we assume that R > 0 and the optimal
policy follows pi∗(τ |s) = R(s, τ )/Z, in a manner similar
to the results shown by Dayan and Hinton (1997) and Kober
and Peters (2011), we can obtain
log J(pi) = log
∫∫
ppi(s, τ )R(τ , s)dτds
= log
∫∫
ppiold(s, τ )
d(s)R(τ , s)
ppiold(s, τ )
ppi(s, τ )
d(s)
dτds
≥
∫∫
ppiold(s, τ )
d(s)R(τ , s)
ppiold(s, τ )
log
ppi(s, τ )
d(s)
dτds
= Z
∫∫
ppiold(s, τ )
R(τ , s)
piold(τ |s)Z log
ppi(s, τ )
d(s)
dτds
∝ L(pi, piold) + const. (15)
Therefore, maximizing the weighted log likelihood
L(pi, piold) is equivalent to maximizing the lower bound of
the expected return in this case.
In practice, the return functionR and f(·) in (7) need to be
designed by a practitioner. To argue the optimal form of f(·)
in (7), we need to make further assumptions. For example,
the optimal policy of the form pi∗(τ |s) = exp (R(s, τ )) /Z
can be justified based on the maximum entropy principle,
which is often used in the literature of inverse RL (Ziebart
2010). In this work, we leave the form of f(·) in (7) as an
open design choice for a practitioner.
Latent Variable Estimation
Based on the discussion in the previous section, we estimate
the latent variable o of a hierarchical policy by matching the
trajectory densities induced by the optimal policy and the
learner’s policy. Specifically, we consider the likelihood:
p(s, τ ) =
∑
o∈O
p(o)p(s, τ |o) (16)
and estimate the latent variable o through approximating the
trajectory density p∗(s, τ ) induced by the unknown optimal
policy from samples {(si, τ i, R(si, τ i))}Ni=1 drawn from
the current policy piold(τ |s) using the return-weighted im-
portance W˜ (si, τ i).
To efficiently solve the estimation problem, we as-
sume that an option policy is given by a Gaussian pol-
icy pi(τ |s, o) ∼ N (f(s),Σ), which is frequently as-
sumed in RL (Deisenroth, Neumann, and Peters 2013;
Pirotta, Restelli, and Bascetta 2013; Furmston and Barber
2012). The mean f(s) can be linear to the feature vector as
w>φ(s) or represented by the output of a neural network. If
we assume that the region of the context d(s|o) for which
the option policy is responsible is Gaussian, p(s, τ |o) =
d(s|o)pi(τ |s, o) should also be Gaussian. Under these as-
sumptions, the latent variable estimation is considered fit-
ting a Gaussian mixture model. Even if a cluster of samples
{si, τ i} is not Gaussian in practice, it will be represented by
a mixture of Gaussian option policies.
The latent variable estimation for the Gaussian mix-
ture model fitting can be performed by the expectation-
maximization (EM) algorithm in general. We can employ
the variational Bayes expectation-maximization (VBEM) al-
gorithm as well as the maximum likelihood (ML) EM algo-
rithm (Bishop 2006). The advantage of the VBEM algorithm
over the ML EM algorithm is that the use of the symmet-
ric Dirichlet distribution as a prior of the mixing coefficient
leads to a sparse solution. This property of VBEM is prefer-
able in our hierarchical policy search since it is likely that
clusters found by VBEM focus on separate modes of the
density and that unnecessary clusters are automatically elim-
inated. Namely, we can obtain option policies corresponding
to modes of the return function by using VBEM for the la-
tent variable estimation.
To obtain various option policies, Daniel et al. (2016) em-
ployed a constraint to avoid the overlap between option poli-
cies and the number of the option policies was gradually re-
duced in the learning process. Likewise, Florensa, Duan, and
Abbeel (2017) assumed that the number of the option poli-
cies is given by the user and modified the reward function
based on mutual information in order to encourage visiting
new states. However, these constraints cannot prevent an op-
tion policy from averaging over multiple modes of the return
function. On the contrary, we do not employ such explicit
constraints on option policies in HPSDE. By using a vari-
ational approach for estimating the latent variable, we can
obtain a sparse solution which covers all the given samples
with the minimum number of option policies. Therefore, our
approach can automatically determine the number of the op-
tion policies and each option policy obtained by HPSDE fo-
cuses on a separate single mode of the return function.
In practice, the dimensionality of si and τ i can be high
and the shape of the cluster may not be Gaussian in the orig-
inal feature space. In such a case, nonlinear feature mapping
with dimensionality reduction, e.g., the Laplacian eigen-
maps (Belkin and Niyogi 2003), can be used to perform
the latent variable estimation properly. In addition, trajec-
tory representations such as Dynamic Movement Primitives
(DMPs) (Ijspeert, Nakanishi, and Schaal 2002) can also be
used to represent a trajectory with a small number of param-
eters.
After estimating p(o|si, τ i) for each sample, each option
policy pi(τ |s, o) can be updated using an off-the-shelf policy
search algorithm for learning a monolithic policy. In the next
section, we describe the gating policy that selects the optimal
option policy for a given context.
Selection of the Option Policy
When a context s is given by an environment and the option
policies pi(τ |s, o) are learned, the role of the gating policy
pi(o|s) is to identify the option policy that maximizes the
expected return for a given context. Therefore, the gating
policy is given by
pi(o|s) : o∗ = arg max
o∈O
E [R|pi(τ |s, o), s, o] , (17)
where the conditional expectation E [R|pi(τ |s, o), s, o] is
given by
E [R|pi(τ |s, o), s, o] =
∫
pi(τ |s, o)R(s, τ )dτ . (18)
Under the assumption that option policies are Gaussian, we
explicitly estimate the expected return for each option policy
E [R|pi(τ |s, o), s, o]. For this purpose, we approximate the
return function with a Gaussian Process (GP) (Rasmussen
and Williams 2005)
R(τ , s) ∼ GP (m (z) , k (z, z′)) , (19)
where z = [τ>, s>]> and m(z) is the mean. For the ker-
nel function k (zi, zj), we employ the squared exponential
kernel:
k (zi, zj) = σ
2
f exp
(
−‖zi − zj‖
2
2l2
)
+ σ2nδzizj , (20)
where l is the bandwidth of the kernel, σ2f is the function
variance and σ2n is the noise variance. The hyperparame-
ters [l, σf , σn] can be tuned by maximizing the marginal
likelihood using a gradient-based method (Rasmussen and
Williams 2005).
If we assume that the context is given and a trajec-
tory is drawn from a Gaussian option policy pi(τ |s, o) ∼
N (µo(s),Σo(s)), z follows the Gaussian distribution:
z ∼ N (µz,Σz) , (21)
where
µz =
[
µo(s)
s
]
,Σz =
[
Σo(s) 0
0 0
]
. (22)
Algorithm 1 Hierarchical Policy Search via Return-
Weighted Density Estimation (HPSDE)
Input: the maximum number of the clusters Omax
Initialize the option policies, e.g. random policy
Collect the rollout dataD = {(si, τ i, Ri)} by performing
the initial policy
repeat
Compute the importance of each sample W˜ (si, τ i)
Estimate p(o|si, τ i) through density estimation using
the importance weight W˜
Assign the samples {(si, τ i)} to option o∗i =
arg max p(o|si, τ i)
for each o do
Train the oth policy using a policy search method
end for
Train the GP model to approximate the return function
Select the option o∗ = arg maxE [R|pi(τ |s, o), s, o]
Execute the rollout by following pi(τ |s, o∗)
Record the data Dnew = {(sj , τ j , Rj)}
Store the data D ← D ∪Dnew
until the task learned
To compute the conditional expectation of the return given
the option and the context in (18), we need to compute the
following marginal distribution:
p(R|µz,Σz) =
∫
p(R|z,D)p(z)dz. (23)
The above marginal can be approximated with a Gaussian,
and its meanE[R|pi(τ |s, o), s, o] and variance σR can be an-
alytically computed (Girard et al. 2002; Candela and Girard
2002).
While the marginal distribution p(o|s) obtained in the
density estimation can be used as the gating policy in our
framework, the gating policy presented in this section works
better in practice as shown in the experimental result section.
In the experiment, we used the UCB policy to encourage the
exploration in the selection of option policies (Auer 2003).
Algorithm
We summarize the procedure of HPSDE in Algorithm 1. An
open parameter of HSPDE is the maximum number of op-
tion policies Omax. If sufficiently large Omax is given, the
number of the option policies is automatically determined.
If necessary, one can perform dimensionality reduction be-
fore the return-weighted density estimation step.
Connection to Policy Parameter Estimation
In prior work by Daniel et al. (2016), the parameter of the
option policy pi(τ |s, o) needs to be estimated in order to es-
timate p(o|s, τ ). On the contrary, our latent variable estima-
tion does not need to estimate pi(τ |s, o), since our approach
estimates the latent variable o by directly approximating the
density p∗(s, τ ).
On the other hand, our approach is closely related
to prior work on estimating policy parameters for learn-
ing a monolithic policy. Here, we consider a policy
piθ parameterized by a vector θ. In episodic policy
search, DKL(p∗(s, τ )||pθ(s, τ )) can be rewritten by using
p∗(s, τ ) = d(s)pi∗(τ |s) and ppi(s, τ ) = d(s)piθ(τ |s) as
DKL(d(s)pi
∗(τ |s)||d(s)piθ(τ |s))
=
∫∫
d(s)pi∗(τ |s) log d(s)pi
∗(τ |s)
d(s)piθ(τ |s)dτds
=
∫∫
d(s)W (s, τ )piθold(τ |s) log
W (s, τ )piθold
piθ(τ |s) dτds
≈ 1
N
∑
(si,τ i)∈D
(−W (si, τ i) log piθ(τ |s)
+W (s, τ ) logW (s, τ )piθold(τ |s)) . (24)
Since the second term is independent of θ, the minimizer of
DKL(d(s)pi
∗(τ |s)||d(s)piθ(τ |s)) can be obtained by maxi-
mizing the weighted log likelihood as
pi∗θ = arg max
1
N
∑
(si,τ i)∈D
W (si, τ i) log piθ(τ |s).
This is exactly the episodic version of reward-weighted re-
gression (eRWR) (Peters and Schaal 2007; Kober and Pe-
ters 2011). Thus, the option estimation in our approach is
closely related to eRWR for estimating the policy parameter,
although our option estimation does not require estimating
the option policy parameters.
Experimental Results
To visualize the performance, we first evaluate HPSDE in
toy problems and the puddle world task where the return
functions are multi-modal. Subsequently, we show the ex-
periments with the motion planning task for a robotic ma-
nipulator, which is a practical application of hierarchical RL.
In the experiment, we evaluated variants of HPSDE: we im-
plemented HPSDE using REPS and reward weighted regres-
sion (RWR) (Peters and Schaal 2007) for updating the option
policies. REPS is a model-free policy search algorithm and
constrains the KL divergence between the old and the up-
dated policies in the policy update, although RWR does not
have such a constraint in the policy update. The constraint of
the KL divergence on the policy update is frequently used to
achieve stable exploration (Deisenroth, Neumann, and Pe-
ters 2013). We can see how the constraint on the option
policy update influences on the performance of HPSDE by
comparing HPSDE with REPS and HPSDE with RWR. To
evaluate the gating policy using a GP described in the previ-
ous section, we implemented a variant of HPSDE where the
gating policy is represented by a softmax function, which is
equivalent to the gating policy used by Daniel et al. (2016).
In addition, we compare the performance of HPSDE with
HiREPS (Daniel et al. 2016), which is considered as one
of the state-of-the-art model-free hierarchical policy search
methods. In the experiment, we assumed that a trajectory τ
can be represented by a trajectory parameter ξ, and the task
is to learn a policy pi(ξ|s) that generates trajectory parame-
ter instead of a raw representation of a trajectory τ . we used
a Gaussian policy for an option policy given by
pi (ξ|s, o) = N (ξ|w>o φ(s),Σo), (25)
(a) (b) (c)
(d) (e) (f)
Figure 1: The toy problem using the return function with
multiple modes. The horizontal axis shows the context, the
vertical axis shows the trajectory parameter. The warmer
color represents the higher return. (b) and (e) visualize sam-
ples collected by HPSDE. Learned option policies are visu-
alized as lines as shown in (c) and (f). These results were
obtained by HPSDE with REPS and the GP gating policy.
wherewo andΣo are option policy parameters to be learned,
and the mean of the policy w>o φ(s) is linear to the feature
functionφ(s). For computing the importance weight in (11),
we used f(R) = exp(R). We performed each task 20 times
to evaluate the variance of the achieved return. To deal with
high-dimensional and non-Gaussian data, we employed the
Laplacian eigenmaps (Belkin and Niyogi 2003) for nonlin-
ear dimensionality reduction.
Toy Problem
We first evaluate the performance of HPSDE in toy prob-
lems. In this toy example, the context and the trajectory pa-
rameter are one-dimensional so that we can visualize the re-
sult intuitively. We performed evaluation using return func-
tions with two and three modes, which are shown in Fig-
ure 1. For this task, we used a linear feature functionφ(s) =
[s>, 1]> and set Omax = 10 for HPSDE.
Figure 1 visualizes the samples collected in the learning
process and policies learned by HPSDE. As shown, HPSDE
identified the modes of the return function in both toy prob-
lems. Although our approach extracted option policies from
sample clusters with low returns, it is rarely selected since
the expected return is always lower than other policies.
The resulting return and the number of the learned poli-
cies are shown in Figure 2. HPSDE achieved higher returns
than HiREPS in these toy tasks. In addition, although both
HiREPS and HPSDE converge to comparable numbers of
option policies, HPSDE optimizes the number of the option
policies much faster. Since the policy updates of option poli-
cies in HiREPS and HPSDE with REPS are equivalent, this
result indicates that the identification of the option policy
structure in HPSDE is more efficient than that in HiREPS.
In addition, although HiREPS cannot increase the number
of the option policies in the learning process, our approach
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Figure 2: Results of the toy problems. (a) and (b) show the
results with the return function that has two modes shown
in Figure 1 (a)-(c), and (c) and (d) show the results with the
return function that has three modes shown in Figure 1 (d)-
(f).
finds the optimal number of the option policies without such
a limitation.
With regard to the gating policy, the gating policy with
the return approximation using a GP outperforms the gat-
ing policy represented by a softmax function. With respect
to the strategy for updating the option policies, the learning
rate of HPSDE with RWR was comparable to that of HPSDE
with REPS in the toy problems, although REPS was reported
to achieve faster learning than RWR in many cases (Peters,
Mu¨lling, and Altun 2010). When a given sample distribution
has multiple modes of the return function, the constraint on
the KL divergence between the old and the updated poli-
cies prevents from jumping from the current mode to an-
other mode. On the other hand, when a sample distribution
given to a policy has just one mode of the return function,
the constraint in the policy update does not clearly improve
the learning performance. Since our framework successfully
identifies the modes of the return function in these toy ex-
amples, the constraint on the KL divergence in the policy
update does not make a clear difference of performance be-
tween REPS and RWR in HPSDE.
Puddle World Task
We tested HPSDE with a variant of the puddle world task
reported by Daniel et al. (2016) where a collision free tra-
jectory needs to be planned in a continuous space. We used
DMPs to represent trajectories in this task (Ijspeert, Nakan-
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Figure 3: The puddle world task. Routes from the starting
position to the goal positions are found by HPSDE. The
starting position is fixed as shown as the red point and the
goal positions are distributed on the line x = 6. Trajectories
in the same color are generated by the same option policy.
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Figure 4: Results of the puddle world task. (a) returns and
(b) the number of the learned option policies.
ishi, and Schaal 2002). The arrangement of the puddles is
shown in Figure 3, which is more complex than the task re-
ported by Daniel et al. (2016). We assume that the starting
position is fixed, and the goal position, which is given as a
context of this task, is distributed on the line x = 6. A trajec-
tory is represented with two DMPs, which represent x and
y dimensions, respectively. In this task, the DMP for x di-
mension is fixed and the DMP for y dimension is optimized
with HPSDE. We use 10 basis functions to represent a tra-
jectory, and therefore HPSDE optimized 10 parameters of
the DMP. The return function is designed such that passing
through the puddle results in a negative return and a longer
trajectory receives a less return, which encourages a shorter
and collision-free trajectory. For this experiment, we used
the squared exponential feature:
φi(s) = exp
(
(s− si)>Λ(s− si)
)
, (26)
where Λ is a diagonal matrix that defines the bandwidth.
This exponential feature enables us to represent a nonlinear
policy (Daniel et al. 2016). We set Omax = 20 for HPSDE.
As shown in Figure 3, HPSDE finds multiple solutions in
the puddle world task. Figure 4 shows the resulting return
and the number of the learned option policies. In this ex-
periment, HiREPS falls into local optima and converges to
poor performance. On the contrary, HPSDE achieves much
higher performance by finding option policies correspond-
ing to modes of the return functions. These results show that
Figure 5: The reaching task with a robot with 7 degrees of
freedom. Multiple postures to reach the desired point were
learned by HPSDE. The orange sphere shows the goal point.
the learning of the option policy structure with HPSDE is
more efficient than HiREPS.
Motion Planning for a Redundant Manipulator
Planning a motion of a redundant manipulator has been an
open problem in robotics since there exists multiple solu-
tions in the continuous space. We evaluated HPSDE with
a motion planning problem for such a redundant manipu-
lator in a simulation environment, developed based on V-
REP (Rohmer, Singh, and Freese 2013). Figure 5 shows the
simulation environment. A KUKA Light Weight Robot with
7 degrees of freedom is modeled in this simulation, and the
task is to touch a desired point behind a pole. The goal point
is distributed behind the pole, and the context of this task
is given by the Cartesian coordinates of the goal position as
s = [x, y, z]. In this task, the objective of hierarchical RL is
to optimize the final configuration of the robotic manipula-
tor q ∈ R7. The return is given by R(q) = −d(q) − C(q),
where d(q) is the distance between the position of the end-
effector and the desired position, and C(q) is the cost of
colliding with the pole for a given configuration q. The col-
lision cost is computed based on the cost function proposed
by Zucker et al. (2013). We used the squared exponential
feature as in the previous experiment. We set Omax = 10 for
HPSDE.
As shown in Figure 5, HPSDE found multiple policies
to achieve the reaching task. The learning performance is
shown in Figure 6. HPSDE with REPS and the GP gat-
ing policy demonstrates the best performance in this task.
Although HiREPS also achieves performance comparable
to some variants of HPSDE, it is necessary to heuristically
specify the minimum and maximum numbers of the option
policies and the parameter to delete the option policies in or-
der to obtain the best performance of HiREPS for this task.
On the contrary, an open parameter in HPSDE is just the
maximum number of the option policies.
When the start and goal configurations are given, trajec-
tory optimization methods developed in robotics such as
CHOMP (Zucker et al. 2013) and TrajOpt (Schulman et al.
2014) can be used for motion planning. However, planning
the desired configuration itself is often challenging since
there exist multiple solutions in multi-dimensional and con-
tinuous space. The result in this work indicates that HPSDE
can address such motion planning problems in robotics well.
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Figure 6: Results of the motion planning task for a redundant
manipulator. (a) returns and (b) the number of the learned
option policies.
Discussion
Regarding the computation cost, our method is comparable
to other methods in terms of executing an off-the-shelf pol-
icy search method for updating option policies. On the other
hand, since our method finds the optimal number of option
policies, we can avoid using an unnecessarily large number
of option policies, which would result in additional compu-
tation costs. The computation cost for estimating the latent
variable is much less than the cost for updating the policy
parameters, since executing the EM algorithm is fast. The
most time-consuming part in our method is training the gat-
ing policy with a GP. Due to the limitation of a GP, it is hard
to scale it to high-dimensional data. The development of the
gating policy that can deal with high-dimensional data such
as image inputs will be our future work, which will be po-
tentially addressed by using a deep learning approach.
Conclusion
We proposed the hierarchical policy search via return-
weighted density estimation (HPSDE). To address the is-
sue of determining the structure of the option policies, our
approach reduces the problem of estimating the modes of
the return function to the problem of estimating the return-
weighted sample density with a mixture model. HPSDE
automatically identifies the option policy structure, where
each option policy corresponds to a single mode of the re-
turn function. The connection between the expected return
maximization and the return-weighted density estimation is
analytically shown in this study. The experimental results
show that HPSDE outperforms a state-of-the-art method for
hierarchical reinforcement learning, and that HPSDE can
be used to solve motion planning problem for a redundant
robotic manipulator. In future work, we will extend the pro-
posed approach such that high-dimensional data such as im-
age inputs can be incorporated. Additionally, we will extend
the episodic HPSDE proposed in this paper to the learning
of an action-state level policy and perform experiments with
a real robot.
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Appendix
Implementation Details of VBEM with Importance
Weights
Here we describe some details of the VBEM algorithm with
importance weights. The basic implementation follows the
algorithm described in (Bishop 2006; Sugiyama 2015). For
details of the VBEM algorithm, please refer to (Bishop
2006; Murphy 2012).
For a given samples D = {xi}ni=1, we consider the mix-
ture of m Gaussian models:
q(x|K,M,S) =
m∑
`=1
k`N (x|µ,S−1), (27)
where K = {k1, ..., km} is a set of mixture coefficients,
M = {µ1, ...,µm} is a set of the means, and S ={S1, ...,Sm} is a set of the precision matrices. Subse-
quently, we consider latent variables O = {o1, ...on} and
the variational distribution q(O)q(K,M,S). We choose a
Dirichlet distribution as a prior for the mixing coefficients
K and a Gaussian-Wishart distribution as a prior for each
Gaussian component. The goal of VBEM is to maximize
the lower bound of the marginal log likelihood log p(D) by
repeating processes called VB-E and VB-M steps.
In the VB-E step, we compute the distribution of the latent
variable O from the current solution as
q(O) =
n∏
i=1
m∏
`=1
ηˆoi`i,j , (28)
where ηˆi,` is the responsibility of the sample i on the `th
cluster. The responsibility ηˆi,` is given by
ηˆi,` =
ρˆi,`′∑m
`′=1 ρˆi,`′
, (29)
Algorithm 2 VBEM with Importance Weights
Input: Data samples D = {xi}ni=1, importance weights
w = {w1, ..., wn}, and hyperparameters α0, β0, ν0, and
K0
Initialize parameters
repeat
VB-E step:
Compute the distribution of the latent variable q(O)
by updating the responsibility {ηˆi,`}n, mi=1,`=1 with
{αˆ`, βˆ`, hˆ`, νˆ`, Kˆ`}
VB-M step:
Compute the joint distribution q(K,M,S) by
updating {αˆ`, βˆ`, hˆ`, νˆ`, Kˆ`} with {ηˆi,`}n, mi=1,`=1
until convergence
where ρˆi,`′ is computed as
ρˆi,`′ = exp
(
ψ(αˆ`)− ψ
(
m∑
`′=1
αˆ`′
)
+
1
2
d∑
j=1
ψ
(
νˆ` + 1− j
2
)
+
1
2
log det(Kˆ`)− d
2βˆ`
− νˆ`
2
(xi − hˆ`)Kˆ`(xi − hˆ`)>
)
,
(30)
and ψ(α) is the digamma function defined as the log-
derivative of the gamma function.
In the VB-M step, we compute the joint distribution
q(K,M,S) from the responsibilities {ηˆi,`}n, mi=1,`=1 and the
weights {wi}ni=1. In our framework, the weight {wi}ni=1
can be computed as wi = W˜ (si, τ i). The joint distribution
q(K,M,S) is given by
q(K,M,S) = Dir(K|αˆ)
m∏
`=1
N (µ`|hˆ`, (βˆ`S`)−1)W(S`|Kˆ`, νˆ`),
(31)
where
γˆ` =
n∑
i=1
wiηˆi,`, cˆ` =
1
γˆ`
n∑
i=1
wiηˆi,`xi, hˆ` =
γˆ`
βˆ`
cˆ`,
αˆ` = α0 + γˆ`, βˆ` = β0 + γˆ`, νˆ` = ν0 + γˆ`,
Kˆ` =
(
K
−1
0 +
n∑
i=1
wiηˆi,`(xi − cˆ`)(xi − cˆ`)> +
β0γˆ`
β0 + γˆ`
cˆ`cˆ
>
`
)−1
,
and W(S|K, ν) is the Wishart density with ν degrees of
freedom. α0, β0, ν0, andK0 are hyperparameters.
