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Для сжатия радиолокационных данных на основе блочного адаптивного квантования рассматри-
вается получение пороговых значений методом решения системы нелинейных уравнений относительно 
координат углов ступенчатой функции, заменяющей плотность нормального распределения. В системе 
уравнений нормальное распределение присутствует как в явном виде, так и под знаком интеграла, 
нижний и верхний пределы которого неизвестны. Для экспериментов в качестве входных данных ис-
пользовались значения отраженного сигнала радиолокатора с синтезом апертуры ERS-1, отсчеты ко-
торого представлены в виде синфазной и квадратурной компонент. Приведены результаты фокусиров-
ки с геометрической коррекцией восстановленных после сжатия и представленных в стандартном 
формате данных. Рассчитаны основные показатели качества работы квантователя. 
Ключевые слова: синтезированная апертура, радиолокационное изображение, блочное адап-
тивное квантование.  
 
Введение. В настоящее в системах дистанционного зондирования Земли (ДЗЗ) на основе радиоло-
каторов с синтезированной апертурой (РСА) антенны передаваемый поток данных достигает  
4 Гб/с и выше [1, 2]. В большинстве случаев информация обладает избыточностью, благодаря чему воз-
можно применение алгоритмов сжатия, причем их эффективность будет значительно выше, если учиты-
вать особенности обрабатываемых данных. Известно, что значения компонент принимаемого сигнала 
радиолокатором с синтезированной апертурой имеют нормальное распределение с нулевым средним, 
поэтому для подобных сигналов используются алгоритмы блочного адаптивного квантования с порого-
выми значениями для нормального типа распределения. Такие требования приводят к достаточно высо-
ким требованиям при разработке квантователя, способного полностью использовать эффективную ско-
рость передачи данных РСА, обеспечивая наилучшую производительность, а также совместимого с ап-
паратными ограничениями и обеспечивающего некоторую гибкость в отношении распределения скоро-
сти передачи по битам на выборку. В связи с чем одной из задач является синтез алгоритма квантования 
функции плотности нормального распределения на множестве ступенчатых функций на заданном интер-
вале, свободного от ограничений по количеству уровней. Для определения эффективности полученных 
таким образом пороговых уровней необходимо выполнить моделирование сжатия на реальных радиоло-
кационных данных и определить качественные характеристики квантователя. 
Целью работы является моделирование сжатия комплексных радиолокационных данных дистан-
ционного зондирования Земли на основе блочного адаптивного квантования с использованием уровней 
квантования и восстановления, сформированных с использованием алгоритма получения пороговых зна-
чений в виде системы нелинейных уравнений относительно координат углов ступенчатой функции, за-
меняющей плотность нормального распределения. 
1. Сжатие и восстановление комплексных радиолокационных данных  
Алгоритм блочного адаптивного квантования основан на том, что динамический диапазон уров-
ней мощности сигнала (от 0 до 255 или от –128 до +127) в выделенном блоке данных намного меньше, 
чем у всего набора данных [3, 4]. В качестве первого шага предлагается разделение необработанных дан-
ных на блоки небольшого размера по отношению ко всему набору входных данных. Минимальный раз-
мер блока выбирается таким образом, чтобы обеспечить нормальное распределение статистики внутри 
него, а максимальный размер ограничен мощностью сигнала, которая должна оставаться постоянной для 
него [5]. Для радиолокационных данных ДЗЗ одним из наиболее часто используемых является блок раз-
мером 128 отсчетов, который обеспечивает выполнение заданных условий. Алгоритм на основе блочного 
адаптивного квантования использует уровни Макса – Ллойда, удовлетворяющие критерию минимальной 
среднеквадратической ошибки. 
Пороговые уровни квантования и восстановления при использовании квантователя с уровнями 
Макса – Ллойда связаны со среднеквадратическим значением уровня сигнала σ, поэтому для каждого 
блока вычисляется 
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где N – количество отсчетов сигнала в блоке;  
ix  – значение уровня отсчета дискретного сигнала. 
Определение значений оптимальных порогов квантования для минимизации ошибки выполняется 
согласно выражению 
,k kT C= ⋅σ  
где kC  – пороговое значение для квантователя, 1... ,k K K∈ – количество уровней. 
С использованием вычисленных оптимальных порогов квантования выполняется неравномерное 
эффективное кодирование входных отсчетов сигнала. Результат представляется в виде записей кодовых 
слов и величин стандартного отклонения для каждого блока данных.  
Восстановление сжатых данных может быть выполнено в процессе их приема и распаковки. На 
первом шаге при восстановлении сжатых данных для каждого блока осуществляется извлечение из пакета 
среднеквадратическим значением уровня сигнала и определение оптимальных уровней восстановления:  
,k kR D= ⋅σ  
где kD  – пороговое значение для восстановления сигнала при использовании блочного адаптивного 
квантования. 
2. Квантование функции плотности нормального распределения в метрике квадратичного 
отклонения  
Определение. Пусть 
 
m N∈ . Функция : [ , ] ( )mf a b R a b→ <  называется m -кусочно-постоянной на 
[ , ]a b , если 1 2 1... mx x x −∃ < < <  такие, что 
0 1 2 1... ,m mx a x x x b x−= < < < < < =  
( )1 1 1 1( ) const , , ( ) , ( ) , , 1, 1m i i i m i i m i i i if x y x x x f x y f x y y y i m− + + += = ∀ ∈ = = ≠ ∀ = − . 
Множество m-ступенчатых функций ( m − уровни функции) : [ , ] ( )mf a b R a b→ <  обозначим как 
[ , ]mS a b . 
Пусть 
2: [ , ] , [ , ], ( ) 0, [ , ]f a b f C a b f x x a b′→ ℜ ∈ < ∀ ∈ , m N∈ . Для минимизации ошибки кванто-
вания требуется в пространстве m-ступенчатых функций найти наилучшее приближение 
: [ , ]mh a b R→  функции : [ , ]f a b → ℜ  в метрике квадратичного отклонения такое, что 
2 2[ , ][ , ] [ , ]
dist min
a ba b m m
m mC Cf S a b
f h f f
∈
= − = − . С учетом этого расстояние оценивается как 
( ) ( )2 2[ , ][ , ]
2 2
[ , ] [ , ]
dist ( ) ( ) min ( ) ( ) min .
a ba b m m m m
b b
m m m mC Cf S a b f S a b
a a
f h f x h x dx f x f x dx f f
∈ ∈
= − = − = − = −∫ ∫  
Пусть ступенчатая функция ( )m kh x y=   равна константе на отрезке ( )1, , 1,k kx x x k m−∈ = , при 
этом функция ошибки ( ) ( )
1
2
1 1 1
1
,..., , , ( )
k
k
xm
m m k
k x
G x x y y f x y dx
−
−
=
= −∑ ∫  описывает квадрат отклонения дан-
ной функции : [ , ]mh a b R→  от функции нормального распределения : [ , ]f a b → ℜ . Необходимое усло-
вие экстремума функции ( )1 1 1,..., , ,m mG x x y y−  описывается системой уравнений 
( )1 1 1 ' ',..., , , 0, 1, 1, 0, 1, ,
i i
m m
x y
i
G x x y y
G i m G i m
x
−
∂
= = = − = =
∂
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из которой следует 
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1
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j j j
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m
f x y y i m
f x dx y x x j m
x x
−
+
−

= + = −



= − =



= =


∫                                                        (1) 
Система (1) имеет 2m – 1 уравнений и 2m – 1 неизвестных 1 2 1 1 2, ,..., , , ,...,m mx x x y y y− . 
При квантовании необходимо приблизить функцию плотности нормального распределения 
21
21( )
2
xf x e−=
pi
 ступенчатыми функциями таким образом, чтобы ошибка этого приближения была 
минимально возможной. Условия 
2[ , ], ( ) 0, [ , ]f C a b f x x a b′∈ < ∀ ∈  гарантируют существование и един-
ственность решения системы (1) для произвольного натурального m, а также наличие локального мини-
мума для этого решения (1). 
Учитывая экспоненциальное убывание плотности нормального распределения к нулю, в качестве 
правого края отрезка установлено значение равное 3, а в качестве левого края отрезка принималось нуле-
вое значение. 
Для решения указанной задачи разработан алгоритм решения системы (1) в предположении, что 
последний уровень принимает нулевое значение. Пусть А = 3 – параметр задачи (правый фиксированный 
конец отрезка [0, А]) Таким образом, имеем m  ненулевых уровней и последний – ( 1m + )-й – нулевой 
уровень, (2m переменных и 2m уравнений): 
( ) ( )
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1
1
1
1
0
1
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1
, 0, ( ) 0
2
( ) , 1,
const 0, .
j
j
i i i
m m m m
x
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m
f x y y i m
f x y y y y A
f x dx y x x j m
x x A
−
+
+
−

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

= > = =


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∫
                                                      (2) 
И если m-й уровень ненулевой, получим другие граничные условия: 
( ) ( )
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1
1
1
0
1
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2
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const=0, const , 0
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∫                                                    (3) 
и система содержит 2m – 1 уравнений и 2m – 1 неизвестных. 
В работе при вычислении интегралов применен алгоритм для составной интегральной квадратур-
ной формулы с 12-м порядком погрешности, когда исходный отрезок интегрирования делится на число 
частей кратное десяти (11 узлов равномерной сетки на каждой части). iC , ix , r  – соответственно веса, 
узлы и невязка квадратурной формулы 
0
( ) ( ) ( ).
b n
i i
ia
f z dz C f x r f
=
= +∑∫                                                              (4) 
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Интегрируя степенные координатные функции 2sz  на каноническом отрезке [–1,1], 0 10n =  – 
число частей, на которое делится отрезок [–1,1], учитывая симметрию весов относительно центрального 
узла 0z = , получим 
( )
0
0
1 /2
0
11
1 /2
22
0 0
11
2 2
2 / (2 1) 2 2 / , 1, / 2.
n
k
k
n
ss
k
k
dz С С
z dz s C k n s n
=
−
=
−

= = +



= + = =

∑∫
∑∫
                                       (5) 
Для канонического отрезка [–1,1] запишем квадратурную формулу (4) в эквивалентном виде: 
01 100 0
0
0 01
( ) ( ) 5 ( ), 1, 1 , 0, ,
2 2
n
i i i i i
i i
hn hnf z dz C f x h C f x x ih i n
= =
−
= = = = − + =∑ ∑∫                          (6) 
где h – шаг интегрирования; 
0 10n =  – число отрезков, на которое делится канонический отрезок [–1,1] и каждая часть из k  
в составной формуле исходного отрезка [a, b]. 
Определенный интеграл на отрезке [ , ]a b  отличается от формулы (6) на отрезке [–1,1] длиной ин-
тервала в 0/ 2
b ak n n −= =  раз. Применяя замену переменных  
, , 1 1,
2 2 2
b a b a b a
x z a x b z dx dz kdz+ − −   = + ≤ ≤ − ≤ ≤ = =   
   
 
преобразуем формулу (4) к следующему виду:  
( )0
1
0
01
( ) ( ) , , , , 0, .
2 2
b n k
i i i
ia
hnb a b af x dx f z dz C f x h hn b a x a ih i n
n
⋅
=
−
− − 
= = = = − = + = 
 
∑∫ ∫             (7) 
Разбивая канонический отрезок [–1,1] 0 10n =  равных частей (из соображений удобства разбие-
ния), используя симметрию весовых коэффициентов, можно получить решение системы уравнений (5) 
( 0 10n = ), в которой 6 неизвестных коэффициентов ( 0С , 1С , 2С , 3С 4С , 5С ) являются решением систе-
мы 0 / 2 1 6n + =  линейных неоднородных уравнений с 11 алгебраическим порядком точности. 
Изучив данные таблицы 1, видно, что алгебраический порядок точности системы уравнений (5) 
при 0 10n =  равен 11, а порядок погрешности квадратурной формулы  
1 10 10
0 01
( ) 5 ( ), 5 1, 2, 1 , 0,10i i i i
i i
f z dz h C f x h C x ih i
= =
−
= = = = − + =∑ ∑∫  
равен 12 ( iС  определяются с помощью формулы (7)).  
 
Таблица 1. – Сравнение интеграла от координатной степенной функции и квадратурной интегральной 
формулы 
Точное значение интеграла Численное значение интеграла 
a(0)=2.0000000000000000 b(0)=2.0000000000000004 
a(1)=0.0000000000000000 b(1)=0.0000000000000000 
a(2)=0.6666666666666666 b(2)=0.6666666666666669 
a(3)=0.0000000000000000 b(3)=-0.0000000000000000 
a(4)=0.4000000000000000 b(4)=0.4000000000000001 
a(5)=0.0000000000000000 b(5)=-0.0000000000000000 
a(6)=0.2857142857142857 b(6)=0.2857142857142858 
a(7)=0.0000000000000000 b(7)=0.0000000000000000 
a(8)=0.2222222222222222 b(8)=0.2222222222222223 
a(9)=0.0000000000000000 b(9)=-0.0000000000000000 
a(10)=0.1818181818181818 b(10)=0.1818181818181819 
a(11)= 0.0000000000000000 b(11)=-.0000000000000000 
a(12)= 0.1538461538461539 b(12)= 0.1554621683809524 
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Для 0 10n kn k= = ⋅  ( 0 10n = ) из выражения (6) получим составную формулу: 
( )0
0
( ) 5 , , , 0,
b n k n
i i i
ia
b af x dx h C f x h x a ih i n
n
⋅ =
=
−
= = = + =∑∫ ,                                     (8) 
в которой весовые коэффициенты iC  определяются с помощью составной формулы 
5
4
3
2
1
0
16067
, 0
299376
26575
, 1mod(10) 9mod(10)
74844
16175
, 2mod(10) 8mod(10)
99792
5675
, 3mod(10) 7 mod(10)
6237
4825
, 4mod(10) 6mod(10)
5544
17807
, 5mod(10)
12474
16067 2
149688
i
C i i n
C i i
C i i
С C i i
C i i
C i
= = ∨ =
= ≡ ∨ ≡
−
= ≡ ∨ ≡
= = ≡ ∨ ≡
− = ≡ ∨ ≡
= ≡
= 5 , 0mod(10) 0 .C i i i n





















≡ ∧ > ∧ <

              (9) 
Отметим, что при уменьшении шага интегрирования в два раза погрешность невязки в формуле (8) 
уменьшается в 212 раз [9, 10].  
Положительные уровни квантования и восстановления (отрицательные уровни симметричны от-
носительно оси ординат) по представленной методике для трех значений разрядности квантователя 
представлены в таблице 2. 
 
Таблица 2. – Рассчитанные уровни квантования и восстановления по представленной методике 
Разрядность квантователя 
k = 3 k = 4 k = 5 
Ck Dk Ck Dk Ck Dk 
0 0.4932 0 0.3160 0 0.1979 
0.78 0.9867 0.5244 0.6320 0.3492 0.3925 
1.2314 1.466 0.7706 0.8889 0.5017 0.5410 
1.7057 1.9454 1.0064 1.1457 0.6435 0.6894 
  1.2424 1.4149 0.7686 0.8272 
  1.4868 1.6842 0.8910 0.9650 
  1.7941 2.0212 1.0099 1.1018 
  2.1458 2.3582 1.1290 1.2385 
    1.2516 1.3809 
    1.3765 1.5233 
    1.5125 1.6786 
    1.6540 1.8338 
    1.8204 2.0131 
    1.9995 2.1925 
    2.2463 2.4196 
    2.5360 2.6468 
 
Используя данный подход можно определить значения уровней практически для любой разрядно-
сти квантователя. 
3. Результаты моделирования 
Сжатие и восстановление данных на основе блочного адаптивного квантования с последующей 
записью их в стандартный формат и с дальнейшей фокусировкой реализованы с использованием про-
граммного пакета MatLab. Для экспериментов в качестве входных значений использовались данные PCA 
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ERS-1 с 8-битными синфазной и квадратурной составляющими. Для фокусировки и формирования  
радиолокационного изображения с геометрической коррекцией использовался алгоритм, реализованный 
в пакете MatLab, из [6]. 
На рисунке 1, а представлено сфокусированное радиолокационное изображение без предвари-
тельной обработки, на рисунках 1, б – г показаны результирующие изображения, полученные после 
квантования и восстановления данных. 
 
           
а       б 
 
            
в       г 
 
              
д       е 
 
Рисунок 1. – Радиолокационные изображения РСА ERS-1: 
а – без предварительной обработки; б – обработанное при разрядности квантователя k = 5;  
в – обработанное при разрядности квантователя k = 4; г – обработанное при разрядности квантователя k = 3;  
д – обработанное при разрядности квантователя k = 4 на основе уровней из [7];  
е – обработанное при разрядности квантователя k = 3 на основе уровней из [7] 
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Для визуальной оценки изменений, вызванных квантованием, на рисунке 2 показаны негативные 
разностные изображения, которые были получены путем вычитания сфокусированного изображения без 
обработки из сфокусированных изображений со сжатием. 
 
             
а       б 
 
            
в       г 
 
Рисунок 2. – Негативные разностные изображения и их гистограммы для k = 3:  
а, в – при использовании рассчитанных уровней; б, г – при использовании уровней из [7] 
 
Для оценки качества работы квантователя может быть использовано отношение сигнал/шум 
(Signal To Quantization Noise Ratio – SQNR), которое вычисляется как [8]: 
 
( )
1 1
0 0
1 1 2
0 0
10
M N
ij
i j
M N
ij ij
i j
s
SQNR lg
s s
− −
= =
− −
= =
 
 
 
=  
 
−
 
 
∑ ∑
∑ ∑ ɶ
, 
 
где ijs  – уровень яркости пикселя необработанного изображения; 
ijsɶ  – уровень яркости пикселя восстановленного после сжатия изображения;  
M – количество строк в матрице данных; 
N – количество столбцов в матрице данных. 
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Для оценки схожести изображений может быть использовано значение корреляции для исходного 
и полученного после сжатия и восстановления данных изображений [11]: 
 
1 1
0 0
1 1 1 1
2 2
0 0 0 0
( )( )
( ) ( )
M N
ij ij
i j
M N M N
ij ij
i j i j
s s s s
COR
s s s s
− −
= =
− − − −
= = = =
− −
=
− −
∑ ∑
∑ ∑ ∑ ∑
ɶ ɶ
ɶ ɶ
, 
 
где 
11
0 0
1 NM
ij
i j
s s
MN
−
−
= =
= ∑ ∑ ; 
11
0 0
1 NM
ij
i j
s s
MN
−
−
= =
= ∑ ∑ɶ ɶ . 
В таблице 3 приведены значения для рассчитанных уровней квантования и для уровней квантова-
ния представленных в [7]. 
 
Таблица 3. – Результаты экспериментов по оценке качественных характеристик сжатия   
Разрядность квантователя SQNR1, дБ SQNR2, дБ COR1 COR2 
k = 3 16.4472 14.9621 0.9962 0.9851 
k = 4 19.6901 20.0387 0.9980 0.9971 
k = 5 21.5484 – 0.9994 - 
Примечание. В индексе: 1 – для полученных уровней; 2 – для уровней из [7]. 
 
Анализ результатов моделирования показывает, что разработанный подход расчета уровней кван-
тования и восстановления для адаптивного блочного квантования корректен и позволяет получать значе-
ния уровней практически для любой требуемой разрядности квантователя. Опираясь на данные табли-
цы 3, отметим, что существует возможность обеспечения улучшение качества восстановленных данных. 
Заключение. Рассмотрена методика получения пороговых значений квантования и восстановле-
ния для алгоритма сжатия данных на основе блочного адаптивного квантования. Представлены результа-
ты моделирования в пакете MatLab для сжатия комплексных данных PCA ERS-1 с использованием полу-
ченных уровней обработки для различной разрядности квантователя. Приведены сфокусированные изоб-
ражения с геометрической коррекцией для сжатых данных. 
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SIMULATION OF EARTH REMOTE SENSING DATA COMPRESSION BASED  
ON BLOCK ADAPTIVE QUANTIZATION 
 
R. BOHUSH, I. ZAKHARAVA, Y. PASTUHOV,  
D. PASTUHOV, N. NAUMOVICH 
 
In order to compress data using the algorithm based on block adaptive quantization, a technique for  
obtaining threshold values and approximation errors for a different number of quantization levels is considered. 
The approach is based on using a system of nonlinear equations with respect to the coordinates of the angles  
of the step function, replacing the density of the normal distribution. As the initial data, the values of the reflected 
ERS-1 signal with In-phase and Quadrature phase components were used. The results of focusing with geometric 
correction of the data recovered after compression are presented. The main quality indicators of the quantizer 
are calculated. 
Keywords: synthetic aperture radar, radar image, compression, block adaptive quantization. 
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