Discrete wavelet transforms are useful in a number of signal-processing applications. When non-stationary noise spans most wavelet scales, simple rejection of certain scales in the wavelet domain often fails to achieve the desired effect because of strong intra-scale coupling effects. To improve the scale resolution, a joint function of time, scale and eigenvalue that describes the energy density or intensity of a signal simultaneously in the wavelet and eigenimage domains is constructed. A hybrid method, which decomposes eigenimages in the wavelet domain, is developed and tested on field data with a variety of noise types. Several illustrative examples examine the ability of wavelet transforms to resolve features at several scales and the feasibility of combining these transforms with eigenstructure seismic interference cancelling techniques. Successful applications to time-lapse seismic reservoir monitoring are presented. In reservoir monitoring, the scale-dependent properties of the eigenstructure of the 4D data covariance matrix enable us to extract the low-frequency time-lapse signal that is the result of internal diffusive losses caused by fluid flow. The method also gives excellent results in coherent or random noise attenuation, wavefield separation, low-frequency processing, optimal velocity smoothing, data upscaling, and integration of well logs and seismic data. Particular benefits are due to trace matching for multiple subtraction and 4D cross-equalization that extracts subtle variations due to changes in reservoir properties from a signal whose spectral density is not stationary.
Introduction
The problem of scale analysis is of central importance in modern geophysical data processing and interpretation. The fact that the Earth's subsurface is highly heterogeneous due to layers, faults, fractures, etc implies that the resolvable models extracted from either well-log or seismic data will be scale dependent (Li et al 1996 , Verhelst 2000 , Druzhinin and MacBeth 2002 , Leary and Al-Kindy 2002 , Imhof 2003 , Korneev et al 2004 .
Consequently, the question of scale dependence of seismic wavefields resulting in frequency-dependent scattering cannot be ignored in amplitude preserving seismic imaging (Wapenaar et al 1997 , Song et al 2000 . Since noise in seismic data is often not stationary and the spectra of signal and noise may overlap, additional scale filtering can be used to attenuate unwanted events, increase the overall signal-to-noise ratio (SNR) or extract significant features in the signal over several scales.
There are several ways of representing observed traces in terms of their temporal and spatial spectra, amongst which the discrete wavelet transform (DWT) is a very convenient tool for data processing and compression. To list a few, the pioneering work of Daubechies (1992) has given rise to numerous successful geophysical applications of DWT including noise attenuation (Deighan and Watts 1997) , trace characterization (Grabb and Walden 1997) , data compression (Bosman and Reiter 1993) , phase identification (Anant and Dowla 1997 , Bear and Pavlis 1997 , Bear et al 1999 , instantaneous spectral analysis (Castagna et al 2003) , upscaling or segmentation of well logs (Verhelst 2000 , Imhof 2003 , migration (Wapenaar et al 1997 , Song et al 2000 , image processing (van Spaendonck et al 2000, Rivera-Recillas and LozadaZumaeta 2003) and inversion (Li et al 1996) . In recent years, a number of algorithms have been developed for fast implementation of the DWT and these have been applied to a multitude of diverse physical phenomena (Newland 1993 , Mallat 1998 , Addison 2002 .
Even though the DWT is fast and provides good spectral localization not available with Fourier-based methods, simple rejection of selected scales in the wavelet domain often fails to achieve the desired effect because of strong intrascale coupling effects. Unfortunately, appropriate choice of a wavelet function and its associated scaling function is crucial for successful DWT-based data processing. Moreover, the DWT lacks shift covariance and directional sensitivity (van Spaendonck et al 2000) . For seismograms with signal and noise which span most wavelet scales, a single wavelet transformation may not be sufficient. This explains why there are types of data for which one wavelet transform works better than another and motivates the search for new transforms.
This paper deals with the problem just described. To overcome the above shortcomings of DWT, we develop a combined wavelet transform and eigendecomposition method for simultaneous multi-scale analysis and signal reinforcing. Analysis of seismic data with this technique decomposes the traces into time-scale wavelet coefficients, which can be analysed and filtered using eigenstructure seismic interference cancelling techniques (Kirlin and Done 1999) . Taking advantage of the wide bandwidth of geophysical data, the properties of the eigenstructure of the data covariance matrix can be used to obtain high-resolution images as a function of the frequency scale factor. Initial seismic applications of the eigendecomposition method were based on eigenimage noise attenuation, usually by eliminating the strong lateral coherency of stacked or VSP data (Freire and Ulrych 1988, Kneib and Bardan 1997) . Here, the goal is the suppression of coherent noise in the eigenimage space that is correlated in the timescale domain. It is envisaged that this approach will be useful for various processing tasks (signal enhancement, upscaling, trace matching, etc) and types of data without producing output sections of 'wormy' appearance.
The paper is organized as follows: we first very briefly formulate the problem and outline the theoretical essentials as well as basic physical principles of the new hybrid method needed for the practical computations to follow. Next, we discuss several hands-on processing examples illustrating the impact of multi-scale and/or eigenvalue filtering techniques. Practical applications to dynamic reservoir monitoring that focus on 4D cross-equalization and repeatability issues are given, and conclusions are presented. In particular, the emphasis is on power-law scaling as well as phase shifts and energy redistributions between different frequencies observed in sonic logs and 4D seismic data (Druzhinin and MacBeth 2002 , Leary and Al-Kindy 2002 , Korneev et al 2004 .
Problems and solutions
Both geophysical images and laboratory measurements show that Earth heterogeneities occur at various scales. Therefore, the first problem is to develop multi-resolution imaging and data decomposition methods that account for the difference between the scale of measurements (static limit, seismic bandwidth, ultrasonic frequencies, etc) and the scale of heterogeneities (layering, near-surfaces inclusions, local fault and fracture patterns, porous rocks, etc), beginning at large scales and using this information to constrain the imaging result to finer detail, as discussed in appendices A and B. The challenge is to match the spatial resolution and the spectral resolution. This is usually difficult to achieve because both resolvable model components and geophysical recordings usually bear spatially or temporary varying scale spectrums. For example, the implicit spatial sampling of the model information provided by a given set of data is often highly heterogeneous due to optimal illumination, sampling and aperture issues. The second problem is that field data always contain certain degree of coherent or random non-stationary noise. The optimal suppression of this noise requires the design and implementation of a time-or space-variant scaletranslation filter based on the multi-scale character of Earth heterogeneities and noise or signal characteristics. The filter will ideally preserve the multi-scale content of heterogeneities; only the affected areas of recordings need to be filtered with respect to scale. If noisy data sets are to be examined using multi-scale decomposition methods, a multiple-station or multi-component approach that explores trace-to-trace or component-to-component coherence is more likely to succeed than that of the single station or single component (see appendices C and D). There is an obvious minor but clear analogy from multi-component seismology for the overall process: finding instantaneous wavelet polarization via the principal eigenvector of a coherence matrix and designing a spacetime filter that responds to the dominant eigenvalue indicating the principal direction of particle motion. As with multi-dimensional wavelet transforms, this approach may supplement single-trace analysis tools (see appendices A and B) that cannot be performed sufficiently well in the presence of strong coherent noise or several overlapping events.
The third problem deals with the classical assumptions of 1D model and plane wave propagation. It is well understood that the Earth is radically a 3D disordered system subject to scattering and diffraction effects at the heterogeneities. These heterogeneities present a broadband spatial noise/signal figure 3 . Since the wavelet coefficients at levels 0-5 are much smaller in magnitude than others, omitting these small coefficients produces only a small error, which may be acceptable for efficient data compression. High-resolution low-pass filtering is performed by zeroing the wavelet coefficients corresponding to levels 8 and 9. If those wavelet coefficients are deleted, some signal information will be lost but much more of the high-frequency noise will be removed. This may be useful for noise attenuation and upscaling. The absolute error of the discrete wavelet transform, that is, the absolute difference between the input trace and the reconstructed trace ('all levels'), is about 10 −16 . environment, and hence the scaling or fractal properties of the subsurface should be taken into account (Leary and Al-Kindy 2002) . Here, the challenge is to abandon the assumption of either absolute chaos or fairly ordered models such as a stack of homogeneous flat layers implicit in existing 1D time-variant, band-pass, f -k and Radon-type filtering techniques.
Despite great improvements in acquiring and processing time-lapse (4D) seismic data, the above problems should be addressed in order to observe differences between the base and the monitor surveys that can be interpreted in terms of small changes in fluid saturation and pressure referred to as the 4D signature. Acquisition and/or 4D processing artefacts (nonrepeatable changes) often mask these changes. Acquisition artefacts are typically due to changes in strict source waveform, in source/receiver location, and source environment between surveys. The numerical tactic for minimizing the effect of source instability and other non-repeatable changes is the leastsquares global matching of base and monitor surveys, a brute force approach with almost certainly unknown consequences for the final images. During survey matching, non-repeatable changes represented as a non-stationary noise interact with the broadband multi-scale character of Earth heterogeneities in ways that cannot be easily understood by inspection (appendix E). In principle, it is possible to estimate the 'intra-scale' noise interaction by looking at the principal eigenvalue(s) of a wavelet spectral matrix suitably localized in time and space by wavelet decomposition. This also offers the possibility of matching seismic velocity functions from different surveys and sonic log data. The multi-fractal character of well logs (Leary and Al-Kindy 2002) indicates that the multi-scale singular matching (appendix F) may be an important step towards the elucidation of the relationship between the measurement scale and the scale-dependent dynamic behaviour of the reservoir. 
Methodology
To resolve the problems mentioned above, one could devise a joint function of the variable t (time, depth, slowness, etc), frequency f and the eigenvalue λ that describes a truncated singular value decomposition (SVD) of the energy density or intensity of a signal simultaneously in the variable t and in frequency. The discrete wavelet transform provides a very convenient t-f representation (see appendices A and B). The inter-scale coupling is known to be relatively weak for the higher-order Daubechies wavelets (appendix A). It is envisaged that SVD filtering (appendix C) will reduce the usual strong intra-scale coupling artefacts of wavelet transform methods. These issues are illustrated by the field data examples taken from various case studies.
Multi-scale seismic trace analysis
The efficacy of the wavelet transform (B.1) applied to real seismic signals recorded in the North Sea is illustrated in figure 4 . The D10 and D20 wavelets (figure 3) are each used. In this example, the time sampling interval is t = 8 ms and the trace sequence length is M = 1024. Hence, the number of wavelet levels (scales) is J = 10. Of interest is the plot of individual terms in equation (B.1) corresponding to the levels j = 0, 1, . . . , J − 1 (figure 4). One can make an overall estimate of the relative frequency distribution in a signal by viewing a map of the mean-square value of the signal in the wavelet domain which contains the least entropy (Newland 1993, p 348) , as plotted in figure 5. Comparing the plots in figures 4 and 5, we can see that the D20 wavelet transform produces better resolution in time and frequency than the D10 wavelet transform. Clearly, the D20 wavelet transform is capable of discriminating individual features located close to each other in the signal (e.g. primaries and multiples), whereas the D10 wavelet transform smears such information where it occurs within its width window. However, the common disadvantage of the discrete wavelet transform is that features at certain scales dominate the scalogram, obscuring the detail in other scales. This observation is consistent with previous studies (Addison 2002) . To overcome this shortcoming, we have to perform the multi-scale decomposition (D.2) of eigenimages (D.1) obtained from 2D trace arrays. Newland's (1993) mean-square maps corresponding to multi-scale trace decompositions in figure 4. It is apparent that the D20 wavelet produces the best event separation in the time-scale domain.
Low-frequency data pre-processing
The selective reconstructions in figure 4 accomplish bandpass filtering by zeroing wavelet coefficients corresponding to certain scales (Deighan and Watts 1997) . For instance, one can identify that frequency-dependent scattered arrivals are present on levels 7, 8 and 9. On the other hand, some events (e.g. the direct arrivals) are present across several scales. This means that they cannot be filtered by the wavelet transform alone (Anant and Dowla 1997) . In figure 6, we consider common-shot seismograms and near-offset sections from an experimental 2D line covering the Tertiary flood basalts in the North Rockall Trough. The data set was acquired by Simon Petroleum Technology Ltd in 1993 (cable length is 6 km; record length is 10 s, source-receiver spacing is 50 m, minimum offset is 126 m, number of shots is 221, source depth is 10 m, and receiver depth is 15 m). One could identify primary PP reflections associated with the sea floor, sludge bed and the basalt structure. In addition, large water-bottom multiples are observed between 3.5 and 5 s. Here, we apply the simple low-pass filter with the wavelet coefficients being zeroed at scales 8 and 9 on a trace-by-trace basis. Since most of the high-frequency energy is concentrated around scale 9, this filter removes some of the seabed multiples (e.g. source ghost) and most of the frequency-dependent scattering associated with the basalt structure (figures 6 and 7). Looking at figure 7 one can see that D10 and D20 wavelet filters produce similar results in the given example. This justifies the use of the D10 wavelet transform in figure 6. Note that the D2 and D4 wavelets are too coarse for pre-stack signal enhancement to be effective.
Pre-stack wavefield separation
Although the wavelet transform itself is able to enhance the signal-to-noise ratio at low frequencies, it fails to suppress . Single near-offset trace of the common-shot gather in figure 6(a) before (green dotted line) and after applying D10 (black solid line) or D20 (red solid line) wavelet transform (B.1). In this example, the difference between the D10 and D20 wavelet filters is negligible. Source ghost, some high-frequency incoherent noise and a part of water-layer multiples are suppressed by the D10 low-pass filter (see also figure 6).
receivers is 5, receiver spacing is 15.2 m, minimum receiver depth is 3.369 km, record length is 12 s, and maximum source offset is 3.637 km). High-amplitude downgoing PP and converted waves represent the major source of noise. Direct waves and the water peg-leg multiples from top and base basalt are particularly troublesome (cf the dipping events in figure 8(a) ). In figure 8(b), the signal part, represented by upgoing reflected waves and diffracted tails, can be seen. . Conoco walkaway VSP data: receiver-level NMO-corrected radial-transverse (qS1-qS2) components (a) before and (b) after applying SVD filtering (appendix C) applied in (t, x) space. These components contain most of the upgoing energy from the sub-basalt structure, the majority of converted-wave energy and out-of-plane arrivals. The reflection/diffraction signal is enhanced by SVD filtering.
Complete wavefield separation has not yet been achieved. Nevertheless, the impact of SVD filtering is remarkable.
Common-offset multiple attenuation
The ability of SVD filtering to run without any interpreted events or source signature is particularly attractive. The SVD analysis based on equation (C.1) leads to the decomposition of common-offset or stacked (zero-offset) sections into eigenimages. As with the Karhunen-Loève method (Liu and Goulty 1999) , the noise energy is considered to be composed of events which show a high degree of correlation (multiple) and of an uncorrelated random noise. Consistent with this description, the band-passed eigenimage is reconstructed by rejecting highly correlated as well as highly uncorrelated events. Figure 9 (a) shows the GFA99 data without preprocessing: brute stack after applying NMO and AGC. The long-offset 2D streamer data set was acquired by WesternGeco in 1999 with a single boat in the Faeroes-Shetland Basin (cable length 11.4 is km, record length is 9.7 s, source spacing is 25 m, receiver spacing is 12.5 m, and minimum offset is 180 m). Previous reports (Kostov et al 2000) have discussed streamer feathering, source array characteristics and some acquisition parameters. In this area, the water-layer peg-leg multiples from the top and the base of the basalt structure are quite
Figure 9. GFA99 data: example zero-offset (stacked) section (a) before and (b) after applying common-offset SVD filtering (appendix C). Attenuation of free-surface multiples that is applied is such that amplitudes of primaries (TB) are not distorted. Note that partial source deconvolution in the form of de-ghosting and phase equalization is a part of SVD filtering which affects both primary and multiple events.
strong and obscure weak sub-basalt reflections (figure 9(a). In figure 9 (b), the rejected multiple energy represents 30% of the input multiple energy. The increase in signal-to-noise ratio is apparent.
Matching vertical resolution
Let us apply the discrete wavelet transform in appendix B to the scale-dependent smoothing (upscaling) of velocity picks obtained from surface or borehole data. The objective is to control the spatial scale content of the velocity model by filtering in the wavelet domain (Verhelst 2000 , Imhof 2003 ). Because semblance is the conventional coherency measure, one can apply the D10 low-pass filter to the instantaneous NMO velocity picked from a sample semblance gather in figure 10(a). Figure 10 (b) shows a velocity spectrum after applying upscaling which exhibits fewer random velocity values created by noise. A consistent improvement in interpretability of NMO velocities is achieved without averaging over several CMPs and increasing the semblance calculation window. Figures 11 and 12 illustrate the idea of using wavelet averaging to estimate scale-consistent interval velocities from near-offset VSP traveltimes constrained by sonic log data. As usual, we begin at longer wavelength scales and use this information to guide the solution for finer detail by calculating the 1D low-pass approximation of the velocity function at a given scale (appendix A). Clearly, the velocity variance is not uniformly distributed in scale. It appears that the D2 wavelet transform is sufficient to determine layerinduced interval velocities consistent with a priori geological information (see curve 3 in figures 11(a) and 12). This supports the earlier work of Li et al (1996) . At this stage, the (a) (b) Figure 11 . Multi-scale 1D analysis of the P-wave interval velocity estimated from near-offset VSP traveltimes (Conoco VSPs): (a) D2 and (b) D20 wavelet transforms for three consecutive scales (curves 1, 2 and 3, respectively). Curve 3 corresponds to the optimal scale filter that yields useful information about fine layering retrieved by borehole or surface seismic methods.
D20 wavelet transform can serve to separate smooth velocity approximations in scale, as shown in figure 11 (b).
Multi-scale eigenimage analysis
The upgoing wavefield after applying VSP data pre-processing (Conoco data) was migrated to yield the image in figure 13 .
Comparison with the vertical interval P velocity after applying D2 upscaling (figures 11(a) and 12(a)) indicates that the overall image quality is acceptable. The stratigraphic section below the geophone level is imaged in considerable detail, and several key horizons and faulted units can be seen in figure 13 . However, the image suffers from insufficient illumination due to the limited source array aperture. The image is not well organized, or coherent, nor is it necessarily confined to low frequencies. It is possible to suppress migration artefacts and other unwanted high-frequency events in figure 13 by applying the multi-scale decomposition (D.2) of the first eigenimage (D.1). This is shown in figure 14 for the BL25 (a) (b) Figure 12. Sonic log data before (red line) and after (dark blue line) applying low-pass D2 wavelet approximation described in appendix A (Conoco VSPs): (a) P velocity versus two-way time in s and (b) S velocity versus true depth in km. Although some resolution has been lost due to scale filtering, well-log data are appropriately smoothed in that lithology-consistent effects of fine layering are preserved while high-frequency uncorrelated velocity picks representing errors of borehole measurements are filtered out. This forms the input to scale-dependent imaging constrained by velocities in figure 11 . wavelet (appendix A) generated by polynomial splines at three adjacent scales. It is apparent that the method emphasizes low frequencies and rejects periodic horizontal events such as remnants of multiples. Visual inspection of depth sections in figure 14 confirms the existence of the postulated fault pattern between the strong-contrast horizons H1 and H2. 
Time-lapse seismic reservoir monitoring
The ultimate goal of time-lapse seismic reservoir monitoring is to interpret R-B differences between the base (B) and repeat (R) surveys in terms of small changes in fluid saturation, pressure (Sayers and Woodward 2001) and reservoir compaction (Guilbot and Smith 2002) . Since these changes are often masked by acquisition and/or processing artefacts, cross-equalization is carried out to minimize errors in time-lapse signature. Conventionally, the brute force global approach has been used to reduce time, phase and amplitude differences in the least-squares (L2) or RMS sense (Kristiansen et al 2000) . The disadvantages of this approach, referred to as the L2 matching or L2-B difference method, are that it assumes a high degree of survey repeatability including seismic source similarity and that it is difficult to find the best combination of time and phase shifts. The present method, referred to as the M matching or M-B difference method, overcomes these limitations of the brute force approach by means of scale-consistent eigenimage repeatability analysis and constrained cross-equalization based on equations (D.5) and (F.2). Firstly, the formalism described in appendices D, E and F allows extracting the time-lapse signal that is congruent with the in situ reservoir section.
It is actually far less spatially constrained than is usually expected by identifying a geological formation during the L2 matching process. This could come from, say, fractaltype fracture overprints on geologically constrained reservoir units that allow vertical and horizontal leakages of fluids along highly heterogeneous fracture-pathways-that is, instead of water flowing into the reservoir along a uniform front as oil is removed from the reservoir, instead water flows into the reservoir via a distribution of fracture pathways that causes a time-lapse signal below (and in some cases above) the nominal reservoir interval (Leary and Al-Kindy 2002) . Secondly, the new cross-equalization procedure is also suitable for the analysis of frequency dependence of reflected signals from a reservoir that is consistent with the low-frequency diffusiveviscous-theory attenuation model of Korneev et al (2004) . This model predicts very low values of Q and apparent phase delay at the low-frequency end of the spectra as the result of internal diffusive losses caused by fluid flow. Recent field data observations (Castagna et al 2003) reveal similar relationships between seismic attenuation and fluid saturation at low frequencies. The present approach also accounts for other mechanisms such as the tuning effect or the intrinsic structure of fluid-bearing rock (Leary and Al-Kindy 2002) . . White means zero time-lapse differences. Curve 3 is the AI difference estimated from seismic differences with constraints provided by well-log data after applying D20 upscaling (see appendix A and figure 11(b) ). Event consistency between panels 1 and 2 is remarkable. Phase discrepancies between M-B differences (panel 1) and AI differences (curve 3) are due to the footprint of source signature present in seismic data and upscaling errors. Time-lapse effects are due to the reservoir compaction (Guilbot and Smith 2002) where cables would be permanently installed in the seafloor and subsequent acquisitions could take place and the data compared (Ebrom et al 1998) . The source vessel shot a 3 km × 4 km area (figure 15) into four stationary 1 km bottom cables oriented in the E-W direction and three stationary 1.2 km bottom cables oriented in the N-S direction. The receiver lines oriented in the E-W direction were separated by 400 m and each had six receiver stations spaced 200 m apart. The N-S receiver lines were separated by 100 m and each had four receiver stations spaced 400 m apart. Other acquisition parameters are as follows: survey geometry is stationary patch; source point interval and source line spacing are 25 m; source line length is 3 km; cell size is 12.5 m × 12.5 m; number of source lines is 160; number of groups is 36; nominal fold is 32; total number of shot points is 19 200; record length is 6 s; time sampling interval is 2 ms; source array volume is 1500 in 3 ; source depth is 3 ± 0.5 m; source frequency range is 3-200 Hz (minimum phase). Figure 16 compares the B, R and M surveys (single vertical line Y = 1.125 km) in T-X and F-X domains. The M survey was obtained using equation (F.2) with a = 2, b = 3 and r = q = 1. The filter was designed to minimize nonrepeatable changes such as 3D processing artefacts and grid mismatch in figure 15 . As would be expected, the output (M) data have a higher repeatability than the input (R) data. Figures 17 and 18 show that the M-B differences have no spurious 3D time and phase fluctuations typical for the L2-B differences. According to the repeatability analysis in figure 19 , the M-B difference is more plausible than the L2-B difference. Indeed, it eliminates high-frequency processing artefacts and extracts low-frequency time-lapse changes (compare the correlation coefficients in figure 19 ). According to Korneev et al (2004) , these changes may be expressed in terms of the diffusive and viscous effective attenuation parameters in a dissipative medium. An estimate of spatial error distributions and the relative global amplitude Figure 19 . Repeatability analysis applied to a sample line of (a) R survey, (b) L2 survey and (c) M survey with respect to the B survey amplitude cross-plot (left panels), RMS difference signal variance (middle panels), and spectral correlation coefficient (right panels), as defined by Kirlin and Done (1999). scaling factors (Kristiansen et al 2000) can be determined using the RMS signal variance plots in figure 19 . Both the amplitude cross-plot and signal variance plot in figure 19(c) indicate appreciable seismic cross-equalization compared with the input data in figure 19 (a) and conventional results in figure 19(b) . Even though there are substantial non-repeatable changes between the B and R surveys (figure 16), the M-B differences are minimized in the non-target area and become progressively less during the cross-equalization steps involving SVD filtering and multi-scale data decomposition. The impact of SVD low-pass filtering (see appendices D and F) of NMO-corrected and post-stack traces is illustrated in figure 20 for the same portion of data as in figure 16 . Apparently, application of SVD permits better suppression of non-repeatable local changes such as remnants of multiples. To ensure that the remaining spectral differences between the surveys are due to production-related changes, we also apply the multi-scale decomposition (E.4) and select only scale levels with the best signal-to-noise ratio. On the basis of the idea of time-scale analysis (appendix A), we conclude that upscaling of the M-B differences permits detection of low-frequency reservoir changes due to improved spectral balancing (figure 21). While either the SVD or multi-scale method yields good results, neither is as good as the cascaded multi-scale SVD match filter (F.2). In this case, the entire time-lapse signal is not fully cancelled, and the amplitude difference extracted represents the zero-offset primary reflectivity change only, as illustrated in figures 22 and 23. In figure 23 , the acoustic impedance (AI) extracted from PP reflectivity changes correlates very well with the AI derived from averaged sonic log data (Verhelst 2000 , Imhof 2003 ) and pore pressure changes (Sayers and Woodward 2001) . Following Druzhinin and MacBeth (2002) , the M-B amplitude difference calibrated by the L and well-log data was mapped on the 4500 ft horizon (figures 24 and 25(a)). Although some noise can be seen in figures 24 and 25(a), it is clear that the method highlights the time-lapse change in amplitudes of the migrated seismic data due to compaction (Guilbot and Smith 2002) and changes in pressure and fluid saturation (Sayers and Woodward 2001) , as predicted by reservoir simulation (figures 25(b) and (c)). Since the reservoir model overestimates the sealing capacity of the reservoir and does not account for the spatially heterogeneous nature of the gas-cap depletion (Pennington et al 2001) , these calibrated amplitude differences should form the input to simultaneous matching of the production history and 4D data, an issue that this paper does not address.
Conclusions
The eigenimage discrete wavelet transform (EDWT)-a localized transform in the eigenvalue-time-frequency domain-has been presented. This novel transform addresses the issue of scale dependence of seismic reflectivity as a function of spatial scales of the medium and frequency of the wave in the presence of noise (Wapenaar et al 1997) . Cascading the DWT using SVD filtering has been shown to reduce strong intra-scale coupling artefacts typical for DWT methods (see appendix B). This has many benefits for noise attenuation, upscaling and cross-equalization. These benefits include multiple prediction and subtraction, wavefield separation, multi-scale imaging, post-stack processing, well-log data correlation and upscaling, optimal velocity smoothing, 4D processing, matching borehole and surface seismic data, etc. The method effectively attenuates freesurface multiples as well as random noise, and renders reflection events more coherent. It is particularly useful for the detection of signals buried in wide-band noise. The use of EDWT-based trace matching and denoising have led to particularly interesting developments in the field of timelapse seismic reservoir monitoring. The method allows the design of filter coefficients matching the properties of the time-lapse signal and operating only on those selected regions of the eigenvalue-time-frequency bandwidth [r, q] × [a, b] that require filtering. Case examples show that the method can quantify the frequency-dependent attenuation effects that result from internal diffusive losses associated with fluid flow, as described by the model of Korneev et al (2004) . Compared with DWT, the choice of the optimum wavelet is not crucial to obtaining the most useful EDWT. Tests show that the D2, D10/20 and BL25 wavelets are suitable for vertical calibration of velocity data, prestack noise attenuation and post-stack signal detection, respectively. Inter-scale coupling has been found to be relatively weaker for the D20 wavelet. This supports previous studies (Anant and Dowla 1997, Addison 2002) . Research continues, involving investigation into the choice of wavelet that is 'matched' to the measured source signature, the dependence on SNR ratio, and the application to other data types. Figure 23 . Quality control analysis (a) well-log AI curve at two adjacent scales (curves 1 and 2) after applying the D2 wavelet transform (B.1) and (b) AI1-AI2 cross-plot with the clear linear trend, where AI1 is curve 2 and AI2 is the AI estimated from the observed normal-incidence PP reflection coefficient R 0 . Curve 2 is used to predict the coefficient R 0 which is convolved with the estimated autocorrelation source wavelet (curve 3) to obtain the normal-incidence synthetic trace (curve 4, dashed line). This trace is compared with the nearest trace of the M survey (curve 5, solid line). Both traces are consistent with pore pressure changes (Sayers and Woodward 2001) with depth estimated from well-log data after applying D20 upscaling (curve 6). High seismic amplitudes are present where hydrocarbons are present. Remaining differences between synthetic and M traces are due to non-repeatable changes (errors of source signature estimation, the presence of converted waves, etc) and genuine time-lapse effects related to pore pressure changes. Figure 24 . Amplitude difference extraction for the 4500 ft sand consistent with previous results (Ebrom et al 1998) . Colour map records amplitude difference event at the top of the 4500 ft sand (green = little change, yellow = some change, opaque red = most change). Well 10 produces from the 4500 ft sand reservoir. The wellbore path is marked with red line. The white arrow points possible leakage zones along east-west faults (after Pennington et al 2001) . 
Appendix A. Multi-scale trace analysis
Consider the discrete realization of a given signal trace f (t), wheret = t/T and t denotes the time or depth variable, 0 t T . This function is constructed from the samples f m = f (t m ) with t m = m t as m = 0, 1, 2, . . . , M = 2 J , t = T /M being the sampling parameter. The goal of the discrete wavelet transform is to decompose the signal trace into levels j = 0, . . . , J − 1 corresponding to various frequency bands being referred to as scales (see appendix B). This allows us to process each scale separately. The wavelet is described by its wavelet function, which is derived from the corresponding scaling function defined iteratively and generated from a unit box ϕ 0 (t) = 1 for 0 t < 1 and ϕ 0 (t) = 0 elsewhere (see figures 1 and 2). Higher scales have a wavelet function that is more compact in time, while lower scales have a longer wavelet function. This is principally of benefit when dealing with real signals containing features with varying frequency characteristics (Anant and Dowla 1997, Addison 2002) . Another advantage of the wavelet transform is that the analysis wavelet can be chosen on the basis of the application, computational efficiency, resolution, anti-aliasing requirements, etc (Bosman and Reiter 1993 , Anant and Dowla 1997 , Bear and Pavlis 1997 , Grabb and Walden 1997 , Deighan and Watts 1997 .
In this paper, particular focus is placed on the orthogonal Daubechies and Battle-Lemarié scaling functions of various integer orders K denoted by DK and BLK, respectively (the numbers next to the wavelet names denote the order of the wavelet). Numerous applications deal with the so-called Haar basis (Li et al 1996) represented by the D2 function in figure 1. However, due to their lack of continuity, representing smooth functions in terms of Haar wavelets is not very efficient in that a reasonable approximation of a smooth function requires a large number of terms in the wavelet expansion. In fact, it turns out that the set of higher-order Daubechies wavelets (figure 3) behaves well and is straightforward to implement (Daubechies 1992 , Grabb and Walden 1997 , Mallat 1998 .
It is important to note that the relaxation of the requirements on orthogonality and linear independence can produce wavelets with better localization properties, compression performance, and reduced sensitivity to random noise (Mallat 1998 , Addison 2002 . For example, dispersion analysis of the Battle-Lemarie-wavelet-based multi-resolution time-domain scheme demonstrated its high linearity, and this allows for a relatively coarse sampling (Krumpholtz and Katehi 1996) .
Appendix B. Discrete wavelet transform
We shall use the multi-scale data analysis based on discrete wavelet expansion (Newland 1993, p 324) 
with the terms
and
Here, the coefficients a 0 and a 2 j +k are given by
2)
The K-length compactly supported wavelet
is used to generate a family of dilated wavelets W (2 j τ − k) illustrated in figure 1. Equation (B.3) contains the scaling function ϕ(τ ) defined iteratively B.4) and generated from the unit box function ϕ 0 (τ ). The iteration is continued until
where ε 0 is some prescribed tolerance (figure 2). Numerical tests (figures 3 and 4) show that k = 4-10 while ε 0 = 10 5 -10 7 . In the above equation, the wavelet coefficients c k are known numerical constants. When the cardinality of c k is less than that of f m , then we have data compression (Bosman and Reiter 1993) . There are of course a number of advanced techniques for the approximate numerical evaluation of the definite integrals (B.2) (e.g. Cheney and Kincaid 1999) . In practice, the wavelet tree or pyramidal algorithm (Mallat 1998) permits the fast wavelet transform algorithm, which only requires a number O(M) of the operations for the M × 1 input trace.
Appendix C. Eigenimage decomposition
Filtering using the eigenimage decomposition is applied to the data matrix U = {f 1 , . . . , f N } with M time or depth samples and N traces in space {x, t} within the analysis region, where the column vector f n represents the nth trace. The eigenimage decomposition is defined as the band-pass singular value decomposition (SVD) of the matrix U expressed as the linear combination (Freire and Ulrych 1988, Kneib and Bardan 1997) (Cheney and Kincaid 1999, Kirlin and Done 1999) . Equation (C.1) is the partial reconstruction of U that sums up only a subset of all eigenimages determined by the indices r 1 and q rank(U). For example, the matrix U (rq) may comprise the estimated noise in the mapped domain (Liu and Goulty 1999) . It is often sufficient to compute only the first (principal) eigenimage so that only the largest eigenvalue has to be taken into account (Kneib and Bardan 1997) . The relationship between the eigenimage decomposition and the KarhunenLoéve transform was explained by Freire and Ulrych (1988) .
Appendix D. Multi-scale eigenvalue analysis
In equation (C.1), the eigenimage matrix U i can be written in the form (D.7) Equation (D.5) represents the eigenimage discrete wavelet transform (EDWT) or scale-space eigenimage decomposition of the input discrete-sampled data sequence U. It offers the possibility of decomposing a subset of all eigenimages (D.1) naturally into components at multiple scales. To actually implement this decomposition, we use the wavelet transform. From wavelet theory, the EDWT method borrows the timefrequency localization concept by representing signals in time and frequency simultaneously, with frame elements indexed by scale and location parameters. Unlike the wavelet transform, this method tries to preserve the signal in a time-space sense by operating only on selected regions of the eigenvalue spectrum that require filtering. Equation (D.5) may be viewed as a kind of wavelet analysis in the SVD domain. This means that if the eigenimages (D.1) exhibit a certain degree of smoothness, it is envisaged that the wavelet coefficients (D.3) and (D.4) exhibit a corresponding rate of decay. The operator L rqab is in fact the band-pass filter that lets through only those signal components within a finite range of i and j. The denoising scheme follows the usual method where the processing is to be performed on the wavelet coefficients (D.3) and (D.4). The choice of wavelet function and pass-band parameters r, q, a and b depends on the particular application. Typically, most of the wavelet coefficients can be ignored within a given tolerance, so we can adjust the pass-band parameters to reduce the cost of multi-resolution analysis while providing adequate resolution in the region where the solution is sought. All of these properties have already led to a range of interesting applications in the area of multi-wavelet beam-forming for phase identification and multiple arrival detection in threecomponent seismograms (Anant and Dowla 1997 , Bear and Pavlis 1997 , Bear et al 1999 . In the present study, the EDWT method is used for integration of seismic data with well-log data, model building, and for multi-scale seismic data processing with applications to 4D imaging and fracture detection.
