Abstract. This paper is concerned with the estimation and evaluation of wavelet coefficients of the composition F •u of two functions F and u from the wavelet coefficients of u. Our main objective is to show that certain sequence spaces that can be used to measure the sparsity of the arrays of wavelet coefficients are stable under a class of nonlinear mappings F that occur naturally, e.g., in nonlinear PDEs. We indicate how these results can be used to facilitate the sparse evaluation of arrays of wavelet coefficients of compositions at asymptotically optimal computational cost. Furthermore, the basic requirements are verified for several concrete choices of nonlinear mappings. These results are generalized to compositions by a multivariate map F of several functions u 1 , . . . , un and their derivatives, i.e., F (D α 1 u 1 , . . . , D αn un).
1.
Introduction. This paper is concerned with the estimation and evaluation of the wavelet coefficients of a composition of two functions F and u, where u is given in terms of a wavelet expansion. Our interest in this subject stems from recent developments of adaptive wavelet schemes for the numerical solution of several types of initial or boundary value problems for PDEs. Such schemes typically rely on the sparsity of the wavelet representation of the solution allowing for data compression, as well as the ability to perform accurate numerical computations in the compressed representation. For initial value problems, dynamically adaptive schemes introduced in [20] require a reliable prediction of significant wavelet coefficients from the current state when progressing to the next time level. In the case of hyperbolic conservation laws, this question was first addressed in [19] and further discussed in [12] . Here one has to estimate the action of the nonlinear terms defining the convective fluxes on the current approximation in its multiscale representation. Another related example is the wavelet analysis of turbulent incompressible flows where such estimates are related to the energy transfer between different scales; see, e.g., [18] and [17] . For boundary value problems, adaptive wavelet schemes also require the tracking of the significant coefficients as the iterative solution process progresses; see, e.g., [1] , [5] , [9] , and [10] .
In all these examples, we are interested in the following general question: does composition with F preserve the sparsity of the wavelet coefficients of the function u? By the sparsity, we mean that only a quantifiable relatively small set of these coefficients is needed to recover the underlying function (with accuracy measured in a given norm) to within some target accuracy. It is well known that sparsity of wavelet coefficients in this sense is closely related (in fact equivalent) to the regularity of the function with respect to certain scales of Besov spaces; see, e.g., [16] . Hence the above issue is closely connected with the question, how is the regularity of a given function u affected by the composition with some nonlinear function F, or, more generally, given some regularity spaces R This mapping is often referred to as a Nemytskij operator. The mapping properties of Nemytskij operators between Besov spaces were treated by several authors, and the reader is referred, e.g., to [3] , [4] , [22] , and, for a detailed treatment, to the book by Runst and Sickel [21] . Sharp results are indeed available on the amount of smoothness which can be expected for F(u) given the smoothness of u, under fairly general assumptions on F. Thus, in principle, in all cases covered by these results the sparsity of the wavelet coefficients of compositions can be predicted fairly well. However, these results tell us neither which coefficients of compositions F(u) are significant, based on knowledge about u, nor how to calculate them efficiently once they have been identified, which is a crucial issue in the perspective of numerical computations. The objective of the present paper is therefore also to develop concepts and tools for treating this latter problem.
Our paper is organized as follows. We present the problem formulation in section 2, which involves the wavelet discretization F of the mapping F as well as a notion of tree structure in the organization of wavelet coefficients. We prove in section 3 that this mapping preserves sparsity, under some general assumptions describing the stability and local action of F in the space-scale domain. We also present specific algorithms that construct sparse approximants with a prescribed accuracy ε at asymptotically optimal cost. This type of scheme is needed for the adaptive solution process of nonlinear operator equations; see [11] . We shall prove in section 4 the validity of the required assumptions for general local nonlinear mappings of subcritical type. Finally, the generalization of these results to compositions of the form F(D α1 u 1 , . . . , D αn u n ) between a multivariate map F and the derivatives of several functions u 1 , . . . , u n is discussed in section 5.
Problem formulation.

Background and wavelet prerequisites.
To explain the relevant features of the problem it suffices to describe the following (simple) example in a little more detail. Consider the nonlinear boundary value problem of the form
where Ω ⊂ R
d is some open bounded domain. The variational formulation of (2.1) in the space H = H 1 0 (Ω) reads as follows: For more general problems, H is a product of closed subspaces H t of Sobolev spaces determined, e.g., by homogeneous boundary conditions on part of the domain boundary; see, e.g., [10] for examples. For simplicity we will confine the subsequent discussion to the case of a single model space H = H t for some t > 0.
Wavelet discretization.
As already explained, we are motivated by adaptive numerical methods based on discretizing the variational formulation (2.2) in a wavelet basis Ψ = {ψ λ : λ ∈ J }. The indices λ encode scale, spatial location, and the type of the wavelet ψ λ . We will denote by |λ| the scale associated with ψ λ . We shall consider only compactly supported wavelets, i.e., the supports of the wavelets scale, as follows:
with c 0 , C 0 > 0 absolute constants. The index set J has the following structure J = J φ ∪ J ψ , where J φ is finite and indexes the scaling functions on a fixed coarsest level j 0 . J ψ indexes the "true wavelets" ψ λ with |λ| > j 0 . From compactness of the supports we know that at each level, the set J j := {λ ∈ J : |λ| = j} is finite. In fact, one has #J j ∼ 2 jd with constants depending on the underlying bounded domain. As already explained in the introduction, our evaluation algorithms will rely on a tree structure associated to the set of wavelet indices. In the simplest case of a one-dimensional basis ψ λ = ψ j,k = 2 j/2 ψ(2 j · −k), this structure is obvious: each index (j, k) has two children (j + 1, 2k) and (j + 1, 2k + 1). A similar tree structure can be associated to all available constructions of wavelet bases on a multidimensional domain: each index λ then has m(λ) ≥ 2 children µ such that |µ| = |λ| + 1, where m(λ) might vary from one index to another but is uniformly bounded by some fixed K. We shall use the notation µ ≺ λ in order to express that µ is a descendent of λ in the tree. Moreover, µ λ means that µ either is a descendent of λ or equals λ. We also have the property
One key feature is that Ψ is a Riesz basis of the relevant space H = H t . This means that every v ∈ H has a unique expansion v = v λ ψ λ and that there exist some constants c, C independent of v such that
In particular, the wavelets will always be assumed to be normalized in H, i.e., ψ λ H = 1. We abbreviate by v = (v λ ) λ∈J the corresponding sequence of wavelet coefficients. Details on the construction of wavelet bases for Sobolev spaces of general domains can be found in [6] , [7] , [14] .
Note that, by duality, (2.5) is equivalent to
where ·, · denotes the duality pairing between H and H . Clearly the quantities w, ψ λ are the coordinates of w ∈ H with respect to the dual Riesz basisΨ to Ψ.
Since, as pointed out above, the nonlinearity F is supposed to map H into H we shall therefore describe w = F(u) by its inner product sequence w = (w λ ) λ∈J with
We shall denote by F the corresponding discrete nonlinear map
A key issue in the applications mentioned above can roughly be described as follows. Suppose that u ∈ H can be approximated in the energy norm · H within a tolerance ε by a linear combination of N (ε, u) wavelets ψ λ . What is the number N (ε, F(u)) of dual wavelets needed to recover F(u) within tolerance ε? Note that, due to the norm equivalences (2.5) and (2.6), this can be restated as follows: Supposing that the wavelet coefficients u of u ∈ H can be approximated in 2 (J ) with accuracy ε by a finitely supported vector involving only N (ε, u) nonzero terms, how many entries of the sequence F(u) are needed to approximate F(u) in 2 (J )? Thus in the wavelet coordinate domain all approximations take place in 2 (J ). In brief, when does sparse approximability of u imply sparse approximability of F(u)?
Questions of the above type are by now well understood for linear operators and their wavelet representations, as we shall now describe. In this context, the level of sparsity of u is measured by the smallest τ ≤ 2 such that u ∈ w τ (J ). Here where (u * n ) n>0 is a nonincreasing rearrangement of (|u λ |) λ∈J . Note that if τ < 2, we have
Moreover, defining the error of best N -term approximation in 2 (J )
one has the following characterization [9] . 1 Here and later we use the notation a < ∼ b if a ≤ Cb with an absolute constant C independent of all parameters on which a, b depend.
Moreover,
Thus the smaller τ is, the fewer terms are needed to achieve a desired target accuracy for u ∈ w τ (J ). In the case where F(u) = Au is a linear operator bounded in 2 (J ), it is shown in [9] that this operator maps w τ (J ) into itself provided that it can be approximated by sparse matrices A N with N entries per rows and columns at the rate
. Moreover, it is also shown how to practically build N -term approximations w N of w = Au, which fulfill the optimal rate w N − w 2(J ) < ∼ N −s , from similar approximations of u at O(N ) computational cost.
Tree structures and weak spaces.
When dealing with nonlinear mappings, the following slight modification of these notions turns out to be appropriate. The approximants will be constrained by imposing a tree structure to the set of indices identifying the active coefficients. We shall say that a set T ⊂ J is a tree if λ ∈ T implies µ ∈ T whenever λ ≺ µ.
If the tree T ⊂ J is finite, we define the set L = L(T ) of outer leaves as the set of those indices outside the tree such that their parent belongs to the tree
We shall make use of the following easily verifiable equivalence:
#T ∼ #L, (2.17) where the constants depend only on K. Defining Γ λ := {µ ∈ J : µ λ}, (2.18) the tree with root node λ, one easily verifies that
We are now interested in the approximation of u by an N -term approximation v, where the support of v is assumed in addition to have a tree structure. A natural counterpart to classical best N -term approximation error, discussed in the previous section, is therefore given by redefining σ N according to 
and the corresponding quasi norm
In contrast to best N -term approximation, the practical determination of a best N -term tree approximant is not a simple task. In particular, when u is a finite vector, the main difficulty is to build such an approximation without searching through all possible subtrees, which would result in exponential complexity in N . In [2] , two algorithms have been proposed which construct near best trees in linear time, based on the evaluation of the local residuals
More precisely, given a tolerance ε, the algorithms proposed in [2] allow us to build a tree T = T (ε, u) such that
with the following property: whenever a treeT satisfies u − u|T ≤ cε, then #(T ) ≤ C#(T ), where c, C are fixed constants independent of u and ε.
A simpler alternative to building tree approximants is to perform thresholding on the residual sequenceũ λ . Indeed, one readily verifies that µ λ impliesũ λ ≥ũ µ , i.e., for any η > 0 the set
has tree structure. Thus, thresholding with respect to the modified sequencesũ creates trees. This motivates us to define
Therefore, the spaces t w τ (J ) can also be used to quantify the sparseness of sequences subject to the tree structure constraint. In fact, one has the following counterpart to Proposition 2.1.
denote the set of outer leaves of the tree T η . By (2.19), (2.24) and using (2.28), one has
where we have used (2.17) . This confirms the first estimate in (2.29). Since again by definitions (2.27) and (2.28), η ≤ u t w τ (J ) (#T η ) −1/τ , the second estimate follows from (2.30).
Note, however, that in the above proposition, we do not have a converse result which would state that the decay property
is strictly contained in A s . Of course, the question arises which property of u implies that the array of wavelet coefficients u belongs to t w τ (J ) and in turn to 
This, in turn, implies that the functionũ with wavelet coefficientsũ
, which, by (2.27) means that u ∈ t w τ (J ) as claimed. We therefore have at our disposal two distinct notions of tree approximation rates expressed by the spaces A s and t w τ (J ). We can now restate the above questions in the following way:
• Does F map a sequence u ∈ X into a sequence w = F(u) ∈ X for X = A s or t w τ (J )? • Can we compute asymptotically optimal sparse approximations of w = F(u) from asymptotically optimal sparse approximations of u in one of the two senses above? Note that a positive answer to the second question gives a positive answer to the first question in a constructive way. Our next section will give precise answers to these questions for both A s and t w τ (J ). 3. Sparsity preserving discrete operators.
General assumptions.
We shall use two general assumptions on the function F. The first assumption expresses the fact that F is a stable transformation from H to H . Assumption 1. F is a Lipschitz map from 2 into itself. More precisely, we assume that we have
where x → C(x) is a positive nondecreasing function.
The fact that the constant C might grow with the norm of u and v accounts for the nonlinearity of the transformation. In the context of solving operator equations of the type (2.1), the norms of the arguments of F will remain bounded (by the · Hnorm of the solution up to the achieved precision) so we can think of C as a constant.
We shall actually use a local version of this stability assumption which will be a direct consequence of (3.1) whenever the nonlinear function F is local in the physical space: if D is a subdomain of Ω, we have
with C depending on u and v as for the global estimate.
The second assumption describes the local action of F in the space-scale domain of wavelet coefficients.
Assumption 2. If w = F(u) for a finitely supported u, we have the estimate
for all λ ∈ J ψ , where γ > d/2 and x → C(x) is a positive nondecreasing function.
A typical value of γ is
where r reflects the smoothness and order of vanishing moments of the wavelets, i.e.,
We shall see in the next section that all these assumptions are fulfilled for a fairly general class of local composition operators.
Tree expansions.
Given a tree T , we shall make use of the following expansion process. Given any λ ∈ J , we define Φ 0 (λ) = {λ}. If Φ k−1 (λ) has already been defined, then we define Φ k (λ) as the set of all µ,
Let us note that by constructionT has the following property.
Expansion Property. If µ ∈T and µ ∈ J , then
The following lemma (see, e.g., [13] , [15] ) shows thatT has size comparable to T and that the supports S λ associated to the outer leaves L(T ) do not overlap too much, a property that we shall use when dealing with the space t w τ (J ). Lemma 3.1. There exist constants C 1 and C 2 such that for any finite tree T , we have the following.
(
We show first the existence of the constant C 1 . To this end, it suffices to show that for each µ ∈T there exists a reference element λ ∈ T such that |λ| = |µ| and dist (S λ , S µ ) ≤ C 0 2 −|µ| , with C 0 the constant of (2.3). Now any µ ∈T is in Φ k (λ ) for some λ ∈ T . We prove by induction on k that there is such a reference element. For k = 0, µ = λ so we can take λ = λ . Suppose that we have proven the existence of such a reference element for all µ ∈ Φ k−1 (λ ) and let µ be an index that has been added in the construction of Φ k (λ ). By the definition of Φ k (λ ) there is a µ ∈ Φ k−1 (λ ) such that S µ ∩ S µ = ∅. By our induction assumption, there is a reference elementλ ∈ T , with |λ|
Hence, we can take the parent λ ∈ T ofλ as our reference element for µ.
To confirm the existence of C 2 , note that when ν, µ ∈ L(T ) and S ν ∩ S µ = ∅, then ||ν| − |µ|| ≤ 1. In fact, suppose that |ν| < |µ| − 1. Then, for the parent µ of µ we have S ν ∩ S µ = ∅, since S µ ⊂ S µ according to (2.4) . Since µ ∈T and |µ | > |ν| we conclude ν ∈T , which is a contradiction. This completes the proof.
The main result in the A
s case. We first consider the questions raised at the end of the previous section in the A s case. Given a tolerance ε we wish to construct a near best tree for approximating F(u) with accuracy ε, based on the knowledge of u. To this end, suppose that T (ε, u) is the near best tree obtained by one of the algorithms in [2] and which satisfies (2.25). For j = 0, 1, . . . , we define
and the corresponding expanded treesT j according to the above procedure. By construction these trees are nested in the sense thatT j ⊂T j−1 . We define the difference sets
In order to build a tree which will be adapted to w = F(u), we introduce
where γ is the constant in (3.3), and for each µ ∈ ∆ j , we define the influence set
We then define T by
We notice that by construction T has the structure of an expanded tree. Note that an equivalent way of defining T would be 
, we have the estimate
We therefore have F(u) ∈ A s and
The constants in these above inequalities depend only on u , the space dimension d, and the parameter s.
Proof. In order to prove (3.14), we first notice that according to Assumption 1, we have
with a constant depending on u . Since one therefore has the trivial estimate
. We then remark that Assumption 2 implies the cruder estimate
and for λ / ∈ T and µ ∈ ∆ j such that S µ ∩ S λ = ∅, we always have |λ| − |µ| ≥ αj. Finally we notice that by definition
Combining these facts, we obtain
In order to prove (3.15), we notice that according to (3.12) , for each µ ∈ ∆ j , we add at most C2 αjd indices to J φ ∪T 0 in the construction of T . Therefore, we have
where we have used the fact that αd − 1/s < 0, which is equivalent to the restriction
2d . The estimate (3.16) is then a direct consequence of (3.15). Note that since we have used Assumptions 1 and 2 in the above proof, the constants in both estimates (3.15) and (3.16) are of the form C( u ), where x → C(x) is a positive nondecreasing function. case, we shall build the tree for F(u) in a slightly different way. To this end, we fix η > 0 and we define the tree T η obtained by thresholding the local residualsũ λ at level η according to (2.26) and its expanded versionT η .
Then for all µ ∈T η , we define the number n(µ) satisfying
We then define the influence set
and a tree for the approximation of F(u) by
We notice that by construction T has the structure of an expanded tree. Note that an equivalent way of defining T would be
Theorem 3.3. Given any u ∈ 2 (J ) and T defined by (3.23), one has the coefficient size estimate
where thew λ are defined for w = F(u) according to (2.23) . If in addition u ∈ t w τ (J ) for some d/γ < τ < 2, then we have the cardinality estimate
Moreover, we have F(u) ∈ t w τ (J ) and
The constants in these above inequalities depend only on u , the space dimension d, and the parameter τ in the case of (3.26).
Proof. In order to prove (3.25), we first consider the restricted vector u η = u|T η and its image w η := F(u η ) = (w λ,η ). For λ / ∈ T and for all µ ∈T η such that S µ ∩S λ = ∅, we have by (3.21) the inequality |λ|−|µ| ≥ [n(µ)] + . Therefore, remarking that λ ∈ J ψ , the local action assumption (3.3) implies
Moreover, if ν is such that S ν ∩ S λ = ∅ and |ν| = |λ| + l, we also have |ν| − |µ| ≥ [n(µ)] + + l and therefore, for each µ ∈T η , the better estimate
It follows that
Next, we remark that for λ ∈ L(T ), we have
Now observe that, according to (3.2),
where the last inequality involves the constant C 2 from Lemma 3.1. Combining this with (3.30) and (3.31), we obtain the size estimate (3.25). To prove (3.26) we define the trees
From (2.28) and Lemma 3.1, we infer that u ∈ t w τ (J ) implies
and remarking that, by (3.20) and (3.21), n(µ) = j for µ ∈T j \T j+1 , we obtain in view of (3.33)
Since d − γτ < 0, by summing over j ≥ 0, we obtain
and adding the cardinality of J φ , we thus obtain (3.26).
In order to obtain the estimate (3.27), we first notice that (3.36) already indicates that we have the estimate
For the remaining indices λ ∈ J φ , we can write 
the estimate (3.27) follows.
Note that since we have used Assumptions 1 and 2 in the above proof, the constants in both estimates (3.25) and (3.27) are of the form C( u ), where x → C(x) is a positive nondecreasing function.
Remark 3.1. The limitation d/γ < τ < 2 in Theorem 3.3 is exactly equivalent to the limitation 0 < s < 2γ−d 2d in Theorem 3.2 with s = 1/2 − 1/τ . Remark 3.2. In both Theorems 3.2 and 3.3, the presence of the constant term in the right side of (3.16) and (3.27), and of the #(J φ ) term on the right side of (3.15) and (3.26), can be avoided if the local action estimate (3.3) remains valid also for λ ∈ J φ . The tree T is then constructed without systematic inclusion of J φ , and the proofs of the new estimates are analogous. This is the case for certain classes of linear mappings; see Proposition 7.4 in [11] .
Adaptive evaluation schemes.
Adaptive wavelet schemes for variational problems of the type (2.2) rest on two conceptual steps. First (2.2) is formulated in wavelet coordinates as an equivalent problem over 2 (J ) as follows:
where A = ( ∇ψ λ , ∇ψ ν ) λ,ν∈J is the wavelet representation of ∆ and f = ( f, ψ λ ) λ∈J . The second step is to devise an iterative scheme for numerically solving (3.39). This iteration requires the approximate evaluation of Au n and F(u n ) with some dynamically updated tolerance, where u n is the current finitely supported iterate. How to deal with the linear part Au n has been explained in [9] . The remaining task may therefore be formulated as follows: given a target accuracy ε > 0, and some finitely supported v ∈ 2 (J ), compute F(v) with accuracy ε at a possibly moderate computational expense.
The way of tackling this task involves two steps : (i) identify an optimal tree such that the restriction of F(v) to such a tree can be predicted to approximate F(v) at the desired accuracy, and (ii) numerically compute the coordinates of F(v) restricted to this tree. We shall not engage (ii) except to mention the paper [15] , which treats this topic once (i) has been solved. On the other hand, the results in sections 3.3 and 3.4 allow us to solve (i). We shall again distinguish between near best tree approximation and thresholding the local residual.
When working with near best tree approximation as in section 3.3, Theorem 3.2 provides us with a construction of the required tree, according to the following algorithm.
Algorithm EV1. Given the inputs ε > 0 and v with finite support do the following:
Step 1. Invoke the algorithm in [2] to compute the trees
. , J, and stop for the smallest J such that T J is empty (we always have
Step 2. Derive the expanded treesT j , the layers ∆ j , and the outcome tree T according to (3.11) .
The following theorem summarizes the properties of Algorithm EV1. Theorem 3.4. Given the inputs > 0, a nonlinear function F such that F satisfies Assumptions 1 and 2, and a finitely supported vector v, the output tree T has the following properties:
with C a constant depending only on the constants appearing in Theorem 3.2.
P3: Moreover, the number of computations needed to find T is bounded by C(N ε + #T (v)), where N ε is the right-hand side of (3.41) and T (v) is the smallest tree containing supp v.
Proof. Properties P1 and P2 directly follow from Theorem 3.2. Property P3 is a consequence of the optimality property of the algorithm in [2] . First, the application of this algorithm requires the arrayṽ whose entries serve as local error terms.ṽ can be computed by summing the squares of the v λ starting from the leaves of T (v) towards the roots. The number of operations remains proportional to #(T (v)). Moreover, the additional cost of computing each tree T j , making use of the previously computed tree, is bounded by C#(T j ) and therefore by C v
1/s . Summing over j we obtain that the total cost remains bounded by the right side of (3.41) and #(T (v)).
When working with trees obtained by thresholding the local residuals as in section 3.4, Theorem 3.2 does not provide us with a direct construction of the required tree.
In order to build this tree, we first note that if T is the tree obtained by (3.23) for some given threshold η, and if L is the set of its outer leaves, we have the estimate
where C 0 is the constant of the inequality (3.25). Therefore we can invoke the following algorithm based on geometrically updated thresholds η j = 2 −j . Algorithm EV2. Given the inputs > 0 and v with finite support, initialize with j = 0 and do the following:
Step 1 Step 2. If j ≤ , terminate the algorithm and take T as output. If j > , replace j by j + 1 and return to Step 1.
The following theorem summarizes the properties of Algorithm EV2. Theorem 3.5. Given the inputs > 0, a nonlinear function F such that F satisfies Assumptions 1 and 2, and a finitely supported vector v, the output tree T has the following properties:
with C a constant depending only on the constants appearing in Theorem 3.3.
P3: Moreover, the number of computations needed to find T is also bounded by the right side of (3.43) plus #(T (v)), where T (v) denotes again the smallest tree containing the support of v.
Proof. Since the vector v is finite, it belongs to all t w τ (J ). From (3.26) of Theorem 3.3, we have at step j
from which it follows that j tends to 0 as j → ∞. Therefore, the algorithm must terminate at some finite value j * . It follows from (3.42) that for the tree T obtained at step j * , we have
which proves P1.
In order to prove P2, we start with (3.26), which gives for T obtained at step j *
We continue under the assumption that the first term on the far right side of (3.46) is bigger than the second, since otherwise we are done. We recall now that #(T ) ∼ #(L) and that ≤ j * −1 ≤ 4ε j * because the sets L increase when j increases. Using this information back in (3.46) gives
Therefore P2 follows by raising both sides of (3.47) to the power 1/(1 − τ /2) because s = 1/τ − 1/2, and hence 1 − τ /2 = sτ .
Finally, to prove P3 we note that the thresholding requires the knowledge ofṽ. The same arguments as in the proof of P3 in Theorem 3.4 yield the contribution of #(T (v)) to the operations count. Moreover, onceṽ is known, the number of additional computations used in the algorithm is bounded by C( v F(u(x) ), where F is a univariate function which satisfies growth conditions at infinity of the type
for some p ≥ 0 and n * a positive integer. Clearly F(u) = u p is of this type for all n * if p is an integer, and with n * the integer part of p otherwise. 
Verification of Assumption 1.
when t < d/2, and with no restriction otherwise. If in addition n * ≥ 1, then we also have under the same restriction
where C = C(max { u H , v H }) and x → C(x) is nondecreasing, and therefore Assumption 1 holds. Proof. For u ∈ H and ϕ ∈ H, we write
The first term is bounded according to
For the second term, we use Hölder's inequality to obtain
We then note that when t < d/2, H = H t is continuously embedded in L p+1 if and only if p ≤ p * , and this embedding holds for all p ≥ 0 when t ≥ d/2. We therefore conclude that
, and for all p ≥ 0 otherwise.
For the stability property, we use the inequality
which is a consequence of (4.1) with n = 1. Therefore, one has for all ϕ ∈ H
The first term is simply bounded by
If p ≤ 1, the second term is bounded analogously. If p > 1, we apply Hölder's inequality twice, again with q = p + 1, to obtain
Using again the Sobolev embedding, these factors are controlled by ϕ H , u − v H , and ( u H + v H ) p−1 , so that we obtain
which is exactly (3.1).
Next we want to prove the local version (3.2) of Assumption 1. For a given subdomain D, we define a vectorv
Denoting by v,v the corresponding functions v = λ∈J v λ ψ λ ,v = λ∈Jv λ ψ λ , we clearly have v =v on D so that
Therefore, the local stability estimate (3.2) follows by combining (4.14) and (4.16) together with the global stability estimate (3.1).
Verification of Assumption 2.
For the verification of Assumption 2, we shall assume that either (4.1) is valid or that
and F (n) (x) = 0, n > p, (4.17) with p an integer. We shall show in the next theorem that whenever F satisfies either (4.1) or (4.17), then it satisfies Assumption 2 with γ = r + t + d/2. Our reason for separating the two cases (4.1) and (4.17) is that in the latter case we can take a larger value for r. We recall the critical index p * defined by (4.2). Suppose that u has a finite wavelet expansion. We assume that r ≥ 1 and leave the simpler case r = 0 to the reader (this case only occurs in (ii) when p < 1). Since the wavelets ψ λ ∈ J ψ have at least r vanishing moments, we have
where w(x) = F(u(x)). Using the chain rule, any rth order derivative of w can be written as a finite sum of functions of the form (4.19) where
To bound the right side of (4.20), we recall that
This gives for k = 1, . . . , r
We shall finish the proof by separating it into two cases depending on the size of u L∞(S λ ) .
Case u L∞(S λ ) ≥ 1. In this case, (4.20) , (4.22) , and the bounds (4.1) and (4.17) give
where M := max{p, r} − 1 in cases (i) and (ii), and M := p − 1 in cases (iii) and (iv). We can bound the norms on the right side of (4.23) by using the Besov spaces B s ∞ (L ∞ ), s ≥ 0. They satisfy the norm equivalences
Here we used the fact that the H-normalization of the wavelets implies ψ µ L∞ ∼ 2 δ|µ| . We also recall the embedding estimates 
where µ 0 and µ 1 are the maximizing indices. If δ < 0 (i.e., t > d/2), we can take < |δ| and obtain the bound 
So we have completed the proof in this case. Case u L∞(S λ ) < 1. In this case, starting from (4.22) and using either (4.1) or (4.17), we obtain
provided ε < 2t. Therefore, we have verified Assumption 2 in this case as well.
Multiple arguments and derivatives.
In this final section, we shall extend the previous results to more general nonlinear operators of the form
acting from H×· · ·×H to its dual H (note that α i = (α i,1 , . . . , α i,d ) are multi-indices). These include multilinear operators as particular cases. Here we shall indicate the appropriate generalizations of the results in the two previous sections with brief sketches of proofs since they are quite similar but notationally heavier.
Sparsity preserving discrete operators.
Denoting by u i = (u i,λ ) the arrays of the wavelet coefficients of the function u i , u = (u 1 , . . . , u n ), and F the corresponding discrete mapping
we introduce the following generalization of the basic assumptions. Assumption 1. F is a Lipschitz map from ( 2 ) n into 2 :
The local version of this stability assumption now reads
Assumption 2. For any finitely supported u (i.e., with all u i finitely supported) and w = F(u), we have the estimate
, and x → C(x) is a positive nondecreasing function. In order to generalize the construction of the near best approximation tree from section 3.3, we construct for a prescribed accuracy ε the treesT j,i for each component u i in the same way as we constructedT j in section 3.3. We then definẽ
The tree T is then constructed as before, according to (3.11 
in order to derive w ε − w ε | T < ∼ ε in a similar way as in the proof of Theorem 3.2. The estimate on #(T ) also remains the same using that #(
In order to generalize the construction of the residual thresholding tree from section 3.4, we fix a threshold η > 0 and define for all µ ∈ J the number n(µ) satisfying
where u i,µ are the coefficients of u i . We then define the influence sets Λ η,µ and the tree T in a similar way as in (3.21) n , we obtain that the same conclusions as in Theorem 3.3 hold.
Sketch of proof. As in the proof of Theorem 3.3, in order to prove (3.25) we first consider the restricted vector u η = u|T η and its image w η := F(u η ) = (w λ,η ). Using (5.5), we obtain that for any λ / ∈ T , we have |w λ,η | < ∼ η. We then use (5.4) in a similar way in order to derive (3.25) .
In order to prove (3.26), we use the treesT j :=T η2 γj to decompose T into layers indexed by j as in the proof of Theorem 3.3. We then proceed in a similar way to derive (3.26), remarking that (5.10) and that, according to (5.9) and (3.21), n(µ) = j for µ ∈T j \T j+1 .
Finally, we prove
by the same arguments as in the proof for Theorem 3.3. The generalization of Algorithms EV1 and EV2 is straightforward, as is the following proposition.
Proposition 5.1. If u ∈ X with X = (A s ) n (resp., ( t w τ (J )) n ), the tree T produced by Algorithm EV1 (resp., EV2) for target accuracy ε satisfies
with s = 1/τ − 1/2, under the restriction d/γ < τ < 2. We then obtain the following generalization of Proposition 4.1. where we have used the fact that Ω is a bounded domain in order to control Ω 1 by a constant. In this way, we obtain
Verification of the basic assumptions.
For the stability property, we use the inequality 
for each i. Using Hölder's inequality, we obtain (5.25) and therefore Assumption 1 holds.
The local version (3.2) of Assumption 1 is derived in the same way as in section 4.2. Note that the condition (5.15) does not yield the optimal condition (4.2) in the simple case n = 1 and α 1 = 0 due to the strict inequality but that we anyway need this strict inequality in order to obtain the validity of Assumption 2 according to Theorem 4.1.
For the proof of Assumption 2, we again treat separately the polynomial case for which we have the growth condition 
