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INTEGRATING INFINITESIMAL (SUPER) ACTIONS
GIJS M. TUYNMAN
Abstract. In this paper we generalize some results of Richard Palais to the
case of Lie supergroups and Lie superalgebras. More precisely, let G be a
Lie supergroup, g its Lie superalgebra and let ρ be an infinitesimal action (a
representation) of g on a supermanifold M . We will show that there always
exists a local (smooth left) action of G on M such that ρ is the map that
associates the fundamental vector field on M to an algebra element (we will
say that the action integrates ρ). We also show that if ρ is univalent, then
there exists a unique maximal local action of G on M integrating ρ. And
finally we show that if G is simply connected and all (smooth, even) vector
fields ρ(X) are complete then there exists a global (smooth left) action of G
on M integrating ρ. Omitting all references to the super setting will turn our
proofs into variations of those of Palais.
1. Introduction
Let D ⊂ G×M be an action domain (precise definitions will be given later) for
a local smooth left-action Ψ : D → M of a Lie group G on a manifold M and let
g be the Lie algebra of G (seen as left-invariant vector fields on G). Associated to
X ∈ g we can define the fundamental vector field XM on M by
XM m =
d
dt t=0
Ψ
(
exp(−tX),m) .
The map ρ : X 7→ XM from the Lie algebra g to (smooth) vector fields on M is a
Lie algebra homomorphism: [X,Y ]M = [XM , YM ] (to have this without a minus
sign we introduced the minus sign in the definition of the fundamental vector field
XM ). Said differently, the map ρ is a representation of the Lie algebra g by vector
fields on M . We will describe this situation by saying that the (local left-) action
Ψ (of G on M) integrates the infinitesimal action ρ (of g by (smooth) vector fields
on a manifold M , where “infinitesimal action” is another word for “Lie algebra
representation by vector fields”).
We thus have shown that for any local action Ψ there is an infinitesimal action ρ
such that Ψ integrates ρ. Conversely, one can ask the question whether for a given
infinitesimal action ρ there exists a local action that integrates it. It is more or less
obvious that if Ψ : D →M is a local action and if D′ ⊂ D is also an action domain,
then the restriction of Ψ to D′ is again a local action with the same infinitesimal
action. This implies that uniqueness of a local action must be subordinated to the
action domain.
As in the non-super case, we will show (using the same kind of arguments as
in [Pal57]) that for Lie superalgebras and Lie supergroups we have existence and
uniqueness of local actions integrating a given infinitesimal action ρ. We also have
the same criterium for the existence of a (unique) maximal local action and the same
criterium for the existence of a global action. However, in order to understand these
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criteria, it is useful to have examples that show what can go wrong, examples that
explain the why of some subtleties of the proofs. To do so, we start by stating some
properties that a local and/or global action has.
So let us suppose that Ψ : D ⊂ G×M →M is a local action and choose a fixed
mo ∈M . For this mo we define Dmo ⊂ G by
Dmo = { g ∈ G | (g,mo) ∈ D }
and we consider the graph of the map Dmo → M , g 7→ Ψ(g,mo), i.e., we consider
the submanifold
Λmo = { (g,m) ∈ G×M | (g,mo) ∈ D & m = Ψ(g,mo) } ⊂ G×M .
It is immediate that the tangent space to this submanifold is given by
T(g,m)Λmo = {Xr g −XM m | X ∈ g } ,
where Xr denotes the right-invariant vector field on G whose value at the identity
e ∈ G is X: Xr e = X ∈ TeG ∼= g. It is also immediate that the projection
p : G×M → G, p(g,m) = g defines a diffeomorphism between Λmo and Dmo . But
we can say more: if we define the foliation F ⊂ T (G×M) on G×M by
F (g,m) = {Xr g −XM m | X ∈ g } ,
then Λmo is an integral manifold of F . As Dmo is connected, Λmo is contained in
the leaf L(e,mo) through (e,mo) (the unique maximal connected integral manifold
of F containing (e,mo) ). One can show that we have the following properties:
(i) Λmo is a connected and open subset of L(e,mo) containing (e,mo),
(ii) p : Λmo → Dmo is a bijection,
(iii) D = ∪mo∈MDmo × {mo}, and
(iv) m = Ψ(g,mo) ⇐⇒ (g,m) ∈ Λmo ⇐⇒ m = (p Λmo )−1(g).
We thus see thatD and Ψ are completely determined by the sets Λmo and that these
sets in turn are more or less determined by the foliation F (the main constraint
being that the map Ψ defined by the Λmo should satisfy the group law).
It is more or less obvious that, given a local action Ψ : D →M , any smaller action
domain D′ ⊂ D also defines, by restriction, a local action Ψ′ = Ψ D′ : D′ → M .
Hence a local action will never be unique. On the other hand, if the leaves of F
project injectively to G (this is the notion of being univalent), then we can choose
Λmo = L(e,mo) and the associated local action will be maximal in the sense that
any other local action has a smaller action domain.
A particular case in which the leaves of F project injectively to G is when the
action is global. More precisely, it is relatively easy to show (or immediate) that for
a global we have the equalities Dmo = G (which implies that p maps Λmo , and ipso
facto L(e,mo), onto G) and L(e,mo) = Λmo . It follows immediately that if a leaf of
F passing through some (e,mo) does not project bijectively onto G, then a global
action can not exist. Moreover, the definition of the fundamental vector field tells
us that the flow ΦXM of XM is given by
ΦXM (t,m) = Ψ
(
exp(−tX),m) .
This shows that, if the action is global, then necessarily the flow of the vector field
XM is complete, i.e., defined for all t ∈ R. It follows that if one of the vector fields
ρ(X) has a non-complete flow, then there can not exist a global action integrating
ρ.
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1.1. Example. Let G = R be the additive Lie group of real numbers with
coordinate g ∈ R, letM = (0, 1) ⊂ R be the open unit interval inR with coordinate
x ∈ (0, 1). The Lie algebra g of G is (isomorphic to) R and can be seen as the
set of left-invariant vector fields a · ∂g, a ∈ R on G = R. Associated to the Lie
algebra element a ·∂g we define the vector field ρ(a ·∂g) = −a ·λ ·∂x on M for some
fixed constant λ ∈ R. As the Lie algebra is 1-dimensional, this is automatically an
infinitesimal action.
The foliation F on G×M is given by
F (g,x) = R · (∂g + λ∂x)
and the leaf L(g,x) passing through (g, x) is given by
L(g,x) = { (g + t, x+ λt) | −x < λt < 1− x } .
In this case the projection p : G×M → G restricted to a leaf is not a bijection (not
surjective), unless λ = 0. Hence this infinitesimal action ρ cannot be integrated to
a global left-action of G on M unless λ = 0, in which case it is obtained by the
trivial action Ψ(g, x) = x.
As the leaves L(e,x) project injectively to G, the infinitesimal action can be
integrated to a (unique) maximal local action on the domain D ⊂ G×M given by
D = { (g, x) ∈ G×M | g ∈ p(L(e,x)) }
= { (t, x) ∈ G×M | −x < λt < 1− x } .
On this domain the local action Ψ : D →M is given by
Ψ(t, x) = x+ λt .
One could note that these formulæ include the trivial case λ = 0 with its global
action.
1.2. Example. If in example [1.1] we change the group G to the circle group
G = R/Z, we can keep the rest unchanged. The formula defining F is unchanged,
but the leaf L(g,x) passing through (g, x) is given by
L(g,x) = { (g + t+ Z, x+ λt) | −x < λt < 1− x } .
As G ×M is a (finite) cylinder, it is not hard to see that the leaves are parts of
helices with slope λ.
The projection p : G ×M → G restricted to a leaf will be surjective for |λ| < 1,
but then it will not be injective unless λ = 0. On the other hand, for |λ| ≥ 1 it will
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be injective but not surjective. Apart from the trivial case λ = 0, this infinitesimal
action of g thus never can be integrated to a global left-action of G on M .
For |λ| ≥ 1 the leaves L(e,x) project injectively to G and the infinitesimal action
ρ can be integrated to a (unique) maximal local action defined on D ⊂ G×M given
by
D = { (g, x) ∈ G×M | g ∈ p(L(e,x)) }
= { (t+ Z, x) ∈ G×M | −x < λt < 1− x }
On this domain the local action Ψ : D →M is given by
Ψ(t+ Z, x) = x+ λt ,
where t ∈ R representing the element t+ Z ∈ G = R/Z must be chosen such that
0 < x+ λt < 1 (for (t+ Z, x) ∈ D such a choice exists and is unique).
1.3. Example. If in example [1.2] we change the manifold M to M = R, then
the leaf L(g,x) passing through (g, x) is given by
L(g,x) = { (g + t+ Z, x+ λt) | t ∈ R } .
As now G×M is an infinite cylinder, the projection p : G×M restricted to a leaf
will always be surjective onto G, but (apart from the case λ = 0 ) it will never be
injective, and thus a global action integrating ρ will never exist. On the other hand,
the projection restricted to a leaf is (always) a covering map (of the circle by the
real line for λ 6= 0; it is the identity map for λ = 0).
1.4. Example. If in example [1.2] we change the manifold M to the circle
M = R/Z, the formulæ still do not change, but then the leaf L(g,x) passing through
(g, x) is given by
L(g,x) = { (g + t+ Z, x+ λt+ Z) | t ∈ R } .
And now the topological nature of a leaf depends upon the value of λ ∈ R: for
λ ∈ Q it will be a circle and for λ ∈ R \Q it will be the real line.
In all cases the projection p : G×M restricted to a leaf will be surjective onto G.
However, for λ ∈ R \Q it will be (equivalent to) the standard universal covering
map from R to the circle R/Z. For λ ∈ Q it will be a finite covering map from the
circle to itself, which is a bijection if and only if λ ∈ Z. It follows that for λ /∈ Z
there does not exist a global left-action of G on M integrating this infinitesimal
action. On the other hand, it is easy to see that for λ = n ∈ Z, the (global)
left-action Ψ : G×M →M defined by
Ψ(g, x) = (x+ ng)
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integrates the infinitesimal action.
1.5. Example. If in examples [1.3] and [1.4] we change the group G to G = R,
then the projection p : G ×M → G, when restricted to a leaf, will be a bijection
for all λ ∈ R. And it is easy to show that the infinitesimal action of g ∼= R on M
is integrated to the global left-action of G = R on M given by
Ψ(g, x) = x+ λg when M = R or
Ψ(g, x) = x+ λg + Z when M = R/Z.
Looking at the examples [1.1] to [1.5], one could make the following observations.
For an infinitesimal action ρ on a fixed manifold M , the choice of a Lie group with
Lie algebra g influences the existence of a (unique) maximal local action: if the
group is simply connected there always is a maximal local action and if it is not,
only (very) particular cases integrate to a global action. Comparing the examples
[1.1] and [1.2] with the examples [1.3], [1.4] and [1.5] shows another phenomenon: in
the last three cases the fundamental vector fields are complete and the projection of
a leaf of F to G is a covering map, whereas in the first two cases these projections
are not coverings and neither are the fundamental vector fields complete (giving
another argument agains the existence of a global action integrating ρ). The idea
that comes to mind is that the manifold M in the first two examples is “too small”
and that one should enlarge it in such a way that the vector fields become complete.
And that is exactly what is done in the last three examples. This line of reasoning
suggests that, if the vector fields given by the infinitesimal action are not complete,
then we search for a bigger manifold on which we still have an infinitesimal action,
but one on which the vector fields are complete. And then we look at the simply
connected Lie group associated to g and we obtain a global action. Restriction to
the original manifold then would give a local action. That the situation is not as
simple as this suggests is shown in our last example.
1.6. Example. In this last example, we change the setting to higher dimensions
by looking at the classical example of two commuting vector fields whose flows do
not commute [LM87, p353].1 For the manifold M we take R2 minus a square:
M = { (x, y) ∈ R2 | max( |x|, |y| ) > 1 } .
On M we define the two vector fields X and Y by
X (x,y) =
∂
∂x (x,y)
and Y (x,y) =

∂
∂y (x,y)
x ≥ −1
χ′
(
χ−1(y)
) · ∂
∂y (x,y)
x < −1
,
where χ : R→ R is a smooth map satisfying χ′ ≥ 1 everywhere as well as
t ≤ −1 ⇒ χ(t) = t and t ≥ 0 ⇒ χ(t) = t+ 1 .
1At the same time it is an explicit case of the generic example in [Pal57, Thm XXI, p88].
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In particular Y is everywhere the constant vector field ∂y, except in the region to
the left of the (excluded) square max( |x|, |y| ) ≤ 1, where it is a multiple of ∂y, a
multiple which is, on average, greater than 1.
The vector field X The vector field Y
It is immediate that [X,Y ] = 0, and thus these two vector fields define an
infinitesimal action of the 2-dimensional abelian Lie algebra g = R2 on M . On the
other hand, it is an elementary exercise (due to the particular form of Y ) to show
that the flows ΦX and ΦY (of X and Y respectively) are given by the formulæ
ΦX(s, x, y) = (x+ s, y) and
ΦY (t, x, y) =
{
(x, y + t) x ≥ −1
(x, χ
(
χ−1(y) + t)
)
x < −1
.
Due to the excluded square, these flows are not complete, and hence this infinitesi-
mal action can not be integrated to a global action. But there is worse: these flows
do not commute, as we have
ΦX
(
4,ΦY (4,−2,−2)
)
= (2, 3) 6= (2, 2) = ΦY
(
4,ΦX(4,−2,−2)
)
.
The more prosaic explanation is that the flow of Y runs faster (vertically) to the
left of the excluded square than it does to the right, whereas the flow of X always
runs (horizontally) at the same speed everywhere. It follows that it is not possible
to enlarge M to a bigger manifold on which the vector fields X and Y become
complete in such a way that the infinitesimal action integrates to a global action of
the simply connected abelian Lie group R2.
When we search for integral manifolds and leaves of the foliation F which is
given by
F (s,t,x,y) = R · (∂s (s,t) −X (x,y)) +R · (∂t (s,t) − Y (x,y)) ,
the manifold G×M splits into two regions R1 and R2 given by
R1 = { (s, t, x, y) | x ≥ −1 or |y| ≥ 1 }
R2 = { (s, t, x, y) | x < −1 and |y| < 1 } .
On R1 the maximal integral manifolds are given by the equations
x+ s = const. and y + t = const.
whereas on R2 they are given by
x+ s = const. and χ−1(y) + t = const.
We thus have to join these two regions to find the leaves on G×M . The dependence
on s being easy, we concentrate on the (t, x, y) dependence, which allows us to draw
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2-dimensional pictures of this 3-dimensional situation. On R1 the leaves (forgetting
the first coordinate!) are U-formed parts of inclined planes that are put around the
“bar” {t ∈ R}×{max( |x|, |y| ) ≤ 1}. On R2 the leaves are curved razor blades that
are more inclined vertically than the planes in R1. It follows that a single leaf in
R2 connects two “planes” in R1. As a consequence, a single leaf in the full space
G×M is a kind of staircase winding around the bar {t ∈ R}×{max( |x|, |y| ) ≤ 1}.
It follows easily that when we restrict the projection p : G×M → G to a leaf, it is
5 leaves in R1 5 leaves in R2 Just 2 leaves in G×M
always surjective but never injective. In particular, it will never be a covering map
(G = R2 is simply connected so any connected covering must be a bijection).
We will show that these examples (in non-super geometry) are characteristic also
for the super differential geometric setting, allowing us to generalize some of the
results of Palais. Our main results are the following (precise definitions will follow
in the main text).
Theorem. Let G be a connected Lie supergroup with Lie superalgebra g and let ρ
be an infinitesimal action of g on a supermanifold M . Then there exists an action
domain D ⊂ G×M and a smooth local left-action Ψ : D →M integrating ρ.
Theorem. Let G be a connected Lie supergroup with Lie superalgebra g, let ρ be
an infinitesimal action of g on a supermanifold M and let Ψi : D →M , i = 1, 2 be
two smooth local left-actions integrating ρ. Then Ψ1 = Ψ2.
Theorem. Let G be a connected Lie supergroup with Lie superalgebra g and let ρ
be an infinitesimal action of g on a supermanifold M . If (G, ρ) is univalent, then
there exists a (unique) maximal smooth local left-action Ψ : D →M integrating ρ.
Theorem. Let G be a connected Lie supergroup with Lie superalgebra g and let ρ
be an infinitesimal action of g on a supermanifold M . If all vector fields ρ(X) with
X ∈ Bg are complete, then the foliation F is covering.
Theorem. Let G be a simply connected Lie supergroup with Lie superalgebra g and
let ρ be an infinitesimal action of g on a supermanifold M . If all vector fields ρ(X)
with X ∈ Bg are complete, then there exists a (unique) smooth global left-action
Φ : G×M →M integrating ρ.
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We will work with the geometric H∞ version of DeWitt supermanifolds, which
is equivalent to the theory of graded manifolds of Leites and Kostant (see [DeW84],
[Kos77], [Lei80], [Rog07] [Tuy04], [Var04]) and any reader using a (slightly) different
version of supermanifolds should be able to translate the results to her/his version
of supermanifolds (transposing the proofs might be another problem altogether).
Appendix A gives some notational conventions as well as an extremely succinct
overview of our version of H∞ supermanifolds. For the moment it suffices to note
that the basic graded ring is denoted A and that B denotes the body map B : A →
R (which extends to all other super objects).
Our proofs use the same ingredients as in [Pal57], but not necessarily in the same
order. In particular we rely more heavily upon topological arguments. There are
two reasons that prohibit copying directly the proofs in [Pal57]. First of all, the
standard DeWitt topology in super differential geometry is not Hausdorff, so any
argument based on this criterion can not be used. We circumvent this problem by
using the existence of the flow of a smooth vector field on a supermanifold (with
its maximal flow domain). But as this property is deduced in [Pal57], we have to
turn around some of the arguments. A second reason is that for supermanifolds we
have to change our viewpoint from separate objects to families. This is because in
the H∞ category of supermanifolds, fixing some variables in a smooth map does
not yield (in general) a smooth map in the remaining variables. Only when one
chooses real values for some the variables (i.e., values in the body of the source)
will it be guaranteed that the resulting map is smooth in the remaining variables.
This peculiarity is due to the difference between the H∞ and G∞ categories of
supermanifolds. In the H∞ category the only constant functions in the graded ring
of super smooth functions are reals, whereas in the G∞ category all elements of A
belong to the graded ring of smooth functions (as constant functions). In §9.5 this
difference is discussed in more detail and the reader unfamiliar with this subtlety
is urged to read at least this subsection.
In the context of this paper, this peculiarity implies that not all vector fields
ρ(X) will be smooth (only when X belongs to the body of the Lie superalgebra).
Moreover, the individual maps m 7→ Ψ(g,m) for fixed g ∈ G (i.e., the action of
the fixed element g on M) will in general not be smooth, even when Ψ itself is
smooth. A similar problem occurs with foliations: not all leaves will have the
structure of an immersed submanifold. These problems are easily solved by looking
systematically at families of maps, instead of individual maps (this should not come
as a surprise for people working with the sheaf-theoretic/ringed spaces version of
supermanifolds). A particularly useful example is the family of fundamental vector
fields XM = ρ(X). Instead of looking at these vector fields one by one, one could
look at the single vector field ZM on g×M defined by
ZM (X,g,m) = 0 X + ρ(X) m .
In standard differential geometry, if ZM is a smooth vector field, then all vector
fields ρ(X) will be smooth. In super differential geometry however, even if ZM is
smooth, not all individual vector fields ρ(X) will be smooth. That will be guar-
anteed only when X belongs to Bg, the body of g. On the other hand however,
when we are only interested in topological properties, restricting attention to in-
dividual members of a family does not pose any problem. For instance, the map
Ψg : M → M given by Ψg(m) = Ψ(g,m) will always be continuous, even when
INTEGRATING INFINITESIMAL (SUPER) ACTIONS 9
it is not (allowed to be called) differentiable. This explains why we will rely more
heavily on topological arguments.
We now stress that our arguments applies as well to the ordinary differential
geometric context as to the super context. Most of the time the reader will not
even be aware that there is a difference. And when there is a difference, it suffices
to suppress the words/symbols “super,” “body,” “homogeneous” and “B” and to
replace A and A0 by R. This means that the proofs we give here can be seen as
an alternative to/variation of the proofs given in [Pal57], but proofs that generalize
directly to the case of supermanifolds. In the case of ordinary differential geometry,
our reasoning can be simplified slightly, using only differential geometric arguments,
as some of the detours are made especially for the super differential geometric
context.
We finish this introduction with the remark that if M is a real analytic super-
manifold (see also the end of §9.4) and if the vector fields ρ(X) are analytic, then
the (local) actions obtained in our proofs are automatically analytic. The (simple)
reason is that the proofs that the actions are smooth depend only upon the fact
that the flow of the vector field ZM derived from the ρ(X) is smooth. And if these
vector fields are analytic, then so will be the flow of ZM .
2. Generalities on foliations
Definition. Let f : M → N be a map between two topological spaces. We
will say that f is a local homeomorphism if for any m ∈ M there exists an open
neighbourhood U ⊂M of m and an open neighbourhood V ⊂ N of f(m) such that
f : U → V is a homeomorphism.
Definition. Let F ⊂ TM be a foliation of rank k, i.e., an involutive subbundle
of rank k. Let (x1, . . . , xn) be a local system of coordinates on the open subset
U ⊂ M . We will say that the local coordinates (x1, . . . , xn) are adapted to the
foliation if on U the foliation is spanned by the tangent vectors ∂x1 , . . . , ∂xk :
∀m ∈ U : F m =
{ k∑
i=1
αi · ∂xi m | αi ∈ A
}
.
By Frobenius’ theorem, around every point there exists local coordinates adapted
to the foliation. Now let (x1, . . . , xn) be a local coordinate system on U ⊂ M
adapted to the foliation and choose ai ∈ Aεi , i = k + 1, . . . , n (where εi indicates
the parity of the coordinate xi). We then can define the plaque Ua>k by
Ua>k = {m ∈ U | xk+1(m) = ak+1, . . . , xn(m) = an } .
Trivial Lemma. Let (x1, . . . , xn) be local coordinates on U ⊂ M , let ai ∈ Aεi be
arbitrary and let V ⊂M be any open subset. Then (x1, . . . , xn) are local coordinates
on U ∩ V and we have the equality
(U ∩ V )a>k = Ua>k ∩ V .
2.1. Lemma. The collection B of all connected components of all plaques of all
local coordinate systems adapted to the foliation forms the basis of a topology for
M , a topology that is finer than the original topology of M .
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Proof. To prove that B is the basis for a topology, we have to prove the property
∀B1, B2 ∈ B ∀m ∈ B1 ∩B2 ∃B3 ∈ B : m ∈ B3 ⊂ B1 ∩B2 .
So suppose B1, B2 ∈ B and m ∈ B1 ∩B2. By definition there exist local coordinate
systems (x1, . . . , xn) on an open U ⊂M , local coordinates (y1, . . . , yn) on an open
V ⊂M both adapted to the foliation, and ai, bi ∈ Aεi , i > k, such that:
B1 a connected component of Ua>k and
B2 a connected component of Vb>k .
We claim that B3 defined as the connected component of Ua>k ∩ V = (U ∩ V )a>k
containing m satisfies the requirement. It obviously belongs to B and we obviously
have the inclusion B3 ⊂ B1 as it is connected and included in Ua>k . To prove that
it is included in Vb>k , we note that, by definition of coordinate systems, there exist
smooth maps ψi on U ∩ V such that yi = ψi(x1, . . . , xn) on U ∩ V . The fact that
both coordinate systems are adapted to the foliation implies that we must have
( ∂ψj
∂xi
(m)
)k
i,j=1
an invertible matrix and
∂ψj
∂xi
(m) = 0 for i ≤ k and j > k.
In particular, the functions yj = ψj(x1, . . . , xn) with j > k are constant on B3
as it is connected and contained in Ua>k . But because m ∈ Vb>k , we must have
yj(m) = bj for j > k, and thus B3 ⊂ Vb>k . As B3 is connected and contains m, we
thus must have the inclusion B3 ⊂ B2 as wanted.
To show that the associated topology is finer than the original topology, it suffices
to make two remarks. First that we have the obvious equality
U =
⋃
ak+1,...,an
Ua>k .
And second that we can take arbitrary small coordinate systems adapted to the
foliation, simply by taking intersections with arbitrary open subsets (of the original
topology). QED
2.2. Definition. The topology on M defined by the basis given in [2.1] is called
the leaf topology ofM and denoted as TF . In non-graded (non-super) geometry, the
connected components of M with respect to this topology are exactly the leaves of
the foliation, i.e., the immersed maximal integral manifolds of the foliation. In super
geometry some (most) of the connected components do not have the structure of an
immersed submanifold, and thus are not leaves according to the official definition.
That is why, in the super differential geometric context, we “have to” use the leaf
topology: the collection of all immersed maximal integral manifolds do not fill up
the manifoldM . Via the connected components for the leaf topology we have acces
to “all” leaves. But then we have to forego differential geometric arguments, as
these connected components do not in general have the structure of an immersed
supermanifold.
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2.3. Lemma. Let (x1, . . . , xn) be a local system of coordinates on the open set U
adapted to the foliation. Then the topology on a plaque Ua>k induced by the leaf
topology is the same as the the one induced by the original topology on M .
Proof. As the leaf topology is finer than the original topology, it follows immediately
that the topology induced on Ua>k by the original topology is included in the
topology induced on Ua>k by the leaf topology.
For the converse, choose m ∈ Ua>k and a basic open neighbourhood B2 of m
for the leaf topology, i.e., B2 is the connected component of some plaque Vb>k . In
the proof of [2.1] we have shown that B3, the connected component of (U ∩ V )a>k
containing m, is included in the intersection Ua>k ∩ B2. As (x1, . . . , xn) are local
coordinates on U ∩ V adapted to F , it follows that there exists an open set m ∈
W ⊂ U ∩ V of the form W = W1 ×W2 with (x1, . . . , xk) local coordinates on W1
and (xk+1, . . . , xn) local coordinates on W2. Moreover, we may assume that W1 is
connected. We thus have:
W1 × {(ak+1, . . . , an)} = Wa>k ⊂ (U ∩ V )a>k .
As m belongs to the connected set W1 × {(ak+1, . . . , an)} = Wa>k , it follows that
we have the inclusions
W ∩ Ua>k = Wa>k ⊂ B3 ⊂ Ua>k ∩B2 .
This shows that any open neighbourhood in Ua>k of m for the topology induced by
the leaf topology contains an open neighbourhood in Ua>k of m for the topology
induced by the original topology of M . And hence the topology on Ua>k induced
by the original topology is finer than the one induced by the leaf topology. QED
Remark. While it is true that the topology on a plaque Ua>k is the same whether
induced by the original topology or by the leaf topology, it is not true that the
topology on a connected component of the leaf topology is induced by the original
topology. It suffices to think of the torus (R/Z)2 foliated by lines with an irrational
slope. The connected components are the leaves of this foliation, which are home-
omorphic to the real line. But as these lines are dense in the torus, the topology
induced on such a leaf by the topology of the torus is not the same as the topology
of the real line: no finite interval on the line can be the intersection of an open set
in the torus with a leaf.
3. Global, local and infinitesimal actions
Notation and conventions. Starting this section, M will always be a superman-
ifold of total dimension n, G will be a connected Lie supergroup of total dimension
d, e ∈ G denoting the identity element, and g will be the Lie superalgebra of G,
seen as the set of left-invariant vector fields on G (which thus is isomorphic to the
tangent space at e ∈ G). When needed, f1, . . . , fd will be a homogeneous basis of
g.
The flow of a smooth vector field will always be denoted by the greek letter Φ;
a subscript will indicate for which vector field it is the flow and a superscript will
indicate a component with respect to some direct product structure.
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3.1. Definitions. • For any X ∈ g we denote by Xr the right-invariant vector
field on G whose value at e is X ∈ g ∼= TeG.
• An action domain is an open subset D ⊂ G×M satisfying the two conditions
(i) {e} ×M ⊂ D and
(ii) for all m ∈M the set Dm ⊂ G defined by
g ∈ Dm ⇐⇒ (g,m) ∈ D
is connected (and thus a connected open neighbourhood of e ∈ G).
• Let M be a supermanifold and G a connected Lie supergroup. A smooth
local left-action of G on M (or simply a local action of G on M) is a smooth map
Ψ : D →M defined on an action domain D ⊂ G×M satisfying the two conditions
(i) for all m ∈M : Ψ(e,m) = m and
(ii) if (g,m) and (hg,m) belong to D and if
(
h,Ψ(g,m)
)
belongs to D, then we
have the equality
Ψ
(
h,Ψ(g,m)
)
= Ψ(hg,m) .
If D = G×M , the action is called global.
• Let ckij ∈ R be the structure constants of g associated to the basis f1, . . . , fd :
[fi, fj ] =
∑d
k=1 c
k
ij fk. An even (left-)linear map ρ from g to the space Γ(TM) of
sections of the tangent bundle TM of a supermanifold M is called a smooth rep-
resentation of g on M or an infinitesimal action of g on M (in the context of this
paper we prefer the latter) if the vector fields ρ(fi) are smooth (necessarily of the
same parity as fi because ρ is assumed to be even) and satisfy the commutation
relations [ρ(fi), ρ(fj)] =
∑d
k=1 c
k
ij ρ(fk). An equivalent condition would be to re-
quire that ρ(X) is smooth for all X ∈ Bg (the X ∈ g having real coordinates) and
such that [ρ(X), ρ(Y )] = ρ([X,Y ]) for all X,Y ∈ Bg.
• If ρ is an infinitesimal action of g on M , then the three even smooth vector
fields ZR, ZM and ZA on g0 ×G, g0 ×M and g0 ×G×M respectively are defined
by
ZR (X,g) = 0 X +X
r
g , ZM (X,m) = 0 X − ρ(X) m
and ZA (X,g,m) = 0 X +X
r
g − ρ(X) m .
Their flows are denoted by ΦR, ΦM and ΦA respectively. It is immediate that ΦR
is defined on the whole of A0 × g0 ×G (i.e., ZR is complete) and that it is given in
terms of the exponential map by
ΦR(t,X, g) =
(
X, exp(tX)g
)
.
(Nota Bene: it might be better to say that the exponential map is defined by this
equation in terms of the flow of ZR, but that is of less importance here.) On the
other hand, the flow ΦM is defined on an open subsetWM ⊂ A0×g0×M satisfying
the condition that for each (X,m) ∈ g0 ×M the set
I(X,m) = { t ∈ A0 | (t,X,m) ∈WM } = A0 × {(X,m)} ∩WM ⊂ A0
or equivalently
I(X,m) × {(X,m)} =
(A0 × {(X,m)}) ∩WM ⊂ A0
is connected and contains 0 (the domain of definition of the maximal integral curve
passing at t = 0 through (X,m), but in super differential geometry not all these
separate curves are differentiable).
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Remarks. • The data of a (left-)linear map ρ from g to the space of sections of
the tangent bundle TM such that the vector fields ρ(fi) are smooth of the same
parity as fi is completely encoded in the single even smooth vector field ZM :
ZM (X,m) = 0X −
d∑
i=1
Xi · ρ(fi) m ,
where X =
∑d
i=1X
i · fi is the decomposition of X ∈ g with respect to the given
basis. Since the ρ(fi) are smooth, the last equality immediately shows that ZM is
indeed smooth on the product g0 ×M . With a slight abuse of notation, one could
say that we have ZM (X,m) = −ρ(X) m, i.e., ZM at (X,m) equals −ρ(X) at m.
•We can extend the idea of the global vector field ZM to encode the commutation
property. To do so, we consider the two global smooth vector fields Z1 and Z2 on
g× g×M defined by
Z1 (X,Y,m) = 0 X + 0 Y + ρ(X) m , Z2 (X,Y,m) = 0 X + 0 Y + ρ(Y ) m .
With the same abuse of notation as above, we thus can write Z1 (X,Y,m) = ρ(X) m
and Z2 (X,Y,m) = ρ(Y ) m. The commutation condition can then be stated as saying
that we should have the equality [Z1, Z2] (X,Y,m) = ρ([X,Y ]) m. The passage via
the smooth vector fields Z1 and Z2 avoids the problem that the individual vector
fields ρ(X) need not be smooth, and thus that their commutator is not defined.
• The domain of definition of the flow of a vector field is a particular case of an
action domain for the group G = A0 and the flow itself is a particular case of a
local action of A0 on the supermanifold.
3.2. Lemma. Let Ψ : D → M be a local action of a Lie supergroup G on a
supermanifold M and let g be the Lie superalgebra of G. Then the map ρ : g →
Γ(TM) defined by
ρ(X) m = −ι(Xr e + 0 m)TΨ
is an infinitesimal action of g on M .
Proof. That ρ is left-linear and even is immediate because TΨ is. If X belongs to
Bg, the right-invariant vector field Xr on G is smooth. It follows immediately that
the vector field X (g,m) = Xr g + 0m on G×M is smooth, and thus its restriction
to D ⊂ G×M is smooth. As TΨ is smooth, the composite map
m 7→ (e,m) 7→ X (e,m)
7→ −ι(X (e,m))TΨ = −ι(Xr e + 0 m)TΨ = ρ(X) m
is smooth.
We now claim that we have the stronger equality
(3.3) ι(X (g,m))TΨ = −ρ(X) Ψ(g,m)
for all (g,m) ∈ D, not only for all (e,m). To prove this, we need the fact that Ψ
is a local action. If we forget for the moment that it is only local, we can state the
action property as the equality Ψ
(
h,Ψ(g,m)
)
= Ψ(hg,m), both sides of which can
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be seen as a composition of two smooth maps:
(3.4)
(h, g,m) 7→ (h,Ψ(g,m)) 7→ Ψ(h,Ψ(g,m)) and
(h, g,m) 7→ (hg,m) 7→ Ψ(hg,m) .
When we apply the tangent map of these two smooth maps to the tangent vector
Xr e + 0 g + 0 m, we get (for Ψ
(
h,Ψ(g,m)
)
)
Xr e + 0 g + 0 m 7→ Xr e + 0 Ψ(g,m) 7→ −ρ(X) Ψ(g,m)
and (for Ψ(hg,m))
Xr e + 0 g + 0 m 7→ Xr g + 0 m = X (g,m) 7→ ι(X (g,m))TΨ ,
proving our claim.
However, as Ψ is not (necessarily) defined on the whole of G×M , we have to be
careful with the domains of definition of these two maps. We thus choose (go,mo) ∈
D arbitrarily. As D is an action domain, there exists an open neighbourhood V1
of e ∈ G and U1 of Ψ(go,mo) such that V1 × U1 ⊂ D. We now recall that right-
translation Rg, h 7→ hg is always a homeomorphism of G (it is a diffeomorphism
when g belongs to BG). It follows that Rg(V1) = V1·g is an open neighbourhood
of g. As Ψ is smooth and thus in particular continuous, there exists an open
neighbourhood W ⊂ D of (go,mo) such that Ψ(W ) ⊂ U1. By taking a smaller
V1 if necessary, we may suppose that there exists an open neighbourhood U2 of
mo such that V1·go × U2 ⊂ W . Finally, as multiplication is smooth, there exists a
neighbourhood V2 of e ∈ G such that V2 · V2 ⊂ V1, and thus in particular V2 ⊂ V1.
With these preparations we claim that both maps in (3.4) are defined (and thus
smooth) on V2 × (V2·go) × U2. We thus take (h, g,m) ∈ V2 × (V2·go) × U2 and we
investigate both maps. For the first map we have (g,m) ∈ (V2·go) × U2 ⊂ W and
thus (by definition of U2 and W )
(g,m) ∈ (V2·go) × U2 =⇒ (g,m) ∈ W =⇒ Ψ(g,m) ∈ U1 .
But then
(
h,Ψ(g,m)
) ∈ V2 × U1 ⊂ V1 × U1 ⊂ D, and thus Ψ applies. For the
second map we have (h, g) ∈ V2× (V2·go) and thus hg ∈ V2·V2·go ⊂ V1·go. But then
(hg,m) ∈ (V1·go)×U2 ⊂ D, proving (again) that Ψ applies. This finishes the proof
of the stronger equality, as we have shown that it is valid in an open neighbourhood
of an arbitrary point (go,mo) ∈ D.
But this stronger equality says that the vector fields X on D and −ρ(X) on
M are related by TΨ. As related smooth vector fields have related commutators,
it follows immediately that for X,Y ∈ Bg the (smooth) vector fields [X , Y ] and
[−ρ(X),−ρ(Y ) ] = [ ρ(X), ρ(Y ) ] are related by TΨ. But [X , Y ] = −[X,Y ] (the
commutator of right-invariant vector fields is the opposite of the commutator of
the corresponding left-invariant vector fields), proving that we have the equality
ρ([X,Y ]) = [ρ(X), ρ(Y )] for X,Y ∈ Bg (and thus in particular for the basis ele-
ments). QED
Definition. Let Ψ : D → M be a local action of G on M and let ρ : g → Γ(TM)
be the associated infinitesimal action of g on M according to [3.2]. We then say
that the local action Ψ integrates the infinitesimal action ρ.
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3.5. Lemma. Using ingredients and notation as in [3.1], we have the following
properties.
(i) There exists a smooth function ΦMM : WM → M such that the flow ΦM is
given by
ΦM (t,X,m) =
(
X,ΦMM (t,X,m)
)
.
(ii) A0 × {0} ×M ⊂WM and for all (t,m) ∈ A0 ×M we have ΦMM (t, 0,m) = m.
(iii) The domain of definition WA ⊂ A0 × g0 ×G×M of the flow ΦA is given by
(3.6) WA = { (t,X, g,m) | (t,X,m) ∈WM }
and its flow ΦA by
(3.7) ΦA(t,X, g,m) =
(
X, exp(tX)g,ΦMM (t,X,m)
)
.
Proof. • (i): Since ΦM is smooth, the composition with the projections onto either
g0 of M is smooth. As the vector field ZM is zero in the direction of X, the
X-component of ΦM must be constant, proving (i).
• (ii): If we denote by j : M → g0 × M the injection j(m) = (0,m), it is
immediate that Tj intertwines the zero vector field on M and ZM on g0 ×M . It
follows that j intertwines their flows. But the flow of the zero vector field is defined
for all time and is given by the identity: Φ0(t,m) = m. Hence
ΦM (t, 0,m) = ΦM
(
t, j(m)
)
= j
(
Φ0(t,m)
)
= j(m) = (0,m)
is also defined for all t ∈ A0, i.e., for all t and all m we have (t, 0,m) ∈ WM and
ΦMM (t, 0,m) = m.
• (iii): If we denote by p12 and p13 the projections p12 : g0 ×G×M → g0 ×G,
(X, g,m) 7→ (X, g) and p13 : g0 ×G×M → g0 ×M , (X, g,m) 7→ (X,m), then it is
immediate that their tangent maps intertwine the vector fields:
Tp12(ZA (X,g,m)) = ZR (X,g) and Tp13(ZA (X,g,m)) = ZM (X,m) .
It follows that these maps intertwine their flows:
p12
(
ΦA(t,X, g,m)
)
= ΦR
(
t, p12(X, g,m)
)
= ΦR(t,X, g) =
(
X, exp(tX)g
)
and
p13
(
ΦA(t,X, g,m)
)
= ΦM
(
t, p13(X, g,m)
)
= ΦM (t,X,m)
=
(
X,ΦMM (t,X,m)
)
.
As the flow ΦA necessarily is of the form
ΦA(t,X, g,m) =
(
Φg0A (t,X, g,m),Φ
G
A(t,X, g,m),Φ
M
A (t,X, g,m)
)
for smooth functions Φg0A , Φ
G
A, Φ
M
A with values in g0, G and M respectively, the
expression (3.7) for ΦA follows immediately. But it also shows that the domain of
definition WA of ΦA contains at least the set on the right hand side of (3.6). And
as the flow can not be defined for values of t ∈ A0 for which the projection is not
defined, WA must be given by this expression. QED
3.8. Remark. If we look at a submanifold {X}×M ⊂ g0×M , then the restriction
of the vector field ZM is tangent to this submanifold and equals the vector field
−ρ(X). It follows that we can interpret the map (t,m) 7→ ΦM (t,X,m) as the flow
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of this vector field. In the non-graded case this means that we can group the flows
of all these vector fields together to form the flow of ZM , the only bonus of looking
at ZM being that we automatically have a smooth dependence on X. On the other
hand, in the super case, not all subsets {X}×M are genuine submanifolds and not
all ρ(X) are smooth vector fields. And thus in the super case, the passage via ZM
is obligatory. Analogous remarks hold for the vector fields ZA and ZR.
3.9. Lemma. The vector field ZA on g0 × G ×M is complete if and only if the
vector field ZM on g0 ×M is complete, which is the case if and only if all vector
fields ρ(X) with X ∈ Bg0 are complete on M , which is the case if and only if all
vector fields ρ(X) with X ∈ Bg0 are complete on BM .
Proof. That ZA is complete if and only if ZM is complete is a direct consequence of
[3.5.iii]. On the other hand, the domain of definition of the flow of a smooth vector
field on a supermanifold is completely determined by the domain of definition of
the flow of the body of the vector field on the body of the supermanifold [Tuy04,
V.4.10]. As we have
BZM (X,m) = 0 BX − ρ(BX) Bm ,
and as these objects live in ordinary differential geometry, we can apply the argu-
ment of [3.8] and conclude that the flow of BZM consists of the family of flows
for the separate (smooth!) vector fields ρ(BX). It follows that ZM is complete if
and only if all vector fields ρ(X), X ∈ Bg0 are complete on BM . Reversing the
argument on the domain of a flow, this will be the case if and only if all (smooth)
vector fields ρ(X), X ∈ g0 are complete on M . QED
3.10. Lemma. Let Ψ : D →M be a local action of G onM , letWD ⊂ A0×g0×M
be defined as
WD =
{
(t,X,m) | (exp(tX),m) ∈ D }
and let WΨ ⊂WD be the largest action domain (for the abelian group A0) contained
in WD. Then we have the two properties
(i) A0 × {0} ×M ⊂WΨ ⊂WM and
(ii) for all (t,X,m) ∈WΨ we have Ψ
(
exp(tX),m
)
= ΦMM (t,X,m).
Proof. As D is open, it follows immediately (by continuity of exp among others)
that WD is open in A0 × g0 ×M . Moreover, as D is an action domain, we have
{0} × g0 ×M ⊂WD. This implies immediately that there exists an action domain
(with respect to the abelian group A0) contained in WD, hence the largest exists
too.
• (i): For any m ∈ M we have (0, 0,m) ∈ WD which is open. Hence there exist
open neighbourhoods I ⊂ A0 of 0 ∈ A0, V ⊂ g0 of 0 ∈ g0 and U ⊂ M of m such
that I × V × U ⊂WD. By definition of the DeWitt topology (on A0), there exists
ε > 0 such that we have
|Bt| < ε =⇒ t ∈ I .
Now let to ∈ A0 be arbitrary. In order to show (to, 0,m) ∈ WΨ, we define δ =
max(1, |Bto|) > 0 (we need the max with 1 to avoid dividing by 0 lateron) and the
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set V ′ ⊂ g0 by
X ∈ V ′ ⇐⇒ 2δX
ε
∈ V .
It follows immediately that V ′ is an open neighbourhood of 0 ∈ g0. Moreover, for
all t ∈ A0 verifying |Bt| < 2δ and all X ∈ V ′ we have
tX =
εt
2δ
· 2δX
ε
and
εt
2δ
∈ I , 2δX
ε
∈ V .
It follows that we have the inclusion
{ |Bt| < 2δ } × V ′ × U ⊂WD .
But then the set
WΨ ∪ { |Bt| < 2δ } × V ′ × U
also is an action domain (for the group A0), because { |Bt| < 2δ } is connected and
V ′ and U open. Hence by maximality of WΨ we must have the inclusion
{ |Bt| < 2δ } × V ′ × U ⊂WΨ .
As |Bto| ≤ δ < 2δ, we thus have shown that (to, 0,m) ∈WΨ as wanted.
• (ii): We define the (auxiliary) map Φ : WΨ → g0 ×M by
Φ(t,X,m) =
(
X,Ψ(exp(tX),m)
)
and we note that we have the initial condition Φ(0, X,m) = (X,m) (because
Ψ(e,m) = m). We now claim that this Φ also satisfies the differential equation
ι(∂t (t,X,m))TΦ = ZM Φ(t,X,m) .
We start with the observation that the M -component of Φ is the composition of
several maps:
(t,X,m) 7→ (tX,m) 7→ (exp(tX),m) 7→ Ψ(exp(tX),m) .
We thus follow what happens to the tangent vector ∂t (t,X,m):
∂t (t,X,m) 7→ X (tX,m) 7→ Xr (exp(tX),m) ≡ Xr exp(tX) + 0 m
and Xr exp(tX) + 0 m 7→ −ρ(X) Ψ(exp(tX),m) ,
where the last line follows from (3.3), a result obtained in the proof of [3.2]. Adding
the zero tangent vector in the direction of X immediately proves our claim. Unique-
ness of the flow of a vector field then tells us that we must have WΨ ⊂ WM and
that Φ and ΦM coincide on WΨ. QED
4. The foliation and uniqueness
4.1. Definition. Let ρ be an infinitesimal action of g on M . Then F is the
distribution (subbundle) F ⊂ T (G×M) spanned by the smooth vector fields fri −
ρ(fi). More precisely:
F (g,m) =
{ d∑
i=1
Xi ·
(
fri g − ρ(fi) m
) | Xi ∈ A }
=
{
Xr g − ρ(X) m | X ∈ g
}
.
Denoting by p : G×M → G the canonical projection p(g,m) = g, it is immediate
that the tangent map T(g,m)p : T(g,m)(G × M) → TgG is an isomorphism from
F (g,m) to TgG.
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Lemma. The distribution F ⊂ T (G ×M) is involutive, i.e., F is a foliation on
G×M .
Proof. For the right-invariant vector fields fri on G we have the equalities [fri , frj ] =
−∑dk=1 ckij frk . It then follows immediately from the fact that ρ is an infinitesimal
action and the use of the minus sign in the definition of F that it is involutive.
QED
Terminology. We will talk about “leaf-open” subsets and “leaf-continuous” maps
whenever we equip G×M with the leaf topology TF [2.2] associated to the foliation
F defined in [4.1] and when this space appears alone or in a direct product.
4.2. Lemma. Let (g,m) ∈ G×M be arbitrary and let E be a graded vector space
of the same dimension as M . Then there exists an open neighbourhood U˜ ⊂ G×M
of (g,m), an open neighbourhood V ⊂ G of g, an open subset O ⊂ E0 and a
diffeomorphism ϕ : U˜ → V ×O with the following properties.
(i) V is a connected coordinate neighbourhood with (local) coordinates (y1, . . . , yd).
(ii) (y1, . . . , yd, xd+1, . . . , xd+n) is a (local) coordinate system on U˜ (via ϕ) adapted
to the foliation F , where xd+1, . . . , xd+n are (global) coordinates on E0.
(iii) On U˜ we have the equality p = p1 ◦ϕ, where p1 : V ×O → V is the canonical
projection.
U˜
ϕ↙ ↘p
V ×O −−→
p1
V
Proof. A sloppy but rather short proof would be the following argument. Let U
be an open neighbourhood of (g,m) with local coordinates x1, . . . , xd+n adapted
to the foliation F and let y1, . . . , yd be local coordinates in an open neighbourhood
of g ∈ G. As the foliation is spanned by the tangent vectors ∂xi , i ≤ d and as the
tangent map of the projection p : G ×M → G is an isomorphism from F(g,m) to
TgG, it follows that the d× d matrix( ∂yi
∂xj
(g,m)
)d
i,j=1
is invertible. By the inverse function theorem it follows that there exists an open
neighbourhood U˜ ⊂ U of (g,m) such that y1, . . . , yd, xd+1, . . . , xd+n forms a local
system of coordinates (on U˜ ⊂ G ×M) adapted to the foliation. Without loss of
generality (by taking smaller U˜ and V if necessary) we may assume that U˜ is of
the form V ×O with (xd+1, . . . , xd+n) local coordinates on O, where O is an open
(coordinate) subset of a the even part of a graded vector space of the same graded
dimension as M .
The sloppiness of this argument lies in the fact that we are mixing subsets of
the manifold with the coordinate charts (which are images by maps from subsets
of the manifold to sets in a (graded) vector space). If we want to be a bit more
precise, we start by introducing a second graded vector space F , this time of the
same graded dimension as G. Then any coordinate system on G×M is a bijective
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map ϕ˜ : U˜ → O˜ ⊂ (F ×E)0 from an open set U˜ ⊂ G×M to an open set O˜ in the
even part of the graded vector space F × E. Writing the image with respect to a
homogeneous basis e1, . . . , ed, ed+1, . . . , ed+n of F ×E (with e1, . . . , ed a basis of F
and ed+1, . . . , ed+n one of E) as
ϕ˜(g,m) =
d+n∑
i=1
ϕ˜i(g,m) · ei ≡
d+n∑
i=1
xi(g,m) · ei
then provides us with the coordinate functions xi on the coordinate chart U˜ . Sim-
ilarly, a system of local coordinates on G is a bijective map χ : V → V˜ ⊂ F0 from
an open subset V ⊂ G to an open subset V˜ ⊂ in the even part of F0. And then the
local coordinates yi are defined by
χ(g) =
d∑
i=1
χi(g) · ei ≡
d∑
i=1
yi(g) · ei .
Replacing U˜ by U˜ ∩ p−1(V ) and O˜ by ϕ˜(p−1(V )) ∩ O˜ = ϕ˜(U˜ ∩ p−1(V )), we may
assume that p(U˜) ⊂ V and thus that the map
χ ◦ p ◦ ϕ˜−1 : O˜ → V˜
is well defined.
The fact that the coordinates x1, . . . , xd+n are adapted to the foliation and that
the foliation projects bijectively onto the tangent space of G then translates as the
fact that the d× d matrix(∂(χi ◦ p ◦ϕ−1)
∂xj
(
ϕ(g,m)
))d
i,j=1
is invertible. Introducing the map ρ : O˜ → V˜ × E0 by
ρ(x1, . . . , xd+n) =
(
(χ1 ◦ p ◦ ϕ˜−1)(x1, . . . , xd+n), . . . ,
(χd ◦ p ◦ ϕ˜−1)(x1, . . . , xd+n), xd+1, . . . , xd+n
)
it follows that the Jacobian matrix of ρ at ϕ˜(g,m) is invertible. By the inverse
function theorem we deduce the existence of open subsets O˜′ ⊂ O˜ and O˜′′ ⊂ V˜ ×E0
such that
ρ : O˜′ → O˜′′
is a diffeomorphism. Taking a smaller O˜′′, we may assume that this open subset
is of the form O˜′′ = V˜ ′′ × O for some open subset V˜ ′′ ⊂ V˜ and an open subset
O ⊂ E0.
U˜
ϕ˜−−−→ O˜ O˜ ⊃ O˜′
p ↓ ↓ χ ◦ p ◦ ϕ˜−1 ρ ↓ ↓ ρ
V
χ−−−→ V˜ V˜ × E0 ⊃ O˜′′ = V˜ ′′ ×O
.
With these preparations we replace U˜ by ϕ˜−1(O˜′) and V by χ−1(V˜ ′′) and we
define (with the new U˜ and V ) ϕ : U˜ → V ×O by
ϕ = (χ−1 × id) ◦ ρ ◦ ϕ˜ .
It then follows immediately that ϕ is a local coordinate system and that we have
p1 ◦ϕ = p1 ◦ (χ−1 × id) ◦ ρ ◦ ϕ˜
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= χ−1 ◦ (p1 ◦ ρ) ◦ ϕ˜ = χ−1 ◦ (χ ◦ p ◦ ϕ˜−1) ◦ ϕ˜ = p .
Moreover, as ϕ˜ is adapted to the foliation and as the maps χ−1× id and ρ send the
subspace span(∂x1 , . . . , ∂xd) ⊂ T(x1,...,xd+n)(F0 ×E0) to itself, the map ϕ is again a
coordinate system adapted to the foliation. QED
4.3. Proposition. The map p : G ×M → G is a local leaf-homeomorphism, and
thus in particular leaf-continuous.
Proof. What we have to show is that for all (g,m) ∈ G ×M there exists a leaf-
open neighbourhood W of (g,m) and an open neighbourhood V of g such that
p : W → V is a homeomorphism (when W is equipped with the topology induced
by the leaf topology). So choose (g,m) ∈ G ×M and let U˜ , V , O and ϕ be as
in [4.2]. It follows immediateley that the plaque W ≡ U˜a>d (which is a leaf-open
neighbourhood of (g,m) for a suitable choice of a) is given by
U˜a>d = ϕ
−1(V × {(ad+1, . . . , ad+n)}) .
As the topology on V ×O is the product topology, the map
p1 : V × {(ad+1, . . . , ad+n)} → V
is a homeomorphism. But ϕ is a diffeomorphism, hence
p : U˜a>d ≡ ϕ−1
(
V × {(ad+1, . . . , ad+n)}
)→ V
is a homeomorphism when U˜a>d is equipped with the topology induced by the
topology of G ×M . As this is the same topology as the one induced by the leaf-
topology [2.3], it follows that p : U˜a>d → V is a leaf-homeomorphism.
QED
4.4. Lemma. The map R : (G ×M) × G → G ×M defined as R((g,m), h) =
(gh,m) is leaf-continuous. In particular for a fixed h ∈ G the map Rh : G×M →
G×M defined as Rh(g,m) = (gh,m) is a leaf-homeomorphism.
Proof. Choose
(
(g,m), h
) ∈ (G×M)×G and a basic leaf-open neighbourhood V cb>d
of (gh,m), which means that V ⊂ G ×M is an open neighbourhood of (gh,m)
with local coordinates y1, . . . , yd+n adapted to the foliation (and as before, the
superscript c indicates that we take the appropriate connected component). As R
is smooth, it is in particular continuous (for the original topology), so there exist
open neighbourhoods U ⊂ G ×M and W ⊂ G of (g,m) and h respectively such
that R(U ×W ) ⊂ V . By taking a smaller U if necessary, we may assume without
loss of generality that there exists local coordinates x1, . . . , xd+n on U adapted to
the foliation. By taking a smaller W if necessary, we may also assume that W is
connected.
Now consider the vector field XP on (G×M)×G defined as
XP ((g,m),h) = f
r
i g − ρ(fi) m + 0 h ,
where fi is one of the basis elements of the Lie superalgebra g. Then, as fri is
right-invariant, it follows immediately that the tangent map of R produces the
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image
ι(XP ((g,m),h))TR = f
r
i gh − ρ(fi) m .
With a slight abuse of notation, this means that TR maps the foliation F (extended
to the product (G×M)×G) to itself. If we now denote by zi local coordinates on
W ⊂ G, then we can write (for any 1 ≤ i ≤ n+ d):
yi = Ri(x, z) .
But on U ×W the foliation is spanned by ∂xi for i ≤ d and on V it is spanned by
∂yi for i ≤ d. The fact that R maps the foliation to itself thus implies that we must
have
∂Ri
∂xj
(x, z) = 0 for i > d and j ≤ d.
And thus yi, i > d is constant on the connected set U ca>d ×W , which implies that
we have the inclusion
R(U ca>d ×W ) ⊂ V cb>d
as wanted. QED
4.5. Proposition. The flow ΦA is leaf-continuous.
Proof. What we have to show is the following. Suppose we are given a point
(to, Xo, go,mo) ∈ WA ⊂ A0 × g0 × G × M , an open set W1 ⊂ g0 and a basic
open set V cb>d ⊂ G ×M for the leaf topology (where the superscript c here and
in the sequel indicates that we take the appropriate connected component) such
that ΦA(to, Xo, go,mo) ∈ W1 × V cb>d . Then we have to find open neighbourhoods
I0 ⊂ A0 of to, W0 ⊂ g0 of Xo and (Uo)ca>d ⊂ G ×M (a basic open set for the leaf
topology) of (go,mo) such that we have the inclusion
ΦA(I0 ×W0 × (U0)ca>d) ⊂W1 × V cb>d .
To prove this, we proceed in two steps. In the first step we show that it is true for
all points in WA with t “sufficiently small.” And in the second step we show that
it is true for all points in WA.
For the first step, we start with a local coordinate system x1, . . . , xd+n on an
open set U ⊂ G ×M adapted to the foliation. It follows immediately that the
vector field ZA has the local expression on g0 × U
ZA (Xi,xj) =
d∑
i,j=1
Xi · Fij(x) · ∂
∂xj (Xi,xj)
,
where Xi denote the coordinates of X ∈ g0 with respect to the fixed basis f1, . . . , fn
of g: X =
∑d
i=1Xi fi, and where Fij are smooth functions on G ×M (for fixed i
they represent the coefficients of the smooth vector field fri − ρ(fi) on G×M with
respect to the coordinate system x). Local existence and uniqueness of the solutions
of ordinary differential equations then tells us that for any (Xo, go,mo) ∈ g0 × U
there exists a connected open neighbourhood Io ⊂ A0 of 0, a connected open
neighbourhood Wo ⊂ g0 of Xo and an open neighbourhood Uo ⊂ U of (go,mo)
such that there exists a (unique) local flow
ΦA : Io ×Wo × Uo → g0 × U
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for the restriction of the vector field ZA to g0 × U . As the coordinates Xi and xj
can be used as well in the source as in the target space of this local flow ΦA, and
because the components of ZA in the direction of ∂Xi and ∂xj for j > d are zero,
we can write this local flow sloppily as (using that Io is connected)
ΦA(t,Xi, xj) =
(
Xi, xj(t)
)
with xj(t) = xj for j > d.
Now let (t,X, g,m) ∈ Io × Wo × Uo be arbitrary and let W1 × V cb>d be a basic
open neighbourhood of ΦA(t,X, g,m) for the leaf topology. As ΦA(t,X, g,m) also
belongs to g0×U , there exists ad+1, . . . , ad+n such that ΦA(t,X, g,m) ∈W1×Ua>d .
According to the proof of [2.1], we thus have
ΦA(t,X, g,m) ∈W1 × (V ∩ U)ca>d ⊂W1 × V cb>d .
As ΦA is continuous for the usual topologies, there exist connected open neigh-
bourhoods I ′o ⊂ Io of t, W ′o ⊂Wo of X and U ′o ⊂ Uo of m such that we have
ΦA(I
′
o ×W ′o × U ′o) ⊂W1 × (U ∩ V ) .
As xj(t) = xj for j > d we have (using connectedness!)
ΦA(I
′
o ×W ′o × (U ′o)ca>d) ⊂W1 × (U ∩ V )ca>d ⊂W1 × V cb>d ,
which shows that ΦA is continuous for the leaf topology at (t,X, g,m). We thus
have shown that for all points (Xo, go,mo) ∈ g0 × G × M there exists an open
neighbourhood Io×Wo×Uo of (0, Xo, go,mo) ∈WA such that ΦA is leaf-continuous
for all points in this neighbourhood.
For the second step we fix (X, g,m) and define C ⊂ A0 as
C = { t ∈ A0 | (t,X, g,m) ∈WA
and ΦA leaf-continuous at (t,X, g,m) } .
We then note that according to the first step, C contains on open interval containing
0. So let t ∈ C such that (t,X, g,m) ∈ WA. We now apply the first step to the
point ΦA(t,X, g,m) and conclude that there exist open subsets Io ⊂ A0 containing
0, Wo ⊂ g0 and Uo ⊂ G×M such that ΦA(t,X, g,m) ∈Wo×Uo and such that ΦA
is leaf-continuous at all points in Io ×Wo × Uo ⊂WA.
As ΦA is continuous, Φ−1A (Wo×Uo) ⊂WA is open, and thus there exists an open
interval I2 ⊂ A0 containing t such that we have the inclusion ΦA(I2×{(X, g,m)}) ⊂
Wo × Uo and (of course) I2 × {(X, g,m)} ⊂ WA. As Io is open and contains 0, we
may assume (by taking a smaller I2 if needed) that we also have the inclusion
I2 − I2 ≡ { s− s′ | s, s′ ∈ I2 } ⊂ Io .
Now take t′′ ∈ I2 arbitrary and note that, because t is in the closure of C, there
exists t′ ∈ C ∩ I2. And thus in particular ΦA is leaf-continuous at (t′, X, g,m). On
the other hand, we have ΦA(t′, X, g,m) ∈ Wo × Uo and t′′ − t′ ∈ I2 − I2 ⊂ Io and
thus
(
t′′ − t′,ΦA(t′, X, g,m)
) ∈ Io ×Wo × Uo ⊂WA. We thus can apply the group
law to obtain the equality
ΦA(t
′′, X, g,m) = ΦA
(
t′′ − t′,ΦA(t′, X, g,m)
)
.
But by the same token we have that ΦA is leaf-continuous at (t′, X, g,m) and at(
t′′ − t′,ΦA(t′, X, g,m)
)
. And thus by composition of maps, ΦA is leaf-continuous
at (t′′, X, g,m). It follows that C is open and closed in
(A0 × {(X, g,m)}) ∩WA,
which is connected. And thus we have the equality C =
(A0 × {(X, g,m)}) ∩WA.
The final conclusion is that ΦA is leaf-continuous at all points of WA. QED
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Convention. We now fix once and for all an open neighbourhood DE ⊂ g0 of
0 ∈ g0 such that exp : DE → G is a diffeomorphism onto its image IE = exp(DE),
which thus is an open neighbourhood of e ∈ G.
4.6. Definition/Construction. For any (g,m) ∈ G ×M and any open neigh-
bourhood V ⊂ IE of e ∈ G such that
{1} × exp−1(V )× {(g,m)} ⊂WA
(which is equivalent to the requirement {1} × exp−1(V ) × {m} ⊂ WM ), we define
the map ψg,m,V : V · g → G×M by
ψg,m,V (h) = (p23 ◦ΦA)
(
1, exp−1(hg−1), g,m
)
[3.7]
=
(
exp
(
1 · exp−1(hg−1)) · g , ΦMM (1, exp−1(hg−1),m) )
=
(
h , ΦMM (1, exp
−1(hg−1),m)
)
,
where p23 : g0 ×G×M → G×M denotes the canonical projection p23(X, g,m) =
(g,m). Such maps do indeed exist: we know that (1, 0, g,m) ∈WA [3.5.ii]. As WA
is open, there exists in particular an open neighbourhood U of 0 ∈ g0 such that
{1}×U ×{(g,m)} is contained in WA. By taking a smaller U if necessary, we may
assume that U ⊂ DE and then it suffices to take V = exp(U).
4.7. Lemma. Let g, m, V and ψg,m,V be as in [4.6]. Then Ug,m,V = ψg,m,V (V ·g)
is leaf-open in G ×M and ψg,m,V : V · g → Ug,m,V is a leaf-homeomorphism with
p (or more precisely p Ug,m,V ) as its inverse.
Proof. The map h 7→ hg−1 is a homeomorphism from V ·g to V (right translation is
always a homeomorphism; it is a diffeomorphism when g belongs to BG) and exp−1
is a diffeomorphism and hence a homeomorphism from V ⊂ IE onto its image in
DE . As we have the product topology on the triple product A0×g0×(G×M) (with
the leaf topology on the third factor), the canonical injection X 7→ (1, X, g,m) is
leaf-continuous. For the same reason the projection p23 : g0× (G×M)→ G×M is
leaf continuous. And finally the map ΦA is leaf continuous [4.5]. And thus ψg,m,V
is leaf-continuous as composition of leaf-continuous maps.
As we obviously have the equality
p ◦ψg,m,V = id V ·g ,
and as ψg,m,V and p are leaf-continuous [4.3], it follows that p : Ug,m,V → V · g is
a leaf-homeomorphism with ψg,m,V as its inverse.
Now choose x ∈ Ug,m,V and define h = p(x). Since p is locally a leaf-homeomor-
phism [4.3], there exists a leaf-open neighbourhood U ′ of x and an open neighbour-
hood V ′ ⊂ V · g of h such that p : U ′ → V ′ is a leaf-homeomorphism. Since ψg,m,V
is leaf-continuous, V ′′ = V ′∩ψ−1g,m,V (U ′) ⊂ V ′ is an open neighbourhood of h. Now
ψg,m,V (V
′′) ⊂ U ′∩Ug,m,V and on Ug,m,V the map ψg,m,V is the inverse of p. But p
is a leaf-homeomorphism on U ′ and thus ψg,m,V (V ′′) = (p U ′)−1(V ′′) is leaf-open,
which shows that x has a leaf-open neighbourhood contained in ψg,m,V (V · g) =
Ug,m,V . This shows that Ug,m,V is leaf-open. QED
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4.8. Lemma. Let U ⊂ G × M be leaf open such that p : U → U = p(U) is
a bijection and U connected. Then U is open in G and U is a leaf-connected
component of p−1(U).
Proof. That U is open is an immediate consequence of the fact that p is a local
leaf-homeomorphism. And thus p : U → U is a homeomorphism, implying that U
is connected. It follows that U is an open connected subset of p−1(U), so in order to
prove that it is a leaf-connected component of p−1(U), it suffices to show that U is
leaf-closed in p−1(U). To prove that, it suffices to find for any (g,m) ∈ p−1(U) \U
a leaf-open neighbourhood U ′ such that U ′ ∩ U = ∅.
So let (g,m) ∈ p−1(U)\U be arbitrary. As (g,m) ∈ p−1(U), it follows that g ∈ U
and that there exists m′ ∈M such that (g,m′) = (p U )−1(g) ∈ U . Now let V1 and
V2 be two open neighbourhoods of e ∈ G such that the maps ψg,m,V1 and ψg,m′,V2
are defined. It follows that Ug,m,V1 and Ug,m′,V2 are leaf-open neighbourhoods of
(g,m) and (g,m′) respectively [4.7]. By taking a smaller V2 if necessary, we may
assume that Ug,m′,V2 is contained in the open set U . If we then define V = V1 ∩V2,
it follows that Ug,m′,V is a leaf-open neighbourhood of (g,m′) contained in U and
Ug,m,V a leaf-open neighbourhood of (g,m).
We claim that Ug,m,V is disjoint from U . So suppose we have (h,m′′) ∈ U ∩
Ug,m,V . But p(Ug,m,V ) = V · g = p(Ug,m′,V ) ⊂ p(U) = U and p is a bijection from
U to U , and thus from Ug,m′,V to V · g. Hence (h,m′′) ∈ Ug,m′,V and we must have
the equality
ψg,m,V (h) = (h,m
′′) = ψg,m′,V (h) ,
i.e., we have the equality
(p23 ◦ΦA)
(
1, exp−1(hg−1), g,m
)
= (p23 ◦ΦA)
(
1, exp−1(hg−1), g,m′
)
.
It follows immediately from the explicit form of the flow ΦA (3.7) that we must
have the equality
ΦA
(
1, exp−1(hg−1), g,m
)
= ΦA
(
1, exp−1(hg−1), g,m′
)
.
But then we can use the property of a flow, applying ΦA(−1, · ), to conclude that
we have the equality(
1, exp−1(hg−1), g,m
)
=
(
1, exp−1(hg−1), g,m′
)
,
and thus in particular m = m′. This contradicts the initial choice (g,m) /∈ U and
thus U ′ = Ug,m,V is the sought-for open neighbourhood of (g,m) disjoint from U .
QED
4.9. Lemma. Let Ψ : D → M be a local action of G on M . When we define
Dm ⊂ G and ψm : Dm → G×M for a fixed m ∈M by
Dm = { g ∈ G | (g,m) ∈ D } and ψm(g) =
(
g,Ψ(g,m)
)
,
then ψm(Dm) is leaf-open and p : ψm(Dm)→ Dm is bijective.
Proof. It is immediate from the definition of ψm that p : ψm(Dm) → Dm is
bijective, as ψm is injective and p ◦ψm = id Dm . We now choose g ∈ Dm and,
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without worrying for the moment about the exact domain of applicability, we make
the computation
ψm(h) =
(
h,Ψ(h,m)
)
=
(
h , Ψ
(
hg−1,Ψ(g,m)
) )
[3.10.ii]
=
(
h , ΦMM (1, exp
−1(hg−1),Ψ(g,m)
) )
= ψg,Ψ(g,m),V (h) .
Now the last item is defined on the open neighbourhood V ·g of g (with V satisfying
conditions) and the first one on Dm. As Dm is open, we can take a smaller V
if necessary such that both ψm and ψg,Ψ(g,m),V apply. Remains to show that the
intermediate steps are justified.
As the first and last equalities are the definitions, we start with the second
equality, which uses the group property of a local action. For this to be true, we
must have (g,m), (h,m),
(
hg−1,Ψ(g,m)
) ∈ D. As we have g, h ∈ V ·g ⊂ Dm, we
indeed have (g,m), (h,m) ∈ D. Now (e,Ψ(g,m)) ∈ D, so there exists an open
neighbourhood V ′ of e such that V ′ × {Ψ(g,m)} ⊂ D. By taking a smaller V if
necessary, we may assume V ⊂ V ′. And as h ∈ V ·g, we have hg−1 ∈ V ⊂ V ′
and thus
(
hg−1,Ψ(g,m)
) ∈ D as wanted. This justifies the second equality for a
sufficiently small neighbourhood V of e ∈ G.
For the third equality, we want to apply [3.10.ii] to (1, exp−1(hg−1),m). We
thus have to show that this belongs to WΨ. But WΨ is open and contains (1, 0,m)
[3.10.i]. Hence there exists an open neighbourhood U ′ of 0 ∈ g0 such that {1}×U ′×
{m} ⊂ WΨ. By taking (once again) a smaller V if necessary, we may assume that
exp−1(V ) ⊂ U ′. And thus we may apply [3.10.ii] to conclude that our computation
is fully justified on this smallest V ·g.
But then by [4.7] Ug,Ψ(g,m),V = ψm(V ·g) is a leaf-open neighbourhood of ψm(g)
contained in ψm(Dm), proving that ψm(Dm) is leaf-open. QED
4.10. Proposition. If Ψi : D → M , i = 1, 2 are two local actions (defined on a
same action domain) integrating the same infinitesimal action ρ, then Ψ1 = Ψ2.
Proof. Fix m ∈M and define Dm ⊂ G and Ui,m ⊂ G×M by
Dm = { g ∈ G | (g,m) ∈ D } and Ui,m = {
(
g,Ψi(g,m)
) | g ∈ Dm } .
According to [4.9] Ui,m is leaf-open and p projects it bijectively to Dm which is
connected (because D is an action domain). Hence by [4.8] Ui,m is a leaf-connected
component of p−1(Dm). But Ψi(e,m) = m and thus (e,m) ∈ U1,m∩U2,m and thus
these two leaf-connected components of p−1(Dm) must be the same. As p maps
Ui,m bijectively to Dm, it follows immediately that we have Ψ1(g,m) = Ψ2(g,m)
for all g ∈ Dm. QED
5. Extending smoothness
5.1. Lemma. Let G be a connected Lie supergroup, M a supermanifold and let
Ψ : D →M be a (set theoretic) local left-action of G on M . If for all m ∈M there
exist open Vm ⊂ G and Um ⊂M satisfying the two conditions
(i) (e,m) ∈ Vm × Um ⊂ D and
(ii) the restriction of Ψ to Vm × Um is smooth,
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then Ψ is smooth on D.
Proof. The idea to prove that Ψ is smooth in a neighbourhood of an arbitrary point
(g,m) ∈ D is to write g as the product of (a finite number of) “small” elements as
g = hN · hN−1 · · ·h2 · h1
and to use the group property to write Ψ(hg,m) as
Ψ(hg,m) = Ψ
(
h,Ψ
(
hN , . . . ,Ψ(h1,m) . . .
))
.
If we then fix the hi and let h run through a neighbourhood of e ∈ G, the product
hg runs through a neighbourhood of g. If the successive stages all belong to the
part where Ψ is smooth, it will also be smooth when we fix the first variable. And
thus in a neighbourhood of (g,m) we will have written Ψ as the composition of
the smooth maps m′ 7→ Ψ(hi,m′) and the (final) smooth map (h,m′) 7→ Ψ(h,m′).
The biggest obstacle to this idea is that there is no obvious way to decompose g
as such a product, because the size of the neighbourhood of e ∈ G where the map
m′ 7→ Ψ(h,m′) is smooth depends upon the point m′. The major part of the proof
thus will consist in constructing such a decomposition.
But before we start with the construction of the decomposition, we first make
life somewhat easier with respect to smoothness problems. If V is an open neigh-
bourhood of e ∈ G, then V ·g is an open neighbourhood of g ∈ G, just because
right translation is a homeomorphism (and for g ∈ BG it also is a diffeomorphism).
But by definition of the DeWitt topology, any open set O (in any supermanifold)
satisfies the equality O = B−1
(
BO
)
, which immediately implies that we have the
equality
V ·g = V ·Bg .
It follows that it suffices to prove that Ψ is smooth on open neighbourhoods of the
form (V ·g) × U with g ∈ BG, V an open neighbourhood of e ∈ G and U an open
neighbourhood of an arbitrary m ∈M (it would suffice to use arbitrary m ∈ BM ,
but that will not simplify our argument a jot).
We thus choose g ∈ BG and m ∈ M arbitrary such that (g,m) ∈ D. By defini-
tion of an action domain, the set Dm (defined as in [4.9]) is open and connected.
As G is locally path connected, it follows that Dm and BDm are path connected.
Hence there exists a continuous map γ : [0, 1] → BDm ⊂ Dm such that γ(0) = e
and γ(1) = g. Associated to this curve we define, for each t ∈ [0, 1], the points mt
by
mt = Ψ
(
γ(t),m
)
.
We now claim that there exists a finite sequence 0 = t0 ≤ t1 ≤ · · · ≤ tN = 1 and
open sets Vi ⊂ G and Ui ⊂M satisfying the three conditions
(i) (e,mti) ∈ Vi × Ui ⊂ D,
(ii) the restriction of Ψ to Vi × Ui is smooth and
(iii) γ(ti+1) ∈ Vi · γ(ti).
The first two conditions are “trivial” because they are given by hypothesis. The
problem lies in the third condition.
To prove our claim, we consider the set A of all endpoints of such sequences:
A = { τ ∈ [0, 1] | ∃N ∃0 = t0 ≤ · · · ≤ tN = τ
satisfying the 3 conditions }
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and we claim that we have 1 ∈ A. To prove this claim we define T = supA and we
assume (proof by contradiction) that either T < 1 or T = 1 /∈ A. We then invoke
the hypothesis that there exist VmT 3 e and UmT 3 mT such that Ψ is smooth on
VmT × UmT . As Ψ(e,mT ) = mT , and as Ψ is smooth on VmT × UmT , there exist
open neighbourhoods e ∈ V̂mT ⊂ VmT and mT ∈ ÛmT ⊂ UmT such that
Ψ
(
V̂mT × ÛmT
) ⊂ UmT .
Using continuity of the multiplication and the inverse, there exists an open neigh-
bourhood e ∈ V˜mT ⊂ V̂mT such that V˜mT · V˜ −1mT ⊂ V̂mT . Now γ is continuous, so
there exists ε > 0 such that
(5.2) γ
(
(T − ε, T + ε) ∩ [0, 1] ) ⊂ V˜mT · γ(T ) .
By definition of T , there exists τ ∈ A, T − ε < τ ≤ T , i.e., there exist 0 = t0 ≤
t1 ≤ · · · ≤ tN = τ and open sets Vi and Ui satisfying the three conditions above.
We then define the sets VN+1 = VN+2 = V̂mT and UN+1 = UN+2 = UmT as well as
the points tN+1 = tN and tN+2 as
tN+2 =
{
T + δ if T < 1 with 0 < δ < min(1− T, ε)
T ≡ 1 if T = 1 /∈ A.
As we have V̂mT×UmT ⊂ VmT×UmT , Ψ is smooth on VN+1×UN+1 = VN+2×UN+2.
Moreover, we have
γ(tN+1) = γ(tN ) ∈ VN · γ(tN ) ,
but also (using (5.2))
γ(τ) ≡ γ(tN ), γ(tN+2) ∈ V˜mT · γ(T ) ,
which implies that we have
γ(tN+2) ∈ V˜mT · V˜ −1mT · γ(tN ) ⊂ V̂mT · γ(tN ) = VN+1 · γ(tN+1) .
Finally we note that we have (again using (5.2))
γ(tN ), γ(tN+2) ∈ V˜mT · γ(T ) ⇔ γ(tN )γ(T )−1, γ(tN+2)γ(T )−1 ∈ V˜mT
and thus
mtN+1 = mtN = Ψ
(
γ(tN ),m
)
= Ψ
(
γ(tN ) · γ(T )−1,Ψ(γ(T ),m)
)
= Ψ
(
γ(tN ) · γ(T )−1,mT
) ∈ UmT = UN+1
and
mtN+2 = Ψ
(
γ(tN+2)γ(T )
−1,mT
) ∈ UmT = UN+2 .
One should note that these computation are allowed because all couples concerned
belong to D. We thus have shown that the sequence extended to tN+2 also satisfies
the three conditions, and thus tN+2 ∈ A. In the case T < 1 this contradicts the
definition of T (because T < tN+2) and in the case T = 1 this contradicts 1 /∈ A
(because in that case tN+2 = 1). This finishes the proof of our claim.
Once we know the existence of a sequence 0 = t0 ≤ t1 ≤ · · · ≤ tN = 1 satisfying
the three conditions, we define the elements hi ∈ BG, 1 ≤ i ≤ N by (and remember:
γ takes its values in BG and g = γ(1))
hi = γ(ti)γ(ti−1)−1 ,
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where one should note that, because t0 = 0 and γ(0) = e, we have h1 = γ(t1). It
follows that we have the equality
(5.3) g = hN · hN−1 · · ·h1 .
Moreover, the condition γ(ti+1) ∈ Vi · γ(ti) implies that we have
hi = γ(ti)γ(ti−1)−1 ∈ Vi−1 .
As Ψ is smooth on Vi−1 × Ui−1 and as hi ∈ Vi−1 has real coordinates (it belongs
to BG), it follows that the map Ψ(i) : Ui−1 →M defined by
Ψ(i)(m′) = Ψ(hi,m′)
is smooth on Ui−1. Moreover, using the group property of Ψ, we have
(5.4) mti = Ψ
(
γ(ti),m
)
= Ψ
(
hi,Ψ
(
γ(ti−1),m
) )
= Ψ(i)(mti−1) .
Using (5.3), we thus have
Ψ(g,m)
tN=1= mtN = (Ψ
(N) ◦Ψ(N−1) ◦ · · · ◦Ψ(1))(mt0)
t0=0= (Ψ(N) ◦Ψ(N−1) ◦ · · · ◦Ψ(1))(m) .
But this expression is valid for the given fixed couple (g,m) ∈ D. In order to extend
it to a neighbourhood, we first write it in the form
Ψ(e · g,m) = Ψ(e, (Ψ(N) ◦Ψ(N−1) ◦ · · · ◦Ψ(1))(m)) ,
which suggests the formula
Ψ(g′,m′) = Ψ
(
Rg−1(g
′), (Ψ(N) ◦Ψ(N−1) ◦ · · · ◦Ψ(1))(m′)) ,
where Rg−1h = hg−1 denotes right-translation over g−1, which is a diffeomorphism
because g has real coordinates by assumption. It now only remains to show that
this expression is valid and smooth on a neighbourhood of (g,m).
To find a suitable neighbourhood we first note that Ψ is smooth on VN × UN ,
where VN is a neighbourhood of e ∈ G and UN an open neighbourhood of mtN =
Ψ
(
γ(tN ),m
)
= Ψ(g,m). As the maps Ψ(i) and Rg−1 are smooth (on suitable
neighbourhoods), our formula will give a smooth map (by composition of smooth
maps), provided we have
Rg−1(g
′) ∈ VN and (Ψ(N) ◦Ψ(N−1) ◦ · · · ◦Ψ(1))(m′) ∈ UN .
The first condition translates as g′ ∈ VN ·g, which is indeed an open neighbourhood
of g ∈ G. To find a neighbourhood of m such that the second condition is satisfied,
we are going to shrink by backward recursion the neighbourhood U0.
We start with the observation that Ψ(N) : UN−1 → M is smooth with (using
(5.4)) Ψ(N)(mtN−1) = mtN ∈ UN . Hence there exists an open neighbourhood
ÛN−1 ⊂ UN−1 such that
mtN−1 ∈ ÛN−1 and Ψ(N)(ÛN−1) ⊂ UN .
The next step is to note that Ψ(N−1) is smooth on UN−2 and that we have (again
using (5.4)) Ψ(N−1)(mtN−2) = mtN−1 ∈ ÛN−1. Hence there exists an open neigh-
bourhood ÛN−2 ⊂ UN−2 such that
mtN−2 ∈ ÛN−2 and Ψ(N−1)(ÛN−2) ⊂ ÛN−1
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and thus
mtN−2 ∈ ÛN−2 and (Ψ(N) ◦Ψ(N−1))(ÛN−2) ⊂ UN .
Continuing this way with decreasing i, we find neighbourhoods Ûi ⊂ Ui of mti such
that we have (for 1 ≤ i < N)
mti−1 ∈ Ûi−1 and (Ψ(i) ◦Ψ(i+1) ◦ · · · ◦Ψ(N))(Ûi−1) ⊂ UN .
In particular there exists an open neighbourhood Û0 of m = m0 = mt0 such that
(Ψ(1) ◦Ψ(2) ◦ · · · ◦Ψ(N))(Û0) ⊂ UN .
The final conclusion is that Ψ is smooth on the neighbourhood (VN ·g)× Û0 ⊂ D of
(g,m) and hence Ψ is smooth on D as desired. QED
6. Existence
In the introduction we argued that a local action is completely determined by
subsets Λm of the leafs L(e,m) of F subject to some conditions. It thus seems
natural to choose maximal subsets Λm within the given constraints. Unfortunately,
this is not as easy as one might think. To illustrate (some of) the problems, we
look at example [1.2] with λ = 23 . Looking at the constraint that p : Λm → G must
be injective, we might be tempted to define these sets by
Λx = { (t+ Z, x+ 23 t) | t ∈ Dx } ,
where the open interval Dx ⊂ R of length 1 is given by
Dx =

(− 32 x, 1− 32 x) 0 < x < 13(− 12 , 12) 13 ≤ x ≤ 23(
3
2 (1− x)− 1, 32 (1− x)
)
2
3 < x < 1 .
This immediately gives us for the associated action domain the set
D =
⋃
x∈(0,1)
Dx × {x} = { (t+ Z, x) | t ∈ Dx } .
The sets Λx The sets Dx and the domain D
And indeed p : Λx → Dx ⊂ G is injective (and it is not injective on any bigger
set), but there does not exist a local action defined on this D integrating the given
infinitesimal action. To see why, suppose that Ψ : D → M is such a local action.
We then consider the point x = 14 and the “times” s = t =
1
3 +Z, for which we have
s+ t = 23 +Z = − 13 +Z. We then note that the points (s, x) and (s+ t, x) belong to
D with D1/4 =
(− 38 , 58). As (t,Ψ(t, 14 )) should lie on Λ1/4, it follows immediately
that we have
Ψ(t, x) = 14 +
2
3 · 13 = 1736 and Ψ(s+ t, x) = 14 − 23 · 13 = 136 .
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We now note that the point
(
s, 1736
)
=
(
s,Ψ(t, x)
)
belongs to D and that we have,
as
(
s,Ψ(s, 1736 )
)
should lie on Λ17/36,
Ψ
(
s, 1736
)
= 1736 +
2
3 · 13 = 2536 .
But if Ψ is a local action, it should satisfy the group law and in particular we should
have
1
36 = Ψ(s+ t, x) = Ψ
(
s,Ψ(t, x)
)
= Ψ
(
s, 1736
)
= 2536 .
This contradiction shows that this D cannot be an action domain for a local action
integrating the given infinitesimal action.
Close inspection shows that the various Λx are not disjoint as one would expect.
It thus is tempting to think that reducing the Λx in such a way that they become
disjoint should suffice to establish the group law. This idea is wrong on two counts.
The first reason is that it does not work as expected: if we reduce the intervals Dx
as follows:
Dx =
(
max
(− 12 , 32 (x− 1) ) , min( 12 , 32 x) ) ,
then the sets Λx no longer intersect,
The sets Λx The sets Dx and the domain D
but the points (t, x), (s+ t, x) and
(
s,Ψ(t, x)
)
also belong to this smaller potential
action domain, so we still get a contradiction.
The second reason that the no-intersection idea is wrong is because the Λx can
intersect! To see this, consider the (mostly smaller) intervals Dx defined by
Dx =

(− 32 x, 16) 0 < x ≤ 19(− 16 , 712) 19 < x < 29(− 16 , 16) 29 ≤ x ≤ 79 Dx =
{(− 712 , 16) 79 < x < 89(− 16 , 32 (1− x)) 89 ≤ x < 1 .
The sets Λx The sets Dx and the domain D
With this choice, the sets Λ1/6 and Λ5/6 intersect (both contain the point
(
1
2+Z,
1
2
)
),
but one can show that the associated action domain D indeed is an action domain
for a local action Ψ : D →M integrating the given infinitesimal action.
The upshot of these examples is the observation that the choice of the sets Λx
that should give us the action domain is rather delicate, especially with respect
to the group law. The purpose of the following definition is to provide sufficiently
small sets Λx so that we can prove that the group law is satisfied.
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6.1. Definition/Notation. Choose any norm on Bg0 with respect to which we
define the open balls Br(x) ⊂ Bg0 of radius r and center x. Using these we define
the collection V by
V = { exp(B−1(B1/n(0)) ) | n ∈ N∗ and B−1(B1/n(0)) ⊂ DE } .
By definition of the DeWitt topology the open balls B−1
(
B1/n(0)
)
form a neigh-
bourhood basis at 0 ∈ g0. Hence, because exp is a diffeomorphism from DE to IE ,
V is a neighbourhood basis at e ∈ G for the topology on G. This basis has the
following properties (and any other neighbourhood basis at e ∈ G with the same
properties will do for our argument lateron):
(i) each element of V is invariant under the map g 7→ g−1,
(ii) each element of V is connected,
(iii) on each element of V the inverse exponential map (i.e., the logarithm) is a
diffeomorphism onto its image,
(iv) V is totally ordered by inclusion,
(v) any subset V ′ ⊂ V admits a maximal element (with respect to inclusion).
Using this neighbourhood basis, we define/choose for each m ∈M the sets V˜ ′′m, V˜ ′m,
V˜m, Um, V ′′m, V ′m and Vm as follows (in this order):
• V˜ ′′m is the maximal element in V such that {1} × exp−1(V˜ ′′m)× {m} ⊂WM ,
• V˜ ′m is the maximal element in V such that V˜ ′m · V˜ ′m ⊂ V˜ ′′m,
• V˜m is the maximal element in V such that V˜m · V˜m ⊂ V˜ ′m,
• Um is an open neighbourhood of m for which there exists an element V ′′m ∈ V
such that {1} × exp−1(V ′′m)× Um ⊂WM ,
• V ′m is an element in V such that V ′m · V ′m ⊂ V ′′m,
• Vm is an element of V such that Vm · Vm ⊂ V ′m.
Such sets exists because WM is open and contains {1} × {0} × M and because
multiplication in G is continuous.
6.2. Lemma. If we have (g,m) ∈ Vm′ × Um′ , then we have Vm′ ⊂ V˜m.
Proof. As we have the inclusions Vm′ · Vm′ ⊂ V ′m′ and V ′m′ · V ′m′ ⊂ V ′′m′ , we have
g ∈ V ′′m′ . But we have
{1} × exp−1(V ′′m′)× {m} ⊂ {1} × exp−1(V ′′m′)× Um′ ⊂WM ,
hence by maximality of V˜ ′′m we must have V ′′m′ ⊂ V˜ ′′m. But then we have Vm′ ·Vm′ ⊂
V˜ ′′m, hence by maximality of V˜ ′m we have V ′m′ ⊂ V˜ ′m. Repeating this argument we
obtain the desired conclusion Vm′ ⊂ V˜m. QED
6.3. Theorem. The set D = ∪
m∈M
Vm × Um is an action domain and the map
Ψ : D →M defined by
Ψ(g,m) = ΦMM
(
1, exp−1(g),m
)
is a local action integrating ρ.
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Proof. As Vm belongs to V, it is a connected open neighbourhood of e. It follows
immediately that D is an action domain. For m ∈M we have the inclusions
Vm ⊂ V ′m ⊂ V ′′m
and thus the inclusions
{1} × exp−1(Vm)× Um ⊂ {1} × exp−1(V ′′m)× Um ⊂WM ,
which shows that Ψ is well defined on Vm × Um. As m ∈M is arbitrary, it follows
that Ψ is well defined on D. As ΦMM is smooth on WM , it follows immediately that
Ψ is smooth (being the smooth map ΦMM with its first entry restricted to the real
value 1 and its second entry composed with the smooth map exp−1).
We now have to show that Ψ verifies the conditions of a local action. We start
with the observation that we have
Ψ(e,m) = ΦMM (1, exp
−1(e),m) = ΦMM (1, 0,m)
[3.5.ii]
= m ,
as required. The last item to check is the group property. So suppose we have
(g,m), (hg,m) and
(
h,Ψ(g,m)
) ∈ D. We then have to show the equality
Ψ(hg,m) = Ψ
(
h,Ψ(g,m)
)
.
By definition of D there exist m1,m2,m3 ∈M such that we have
(g,m) ∈ Vm1 × Um1 , (hg,m) ∈ Vm2 × Um2
and
(
h,Ψ(g,m)
) ∈ Vm3 × Um3 .
According to [6.2] we thus have the inclusions
Vm1 , Vm2 ⊂ V˜m and Vm3 ⊂ V˜Ψ(g,m) .
It follows that we have (using that the elements of V are invariant under inverse)
hg, g−1 ∈ V˜m and thus h = hgg−1 ∈ V˜m · V˜m ⊂ V˜ ′m .
Now let V˜o be the smallest of V˜ ′m and V˜Ψ(g,m) (which exists because V is totally
ordered by inclusion). As we have V˜o ⊂ V˜ ′m and g ∈ V˜m ⊂ V˜ ′m, we have the inclusion
V˜o · g ⊂ V˜ ′′m. It follows that the map [4.6]
F1 = ψe,m,V˜ ′′m
is defined on V˜o·g. On the other hand, we have the inclusion V˜o ⊂ V˜Ψ(g,m) ⊂ V˜ ′Ψ(g,m)
and thus the map
F2 = ψg,Ψ(g,m),V˜ ′
Ψ(g,m)
is also defined on V˜o · g ⊂ V˜ ′Ψ(g,m) · g. According to [4.7] and [4.8] we thus have
homeomorphisms Fi : V˜o · g → Ui = Fi(V˜o), where the Ui are leaf-connected
components of p−1(V˜o · g). But we have
F1(g) =
(
g,ΦMM (1, exp
−1(g),m)
)
=
(
g,Ψ(g,m)
)
F2(g) =
(
g,ΦMM (1, exp
−1(gg−1),Ψ(g,m))
)
=
(
g,Ψ(g,m)
)
.
The two leaf-connected components U1 and U2 thus have a point in common, hence
are the same. It follows that we have the equality F1 = F2. As we have h ∈
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V˜ ′m ∩ V˜Ψ(g,m), we have h ∈ V˜o and thus F1 and F2 are in particular defined at the
point hg ∈ V˜o · g, which means that we have in particular the equality(
hg,Ψ
(
h,Ψ(g,m)
))
= F2(hg) = F1(hg) =
(
hg,Ψ(hg,m)
)
. QED
7. Maximal and global actions
Definitions. Let G be a Lie supergroup, g its Lie superalgebra and let ρ be an
infinitesimal action of g on a supermanifold M .
• Following [Pal57], we will say that (G, ρ) is univalent when the restriction of
p : G×M → G to any leaf of F (a leaf-connected component of G×M) is injective.
• We will say that a local action Ψ : D →M integrating ρ is maximal if for any
local action Ψ′ : D′ →M integrating ρ we have D′ ⊂ D.
7.1. Lemma. Let ρ be an infinitesimal action of g onM . If there exists a maximal
local action integrating ρ, then it is unique.
Proof. Let Ψi : Di →M , i = 1, 2 be two maximal local actions integrating ρ. Then
by definition of maximality we must have D1 = D2. And then by [4.10] we must
have Ψ1 = Ψ2. QED
7.2. Lemma. Let ρ be an infinitesimal action of g onM . Then the set D ⊂ G×M
defined as
D =
⋃
m∈M
p(L(e,m))× {m}
is an action domain, where L(e,m) is the leaf-connected component of G×M con-
taining (e,m).
Proof. According to the definition [3.1], we have to prove three affirmations: that
D is open in G×M , that it contains {e} ×M and that all sets Dm are connected.
As Dm is defined by Dm × {m} = G × {m} ∩ D, it follows immediately that we
have Dm = p(L(e,m)). Now p is leaf-continuous and L(e,m) is connected, so Dm is
connected as wanted. At the same time we have e = p(e,m) ∈ p(L(e,m)) = Dm and
thus (e,m) ∈ D for all m ∈ M , proving that we have the inclusion {e} ×M ⊂ D.
Remains the hard part.
To prove that D is open, we have to show that for (go,mo) ∈ D we can find open
neighbourhoods Vo ⊂ G of go and Uo ⊂ M of mo such that Vo × Uo ⊂ D. Now
(go,mo) ∈ D means that there exists mo ∈ M such that (go,mo) ∈ L(e,mo). We
thus have to show that for all g ∈ Vo and all m ∈ Uo we can find m ∈M such that
(g,m) lies on the leaf L(e,m) through (e,m). Intuitively this means that we have to
show that neighbouring leaves are not suddenly (much) smaller. It is rather obvious
that the pictures shown are not regular foliations, but there might be other, more
vicious situations. And the property we have to prove is not a local one: we have to
link leaves in a neighbourhood of (go,mo) to leaves in a neighbourhood of (e,mo).
The idea will be that we consider a path from (e,mo) to (go,mo) and that
we (try to) follow neighbouring leaves along this path. As each leaf-connected
component is locally path-connected, it is globally path-connected. Hence there
exists a continuous (with respect to the leaf-topology) map γ : [0, 1] → L(e,mo) ⊂
G×M such that γ(0) = (e,mo) and γ(1) = (go,mo). According to [4.2] there exists
34 GIJS M. TUYNMAN
Two situations that have to be excluded
for each point γ(t) ∈ G ×M an open neighbourhood U˜t of γ(t) with some special
properties. As [0, 1] is compact and as γ−1(U˜t), t ∈ [0, 1] is an open cover of [0, 1],
there exists N ∈ N∗ such that for all 1 ≤ k ≤ N there exists tk ∈ [0, 1] such that
γ
(
[(k − 1)/N, k/N ] ) ⊂ U˜tk .
Changing notation slightly and resuming (some of) the results of [4.2], we thus
have N open neighbourhoods U˜ (k) with local coordinates y(k)i , x
(k)
j adapted to F ,
open neighbourhoods V (k) ⊂ G (which we may assume to be connected!) with local
coordinates y(k)i , open sets O
(k) ⊂ E0 with coordinates x(k)j and diffeomorphisms
ϕ(k) : U˜ (k) → V (k) ×O(k) with the properties
(i) γ
(
[ (k − 1)/N, k/N ] ) ⊂ U˜ (k) and thus in particular γ((k − 1)/N), γ(k/N) ∈
U˜ (k),
(ii) p = p1 ◦ϕ(k),
(iii) for all (g,m), (g′,m′) ∈ U˜ (k) we have the implication (in general it is not an
equivalence!)
(p2 ◦ϕ(k))(g,m) = (p2 ◦ϕ(k))(g′,m′) =⇒
(g,m) and (g′,m′) lie on the same leaf,
where p1 : V (k) × O(k) → V (k) and p2 : V (k) × O(k) → O(k) denote the canonical
projections on the first and second factor. We thus have in particular γ(k/N) ∈
U˜ (k) ∩ U˜ (k+1). Associated to these data we define the points g(k) ∈ V (k) and
b(k) ∈ O(k) by the equalities
g(k) = p
(
γ(k/N)
)
and ϕ(k)
(
γ(k/N)
)
= (g(k), b(k)) .
As the leaf-connected components of U˜ (k) are the sets V (k) × {x} (or rather their
inverse image under ϕ(k)) and as γ is leaf-continuous, it follows that γ
(
[(k −
1)/N, k/N ]
)
is contained in a single one of these plaques. This implies in par-
ticular that we have the equality
(7.3) ϕ(k)
(
γ
(
(k − 1)/N) ) = (g(k−1), b(k)) .
As we have γ(k/N) ∈ U˜ (k) ∩ U˜ (k+1) we have the “change of coordinates” map
ϕk+1,k ≡ ϕ(k+1) ◦
(
ϕ(k)
)−1
: ϕ(k)(U˜ (k) ∩ U˜ (k+1))→ ϕ(k+1)(U˜ (k) ∩ U˜ (k+1)) .
Because of the equality p = p1 ◦ϕ(k), it follows that we have
ϕk+1,k(g, µ) = (g, µ
′) ,
with µ′ a priori depending on g and µ.
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Using the local coordinates y(k)i , x
(k)
j and y
(k+1)
i , x
(k+1)
j respectively, we can write
the map ϕk+1,k in terms of these coordinates as(
y
(k+1)
i , x
(k+1)
j
)
=
(
y
(k+1)
i (y
(k)
i′ , x
(k)
j′ ) , x
(k+1)
j (y
(k)
i′ , x
(k)
j′ )
)
= ϕk+1,k(y
(k)
i′ , x
(k)
j′ ) .
As both sets of local coordinates are adapted to F , i.e., the ∂
y
(k)
i′
and ∂
y
(k+1)
i
both
span F , we must have
(7.4)
∂x
(k+1)
j
∂y
(k)
i′
= 0 ,
i.e., the functions x(k+1)j are locally independent of y
(k)
i′ and in particular in a
neighbourhood of (g(k), b(k)). It follows that there exists an open neighbourhood
V̂ (k) of g(k), an open neighbourhood Ô(k) of b(k) and a (“reduced”) smooth map
ϕrk+1,k : Ô
(k) → O(k+1) such that the restriction of ϕk+1,k to V̂ (k) × Ô(k) ⊂
ϕ(k)
(
U˜ (k) ∩ U˜ (k+1)) is given by
(7.5) ϕk+1,k V̂ (k)×Ô(k) : (g, µ) 7→
(
g, ϕrk+1,k(µ)
)
.
But ϕk+1,k is a diffeomorphism, hence its restriction to V̂ (k) × Ô(k) is a diffeomor-
phism onto its image, which obviously is V̂ (k)×ϕrk+1,k(Ô(k)). It follows that ϕrk+1,k
is a diffeomorphism from Ô(k) onto its open image O˜(k+1) = ϕrk+1,k(Ô
(k)) ⊂ O(k+1).
We finally invoke (7.3) to deduce that we have
ϕk+1,k(g
(k), b(k)) = (g(k), b(k+1))
and thus O˜(k+1) is an open neighbourhood of b(k+1). By taking successive preim-
ages, we define the open set Oˇ(1) ⊂ Ô(1) by
Oˇ(1) =
[
(ϕr2,1)
−1 ◦ (ϕr3,2)
−1 ◦ · · · ◦ (ϕrN,N−1)−1
](
O˜(N)
)
,
and then inductively Oˇ(k+1) = ϕrk+1,k(Oˇ
(k)) ⊂ Ô(k+1) ∩ O˜(k+1). It follows in
particular that ϕrk+1,k is a diffeomorphism from Oˇ
(k) onto Oˇ(k+1).
36 GIJS M. TUYNMAN
With these preparations we are finally able to define our neighbourhoods Uo ⊂M
of mo and Vo ⊂ G of go as required in the beginning of this proof. For Vo we simply
define it as V̂ (N), whereas we define Uo implicitly by
{e} × Uo =
( {e} ×M ) ∩ (ϕ(1))−1( V̂ (1) × Oˇ(1) ) .
To prove that these neighbourhoods will do, we simply check the requirement.
We thus take (g,m) ∈ Vo × Uo and we define the sequence of points µ(k) ∈ Oˇ(k) as
follows. We start with the observation that, by definition of Uo, we have ϕ(1)(e,m) ∈
V̂ (1) × Oˇ(1), and thus we can define µ(1) ∈ Oˇ(1) by the equation
ϕ(1)(e,m) = (e, µ(1)) .
Next we define inductively
µ(k+1) = ϕrk+1,k(µ
(k)) .
Associated to these points we define the points m(k) ∈M by
(7.6) ϕ(k)(g(k),m(k)) = (g(k), µ(k))
and, last but not least, the point m by
ϕ(N)(g,m) = (g, µ(N)) .
Combining (7.5) and (7.6) we immediately have the equality
ϕ(k+1)(g(k),m(k)) = (g(k), µ(k+1)) .
We thus have the scheme of points
(e,m)
↓ ϕ(1)
(e,µ(1))
(g(1),m(1))
ϕ(1)↙ ↘ϕ
(2)
(g(1),µ(1)) −−→
id×ϕr2,1
(g(1),µ(2))
· · ·
(g(N−1),m(N−1))
ϕ(N−1)↙ ↘ϕ
(N)
(g(N−1),µ(N−1)) −−→
id×ϕrN,N−1
(g(N−1),µ(N))
(g,m)
ϕ(N) ↓
(g,µ(N))
When we now apply property (iii) of the local charts U˜ as cited above, it follows
immediately that the sequence of points (e,m), (g(k),m(k)) and (g,m) lie on the
same leaf. In other words, for (g,m) ∈ Vo ×Uo we have found a point m such that
(g,m) lies on the leaf passing through (e,m) as required. This proves the inclusion
Vo × Uo ⊂ D and thus D is open. QED
7.7. Theorem. Let (G, ρ) be univalent. Then there exists a unique maximal local
action Ψ : D →M integrating ρ, where D is defined according to [7.2] by
D =
⋃
m∈M
p(L(e,m))× {m} .
Proof. According to [7.2], D is indeed an action domain. We thus have to prove
existence, uniqueness and maximality of Ψ. To prove maximality, assume that
Ψ′ : D′ → M is any local action integrating ρ. As before, we introduce the sets
Dm, D
′
m ⊂ G as
Dm = { g ∈ G | (g,m) ∈ D } = p(L(e,m))
D′m = { g ∈ G | (g,m) ∈ D′ } .
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Writing ψ′m(g) =
(
g,Ψ′(g,m)
)
, it follows from [4.9] that Λ = ψ′m(D′m) is leaf-open
and p projects it bijectively to D′m, which is connected by definition of an action
domain. Hence by [4.8] Λ is a leaf-connected component of p−1(D′m) and thus in
particular leaf-connected. As it contains (e,m) = ψ′(e), it follows that we have
the inclusion Λ ⊂ L(e,m) and thus D′m = p(Λ) ⊂ p(L(e,m)) = Dm. This proves the
inclusion D′ ⊂ D. It then follows from [4.10] that Ψ and Ψ′ coincide on D′ ⊂ D,
simply because the restriction of Ψ to D′ is again a local action integrating ρ.
Hence Ψ is maximal. Uniqueness of this maximal local action follows immediately
(or from [7.1]).
Remains existence. We start with a set-theoretic definition of the action Ψ :
D → M . We thus choose (g,m) ∈ D and we want to define Ψ(g,m) ∈ M . By
definition of D we have g ∈ p(L(e,m)) and because (G, ρ) is univalent, the projection
p : L(e,m) → Dm is a bijection. Hence there exists a unique m′ ∈ M such that
(g,m′) ∈ L(e,m). We then define Ψ(g,m) = m′:
Ψ(g,m) = m′ ⇔ (g,m′) ∈ L(e,m) ⇔ (g,m′) = (p L(e,m))−1(g) .
To show that this is a left-action, choose g, h ∈ G and m ∈ M such that (g,m),
(hg,m),
(
h,Ψ(g,m)
) ∈ D. Denoting m′ = Ψ(g,m) as above, the definition of Ψ
tells us that there exists m′′ such that (h,m′′) ∈ L(e,m′):
Ψ(g,m) = m′ , Ψ(h,m′) = m′′ ⇔ (g,m′) ∈ L(e,m) , (h,m′′) ∈ L(e,m′) .
According to [4.4] Rg(L(e,m′)) is a leaf-connected component. Moreover, it contains
(g,m′) = Rg(e,m′). Hence Rg(L(e,m′)) = L(e,m). But then we have
Rg(h,m
′′) ∈ Rg(L(e,m′)) = L(e,m)
and thus
(hg,m′′) ∈ L(e,m) ⇐⇒
Ψ(hg,m) = m′′ = Ψ(h,m′) = Ψ
(
h,Ψ(g,m)
)
.
As we obviously have Ψ(e,m) = m, we have shown that the map Ψ is a (set-
theoretic) left-action of G on M .
In order to show that Ψ is smooth, we want to apply [5.1]. To do so, we choose
for each m ∈ M the open sets Um ⊂ M and V ′′m defined in [6.1] and we note that,
according to [4.7], for any m ∈ Um the map
ψe,m,V ′′m : V
′′
m → G×M
is a leaf-homeomorphism onto its image Ue,m,V ′′m (with p as its inverse), that this
image is leaf-connected and contains (e,m) = ψe,m,V ′′m(e). Hence Ue,m,V ′′m is con-
tained in the leaf L(e,m). But by assumption of univalentness, p is a injective when
restricted to L(e,m). And thus we have the equality
∀g ∈ V ′′m : (p Ue,m,V ′′m )
−1(g) = (p L(e,m))
−1(g) .
But this implies that for g ∈ V ′′m we have(
g,Ψ(g,m)
)
= (p L(e,m))
−1(g) = (p Ue,m,V ′′m
)−1(g)
= ψe,m,V ′′m(g) =
(
g,ΦMM (1, exp
−1(g),m)
)
.
It follows that Ψ restricted to V ′′m × Um is the composition of the smooth map
exp−1 with ΦMM (1, ·) (fixing the time parameter to the real value 1 does not affect
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smoothness). Hence Ψ is smooth on V ′′m × Um. This shows that the condition of
[5.1] is satisfied, and thus Ψ is a smooth local left-action of G on M . QED
7.8. Proposition. If the flow of all smooth vector fields ρ(X), X ∈ Bg0 is com-
plete, then the map p : G×M → G is a covering map when we equip G×M with
the leaf topology.
Proof. Let g ∈ G be fixed, then p−1({g}) = {g} ×M . We will show that there
exist an open neighbourhood V of g and leaf-open sets Um ⊂ G × M for each
m ∈ M such that p−1(V ) = ∪m∈MUm, such that m 6= m′ ⇒ Um ∩ Um′ = ∅ and
such that p : Um → V is a leaf-homeomorphism. As these properties are exactly
the conditions for p to be a covering map (for the leaf topology), we then will have
shown our result.
As all vector fields ρ(X), X ∈ Bg are complete, the vector field ZA is complete
[3.9], which means in particular that we have, for all m ∈ M , the inclusion {1} ×
DE × {(g,m)} ⊂ WA = A0 × g0 × (G ×M) (where DE = exp−1(IE) is the fixed
neighbourhood of 0 ∈ g0 on which the exponential map is a diffeomorphism). It
follows that all maps ψg,m,IE : IE · g → G×M [4.6] are defined. We now claim that
the open neighbourhood V = IE · g of g together with the sets Um = ψg,m,IE(V ) ≡
Ug,m,IE [4.7] satisfy our requirements.
According to [4.7] Ug,m,IE is leaf-open and p : Ug,m,IE → V is a leaf-homeo-
morphism. It thus remains to show that we have p−1(V ) = ∪m∈MUg,m,IE and the
implicationm 6= m′ ⇒ Ug,m,IE∩Ug,m′,IE = ∅. Both these properties follow from the
group property of a flow. For the first, choose x ∈ p−1(V ) and define h = p(x) ∈ V .
This means that hg−1 ∈ IE and thus X = exp−1(hg−1) is well defined. With this
X we compute, using (3.7) and the fact that the flow is complete,
p2
(
ΦA(−1, X, x)
)
= exp(−1 ·X)h = (hg−1)−1h = g .
It follows that there exists m ∈M such that
ΦA(−1, X, x) = (X, g,m) .
But then we can use the group property to compute:
(X,x) = ΦA
(
1,ΦA(−1, X, x)
)
= ΦA(1, X, g,m)
= ΦA
(
1, exp−1(hg−1), g,m
)
,
from which it follows immediately (by applying p23 to both sides) that we have
x = ψg,m,IE(h) ∈ Ug,m,IE . Hence we have the equality p−1(V ) = ∪m∈MUg,m,IE .
For the last property, suppose x ∈ ψg,m,IE(V )∩ψg,m′,IE(V ) and define h = p(x).
By definition of ψg,m,IE and ψg,m′,IE , the equality ψg,m,IE(h) = x = ψg,m′,IE(h)
implies that we (also) have the equality
ΦA
(
1, exp−1(hg−1), g,m
)
= ΦA
(
1, exp−1(hg−1), g,m′
)
.
Applying ΦA(−1, ·) to both sides (and using the group property of a flow) then
tells us that we have the equality(
exp−1(hg−1), g,m
)
=
(
exp−1(hg−1), g,m′
)
,
and thus in particular m = m′. QED
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7.9. Theorem. Let G be a connected and simply connected Lie supergroup with
Lie superalgebra g, let M be a smooth supermanifold and let ρ be an infinitesimal
action of g on M . If all vector fields ρ(X), X ∈ Bg0 are complete, then there exists
a unique smooth (global) left-action of G on M integrating ρ.
Proof. According to [7.8] the map p : G×M → G is a covering map when G×M
is equipped with the leaf topology. Hence the restriction of p to any leaf-connected
component of G ×M also is a covering map. But G is simply connected, so any
connected covering must be a bijection. This implies that (G, ρ) is univalent, but
at the same time that we have p(L(e,m)) = G. According to [7.7] we thus have a
unique maximal local action integrating ρ defined on D = G ×M , i.e., a global
action. QED
8. Examples
The simplest examples of Lie superalgebras are the ones of dimension 1|0 and
0|1. The first one has a single even basis vector and the second a single odd one.
An infinitesimal action of a Lie superalgebra of dimension 1|0 thus is completely
determined by a single even smooth vector field X on a supermanifold M . A
local action of the corresponding Lie supergroup A0 (with addition as operation)
is nothing more nor less than a (local) flow of the generating vector field X. And
in this context, a global action is synonym to a complete vector field.
The situations is barely more complicated for an infinitesimal action of a Lie
superalgebra of dimension 0|1 with the single odd basis vector f1. It is completely
determined by a single odd smooth vector field X = ρ(f1) on a supermanifold
M , but with the additional condition that the autocommutator [X,X] is zero.
This condition (which is automatically satisfied for even vector fields) is needed
because any Lie superalgebra of dimension 0|n is abelian, and thus we must have
0 = ρ(0) = ρ([f1, f1]) = [ρ(f1), ρ(f1)] = [X,X]. As BX is the zero vector field,
it has (trivially) a complete flow, and thus the infinitesimal action integrates to
a global action of the corresponding Lie supergroup A1 (again with addition as
operation). And indeed, any smooth odd vector field X satisfying [X,X] = 0
admits a global flow with an odd “time” parameter τ ∈ A1 [Tuy04, V.4.15-18].
In [MSV93] a more general theory of integrating vector fields is developped, in
which any (not necessarily homogeneous) vector field X = X0 +X1 (with X0 even
and X1 odd) can be integrated. However, no group-like properties exist for this
more general case, except for 3 exceptional cases:
(i) [X0, X1] = [X1, X1] = 0,
(ii) [X0, X1] = aX1 and [X1, X1] = 0 with a ∈ R \ {0},
(iii) [X0, X1] = 0 and [X1, X1] = aX0 with a ∈ R \ {0}.
But these three possibilities correspond exactly to the three types of Lie superal-
gebras of dimension 1|1. It thus seems natural to consider these three cases, not
as a single non-homogeneous vector field on M , but as an infinitesimal action of a
1|1-dimensional Lie superalgebra g: if f1 is the even basis vector and f2 the odd
basis vector, then we write ρ(f1) = X0 and ρ(f2) = X1. The commutation relations
between the vector fields then garantee that ρ is an infinitesimal action of g (with
the corresponding structure of a Lie superalgebra of course). In order to illustrate
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the general theory of this paper in a not completely trivial example, we consider
the case (iii).
The Lie supergroup. We consider the Lie supergroup G = A0×A1 with the even
coordinate a ∈ A0, the odd coordinate α ∈ A1, and with multiplication defined by
(a, α) · (b, β) = (a+ b+ 2αβ, α+ β) .
The tangent vectors ∂a, ∂α at e = (0, 0) extend to left-invariant vector fields f1, f2
on G as
f1 (a,α) =
∂
∂a (a,α)
and f2 (a,α) =
( ∂
∂α
− 2α ∂
∂a
)
(a,α)
.
It follows immediately that we have the commutation relations [f1, f1] = 0 = [f1, f2]
and [f2, f2] = −4f1.
The infinitesimal action. Next we consider the supermanifold M = (A0)2 ×
(A1)2 of dimension 2|2 with global coordinates (x, y, ξ, η) with x, y even and ξ, η
odd. On M we define the even vector field ρ(f1) and the odd vector field ρ(f2) by
ρ(f1) = y
∂
∂x
− x ∂
∂y
+ η
∂
∂ξ
− ξ ∂
∂η
ρ(f2) = (η − ξ) ∂
∂x
− (η + ξ) ∂
∂y
+ (y − x) ∂
∂ξ
− (x+ y) ∂
∂η
.
It is elementary to check that these vector fields have the following commutation
relations:
[ρ(f1), ρ(f1)] = 0 , [ρ(f1), ρ(f2)] = 0 and [ρ(f2), ρ(f2)] = −4ρ(f1) ,
and thus ρ can be interpreted as an infinitesimal action of g on M .
When we look at Bρ(f1) and Bρ(f2), we find Bρ(f2) = 0 and
Bρ(f1) = x
∂
∂y
− y ∂
∂x
.
The first is trivially complete, and the second has the complete flow given by
Φ(t, x, y) =
(
x cos t− y sin t , x sin t+ y cos t ) .
According to [7.9], this infinitesimal action thus integrates to a (unique) global
action of G on M . To compute this action, we can either use [6.3], which requires
the integration of a vector field on a 6-dimensional space, or we can use (the proof
of) [7.7], which requires the determination of the leaves of a 2-dimensional foliation
in a 6-dimensional space. We will provide both computations, so the reader can
judge which one (s)he prefers.
The action via the flow of ZM . When we want to use [6.3], we not only have to
compute the flow of the vector field ZM , but also the exponential map exp : g0 → G,
for which we have to integrate the vector field ZR. As the right-invariant vector
fields associated to the tangent vectors ∂a and ∂α are given by
fr1 (a,α) =
∂
∂a (a,α)
and fr2 (a,α) =
( ∂
∂α
+ 2α
∂
∂a
)
(a,α)
,
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it follows that the vector field ZR on g0×G ∼= (A0×A1)×(A0×A1) with coordinates
(z, ζ, a, α) is given by
ZR (z,ζ,a,α) = z · fr1 + ζ · fr2 = (z + 2ζα)
∂
∂a
+ ζ
∂
∂α
.
As we know that the flow ΦR does not move the algebra elements, we can write it
in terms of these coordinates as
ΦR(t, z, ζ, a, α) =
(
z, ζ,ΦaR(t, z, ζ, a, α),Φ
α
R(t, z, ζ, a, α)
)
.
In terms of these coefficients, the flow equation ι(∂t (t,z,ζ,a,α))ΦR = ZR ΦR(t,z,ζ,a,α)
becomes the two equations
∂ΦaR
∂t
(t, z, ζ, a, α) = z + 2ζ ΦαR(t, z, ζ, a, α) and
∂ΦαR
∂t
(t, z, ζ, a, α) = ζ .
Developping the coefficients ΦaR and Φ
α
R with respect to the odd coordinates as
ΦaR(t, z, ζ, a, α) = Φ
a
R,0(t, z, a) + ζ αΦ
a
R,2(t, z, a)
ΦαR(t, z, ζ, a, α) = ζ Φ
α
R,ζ(t, z, a) + αΦ
α
R,α(t, z, a) ,
these two equations translate as the system of four ordinary differential equations
(in real coordinates)
∂ΦaR,0
∂t
(t, z, a) = z
∂ΦaR,2
∂t
(t, z, a) = 2 ΦαR,α(t, z, a)
∂ΦαR,α
∂t
(t, z, a) = 0
∂ΦαR,ζ
∂t
(t, z, a) = 1
Now the initial conditions for this flow are
ΦaR(0, z, ζ, a, α) = a and Φ
α
R(0, z, ζ, a, α) = α ,
which translates as the four initial conditions
ΦaR,0(0, z, a) = a Φ
α
R,α(0, z, a) = 1
ΦαR,ζ(0, z, a) = 0 Φ
a
R,2(0, z, a) = 0 .
Taking these initial conditions into account, we obtain the solutions
ΦaR,0(t, z, a) = a+ tz Φ
α
R,α(t, z, a) = 1
ΦαR,ζ(t, z, a) = t Φ
a
R,2(t, z, a) = 2t ,
which gives us the flow as
ΦR(t, z, ζ, a, α) =
(
z, ζ, a+ t(z + 2ζα), α+ tζ
)
,
and finally the exponential map as(
(z, ζ), exp(z, ζ)
)
= ΦR(1, (z, ζ), (0, 0)
)
=
(
(z, ζ), (z, ζ)
)
,
i.e.,
(8.1) exp(z f1 + ζ f2) ∼= exp(z, ζ) = (z, ζ) .
The next step is to integrate the vector field ZM on g0 ×M given by
ZM = −z ρ(f1)− ζ ρ(f2)
=
(
ζ(ξ − η)− zy) ∂
∂x
+
(
zx+ ζ(η + ξ)
) ∂
∂y
+
(
ζ(x− y)− zη) ∂
∂ξ
+
(
ζ(x+ y) + zξ
) ∂
∂η
.
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As for the flow of ZR, we know that ΦM does not move the algebra elements, so
we can write it in terms of the coordinates as
ΦM (t, z, ζ, x, y, ξ, η) = ( z, ζ,Φ
x
M ,Φ
y
M ,Φ
ξ
M ,Φ
η
M ) ,
with ΦxM ,Φ
y
M ,Φ
ξ
M ,Φ
η
M four functions depending upon all the coordinates t, z, ζ,
x, y, ξ, η. In terms of these functions, the flow equation ι(∂t)TΦM = ZM becomes
the system of four equations (not writing the dependence on the coordinates t, z,
ζ, x, y, ξ, η)
∂ΦxM
∂t
= ζ ( ΦξM − ΦηM )− zΦyM
∂ΦyM
∂t
= zΦxM + ζ ( Φ
η
M + Φ
ξ
M )
∂ΦξM
∂t
= ζ ( ΦxM − ΦyM )− zΦηM
∂ΦηM
∂t
= ζ ( ΦxM + Φ
y
M ) + zΦ
ξ
M .
We then develop these four functions with respect to their odd coordinates as
ΦxM = Φ
x
M,0 + ξηΦ
x
M,ζ + ηζ Φ
x
M,ξ + ζξΦ
x
M,η
ΦyM = Φ
y
M,0 + ξηΦ
y
M,ζ + ηζ Φ
y
M,ξ + ζξΦ
y
M,η
ΦξM = ξΦ
ξ
M,ξ + ηΦ
ξ
M,η + ζ Φ
ξ
M,ζ + ξηζ Φ
ξ
M,3
ΦηM = ξΦ
η
M,ξ + ηΦ
η
M,η + ζ Φ
η
M,ζ + ξηζ Φ
η
M,3 ,
where the sixteen functions Φ−M,− are functions of the four even coordinates t, z, x, y
only. In terms of these functions, the system of four equations becomes the system
of sixteen ordinary differential equations
∂ΦxM,0
∂t
= −zΦyM,0
∂ΦxM,ξ
∂t
= ΦηM,η − ΦξM,η − zΦyM,ξ
∂ΦxM,ζ
∂t
= −zΦyM,ζ
∂ΦxM,η
∂t
= ΦξM,ξ − ΦηM,ξ − zΦyM,η
∂ΦyM,0
∂t
= zΦxM,0
∂ΦyM,ξ
∂t
= −ΦηM,η − ΦξM,η + zΦxM,ξ
∂ΦyM,ζ
∂t
= zΦxM,ζ
∂ΦyM,η
∂t
= ΦηM,ξ + Φ
ξ
M,ξ + zΦ
x
M,η
∂ΦξM,ξ
∂t
= −zΦηM,ξ
∂ΦξM,ζ
∂t
= ΦxM,0 − ΦyM,0 − zΦηM,ζ
∂ΦξM,η
∂t
= −zΦηM,η
∂ΦξM,3
∂t
= ΦxM,ζ − ΦyM,ζ − zΦηM,3
∂ΦηM,ξ
∂t
= zΦξM,ξ
∂ΦηM,ζ
∂t
= ΦxM,0 + Φ
y
M,0 + zΦ
ξ
M,ζ
∂ΦηM,η
∂t
= zΦξM,η
∂ΦηM,3
∂t
= ΦxM,ζ + Φ
y
M,ζ + zΦ
ξ
M,3
The initial conditions at t = 0 are ΦxM = x, Φ
y
M = y, Φ
ξ
M = ξ and Φ
η
M = η.
In terms of the decomposition this gives us the initial conditions (all functions of
(t, z, x, y) taken at t = 0)
ΦxM,0 = x Φ
x
M,ζ = 0 Φ
x
M,ξ = 0 Φ
x
M,η = 0
ΦyM,0 = y Φ
y
M,ζ = 0 Φ
y
M,ξ = 0 Φ
y
M,η = 0
INTEGRATING INFINITESIMAL (SUPER) ACTIONS 43
ΦξM,ξ = 1 Φ
ξ
M,η = 0 Φ
ξ
M,ζ = 0 Φ
ξ
M,3 = 0
ΦηM,ξ = 0 Φ
η
M,η = 1 Φ
η
M,ζ = 0 Φ
η
M,3 = 0 .
Taking these initial conditions into account, the differential equations can be solved
successively to yield (more or less in this order)
ΦxM,0 = x cos tz − y sin tz ΦyM,0 = x sin tz + y cos tz
ΦxM,ζ = 0 Φ
y
M,ζ = 0
ΦξM,ξ = cos tz Φ
η
M,ξ = sin tz
ΦξM,η = − sin tz ΦηM,η = cos tz
ΦxM,ξ = t (cos zt+ sin zt) Φ
y
M,ξ = −t (cos zt− sin zt)
ΦxM,η = −t (sin tz − cos tz) ΦyM,η = t (sin tz + cos tz)
ΦξM,ζ = t (x− y) cos tz − t (x+ y) sin tz ΦξM,3 = 0
ΦηM,ζ = t (x− y) sin tz + t (x+ y) cos tz ΦηM,3 = 0 .
Putting these functions back together, we find
ΦxM = x cos tz − y sin tz + ηζt (cos zt+ sin zt)− ζξt (sin tz − cos tz)
ΦyM = x sin tz + y cos tz − ηζt (cos zt− sin zt) + ζξt (sin tz + cos tz)
ΦξM = ξ cos tz − η sin tz + tζ
(
(x− y) cos tz − (x+ y) sin tz)
ΦηM = ξ sin tz + η cos tz + tζ
(
(x− y) sin tz + (x+ y) cos tz)
When we write this in the suggestive form(
ΦxM
ΦyM
)
=
(
cos tz − sin tz
sin tz cos tz
)
·
[(
x
y
)
+ tζ
(
1 −1
1 1
)
·
(
ξ
η
)]
(
ΦξM
ΦηM
)
=
(
cos tz − sin tz
sin tz cos tz
)
·
[(
ξ
η
)
+ tζ
(
1 −1
1 1
)
·
(
x
y
)]
,
it becomes obvious that combining the variables in complex ones as x+iy and ξ+iη
gives us the much simpler form
ΦM :
(
x+ iy
ξ + iη
)
7→ eitz ·
(
1 (1 + i)tζ
(1 + i)tζ 1
)
·
(
x+ iy
ξ + iη
)
.
And then it is more or less obvious that we can combine even and odd variables
together to write this as the single multiplication
ΦM : (x+ ξ) + i(y + η) 7→ eitz
(
1 + (1 + i)tζ
)(
(x+ ξ) + i(y + η)
)
.
We then can use the formula Ψ(g,m) = ΦMM
(
1, exp−1(g),m) together with the
formula [8.1] for the exponential map to find the explicit expression for the global
action Ψ as2
Ψ
(
(a, α), (x+ ξ) + i(y + η)
)
= eita
(
1 + (1 + i)α
)(
(x+ ξ) + i(y + η)
)
.
2Actually, this example was constructed starting with this formula, which is based upon [Tuy04,
VI.4.14]
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The action via the foliation F . The foliation F on G×M is generated by the
two vector fields fr1 − ρ(f1) and fr2 − ρ(f2), i.e., by
X =
∂
∂a
− y ∂
∂x
+ x
∂
∂y
− η ∂
∂ξ
+ ξ
∂
∂η
and
Y =
∂
∂α
+ 2α
∂
∂a
+ (ξ − η) ∂
∂x
+ (η + ξ)
∂
∂y
+ (x− y) ∂
∂ξ
+ (x+ y)
∂
∂η
Now in general it is (very) hard to find the explicit coordinates adapted to the
foliation, but in this case the (local!) procedure suggested by the abstract proof
(change the generating vector fields by an invertible matrix function to obtain
commuting vector fields, integrate these vector fields and use their flow to create
a new coordinate system adapted to the foliation) works quite well and even gives
global results.
The first step thus is to abelianize the vector fields X and Y , which here can be
done globally by posing Y˜ = Y − 2αX:
Y˜ =
∂
∂α
+ (ξ − η + 2yα) ∂
∂x
+ (η + ξ − 2xα) ∂
∂y
+ (x− y + 2αη) ∂
∂ξ
+ (x+ y − 2αξ) ∂
∂η
.
For the vector fields X and Y˜ (which still generate F everywhere) we have [X,X] =
[X, Y˜ ] = [Y˜ , Y˜ ] = 0. Both vector fields thus can be integrated (using the same
techniques as before) and their global flows are given by
ΦX(t, a, α, x, ξ, y, η) = (a+ t, α, x cos t− y sin t, x sin t+ y cos t,
ξ cos t− η sin t, ξ sin t+ η cos t)
ΦY˜ (τ, a, α, x, ξ, y, η) =
(
a, α+ τ, x+ τ(ξ − η + 2yα), ξ + τ(x− y + 2αη),
y + τ(η + ξ − 2xα), η + τ(x+ y − 2αξ))
The final step is to use their flow to introduce the change of coordinates
(a, α, x, y, ξ, η) = ψ(a′, α′, x′, y′, ξ′, η′)
with ψ defined by
ψ(a′, α′,x′, y′, ξ′, η′) = ΦX
(
a′,ΦY˜ (α
′, 0, 0, x′, y′, ξ′, η′)
)
= ΦX
(
a′, 0, α′, x′ + α′(ξ′ − η′), y′ + α′(η′ + ξ′),
ξ′ + α′(x′ − y′), η′ + α′(x′ + y′))
= (a′, α′, (x′ + α′(ξ′ − η′)) cos a′ − (y′ + α′(η′ + ξ′)) sin a′,
(x′ + α′(ξ′ − η′)) sin a′ + (y′ + α′(η′ + ξ′)) cos a′,
(ξ′ + α′(x′ − y′)) cos a′ − (η′ + α′(x′ + y′)) sin a′,
(ξ′ + α′(x′ − y′)) sin a′ + (η′ + α′(x′ + y′)) cos a′)
When we remember that it could be useful to regroup all coordinates in a single
complex one, we note that we can simplify this expression as
ψ
(
(a′, α′), x′ + iy′ + ξ′ + iη′
)
=
(
(a′, α′), eia
′ (
1 + (1 + i)α′
)
(x′ + iy′ + ξ′ + iη′)
)
.
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This allows for an easy inversion to find the new coordinates as(
(a′, α′), x′ + iy′ + ξ′ + iη′
)
= ψ−1
(
(a, α), x+ iy + ξ + iη
)
=
(
(a, α), e−ia
(
1− (1 + i)α)(x+ iy + ξ + iη)) .
It is elementary to show that in these new coordinates, the vector fieldsX and Y˜ are
given as ∂a′ and ∂α′ . The primed coordinates are thus adapted to the foliation and,
moreover, they are global coordinates with the first two being global coordinates
on G, providing an illlustration of [4.2].
According to (the proof of) [7.7], the (global) action is defined by
Ψ(g,m) = m ⇐⇒ (g,m) ∈ L(e,m) .
But lying on the same leaf means having the same primed coordinates (x′, y′, ξ′, η′),
as these are adapted to the foliation. As we have
ψ−1(e,m) = ψ−1
(
(1, 0), x+ iy + ξ + iη) =
(
(1, 0), x+ iy + ξ + iη) ,
it follows that we must have, for g = (a, α),
ψ−1(g,m) =
(
(a, α), x+ iy + ξ + iη)
and thus
(g,m) = ψ
(
(a, α), x+ iy + ξ + iη
)
=
(
(a, α), eia
(
1 + (1 + i)α
)
(x+ iy + ξ + iη)
)
,
giving the action (again) as
Ψ
(
(a, α), x+ iy + ξ + iη
)
= eia
(
1 + (1 + i)α
)
(x+ iy + ξ + iη) .
9. Appendix: an overview of A-manifold theory
This appendix is a very short overview of A-manifold theory, intended for readers
with some familiarity with supermanifold theory, but not with this approach. It
will not always be complete, and sometimes it might be slightly besides the truth,
but it intends to give the gist of the theory, not the most precise formulation (which
can be found in [Tuy04]).
9.1. The basic graded commutative ring.
The starting point of A-manifold theory is a graded-commutative ring A. We
will fix it as being the exterior algebra of an infinite dimensional (real) vector space
V :
A =
∧
V =
∞⊕
k=0
∧k
V =
( ∞⊕
k=0
∧2k
V
)
⊕
( ∞⊕
k=0
∧2k+1
V
)
= A0 ⊕A1 .
We denote by B : A → A (sic) the canonical projection onto the direct summand
R ≡ ∧0 V ⊂ ⊕∞k=0∧k V ; we will call B the body map and the image B(a) ∈ R
the body of a ∈ A. The set of nilpotent elements N = ⊕∞k=1∧k V (an ideal) is
a supplement (in A) to R = B(A) = ∧0 V . We thus can identify the quotient
A/N (which is a field) with B(A) ⊂ A and the canonical projection A 7→ A/N
with the body map B. Another feature of (this) A (due to the fact that V is
infinite dimensional) is that for any n ∈ N∗ there exist elements ξ1, . . . , ξn ∈ A1 =⊕∞
k=0
∧2k+1
V such that the product ξ1 · · · ξn ≡ ξ1 ∧ · · · ∧ ξn is non-zero.
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Remark. Actually, the particular form of A is not that important, as long as it
has the above mentioned features: a supplement to the nilpotent elements which
is isomorphic to R and for any n ∈ N∗ elements ξ1, . . . , ξn ∈ A1 whose product is
non-zero. And even the last condition is slightly stronger than strictly needed: if an
A-manifold has odd dimension q, then there should exist q+ 1 odd elements whose
product is non-zero (and thus V should have at least dimension q+1). However, as
one does not wish to be restricted in the choice of the odd dimension, it is preferable
to have this condition for any n ∈ N∗, not only for q + 1. Hence the choice of an
infinite dimensional vector space V .
In the sequel we will never have any use for the particular form of A, so the
symbol V will no longer be reserved for the vector space whose exterior algebra is
A.
9.2. A-vector spaces.
As A is not commutative, there is a difference between left- and right-modules
over A. We will first concentrate on graded bi-modules, meaning an abelian group
M which is at the same time a left- and a right-module over A, and which splits as
a direct sum M = M0 ⊕M1 satisfying the conditions
a ∈ Aα and m ∈Mβ ⇒ a ·m = (−1)αβm · a ∈Mα+β ,
where the gradings α, β should be seen as belonging to Z/2Z and thus 1 + 1 = 0.
Again because A is not commutative, there is a difference between left-linear
homomorphisms and right-linear ones, even for graded bi-modules. A left-linear
morphism that is even (meaning that it maps homogeneous elements of the source
module to homogeneous elements of the target module of the same parity) is au-
tomatically also right-linear (and vice-versa), but a similar statement for non-even
morphisms is not true. One thus has two morphism modules between two graded
bi-modules, the left-linear ones and the right-linear ones. These morphism mod-
ules are in a natural way graded bi-modules over A and they are in a natural way
isomorphic.
Convention. As we wish to adhere to the convention that interchanging two
homogeneous elements (of whatever nature) induces a minus sign whenever both
are odd, we are led to denote evaluation of left-linear morphisms on the left instead
of on the right as is usual for maps. More precisely, if f : M → N is a left-linear
morphism between the graded bi-modules M and N , we will denote the image of
the element m ∈ M by the map f as ι(m)f . In that way, left-linearity gets the
form
ι(a ·m)f = a · (ι(m)f) ,
instead of
f(am) = af(m) ,
which would violate the convention in case f is not even. This notational convention
is already used in ordinary differential geometry when one evaluates/contracts a k-
form with a tangent vector (to yield a k − 1-form).
The (for us) important constructions on vector spaces can be carried out also for
graded bi-modules over A, such as direct sums, direct products, morphism modules
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(left or right), tensor products (over the graded-commutative ring A), exterior
algebras and free bi-modules on a set of homogeneous generators.
We next turn our attention to a special case of graded bi-modules over A: those
that are of the form V ⊗R A with V = V0 ⊕ V1 a graded vector space over R,
which we call A-vector spaces. Inside such an A-vector space we have the (real)
subspace V ⊗R 1 ∼= V of elements of the form v⊗ 1 and the projection (body map)
BV : V ⊗R A → V ⊗R 1 ∼= V defined by BV (v ⊗ a) = v ⊗B(a).
If M is any (left) module over A, we can define the subset NM ⊂ M of those
elements m for which there exists a ∈ A, a 6= 0 such that a ·m = 0. As the reals
are included in A, any module M over A is in particular a real vector space and
one can show that NM is a vector subspace of M (as a real vector space). For an
A-vector space M = V ⊗R A we have
NM = { v ⊗ n | v ∈ V , n ∈ N ⊂ A} .
Another way to define an A-vector space thus is as those graded bi-modules for
which there exists a supplement V ⊂ M for NM in the category of graded vector
spaces over R. The body map then becomes the projection onto this summand
M = V ⊕ NM . In this way the definition of an A-vector space obtains the same
flavour as the conditions imposed on our graded commutative ring A.
Remark. The map V 7→ V ⊗R A from the category of graded vector spaces over
R to the category of graded bi-modules over A is a functor (nearly an isomorphism
of categories). In particular the constructions one can perform on these categories
(direct sums, tensor products, exterior algebras) are preserved by this map. How-
ever, one has to make a choice what to do with morphisms, as in the category of
graded vector spaces over R there is no difference between left- and right-linear,
whereas in the category of A-vector spaces there is.
9.3. Smooth functions.
In order to give a definition of smooth super functions from first principles, we
first give an alternate description of smooth functions in the ordinary (non-super)
case. We then just copy this alternate description to the super case to obtain our
definition of super smooth functions. The starting point is the formula
(9.1) f(x)− f(y) =
m∑
i=1
(xi − yi) ·
(∫ 1
0
(∂if)
(
sx+ (1− s)y) ds) ,
valid for any function f : O ⊂ Rm → Rn of class C1 defined on a convex set O. If
we define the functions gi : O ×O → Rn by
gi(x, y) =
∫ 1
0
(∂if)
(
sx+ (1− s)y) ds ,
then we have:
(9.2) ∀x, y ∈ O : f(x)− f(y) =
m∑
i=1
(xi − yi) · gi(x, y) .
It then it is easy to show that, for any k ∈ N, f is of class Ck+1 if and only if
there exist functions gi of class Ck such that (9.2) is valid. Moreover, the partial
derivatives of f are given by (∂if)(x) = gi(x, x). As is well known, these partial
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derivatives are unique, while the functions gi themselves are not (apart from the
case n = 1).
“Classical” definitions. A smooth system is an assigment F that associates to any
open set O ⊂ Rm and any target space Rn a collection of continuous functions
F(O,Rn) ⊂ C0(O,Rn) verifying the property
∀f ∈ F(O,Rn) ∃gi ∈ F(O2,Rn) ∀x, y ∈ O ⊂ Rm :
f(x)− f(y) =
m∑
i=1
(xi − yi) · gi(x, y) .
A smooth system F1 is said to be smaller than a smooth system F2, denoted as
F1 ≤ F2, if we have
∀O,n : F1(O,Rn) ⊂ F2(O,Rn) .
Theorem. C∞ is the (not a) maximal (with respect to the order ≤) smooth system.
Remark. The above definitions and statements should not be taken literally, as
they are wrong as stated. Formula (9.1) is valid for convex sets, but not in general
for arbitrary (open) sets. If one disposes of smooth partitions of unity, one can re-
establish such a result, but that would create, in the case of R, a circular definition,
and in the case of C it would be impossible. The solution is to use covers at every
stage, but that complicates the notation (not the idea), so we left it out in this
summary.
In order to mimick these definitions in the super case, we have to start with a
topology.
Definition. Let E be any finite dimensionalA-vector space, meaning thatBE ⊂ E
is a finite dimensional graded vector space over R and E = BE⊗RA. The DeWitt
topology on E is the coarsest topology on E for which the projection B : E → BE is
continuous (when BE is equipped with the usual euclidean topology). In particular
A itself is a finite dimensional A-vector space with BA = R⊕{0} (i.e., (BA)0 = R
and (BA)1 = {0}), and thus is equipped with the DeWitt topology. It should be
noted that the DeWitt topology is not separated/Hausdorff and that for any open
set U ⊂ E we have BU ⊂ U and U = B−1(BU).
Now let E be a finite dimensional A-vector space and let e1, . . . , ep, f1, . . . , fq ∈
BE be a homogeneous basis, i.e., e1, . . . , ep is a basis of the vector space (over R)
(BE)0 ⊂ E0 and f1, . . . , fq a basis of (BE)1 ⊂ E1. It follows that any element
e ∈ E is described uniquely by p + q elements x1, . . . , xp, ξ1, . . . , ξq ∈ A according
to
e =
p∑
i=1
xiei +
q∑
j=1
ξjfj .
Now if e belongs to the even part of E, then the xi belong to A0 and the ξj to
A1. In other words, an element of E0 is described by p even “coordinates” and q
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odd “coordinates.” Moreover, a subset U ⊂ E0 of the even part of E is open (in
the DeWitt topology) if and only if there exists an open set O ⊂ Rp such that
(9.3) e =
p∑
i=1
xiei +
q∑
j=1
ξjfj ∈ U ⇐⇒ (Bx1, . . . ,Bxp) ∈ O .
Another way to state this equivalence is the equality U = (B E0)
−1(BU) with
BU = O ⊕ {0} ⊂ (BE)0 ⊕ (BE)1 = Rp ⊕Rq.
9.4. “Super” definitions. • A super smooth system is an assigment F that
associates to any open set U ⊂ E0 in the even part of any finite dimensional A-
vector space E and to any finite dimensional A-vector space F (the target space) a
collection of continuous functions F(U,F ) ⊂ C0(U,F ) verifying the two properties
f(BU) ⊂ BF
and
∀f ∈ F(U,F ) ∃gi ∈ F(U2, F ) ∀x, y ∈ U ⊂ E0 :
f(x)− f(y) =
p+q∑
i=1
(xi − yi) · gi(x, y) .
• A super smooth system F1 is said to be smaller than a super smooth system
F2, denoted as F1 ≤ F2, if we have
∀U,F : F1(U,F ) ⊂ F2(U,F ) .
• C∞ is the maximal super smooth system with respect to the order ≤.
We now have a definition of super smooth functions that is a look-alike to a
possible definition of smooth functions in the non-super case, but two questions
remain: (1) why the additional condition f(BU) ⊂ BF and (2) can we say anything
interesting about these smooth functions? One possible answer to (1) is that it
allows us to give a positive answer to (2). Another possible answer to (1) is that
we wish to stay as close as possible to non-super smooth functions and that this
conditions is trivially satisfied in the non-super case.
9.5. Lemma. Let U ⊂ E0 be an open set in the even part of the p|q-dimensional
A-vector space E, let O = BU ⊂ Rp be the corresponding open subset in Rp (see
(9.3)) and let f : O → BF be an ordinary smooth function with values in the real
vector space BF (where we thus ignore the grading).
With these data, we define the function Gf : U → F by the formula
(Gf)(x1, . . . , xp, ξ1, . . . , ξq) =
∞∑
k=0
1
k!
(
(Dkf)(r1, . . . , rp)
)
(
k terms︷ ︸︸ ︷
n, . . . , n) ,
where ri = Bxi ∈ R, ni = xi − ri ∈ N0, n = (n1, . . . , np), (Dkf)(r1, . . . , rp) the
kth order derivative of f at (r1, . . . , rp) ∈ O as k-linear symmetric map with values
in BF and
(
(Dkf)(r1, . . . , rp)
)
(n, . . . , n) the formal evaluation of (Dkf)(r1, . . . , rp)
in the even nilpotent coefficients ni.
This Gf is a super smooth function.
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9.6. Theorem. Let U ⊂ E0 be an open set in the even part of the p|q-dimensional
A-vector space E, let O = BU ⊂ Rp be the corresponding open subset in Rp and
let F be a finite dimensional A-vector space. Then a function f : U → F belongs
to C∞(U,F ) (i.e., is super smooth) if and only if there exist (ordinary) smooth
functions fI : O → BF such that we have
f(x1, . . . , xp, ξ1, . . . , ξq) =
∑
I⊂{1,...,q}
(GfI)(x1, . . . , xp) · ξI ,
where ξI denotes the product
I = {j1, . . . , jk} with 1 ≤ j1 < · · · < jk ≤ q =⇒ ξI = ξj1 · · · ξjk ,
with ξ∅ = 1.
Corollary. Let U ⊂ E0 be an open set in the even part of the p|q-dimensional
A-vector space E, let O = BU ⊂ Rp be the corresponding open subset in Rp and
let F be a finite dimensional A-vector space. Then we have the equality
C∞(U,F ) = C∞(O,BF )⊗
∧
Rq .
Once we know the structure of super smooth functions, we can address the
question of partial derivatives. For that we imitate the non-super case and want to
define the partial derivative ∂if as
(∂if)(x) = gi
(
x, x) ,
where the super smooth functions gi are given by the definition of super smoothness
as
f(x)− f(y) =
p+q∑
i=1
(xi − yi) · gi(x, y) .
But for this to be a coherent definition, one must show that the diagonal gi(x, x) is
uniquely determined by f , even when the functions gi(x, y) are not unique. And it is
here that one needs the fact that there exist q+1 odd elements in A1 whose product
is non-zero: if that condition is satisfied, the ∂if are well defined; if not, even the
diagonal functions gi(x, x) will not be unique and thus our super smooth functions
will not have derivatives. (Of course one could define the partial derivatives by
hand in terms of the functions fI of [9.6], but then the whole purpose of giving an
intrinsic definition of super smoothness would be superfluous.)
With our choice of A, the partial derivatives are well defined and behave exactly
as expected. If the index i is associated to an odd coordinate, ∂i is an odd derivation
of C∞(U,F ), whereas it is an even derivation when associated to an even coordinate.
One should note that the ∂i are right-derivations (as opposed to left-derivations),
meaning that they are right-linear, which is a consequence of the choice in [9.4] to
write the “coefficients” (xi − yi) to the left of gi(x, y) instead of to the right.
Once we know what smooth functions and their derivatives are, “all” usual results
of real analysis can be copied, in particular the inverse function theorem.
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9.4. A-manifolds.
Once we know what open subset are and what (local) diffeomorphisms are, we can
copy (nearly) all standard differential geometric constructions, such as manifolds
(using an atlas and local diffeomorphisms for chart-changing), fiber bundles, vector
bundles, the tangent bundle of a manifold, its cotangent bundle etcætera. There is
however one important difference that concerns vector bundles. An A-manifold is
modelled by charts that are open subsets in the even part of a finite dimensional
A-vector space E; as such it has an even and an odd dimension (the dimensions
of (BE)0 and (BE)1). On the other hand, the typical fiber of a vector bundle is
all of a finite dimensional A-vector space F . There are multiple reasons for doing
so, one of them being that the standard constructions such as tensor products and
exterior powers can be performed on A-vector spaces, but not on their even parts
(at least not in a way that gives satisfactory results). Now a full A-vector space F
can be seen in a natural way as the even part of another A-vector space: the direct
sum of F with its parity dual
∏
F (the even part of
∏
F is the odd part of F and
the odd part of
∏
F is the even part of F ), so vector bundles are still A-manifolds.
Concerning these constructions, one can show the following results.
• The body map can be extended to A-manifolds and their smooth maps, the
result being an ordinary (non-super) manifold and an ordinary smooth map
(taking the body map is essentially mapping all nilpotent elements in A to
zero).
• If M is an A-manifold of graded dimension p|q, then BM is an ordinary
manifold of dimension p and for any (sufficiently small) open set O ⊂ BM
with U = B−1O ⊂M we have the equality
C∞(U,A) = C∞(O)⊗
∧
Rq ,
providing the link with the sheaf theoretic/ringed spaces approach (in this
way we create a ringed space on the ordinary manifold BM , and conversely,
every ringed space appears this way).
• The set C∞(M) of all smooth maps f : M → A on an A-manifold M is a
graded R-algebra and the set Γ(B) of all smooth sections of a vector bundle
B →M is a graded bi-module over C∞(M).
• The tangent map Tf : TM → TN associated to a smooth map f : M → N
between A-manifolds is naturally left-linear and even. In particular we have,
for local coordinate systems x in M and y in N with y = f(x), the formula
ι
(p+q∑
i=1
Xi · ∂
∂xi x
)
Tf =
p+q∑
i=1
p′+q′∑
j=1
Xi · (∂ifj)(x) · ∂
∂yj y
,
where p|q is the graded dimension of M and p′|q′ that of N .
• Any smooth and even vector field X on an A-manifold M can be integrated
to produce a flow, i.e., a 1-parameter group of local diffeomorphsims Φt with
t ∈ A0, which has the usual properties of a flow. According to [9.6] it has
a local expression Φt(x, ξ) ≡ Φ(t, x, ξ) =
∑
I(GΦI)(t, x) · ξI in terms of or-
dinary smooth functions of real variables and products of odd coordinates.
These functions can be computed by induction on the number of elements in I
(details can be found in [Tuy04, Ch.V§4]); the equation for Φ∅ is a “standard”
first order differential equation for the flow of a non-super vector field (it is the
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flow equation for the ordinary smooth vector field BX on the ordinary man-
ifold BM) and the other terms are determined by first order inhomogeneous
linear differential equations (and as such they do not restrict the domain of
definition of the flow).
• A smooth odd vector field X can be integrated to a flow Φτ with an odd time
parameter τ ∈ A1 (but otherwise with the same properties of a flow and in
particular the group law) if and only if the auto-commutator [X,X] is zero.
In local coordinates the expression for the flow essentially boils down to the
formula
Φτ (x) = x+ τ ·X(x) .
• Lie’s third theorem and its converse are true: to any A-Lie group G (i.e.,
an A-manifold equipped with a group structure such that multiplication and
inversion are smooth maps) is associated an A-Lie algebra g (isomorphic to
the tangent space at the identity and isomorphic to the space of all left-
invariant vector fields). Conversely, for any finite dimensional A-Lie algebra
g there exists a (unique up to isomorphisms) simply connected A-Lie group
G whose A-Lie algebra is (isomorphic to) g.
• The notion of an A-Lie group is equivalent to the notion of a “Lie supergroup
pair,” i.e., an “ordinary” Lie group H, an A-Lie algebra g and an action of H
on g that satisfy the two conditions that the Lie algebra h of H is isomorphic
to Bg0 and such that the restriction to h ∼= Bg0 of the action of H on g
is the adjoint action. Starting from an A-Lie group G, one obtains the Lie
supergroup pair directly by taking H = BG and as the action of H on g the
restriction to H ⊂ G of the adjoint action of G on g. Conversely, if we have
a Lie supergroup pair (H, g), we first construct the simply connected A-Lie
group G˜ whose A-Lie algebra is g. It then follows that BG˜ is a covering group
of H. If we denote by Z ⊂ BG˜ ⊂ G˜ the kernel of this covering map, then
the condition that the action of H on g extends the adjoint action of H on
h ∼= Bg0 implies that Z is central (and discrete) in G˜. One then shows easily
that G = G˜/Z is an A-Lie group whose associated Lie supergroup pair (via
the previous construction) is the given Lie supergroup pair.
Remark. If we replace (everywhere) in §9.3 the field of real numbers R by the
field of complex numbers C (which means in particular that we replace A by AC =
A⊗R C = A⊕ iA), we get complex smooth super functions. As ordinary smooth
complex differentiable functions (from open sets inCp to complex vector spaces) are
holomorphic, this means that for U ⊂ Eo open in an AC-vector space of dimension
p|q with O = BU ⊂ Cp and F any AC-vector space, we have the equality
C∞(U,F ) = Hol(O,BF )⊗
∧
Cq ,
where Hol(O,BF ) denotes the set of complex analytic/holomorphic functions on
O with values in F . As for real analytic superfunctions (and despite the fact that
I don’t have an intrinsic definition in the same spirit as for smoothness), it is easy
to define them as a subset of super smooth real functions, just by requiring the
functions fI in [9.6] to be real analytic.
Applying this to manifold theory §9.4, we obtain the categories of real and com-
plex analytic A(C)-manifolds (split and non-split). As the results on integration
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of vector fields depends (only) upon the corresponding statement in ordinary non-
super analysis, one obtains directly that an analytic vector field on a real or com-
plex analytic A(C)-manifold admits an analytic flow. It follows that an A-Lie group
admits a unique structure of a real analytic A-manifold, simply because in the non-
super setting one can prove it by means of the flow of an analytic vector field (see
[DK00]).
9.5. Foliations.
Before we attack the notion of a foliation of an A-manifold, we first have to
discuss a negative side effect of the condition imposed on super smooth functions:
that it maps the body of the source to the body of the target. On the positive side,
this condition allows us to prove the structure of super smooth functions [9.6] and
the fact that the body of an A-manifold is a subset of the A-manifold. However, on
the negative side we have the fact that fixing some coordinates in a super smooth
function does not necessarily yield a super smooth function!
To explain the situation, we consider first a function f : R2 → R, we take a
fixed value x ∈ R and we define the function g : R→ R by
g(y) = f(x, y) .
If f is smooth, then g is smooth. Let us next consider a function f : (A0)2 → A
and a fixed value x ∈ A0, with which we define the function g = A0 → A again
by g(y) = f(x, y). But now there is no guarantee that g is smooth if f is smooth!
The problem stems from the condition that for a smooth function we required the
condition g(BU) ⊂ BF , which gives here the condition
(9.7) y ∈ R = BA0 ⇒ g(y) = f(x, y) ∈ R = BA .
But, since f is smooth, we only know the property
x, y ∈ R = BA0 ⇒ f(x, y) ∈ R = BA .
It follows that if x belongs to R = BA0, then we can be sure that g is super
smooth. For any other x it is highly unlikely that g satisfies (9.7), in which case it
is not super smooth. A very simple example (which can be interpreted as addition
in the A-Lie group A1 of dimension 0|1) is the map f : (A1)2 → A1 given by
f(ξ, η) = ξ + η .
This map is smooth, but for any fixed non-zero element ξ ∈ A1, the resulting map
g : A1 → A1 given by
g(η) = ξ + η
is not smooth, as it maps {0} = BA1 to {ξ}, which is not the body of A1.
More generally, fixing some coordinates to real values in a super smooth function
yields a super smooth function (of less variables), but when we restrict to non-real
values (arbitrary values in A0 or A1), it is highly unlikely that the resulting function
is super smooth. For even coordinates this is not a real problem, as a super smooth
function of even coordinates is an extension of an ordinary smooth function of the
same number of real coordinates (see [9.5]). On the other hand, for odd coordinates
it is essential: if a super smooth function depends upon an odd coordinate, it is not
possible to fix this coordinate to an arbitrary value in A1 (except 0) and getting
a super smooth function in the remaining coordinates. This should not come as
a surprise for readers familiar with the sheaf-theoretic/ringed spaces approach to
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supermanifolds. There a smooth (odd) coordinate function is a single element in the
ring of local smooth superfunctions, it is not a function in the ordinary sense. Hence
evaluating such a “function” in a point does not make sense. On the other hand, we
have shown that the local rings of smooth superfunctions are the same in the A-
manifold approach and in the sheaf-theoretic/ringed spaces approach, so we should
not be able to create more smooth superfunctions by restricting a superfunction to
some (arbitrary) value.
One of the consequences of this fact is the following: the tangent map Tf :
TM → TN associated to a smooth map f : M → N between A-manifolds is again
smooth. However, the restriction to a specific tangent space
Tf TmM : TmM → Tf(m)N
will in general be smooth only whenm belongs to the bodyBM (which is equivalent
to saying that m has real coordinates in any and then all local coordinate systems).
On the other hand, it retains all its algebraic properties, in particular it still is
(left-) linear. And even when it is not (allowed to be called) smooth, we still can
speak about its partial derivatives! It suffices to take the partial derivatives before
fixing m ∈M , and then to fix m. Readers familiar with the sheaf-theoretic/ringed
spaces approach to supermanifolds will recognize this in a different form. For there
indeed Tf is a smooth map, but it can not be applied to all individual tangent
spaces, one has to consider the full map Tf on the whole of TM in order to be able
to apply it to an arbitrary tangent vector X ∈ TmM , seen as an arbitrary point in
TM .
Another instance where this phenomenon becomes important is when one wants
to compute the exponential map from a Lie superalgebra g to its Lie group G. As
the A-Lie algebra g of an A-Lie group G of dimension p|q (p even coordinates and
q odd coordinates) has dimension p|q, i.e., p even generators and q odd generators,
it is “immediate” that G is modelled on the even part g0. The exponential map
thus should be a map exp : g0 → G, for which one wants to integrate all even
left-invariant vector fields associated to all even Lie algebra elements. However,
most of these will not be smooth and in particular some will be odd smooth vector
fields multiplied by an odd parameter. The “solution” to this problem is to consider
all these even vector fields simultaneously as a single even smooth vector field Z
on the bigger A-manifold g0 ×G given by
Z(X, g) = Xg ,
where Xg is the value of the left-invariant vector field on G associated to X ∈ g0 ∼=
(TidG)0 at the point g ∈ G. As an even smooth vector field, Z has a flow Φt and
the exponential map then is defined by the equation(
X, exp(X)
)
= Φ1(X, id) ∈ g×G .
The map exp : g0 → G is smooth because Φ is and because 1 and id have real
coordinates.
Definitions. • A subbundle of rank k of the tangent bundle TM of an A-manifold
is a subset D ⊂ TM satisfying the condition
for all mo ∈ M there exists an open neighbourhood U ⊂ M of mo and k
homogeneous smooth vector fields X1, . . . Xk on U such that for all m ∈ U the
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subset Dm = D∩TmM is the subspace of TmM generated by the k independent
(a condition on the Xi) elements X1(m), . . . , Xk(m).
• A subbundle D of rank k is said to be involutive if for any two smooth vector
fields X and Y on M such that X(m), Y (m) ∈ Dm for all m ∈ M we have the
property that [X,Y ](m) ∈ Dm (again for all m ∈ M). An involutive subbundle is
also called a foliation.
• An integral manifold of a subbundle D is an A-manifold N together with an
immersion i : N → M (i.e., a smooth injective map for which Ti is injective at all
points, which makes sense even for points outside the body of N as it is an algebraic
condition) such that (Ti)(TnN) ⊂ Di(n) for all n ∈ N .
9.8. Frobenius’ theorem. Let D be a subbundle of rank k of TM . Then D
is involutive if and only if for all mo ∈ M there exists a local system of coordi-
nates x1, . . . , xp+q around mo (even and odd together) such that Dm is generated
by ∂1 m, . . . , ∂k m (for all m in the coordinate neighbourhood).
Theorem. Let D ⊂ TM be a foliation of rank k and let mo ∈ BM be a point with
real coordinates. Then there exists an integral manifold i : N → M for D passing
through mo (i.e., mo ∈ i(N)) which is maximal, i.e., (Ti)(TnN) = Di(n) for all
n ∈ N and if i′ : N ′ → M is another integral manifold for D passing through mo,
then i′(N ′) ⊂ i(N). N is usually called a leaf of the foliation D.
We now come to yet another negative side effect. In non-super geometry, one
shows that a subbundle is involutive if and only if through every point of M
passes an integral manifold of maximal dimension, whereas for A-manifolds, we
can only ascertain that for points with real coordinates (i.e., in the body of M).
To explain why, let us consider the very easy case of M = (A0)2 with two even
coordinates x and y, and the subbundle D spanned by ∂x. This coordinate system
thus automatically satisfies Frobenius’ theorem [9.8] and it would seem obvious that
the maps iy : A0 →M = (A0)2 defined as
iy(x) = (x, y)
are integral manifolds (and leaves). Unfortunately, when y does not belong to
the body of A0, the map iy does not belong to the class of smooth maps! The
obvious candidates for the leaves of this foliation thus can not all be called immersed
submanifolds. One can, as is done in the main part of this paper, define the leaves
as topological submanifolds, and then through every point passes a topological leaf.
However, most of these leaves do not have the status of an immersed submanifold.
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