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DYNAMIC MASKLESS HOLOGRAPHIC LITHOGRAPHY AND
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University of Pittsburgh, 2012
The purpose of this research is to improve the resolution of dynamic maskless holographic
lithography (DMHL) by using two-photon absorption, to provide a more thorough charac-
terization of the process, and to expand the functionality of the process by adding previously
undemonstrated patterning modes. Two-photon DMHL will be performed in both 2D and
3D configurations with specific characterization relating to process resolution and repeata-
bility. The physical limits of DMHL will be discussed and ways to circumvent them will be
proposed and tested.
DMHL eliminates the need for a separate mask for every different pattern exposure and
allows for real-time shaping of the exposure pattern. It uses an electrically addressable
spatial light modulator (SLM) to create an arbitrary intensity pattern at the specimen
plane. The SLM is a phase mask that displays a hologram. An algorithm is used to find
an appropriate phase hologram for each desired intensity pattern. Each pixel of the SLM
shapes the wavefront of the incoming laser light so that the natural Fourier transforming
property of a lens causes the desired image to appear in the specimen plane. The process
enables one-off projects to be done without the cost of fabricating a mask, and makes it
possible to perform lithography with fewer (or even no) moving parts.
iii
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1.0 INTRODUCTION
Lithography is used in a wide variety of situations from major industrial-scale processes
to simple one-off lab projects. Not only is lithography used for making integrated circuits
through subtractive processes, but by making micro-components out of the photopolymer-
ized resist itself through additive processes. Advances in resolution and throughput have
been made steadily for the last few decades [39]. As the physical limits of lithography are
reached, more adaptable and cheaper approaches are needed to increase its availability. Dy-
namic Maskless Holographic Lithography (DMHL) is one such approach. DMHL allows for
the exposure pattern to be changed in real-time and for three dimensional control of light
intensity with no moving parts. The focus of this research will be to improve the resolution
and reproducibility of the DMHL process and to extend its capabilities. Both 2D and 3D
components will be made that either cannot be made with traditional lithography, or can
only be made through a complicated registration process. Methods to improve uniformity
over a large patterning field, increase patterning volume, and improve 3D pattern fidelity
will also be discussed.
Dynamic maskless holographic lithography uses an electrically addressable spatial light
modulator (SLM) to create an arbitrary intensity pattern at the specimen plane. The SLM
is a phase mask that displays a hologram. The SLM can be used to steer a single beam
(usually the first diffraction order) or to display a hologram that creates an almost-arbitrary
intensity pattern in the focal volume. An algorithm is used to find an appropriate phase
hologram for each desired intensity pattern. Each pixel of the SLM shapes the wavefront of
the incoming laser light so that the natural Fourier transforming property of a lens causes
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the desired image to appear in the specimen plane. The process enables one-off projects
to be done without the cost of fabricating a mask, and makes it possible to perform lithog-
raphy with fewer (or even no) moving parts.
One main goal of this research is to improve the resolution of the DMHL process by using
two-photon absorption. In principle there can be a 40% decrease in feature size through the
use of two-photon absorption. Instead of one UV photon being absorbed by the photo-active
component of the resist, two longer wavelength photons are absorbed simultaneously. This
only happens at the high peak intensities provided by a pulsed laser. The absorption of the
photoinitiator molecules in the resist then depend on the square of the intensity, resulting
in smaller features.
DMHL makes it possible to create 3D structures in the resist. This can be done in a
single shot if available laser intensity is high enough, or through a serial scanning process.
Holograms can contain information in three dimensions, and thus can be used to add a
third dimension to lithographic features. It is impossible to make 3D structures with a
mask without moving the substrate axially with an expensive translation stage. By adding
a quadratic phase grating to a hologram, the focus of the laser beam can be made to go
deeper into the sample without moving the objective lens. The micro-component can then
be made to have a third dimension thicker than a single axial voxel. A voxel (volume pixel)
is the three-dimensional volume of resist cured by a laser focused to a single point. It is the
basic unit of lithography.
The DMHL process has several inherent limits. The pixelation of the SLM reduces
diffraction efficiency in phase gratings with high spatial frequency. This reduces pattern
uniformity over large patterning areas. A method will be demonstrated that compensates
for this reduced efficiency and restores pattern uniformity. Optical aberrations in the optical
system, and unavoidable mismatches in refractive index between oil immersion objectives
and the photoresist can degrade resolution and reduce potential patterning volume. An
aberration correction algorithm will be implemented that compensates for the aberrations
in the DMHL system.
The design of almost-arbitrary 3D light intensity patterns for lithographic use is a new
area of research. Two methods are demonstrated here. Constructive and destructive in-
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terference complicate the design of 3D light intensity patterns and cause defects in cured
features. Defects are reduced or eliminated in both methods by applying appropriate weights
to each voxel in the pattern. A set of design considerations are defined to avoid problems
inherent to 3D DMHL and guide future work.
On top of the improvement in resolution, the project will more accurately characterize the
2D and 3D results of DMHL. The reproducibility of the cured structures will be quantified as
an uncertainty in lateral and axial dimensions. Several papers have been written on DMHL,
but few, if any, numbers are given for the variation from feature to feature. Differences in
the resolution of serial versus parallel patterning processes will be discussed. The effect of
speckle was found to be the limiting factor for parallel patterning.
The most common uses for devices made from photoresist are in “lab-on-a-chip” devices.
Labs-on-a-chip are normally microfluidic in nature, and can incorporate laser inputs for
manipulation and fluorescence/spectroscopy. As the number of uses for lab-on-a-chip devices
increases, their complexity will also increase. Simple lines/troughs and pumps will not be
adequate. DMHL described here will allow for the creation of a toolbox of parts necessary
for the next generation of labs-on-a-chip and micromachines [27, 63, 44, 66]. Micromachines
can be manipulated with optical traps. Gears can even be spun with a transfer of angular
momentum. Microlens arrays can be created and used for near field microscopy [70, 53]. The
integration of silicon electronics with photonics is also a possible application for DMHL. IR
and optical metamaterials can be made by filling the voids in micro-component arrays with
metals like gold [29]. These metamaterials can form optical devices like polarizers that are
much smaller than those currently available.
The research described here will push the state of the art in lithography in several ways.
The production of 3D features made from a single hologram will be the major contribution
with the implementation of methods to increase patterning area uniformity and patterning
area volume being secondary improvements. All of these process extensions will increase
throughput.
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1.1 STATE OF THE ART AND BACKGROUND
In this section, the process of DMHL will be broken down and discussed. Justification for the
project is provided by the improvement in effective resolution using two-photon absorption,
the extension of the process with 3D intensity patterns, and process improvements like
aberration correction. Several different ways of making the holograms will be explained.
Finally the state of the art will be given in comparison with the proposed research.
Most papers only give the resolution, while repeatability is more difficult to find in the
literature. Though several authors claim to have performed two-photon DMHL, very little, if
any information is given on how two-photon absorption has been verified. This work will also
be the first instance of curing a non-periodic 3D micro-component with a single hologram.
1.1.1 DMHL
DMHL uses a computer generated hologram to create a target image in the specimen plane of
the microscope. The phase hologram is displayed on a liquid-crystal spatial light modulator
(SLM). The hologram can be a simple grating or Fresnel lens or can be created using an
algorithm that takes a target image and Fourier transforms it into an array of phase delays.
DMHL eliminates the need for a separate mask for every different pattern exposure and
allows for real-time shaping of the exposure pattern. In recent years, research similar to that
proposed here was done with dynamic amplitude masks [8, 95], but those methods lose light
whenever a pixel is opaque, and because they do not use holograms, the image cannot be
moved in 3D.
1.1.1.1 DMHL State of the Art The first applications related to DMHL were in the
creation of little holes in glass using femtosecond lasers [100, 35, 36, 37]. One of the early
papers even involved the multiplexing of several Fresnel lenses to create a 3D array of bright
spots for making holes in different planes simultaneously [35]. Moreover, there was progress
into making actual micro-components out of resist, as will be done in this research. Work
was done on making lines [101], helical pillars [45], bridges and variously shaped prisms
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Figure 1: These rods were made using DMHL (source [45]).
with specifically designed heights [41], and 2D coats of arms [4]. Both Takahashi et al. and
Kelemen et al. claim two-photon absorption, but do not use lens functions to add a third
dimension to their features [101, 45]. The lines had a minimum width of 230 nm. The
widths of the helical pillars were about 700 nm and are shown in Figure 1. Two-photon
absorption was not confirmed in either of these papers [101, 45], but was assumed due to the
low absorption of the resist at the single photon wavelength. Jenness defined resolution as
the size of a feature corresponding to a single pixel width in the target image. The features
in his work also have a resolution of about 700 nm. The micro-components shown in Figure
2 are made using a pulsed green laser with 18 ns pulses (60 times longer than the pulsewidth
used here) and a peak power of 22 kW. The laser used in this research has a peak power
around 80 kW. The axial voxel size is about 2.5 µm [41]. The highest magnification objective
used by Jenness was 100× with NA= 1.4, which is identical to the objective used in this
research. All these parameters imply that the features created in this research should be
similar to those created by Jenness, but with improved resolution due to the higher peak
powers (the curing threshold can be achieved in a smaller volume).
1.1.1.2 DMHL Background In this research, DMHL is performed by expanding and
collimating the pulsed laser light so that it fills much of the face of the transmissive SLM.
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Figure 2: The top row of images shows 9 micro-components made with 9 parallel, serially
scanning holographic beams in Norland optical adhesive 63 (source [41]). The bottom row
shows a bridge made in SU-8 2010. These components were made with many holograms.
The SLM pattern is Fourier transformed by a lens, and the resulting pattern is imaged to
the specimen plane of the microscope to cure photoresist. The experimental setup used to
perform DMHL is given in Figure 3.
The SLM has electrically addressable pixels that can be changed in real time through
almost a full 360 degrees of phase delay. The SLM is 8-bit and therefore can cut the phase
delay into 256 levels. Phase gratings and Fresnel lenses can move single diffraction orders
in space. By designing the array of pixels in the phase mask to be the Fourier transform
of some target image, it is also possible to create a whole intensity pattern in the specimen
plane which can be used to expose a resist. The design of the hologram is done using the
Gerchberg-Saxton (GS) algorithm, a type of phase retrieval program. A 3D light intensity
pattern can also be produced by a single 2D phase hologram.
The complex light field at a given axial position, u(x, y), is defined at all locations by a
magnitude, A(x, y), and a phase, φ(x, y):
u(x, y) = A(x, y)ejφ(x,y) (1.1)
though in this case, the amplitude is assumed to be constant over the face of the SLM.
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Figure 3: This is a schematic diagram of the DMHL set up. The laser is expanded into a
collimated beam that is the input to the SLM. The exposure of the substrate is switched
on and off by the shutter. The SLM is transmissive and only changes the phase of the
incident light. After the SLM, the light propagates to the specimen plane through three
lenses. The first lens is placed about one focal length away from the SLM to perform the
Fourier transform explained in Figure 4. The lenses also scale the desired intensity pattern.
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A lens takes a complex input field, uin, and Fourier transforms it into a complex output,
uout, at the back focal plane of the lens as shown in Figure 4. The Fourier transform is
explicitly given as:
uout(u, v) =
1
jλf
∫∫ ∞
−∞
uin(x, y) exp
(
−j 2pi
λf
(xu+ yv)
)
dxdy (1.2)
where f is the focal length of the lens, (u, v) are the new coordinates at the back focal plane
[32]. The GS algorithm makes use of the Fourier transform to find an array of phases that
when combined with a flat amplitude profile (from the collimated laser beam) will produce
the desired image in the focal plane after a lens. A 3D version of the GS version of the GS
algorithm can create 3D light intensity patterns using similar principles [92, 107].
The use of holograms also allows for many process improvements. Aberration correc-
tion can be done to compensate for any aberrations in the optical system. Mathematical
adjustments can be made during hologram calculation to account for nonuniformity of the
patterning field and interference effects in 3D light intensity patterns.
1.1.2 Two-photon Absorption
The resolution, R, of a lithographic process is defined as:
R =
k1λ
NA
(1.3)
where k1 is process dependent but is usually between 0.5 and 1, and λ is the wavelength
of light. The definition of resolution that pertains to DMHL will be discussed in more
depth later. According to equation 1.3, the most direct way to improve the resolution of a
lithographic process is to use a shorter wavelength to expose the pattern. As the wavelength
gets shorter, the photons carry more energy, doing damage to the experimental apparatus,
and can be absorbed by the air which then requires the use of a vacuum. Conventional
lenses also absorb UV which then requires the use of reflective optics. This means that the
experimental set up gets more expensive and complicated. One possible solution is to use
two-photon absorption which gives improved resolution without the need for new optics or
a vacuum.
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Figure 4: The lens Fourier transforms whatever is in its front focal plane at its back focal
plane.
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The absorption of light in the photoresist is usually done one photon at a time, at a
specific wavelength at which the photoactive part of the resist has a high absorption cross-
section. The curing of the resist happens linearly with the intensity of the light. Two-
photon absorption (see Figure 5) increases the resolution of a lithographic process by using
light that is twice the wavelength of the absorption peak in the resist. The photoinitiator only
reacts if two photons are absorbed simultaneously. This requires very high intensities. The
feature sizes will then be based on the square of the intensity. The square of the intensity is
sharper and smaller in lateral dimension. Figure 6 shows that the FWHM of the intensity for
two-photon absorption gives a 40% reduction in feature size compared to the single photon
case.
The intensity of light varies quadratically with axial distance from the focus. The benefit
of two-photon lithography is that because the light is absorbed based on the square of the
intensity, the photoinitiator’s absorption varies with axial distance, z, as z−4. The region of
intensity high enough to cure the resist has a volume on the order of λ3 where λ wavelength
of the patterning laser [88]. Light scattering can cause areas around the intended feature to
be cured, reducing resolution and making critical dimension control difficult. Two photon
excitation helps mitigate this problem because light scattering scales as 1/λ4. By doubling
the effective exposure wavelength, scattering is decreased by a factor of 16. Another benefit
to two-photon absorption is that the beam is less distorted by already-cured structures due
to lower scattering of longer wavelengths [64]. This aids in making 3D structures that will
involve building above or below previously exposed areas.
Almost all two-photon absorption papers use a femtosecond pulsed Ti:saphire laser that
is tunable through the visible and near-IR range. Because most commercially available
resists are cured by UV light on the I-line (365 nm), experiments involve using light from
about 700-800 nm. Results of this research show that this tunability is unnecessary even for
UV resists. The pulsed green (532 nm) laser used in this project is an order of magnitude
cheaper than a pulsed Ti:sapphire laser system, and can achieve results with comparable or
better resolution. It has pulse widths of about 300 ps and a repetition rate of 500 Hz. It has
an average power of 12 mW and a pulse energy of 24 µJ. This gives a peak power of 80 kW.
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Figure 5: Energy diagram of both absorption processes. The two lower energy photons must
be absorbed “simultaneously” to make the necessary energy transition. The two-photon
process requires photons that are twice the wavelength of the single-photon process.
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1.2 RESEARCH OBJECTIVES
The project can be broken down into two main objectives: 2D and 3D DMHL and each
includes a series of sub-objectives. Both objectives will also involve characterization of the
DMHL process so that users can make more educated design choices. Characterization
involves quantifying the resolution and defining uncertainty. A set of design rules similar to
what is available for conventional photolithography will enable a much greater number of
people to use DMHL to its full capability.
1.2.1 Objectives
1. Two-Photon Dynamic Maskless Holographic Lithograpy in 2D - The first ob-
jective of the project is to demonstrate two-photon DMHL in two dimensions (in both
serial and parallel modes) and characterize the process in more detail than has been done
to date. Also methods to compensate for inherent physical limits of the system will be
applied (dwell-time compensation and speckle mitigation).
a. Two Photon - In holographic lithography, much of the laser light is lost due to
diffraction at the SLM, therefore it must be done on very sensitive photoresists.
The obvious solution to resolution improvement is to use a shorter wavelength to
expose the resist, but many liquid crystal SLM displays would be damaged by light
of UV wavelengths or shorter. UV wavelengths can also require reflective optics and
a vacuum environment due to absorption by air and glass. Two-photon absorption
bypasses this problem by using a longer wavelength of light.
b. Evaluation of DMHL Process Resolution - The lateral resolution can be quan-
tified by measuring the width of a line that is made holographically. The axial
resolution can be quantified by a combination of measuring the height of lines that
have been cured hanging in the air, and by measuring how tall a single line can be
before it falls over. By taking the standard deviation in the measurements of a large
number of lines (from several different samples), the reproducibility can be defined.
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Figure 6: Demonstration of a Gaussian beam having smaller full width at half maximum
(FWHM) for the square of the intensity (inside curve). There is a 40% reduction in
feature width. Two-photon absorption goes as the intensity squared because two photons
must be absorbed almost simultaneously. This effectively makes the dimensions of the
exposing light beam smaller.
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Reproducibility of DMHL-produced features have not been published in currently
available papers. Proper characterization of DMHL-produced features will aid in the
making of a set of design rules for future users.
2. 3D Lithography Adding a third dimension to microstructures can increase their func-
tionality and density. There are two ways to cure objects holographically in 3D: 1) scan
a holographic dot (any image) through the whole volume of the feature using lens func-
tions to displace the image axially, or 2) use a hologram that shapes the light in all three
dimensions. Both sub-objectives will also include characterization and compensation
methods that account for interference effects.
a. Using Rapid Prototyping - The easiest way to make a 3D object is to take a
point of light and scan it through the resist in the shape of the desired feature. This
is the first step in making complex, high-resolution, 3D micro-components. This
method will also be used to demonstrate aberration correction.
b. Using a Single 3D Hologram - Holograms can contain information in three di-
mensions. This fact allows for 3D intensity patterns to be generated and used for
curing micro-components in a single shot. Although 3D light intensity patterns have
been used in holographic optical traps (HOTs)[57, 16], the design considerations are
different for lithographic applications. Interference effects can cause parts of a fea-
ture to be under- or overexposed. A major difference between DMHL and HOT is
that adjacent voxels must be close enough and with high enough intensity to make
sure the cured voxels are attached to each other.
1.3 RESEARCH IMPACT
The intellectual merit of this project involves determining the resolution of DMHL in all three
dimensions and advancing the state of the art in the complexity and quality of micro/nano
components. The focus of this research will be to more thoroughly characterize the DMHL
process, add improvements and extend with a new patterning mode. After demonstrating
2D DMHL, micro-components with a third dimension will be made using a single hologram.
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This has never been demonstrated before. Also methods to improve pattern uniformity
and pattern fidelity will be tested. These include compensation for non-uniform diffraction
efficiency throughout the patterning area, aberration correction in the optical system and
accounting for interference effects in 3D patterning.
The broader impacts of this project are in benefits to society that come from increasing
the availability and versatility of lithographic processes. This is done by eliminating the need
for a separate mask for each designed pattern. Making unlimited numbers of patterns without
a mask significantly reduces the cost of a lithographic project. Technologies like microfluidic
“labs-on-a-chip” and micromachines [27, 63, 44, 66] can be developed faster, by more people
using flexible maskless lithography. Potentially devices like, microlens arrays could be created
and used for near field microscopy [70, 53]. Also, IR and optical metamaterials could be made
by coating arrays of micro-components with metals like gold [29]. The methods developed
to improve pattern uniformity and fidelity can be applied to other SLM-based technologies.
1.4 DOCUMENT STRUCTURE
Below is a list describing the structure of this dissertation. The first several sections will
describe the theory behind the DMHL process. The next will explain design decisions.
Finally there will be several sections on experimental results and discussion.
1. The theory of holography and an explanation of how a phase hologram can move light
in three dimensions.
2. The theory of two-photon absorption and the physical process behind how light interacts
with photoresists to cause curing.
3. Design of the experimental setup and of the characterization of its components.
4. Results from 2D and then 3D patterning including DMHL process improvements like
aberration correction and dwell-time compensation.
5. Discussion of major contributions and future work.
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2.0 HOLOGRAPHY THEORY
A hologram is defined as an image that is created by the interference of a reference beam and
an object beam. The interference pattern is normally recorded on some intensity-sensitive
medium like photographic film, and contains information about the phase of the incident
light. In the case of DMHL, the hologram is the array of pixels with different phase delays
that creates an intensity pattern in the far field through diffraction.
The patterning will be done by two methods, one is serial, and involves scanning a single
beam made by a series of phase grating and Fresnel lens combinations, while the other
is parallel and involves projecting a whole image. The image will be made from a single
hologram that has been determined with an algorithm that optimizes the match between
the desired intensity pattern and the intensity pattern achieved in the specimen plane. This
chapter will explain both processes.
Holograms can be categorized as “thick” or “thin” depending the relationship between
the highest spatial frequency content and the thickness of the holographic medium. The
SLM contains a layer of liquid crystals that is about 10 µm thick. A parameter, Q, can be
used to determine whether the holograms displayed on the SLM can be thought of as thick
or thin. This Q parameter is defined by [32]:
Q =
2piλod
nΓ2
(2.1)
where λo is the vacuum wavelength of the light used during reconstruction, n is the refractive
index of the medium, Γ is the period of a sinusoidal grating, and d is the thickness of the
medium. This can be thought of as the optical phase delay of the hologram (φ = 2pidn/λ)
multiplied by the square of the ratio of the wavelength of light in the hologram (λn = λ0/n)
and the grating period,Λ. If Q< 2pi then the grating is thin, while Q> 2pi means the hologram
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is thick [32]. For the holograms on the SLM to be categorized as thick, the smallest period
in a phase grating would have to be 2 µm. The pixel pitch is about 32 µm meaning that the
holograms in this research are well into the “thin” range. The main result of this designation
is a lower maximum diffraction efficiency, where diffraction efficiency is the ratio of input
light to output light in a certain diffraction order. Thick phase gratings can achieve 100%
diffraction efficiency.
The holograms displayed on the SLM can also be categorized as Fourier holograms [32].
This simply means that the hologram is located in a plane that will result in the Fourier
transform of the complex field in the object/specimen plane. Each set of sinusoidal fringes
(with a specific spatial frequency and angle) in a Fourier hologram corresponds to a point
in the object image. In this way a sinusoidal phase grating directs light to one point in the
object plane. The greatest benefit to using a Fourier hologram is that the pixels of the SLM
can be larger for a given desired bandwidth [32].
Holograms normally create twin images, one of which is real and the other is virtual.
The twin images correspond to the complex conjugates of the wave that is scattered by the
hologram (as opposed to the light that is simply transmitted). Many times these images are
separated angularly. The following equation can be used to determine the axial separation
of the two images:
zi =
(
1
zp
± λ2
λ1zr
∓ λ2
λ1zo
)−1
(2.2)
where the upper set of signs corresponds to one image and the lower to the other, zi is
the axial distance of the image points, zr is the axial location of the reference source, zo is
the axial location of the object, zp is the axial distance to the reconstruction source, λ1 is
the recording wavelength, and λ2 is the reconstruction wavelength [32]. In the case of this
research, λ1 = λ2 and zr = zo which puts both images in the same plane (the object plane).
It is known that phase holograms made with multiple phase levels theoretically produce no
conjugate image (unlike amplitude or binary phase holograms), but phase errors in the SLM
cause these images to appear in practice [4]. As long as the images are offset enough, they
can be separated by using an iris to block one.
17
2.1 GRATINGS FOR SERIAL PATTERNING
The SLM used for displaying holograms is a twisted-nematic liquid-crystal device. The SLM
itself is a diffraction grating made of an array of rectangular apertures. Each pixel has
driving electronics around it, and a transparent window in the center which can have its
refractive index changed by an applied voltage. For serial patterning, a phase grating and a
Fresnel lens must be applied to the pixels to steer a single beam of light around. This beam
is used for patterning. The following sections will explain the theory of how this is physically
possible.
2.1.1 The Grating Equation
Any grating (amplitude, phase or any combination of the two) can be described by a simple
equation called the grating equation [32]:
n2Λ sin θ2 − n1Λ sin θ1 = mλ (2.3)
where Λ is the grating period, n1 is the refractive index on the incident side of the grating,
θ1 is the angle of incidence of the ray of light, n2 is the refractive index on the exiting side
of the grating, θ2 is the angle with the grating normal at which the exiting ray leaves, and
m is the diffractive order. The difference on the left side of the equation is the optical path
length difference of two rays. The rays interfere with each other, and therefore, a diffractive
order m is only visible when the difference is an integer multiple of the wavelength, and
constructive interference occurs. Using the above equation, and assuming (n1 = n2 = 1), the
spacing between orders, d, in an image plane is given as d = Lλ/Λ where L is the distance
from the grating to the image plane.
Taking into account the geometry of the experimental set up used here, it is possible to
define a maximum diffraction angle, θmax due to the particular pixel pitch, Λp:
λ
2Λp
= sin θmax (2.4)
assuming just the first diffraction order (m = 1). The reason for the factor of 2 is that
the minimum grating period is two pixels. The geometry of the set up includes light with
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Figure 7: Geometry for grating equation.
an incident angle, θ1 of zero degrees (normal incidence on the grating). The pixel pitch of
this particular SLM is 32 µm. This works out to θmax = 0.48
◦. The combination of this
maximum deflection angle and the pupil function of the set of lenses and mirrors after the
SLM define the limits of the patterning area.
2.1.2 Diffraction Gratings
Without the grating equation, it is still possible to derive the transmission properties of
a grating based on diffraction theory. The incident laser light is simply diffracted by an
aperture that has a specific transmittance function t(x, y). In the case of the SLM, there
is an opaque rectangular grid (the transistors controlling each pixel) and inside each cell,
there is a smaller rectangular aperture that is transparent with a variable refractive index.
In reality, the pixels do not behave like they are completely transparent. This is because
the twisted nature of the liquid crystal cell causes the light to be elliptically polarized, and
some of the outgoing light gets absorbed on its way through the LC cell. In the following
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calculations, the pixels will be assumed to be completely transmissive. First, the effect of
the static grid of driving circuitry will be derived, then the effect of the phase patterns that
are displayed on the pixels.
Using diffraction and propagation theory, it can be shown that a lens that has an image
one focal length before it, creates a Fourier transform of that image one focal length after
it. The input image will be defined by an amplitude transmittance function, ta(x, y) that is
then illuminated by a normally incident plane wave of amplitude A [32]. For this analysis,
the only approximation that must be valid is the Fresnel or paraxial approximation. This
requires that only small angles of diffraction be included (<∼ 15◦). As mentioned above, the
largest angle at which the SLM can deflect the first diffraction order is only θmax = 0.48
◦.
Also, the size of the lenses and mirrors used in this experiment cutoff much of the higher
order diffraction effects, and allow for only small angle diffraction patterns to make it to the
specimen plane.
The geometry of the experimental system is shown in Figure 8. The following explanation
is from Goodman’s Fourier Optics Chapter 5 [32]. The pertinent planes of this analysis are
given in Figure 9.
The input image (the SLM plane) will be defined by an amplitude transmittance function,
ta(x
′, y′) that is then illuminated by a normally incident plane wave of amplitude A [32]. The
light transmitted by the SLM has an angular spectrum of:
Fi(fx, fy) = F [Ata] (2.5)
where F denotes a Fourier transform, fx = x/λf and fy = y/λf and the angular spectrum
of the light incident on the lens is:
Fl(fx, fy) = F [Ul] (2.6)
where Ul is the field immediately before the lens. Fl can be found by propagating the light
from the input to the lens (assuming the paraxial approximation) using:
Fl(fx, fy) = Fi(fx, fy) exp[−jpiλd(f 2x + f 2y )] (2.7)
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Figure 8: This is a schematic diagram of the DMHL set up. The laser is expanded into a
collimated beam that is the input to the SLM. The exposure of the substrate is switched
on and off by the shutter. The SLM is transmissive and only changes the phase of the
incident light. After the SLM, the light propagates to the specimen plane through three
lenses. The first lens is placed about one focal length away from the SLM to perform the
Fourier transform. The lenses also scale the desired intensity pattern.
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Figure 9: The Fourier transform will be explained using this set of coordinate axes.
where d is the propagation distance between the input and the lens and the constant phase
delay (exp[jkd]) is dropped. In the case of this experiment, the input will be a focal length
away from the lens (d = f). The field immediately after the lens is identical to Ul except for
an additional quadratic phase factor that gets canceled by the other quadratic phase factor
in the Fresnel diffraction integral.
The field distribution Uf (x, y) in the focal plane (after the lens) is given by the Fresnel
diffraction formula with z = f (assuming no pupil effects):
Uf (x, y) =
exp[j k
2f
(x2 + y2)]
jλf
∫ ∫ ∞
−∞
Ul(u, v) exp[−j 2pi
λf
(xu+ yv)]dudv (2.8)
which simplifies to:
Uf (x, y) =
exp[j k
2f
(x2 + y2)]
jλf
Fl(
x
λf
,
y
λf
) (2.9)
When the relation between the input spectrum, Fi, and the spectrum at the lens, Fl,
from equation 2.7 is substituted into equation 2.9, the result is:
Uf (x, y) =
exp[ jk
2f
(x2 + y2)(1− d
f
)]
jλf
Fi(
x
λf
,
y
λf
) (2.10)
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and when d = f , this simplifies to:
Uf (x, y) =
A
jλf
∫ ∫ ∞
−∞
ta(x
′, y′) exp[−j 2pi
λf
(x′x+ y′y)]dx′dy′ (2.11)
which is a Fourier transform of the field at the SLM plane.
Now that the relationship between the arbitrary input field one focal plane before a lens
and the field at the focal plane after a lens has been established, it is time to examine what
to expect from the SLM. To begin, the intensity pattern from a single rectangular aperture
will be derived. For monochromatic, normally incident, plane wave illumination, the field at
the aperture, U(x′, y′) is equal to the transmittance function, t(x′, y′) given by:
t(x′, y′) = rect
(
x′
wpx
)
rect
(
y′
wpy
)
(2.12)
where wpx and wpy are the dimensions of the pixel in the x- and y-directions respectively.
The Fourier transform of a rectangular aperture is:
F [t(x′, y′)] = (2wpx)(2wpy) sinc
(
2wpxx
λz
)
sinc
(
2wpyy
λz
)
(2.13)
making the field in the focal plane after the lens:
U(x, y) =
ejkzej
k
2z
(x2+y2)
jλz
4wpxwpy sinc
(
2wpxx
λz
)
sinc
(
2wpyy
λz
)
(2.14)
The relationship between the instantaneous intensity of the light, I(x, y), (which is mea-
sured by a camera, and which causes photopolymerization) and the instantaneous field,
U(x, y) is:
I(x, y) = |U(x, y)|2 (2.15)
This makes the intensity in the focal plane:
I(x, y) =
16w2pxw
2
py
λ2z2
sinc2
(
2wpxx
λz
)
sinc2
(
2wpyy
λz
)
(2.16)
A plot of this analytical solution is shown in Figure 10.
23
Figure 10: A plot of the 2D Fourier transform for a single square aperture (analytical
solution).
Figure 11: The dimensions of a SLM array of pixels. These are used to calculate the expected
zero order diffraction pattern.
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2.1.3 Diffraction pattern due to grid of pixels
The aperture of the SLM is simply a array of rectangular apertures that are separated by
some opaque material (see Figure 11). The thickness of the opaque material in the x- and
y-direction are wtx and wty, respectively. The values for the four variables in Figure 11 can
be found using the fill factor and the pixel pitch. The fill factor of the SLM is 55%, and the
pixel pitch is 32 µm. Therefore:
wpx + wtx = 32µm (2.17)
and
wpxwpy
(wpx + wtx)(wpy + wty)
= 0.55 (2.18)
Assuming that wpx = wpy and wtx = wty, this results in, wpx = wpy = 24 µm and
wtx = wty = 8 µm. The fill factor is also equal to the diffraction efficiency of all the
diffractive orders combined [15]:
ηtotal =
(
wpx
wpx + wtx
)2
(2.19)
The transmittance function of the SLM with no voltage applied is:
tA(ξ, η) = rect
(
ξ
Nx∆
)
rect
(
η
Ny∆
)
rect
(
ξ
wpx
)
rect
(
η
wpy
)
⊗
([
1
∆
comb
(
ξ
∆
)
δ(η)
]
⊗
[
1
∆
comb
( η
∆
)
δ(ξ)
])
(2.20)
where ⊗ denotes a convolution, Nx is the number of of pixels in the x-direction on the SLM,
Ny is the number of pixels in the y-direction, and ∆ is the pixel pitch, assumed to be equal
in both directions. The comb function is defined as:
comb(x) =
∞∑
n=−∞
δ(x− n) (2.21)
The transmittance function is separable into tA(ξ, η) = tx(ξ)ty(η):
tx(ξ) =
[
rect
(
ξ
wpx
)
⊗ 1
∆
comb
(
ξ
∆
)
⊗ δ(ξ)
]
rect
(
ξ
Nx∆
)
(2.22)
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and
ty(η) =
[
rect
(
η
wpy
)
⊗ 1
∆
comb
( η
∆
)
⊗ δ(η)
]
rect
(
η
Ny∆
)
(2.23)
Fourier transforming the transmittance functions to get the field in the focal plane, and then
squaring them to get the intensity gives a diffraction pattern of:
I(x, y) =
(
NxNy∆
2wpxwpy
λz
)2 [ ∞∑
m=−∞
∞∑
n=−∞
sinc
(mwpx
∆
)
× sinc
[
Nx∆
λz
(
x−mλz
∆
)]
sinc
(nwpy
∆
)
sinc
[
Ny∆
λz
(
y − nλz
∆
)]]2
(2.24)
The holograms that are displayed on the SLM will act on each of the diffracted orders
from the static grid of pixels. It can be thought of as many copies of the displayed hologram.
The diffraction pattern of the grid of pixels will be superimposed on anything meant to be
displayed in the specimen plane for patterning, but the series of mirrors and lenses act as
pupils on this complex pattern of light. Due to the size of the first mirror after the SLM,
only the static zero order and the two static first orders on the vertical laboratory axis is
allowed through (see Figure 12). Further down the optical train, these static first orders are
blocked (for the most part, as will be discussed in the section on designing the experimental
set up). Note again that the patterning is done with the first diffraction order (within the
static zero order).
2.1.4 Phase gratings
A phase grating is used to move the patterning beam (or a whole image) laterally in the
specimen plane. Two basic types of phase gratings will be analyzed, and the one with
the best diffraction efficiency will be used for patterning. The two types of grating are a
sinusoidal phase grating and a blazed phase grating. The twist of the twisted nematic liquid
crystal SLM causes intensity and phase modulation to be coupled, so the phase gratings
used in practice can be thought of as “phase-mostly” gratings.
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Figure 12: Intensity diffraction pattern from grid of SLM pixels in normalized units (in this
case 10 pixels in each direction). The black oval is the portion of the diffraction pattern that
is transmitted by the mirror after the SLM. The circular mirror acts as an elliptical pupil
because the mirror is rotated about the vertical axis to deflect the light.
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2.1.4.1 Sinusoidal Phase Grating The SLM can be used to display an approximation
of a sinusoidal phase grating. To decide whether this is the better type of grating to use,
a derivation of the first order diffraction efficiency will be done for a continuous sinusoidal
phase grating (from [32]). The amplitude transmittance function is:
tA(ξ, η) = exp
[
j
m
2
sin(2pif0ξ)
]
rect
(
ξ
2w
)
rect
( η
2w
)
(2.25)
where the aperture is square (2w × 2w), f0 is the spatial frequency of the grating, and m is
the peak-to-peak change in phase. The exponential term in the transmittance function can
also be expressed as:
exp
[
j
m
2
sin(2pif0ξ)
]
=
∞∑
q=−∞
Jq
(m
2
)
exp(j2piqf0ξ) (2.26)
where Jq is a Bessel function of the first kind, order q. This means that the Fourier transform
of that part of the amplitude transmittance function is:
F
[
exp
[
j
m
2
sin(2pif0ξ)
]]
=
∞∑
q=−∞
Jq
(m
2
)
δ(fX − qf0, fY ) (2.27)
Assuming the grating is illuminated by a unit-amplitude, normally incident plane wave, and
is one focal length from a lens, the diffraction pattern in the focal plane after the lens will
be:
F [ta(ξ, η)] = F [U(ξ, η)] = [A sinc(2wfX) sinc(2wfY )]⊗[ ∞∑
q=−∞
Jq
(m
2
)
δ(fX − qf0, fY )
]
(2.28)
=
∞∑
q=−∞
AJq
(m
2
)
sinc[2w(fX − qf0)] sinc(2wfY ) (2.29)
The field in the focal plane after the lens is then:
U(x, y) =
A
jλz
exp[jkz] exp
[
j
k
2z
(x2 + y2)
] ∞∑
q=−∞
Jq
(m
2
)
sinc
[
2w
λz
(x− qf0λz)
]
sinc
(
2wy
λz
)
(2.30)
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If there are many periods within the aperture of the grating (f0  1/w), then the argument
of the x-axis sinc term will be large, and the diffraction orders will not overlap, resulting in:
I(x, y) ≈
(
A
λz
)2
Σ∞q=−∞J
2
q
(m
2
)
sinc2
[
2w
λz
(x− qf0λz)
]
sinc2
(
2wy
λz
)
(2.31)
This makes the peak intensity of the qth order [AJq(m/2)/λz]
2 [32].
According to this approximation, the diffraction efficiency is independent of the spatial
frequency as long as there are many periods within the SLM aperture. The maximum phase
excursion for the SLM is a little less than 2pi. The optimum phase excursion for the first
order is about 3.69 radians (211◦) which is within the capabilities of the SLM, and provides
a diffraction efficiency of about 33.8% according to:
ηq = J
2
q (m/2) (2.32)
This will now be compared with the model of a blazed grating.
2.1.4.2 Blazed phase grating Is it possible to do any better than 33.8% diffraction
efficiency into the first order? A prism theoretically deflects 100% of light into its “first”
diffraction order. A prism (or a lens) can be described by a thickness function, that defines
the optical thickness with position in a plane perpendicular to the optic axis. Because the
thickness for a prism varies linearly, a simple amplitude transmittance function could be:
tp(y) = exp[−jkαy] (2.33)
where α is some constant that determines the slope of the prism. The SLM can be made to
function like a prism by displaying a linear phase profile. The SLM has a limited range of
possible phase values. For good performance (i.e. good diffraction efficiency), it is desirable
to have at least 2pi of phase delay for the wavelength of light that will be used. In this
way the linear phase ramp can be broken into smaller ramps modulo-2pi (see Figure 13).
The smaller the period of the phase ramps, the greater the deflection of the beam. This is
because the phase grating imitates a thicker prism with a larger phase delay.
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Figure 13: The blazed phase grating displayed on the SLM diffracts light from the zero order
into other diffractive orders. In principal the blazed grating can deflect all the light into an
arbitrary diffraction order.
A one-dimensional array of small linear phase ramps can be described by the transmit-
tance function [98]:
ta(y) =
∞∑
m=−∞
δ(y −mT )⊗ rect
( y
T
)
exp(i2piβy) (2.34)
where T is the grating period, β = (n− 1)d/λT , n is the refractive index of the material the
blazed phase grating is made of, d is the thickness the phase ramp portion of the grating and
⊗ represents the convolution operator. Figure 14 shows how this transmittance function can
act like a prism.
The Fourier transform of this transmittance function is given by:
F [ta(y)] =
∞∑
m=−∞
δ(f −m/T ) sinc(T (β − f)) (2.35)
where f = sin(θ)/λ and θ is the angle between each diffraction order. This gives a diffraction
efficiency of the mth order of:
ηm = sinc(T (β −m/T ))2 (2.36)
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Figure 14: The SLM can be used to deflect light in the same way as a prism.
When β = 1/T , i.e., when there is 2pi of optical phase delay in one period of the grating, the
diffraction efficiency can be 100%. Even with the reduced phase excursion of this SLM (1.82pi
radians), the theoretical first order efficiency is 97%. Because the theoretical maximum first
order diffraction efficiency of the blazed grating is much higher than that of the sinusoidal
grating, it was chosen for use in lateral beam displacement.
The previous calculations assume a perfect linear phase ramp. This cannot be imple-
mented by a pixelated SLM. The SLM can only display a certain discrete number of phases,
and each period of the grating is made of a certain number of pixels depending on the spatial
frequency of the grating. The limit of the spatial frequency of a grating is a binary grating
with a period of two pixels. A binary grating puts a symmetric amount of power in both
the +1 and −1 orders. Non-binary blazed gratings preferentially put power in either the
positive or negative order.
The diffraction efficiency of a pixelated blazed grating can be derived by breaking the
grating into two parts and deriving a diffraction efficiency for each [98]. The phase staircase
that can be implemented with the SLM can be represented by the desired blazed grating
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minus an “error” blazed grating (see Figure 15). Each pixel will have the correct phase value
only at its center. The edges of each pixel will either be too high or too low. The error
grating has a period and phase depth that is a factor of 1/N of the desired blazed grating,
where N is the number of pixels per grating period [98]. The displayed phase grating then
has a diffraction efficiency of the product of the diffraction efficiency of the particular order
of the desired blazed grating and the zero-order diffraction efficiency of the error grating.
The diffraction efficiency of a blazed phase grating with a period of N pixels (assuming that
the phase levels of the pixels are evenly spaced between zero and 2pi) is given by:
ηNm = sinc(βT −m)2 sinc
(
βT
N
)2
(2.37)
which gives a first order diffraction efficiency of about 47% even for a binary grating. In
general, the first order diffraction efficiency is [98]:
η1 = sinc
(
1
N
)2
(2.38)
where N is the number of steps in the blaze profile. At higher deflections, the diffraction
efficiency drops as the diffractive orders become more symmetrical and the blazing effect
fades. As the beam is scanned during patterning, the parts of the pattern that are further
from the zero order (requiring higher spatial frequencies) will receive less intensity. This
must be compensated in some way to ensure uniform features over the whole patterning
area and will be discussed in Chapter 5.
The gratings move the first order beam laterally and can be set using the following
equation:
φlat(x, y) = [2pi(xXo + yYo)] mod 2pi (2.39)
where φlat(x, y) is the phase delay of the grating at a certain pixel on the SLM, x and y are
pixel locations on the SLM, and Xo = Nλx/Npx and Yo = Nλy/Npy determine the slope of
the hypothetical prism (how many full wavelengths of phase delay, Nλ, across the hologram
which is Np × Np) in the x- and y- directions respectively. The displacement of the first
order beam in the focal plane is proportional to the slope of the prism. The 512× 512 pixel
grating in Figure 16 has a slope of Xo = 0 and Yo = 20/512 which would create a prism
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Figure 15: The diffraction efficiency of the phase staircase that can be displayed by the SLM
is derived from the subtraction of the “error” from the desired blazed grating (adapted from
[98]).
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Figure 16: This is an example of a Matlab-generated blazed phase grating. The phase level
is given in the sidebar.
with a delay of 20λ at its thickest point. Because the SLM cannot create phase delays of
20λ, the modulo-2pi function breaks the prism into 20 grating periods of λ, or 2pi radians.
In practice, the gratings displayed on an SLM can have grating periods with non-integer
average numbers of pixels which allows for continuous patterning. This results in aliasing
and reduced efficiency.
Finally the effect of the circuitry controlling each pixel must be taken into account. This
particular SLM has a fill factor of (wpx/(wpx + wtx))
2 = 0.55 as mentioned above. The first
order diffraction efficiency is scaled by this factor, spreading the sinc-squared function as
[15]:
η1 =
(
wpx
wpx + wtx
)2
sinc
(
wpx
(wpx + wtx)N
)2
(2.40)
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2.2 FRESNEL LENSES FOR SERIAL PATTERNING
A lens is a device that imparts a quadratic phase on light that travels through it. A con-
verging lens is thicker in the middle, and therefore has the largest phase delay there. The
SLM can be used as a lens if the phase delay is designed to have a large value in the center
with a radially decreasing phase that varies quadratically. Because the SLM is limited in the
amount of phase delay it can cause for light of a certain wavelength, it is usually necessary
to display the phase modulo-2pi in the same way as the blazed grating explained above. This
use of the modulo-2pi function to provide the same focal length as a much thicker lens makes
the lens displayed on the SLM a Fresnel lens.
The Fresnel lens displayed on the SLM can be described as a thin lens. A thin lens is one
in which light enters and exits at almost the exact same lateral position [32]. Fresnel lenses
can be used to move the first order beam axially (see Figure 17) and the equation describing
the phase delay imparted by a thin lens is:
φax(x, y) =
k
2f
(x2 + y2) (2.41)
where φax(x, y) is the phase delay at each pixel on the SLM, k = 2pi/λ and f is the focal
length of the displayed lens. Again the SLM cannot provide phase delays greater than
2pi radians, and for convenience, the factor in front of the quadratic index terms can be
condensed into a single number, Clens as:
φax(x, y) = [Clens(x
2 + y2)] mod 2pi (2.42)
where Clens is proportional to the axial displacement of the first diffraction order beam in
the focal volume as explained below. The focal length of the Fresnel lens, fSLM, can vary
anywhere from infinity to some minimum value given by [51]:
r20
2∆(ne − no) < f ≤ ∞, (2.43)
where ∆ is the liquid crystal film thickness, ne is the extraordinary refractive index of the
LC layer, no is the ordinary refractive index, and r0 radius over which there is a 2pi phase
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Figure 17: Displaying a Fresnel lens on the SLM moves the light in each diffraction order
axially. Differently signed orders move in opposite directions.
change in the displayed pattern. The absolute minimum value this could be is two pixels,
but a more realistic minimum is about 8 pixels which is 8× 32 = 256 µm. This gives:
fSLM min =
r20
2∆(no − ne) =
[(256)× 10−6]2
2× 10× 10−6(0.05) = 66 mm (2.44)
which puts a limit on the maximum axial displacement of the first diffraction order beam.
The LC layer is specified as 10 micrometers thick by Holoeye. The difference between the
extraordinary and ordinary refractive indices is about 0.05.
2.2.1 Gratings and Lenses
For 3D serial patterning, it is necessary to scan the beam through the volume of the desired
feature. This can be done by combining a blazed grating with a Fresnel lens in what is
known as the “gratings and lenses approach” as follows [57]:
ϕ(x, y) = [φlat(x, y) + φax(x, y)] mod 2pi (2.45)
where ϕ(x, y) is the phase at each pixel in the combined hologram. A movie of holograms
can be made to scan the beam to each location.
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Scanning can be done in 2D and 3D patterning and is necessary when available beam
power is low, but higher throughput can be achieved by exposing whole patterns at once.
Several algorithms have been developed to take an input target intensity pattern (2D or 3D)
and give a corresponding phase hologram as an output that achieves the target pattern in
the focal volume. The following sections reviews these algorithms.
2.3 GERCHBERG SAXTON ALGORITHM FOR 2D PARALLEL
PATTERNING
Knowledge of the phase and amplitude of a field, U(x, y) in one plane is enough to determine
the phase and amplitude of the field in all other planes by using diffraction theory. When
the two planes involved have a Fourier transform relationship between them (for example in
the case of planes one focal length away on either side of a lens), a phase retrieval algorithm
known as the Gerchberg-Saxton (GS) algorithm can be used to find a phase hologram (in
the input plane) that will create a desired intensity pattern (in the output plane) [30]. The
GS algorithm takes a target image (light intensity) in one plane and determines a phase
hologram that transforms an input plane wave into a target intensity pattern in the far field
[30]. In this case the phase hologram is displayed on an SLM. The phase delay added to the
light can be changed between zero and 2pi at each pixel. The phase at the specimen plane
can be arbitrary. Figure 19 shows a simple graphical way to understand the algorithm and
it is given more explicitly as follows (see target image and result in Figure 18):
1. Make an array of random phases to start with.
2. The intensity is 1 (due to the plane wave input) with the phase as the random array, ψ1
(1 exp[iψ1]).
3. Then the discrete FFT is taken of (exp[iψ1]). This simulates what the intensity would
look like at the conjugate Fourier plane.
4. Next the phase of each value in the transformed image is saved into a new phase array,
φ1.
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Figure 18: The GS algorithm takes the input on the left and creates the hologram on
the right. When the hologram is displayed on the SLM, the target intensity pattern is
visible in the specimen plane.
5. Now the intensity of the target image, Atarget is “enforced” by multiplying it with the
phase array (Atarget exp[iφ1]) The magnitude of (exp[iφ1]) is of course one, so the intensity
pattern looks exactly like the target image.
6. Now this new array of phases and magnitudes is inverse Fourier transformed with an
FFT.
7. The phase of this array is now substituted as the initial phase at the beginning of the
next iteration, ψ2.
8. This algorithm can iterate for a given number of times, or some error value can be used
as a cutoff.
Many times the output is acceptable after only 8 iterations. Errors can be induced by
the fact that the GS algorithm assumes that a continuum of phase angles is available to the
SLM. More computationally expensive algorithms that take into account the limited number
of phase values belong to the family of direct search algorithms. Hybrid methods that add
multiple holograms in different planes serve as a way to bridge the gap between 2D and 3D
patterning.
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Figure 19: This is a simple diagram of the GS algorithm from.
2.4 MULTIPLEXING HOLOGRAMS (MOVING FROM PARALLEL 2D TO
PARALLEL 3D EXPOSURES)
Besides adding individual voxels, it is possible to add holograms that were determined with
phase retrieval algorithms like the GS algorithm. The simplest way is to add the holograms
pixel by pixel. Because a Fourier hologram is distributed, the change in each pixel value
leaves the image in the specimen plane intact (for a small number of summed holograms).
It is possible to weight the holograms so that one contributes more to the value of a certain
pixel more than another, but the process as a whole is nonlinear [17]. This creates spurious
cross terms. A way to solve this problem is to separate all the holograms by assigning each
hologram to a separate region of the SLM [17]. By assigning the regions randomly, the
output is not convolved with any aperture functions. The weights of the holograms are now
controlled by how many pixels each random mask occupies.
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By adding a Fresnel lens to a precalculated hologram (from the GS algorithm), it can
be displaced axially from the specimen plane. Now a 3D intensity pattern can be made by
placing cross-sections of the target pattern throughout some focal volume. Another more
rigorous method is to numerically propagate the light field iteratively between each target
plane. In this way a more physically realizable field is created [109, 60, 61]. Both of these
methods are limited by the spacing between cross-sections because the field is not specified in
these regions. Another practical suggestion in the literature is to avoid using equally-spaced
planes [56]. Finally, the entire 3D volume can be included in the calculation using a 3D
phase retrieval algorithm. The GS algorithm can be adapted to make a single hologram that
creates a 3D light intensity pattern [34, 57, 92, 107].
2.5 CREATING 3D LIGHT INTENSITY PATTERNS FOR 3D PARALLEL
PATTERNING
Adding a third dimension to lithographic features allows for increased throughput and func-
tionality. Assuming industrial strength lasers are used in the future, a limiting factor for
throughput could be the number of beams that can fit in the patterning field without causing
laser-induced damage to the resist. By spreading the laser power over a greater volume, more
features can be made per patterning field. The SLM can be used to create a 3D intensity
pattern in the specimen volume without the need to translate the substrate up and down.
There are two ways to do this, either by a complex summation of phase gratings and Fresnel
lenses that each correspond to a single voxel location (gratings and lenses [57, 16]), or by
using some continuous 3D shape that can be replicated with almost complete fidelity (3D
GS algorithm [92]). Computer generated 3D holograms have been demonstrated [107] but
not used for lithography.
40
2.5.1 3D Parallel Patterning with Gratings and Lenses
The gratings and lenses approach described above can also be used to create 3D light intensity
patterns by placing sets of voxels within a volume [57, 16]. This method only specifies where
light intensity should be high, but does not specify darkness around the pattern. Unintended
destructive and constructive interference can cause features cured with this approach to have
defects. On the other hand, the approach is very straightforward to implement. It is possible
to mitigate the interference effects by translating the phase hologram in the hologram plane
during exposure, thereby dynamically changing the locations of interference. With the laser
energy “smeared” in this way, only the intended feature receives the required dose for curing.
To create a single hologram that places N voxels in the focal volume, the holograms
corresponding to each individual voxel must be summed in the complex plane and then the
resulting hologram is the argument of that complex function [57]:
φ(x, y) = arg
(
N∑
j=1
exp[iϕj(x, y)]
)
(2.46)
2.5.2 3D Gerchberg Saxton algorithm for 3D Parallel Patterning
Instead of adding several holograms to create a series of cross-sections, there exist 3D phase
retrieval algorithms similar to the GS algorithm that can take a target 3D light intensity
pattern and derive an appropriate 2D phase hologram [56, 92, 107]. Previous methods
involved taking the field in one plane, propagating it, applying constraints, propagating it
more, etc., while the methods described here involve a 3D Fourier transform that does all
the propagation and constraining in parallel. The algorithm in [56] is a hybrid between
these two methods in that it specifies target intensity cross-sections, while [92, 107] use a
3D Fourier transform over a whole volume. This 3D Fourier transform is what defines a 3D
Gerchberg Saxton (3DGS) algorithm. It should be noted that the algorithm described by
Shabtay [92] requires two SLMs, while that described by Whyte and Courtial [107] does not.
In the 3DGS algorithm, the constraints are imposed on the spectrum of the light, not the
field.
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The 3DGS algorithm uses a geometric representation of the wave equation to constrain
the spectrum of the image [92]. It was implemented experimentally by [107] but was not
used for lithography.
The main difficulty in creating 3D light intensity patterns is that the pattern must obey
the wave equation, therefore, a given arbitrary pattern is not necessarily possible. In these
algorithms, the fewer constraints, the better the results [56]. If some region outside the
designed feature does not need to be completely dark, it is best not to include it in the
target volume.
The 3DGS algorithm differs from the gratings and lenses algorithm in that a 3D volume
is the input instead of a set of single points. In this way, the contrast around the pattern
should be increased because the hologram is designed to have darkness around the desired
feature. Also, the 3DGS algorithm takes the wave equation, and therefore interference effects
into account, and should provide the closest realizable light intensity pattern to the target
intensity pattern.
In 2D, the GS algorithm works with a Fourier transform between a pair of fields (intensity
and phase), while the 3D version uses the concept of the Ewald sphere and works with a
Fourier transform between a 3D intensity pattern and its k-space representation (spectrum)
[107]. The Ewald sphere is the set of points that are a certain distance, |~k|, from the origin
in k-space. The set of wavevectors that describe the spectrum of monochromatic light fall
on an Ewald sphere. An Ewald sphere can be used to represent a linear differential equation
[58]. For example, the Helmholtz wave equation is:
∇2u(x, y, z) + k2u(x, y, z) = 0 (2.47)
where ∇2 is the Laplacian operator, u(x, y, z) is an electric field, and k = 2pi/λ is a wavenum-
ber. The electric field, u(x, y, z) can also be represented by a Fourier transform of its angular
spectrum:
u(x, y, z) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
u˜(νx, νy, νz)× exp[2pii(xνx + yνy + zνz)]dνxdνydνz (2.48)
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where νx, νy, and νz are the components of the angular spectrum of u(x, y, z) in spatial
frequency space. Inserting equation 2.48 into equation 2.47 yields:∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
[
(2piiνx)
2 + (2piiνy)
2 + (2piiνz)
2 + k2
]
(2.49)
×u˜(νx, νy, νz) exp[2pii(xνx + yνy + zνz)]dνxdνydνz
which requires that the 3D spatial frequency spectrum vector u˜ have a length of 1/λ if it
is to be nonzero. The relationship between ν and k is k = 2piν, therefore another way of
describing the constraint on the angular spectrum of the light is:
|~k|2 = k2x + k2y + k2z = k2 (2.50)
The 3DGS algorithm is similar to the GS algorithm used in earlier parts of the research,
except that now, the constraint is that the k-space representation of the 3-D target intensity
sits on the surface of an Ewald sphere. The algorithm tries to minimize the error between
what is desired and what is physically possible given the phase delay and pixel size available
to the SLM.
Each point on the Ewald sphere corresponds to a plane wave with a certain frequency
and direction. A point source in the front focal plane of a lens becomes a plane wave in the
back focal plane and vice versa. The SLM in the front focal plane of the Fourier transforming
lens can then be thought of as modulating the phases of an array of plane waves that each
correspond to a point on the Ewald sphere and come to a focus at a point in the target
intensity pattern. The relationship between real-space and k-space is a Fourier transform
[99].
The phase hologram displayed on the SLM cannot change the magnitude of the wavevec-
tor of the incident light, therefore the relationship between each photon’s incident wavevector,
~kin and output wavevector, ~kout is [33]:
~kin + ~kh = ~kout with |~kin| = |~kout| (2.51)
where ~kh is the grating vector of the hologram. In this way, the 3DGS algorithm finds a
hologram that imparts a physically realizable spectrum on the outgoing light that also has
the desired intensity pattern.
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The three papers this analysis is based on [56, 92, 107] all involve only modeling or
measuring light patterns outside of a microscope on the millimeter to meter range. What
makes the work here different is that it is done with a high-NA microscope objective with
the purpose of micro-manufacturing.
2.5.2.1 3DGS Implementation The 3DGS algorithm was implemented in Matlab in
the following steps (see Figure 20 for a flow chart):
1. The target intensity pattern is provided with a series of bitmap images.
2. Several parameters are defined:
a. λ is the wavelength of light.
b. τ is proportional to the “thickness” of the Ewald sphere. It determines how much
each k-space element is weighted depending on its distance from k (the infinitesimally
thick surface of the Ewald sphere).
c. The number of pixels in the target intensity volume (in each direction).
d. The “physical size” of the target intensity pattern.
3. The target intensity volume, A(x, y, z), (in this case 128 × 128 × 128 pixels) is set to a
small non-zero number.
4. The target intensity bitmaps are inserted as cross-sections into A(x, y, z). It was found
that the performance of the algorithm was better when the number of pixels in the target
intensity volume in each direction, were the same, Nx = Ny = Nz, which is the number
of pixels in the x-direction, y-direction, and z-direction, respectively.
5. An fftshift function is applied to A(x, y, z).
6. The last step before the algorithm starts iterating, is to set the phase of each point in
the target volume, ϕ(x, y, z), to a random value.
7. The 3DGS algorithm is implemented iteratively with the kth iteration looking like,
udk(x, y, z) = A(x, y, z)exp[iϕk(x, y, z)], (2.52)
where A(x, y, z) is the desired amplitude distribution, ϕk(x, y, z) is derived from the
previous iteration, and udk(x, y, z) is a field distribution that has the desired amplitude
but does not satisfy the wave equation [92].
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8. The next step in the algorithm involves performing a 3D Fourier transform of udk(x, y, z)
to get u˜dk(kx, ky, kz).
9. The constraint that makes the field physical is then applied by requiring that all spectral
components fall on an Ewald sphere, S:
u˜ck(kx, ky, kz) = u˜
d
k(kx, ky, kz), (kx, ky, kz) ∈ S (2.53)
with all other elements being set to zero. In practice this looks like:
u˜ck(kx, ky, kz) = W (kx, ky, kz)u˜
d
k(kx, ky, kz) (2.54)
where W (kx, ky, kz) is a matrix of weights determined by the magnitude of ~k. Because of
the discrete nature of the target volume, it is better to apply a nonzero weight to all the
elements in the k-space volume. Whyte and Courtial use the following function [107]:
W (kx, ky, kz) = exp
[
−|~k(kx, ky, kz)| − k)2
2τ 2
]
(2.55)
where τ is a constant that determines the “thickness” of the Ewald sphere. By setting
more elements to nonzero values, the algorithm has more degrees of freedom with which
to approximate the target intensity pattern. Theoretically larger values of τ provide for
a better approximation of the target intensity, but in practice, larger τ values cause the
final hologram to be very noisy. All W (kx, ky, kz) values corresponding to elements with
kz < 0 were set to zero to eliminate plane waves propagating backward.
10. After that, u˜ck(kx, ky, kz) is 3D inverse Fourier transformed to obtain uk+1(x, y, z) which
is physically realizable.
11. The ϕk+1(x, y, z) for the next iteration is:
ϕk+1 = ang[uk+1(x, y, z)] (2.56)
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Figure 20: Error reduction algorithm for three dimensional beam shaping (source [92]).
Finally, a given number of iterations results in a final uk(x, y, z) which would be a phys-
ically realizable array of electric field elements in the focal volume if a 3D SLM existed
to provide the correct phase values from u˜ck(kx, ky, kz). The SLM is two dimensional, and
therefore cannot display a volume of phase elements. Instead, a projection φp(x, y) must be
made for display. This projection is derived [107]:
φp(x, y) = ang
[
Nz∑
m=1
u˜ck(kx, ky,m)
]
(2.57)
where Nz is the number of k-space elements in the kz-direction. This approximation intro-
duces errors, but they are small.
Even though Whyte and Courtial [107] describe choosing seemingly arbitrary dimensions
of the target intensity pattern, it is the size and number of the SLM pixels that determines
what target intensity patterns are possible. The 3DGS algorithm uses the relationship
between the wavenumber of the patterning light, k, and the wavenumbers associated with
the grid of points in the target intensity pattern. To use the full dynamic range of the SLM,
a grid spacing that makes the largest kx, ky, or kz about equal in magnitude to k, must
be used. Changing the target intensity pattern dimensions does not change where light is
placed in the focal volume, but the derived hologram can look different. For example, for a
blazed grating with 10 periods across the SLM face, which corresponds to a target intensity
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pattern with a single dot 10 pixels from the center, the amount of the grating that was
displayed would change based on the chosen grid spacing (see Figures 21 and 22), but the
displacement of the beam would be unchanged. The grid spacing is equal in each direction
for the derived holograms in the figures. The reason the blazed grating is cutoff in Figure
22 is that the magnitude of the maximum kx, ky, and kz is twice that of k, and the way
the hologram is derived is based on how close each k-space triplet is to having the same
magnitude as k. Fewer triplets with a magnitude near k means less nonzero values in the
hologram. The projection at the end of the 3DGS algorithm results in the circular nature of
the displayed hologram. There is really only a small range of grid spacings that utilize the
full aperture of the hologram.
The displacement of the beam in the lateral direction is also independent of the number
of pixels in the hologram. The number of pixels in the hologram (and the input target
images) only limits the extent of the patterning area. The more pixels there are, further the
beam can be moved.
For the axial direction, the holograms in Figures 23 and 24 were made with a target
intensity of a single dot 10 pixels above the center of the target volume. The grid spacing
is equal for all axes. It should be noted that the situation is different than for lateral
displacement. Here the behavior of the circular “aperture” cutting off the hologram is the
same as the lateral displacement case, but the displayed Fresnel lenses are not the same.
On the other hand, the derived Fresnel lenses do behave as expected with respect to the
axial grid spacing. When the axial grid spacing is reduced by half, therefore increasing kz
by a factor of 2 as in Figure 25 the hologram looks identical as in Figure 24 except stretched
to fill the hologram aperture. The size of the smallest circle on a Fresnel lens is inversely
proportional to the axial displacement it provides.
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Figure 21: Blazed grating derived with 3DGS algorithm when the ratio between the maxi-
mum wavenumber on any axis, kx, ky, or kz, and the wavenumber, k, of the patterning light
is 1. Note that the nature of the algorithm causes the hologram to have a circular shape,
and this ratio of wavenumbers makes a circle that almost exactly circumscribes the square
“aperture” of the hologram.
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Figure 22: Blazed grating derived with 3DGS algorithm when the ratio between the maxi-
mum wavenumber on any axis, kx, ky, or kz, and the wavenumber, k, of the patterning light
is 2. Note that the nature of the algorithm causes the hologram to have a circular shape,
and this ratio of wavenumbers makes a circle with a diameter of about half that of the circle
in Figure 21.
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Figure 23: Fresnel lens derived with 3DGS algorithm when the ratio between the maximum
wavenumber on any axis, kx, ky, or kz, and the wavenumber, k, of the patterning light is 1.
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Figure 24: Fresnel lens derived with 3DGS algorithm when the ratio between the maximum
wavenumber on any axis, kx, ky, or kz, and the wavenumber, k, of the patterning light to be
2. Note that the nature of the algorithm causes the hologram to have a circular shape, and
this ratio of wavenumbers makes a circle with a diameter of about half that of the circle in
Figure 23.
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Figure 25: Fresnel lens derived with 3DGS algorithm when the ratio between the maximum
wavenumber, kx and ky, and the wavenumber, k, of the patterning light is 1, while the ratio
between the maximum kz and k is 2.
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3.0 TWO-PHOTON LITHOGRAPHY THEORY
Two-photon absorption (TPA) causes the same photopolymerization reaction in resist as sin-
gle photon absorption. The only difference is that two photons are absorbed simultaneously,
requiring high intensity and therefore also occurring in a smaller volume. TPA is used in this
work to improve the resolution of the DMHL process. The process of photopolymerization
differs depending on the chemistry of the resist/laser pair. This chapter will provide the
necessary theoretical background on lithography and photopolymerization.
The fundamental unit of lithography is the voxel. It is approximately ellipsoidal and
much larger axially than laterally. The properties of the cured voxel will also be discussed.
3.1 TWO-PHOTON ABSORPTION
A molecule must absorb a specific amount of energy for a certain chemical reaction to occur.
In a single photon process, all of that energy is provided by the absorption of a single photon.
In some cases is it advantageous to achieve the chemical reaction with light that does not
correspond to that exact reaction energy (explained below). Luckily it is also possible for
multiple photons to be absorbed (effectively simultaneously) to the same effect. The same
amount of energy must be provided, so only certain combinations of photons will work. The
probability of absorption of n photons at one time scales as In.
A two-photon absorption process involves the absorption of two photons simultaneously.
These two photons have less energy and a larger wavelength than those in a single-photon
process. In a single-photon lithographic process, the patterning resolution is proportional to
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the intensity of the exposure light, while in a two-photon process, the resolution is pro-
portional to the intensity squared as mentioned above. Figure 26 shows a comparison of
energy level diagrams for both absorption processes.
There are two types of two-photon processes: degenerate and non-degenerate. Degen-
erate TPA occurs when two photons of the same energy (wavelength) cause a molecule to
enter an excited state. Non-degenerate TPA occurs when two photons of different energy
(wavelength) are used [5]. The molecule enters a “virtual state” when the first photon is ab-
sorbed, and then immediately moves to an excited state when the second photon is absorbed
[5]. A degenerate two photon process is used here because the photons can be provided by
the same laser source.
TPA spectra are usually taken with optical Kerr ellipsometry. TPA cross-sections are
given in units of Goeppert-Mayers (GM) where 1 GM = 10−50cm4s per photon. If the TPA
coefficient, β, is known, the TPA cross-section, σ(2) can be found (in units of GM) by [47]:
β =
(σ(2)NAd)x10
−3
hν
(3.1)
where NA is Avogadro’s number, d is the concentration of the two photon absorption com-
pound, h is Planck’s constant, and ν is the frequency of the incident laser beam.
Kleinman gives an equation for the two-photon absorption cross-section:
σ(2) = (
e2
mc2
)2
c2
n2ν2b
Fg(2νb − νc) (3.2)
where F is the photon flux (photons/cm2 sec), νb is the frequency of the laser, νc is the
absorption frequency of the material, n is the index of refraction of the material, and g(2νb−
νc) is a function that describes the absorption band of the material also known as its spectral
lineshape [49]. The efficiency of the two-photon process increases when a system with a
narrower absorption band is used [43].
Single photon absorption spectra are readily available for many photoinitiators. In gen-
eral, the single-photon absorption data cannot be used by just doubling the wavelength to
obtain two-photon absorption data (LaPorte’s rule). These rules are not strictly followed
in asymmetric molecules, meaning single-photon and two-photon absorption spectra can be
equivalent in some cases [22]. The Irgacure 369 molecule used in this research is asymmetric
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Figure 26: Energy diagram of both absorption processes. The two lower energy photons must
be absorbed “simultaneously” to make the necessary energy transition. The two-photon
process requires photons that are twice the wavelength of the single-photon process.
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Figure 27: The topmost curve is the absorption spectrum for Ciba Irgacure 369 (source [12]).
It has an absorbance of about 0.2 at 266 nm.
as shown in Figure 31. The laser used in this work has a wavelength of 532 nm, which
means its two-photon wavelength is 266 nm. The absorption spectrum for Irgacure 369 is
given in Figure 27. The absorption at 266 nm is lower than its peak value around 320 nm,
but it is still high enough for the purposes of this research. For two-photon lithography, a
photoinitiator with a low exposure threshold and a resist with a high damage threshold is
desirable because of the high intensities involved with patterning.
3.1.1 Benefits of Two-photon photolithography
This research uses TPA because it provides process-related and result-related benefits over
single-photon photolithography. DMHL requires the use of wavelengths longer than UV
because the SLM can be damaged by short wavelengths. Also the threshold power for curing
resist decreases with increasing concentration of photoinitiator. It is specifically possible to
use higher concentrations of photoinitiator when doing TPA because the resist/photoinitiator
system is more transparent to the laser wavelength and cured regions do not block deeper
regions from illumination [3]. Finally, the absorption of the resist itself can limit the depth
into which patterning is possible. The particular resist used here has much higher absorption
in UV (see Figure 28).
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Figure 28: Absorption spectrum for Ormocomp c© resist (source [72]).
The diffraction limited focal volume of visible light is bigger than the diffraction lim-
ited focal volume of UV light, so how much improvement results from using two-photon
absorption with visible light as opposed to single-photon absorption with UV light? The
improvement in the size of the photopolymerized area is mostly along the optical axis [65].
In other words, the axial resolution is better with two-photon lithography. The rate at which
photoinitiator molecules are excited decreases quickly (as z−4) with the distance from the
focus. This is due to the quadratic dependence on the intensity. Also the exposure is con-
fined to a small volume around the focus (on the order of λ3, where λ is the wavelength
of the incident beam) [88]. Finally, Rayleigh scattering varies as 1/λ4 and the increase in
patterning wavelength by a factor of 2 reduces scattering by a factor of 16.
57
3.1.2 Verifying two-photon absorption
Several experiments can be done to confirm that TPA is actually taking place. Sometimes
TPA can be confused with thermal curing, excited state absorption (as explained below), or
even single photon absorption if the photoinitiator has weak absorption at the patterning
wavelength and high intensities are used.
A simple test was done by Belfield et al. [5] in which the same photopolymerization
experiment was done using a pulsed laser and a CW laser of the same wavelength. If there
was no polymerization with the CW laser, then it was assumed that two-photon absorption
was the only explanation. This could also be explained by the fact that the absorption at that
wavelength was very low, and only significant at high intensity. Another TPA confirmation
experiment is to plot excitation intensity vs. emission intensity (of the photoinitiator) and
show that there is a slope of 2 on a log-log plot [22]. These two methods could not be used
because no CW UV laser was available at 266 nm and there was no way to measure the
photoluminescence of the photoinitiator.
One way that was possible with the available lab equipment was to check that the
polymerization rate (volume/sec) is linear with laser power as it should be for two-photon
processes (at least in liquid acrylates like those used here [52]). It is proportional to the
square root of laser power for one-photon processes [52, 11]. The data in Figure 30 is taken
from the results shown in Figure 29. It can be seen that the data fit a linear fit much better
than the square-root fit, showing that it is likely a two-photon process is occurring.
3.1.3 Excited State absorption
Excited state absorption is a two-photon process where a molecule is excited in a single-
photon process, and then its excited state absorbs another photon. This is different than a
virtual state absorbing a photon [5].
The measurement of a photoinitiator’s two-photon cross section can be difficult to in-
terpret because of excited state absorption. When measurements are made with different
pulsewidths, different cross-sections can be found. It is possible that some excited states
have a long lifetime, and as the pulse gets longer, more and more molecules are pushed into
58
Figure 29: These are results from OrmoComp c© with a 20× objective at various intensities.
They are not made holographically, but simply with the laser going through the objective.
The polymerization rate vs. intensity plot in Figure 30 was derived from this sample to
imply two-photon absorption.
Figure 30: This is a plot of the average polymerization rate (µm3/s) vs. exposure intensity
for a two second exposure. For two-photon absorption, a linear dependence is expected. If
the reaction involved single-photon absorption, the dependence would be square root. It can
be seen that the fit to a line is much better.
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the excited state, and then can absorb at approximately the same wavelength as what would
be expected for two-photon absorption [67]. This can cause longer pulses to result in much
higher values of measured two-photon absorption cross-sections.
Thermally assisted one-photon excitation can also cause photopolymerization instead of
by TPA, but have less of an effect when pulsed lasers are used [46]. Without a dedicated set
of experiments, it is difficult to determine if any of these absorption processes are occurring
in the DHML patterning performed here.
3.2 PHOTOINITIATOR CHEMISTRY
The mechanism of photolithography is that a photoinitiator in the resist absorbs light and
causes a change in the solubility of the resist. A positive photoresist is one in which the
regions exposed to light become more soluble in the developer and a negative photoresist
becomes less soluble. There are two common types of photoinitiator chemistries used in
photolithography: photoinduced free-radical polymerization (used here) and cationic poly-
merization [14]. Free radical-based systems should normally be kept away from oxygen. The
cationic polymerization can be of two types: vinyl and ring-opening [14]. Cationic pho-
topolymerization is insensitive to oxygen, and therefore convenient to use in air [5]. Cationic
photopolymerization has a nearly first-order dependence on light intensity, while free-radical
photopolymerization has a half-order dependence. The rate of cationic photopolymerization
is also much more temperature dependent than the rate of free-radical photopolymerization
[14]. The most important difference pertaining to the resolution of a lithographic process is
that cationic photopolymerizations can keep going even after the exposure is over while most
free-radical photopolymerizations stop within a millisecond due to termination processes [14].
One reason that free-radical systems could be used in air (as they are here) is that the re-
action kinetics of the cross-linking reaction are faster than those of the reaction with oxygen.
There also could be something in the resist that reacts with oxygen to protect the radicals
so they can participate in the cross-linking reaction. When the resist is irradiated above
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a certain threshold intensity, the photolysis takes place as if there were no oxygen [105].
Even better results might be obtained by purging the photoresist of oxygen radicals but this
adds complexity and expense to the process.
3.2.1 Explanation of Ciba Irgacure 369 photochemistry
The resist used in this research is OrmoComp c© with 1.8% Ciba Irgacure 369, or 2-Benzyl-
2-dimethylamino-1-(4-morpholinophenyl)-butanone-1 with a CAS No: 119313-12-1 as the
photoinitiator. As mentioned above OrmoComp c© is an inorganic-organic hybrid polymer.
It is a combination of 2,2-bis(acryloyloxymethyl)butylacrylate and trimethylopropane tri-
acrylate. It is synthesized by sol-gel chemistry [48]. The hybrid polymers are organically
functionalized. ORMOCERs were developed by the Fraunhofer Institute. They have prop-
erties that make them ideal for nanomanufacturing. They have limited shrinkage and are
biocompatible.
Irgacure 369 is a ketone and it takes part in free-radical photopolymerization (see Figure
31) [76]. It forms radicals by α-cleavage, β-cleavage and/or Norrish II hydrogen abstraction
[76]. α-cleavage is the act of breaking a carbon-carbon bond adjacent to the carbon bearing
a specified functional group. A β-cleavage is a type of bond breaking in which the bond
breaks between atoms two bonds and three bonds from the carbon bearing the functional
group. Hydrogen abstraction is the process by which a free radical removes a hydrogen atom
from another molecule, transforming the second molecule into a free radical. The reactive
species is a benzoyl radical [48].
The absorption of light by the Ciba Irgacure 369 molecule leads to polymerization in the
resist. In this case, it is “radical chain polymerization”. Radical chain polymerization is a
chain reaction that has three phases: initiation, propagation and termination [79]. Irgacure
369 only creates one benzoyl radical per photoinitiator molecule. The photoinitiator molecule
is transformed into or creates a reactive species. The reaction propagates as the growing
polymer chain keeps attaching monomers. An acrylate monomer is shown in Figure 32.
There are two ways that the reaction can terminate, either, two growing monomers attach
to each other, or occlusion. Occlusion is heterogeneous polymerization [79]. There are three
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Figure 31: Irgacure 369 molecule undergoing photocleavage and causing photopolymerization
of ORMOCER (adapted from [48]). The benzoyl radical is circled.
important rate constants, ki, the reaction rate of the initiator with a monomer, kp, the
reaction rate of a growing chain with a monomer, and kt, the rate constant associated with
termination. The rate constant, kt is and is usually orders of magnitude larger than kp
[79]. This is why the chains don’t just grow until all the monomer is gone. This also likely
increases the resolution of the TPA photolithography process.
The polymerization rate is the same as the rate of monomer disappearance given by:
−d[M ]
dt
= Ri +Rp (3.3)
where [M ] is the concentration of monomer, Ri is the rate of initiation and Rp is the rate
of propagation [79]. Because the polymers are much longer than two monomers, Rp  Ri.
This means that the polymerization rate can be expressed as [79]:
Rp = kp[M ·][M ] (3.4)
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Figure 32: The chemical structure of an acrylate monomer (source [84]). The reactive species
attaches to the left side of the monomer, and opens up a bond on the right side for it to
react with another monomer. The polymer is built in this way.
where [M ] is the monomer concentration and [M ·] is the total concentration of all chain
radicals. After assuming that the concentration of radicals [M ·] is constant [79]:
Rp = kp[M ]
(
Ri
2kt
)1/2
(3.5)
This is the polymerization rate and the rate of propagation. The square root dependence on
the termination rate constant is due to the fact that radicals normally terminate with other
radicals, eliminating two at a time.
The rate at which the initiator dissociates into radicals has a rate constant of kd. The
rate at which the initiator produces radicals is Rd:
Rd = fkd[I] (3.6)
where f is the initiator efficiency, and [I] is the initiator concentration. This equation assumes
that the initiator molecule dissociates into one radical. The initiation reaction involves two
separate reactions (the dissociation of the initiator into a radical and the reaction of the
radical with a monomer) and the second step is normally much faster, so the rate determining
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step is the dissociation of the initiator into a radical. This means Ri can be replaced with
Rd, yielding a new equation for the polymerization rate:
Rp = kp[M ]
√
fkd[I]
2kt
(3.7)
The photopolymerization rate for a single-photon absorption system is [79]:
Rp = kp[M ]
√
φIo[A]b
2kt
(3.8)
where φ is the quantum yield for initiation (the number of propagating chains initiated per
light photon absorbed),  is the molar absorptivity (extinction coefficient) of the photoini-
tiator, Io is the intensity of light, [A] is the concentration of the photoinitiator, and b is the
thickness of the reaction system being irradiated. For two photon absorption, the Io term is
squared and Rp becomes a linear function of intensity.
3.3 CALCULATION OF VOXEL SIZE
There is a set of equations that explains how to predict the voxel diameter and height for
two-photon absorption lithography using the laser intensity and exposure time [54, 96, 102,
97, 55, 91]. The intensity of the laser is:
I(r, z) =
2Pt
piw(z)2
exp
[−2r2
w(z)2
]
(3.9)
where Pt is the average power of the laser, w(z) is the radius of the beam at a particular
axial distance from the focus, and r is the radial position [54].
By assuming the geometry of the Gaussian beam shape is hyperbolic (in a cross-section
along the optic axis), the intensity and radius of the beam are:
w(z) =
λ
pi tan θ
[
1 +
(
λz
piw20
)2]1/2
(3.10)
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where λ is the wavelength of light,θ = sin−1(NA/n) is the angular aperture of the objective,
n is the index of refraction of the immersion oil, NA is the numerical aperture, and w0 is the
beam radius at the focus [54].
The rate of change of the density of radicals, ρ, produced by laser pulses in the polymer-
ization process goes as [91]:
dρ
dt
= (ρ0 − ρ)σ2 ·N2 (3.11)
where ρ0 is the primary initiator particle density, σ2 is the effective two-photon cross-section
for the generation of radicals and N is the photon flux.
Using the above three equations, Lee derives equations for the diameter and height of a
voxel [54]:
d(Pt, t) =
λ
pi tan θ
[
ln
(
4pi2P 2t t[tan θ]
4
Ethλ4
)]1/2
(3.12)
l(Pt, t) = 2z =
2λ
pi[tan θ]2
[(
4pi2P 2t t[tan θ]
4
λ4Eth
)1/2
− 1
]1/2
(3.13)
where d is the voxel diameter, l is the voxel length, Eth is the threshold energy, Pt is the
laser power, and t is the exposure time. The plots of these equations imply that the voxel
length (height) is more sensitive to the laser power than to the exposure time [54].
The diameter of the voxel for constant intensity varies as [54, 91]:
d(t) = A1
√
lnB1t (3.14)
where t is the exposure time and A1 and B1 are constants determined by the laser parameters
and the photochemistry. The diameter of the voxel for constant exposure time varies as:
d(I) = A1
√
lnB2I2 (3.15)
where I is the average intensity of the laser. Note that the constant A1 should be the same
for both fits. It is defined as [55]:
A1 =
λ
pi tan(sin−1(NA/n))
(3.16)
From these derivations, it can be seen that the way to get the minimum voxel size is to
use a scheme called “minimum power, minimum exposure time”[54]. There are two regimes
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in which voxels grow: focal spot duplication and voxel growth [54]. In the first, the voxel
size is more dependent on intensity, but in the second mode, the shape of the voxel is more
exposure time dependent. At high exposure intensities, as intensity is increased, the voxel
grows more axially than laterally for a given exposure time. The voxel can be thought of
replicating the focal spot in three dimensions. At lower intensities and longer exposures, the
voxel grows isotropically with time as radicals diffuse outward [55]. This means that to form
voxels that are axially smaller, it is best to find a low exposure intensity and use a longer
exposure time rather than a high exposure intensity with shorter exposure time.
The theory presented in Chapters 2 and 3 assumes perfect performance of all experimental
components. This does not happen in reality, and certain adjustments and considerations
must be made to improve the quality of the micro-manufactured features. The next chapter
deals with these design considerations.
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4.0 DESIGN CONSIDERATIONS FOR THE DMHL SYSTEM
To apply the theory that has been laid out, experimental realities must be considered.
The particular SLM, laser, and resist have physical limits that determine what types of
microstructures can be made. The optical system has inherent aberrations. The effective
resolution of the experimental setup determines the smallest critical dimension of a feature
and how close two separate features can be placed. The physics of liquid crystals (interaction
with light, response to voltage, etc.) and the nature of the driving electronics also affect the
patterning capabilities of the experimental system.
As with most laser systems, the size of the beam at each point in the optical train must
be designed with all system apertures in mind. The beam comes out of the laser with a
diameter of about 0.8 mm. Ray transfer matrices can be used to show the effect of each lens
and each segment of beam propagation. Each point on a ray is described by two variables,
its distance from the optical axis, x and the angle it makes with the optic axis, θ (see Figure
33). This is assuming a radially symmetric beam. The following sets of matrices show the
effect of propagation and of a lens on these variables:1 d
0 1
x
θ
 =
x′
θ′
 (4.1)
 1 0
−1
f
1
x
θ
 =
x′
θ′
 (4.2)
The first equation is for the propagation of a ray. The second is for a lens. Propagation
changes only the x value of the ray, while a lens changes only the angle.
As seen in Figure 34, the first apertures to be considered are the shutter and ND filter
apertures. They are placed inside the beam expander because the Thorlabs beam shutter
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Figure 33: Each point on a ray can be described by two variables, x and θ. Two example
points are given before and after a ray has traversed a lens.
aperture is only 1.26 cm in diameter and the beam must be expanded beyond this to illu-
minate the phase hologram displayed on the SLM. After the beam expander, but before the
SLM, a half-wave plate is placed. The half-wave plate is set to 26 degrees off fast axis vertical
and is used to rotate the linear polarization of the laser light to maximize the diffraction effi-
ciency in the patterning beam (first order). The diameter that the beam must be expanded
to is determined by the fact that the holograms to be displayed on the SLM will be 512×512
pixels. This choice was made for ease of computation with fast Fourier transforms (FFTs).
The holograms will therefore take up an area 1.64 cm by 1.64 cm (pixel pitch is 32 µm).
The beam expander is designed to expand the beam by a factor of f2/f1 = 400/20 = 20 to a
diameter of 1.6 cm which almost fills the hologram (keeping almost all of the laser intensity
going through the hologram).
The holographic phase gratings displayed on the SLM can diffract the first order through
a range of angles. Where each hologram directs the beam in the specimen plane of the
objective is determined by the location, number, and focal lengths of the lenses after the
SLM. An odd number of lenses transforms the diffraction angles created by each phase
grating into a beam displacement in the specimen plane. Three lenses were chosen because
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a single lens (the objective) does not allow for scaling the beam to fit in the back aperture
of the objective. The beam is too large after transmission through the SLM. For a three lens
system, the transfer function for a ray looks like: 0 −f1f3f2
f2
f1f3
0
 x
θ
 =
x′
θ′
 (4.3)
The first diffraction order must make it from the SLM to the microscope objective aperture
(5 mm diameter for the 100× objective). The distance between the first two lenses after
the SLM is the sum of their focal lengths, so it acts to compress the beam by a factor of
f4/f3 = 25/75 = 0.33 to 5.3 mm which just overfills the 100× microscope objective aperture.
Overfilling the back aperture of the objective improves the resolution of the polymerization
by increasing the power in the rays coming from the greatest angles [3]. Most of these
decisions are constrained by the fact that only a small set of lens focal lengths are available.
Also, it is important for the beam to not come to a focus on any of the mirrors because the
beam is powerful enough to damage them.
Losses of light due to the use of the SLM come from various sources. The circuitry
around each pixel is opaque and blocks light. There is light reflected off the front and back
faces of the SLM. The array of pixels acts like a 2D diffraction grating, which diffracts light
into higher orders that are then lost due to the finite apertures of the mirrors and lenses.
The following sections will discuss the resolution of the experimental system, the physics
and characterization of the SLM, and the characterization of the laser.
4.1 RESOLUTION
The resolution of a lithographic process is usually determined by measuring the width of a
cured line of resist. For serial patterning, this corresponds to a line one voxel thick, and
for parallel patterning, the standard will be the width of a cured line made with an input
image one pixel thick. The axial resolution will be found by making a series of lines at
increasing depth. When the line either falls over or does not appear after development be-
cause it did not attach to the substrate, the height of the previous feature will define the axial
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Figure 34: This is a schematic diagram of the DMHL set up. The laser is expanded into a
collimated beam that is the input to the SLM. The exposure of the substrate is switched on
and off by the shutter. A neutral density filter (ND) is used to control the laser intensity.
The half-wave plate rotates the linear polarization of the laser to maximize the diffraction
efficiency into the first diffraction order. The SLM is transmissive. After the SLM, the light
propagates to the specimen plane through three lenses. The first lens is placed about one
focal length away from the SLM to perform the Fourier transform. The lenses also scale the
desired intensity pattern.
70
resolution. It is also possible to measure the axial thickness of a line of resist hanging
in the air between two pillars. Both measurements give important information about the 3D
patterning capabilities of the system.
The equation for resolution in image formation is a good place to start in setting expec-
tations on the resolution of the lithographic process. It is based on the ability to distinguish
between two adjacent points of light. The intensity of the cross-section perpendicular to the
direction of propagation of every point of light is described by a sinc-squared function and
the distance between the center of the first point and the first minimum in the second point’s
intensity defines the resolution, R:
R =
k1λ
NA
(4.4)
where k1 is process dependent but is usually between 0.5 and 1, and λ is the wavelength
of light. Using NA= 1.4 and λ = 532 nm, the resolution of the process described here is
theoretically 232 nm, but the actual process resolution must be measured. The NA is:
NA = n sin θa (4.5)
where n is the refractive index of the medium (air or immersion oil depending on the objective
lens) and θa is half the angular aperture of the objective.
The resolution in the third dimension (axial resolution) is related to the depth of field of
the experimental set up. The depth of field is related to wavelength and NA by:
z =
k2λ
(NA)2
(4.6)
where k2 is another process-dependent constant with a value of about 0.5. This implies an
expected axial voxel length of about 0.5 µm using λ = 532nm and NA= 0.75, and 0.13 µm
if the NA= 1.4 objective is used. These imaging-derived values do not take into account
curing thresholds in the resist. Jenness achieved an axial voxel of about 2 microns in cured
resist [41]. This value will be used as a benchmark.
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4.1.1 Position accuracy limits of beam
There are two beam positioning resolutions pertinent to the experimental design. The first
is the limit for FFT-based algorithms like the GS algorithm and the second is for arbitrary
blazed phase gratings. A blazed phase grating was described in Chapter 2. Fundamental
increments in a blazed grating are integer wavelengths of optical path length. It is well
known that FFT-based algorithms can only place voxels on a grid of points corresponding
to these fundamental increments [89].
The FFT-based limit can be found by first calculating the theoretical extent of the first
order patterning area, and then dividing by the number of pixels in the phase hologram. For
a three lens system, the transfer function for a ray is given above. Then the equation for
the maximum displacement of the beam in the patterning field (for a ray coming from the
center of the SLM) is given by:
−f1fobj
f2
θmax = 41µm (4.7)
where f1 = 75 cm, f2 = 25 cm, f3 = fobj = 1.645 mm for the 100× objective, and θ =
θmax = 0.48
◦. This gives a theoretical patterning area of 82× 82 µm =6724 µm2 and allows
for the calculation of the parallel patterning (FFT-based) resolution with a 512× 512 pixel
input image [4]. This resolution is 160 nm.
By using a hologram calculating algorithm like the GS algorithm that uses FFTs, points
of light can only be placed on a grid with this 160 nm spacing. This is the best theoretical
resolution achievable in the parallel patterning mode. The field of view of the CCD when
the 100× objective is in use is about 42 µm by 56 µm which makes the rest of the patterning
area difficult to use. A different set of lenses could be used to compress this patterning area
to fit completely in the CCD field of view, but it is unnecessary. The lateral dimension of a
cured voxel of resist is much larger than 160 nm.
With reference to the Xo and Yo values that determine how many periods the blazed
gratings have (see Chapter 2), each wavelength’s worth of phase across the SLM face moves
the first order beam by 160 nm for the 100× objective. The actual beam steering resolution
for serial patterning is even better than this 160 nm limit because phase gratings can be
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displayed that have a non-integer number of wavelengths across their face. Beam steering
is effectively continuous in this mode [89, 104, 71]. The ultimate resolution of the DMHL
process is determined by the size of the smallest curable voxel of resist (∼300 nm).
This research involves patterning with the zero order of the grid of pixels, but the first
order of the phase hologram. The pixelation causes higher order copies of the hologram
image. The result is that the effective patterning area is smaller than stated above. The
zero order is located at the center of this area and must be blocked in some way. This makes
the central region of the patterning area unusable. Also, because the conjugate first order
sometimes has enough power in it to induce photopolymerization, the usable patterning area
is a little less than half of the theoretical patterning area (see Figure 35). Note that it is
possible to place the zero order outside the CCD field of view and have the entire CCD
field of view be available for patterning, but the limited laser power available makes this
unnecessary. Uniform patterning at the best achievable resolution is only possible near the
zero order. This will be explained below.
There is another reason to limit the patterning field. The first diffraction order that is
used for patterning is not the only diffraction order deflecting light onto the specimen plane.
Opening up the iris to let the first diffraction order move around a larger area also allows
other orders to make spurious features (see Figure 36).
4.1.2 Relating Clens to real image displacement
It is also important for the design of micro-manufactured features, to know the conversion
between Clens and axial displacement of the patterning beam in the specimen plane. Ray
and lens matrices can be used to find this relationship. The SLM must be counted as a lens.
The first important parameter to be found is the radius of the smallest circle displayed
in the Fresnel lens. This allows for the calculation of the focal length. Because a modulo-2pi
function is used, the smallest circle will have a boundary when the phase reaches 2pi. The
smallest circle of a displayed Fresnel lens is:
r0 = floor
(√
2pi
Clens
/∆x
)
p (4.8)
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Figure 35: Explanation of reduced effective patterning area.
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Figure 36: Light from other diffracted orders can interfere with the intended patterning
beam.
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Figure 37: As Clens increases, the effective focal length decreases as 1/Clens.
where ∆x is the size of one pixel according to the definition in the Matlab script (in this
case from a linspace command) and p = 32 µm is the pixel pitch of the SLM. Then the
equation for the effective focal length of the SLM, fSLM is given by (also given in equation
2.43):
fSLM =
r20
2∆(ne − no) (4.9)
The relationship between Clens and fSLM is plotted in Figure 37.
The relationship between Clens and actual image displacement can then be found through
a set of ray matrices. The input of the system is defined here as the outer ray of a collimated
beam with a radius of 1.27 cm. This looks like:x
θ
 =
0.0127 m
0◦
 (4.10)
After accounting for all but the propagation from the objective to the specimen plane, we
have: 1 fobj + ∆z
0 1
A
B
 =
0
θ′
 (4.11)
where A and B are constants that depend on the derived fSLM , fobj is the focal length of
the microscope objective, θ′ is an unconstrained angle at which the outermost ray of light
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intersects the focus, and ∆z is the axial displacement of the first order beam. The focal
length of the objective can be related to the tube lens and magnification by:
fobj = fT/M (4.12)
where fT is the focal length of the tube lens of the microscope and M is the magnification.
The tube lens of the Zeiss microscope used here has a focal length of 164.5 mm. The displayed
hologram must be sized correctly so that each pixel correspond to a pixel on the SLM. The
axial displacement can then be found by solving for ∆z in Equation 4.11. Conveniently, the
axial displacement of the first order beam is linear with Clens (see Figure 38). The calculated
conversion between Clens and axial displacement in the specimen plane is:
50 nm per Clens for 100× objective (4.13)
124 nm per Clens for 63× objective (4.14)
The theoretical limit for axial displacement with this SLM occurs at the smallest possible
radius of the Fresnel lens that can be displayed. The calculated minimum focal length
possible for a Fresnel lens displayed on the SLM in this experiment corresponds to an axial
displacement of about 400 µm using the 100× objective. This limit is not possible in practice
because of aliasing and reduced diffraction efficiency due to high spatial frequencies in the
Fresnel lens. Also, as explained below, asymmetry in the SLM drive circuitry limits the
spatial frequency even more along one axis. This can create highly astigmatized beams.
Finally spherical aberration of the objective lens limits the axial displacement long before
the SLM’s limitations do.
Another parameter that affects the movement of the beam is the number of electrodes
over which the phase change is implemented [90]. As seen in plot of the axial displacements
versus Clens shown in 38, at high spatial frequencies, the displacement (axial or lateral)
becomes more discrete. This reduces positioning resolution at high displacements.
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Figure 38: This plot shows a model of how the first order beam should move axially with
increasing Clens. The solid line is for an LC layer thickness of 10 µm and the dashed line is
for an LC layer thickness of 8.5 µm. The measured data is plotted as stars. The measured
data appears to match the thinner LC layer thickness, and this thickness is feasible. The
model has a step-like nature at high Clens because of the pixelation of the SLM.
4.2 OPTICAL ABERRATIONS
Optical aberrations are deviations from a perfect spherical wave focusing to a diffraction
limited point. Any optical aberration can be expanded in terms of a complete set of polyno-
mials that are orthogonal over the interior of the unit circle [10]. The Zernike polynomials
(see Figure 39) are one such set, and will be used to compensate for aberrations in the
DMHL system described here [77]. In theory any aberration that is separable can be fully
compensated and each aberration can be corrected independently [71]. The main aberra-
tions experienced in DMHL and other holographic systems (holographic optical traps) are
spherical aberration and astigmatism.
The Zernike polynomial index j, as defined by Noll [77], depends upon the aberration
order n and azimuthal index m by
j = 1
2
(m+ n(n+ 2)) (4.15)
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With this ordering, there are even and odd Zernike polynomials defined as:
Zj(r, θ) =

√
n+ 1R0n(r), m = 0√
2(n+ 1)Rmn (r) cos(mθ), m 6= 0, j even√
2(n+ 1)Rmn (r) sin(mθ), m 6= 0, j odd
(4.16)
where
Rmn (r) =
(n−m)/2∑
s=0
(−1)s(n− s)!
s![(n+m)/s− s]![(n−m)/2− s]!r
n−2s (4.17)
in which r is a radial coordinate and the values of n and m are always integers and satisfy
m ≤ n and n − |m| =even. For example, the Zernike polynomials for astigmatism in polar
coordinates are:
Z5(r, θ) =
√
6r2 sin 2θ (4.18)
and
Z6(r, θ) =
√
6r2 cos 2θ (4.19)
respectively, where r =
√
x2 + y2 and θ is the angle with the horizontal axis of some pixel
(x,y) on the SLM taking (0,0) as the center of the SLM. The value of the polynomial, Z5, Z6,
etc. is multiplied by some coefficient, a5, a6, etc. to provide a certain amount of aberration
compensation. The Zernike coefficients can be related to physical values. For example,
astigmatism coefficients can be given in units of wavelengths. The number of wavelengths of
a certain aberration is derived by taking the unwrapped phase of the hologram and dividing
the maximum phase delay by 2pi i.e., a5/2pi is the number of wavelengths of x-astigmatism.
The gratings and Fresnel lenses used to move the light can be thought of as the first three
Zernike polynomials (tilt in x and y, and defocus).
4.2.1 Spherical Aberration
Spherical aberrations occur when a beam of light travels through media of differing refractive
index on its way to a focal point. Spherical aberrations decrease optical resolution. Most
oil immersion, high-NA microscope objectives are designed to observe a specimen that is
surrounded by a material with about the same refractive index as glass, ng = 1.52 [86]. In
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Figure 39: Examples of Zernike polynomials.
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many cases the specimen is in an aqueous solution with an index of nm = 1.33− 1.35. Light
travels through the objective, the immersion oil, the glass coverslip (all of the same index),
and then as it traverses the interface between the coverslip glass to the aqueous solution, the
wavefront experiences spherical aberration. In the case of DMHL, the index of the medium
on the other side of the coverslip is actually slightly higher (nresist = 1.56) than that of glass.
There are two main effects of spherical aberration on the intensity distribution of light in
the patterning volume. The axial location where the light comes to a focus in the patterning
volume is angle dependent and therefore spreads axially for high-NA objectives. [86] Also,
as the desired focus location moves deeper into the resist, the actual focus location moves
increasingly further away from the coverslip for (ng < nresist) [86]. As Fresnel lenses are used
to focus light deeper into the sample, the actual focus keeps getting further and further from
the nominal focus. The lateral extent of the focus does not change very much but the axial
extent increases rapidly with distance from the coverslip. [86]
The higher the NA, the worse the spherical aberration, although high-NA is desirable for
high resolution patterning. Even experiments with stages that can scan in three dimensions,
allowing for axial movement of the objective, are limited by spherical aberration [65]. By
applying a conjugate spherical aberration to the optical system it should be possible to negate
the effects of the index mismatch. Though the effects of spherical aberration increase with
axial distance into the patterning volume, a single aberration correction value can simulate
the resist having the same refractive index as glass. The small magnitude of refractive index
mismatch in this particular situation makes spherical aberration insignificant for DMHL
performed here.
4.2.2 Astigmatism
Astigmatism can result from lenses being tilted in the optical train [87]. Corrections of
several optical wavelengths can be necessary to compensate for the imperfect flatness of the
SLM in holographic optical tweezer experiments [108]. Corrections of astigmatism can also
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be necessary for 3D lithographic patterning. In astigmatism, the beam comes to a focus
along the x-axis and the y-axis in different planes. The focus is therefore elongated, less
intense, and creates a cross-like pattern in space.
The astigmatism found in this optical system was found to be negligible with respect
to its effect on patterning. Because of the thresholding effect of photopolymerization, it
is difficult to measure small differences in patterning intensity through its effect on cured
feature dimensions. For this reason, to demonstrate the effect of aberration correction in a
DMHL system, a severe astigmatism aberration was added to the system by rotating one of
the lenses in the optical train (the 75 cm focal length lens in Figure 34) by about 10 degrees
with respect to an axis perpendicular to the optical table (see Chapter 6). Higher order
aberrations like coma and trefoil were also measured and found to be insignificant.
4.3 PHYSICS OF SLMS
Many SLM-related factors can affect the performance of a DMHL system: [111] modulation
properties of the SLM, the number and geometry of the pixels, scattering and absorption
by the SLM, discretization and quantization, fringing field effects, time-dependent variation
(due to pixel refresh rates), temperature dependence (the temperature of the liquid crystals
can increase due to absorption, changing their optical properties). The most significant
factors will be discussed below with others being relegated to an appendix.
This research involves the use of a transmissive Holoeye LC 2002. It is a twisted nematic
liquid crystal spatial light modulator (TLC-SLM) with a twist angle of 90 degrees. In a
TLC-SLM a layer of liquid crystals (LC) is deposited between two transparent electrodes.
The side of the electrode in contact with the LCs is processed in such a way to provide
a row of grooves to anchor the first layer of LC molecules (see Figure 40). This set of
grooves is called the director. The twist angle is the angle separating the grooves on one
electrode from the grooves on the opposite electrode. Voltage applied across the electrodes
rotates the angle at which the liquid crystals are aligned, and changes the optical properties
of the LC layer. In a nematic LC layer, LC molecules that are not physically in contact
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Figure 40: Effect of electric field on liquid crystals between transparent electrodes in an
SLM. The dotted lines are the alignment directions for the liquid crystals in contact with
the electrodes. This shows a 90 degree twist.
with the electrodes can rotate to align themselves with the electric field [32]. To display a
phase hologram it is important that an applied voltage changes the optical path length or
phase delay associated with each individual pixel. Optical path length changes with index
of refraction of the LC layer. The elongated shape of LC molecules causes them to have a
different index of refraction depending on the direction of polarization of the incident light.
This is called birefringence which is explained in more detail below.
The main optical property that changes with voltage is the extraordinary index of re-
fraction of the LC layer. The relationship between applied voltage and the extraordinary
index of refraction can be defined as [85]:
1
n2e(τ)
=
sin2 τ
n2o
+
cos2 τ
n2e
(4.20)
where τ is the angle at which the LC molecules rotate, ne is the extraordinary index of
refraction and no is the ordinary index of refraction. The ordinary index of refraction is
experienced by light that is polarized normal to the long axis of the LC molecule and the
extraordinary index of refraction is experienced by light that is polarized parallel to the long
83
axis of the LC molecule [32]. Because the LC molecules near the electrodes don’t rotate to
the same degree as those in the center of the layer, it is not possible to model the device as
a uniaxial crystal.
According to Holoeye, the LC 2002 always has a coupled amplitude/phase modulation
(there are no polarizers embedded in the device). It is possible to use it in a “phase-mostly”
configuration with certain polarization configurations and Brightness/Contrast settings. The
brightness setting determines the bias voltage that is added to the driving AC voltage while
the contrast setting controls the voltage swing.
A nematic liquid crystal SLM is usually driven with an AC voltage to avoid permanent
chemical changes in the the liquid crystals [32]. Although the driving voltage is AC, it does
not rotate the LC molecules back and forth between two extremes. The LC molecules rotate
with the absolute value of the applied voltage because their dipole moment is induced rather
than permanent [32].
The LC 2002 has a fill factor of 55%, approximately 2pi phase shift at 532 nm, and
an aperture of 21 mm x 26 mm. The thickness of the liquid crystal layer is about 10
micrometers. This gives a birefringence (the difference between ordinary and extraordinary
refractive indices) of ∆n ≈ 0.05. More detail on birefringence is given below. The liquid
crystal layer needs to be at least λ/∆n meters thick to provide 2pi radians of phase delay.
Microfabrication takes place when the intensity of light is high enough to cause the resist
to polymerize. DMHL uses an SLM to shape the light intensity pattern in three dimensions.
There are limits to this process due to the size of the field of view, the depth of focus of the
objective, spherical aberration, pixel size of the SLM, amount of phase delay each pixel can
provide, etc. Each SLM pixel can be thought of as providing a complex transmittance [2]:
Mg = |Mg|eiθg (4.21)
where the index g is the graylevel value which varies from 0 to 255 for an 8-bit display. Below
is a brief explanation of what effect liquid crystals have on light. A more in-depth discussion
is provided in Appendix A.
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4.3.1 Polarization Eigenstates
As light passes through a liquid crystal cell, its polarization eigenstate (the complete descrip-
tion of the light’s polarization) rotates through the twist angle, α [74]. In earlier, thicker
SLMs, linearly polarized light would simply be rotated by this twist angle. Now that SLMs
are thinner, the polarization eigenvectors are elliptically polarized because a higher percent-
age of the liquid crystals are anchored to the director and not affected by the applied voltage
[74]. Input light from the laser that starts out linearly polarized now has the major axis of
its polarization eigenstate rotated through the twist angle, but the output light is elliptically
polarized. This elliptical polarization means that the phase and amplitude modulation of
the SLM become coupled. As SLMs get thinner, the effects of the LC molecules that aren’t
affected by voltage (touching the directors) play a bigger role, and can need to be compen-
sated with wave plates. Early, thicker SLMs could be used for phase-only modulation with
linearly polarized light.
Because the birefringence depends on the voltage applied to the display, the ellipticity of
the polarization eigenvectors also varies with voltage. The polarization eigenvector is linearly
polarized for large birefringence values because the applied voltage is large enough to rotate
LC molecules near the director [74]. For optimal phase-mostly operation, the ellipticity for
the input light needs to be the average elliptical polarization eigenvector in order to best
compensate for the polarizing qualities of the SLM [19]. This average eigenvector can be
generated by a combination of waveplates and polarizers [19, 74, 85, 2]. This is explained
in more detail in Appendix A. Several polarization compensation setups were tested for this
work but provided only minimal improvement over the use of a single half-wave plate to
rotate the linear polarization of the laser light in such a way as to maximize the diffraction
efficiency into the first order.
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4.3.2 Birefringence
Birefringence is the difference in refractive indices for ordinarily and extraordinarily polarized
light [42]. There is a complex relationship between birefringence and phase delay. The rela-
tive retardation, β, (in units of radians per meter) between the ordinarily and extraordinarily
polarized components of a light beam is defined as [32]:
β(V ) =
2pi(ne(V )− no)
λo
(4.22)
where ne is the voltage-dependent extraordinary index of refraction of the liquid crystal
material, no is the ordinary index of refraction and λo is the wavelength of light. The index
of refraction experienced by the light is dependent on its polarization. The ordinary index of
refraction remains constant with applied voltage for each pixel. The light going through the
birefringent material only experiences the maximum delay if it is aligned with the ordinary
or extraordinary axis. This can then be converted into the phase delay (in radians) by
multiplying by the thickness of the LC layer, d. It should be noted that the phase difference
between two gray levels, and the difference between each of those gray levels with zero is not
equal (φ1 − φ2 6= (φ1 − φ0) − (φ2 − φ0)) due to “polarization dependent geometric phase”
[111].
There is some critical voltage, Vc, below which molecular reorientation does not occur.
This voltage is based on physical constants of the liquid crystals [42]. The phase delay as a
function of voltage (note: this is for parallel-aligned LC cells) is: [25]
∆φ = κ1φm(V/Vc − 1) for V − Vc
Vc
 1, (4.23)
where κ1 is a constant based on the physical constants of the liquid crystals, Vc is the
threshold voltage and φm is the maximum phase delay given by:
φm = 2pid∆n/λ (4.24)
and
∆φ = φm
(
1− κ2
V
)
for high fields
V − Vc
Vc
 1 (4.25)
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where κ2 is another constant determined by the physical properties of the liquid crystals. In
the low voltage region, the phase delay is linear with voltage, while at higher voltages, the
phase delay levels off to the maximum possible delay. Both of these behaviors can be seen
in Figure 44. This model also assumes that the molecules all tilt at the same angle when
the electric field is applied.
The physical properties of an LC cell vary spatially [94]. It is assumed that the variation
is due to a change in off-state birefringence most likely caused by a change in the thickness of
the LC layer. There is evidence that β can vary by almost a factor of 2 across a square inch
of area due most likely to “bowing” of the glass sandwich that contains the liquid crystals
[94]. This is just one of many physical limitations to the SLM. Several more will be discussed
in the following section.
4.4 SLM DEVICE LIMITATIONS
Beside the physical effects mentioned in Chapter 2, there are limitations specific to the
Holoeye device itself due to its design. Many anomalous behaviors described in the next
section are due to these experimental realities. The layout of the driving electronics cause
an asymmetry in the diffraction efficiency of displayed gratings. The time response of the
SLM can be an important factor in determining the maximum frame rate for movies of
holograms being displayed during micro-manufacturing.
4.4.1 Asymmetry of SLM diffraction efficiency
For the type of SLM used here, the rms voltage applied across a pixel is much lower than
the peak driving voltage because each pixel is updated/refreshed sequentially (in a raster
scan) [59]. Because of this property of the driving circuitry, at high spatial frequencies,
vertical gratings have much less phase excursion than horizontal gratings. According to
a measurement made with a Thorlabs power meter, this drop off in diffraction efficiency
occurs around a period of 4 pixels for holograms that are 512x512 (see Figure 41). The axis
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corresponds to the low-frequency scanning signal of the SLM [2]. This explains why the
displayed Fresnel lenses in this research become more astigmatized with depth.
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Figure 41: The diffraction efficiency for gratings along one axis of the SLM varies much
more rapidly and drops off much more quickly than the other. The dashed line shows the
normalized diffraction efficiency of a range of vertical blazed gratings while the solid lines is
for horizontal gratings. This is mostly due to the asymmetry in the drive circuitry. Note:
Grating constants are proportional to spatial frequency. Here 50 grating constants is equal
to a blazed grating with 100 periods.
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The first step in compensating for this spatial frequency dependence of the phase depth
is to calculate the local horizontal frequency value in the neighborhood of each pixel. This
can be done by taking cross-sections of the hologram at a few points to check if the maximum
spatial frequency of 110 periods of 2pi phase shift across the hologram on the y-axis has been
exceeded. This works out to about 4 pixels per period.
4.4.1.1 Average phase change per pixel within a hologram Because of the asym-
metry in the SLM driving circuitry, there is a more strict limit on spatial frequency along
one axis than the other [62]. This also means that there is a maximum average local phase
gradient (difference in phase between two adjacent pixels) that can be displayed on the SLM
before diffraction efficiency starts to roll off. The plot of average local phase change vs.
grating frequency (see Figure 42) shows that the known spatial frequency limit corresponds
to a local average phase value of about 2 radians. The plot was made with Matlab script,
avgphasechange.m. This script finds the average rms change in phase per pixel of a specific
hologram. According to this script, Fresnel lenses with lens constants up to Clens = 350
which corresponds to an axial displacement of about 17.5 µm, do not cross the limit of 2
radians of average local phase change (see Figure 43).
4.4.2 SLM time response
The time response of a liquid crystal device is proportional to the square of the thickness of
the LC layer (this makes a reflective device faster than a transmissive device) [68]. The LC
2002 is quoted to have a maximum frame rate of 60 Hz. The display rate of the Matlab
figures appears to limit the rate at which holograms can be changed before the SLM switching
limit is reached. The effective frame rate limit for this system was found to be around 10
Hz.
The intensity in a laser spot that is created by a computer generated hologram can vary
as a movie of holograms is displayed to move a dot [26, 82]. The amount the intensity
changes in between holograms is proportional to the average change in phase per pixel. This
change in intensity occurs because the pixels can only change phase values so quickly. For
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Figure 42: This is a plot of average phase change per pixel as spatial frequency increases in
the y-direction. Nλ is the number of wavelengths or periods in the displayed grating.
Figure 43: This is a plot of average phase change per pixel as lens constant, Clens increases.
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serial patterning with gratings, the best thing to do is use small step sizes. It is also possible
to mitigate this limitation by implementing an extra step in a GS algorithm to minimize the
amount of phase change from hologram to hologram for each pixel.
4.5 CHARACTERIZING THE SLM
Several characterization and calibration experiments were done to confirm that the SLM
could be used with minimal changes to the device and the displayed holograms.
A half-wave plate setting of 26◦ off the fast axis provides the maximum diffraction ef-
ficiency to both the positive and negative first order when using adaptivegratinghigh.m
create blazed gratings. The half-wave plate rotates linear polarization of the incident laser
light. Rotating the half-wave plate has a proportional effect on both the strong and weak
first order (both maxima/minima at the same rotation angles).
The computer screen and the SLM are both 800×600 pixels. To ensure that the hologram
pixels correspond to the SLM pixels one to one, images of the holograms displayed on the
screen were analyzed. The holograms are 512× 512 pixels and the Matlab commands that
create this one to one correspondence are: axis(’square’) and set(gcf, ’Position’,
[1338 383 661 661]).
4.5.1 Phase Calibration
There are many ways to measure the phase response of an SLM described in the literature
[110, 74, 83, 7]. Some phase response curves are derived from the use of a Mach-Zehnder
interferometer and others use Ronchi (binary) diffraction gratings.
Laser light was sent through a polarizer set to zero degrees, then through a mask with two
pinholes in a piece of aluminum foil that was placed over the SLM. There are no polarizers
in the SLM. The beam from one pinhole fell on a constant phase while the other fell on the
other half of the SLM which had a variable phase. After the SLM was another polarizer
set to 45 degrees. The external polarizers on the input and output sides of the SLM should
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Figure 44: Phase response of SLM for different gray level values (Brightness:100, Con-
trast:255, polarizer before SLM:0◦ and polarizer after SLM:45◦)
be adjusted to obtain the maximum fringe pattern translation for the whole grayness level
range. Maximizing the fringe-pattern contrast in the phase measurement simultaneously
minimizes coupled amplitude modulation [7]. As the phase was changed on the variable
half, interference fringes translated in the specimen plane of the microscope according to the
phase difference between the two halves. CCD images of the fringes for 12 different gray
level values from 0 to 255 were taken. Matlab code, fringedisplacement.m was used to
analyze the results. The equation for deriving the phase was φ = 2pi(pshift/pperiod) where
pshift is the number of pixels the fringe is shifted and pperiod is the number of pixels in one
fringe period. The resolution on the measurement was not very high because the number
of pixels per fringe period was only 12 pixels. The architecture described here only permits
characterization of a small region of the SLM due the to use of the pinholes.
The measured phase vs. graylevel curve shown in Figure 44 is expected from equation
4.20 because the index of refraction changes slowly for either large or small tilt angles. This
also explains why the slope of the retardance with grayness level has three regions, the first
which has a shallow slope as retardance and the extraordinary index change slowly, the
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second which has a steep slope as the retardance and the extraordinary index change quickly,
and then leveling off again to a gentle slope as the retardance and extraordinary index change
slowly with increasing voltage. Graylevel is proportional to applied voltage.
4.5.2 Intensity fluctuations
As the beam is scanned across the patterning area, there are periodic intensity fluctuations
that can cause features to have lumps (see Figure 45). These fluctuations are spatial, not
temporal. They are caused by fluctuations in diffraction efficiency as the spatial period and
angle of the phase gratings are changed. On top of the small fluctuations, there are two
large dark bands going across the patterning area where the diffraction efficiency drops to
about zero for the first order (see Figure 46). An experiment was done in which the SLM
was physically rotated to test the source of the dark bands. The dark bands rotated with the
SLM and occurred around Nλ = 44 (number of grating periods across the hologram in the y-
direction) implying that the dark bands come from the SLM and not from inhomogeneities in
the beam, which was not rotated. By changing colormaps (the relationship between designed
phase and displayed graylevel of a grating made with Matlab), the location of the dark
band can be shifted, but no way was found to eliminate it. There is another dark band when
Nλ = 130 in the y-direction, but this is outside the effective patterning area.
The period of the small intensity fluctuation was found to be relatively constant (1.5-
1.8 µm), but because it changes depending on the alignment of the setup, it can only
be compensated by measuring before each sample is made. This mapping is done with
mapdiffeff pupil polarize.m (see Figure 47). This is most likely due to the fact that
the actual phase patterns displayed on the SLM cause aliasing and loss of efficiency for
certain values of grating period. The fact that small misalignments change the location of
the fluctuations implies they could be related to quality of the beam coming from the laser.
The beam is not perfectly spatially homogeneous (as discussed below). When a complicated
spatial filter was incorporated into the experimental setup, the beam looked cleaner, but the
dark bands were still present. Some anomalous behavior can be attributed to nonuniform
phase variation among individual pixels [20].
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Figure 45: This is the side view of a serially cured square. It shows small intensity fluctua-
tions. It was made with a scan speed of about 0.85 µm/s.
The angle with which the displayed grating makes with the natural direction of the
liquid crystals changes the polarization sensitivity [40]. This could explain some anomalous
behavior of certain displayed phase gratings (dips in diffraction efficiency that do not match
monotonic pixelation-related drop-off). Polarization sensitivity increases as the number of
pixels per grating period decreases exacerbating any diffraction efficiency drop off.
4.6 CHARACTERIZING THE LASER
The laser used in this research is a pulsed green laser from Teem Photonics (PNG-M04005-
100). The laser is specified to have an average power of 20 mW, but was measured to have
an average power of about 12 mW. It has a repetition rate of 500 Hz, and pulsewidths of
300 ps. This works out to about (12mW/500=) 24 µJ per pulse. It is specified as linearly
polarized.
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Figure 46: This is an attempt to show the whole patterning area with a grid. The two dark
bands in which there is not enough light to pattern are clearly evident. The large mess on
the left is from the zero order causing the resist to boil, and can be eliminated.
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Figure 47: A plot of the normalized intensity due to the first diffraction order. There is a
larger drop-off in intensity in the x-direction than the y-direction because it extends further
from the zero order and requires a higher spatial frequency grating. The magnitude of the
coordinates on the x- and y-axes are proportional to the spatial frequency of the displayed
gratings (in this case, one Xoffset or Yoffset is equal to two periods in a displayed blazed grating.
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A discussion of the beam quality, the measurement of the pulsewidth with an autocorrelator,
and the beam intensity in the specimen plane with different objectives, is given below. It
was confirmed with a quadrant photodiode that the repetition rate was 500 Hz.
4.6.1 Beam Quality
When the beam was expanded, it appeared to have an amplitude grating superimposed on it.
This was due to interference of multiple plane waves coming out of the laser head (possibly
due to reflections from small misalignments in the nonlinear crystal inside laser). By placing
an iris near the beam waist of the laser, it was possible to remove this effect, although the
beam was still not perfectly Gaussian. The beam waist is specified to be 7.7 cm away from
the laser head output and the iris is placed about 10 cm further down the optical train.
4.6.2 Measuring Laser Pulsewidth
Autocorrelation experiments were performed to verify the pulsewidth of the pulsed 532 nm
laser. The concept is to split a beam in two in an interferometer, and vary the optical
path length of one leg (see Figure 48). When the beams are recombined inside a nonlinear
crystal, they create light at twice the frequency if the pulses overlap enough. This setup uses
a β-barium borate (BBO) crystal from Gooch and Housego for second harmonic generation
(SHG). As the path length is varied, the amount of second harmonic light varies. By fitting
a Gaussian curve to the SHG intensity at different path lengths and using the speed of light,
it is possible to calculate the length of the pulse in time. Building an autocorrelator is easy,
but getting it to work is difficult. A UV sensor is used to measure second harmonic light
(wavelength of 266 nm). The most important thing is to have the SHG crystal mounted
on a stage that has 5 degrees of freedom (XYZ, pitch, and rotation). This is because the
crystal must be rotationally aligned with the polarization of the pulses for Type 1 SHG.
Also, the distance the nonlinear crystal is placed from focusing lens is important because
the intensity is high enough only exactly at the focus. By luck, the polarization of the laser
was perpendicular to the optical table and therefore it was possible to angle tune the pitch
of the crystal (see Figure 49) while it was in the rotation stage. If this had not been the
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Figure 48: Autocorrelator setup with beam trace showing how the beam is split, the path
length is varied, and the beam is recombined for SHG in the BBO crystal (point where beam
converges).
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Figure 49: Explanation of how to angle tune the BBO crystal after determining the polar-
ization of the laser.
case, a half-wave plate could have been used to rotate the laser polarization. The average
pulse width of the three autocorrelations is 339 ps (see data in Figure 50). The standard
deviation of the three is 29 ps.
4.6.3 Laser Power Budget
The important parameter that determines whether a certain resist is cured with two-photon
absorption is the peak intensity achieved by a certain laser/objective lens combination. As
the beam travels through the optical system, losses occur. When the beam gets to the
dichroic mirror inside the microscope, it still has over 80% of its original intensity (without
the SLM). After the dichroic mirror, the amount of light reaching the specimen plane is cut
to about 18% its original value from 12 mW to about 2.21 mW with no SLM, no objective,
an iris blocking the “extra” beams from the laser as mentioned above and the half-wave plate
set to 26◦ off the fast axis. The insertion of the SLM increases these losses because most of
the light is diffracted into higher orders that are cutoff by the apertures in the system.
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Figure 50: Autocorrelation curves with Gaussian fit.
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Table 1: ND filter transmission.
ND (Optical Density) Nominal Transmission (%) Measured Transmission (%)
0 100 100
0.1 79 85.5
0.2 63 72.4
0.3 50 57.5
0.4 40 47.5
0.5 32 36.2
0.6 25 26.7
1.0 10 12.2
2.0 1 1.72
3.0 0.1 0.14
4.0 0.01 0.005
An assortment of Thorlabs metallic neutral density (ND) filters are used to attenuate
the laser because it does not have a knob to change the power. The rating on the ND filter
corresponds to its optical density at 546 nm. The optical density, D is defined by:
D = log10(1/T ) (4.26)
where T is the transmittance. The transfer function between input power and output power
for the ND filters was measured to be:
Po = 1.086Pie
−2.393ND (4.27)
where Po is the output power, Pi is the input power, and ND is the ND filter value. The equa-
tion was found using a best-fit of the data to a single term exponential (exp1) in Matlab.
The nominal and measured transmission of each ND filter is given in Table 1. Both
of these equations are equivalent within a few percent. The ND filters have transmissions
consistently higher than their nominal value.
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Table 2 shows the peak intensities possible for various microscope objectives and with
various loss inducing elements, assuming 18% transmission through the optical system (ex-
cept the objective). The middle column can be thought of as upper bounds for the system (no
SLM). The peak power is about (0.18× 24µJ/300ps=)14.4 kW. The peak intensity numbers
given in Table 2 are assuming a flat profile. This is not the case in reality. A Gaussian profile
would mean that there is a higher peak intensity at the center of the beam than the edges.
The first column of peak intensities are for the laser going directly to the specimen plane (no
objective). Only about 18% of the laser light makes it to the specimen plane (mostly due
to the dichroic mirror). The second column of peak intensities includes the losses incurred
when the SLM is added to the setup. The SLM reduces the available power at the specimen
plane to about 4% of the power coming from the laser. This is in the static zero order, the
light that goes straight through the SLM without being diffracted. The phase holograms
used for patterning will take light from this order. Finally, the power at the specimen plane
in the strong first order is about 1.5% of the power from the laser. The corresponding peak
intensities are given in the last column. There are two first order beams, a “strong” (+1)
and a “weak” (−1) beam. The −1 beam has about 35% as much power as the +1 beam.
When the intensity is too low or the exposure time is too short, no polymerization occurs,
when intensity is too high or the exposure time is too long, the resist boils and a bubble is
visible [96]. It is the range in between these two extremes in which patterning is possible.
According to Zeiss specifications the transmission expected through the objectives used
in this research range from 60-80%. For ease of calculation, a 70% transmission will be
assumed for all objectives. After taking the objective transmission into account, the most
accurate peak intensity estimates are given in Table 3. The pulse energy after the objective
in the strong first order was measured to be 0.37 µJ of the original 24 µJ coming from the
laser.
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Table 2: Parameters for determining upper bound of peak intensity for each objective (as-
suming 14.4 kW peak power and 100 % transmission through each objective). The +1st
order of the phase grating is the “strong” first order beam.
Obj.
Beam
Radius
(µm)
Area
(cm2)
P. I.
(GW/cm2)
P. I. 0th
(GW/cm2)
P. I. +1st
(GW/cm2)
10× 10 3.14e-6 4.6 1.06 0.51
20× 5 7.85e-7 18.63 4.28 2.05
40× 2.5 1.96e-7 73.8 16.97 8.12
63× 1.6 8.04e-8 180 41.4 19.8
100× 1 3.14e-8 461 106 50.7
Table 3: Parameters for determining upper bound of peak intensity for each objective (as-
suming 14.4 kW peak power and 70 % transmission through each objective). The +1st order
of the phase grating is the “strong” first order beam.
Obj.
Beam
Radius
(µm)
Area
(cm2)
P. I.
(GW/cm2)
P. I. 0th
(GW/cm2)
P. I. +1st
(GW/cm2)
10x 10 3.14e-6 3.2 0.74 0.36
20x 5 7.85e-7 13.0 3.0 1.44
40x 2.5 1.96e-7 51.7 11.9 5.7
63× 1.6 8.04e-8 126 29.0 13.9
100× 1 3.14e-8 323 74.2 35.5
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4.7 PRELIMINARY EXPERIMENTS
Two resists were tested, although one resist was used with 5 different photoinitiators. The
first resist to be tested was ma-N 2410. The other resist was OrmoComp c©. The OrmoComp c©
was used with 1.8% Irgacure 369XP, 1% Irgacure 184XP, Irgacure 127XP, OXE01XP, and
TPO. The ma-N 2410 resist was found to cure with available laser power but could only
be spun in film thicknesses of about 1 micrometer which is too thin for 3D DMHL. The
OrmoComp c© with TPO as its photoinitiator was not cured by any available laser powers.
All the other photoinitiators showed curing in OrmoComp c© and performed similarly, but the
1.8% Irgacure 369XP was most readily available and chosen for all subsequent patterning.
The fact that the pillars cure at peak intensities far below the maximum available (see Table
2) implied that DMHL would be possible. Moreover, the fact that the pillars are taller than
a micrometer (approximate axial voxel for the 100× objective) proves that OrmoComp c© can
be spun thick enough to be used for 3D DMHL. OrmoComp c© is known to shrink by a few
percent by volume after curing [78]. This works out to an expected 1% reduction in lateral
dimension.
The general procedure for making samples goes as follows:
1. Spin coat a layer of resist for 30 seconds at 3000 rpm on a glass coverslip (Corning Cover
Glass, No. 1.5, 25 mm sq., Cat. No. 2870-25). The resist is normally between 50-100
µm thick for OrmoComp c©.
2. Place coated coverslip on a small piece of aluminum foil
3. Pre-bake substrate on hot plate at 80◦ C for 2 minutes.
4. Expose
5. Post-bake substrate on hot plate at 80◦ C for 2:30 (2 min. and 30 sec.).
6. Develop substrate in OrmoDev for 3 minutes
7. Rinse with IPA
8. Put back in developer for 15 seconds.
9. Rinse with IPA again
10. Dry with compressed air for 1 minute.
11. Sputter coat with palladium for SEM analysis.
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Preliminary experiments were run to find the ablation threshold of the glass slides used as
a substrate and the boiling and curing threshold of the resist. These thresholds are exposure
time-dependent. The peak intensity was chosen as the unit in which the thresholds would
be expressed and an exposure time of 0.1 seconds was chosen as a representative exposure
in this research. There are no voxels exposed for less than 0.1 seconds in any experiments
described here. The ablation threshold for the glass substrate was found to be around 12
GW/cm2. Ablated glass was initially mistaken as cured resist, but SEM EDAX spectroscopy
was performed to confirm that the material was glass. The boiling threshold for the resist
was found to be about 6 GW/cm2. This puts an upper bound on usable peak intensities for
patterning. The curing threshold for OrmoComp c© with 1.8% Irgacure 369XP was found to
be about 2.7 GW/cm2 during serial line-scanning with an exposure time of 0.1 seconds per
voxel.
Using a value of 0.37 µJ per pulse, the 0.1 second exposure that this threshold was
derived from, and the fact that the exposure was made with the 100x objective which has
a spot size area of 3.14×10−8cm2 the threshold dose is about 44.6 J/cm2. The suggested
dose of UV light for OrmoComp c© is 0.5-1.5 J/cm2, but two-photon absorption is known to
require much higher doses.
4.7.1 Sputter coating process and SEM induced damage
To ensure that SEM analysis was not altering the sample, it was necessary to confirm that
the sputter coating process and SEM use did not do any damage to cured OrmoComp c©.
The environmental SEM (ESEM) does not require the sample to be coated in palladium and
allows for comparison before and after coating. It was during this test that it was noticed
that the electron beam was doing damage to the cured resist. Figure 51 shows that a 20 kV
electron beam can damage cured resist. Figure 52 shows the progression from development,
to uncoated sample in the ESEM, to coated sample in the SEM. Normal SEM operation
uses a 10 kV electron beam which does not appear to do damage. Therefore, the result of
this study is that coating the sample with palladium and using the SEM at 10 kV provides
an accurate gauge of the DMHL process.
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Figure 51: Both images are from the ESEM before the sample was coated with palladium.
On the left is the sample viewed with a 20 kV electron beam early in viewing. On the right
is the same area viewed about 10 minutes later. There seems to be damage done by the
electron beam.
Figure 52: On the left is the optical microscope image taken after development with the 40x
objective. In the center is the early (before electron beam damage) ESEM image. On the
right is the same area viewed with the SEM.
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5.0 2D PATTERNING RESULTS AND DISCUSSION
DMHL can be used to make 2D patterns both serially and in parallel. To use DMHL most
effectively, it is important to characterize the patterning resolution and standard deviation
for each patterning mode. This section discusses the 2D DMHL results including calibrations
and determinations of the process resolution. The best achievable linewidth of patterned lines
and the minimum distance between patterned lines were found. First the results from the
serial mode will be presented, then the parallel mode.
A single beam can be scanned (serial mode) or whole images can be displayed (parallel
mode) to cure a pattern. The choice between these patterning modes depends upon the
sensitivity of the resist and the available laser power. In some instances, the resist is not
sensitive enough to cure when the available laser power is divided among many points in an
intensity pattern. In these situations, single beam scanning is the only possible patterning
mode.
5.1 2D SERIAL PATTERNING
The beam positioning for 2D serial patterning is effectively continuous as explained in Chap-
ter 2. Therefore the lateral dimensions of the cured voxel limit the achievable linewidth. To
make smooth lines and other features, voxels must be exposed in an overlapping manner.
As explained above, the diffraction efficiency of displayed phase holograms drops off with
spatial frequency. This necessitates the use of higher patterning intensities and longer expo-
sure times to ensure that patterning is possible over a larger patterning area, or dwell-time
compensation. There are then three critical numbers to define for 2D serial DMHL: small
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area resolution (linewidth in areas close enough to the zero order that they do not require
dwell-time compensation), large area resolution (linewidth in the whole patterning area when
a higher intensity is used with dwell-time compensation), and pitch which is the minimum
center-to-center distance between patterned lines. The pitch is not equal to the linewidth
because there is a small zone around an exposed line that is partially-cured after exposure,
but would still be removed by the developer [81]. This partially-cured zone becomes cured
if another feature is exposed too close to it (if partially-cured zones overlap). In this section
experimental realities that affect patterning will be discussed and the three process resolution
benchmarks will be given.
5.1.1 Experimental results
The experimental results for 2D serial DMHL showed some unexpected characteristics that
are useful to know for future experimental design. Sensitivity of linewidth to the axial
position of the objective and the possibility that resist is curing thermally were important
discoveries. Lines were scanned serially at various speeds (voxel exposure times) and various
peak intensities to find their relationship with linewidth. The voxel spacing was 265±15 nm
unless otherwise specified.
5.1.1.1 Sensitivity to Objective Axial Position The linewidth of cured lines is very
sensitive to the axial position of the objective with respect to the substrate. Even 100 nm
movements can significantly increase or decrease the linewidth. The limited size of the usable
patterning area required the microscope stage to be moved by hand throughout the making
of a given sample. These movements sometimes led to axial displacements between the
objective and the substrate. The axial thickness of the line is greatest when the objective is
focused exactly at the substrate/resist interface, with the widest part of the voxel being in
contact with the substrate. If it is focused slightly below, the ellipsoidal voxel gets cut-off
and a smaller linewidth results. It was also found that when the focus is further below
the substrate surface, the cured features are wider than expected for an ellipsoidal voxel
(discussed below). Figures 53 and 54 show how serially scanned features can vary just based
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Figure 53: The upper-left trio of squares was serially scanned at a shallow depth, while the
set of 10 on the lower right were made with a deeper focus.
on where the objective is placed axially. The linewidth for a given intensity, exposure time
and dot density, was found to vary ±15% due to objective axial positioning error.
The best way to control the axial position would be to use a Fresnel lens instead of
moving the fine focus knob of the microscope, but adding a Fresnel lens changes the effective
number of pixels per grating period, and therefore, the diffraction efficiency. From initial
diffraction efficiency maps that were measured with the CCD camera, very small Fresnel
lens constants (|Clens| < 15) might be used without appreciable effects. This allows a 1.5 µm
axial positioning range with the 100× objective.
5.1.1.2 Possible Thermal Curing In several samples that included lines exposed when
the centroid of the focus was within the substrate, the linewidths were wider than lines
exposed when the focus was closer to the substrate (see Figure 55). As the axial position of
the laser focus comes up through the surface of the glass and into the resist, the linewidth
is actually wider, then gets thinner, and then wider again (evident in Figure 54). If the
110
Figure 54: These lines were made with increasing depth into the sample from left to right.
The contrast of the lines is proportional to their axial height and it can be seen that the
width of the most shallow line is wider than the middle line.
shape of a voxel were ellipsoidal, one would expect the first tip of the voxel to be very small.
One possible explanation for this behavior is that while the focus of the laser is still inside
the glass, it heats up the glass enough to thermally cure the resist. This thermally cured
feature is more “smeared” than the photocured resist made when the focus is deeper in the
resist layer. The chemical structure of the thermally cured resist is probably identical to the
photocured resist, therefore it is impossible to tell the method of curing. It might be possible
to determine the degree of curing with FTIR or Raman spectroscopy [13]. The only way to
experimentally test thermal curing would be to use a substrate with a significantly different
thermal conductivity or absorption of green light.
5.1.1.3 Shape of the voxel In theory, the voxel is ellipsoidal based on the shape of
the focal region. At higher intensities and longer exposures, the DMHL process resulted in
voxels with bulbs on the ends not touching the substrate, while the lines that are laying on
their sides appear to have more of the expected ellipsoidal shape. This is most evident in
Figure 56 and appears to happen when lines are overexposed. One hypothesis is that each
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Figure 55: This is a schematic explanation of possible thermal curing when the focus is too
deep within the substrate. Once the centroid of the focus is closer than some threshold
distance, normal photocuring begins to occur.
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pulse of light alters the refractive index of the gradually-curing resist, and this changes the
shape of the focal region, putting more intensity toward one end of the voxel [73]. Also, side
views like Figure 57 show that the bottom of the line flares out where it is attached to the
substrate (likely due to thermal curing).
5.1.2 Patterning resolution
As discussed above in Chapter 3, the beam intensity and exposure time determine the
diameter of a voxel. The diameter of the voxel for constant intensity varies as [54, 91]:
d(t) = A1
√
lnB1t (5.1)
where t is the exposure time and A1 and B1 are constants determined by the laser parameters
and the photochemistry. The diameter of the voxel for constant exposure time, t varies as:
d(I) = A2
√
lnB2I2 (5.2)
where I is the average intensity of the laser, and A2 and B2 are other constants. Plots of data
with both constant exposure time (see Figure 58) and constant peak intensity (see Figure
59) both have good fits to the theoretical models. The peak intensity is proportional to the
average intensity and only changes the coefficient in the fit. Below are results for the three
resolution metrics used in this research.
5.1.2.1 Small Area Linewidth The best measured lateral resolution for a serially ex-
posed square can be seen in Figure 60, but only one of the set of 10 squares cured properly
(see Figure 61). This justifies the need for a “small area linewidth” because the minimum
linewidth is not achievable over the whole patterning area. The low intensities required for
small linewidths are not high enough to cure the resist when the first order beam is far from
the zero order.
To make sure that a particular linewidth measurement was not thin due to the focus being
underneath the substrate surface, a series of 2D serial lines (see Figure 62) were made that
were displaced axially with a Fresnel lens (Clens = −15,−10,−5, 0). The thickest linewidth
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Figure 56: These lines were made with a peak intensity of about 3.1 GW/cm2 and an
exposure time of 0.3 sec. per voxel. The objective was moved up about 500 nm between
each line.
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Figure 57: This set of lines was made with a peak intensity of about 2.7 GW/cm2 and an
exposure time of 0.3 sec. per voxel.
Figure 58: This is a fit of theoretical voxel diameter for constant exposure time at several
peak intensities.
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Figure 59: This is a fit of theoretical voxel diameter for two constant exposure peak intensities
at several exposure times.
Figure 60: This square was made with a peak intensity of about 2.7 GW/cm2 and an exposure
time of 0.1 sec.
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Figure 61: These squares were made with a peak intensity of about 2.7 GW/cm2 and an
exposure time of 0.1 sec. Only the bottom left feature was cured as designed.
would then be the most accurate measurement for the exposure conditions. Small lens
constants were used so as not to add the confounding factor of reduced diffraction efficiency
as lens constants increase. As mentioned above in Chapter 4, small intensity fluctuations
throughout the patterning area mean that lines that are placed next to each other might be
made at different intensities depending on their distance from each other. Again in order
to get the largest, worst case measurement of linewidth for given exposure conditions, the
intensity fluctuations were measured beforehand to make sure each line was placed at an
intensity maximum.
The patterning resolution for a peak exposure intensity of 2.7 GW/cm2 (ND= 0.7) and
an exposure time of 0.15 sec. with a voxel spacing of about 280 nm was found to be 400±24
nm from 18 data points. The data for determining the patterning resolution for small areas
is shown in Figures 62 and 63. The smallest half of these data points was thrown out to
account for the axial positioning and intensity fluctuation uncertainty. The variation quoted
is the standard deviation of those remaining 9 data points. This is the small area linewidth.
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Figure 62: This set of lines was made with a peak intensity of about 2.7 GW/cm2 and an
exposure time of 0.15 sec. per voxel.
Figure 63: These linewidth data points were used for the determination of the small area
patterning resolution. The two lines on the right of both sets were underexposed.
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5.1.2.2 Large Area Linewidth The second metric, large area linewidth is necessary
because the diffraction efficiency of blazed phase gratings decrease as the grating period
decreases. Small periods are needed for large displacements in the patterning area. Due to
this loss in intensity at high displacements, the patterning beam must be made more intense.
Also in order to minimize the amount the intensity must be increased (because this increases
linewidth) longer exposure times are also used.
Dwell-time compensation will be explained in more detail below, but the large area
linewidth was defined with a set of 2D serially patterned squares with an exposure time that
increased as the squares were placed further from the zero order. The large area linewidth
with a peak intensity of 3.1 GW/cm2 (near the zero order), an exposure time per voxel
starting at 0.2 sec. and a voxel spacing of about 280 nm was found to be 468±57 nm (see
Figure 64).
5.1.2.3 Minimum Pitch The minimum pitch measurement is important because partial
curing can become total curing if lines are placed too close together. The pitch experiments
had several line pairs that did not touch each other. The minimum distance between two
separated lines was 627 nm. The average distance between between lines was 710±47 nm
(see Figure 65). The measurements quoted above are made “by hand” with a measurement
tool in the SEM program. The SEM program allows a line to be drawn between two points
on an image and gives the appropriate distance. A Simulink model that used SEM images
as an input was able to come within 5% of pitch measurements made “by hand”. In the
future, pitch measurements could be automated. Finally Table 4 shows all the 2D serial
DMHL resolution values.
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Figure 64: These squares were used to find the large area patterning resolution. Dwell-time
compensation was used. The two squares on the right had an exposure time of 0.2 sec. per
voxel, then the middle was 0.3 sec, the next was 0.55 sec. and the last was 0.7 sec.
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Table 4: Resolution for 2D serial DMHL.
Resolution Type Best achievable (nm)
Small Area Linewidth 400±24
Large Area Linewidth 468±57
Minimum pitch 710±47
5.1.3 Dwell-time Compensation
The pixelated nature of the SLM causes it to have a reduced diffraction efficiency and
some anomalies in its light steering capabilities. There have been studies on these effects
[38, 15, 106, 6], but not with respect to pixelation’s affect on DMHL or how it might be
compensated.
As discussed in Chapter 2, as the spatial frequency of a phase grating displayed on an
SLM increases, the diffraction efficiency drops and it becomes more difficult to create uniform
features throughout the patterning field. This is a well-known problem in phase holograms
produced with several phase retrieval algorithms including the Gerchberg-Saxton algorithm
[30, 93]. When using one of these algorithms, the drop off in intensity with distance from the
zeroth diffraction order can be compensated by applying an appropriate intensity gradient
to the target image. Holographic optical tweezer applications in which arrays of traps are
displayed can have weights assigned to each trap as another way to compensate for reduced
intensity [23]. Unfortunately these methods are only possible when there is an “input image”
used as the target intensity pattern and cannot be implemented when simple gratings are
used to steer a single beam.
The two factors that affect the size of the cured voxel of resist and, therefore, the unifor-
mity of the pattern, are the intensity of the exposing light and the amount of time that the
resist at that particular point is exposed. The only degrees of freedom available for control-
ling the intensity of a single beam with a grating (using the SLM alone) are the phase depth
and grating profile, assuming the laser has no intensity control available. The phase depth is
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Figure 65: The data points for the determination of the minimum pitch come from these
line pairs.
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the amount of phase delay each grating period adds to transmitted or reflected light and the
grating profile is the shape of each period (normally triangular). It is possible to control the
intensity of the beam (before or after the SLM) by using polarizers, but this would require
a complex control system to rotate a polarizer as the phase hologram is updated.
A simpler method for improving the uniformity of micro-manufactured features over a
large patterning area is presented here. It is possible to make a 3D beam intensity map of the
entire patterning volume. Knowing the beam intensity at every point allows for adjustments
to be made to make each voxel of cured resist uniform in size. To use the available laser power
most efficiently, an increased dwell time per voxel can compensate for reduced intensity at
each point in the patterning area.
5.1.3.1 Actual vs. Theoretical Patterning Beam Intensity To confirm that the
SLM behaved as expected, the actual intensity of the first order patterning beam was mea-
sured with a power meter at the first location where the beam comes to a focus outside the
microscope. The data from the power meter measurement almost exactly matches the theo-
retical model (see Figure 66) presented in Chapter 2. The theoretical values from Equation
2.40 are derived with N = 512
√
2 because this is the actual number of pixels across the
face of the SLM for all diagonal blazed gratings. The only two gratings with 512 pixels are
horizontal or vertical gratings.
5.1.3.2 Implementing Dwell-time Compensation As explained in Chapter 3 the
shape of a cured voxel is approximately ellipsoidal and therefore has a length and diameter
associated with it. Simplified versions of the voxel diameter and length are [54, 91]:
d(I, t) = A1
√
ln(BI2t) (5.3)
where I is the intensity of the laser spot, t is the exposure time and A1 and B are constants
determined by the laser parameters and the photochemistry and:
l(I, t) = A2
√√
(BI2t)− 1 (5.4)
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Figure 66: The normalized diffraction efficiency for the patterning beam (first diffraction
order) compared with that derived from the model. The beam power was measured with a
power meter. The number of periods in the displayed horizontal blazed grating is twice the
number of Xoffset units.
where l is the length of the voxel along the optical axis. The constant, A2 is different from
equation 5.3, while constant, B is the same. Conveniently, the same product, I2t must be
kept constant to produce uniform voxel diameter and length.
To perform dwell-time compensation, it is necessary to know the intensity of the pattern-
ing beam at every point in the patterning area. To automate the process for each specific
pattern, a “diffraction efficiency map” of the patterning area is taken before each sample is
made. The patterning beam intensity (and proportional diffraction efficiency) is measured
by taking a series of images with a CCD camera and integrating the intensity of the laser
spot (assuming that the image of the spot is not saturated). The CCD derived data (not
shown) was taken at a much higher resolution than the power meter data in Figure 66 and
has periodic fluctuations that vary about the model. As mentioned above in Chapter 4, this
is most likely due to the fact that the actual phase patterns displayed on the SLM cause
aliasing and loss of efficiency for certain values of grating period. The fluctuations are more
pronounced on one axis than the other. Dwell-time compensation can also be used to make
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uniform features in the face of these fluctuations, but for the purposes of this experiment, a
small number of points were mapped at the five chosen locations given in Table 5. In this
case the compensation is only applied based on the x-coordinate of the line location because
beam intensity does not change appreciably along the length of the line.
5.1.3.3 Experimental Results The dwell-time compensation is determined by measur-
ing the intensity in the patterning field with the CCD camera. This “map” is used to find
a specific dwell-time for each point in the patterning field. In the case of this experiment,
five lines are made, so the intensity need only be mapped in five narrow areas. A nominal
exposure time is chosen for the part of the patterning field with the greatest intensity (closest
to the zero order). Then the other dwell times are determined by setting the value I21 t1 to a
constant where I1 is the intensity at the first patterning location and t1 is the chosen nominal
exposure time. The necessary dwell time for the next patterning location, t2, is found by:
t2 =
I21 t1
I22
(5.5)
where I2 is the measured intensity at the second patterning location.
In case the calculated dwell time is not be enough to compensate for the reduced intensity
in practice, the effect of overcompensation must also be tested, so five lines are also exposed
with dwell-times derived with an exponent of 2.5 (instead of 2) to increase the exposure
time. To quantify the effect of dwell-time compensation, a set of uncompensated lines is
patterned as well. The patterning locations (which correspond to the number of periods, Nλ
in the displayed grating) and derived dwell times for the compensated and overcompensated
sets are given in Tables 5 and 6, respectively. The lines in Figures 67a, 67b and 67c were
exposed with a peak intensity of about 3.2 GW/cm2 (near the zero order).
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Table 5: Dwell-time compensation derived from measured patterning intensity.
Nλ Dwell time (s)
32.66 0.20
80.00 0.22
134.66 0.45
193.34 0.52
251.4 1.00
Table 6: Dwell-time overcompensation
Xoffset Dwell time (s)
32.66 0.20
80.00 0.22
134.66 0.55
193.34 0.66
251.4 1.50
Figure 67a: Top and side view of uncompensated lines.
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Figure 67b: Top and side view of dwell-time compensated lines.
Figure 67c: Top and side view of overcompensated lines.
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The lengths of the voxels were found to vary more than the voxel diameters. Therefore,
the length was used to evaluate the effectiveness of the dwell-time compensation procedure.
The reason for this is that the constants A1 and A2 are not equal and therefore the propor-
tionality between voxel diameters could be different from the proportionality between voxel
heights in this particular exposure regime. Also note that the measured value is not the true
voxel height, but some fraction of it. A full voxel would not adhere to the substrate and be
washed away during development. Each feature has the same fraction though, allowing for
comparison with theory.
The experimental results (see Figure 68) show that dwell-time compensation has a signif-
icant effect on feature uniformity over a large patterning area. However, longer dwell-times
are necessary than the measured intensities suggest. One possible reason for this is that
the measured power is integrated in the CCD image. The actual power at the sample is a
Gaussian distribution in which only the central portion is above the threshold to cause pho-
topolymerization. It is also known that the nature of voxel growth depends on the exposure
intensity [55]. At high intensities, the voxel grows more rapidly axially than radially, while at
lower intensities, voxel growth is more uniform. It is possible that dwell-time compensation
works best in a small intensity range. Outside this range, the extra dwell-time could cause
the features to grow laterally as well as axially, actually decreasing feature uniformity. This
can already be seen to be happening in the “overcompensated” set of lines. The longest
exposed line on the right in Figure 67c is slightly wider laterally than the others. Future
experiments can be done to test the performance of dwell-time compensation in different
intensity regimes.
5.2 2D PARALLEL PATTERNING
Parallel patterning is done by creating a target image and finding an appropriate phase
hologram with the GS algorithm. Each pixel in the target image (512× 512) corresponds to
a point on a grid in the specimen plane. The spacing of this grid, or the imaging resolution, for
the 100× objective is 160 nm (see Chapter 4). As discussed above, the minimum linewidth
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Figure 68: Normalized height of cured lines made at different distances from the zero order.
The Xtextoffset value is proportional to spatial frequency of the grating in the x-direction and
also the displacement of the beam from the zero order. Here, the number of periods in the
blazed grating is twice the value of the corresponding Xtextoffset. As the distance increases,
the patterning intensity decreases and dwell-time compensation becomes necessary. It can
be seen that dwell-time compensation significantly improves the uniformity of features. By
definition, theory predicts that all compensated features should have a normalized height of
1. Performance is even better if even more dwell-time is added (overcompensation).
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is more than twice this amount and therefore still the limiting factor. Another limiting
factor for the minimum possible linewidth achievable in this patterning mode is speckle.
Holographic systems with coherent light sources suffer from speckle. Instead of a smooth,
solid intensity in the target image, some points of the image are very bright, and some
are dim. There are methods to compensate for speckle that will be discussed below, but
parallel patterning requires that portions of a pattern must be overexposed to ensure that
the dimmer parts are cured at all. This increases the minimum achievable linewidth.
Also, as discussed above, the whole patterning field does not fit on the sensor in the CCD
camera. The actual area in which a target image can be placed in the 512× 512 pixel target
imaging field is about 350× 250 pixels (56 µm by 40 µm area in the specimen plane). The
zero order is in the center of the image, but can be blocked without causing much disturbance
to the patterning field. The whole field cannot be used at once due to the very limited laser
power available.
The peak intensity per pixel can be used as a metric to determine whether a certain
target feature is possible. As shown in Table 3, the available peak intensity in the strong
first diffraction order for the 100× objective is 35.5 GW/cm2. The curing threshold is
around 2.7 GW/cm2 for 0.1 second exposures, so target intensity patterns with up to 13 well
separated pixels should be possible. A longer exposure time can reduce the apparent curing
threshold. For 2 second exposures, the curing threshold was measured to be 0.36 GW/cm2.
Most parallel-exposed patterns were exposed for longer than 0.1 seconds and in practice the
number of pixels in a target image could reach up to 80 pixels for this system. Another
factor that enables larger than expected patterns is that spacing between adjacent pixels is
less than a cured voxel diameter and multiple pixels can be thought of as contributing to a
single voxel. Table 7 shows the peak intensity per pixel for several simple target patterns.
Even a 30× 30-pixel square is too big for the available laser power.
A 100-pixel target intensity pattern would produce a cured feature that takes up about
4.75 µm2. The parallel patterning characterization done here can only be on a rudimentary
level due to the lack of available laser power. The area of the largest possible cured feature is
only about 0.2% of the available 2240 µm2. Parallel 2D DMHL has been done by segmenting
the target image into pieces small enough to be cured by available laser power [4].
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Table 7: Number of pixels for certain patterns (Parallel Patterning). These are assumed to
be made with images that are 512× 512 pixels using the strong first diffraction order.
Pattern Pixels
P.I. per pixel
w/100×
(GW/cm2)
P.I. per pixel
w/63×
(GW/cm2)
10× 10
square
36 0.99 0.39
20× 20
square
76 0.47 0.18
30× 30
square
116 0.31 0.12
diameter
20 circle
52 0.68 0.27
diameter
30 circle
84 0.42 0.16
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The dwell time concept also applies here. The required exposure time for a certain image
is inversely proportional to the square of the average intensity. The average intensity varies
with the number of pixels in the feature. For example, a 20× 20 square has about twice as
many pixels and needs to be exposed for 4× the amount of time as a 10× 10 square because
the average intensity will be one half.
5.2.1 Speckle Reduction
Speckle is a phenomenon in which coherent light scatters off a material that is not optically
smooth [31]. Each point in the material is a scattering source and in the far field, each of
these sources can interfere to produce a random pattern of light and dark spots. In this
research, the random phase distribution used at the beginning of the GS algorithm acts as
a diffuser, and introduces speckle to the reconstructed image in the specimen plane, but
a continuously variable random initial phase reduces speckle better than a binary random
phase [1]. One method of reducing the effect of speckle in parallel lithographic patterning
is to expose the same feature with several independently derived holograms. This has the
same effect as moving the diffuser during exposure to spatially average out the speckles.
An equation for speckle contrast, C, is given by: [31]
C = σ/〈I〉 = 1/
√
N (5.6)
where σ is the standard deviation of the intensity, 〈I〉 is the average intensity, and N is the
number of images added. The ideal situation is C = 0. In most experiments done here,
N ranges from 5 to 10, resulting in a speckle contrast reduction from about 1 to 0.447 (for
N = 5) to 0.316 (for N = 10). There is a finite transition time between holograms, so the
actual exposure is less than implied by the number of holograms multiplied by hologram
exposure time.
132
5.2.2 Experimental Results
Hollow squares of 10×10, 20×20 and 30×30 pixels were attempted with the 63× objective
(see Figures 69 and 70). Movies of N holograms were used to average out the speckle. The
fact that the 10×10-pixel squares were overexposed (N = 5, 0.1 sec. each), the 20×20-pixel
squares were adequately exposed (N = 10, 0.2 sec. each), and the 30×30-pixel squares were
underexposed (N = 20, 0.5 sec. each) is not surprising if it is assumed that about 2 pixels
contribute to each voxel for the 2 second exposure of the 20× 20-pixel square.
Circular target intensity patterns were used to show the process is capable of curvilinear
features. The 30-pixel-diameter circles (see Figure 71) had a similar peak intensity as the
successful 20×20-pixel square patterns, but only segments of the circles cured. This may be
due to the fact that the intensity is not uniform enough in the particular part of the patterning
field.Actually the circle exposure pattern had many more than the 84 pixels given in Table
7 because the circle was more than one pixel thick, but the fact that the spacing between
pixels is much less than the spacing between voxels means the peak intensity is effectively
the same.
In an effort to see if a different region of the patterning field was more uniform, the
location of the circle in the patterning field (see Figure 72) was adjusted slightly and a whole
circle cured. It was made with N = 10 holograms, each exposed for 0.1 seconds.
The parallel-exposed circles in Figure 73 were made with a peak intensity per pixel of
∼ 0.35 GW/cm2 instead of 0.42 GW/cm2 to reduce linewidth. They also were unevenly
exposed.
The three sets of four parallel-exposed circles in Figure 74 were each made without
moving the microscope objective, but in separate exposures. It can be seen in Figure 47 that
even about the center of the patterning area, one half has higher intensity than the other.
This is also evident in Figure 74 in that the top pair in each group of four is more cured than
the bottom pair. This can be compensated with dwell time compensation as or graylevel
scaling as explained below.
The features exposed in this research are too small to show the effects of a drop-off in
diffraction efficiency between points on the feature nearest and furthest from the zero order.
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Figure 69: This is the whole Litho 43 sample. The three sets of interest have boxes around
them. Clockwise from the top left are 10x10 squares, 30x30 squares, and 20x20 squares. This
is the first instance of a parallel feature being exposed properly (20x20 squares in bottom
left).
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Figure 70: The two good-looking squares were made with ND = 0 and 10 holograms each
exposed for 0.2 seconds. The top one was exposed twice.
Figure 71: Segments of circles (Top: N = 10, Bottom: N = 5) in parallel exposures.
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Figure 72: These circles were exposed separately, with the objective being moved between
exposures.
Figure 73: This set was made with N = 10 holograms and an exposure time per hologram
of 0.3 sec.
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Figure 74: This set was made with N = 10 holograms. The top left set had an exposure
time of 0.25 sec. per hologram, the middle set, 0.2 sec. per hologram, and the bottom right
set, 0.15 sec. per hologram.
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Figure 75: This plot shows how the available peak intensity in the strong first diffraction
order changes as the flat graylevel applied to the target image is changed.
On the other hand, whole features can be noticeably underexposed as they get further from
the zero order. One way to compensate for this is to adjust the graylevel of the target image.
The graylevel of the feature to be placed furthest from the zero order can be left as the
maximum graylevel, white (graylevel=255/3=85), while the closer features can be adjusted
accordingly. The graylevel on a scale from 0 to 85 is a consequence of RGB decomposition
of the input image in Matlab. This is equivalent to applying a crude gradient to the target
images that brightens them with distance from the zero order. Unfortunately, the peak
intensity in the strong first diffraction order does not change linearly (as assumed in these
samples). The intensity is practically constant from graylevel= 85 all the way down to about
graylevel= 25. It then varies as shown in Figure 75.
To account for the decreasing diffraction efficiency in parallel exposures, a different
graylevel was applied to each target image in Figure 76. Each parallel-exposed, 30-pixel-
diameter circle was exposed separately. All six in a set were made without moving the
objective.
Other holograms are known to produce circular beams. A Bessel beam can be cre-
ated with an axicon (a conical lens) and has an extended focus, propagating with minimal
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Figure 76: This set was made with N = 10 holograms each exposed for 0.25 sec. The
graylevel decreases from left to right with increasing distance from the zero order.
diffraction [24]. The equation for the phase hologram is [18]:
φ(x, y) = exp
[−i2pir
ro
]
(5.7)
where r =
√
x2 + y2 and ro is a constant. Displaying a phase axicon allowed for more uniform
rings that did not appear to suffer from speckle (see Figure 77). Ways to take advantage of
this should be investigated in future work.
The calculated average linewidth for 2D parallel DMHL is 938±292 nm. The data set
has a large standard deviation due to the lack of uniformity over the patterning area and
the need to overexpose a particular feature to make sure the whole target image cures. For
a similar reason the large area serial resolution is larger than the small area serial resolution
in the section above. Parallel patterning inherently has worse resolution because speckle
requires long exposures to fill in all parts of the pattern evenly. Parallel-exposed features are
very sensitive to their placement in the patterning field. The illumination of the SLM is not
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Figure 77: Several parallel-exposed circles made with Bessel beams. Each column is a
separate exposure with the Bessel beam of a different ro value. The center row is the over
exposed zero order.
uniform enough for parallel patterning to be very viable. The 2D parallel- exposed circles
show the potential for 500 nm resolution, but speckle and nonuniform illumination make it
difficult to achieve consistently.
5.3 IN BETWEEN 2D AND 3D
Various methods of patterning are difficult to categorize as 2D or 3D. One method of making
3D features is to expose a single feature with parallel 2D DMHL, and then expose another
feature on top of it by displacing the feature axially with a Fresnel lens. Figures 78 and 79
show the results of a horizontal line segment being exposed, and then a vertical line segment
being exposed at a variety of depths into the sample. Each input image was a white line
segment 20 pixels by 3 pixels on a black background (512x512).
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Figure 78: One parallel line segment was exposed, then an orthogonal line segment was cured
at various depths to create a cross (N = 5 holograms with an exposure time of 0.15 sec.).
Figure 79: One parallel line segment was exposed, then an orthogonal line segment was cured
at various depths to create a cross.
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Also, multiple holograms can be summed together to create a single hologram that makes
a 3D intensity pattern. This requires that all but one of the holograms to be summed have a
Fresnel lens superimposed on it to displace it axially in the pattern. One method that works
well is described by Davis and Cottrell [17].
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6.0 3D PATTERNING RESULTS AND DISCUSSION
The main benefit of using phase holograms for patterning is that the beam focus or whole
intensity pattern can be moved in three dimensions without any moving parts. By adding
a Fresnel lens to a blazed grating, it is possible to move the focus of the first order beam
axially. A sequence of these holograms can be displayed to build a feature serially. Aber-
ration correction can be used to maximize the intensity in the focal volume and increase
the potential patterning volume. Also, phase holograms allow for entire volumetric intensity
patterns to be displayed in the resist. Whole features can then be cured in a single shot.
6.1 3D SERIAL PATTERNING
The 3D serial patterning mode is very similar to the 2D serial mode except that each holo-
gram now has a Fresnel lens added to it, defining its axial position in the patterning volume.
The axial positioning resolution of each voxel is essentially continuous as it was for lateral
positioning. The process resolution for 3D serial patterning is necessarily worse than that
of 2D serial patterning because the features must not only survive the development process
but be able to support their own weight as well.
6.1.1 Measuring Axial Voxel Length
In order to design features with the necessary amount of voxel overlap, the axial voxel length
must be found. The axial voxel length can be estimated in two ways. The first is to suspend
a one-voxel-thick line in the air and the other is to make a series of lines at increasing depths
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Figure 80: Cured lines were hung in the air using 3D serial patterning.
into the resist layer. When there is not enough cured resist adhering to the substrate, the
line falls over. This measurement puts a lower bound on the axial voxel length. In tandem,
these methods provide a robust value for the axial voxel length. Although the “true” axial
voxel length can be thought of as the value found using the first method, the more practical
number comes from the second. Most of the axial voxel length data quoted here is from the
second method.
Using the first method, one-voxel-thick, 2D serially-exposed lines were suspended in the
air using the 63× objective (see Figure 80). The voxel thickness is over 2 µm because a
high intensity and slow scan speed were used. All the data given in this section will be
synthesized and plotted to show the relationship between peak intensity and axial voxel
length (see Figure 83).
The method of making lines with increasing depth into the resist layer was used at three
different exposure peak intensities and two different dwell times. The voxel spacing was
about 250 nm. An example of the experimental results are shown in Figures 81 and 82. The
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Figure 81: This set of lines was made with an exposure time of 0.15 sec. per dot and a peak
intensity of about 2.7 GW/cm2. The line on the left has fallen over indicating that the axial
voxel length is being approached.
length of the fallen line is taken as the usable axial voxel length for fitting data to the model.
A model of the axial voxel length for a point exposure is given in Chapter 3 but is repeated
here: [54]
l(Pt, t) = 2z =
2λ
pi[tan θ]2
[(
4pi2P 2t t[tan θ]
4
λ4Eth
)1/2
− 1
]1/2
(6.1)
where d is the voxel diameter, l is the voxel length, Eth is the threshold energy, Pt is the
laser power, and t is the exposure time. Rewriting the equation without the constants,
l(Pt, t) = A[(BP
2
t t)
1/2 − 1]1/2 (6.2)
gives two fitting parameters, A and B. The serially-exposed axial voxel length data fits well
with the given theory (see Figure 83). The estimated axial voxel length for the “standard
patterning parameters” given in Chapter 5 (exposure peak intensity of about 2.7 GW/cm2
and a dwell time of 0.15 sec. per voxel) is then about 1.2 µm.
Although the hanging lines in Figure 84 were made in a parallel exposure, they are
still one voxel thick. They were exposed at a designed height of 4.0 µm, and were found
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Figure 82: This set of lines was made with an exposure time of 0.3 sec. per dot a peak
intensity of about 2.7 GW/cm2. The line on the left has fallen over indicating that the axial
voxel length is being approached.
Figure 83: Plot of axial voxel length vs. exposure peak intensity for two different dwell
times. The data is fit to an equation for the axial voxel length given in Chapter 3.
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to be about 3.7 µm above the substrate surface which is within the axial placement error
(±750 nm, a half-increment on the fine focus knob of the microscope) inherent in using a
microscope with no motorized stage. The thickness of the parallel features hanging in the
air are between 500 nm and 1.5 µm. The results from this parallel exposure are consistent
with those of the serial exposures.
6.1.2 Aspect ratio limit
The mechanical strength of the resist limits possible aspect ratio of a cured feature. Several
tests were done to find this limit for Ormocomp c©, first with DMHL and then without.
Two serial 3D pillars were made with the weak first order. This experiment also tested
the depth to which patterning can be done with the 63× oil immersion objective without
aberration correction. The first pillar was made with a peak intensity of 8.45 GW/cm2 and
0.3 sec. exposure per voxel, and fell over. The expected lateral dimensions were about 2 µm
× 2 µm. The spacing between layers of the pillar was about 600 nm. It was designed to
be about 25 µm tall but turned out to be about 5 µm taller than expected (to be discussed
below). The axial voxel length at this peak intensity is around 3 µm, which cannot explain
the extra 5 µm in the pillar. The other pillar (see Figure 85) was made with a peak intensity
of 6.78 GW/cm2 and 0.3 sec. exposure per voxel, and was designed to be the same height.
The resulting pillar was only 15 µm tall, but did not fall over. It is likely that spherical
aberration reduced the power at greater depths into the sample, preventing curing at this
lower peak intensity. It should be noted that this pillar shows the best obtained aspect
ratio from using DMHL in this research (∼6.9). To make sure that the DMHL process itself
was not limiting the aspect ratio, the 10× objective was used without the SLM to make a
free-standing pillar (see Figure 86). The aspect ratio achieved (∼ 12) is almost double that
achieved with DMHL so far. This suggests that thinner pillars could be made with DMHL,
but that the height of features may be limited by aberration.
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Figure 84: Sets of pillars were made from which to hang parallel-exposed features. The
horizontal beam connecting the two vertical pillars is one voxel thick. Both hanging features
were made with two separate exposures. The feature on the left was made with a horizontal
beam exposed first and an orthogonally placed beam exposed next that did not cure. Each
exposure was with N = 5 holograms and an exposure time of 0.15 sec. each. The feature
on the right is similar except that the second exposure was of a Bessel beam, which also
appears not to have cured.
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Figure 85: The pillar made with 6.78 GW/cm2 peak intensity and 0.3 sec. exposure per
voxel.
6.1.3 Patterning volume - Aberration correction for DMHL
With 3D serial DMHL resolution determined, the next process characterization to make is
the potential patterning volume. Aberrations can limit the patterning volume by reducing
the peak intensity at the intended voxel location. Holographic aberration correction has
been done mostly in holographic optical tweezers [108] but the same concepts can be applied
to DMHL. Aberration correction has also been done recently in microscope systems using
deformable mirrors [9, 80, 103].
There are two main aberrations (see Chapter 4) that occur in a DMHL set up and degrade
the quality of features that can be produced. The first is spherical aberration due to the
refractive index mismatch between the immersion oil that is used with a high-NA objective,
and the photoresist being cured [86]. The second is astigmatism due to poor flatness across
the SLM face [108]. This is especially true for transmissive SLMs that have large (on the
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Figure 86: The pillar was not made with DMHL. With no SLM, the 10× objective created a
free standing pillar with an aspect ratio of 12. This gives a better idea of the physical limits
of the mechanical strength of the resist.
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order of 1 cm2) apertures. The result of the aberrated system is a decrease in potential
patterning volume or an increase in patterning time if dwell-time compensation is used [69].
Aberrations also reduce pattern fidelity.
To implement aberration correction in a DMHL system, the aberrations in the optical
system must first be characterized. This can be done by applying a series of Zernike polyno-
mials (see Chapter 4) to the SLM and measuring the “sharpness” of the laser spot focused on
a coverslip with the CCD camera. The set of Zernike coefficients that provide the sharpest
spot is then chosen for aberration correction. Finally, the increase in potential patterning
volume due to aberration correction is quantified.
6.1.3.1 Sharpness Metrics The quality of the focused laser spot in the specimen plane
is determined with a sharpness metric. One such metric has a global minimum when all
aberrations have been corrected. The metric looks like [108]:
Ms =
(∑
ij
Iij
)2
/
∑
ij
I2ij (6.3)
where Iij is the intensity of the ij th pixel.
Another sharpness metric takes the integral of the intensity within a pupil that is centered
on the location of the original laser spot at zero defocus. It is given by [75]:
S =
∫
P (x, y)I(x, y)dxdy (6.4)
where P (x, y) is a circular pupil. This type of sharpness metric is appropriate when the pupil
function is the same shape as the undistorted image, which in this case is a diffraction-limited
circular dot. If the pupil is small enough, this metric is a maximum at zero distortion.
The sharpness metric chosen for use in this work is the one in Equation 6.3 because
it accounts for both the shape of the laser spot and its intensity, and does not require an
arbitrary pupil function. At first each set of coefficients for a particular Zernike polynomial
is tested individually. Then linear combinations of Zernike polynomials are tested to find a
global minimum in the sharpness metric. A Matlab script is used to display a hologram
with a certain combination of Zernike polynomials, grab an image of the laser spot, and then
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apply the sharpness metric. This method does not work for spherical aberration because
focusing the laser spot on a coverslip does not cause the same kind of spherical aberration as
that of focusing the spot into the resist. Testing the effects of spherical aberration correction
can only be done by SEM inspection after producing a lithographic feature.
6.1.3.2 Experimental results The experimental set up with an added aberration that
needs to be corrected is shown in Figure 87. An image of the focused spot is taken with
a CCD camera while different aberrations are applied and a sharpness metric is used to
quantify the quality of the spot as explained above. The actual phase delay applied by a
particular pixel in the SLM is the sum of the delays due to each aberration.
First the x- and y-astigmatism values were varied independently about zero correction,
then their linear combination was tested. The linear combination which gives the best
sharpness is simply a sum of the two optimum aberrations:
Wopt(x, y) = Z5(x, y)a5opt + Z6(x, y)a6opt (6.5)
where Wopt(x, y) is the optimum phase aberration added to each pixel of the patterning
hologram, a5opt is the x-astigmatism coefficient found to provide the optimum sharpness
and a6opt is the y-astigmatism coefficient found to provide the optimum sharpness. By
multiplying Wopt by a scaling factor, c, it is possible to test a cross-section of the a5 − a6
vector space. Values of c from -2 to 2 are tested to confirm that the best sharpness occurs
at c = 1 (see Figures 88 and 89):
W (x, y) = cWopt(x, y) (6.6)
Figures 88 and 89 show the measured maximum intensity and sharpness of the laser spot
for each set of applied Zernike coefficients. The sharpness metrics are normalized to the
sharpness value obtained for a Zernike coefficient of zero (no correction). The sharpness
data is fit to a parabola around the point of best sharpness. Because the aberration added
to the system was a simple rotation of a lens on one axis, it is not surprising to see that
one Zernike coefficient (a5) is significantly larger than the other. The phase holograms
corresponding to a5opt, a6opt, and their linear combination with c = 1 are given in Figure 90.
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Figure 87: The first lens after the SLM is placed about one focal length away to perform a
Fourier transform and is rotated by about 10 degrees to add enough aberration to the system
to affect patterning.
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Figure 88: Maximum intensity of laser spot from CCD image for different degrees of aber-
ration correction. The patterning volume is proportional to the maximum laser intensity.
Therefore it is best to find a set of aberration correction coefficients that also provide high
intensity along with sharpness.
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Figure 89: Sharpness of laser spot from CCD image for different degrees of aberration
correction. The most efficient use of laser power is to focus the light into the sharpest point
possible.
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Figure 90: The determined aberration corrections. X-astigmatism with -0.81λ (top left)
and Y-astigmatism with -0.25λ (top right) are added to get the total correction (center).
The color relates to the phase of the pixel. Black corresponds to a delay of 0 and white
corresponds to a delay of 2pi.
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To demonstrate the effectiveness of aberration correction in DMHL, a 3D feature was
designed. The feature is a hollow cube of line segments. Four features were made under
identical exposure conditions (same laser power incident on the SLM) except for the amount
of aberration correction applied to the patterning holograms. The four amounts of aberration
correction correspond to c = 0, 0.2, 0.4, and 1.0. These values were chosen because they
provide an approximately even sampling of sharpness values between zero correction and
optimum correction (sharpness = 1, 0.62, 0.48, 0.33 respectively).
The example features were made through a series of point exposures. Each hologram
directed the patterning beam to a single point in space. The peak intensity was about 2.2
GW/cm2 and the exposure time per voxel was 0.25 sec. The pattern consisted of 4908
points for a total patterning time of about 20 minutes per feature (not including hologram
calculation time which pushes total time per feature to about 50 minutes).
The astigmatism compensating aberration can be quantified in units of wavelengths as:
Wast(c) = ±c
√
(a5opt)2 + (a6opt)2 (6.7)
This value aids in quantifying the magnitude of aberration that the DMHL system can
tolerate. The value of each optimum aberration correction is Wast = −0.81λ when a5 = a5opt
and a6 = 0 and Wast = −0.25λ when a5 = 0 and a6 = a6opt. When both Zernike coefficients
are set to their optimum values, Wast = −0.85λ.
It is difficult to compare resolution between different amounts of aberration correction
because linewidth is strongly coupled with laser power. Even if one laser spot is sharper
than another, a beam with lower power might produce a line with the same dimensions.
Therefore patterning volume is used as the figure of merit.
There is a clear progression in pattern fidelity as the scale factor, c, is increased from
zero in the upper left to 1 in the lower right of Figure 91. The side walls of the structure
have fallen over in the uncorrected features. This is due to the fact that the beam was not
intense and focused enough at the deeper parts of the feature to cure the upper segments of
the cube. This puts a lower bound of a 68% increase in patterning volume from uncorrected
to corrected. The upper segments of the cube (see Figure 93) begin at a height of about 3.4
µm and reach up to a height of 5.7 µm (5.7/3.4 = 1.68). Even at an intermediate sharpness
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Figure 91: This is an oblique view of four features made with a varying amount of aberration
correction. The aberration correction increases from the top left to the bottom right, and
there is clear evidence that aberration correction improves pattern fidelity.
Figure 92: This is a side view of four features made with varying amount of aberration
correction. The aberration correction increases from the left to the right.
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Figure 93: This is a side view of the two features made with the most aberration correction
applied. There is still a significant improvement from Wast = −0.34λ on the left and Wast =
−0.85λ on the right.
value of 0.48 corresponding to a scale factor of c = 0.4, pattern fidelity is poor. The scale
factor c = 0.4 also corresponds to an applied Wast = −0.34λ and puts a lower bound on
the maximum allowable Wast magnitude. The optimum Wast is -0.85λ and shows that this
DMHL system cannot tolerate more than a half wavelength of astigmatism aberration. Also
it should be noted that in Figure 88 the intensity of the beam is approximately the same
from c = 0.3 to 1.6 which corresponds to Wast = −0.3λ to -1.3λ. This implies that sharpness
is more important than beam intensity in predicting pattern fidelity.
Aberration correction has been shown to transform an optical system incapable of 3D
patterning into a system with potentially double the patterning volume. This method allows
even inexpensive and poorly aligned components to be used for micromanufacturing.
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6.1.4 Anomalous curing - height of features
An interesting phenomenon was seen over and over again through the making of micro-
features in Ormocomp c© with 1.8% Irgacure 369. If a serially-exposed pillar was designed to
be a certain height, it always turned out taller than designed (assuming it was designed to
be shorter than the depth limit discussed above). A hypothesis is that the partially-cured
region at the top of the feature becomes completely cured through repeated exposure even
at the very low intensities far from the geometric center of the focus. This occurs due to the
diffusion of radicals in a “weakly polymerized region” that expands with exposure time [81].
Three sets of four pillars were made using 3D serial DMHL to test this hypothesis. The
pillar was built up layer by layer with two different exposure times per voxel and two different
axial spacings between layers. Each set was designed to have pillars of 1.1 µm, 3.1 µm, 5.1
µm and 7.1 µm in height. The patterning conditions for each set is given in Table 8 and the
results are given in Figure 95. As expected, all pillars were taller than designed, but Sets B
and C were both taller than Set A. Sets B and C were approximately the same height and had
identical total exposure times. This implies that total exposure time determines how much
extra curing will occur in a given feature. To achieve optimal results, the shortest exposure
time should be used that still creates a feature strong enough to survive the development
process.
Table 8: Patterning conditions for anomalous curing experiment.
Set Axial layer spacing (nm) Exposure time per voxel (s)
A 500 0.25
B 250 0.25
C 500 0.5
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Figure 94: Set A was made with the shortest exposure time and has pillars that are closest
to the designed height.
Figure 95: This plot shows the effect of different 3D serial patterning methods. The axial
spacing between layers and the exposure time per voxel was varied. All methods produced
pillars much taller than designed, but longer exposure time per voxel (set C) and more voxels
in a given volume (set B) produce larger deviations from design.
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6.2 3D PARALLEL PATTERNING
The majority of micro-feature devices are made with a stationary laser beam (or set of
beams) that cures photopolymer on a moving stage. The stage movements must be accurate
to the order of nanometers. Also, due to the damage threshold of the photoresist used in
these processes, much of the power of an industrial strength laser might need to be blocked
and wasted. A more efficient technique for micro-manufacturing is to use 3D light intensity
patterns that cure whole features in a single exposure without scanning the patterning beam.
For components that are made of hundreds or thousands of voxels, a significant increase
in throughput can be made with 3D parallel patterning. Even when parallel beams are used
in serial methods, each voxel of the part must be exposed separately. There are also limits
based on the difficulty of adding an arbitrary number of beams to an image field, the size of
the feature (limits to how close each beam can be to the other) and the damage threshold
of the resist. Even if a powerful laser has its power spread into many beams, the damage
threshold of the resist will limit the number of features that can be made at one time because
each beam is focused to a single high-intensity point. With 3D parallel exposures, the laser
light is spread in all three dimensions, preventing damage due to overexposure and increasing
the number of features that can be made in a single patterning field.
There are two ways of accomplishing 3D parallel DMHL. The first is the gratings and
lenses method in which a set of voxels is defined, they are summed, and the resulting holo-
gram puts a point of light at each desired location. The second uses a 3DGS algorithm to
take a desired 3D target volume and iterates until a hologram is obtained that reasonably ap-
proximates the target volume in the focal volume of a microscope objective. The preliminary
experimental results from 3D parallel DMHL show that there are some unexpected design
constraints pertaining to interference within the 3D intensity pattern. The two methods
each have different ways of dealing with this interference problem.
The design of 3D volumetric features is constrained by physical laws and experimental
limitations, and realizable 3D intensity patterns must satisfy the wave equation. If a desired
pattern is significantly different from the closest realizable pattern, it could suffer from
defects. For example, interference can make intensity high where it is intended to be low
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and vice versa. The experimental limitations have to do with the available laser power and
the mechanical properties of the resist. The amount that each voxel must overlap to create a
stable feature is determined by the mechanics of the cured resist. In particular, the overlap
between voxels needed to create a stable feature depends upon the mechanics of the cured
resist and the extent of partially-cured regions [81]. In this context, a partially-cured region
is one that would be washed away by developer after a single exposure, but becomes over-
cured if the partially-cured region of at least one neighboring voxel overlaps with it. These
considerations separate HOT from DMHL.
6.2.1 Gratings and Lenses Approach
This section presents the first results from 3D DMHL using the gratings and lenses approach
(see Chapter 2) for micro-manufacturing. Multiple voxels can be summed to generate arbi-
trary patterns by summing the complex amplitudes for each voxel. A hologram generating
the complete pattern is the phase argument of this complex sum. The equation for a sum
of l voxels is:
φmn = arg
N∑
l=1
exp iψlmn (6.8)
where φmn is the phase of the (m,n)th pixel of the hologram, and N is the number of voxels
making the 3D pattern.
Because this is a new micro-manufacturing method, pertinent design considerations are
not well known. Preliminary experiments found that areas of a feature with high voxel
density would suffer from over-curing; for example, the apex of a tripod would be much
larger than designed. This likely occurred because partially-cured regions of several voxels
were overlapping. The intensity of the voxel affects the extent of the partially-cured region.
To remedy this problem, weights are used to reduce the intensity of voxels that have several
near neighbors. The number of neighbors, Nn, each voxel has within a user-defined threshold
distance, dt, is used to determine weight of the lth voxel:
wl = 1− c(Nn − 1) (6.9)
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where c is a user-defined constant; how this constant is chosen will be discussed later. In-
cluding the weights, the hologram equation becomes
φmn = arg
N∑
l=1
wl exp iψ
l
mn (6.10)
The way the weights are defined, the intensity of the voxels with more near neighbors should
be reduced while the voxels with the fewer near neighbors remain unchanged. In practice, as
some voxels are dimmed, others were found to increase in intensity. This actually uses the
available laser light more efficiently than if the extra power were just deflected into higher
diffraction orders.
6.2.1.1 Results and Discussion To demonstrate 3D volumetric patterning, a tripod
shape was chosen for its simplicity, demonstrating designed 3D structure with a minimum
number of voxels. In the tripod morphology (see Figure 96), the threshold distance (850
nm) was chosen to be just greater than the two least neighbor-neighbor distances (665 nm
and 843 nm). The shading of the voxels in Figure 96 corresponds to Nn, with the lightest
colored voxels having the fewest neighbors nearer than the threshold distance and the darkest
colored voxels having the most.
The physical extent of the voxel depends on the exposure time and intensity [54]. Cal-
ibration experiments showed the voxel to be about 350 nm in diameter near the threshold
peak exposure intensity of the resist. The length of the voxel (parallel to the direction of
light propagation) near the threshold exposure intensity was found to be about 1.3 µm. A
lateral voxel spacing of 384 nm and an axial voxel spacing of 750 nm was found to produce
structures that could support their own weight and withstand development.
The tripod micro-features (see Figure 97) were made with an exposure time of 0.2 seconds
and an average peak intensity per voxel of 1.6 GW/cm2. As the c value is increased, the
relative intensity of the voxels with many near neighbors is decreased from this value. Each
tripod is composed of 22 voxels and the designed dimensions are 4.4×5.0×6.0 µm. Without
reducing the intensity of the voxels near the apex, the feature is severely overexposed (see
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Figure 96: Model of desired feature. Each oval corresponds to a voxel and the color corre-
sponds to the weight. White is the highest intensity. The highest weights are at the base of
the feature because the voxels at the base have the fewest near neighbors.
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Figure 97). The introduction of weights with c = 0.1 (center) and c = 0.2 (right) improve
the pattern fidelity. The error in the height of the micro-feature is reduced from 45% with
c = 0 to 26% with c = 0.2.
There was a consistent systematic error of 10% for the lateral dimension of each feature.
Each feature was measured to be smaller than designed. This was found to be due to the
objective lens being placed a few hundred nanometers too shallow. The substrate is not on a
computer-controlled stage, and must be aligned axially by hand with the fine focus knob of
the microscope. A single fine-focus knob increment moves the substrate by 1500 nm. Future
work using a more accurate stage will solve this problem.
Features were attempted at lower peak intensities to demonstrate the possibility of mak-
ing patterns with more voxels, but the mechanical integrity of the cured resist could not
withstand the development process, leading to pattern collapse. It was found that the peak
intensity per voxel has more of an effect on the resulting feature than the exposure time.
Below a certain intensity, no curing occurs no matter how long the exposure. Therefore the
available intensity is very important in the design of 3D micro-feature.
These preliminary results suggest that the voxels need not overlap at all to obtain stable
features that can survive the development process. This is likely because there is a small
region around a voxel that becomes partially-cured from exposure.
In a subsequent sample, a larger range of c values was tested (c = 0, 0.2, 0.4) without
any more improvement in the pattern fidelity. The apex of the tripod was still larger than
designed. It is possible that the gratings and lenses method with weights applied has inherent
limits. Therefore a second 3D parallel DMHL method was investigated.
6.2.2 3D Gerchberg Saxton Algorithm
The 3DGS algorithm was discussed in Chapter 2. It takes a volume of points and uses
a 3D FFT to find the closest realizable intensity pattern to the desired intensity pattern.
It takes into account the interference and propagation effects that the gratings and lenses
algorithm ignores, and therefore could have better performance. The best achievable lateral
resolution for this method was given above in Chapter 4. For this SLM, the grid spacing in
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Figure 97: Examples of hollow tripods made with a single exposure with 3D volumetric
holograms. Two orthogonal views are given. From left to right, the value of c increases from
0 to 0.1 to 0.2. The application of weights reduces the overexposure at the top of the feature.
Each tripod was made in a separate exposure. On the right, the corresponding views of the
ideal morphology are given.
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Figure 98: This is the projection from above of the 128×128 pixel input pattern. The input
is actually a set of 8 images at different axial displacements.
the specimen plane is 160 nm. One of the drawbacks of the 3DGS method is that voxels can
only be placed at points on this grid. With the gratings and lenses method explained above,
the lateral voxel spacing ranged from 200-400 nm, but the only reasonable choices are 320,
358, and 320
√
2 ≈ 453 nm for 3DGS.
The target intensity pattern is a volume of 128× 128× 128 pixels with a set of 8 input
bitmaps that are 128×128 pixels because Matlab runs out of memory when 256×256×256
pixel volumes are used. The “dimension” of the target intensity pattern was 33× 33× 16.5
µm in Matlab, and τ/k = 0.01. Calibration experiments determined that one pixel of axial
displacement in the target volume is equivalent to an axial displacement of 90 nm when the
100× objective is used. A projection of the target intensity pattern from above is shown in
Figure 98. It is a tripod with 6 pixels≈ 540 nm, between each voxel layer. This corresponds
to a designed dimension of about 3.7× 4.8× 4.5 µm (see Figure 99).
A set of weights similar to those used in the gratings and lenses approach above was
implemented for the 3DGS algorithm to account for voxel density. This time, the weight,
c was multiplied by the grayscale value of the pixel in the target intensity pattern. The
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grayscale value corresponding to white is 255/3 = 85 and black is 0. Unlike with the
gratings and lenses approach, the 3DGS algorithm actually managed to get the height of the
cured feature to be under the design height (see Figure 100) The tripods were made with no
ND filter and a 0.2 second exposure. The strong effect of reducing the graylevel of the target
intensity is unexpected because it was found in Chapter 5 that the intensity of a voxel does
not start to significantly decrease until the graylevel is reduced to 25.
6.2.3 Ways to improve uniformity
All “parallel” patterning is done with the assumption that each voxel has the same intensity.
Even when weights are applied depending on the position of the voxel, the calculation of
the weights is done with only the voxel location, without any information about the actual
intensity of the voxel. This leads to problems with pattern uniformity. Uniformity is very
sensitive to the phase error. A scaling error of 1% in the phase of a hologram can lead to
a uniformity error of almost 10% [28]. This highlights the need for the maximum number
of phase levels to be available on an SLM because coarse phase quantization can cause poor
uniformity.
It is possible to make the uniformity of the set of voxels in the patterning volume a
variable to be optimized [23]. This “weighted Gerchberg-Saxton” method improves unifor-
mity while keeping good efficiency in an array of traps. It has about the same speed as
the GS algorithm, but produces better uniformity. It does not require the measurement of
intensities, but calculates the theoretical intensity at each trap due to the displayed phase
hologram. Future work could include the use of adaptable weights to improve uniformity. In
this work, the number of voxels per pattern was so low that voxel proximity overwhelmed
any effects that might be caused by lack of uniformity.
It has been demonstrated that micro-features with full 3D design can be made with two-
photon absorption using a single hologram and a single exposure. With further development,
pattern fidelity can be increased and this method could be used to vastly increase micro-
manufacturing throughput.
169
Figure 99: This is a top view of the set of 3 tripods made with the 3DGS algorithm. The top
left tripod did not had no weights applied, the middle tripod had c = 0.2 and the bottom
right tripod had c = 0.4. It seems that a weight of c = 0.2 is sufficient to make the tripod
come out as designed.
Figure 100: This is a set of 3 tripods made with the 3DGS algorithm. The top left tripod
did not had no weights applied, the middle tripod had c = 0.2 and the bottom right tripod
had c = 0.4. It seems that a weight of c = 0.2 is sufficient to make the tripod come out as
designed.
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7.0 SUMMARY AND CONCLUSION
In this research a DMHL system was designed and implemented. The display of phase
holograms on a liquid-crystal SLM allowed for the creation of intensity patterns in the focal
volume of a microscope objective without needing a separate mask for each pattern. Four
different patterning modes were demonstrated and characterized. The four modes were 2D
serial, 2D parallel, 3D serial, and 3D parallel. All but the last had been demonstrated before,
but not with two-photon absorption. The three that had been demonstrated previously were
extended by incorporating various methods to improve performance.
The first objective of the project involved demonstrating two-photon DMHL in two
dimensions and characterizing the process in more detail than was currently available.
In the literature, the most common information available about photolithographic micro-
manufacturing processes is the cured voxel size. The voxel size varies with laser power and
exposure time. Most available information is only applicable to the particular laser/resist
pair used in each particular journal article. The results of this research are more exten-
sive, and more general in the sense that the uncertainty associated with achieved linewidths
has more to do with the SLM and the optics than the particular laser or photoresist. The
sources of uncertainty in the linewidth measurements were mainly axial drift of the objective
and intensity fluctuations due to the SLM. Both serial and parallel patterning modes were
demonstrated. The minimum linewidth of 2D parallel patterns is necessarily larger than in
2D serial patterns due to speckle.
Another aim of this research was to improve the resolution of the DMHL process. The
most obvious way to do this would be to use a shorter wavelength to expose the resist,
but many liquid-crystal SLM displays would be destroyed by light of UV wavelengths or
shorter. UV wavelengths can also require reflective optics and a vacuum environment due
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to absorption. Two-photon absorption bypasses this problem by using a longer wavelength
of light. Linewidths of less than 400 nm were achieved, which did not quite reach the goal
of 300 nm set in the proposal. This is likely due to low two-photon absorption of the resist
at the laser wavelength and could be improved with a titanium-sapphire femtosecond pulsed
laser. On the other hand, the goal of 1.5 µm axial resolution was exceeded with an achieved
1.2 µm axial voxel.
Adding a third dimension to microstructures can increase their functionality and density.
There are two ways to cure objects holographically in 3D: 1) scan a holographic dot (or any
other image) through the whole volume of the feature using Fresnel lens holograms to displace
the image axially, or 2) use a hologram that creates a whole 3D intensity pattern. These
3D intensity patterns can be used to cure whole micro-components in a single shot and this
type of almost-arbitrary, nonperiodic, 3D patterning has never before been demonstrated.
In this work two ways of making a complete 3D micro-feature in a single exposure, were
demonstrated. The first technique used a “gratings and lenses” approach in which a set
of holograms corresponding to single voxels was summed to obtain a single hologram that
places light at each designed location. The second method used a 3DGS algorithm to find the
closest realizable 3D intensity pattern that still obeys the physical constraints of Maxwell’s
equations. This 3D parallel patterning research also resulted in the discovery of new micro-
manufacturing design considerations. For example, the intensity of certain voxels in a 3D
pattern must be decreased in areas of high voxel density to prevent unintended curing and
retain pattern fidelity.
Several experimental limitations were overcome over the course of the project. The
pixelation of the SLM, and resulting diffraction efficiency variation in the patterning field,
was compensated in a unique way with dwell-time compensation. Aberration correction
was also introduced to increase the potential patterning volume and allow for inexpensive,
improperly aligned optics to be used for high-quality DMHL.
This research made the following contributions to the field of photolithographic micro-
manufacturing:
1. Design and implementation of two-photon DMHL system.
2. Demonstration of dwell-time compensation to improve uniformity in serial DMHL.
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3. First demonstration of aberration correction to increase potential patterning volume.
4. First demonstration of 3D parallel patterning (whole 3D feature being cured in a single-
shot with no beam scanning).
5. Introduction of weights to improve pattern fidelity in 3D parallel patterning.
7.1 FUTURE WORK AND RECOMMENDATIONS
Several aspects of the experimental setup limited the types of patterns that could be cured:
1. The SLM had an asymmetry in its diffraction efficiency and large intensity fluctuations.
Better SLMs from companies like Boulder and Hammamatsu have pixels that are driven
individually instead of through a raster scan. This could improve the quality of the dis-
played holograms and therefore the quality of the intensity patterns in the focal volume.
2. The average power of the laser was only about 10 mW and severely limited the size of
features that could be made with parallel patterning modes. To fully use the advantages
of increased throughput from DMHL, a more powerful laser, or a resist with a higher
two-photon absorption is necessary.
3. Finally, a motorized stage would increase the throughput of the system so that more
features can be patterned. It is difficult to see the features as they are made because of
very low index contrast, and when the stage is moved by hand it is easy to overwrite a
pattern or misalign what is meant to be a neat array of features. A 3D motorized stage
would also help control the axial drift of the substrate as it is moved.
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APPENDIX A
SLM BACKGROUND
Some background research on SLM physics might be helpful to future researchers. The
information here is meant to supplement that given in Chapter 4. Most of the information
pertains to the use of a liquid-crystal device for the display of phase holograms. Much of
what is discussed here was accounted for in the experimental design, but the extra wave
plates and polarizers were found to be insignificant to the results. The following section
explains the theory behind using an SLM for phase-mostly operation [19, 74, 85, 2]. At
the end, several more aspects of the physical characteristics of SLMs are given, including a
comparison between parallel aligned and twisted LC layers, and the effects of fringing fields
and flyback.
A.1 SLM THEORY AND CHARACTERIZATION
Jones matrices describe what optical elements do to a particular input polarization which
is described by a Jones vector. A Jones vector describes the polarization of light. For
example light that is linearly polarized parallel to the horizontal of the laboratory frame has
a unit-magnitude Jones vector of [32]:
0
1
 (A.1)
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and right-handed circularly polarized light is described as:
1√
2
 1
−i
 (A.2)
The common components used in a phase-mostly experimental setup include polarizers
and wave plates. The Jones matrix for a polarizer is [32]:
P (ϕ) =
 cos2 ϕ sinϕ cosϕ
sinϕ cosϕ cos2 ϕ
 (A.3)
where ϕ is the angle that linearly polarized input light must make with the horizontal of the
reference frame for it to be transmitted.
The Jones matrix of a retarding wave plate is given by [32]:
W (Γ) =
1 0
0 e−iΓ
 (A.4)
where the retardation Γ is [32]:
Γ =
2pid
λo
(nx − ny) (A.5)
where λo is the vacuum wavelength of light, nx is the refractive index for the component of
polarization in the x-direction, ny is the refractive index of the component of polarization
in the y-direction, and d is the plate thickness. The most common wave plates are quarter-
wave plates which generally convert linearly polarized light into circularly polarized light
and half-wave plates which generally rotate the angle at which light is linearly polarized.
The Jones matrix of a wave plate that is rotated at some angle, θ with respect to the
x-axis of the reference system, is given by:
Wθ = R(−θ)W0R(θ) (A.6)
where R(θ) denotes the rotation matrix:
R(θ) =
 cos θ sin θ
− sin θ cos θ
 (A.7)
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It is possible to model a twisted-nematic liquid crystal as many slices of a homogeneous
uniaxial crystal described by a specific Jones matrix. The whole thickness of the device can
then be modeled as the product of this set of Jones matrices [59]. The Jones matrix of a
single SLM pixel is [85]:
M(β) = e−iβR(α)
cos γ − iβ sin γγ −α sin γγ
α sin γ
γ
cos γ + iβ sin γ
γ
 (A.8)
where β is the birefringence of the liquid crystal, given by
β =
pid
λ
(ne − no), (A.9)
where d is the thickness of the liquid crystal layer in the cell, no is the ordinary index of
refraction and ne is the extraordinary index of refraction for light propagated along the
z-axis, and γ is defined by
γ =
√
α2 + β2 (A.10)
α is the total twist angle of the molecules in the cell and R(α) denotes the rotation matrix. It
should be noted that for each voltage applied, the above parameters β and γ adopt different
values. The maximum birefringence, βmax is simply the value in the absence of an applied
voltage:
βmax =
pid
λ
(nemax − no) (A.11)
The liquid crystals in the SLM tilt at a voltage-dependent angle, ψ such that [94]:
ψ =
pi
2
− 2 tan−1
(
exp
[
−
(
Vrms − Vc
Vo
)])
(A.12)
for Vrms > Vc and ψ = 0 otherwise, where Vc is the threshold voltage below which no tilting
of the molecules occurs and Vo is the excess voltage. It is assumed that the LC molecules all
tilt at the same angle, ψ, when an electric field is applied. When this electric field is applied,
the new extraordinary index of refraction is defined as [85]:
1
n2e(ψ)
=
sin2 ψ
n2o
+
cos2 ψ
n2e
(A.13)
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A.1.1 Phase-mostly operation
There are many physical parameters that must be measured before use of a specific twisted-
nematic SLM [21]. They include the magnitude and rotational sense of the twist angle, α, of
the display, the maximum (off state) birefringence, βmax of the display, and the orientation
angle, ΨD, of the extraordinary index of refraction for the liquid crystal molecules at the
input side relative to the laboratory frame. This is related to the director (see Chapter 4).
The only thing assumed to be known in the following series of experiments are the
angles of the polarizer and the analyzer relative to an external laboratory coordinate system
(0◦ =laboratory vertical). The rest of the SLM parameters must be determined. For crossed
polarizers, the transmitted intensity is given by [94]:
Tcrossed = A
(
[sinα cos γ −
(
α
γ
)
cosα sin γ]2 + [
(
β
γ
)
sin γ sin(α + 2ΨD − 2θ1)]2
)
(A.14)
where A is a scaling factor, α is the “twist angle”, γ =
√
α2 + β2, ΨD is the angle of the
molecular director at the input face (ΨD = θ1+Ψ1), and the angle of the polarizer is θ1. After
setting the polarizer and analyzer to be crossed, and then rotating them simultaneously, the
transmitted intensity should be predicted by equation A.14. Some curve-fitting is necessary
to tease out these 4 unknowns. From equation A.14, the first minimum in transmitted
intensity occurs at ΨD = (2θ1 − α)/2 [94]. To determine the sign of α, set the analyzer to
zero and rotate the polarizer through 180 degrees. Using the already determined magnitude
of alpha, two predictions can be made using both signs. The experimental data will more
closely match whichever sign for α is correct. Keep in mind that the model only approximates
the effect of applied voltage, so there will probably not be a precise relationship between β
and graylevel [94]. In this way the three variables that determine the properties of an SLM,
α, β and ΨD can be found.
Davis et al. [21] describe another approach for finding the extraordinary axis of the LC
layer in order to confirm results found with the above method. It involves illuminating the
SLM with linearly polarized light, and varying a constant phase value on all the pixels. When
the light is polarized along the ordinary axis, the diffraction pattern does not change with
graylevel, but if the light is polarized along the extraordinary axis, the diffraction pattern
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does “change”. For example, for one particular device, when the polarizer is aligned with the
ordinary axis, the diffraction pattern of the SLM does not change with grayness value, but
when the polarizer is aligned with the extraordinary axis, the 5th and 6th diffraction orders
became much brighter as the displayed graylevel value was increased. For other devices the
behavior could be different [21]. After reaching some maximum change, as the graylevel
value continues to increase, the diffraction pattern will return to its original intensity. It
is possible that this change in intensity is due to a “blazing effect” due to an electric field
gradient across each pixel causing the effective optical thickness to vary from one side of the
pixel to the other [21]. The graylevel value that causes the molecules to tilt at 45 degrees
will cause the largest blazing effect.
Phase-mostly operation can be achieved by compensating for the range of elliptical po-
larizations of the light transmitted through (or reflected from) the SLM. Ponce et al. [85]
employed an optimization to find the best set of orientations for two polarizers and a quarter-
wave plate to give the smallest variation in amplitude with the largest variation in phase.
The parameters of their optimization were the orientation angle, ϕ, and ellipticity, ε, of the
input elliptical polarization state and the orientation of the output polarizer, ΨP2, after the
SLM. The optimal ellipticity of the input determines the relative rotation between the first
linear polarizer and the wave plate. The authors measured the phase and amplitude mod-
ulation experimentally by displaying a binary grating and measuring the relative intensities
of the grating diffraction orders. Arrizon et al. [2] describe another method that simplifies
the setup by one polarizer, only using a polarizer and quarter-wave plate before the SLM.
Although transmissive SLMs can simplify the layout of the optical setup, they can require
extra components to compensate for the polarization effects of the LC layer. Reflective SLMs
have better phase-only modulation characteristics because of the double pass through the
LC cell which cancels out some complex modulation effects [83].
A.1.2 Differences between Parallel aligned and Twisted LC cells
Parallel aligned LC SLMs can perform both phase-only and amplitude modulations [50].
Parallel-aligned LC cells can provide more phase change for a given LC layer thickness than
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twisted cells [50]. A twisted cell is insensitive to wavelength for an amplitude-modulation
condition as long as d∆n/λ >> 1 is satisfied where d is the thickness of the cell and ∆n is
the difference between the ordinary and extraordinary refractive indices. A parallel-aligned
cell on the other hand is highly sensitive to wavelength in the visible range [50].
A.1.3 Fringing Fields
In an SLM, there is a potential difference between adjacent backplane electrodes that causes
field coupling (fringing fields) [90]. These fields can cause LC molecules to twist as opposed
to only rotating which adds complex phase modulation to the desired phase-only modulation
[90]. The fringing field is greatest when the difference in voltage between two electrodes is
greatest. This occurs at phase reset regions where the desired phase value jumps from 0
to 2pi or vice versa. The twist from the fringing field can occur over the space of several
electrodes, causing the greatest drop in diffraction efficiency to occur at high spatial periods
[90]. When cells are closely spaced and thick, the electric field is “smeared” across the LC
layer [6]. To combat the fringing effect, cells must be made as thin as possible, which requires
a higher operating voltage because the LCs near the electrode surfaces have interactions
which require energy to overcome. Thus an engineering trade off is introduced between the
operating voltage and the effect of fringing fields. The LC layer thickness also effects the
time response (see Chapter 4).
A.1.4 Flyback
At the phase resets of a blazed grating, the phase does not discontinuously change from zero
to 2pi. The small region in which the phase changes is called the “flyback region”. The
periodicity of the flyback region can produce sidelobes that reduce diffraction efficiency to
the patterning beam [90]. By incorporating flyback a more accurate value of the diffraction
efficiency can be found by multiplying the calculated efficiency, η by the flyback factor [71]:
ηf =
(
1− ΛF
Λ
)2
(A.15)
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where ΛF is the width of the flyback region and Λ is the period of the programmed grating.
Depending on the size of the flyback region with respect to the grating period, this effect
can be significant. A general rule of thumb says that the thickness of the flyback region is
approximately equal to the thickness of the LC layer [71].
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APPENDIX B
MATLAB CODE
B.1 AVERAGE PHASE CHANGE
Code for avgphasechange.m:
for p=1:15
% Creates matrix for generation of grating
ysize=512;
%xsize=round(1.333*ysize);
xsize=ysize;
x = linspace(-1,1,xsize); y = linspace(-1,1,ysize);
[Y,X]=meshgrid(x,y);
const(p)=p*(25); Xoffset=0; Yoffset=0;
phi_lens = const(p)*(X.^2 + Y.^2);
grating = (2*pi)*(X.*Xoffset + Y.*Yoffset); %this creates a BLAZED grating
theta = atan2(X,Y); rho = sqrt(X.^2+Y.^2);
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%variables called by the zernike polynomials
a1 = 0; %tilt y (300 is one box) (just moves dot like a grating constant)
a2 = 0; %tilt x (300 is one box) (just moves dot like a grating constant)
a3 = 0; %power (spreads) ("defocus")
a4 = 0; %astig x (wavelengths = a4/(2*pi))
a5 = 0; %astig y
a6 = 0; %coma y (10 is to the left and -10 is to the right)
a7 = 0; %coma x
a8 = 0; %primary spherical (spreads)
[phi1, phi2, phi3, phi4, phi5, phi6, phi7, phi8] = zernike(rho,
theta,...
a1, a2, a3, a4, a5, a6, a7, a8);
phi=phi_lens+grating+phi1+phi2+phi3+phi4+phi5+phi6+phi7+phi8;
maxvalue=max(max(phi))
whole=mod(phi,2*pi);
wholecorr=whole;
figure(3) imagesc(wholecorr); axis(’square’) colormap(’gray’)
title(’grating’) set(gcf,’Position’, [1338 383 661 661])
c=0;
for b=256 %pick a row in the center of the hologram
totaldiff=0;
for a=1:511
totaldiff=totaldiff+abs(wholecorr(b,a)-wholecorr(b,a+1));
end
avgchangeperpixel(p)=totaldiff/512;
if avgchangeperpixel(p)>2
182
’spatial frequency is too high’
end
end
pause(1) end %%
figure(100) plot(const,avgchangeperpixel) ylabel(’Average Phase
change per pixel (rad.)’) xlabel(’lens const’) title(’Average change
in phase per pixel for the middle row of the hologram - Fresnel
lens’)
B.2 MAKING PHASE GRATINGS
Code for adaptivegratinghigh.m:
% Creates matrix for generation of grating
ysize=512;
%xsize=round(1.333*ysize);
xsize=ysize;
x = linspace(-1,1,xsize); y = linspace(-1,1,ysize); [Y,X] =
meshgrid(x,y); deltax=abs(x(2)-x(1));
%NOTE:This script uses a scaling that is different than
%all other scripts because of ‘zernikehigh’ function and the modulo 2pi
%function is not applied until the phi_lens and grating are already summed!
constax=0; const=0; Xoffset=10; Yoffset=0;
phi_axicon =constax*angle(exp(-1i*2*pi*(sqrt(X.^2+Y.^2))/1)); %from Davis93
phi_lens = const*(X.^2 + Y.^2);
grating = (2*pi)*(X.*Xoffset + Y.*Yoffset); %this creates a BLAZED grating
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theta = atan2(X,Y); rho = sqrt(X.^2+Y.^2);
%variables called by the zernike polynomials
a1 = 0; %tilt y (300 is one box) (just moves dot like a grating constant)
a2 = 0; %tilt x (300 is one box) (just moves dot like a grating constant)
a3 = 0; %power (spreads) ("defocus")
a4 = 0; %astig x (wavelengths = a4/(2*pi))
a5 = 0; %astig y
a6 = 0; %coma y (10 is to the left and -10 is to the right)
a7 = 0; %coma x
a8 = 0; %primary spherical (spreads)
a9 = 0; a10= 0; [phi1, phi2, phi3, phi4, phi5, phi6, phi7, phi8,
phi9, phi10] = zernikehigh(rho, theta,...
a1, a2, a3, a4, a5, a6, a7, a8,a9,a10);
phi=phi_lens+grating+phi1+phi2+phi3+phi4+phi5+phi6+phi7+phi8+phi9+...
phi10+phi_axicon;
maxvalue=max(max(phi))
whole=mod(phi,2*pi);
wholecorr=whole;
wholecorr(1,1)=0; wholecorr(ysize,xsize)=2*pi;
figure(3) imagesc(wholecorr); axis(’square’) colormap(’gray’)
set(gcf,’Position’, [1338 383 661 661])
Code for function zernikehigh.m:
function [phi1, phi2, phi3, phi4, phi5, phi6, phi7, phi8, phi9,
phi10] = zernikehigh(rho,... theta, a1, a2, a3, a4, a5, a6, a7, a8,
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a9, a10)
%from Noll76 (and normalized, unlike zernike.m)
Z1 = 2*rho.*cos(theta); Z2 = 2*rho.*sin(theta); Z3 =
sqrt(3)*(-1+2*rho.^2); Z4 = sqrt(6)*rho.^2.*cos(2*theta); Z5 =
sqrt(6)*rho.^2.*sin(2*theta); Z6 =
sqrt(8)*rho.*(3*rho.^2-2).*cos(theta); Z7 =
sqrt(8)*rho.*(3*rho.^2-2).*sin(theta); Z8 = sqrt(5)*(1 - 6*rho.^2
+6*rho.^4); Z9 = sqrt(8)*rho.^3.*cos(3*theta); Z10=
sqrt(8)*rho.^3.*sin(3*theta);
%a1 = tilt y (300 is one box)
%a2 = tilt x (300 is one box)
%a3 = defocus (moves focus axially)
%a4 = astig x
%a5 = astig y
%a6 = coma y
%a7 = coma x
%a8 = primary spherical (spreads)
%a9 = trefoil?
%a10= trefoil?
phi1 = a1*Z1; phi2 = a2*Z2; phi3 = a3*Z3; phi4 = a4*Z4; phi5 =
a5*Z5; phi6 = a6*Z6; phi7 = a7*Z7; phi8 = a8*Z8; phi9 = a9*Z9;
phi10= a10*Z10;
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B.3 MEASURING PHASE RESPONSE OF SLM
Code for fringedisplacement.m:
vidobj=videoinput(’winvideo’, 1, ’RGB24_720x480’); set(vidobj,
’SelectedSourceName’, ’svideo’); pause(0.5) snapshot =
getsnapshot(vidobj); I0=snapshot(:,:,1); I0=double(I0); figure(30)
imagesc(I0)
closepreview
figure(2) plot(I0(170:220,425)) title(’Cross section vertically’)
hold on %%
vidobj=videoinput(’winvideo’, 1, ’RGB24_720x480’); set(vidobj,
’SelectedSourceName’, ’svideo’); pause(0.5) snapshot =
getsnapshot(vidobj); I1=snapshot(:,:,1); I1=1.3*double(I1);
figure(31) imagesc(I1)
closepreview
figure(2) plot(I1(170:220,425),’r’) hold on
%%
correlation=xcorr(I0(170:280,425),I2(170:280,425)); figure(5)
plot(correlation)
%%
vidobj=videoinput(’winvideo’, 1, ’RGB24_720x480’); set(vidobj,
’SelectedSourceName’, ’svideo’); pause(0.5) snapshot =
getsnapshot(vidobj); I2=snapshot(:,:,1); I2=1.0*double(I2);
figure(31) imagesc(I2)
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closepreview
figure(2) plot(I2(170:220,425),’m’)
%%
peaks1=fft(I0(180:220,430)); peaks1a=abs(peaks1).^2;
peaks1p=angle(peaks1); figure(3) plot(peaks1a)
figure(4) plot(peaks1p)
%%
graylevel=[0 25 50 75 85 100 125 150 175 200 225 255];
phaseshift=([0 0 0 2 4 6 7 9 9 9.9 9 10]/11)*360;
figure(5) plot(graylevel,phaseshift,’bo’) xlabel(’Gray level’)
ylabel(’Phase (deg.)’) title(’Phase modulation of LC 2002 (B:100,
C:255, P:0^o, A:45^o)’)
B.4 MAPPING DIFFRACTION INTENSITY IN PATTERNING FIELD
Code for mapdiffeff pupil polarize.m:
%This cell determines the xoffset, yoffset and axial focus constant
%vectors.
yoffvector=[]; xoffvector=[];
Npts=7;
Nlines=5;
start1=13;
stop1=17;
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start2=38;
stop2=42;
start3=66;
stop3=70;
start4=94;
stop4=98;
start5=123;
stop5=127;
xoffvector=[linspace(start1,stop1,Npts) linspace(start2,stop2,Npts)...
linspace(start3,stop3,Npts) linspace(start4,stop4,Npts)...
linspace(start5,stop5,Npts)];
yoffvector=[-40*ones(1,Npts*Nlines)];
%%
%This loop in this cell moves a dot around in the first diffraction order.
%It uses a vector to define the xoffset, yoffset, and axial focus constant.
%The actual output is a series of holograms that are displayed for the
%exposure time set in the above cell.
%pause(6)
intensity=zeros(Npts*Nlines,1); for d=1:2
for i=1:Npts*Nlines
% Creates matrix for generation of grating
x = linspace(-1,1,512);
y = linspace(-1,1,512);
[Y,X] = meshgrid(x,y);
X=single(X);
Y=single(Y);
Xoffset=xoffvector(i);
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Yoffset=yoffvector(i);
const=0;
phi_lens = single(const*(X.^2 + Y.^2));
grating = single((2*pi)*(X.*Xoffset + Y.*Yoffset));
%this creates a BLAZED grating
holo=grating+phi_lens;
hologram=single(mod(holo,2*pi));
%blazed gratings direct more power into one order
i,d
figure(3)
imagesc(hologram)
colormap(’gray’);
axis(’square’);
title(’grating’);
set(gcf,’Position’, [1338 383 661 661]); %for 512by512 holograms
vidobj=videoinput(’winvideo’, 1, ’RGB24_720x480’);
set(vidobj, ’SelectedSourceName’, ’svideo’);
pause(0.5)
snapshot = getsnapshot(vidobj);
I0=snapshot(:,:,1);
delete(vidobj); %this is extremely important because otherwise the
%camera stores them and runs out of memory after
%about 100 pictures...
I0=single(I0);
figure(30)
imagesc(I0)
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sim(’determinecoefsfast’)
closepreview
load beamtrack %variable name= trail
ysetpoint=round(trail(2,1));
xsetpoint=round(trail(3,1));
[sizex sizey sizez]=size(snapshot);
M=single(zeros(sizex,sizey));
for a=1:32
for b=1:32
if sqrt((a-16)^2+(b-16)^2) < 9
M(a+ysetpoint-16,b+xsetpoint-16)=1;
end
end
end
intensity(i,d)=sum(sum(M(:,:).*I0(:,:)));
if max(max(I0(:,:)))>250
’camera saturating’
end
figure(40)
imagesc(M.*I0)
end
end
intensitymean=(intensity(1:Npts*Nlines,1)+intensity(1:Npts*Nlines,2))/2;
figure(1) plot(xoffvector, intensity,’b.’) xlabel(’Xoff value’) %%
figure(2) plot(xoffvector, intensitymean,’b’) xlabel(’Xoff value’)
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ylabel(’Normalized intensity’) title(’Yoff=-40, Xoff=’) hold on
%% determining dwell time (by taking the max of each intensity)
const=0.2; I=[max(intensitymean(1:Npts,1))
max(intensitymean(Npts+1:Npts*2,1))...
max(intensitymean(Npts*2+1:Npts*3,1))...
max(intensitymean(Npts*3+1:Npts*4,1))...
max(intensitymean(Npts*4+1:Npts*5,1))];
counter=1; for c=1:Nlines
for d=1:Npts
if intensitymean(d+(c-1)*Npts,1)==max(intensitymean(1+...
(c-1)*Npts:Npts+(c-1)*Npts,1))
xoffI(counter)=xoffvector(d+(c-1)*Npts);
counter=counter+1;
end
end
end
Inorm=I./max(I) %normalizes measured intensity with itself
dwelltime=const./Inorm.^2 dwelltime2p5=const./Inorm.^2.5
figure(2) plot(xoffI,I,’o’)
%% determining dwell time (by emphasizing drop-off...)
const=0.2; Ie=[max(intensitymean(1:Npts,1))
max(intensitymean(Npts+1:Npts*2,1)) ...
max(intensitymean(Npts*2+1:Npts*3,1))...
min(intensitymean(Npts*3+1:Npts*4,1))...
min(intensitymean(Npts*4+1:Npts*5,1))];
counter=1; for c=1:Nlines
191
for d=1:Npts
if intensitymean(d+(c-1)*Npts,1)==max(intensitymean(1+(c-1)...
*Npts:Npts+(c-1)*Npts,1)) && c==1
xoffIe(counter)=xoffvector(d+(c-1)*Npts);
counter=counter+1;
’i am satisfiying if condition 1’
end
if intensitymean(d+(c-1)*Npts,1)==max(intensitymean(1+(c-1)...
*Npts:Npts+(c-1)*Npts,1)) && c==2
xoffIe(counter)=xoffvector(d+(c-1)*Npts);
counter=counter+1;
’i am satisfiying if condition 2’
end
if intensitymean(d+(c-1)*Npts,1)==max(intensitymean(1+(c-1)...
*Npts:Npts+(c-1)*Npts,1)) && c==3
xoffIe(counter)=xoffvector(d+(c-1)*Npts);
counter=counter+1;
’i am satisfiying if condition 3’
end
if intensitymean(d+(c-1)*Npts,1)==min(intensitymean(1+(c-1)...
*Npts:Npts+(c-1)*Npts,1)) && c==4
xoffIe(counter)=xoffvector(d+(c-1)*Npts);
counter=counter+1;
’i am satisfiying if condition 4’
end
if intensitymean(d+(c-1)*Npts,1)==min(intensitymean(1+(c-1)...
*Npts:Npts+(c-1)*Npts,1)) && c==5
xoffIe(counter)=xoffvector(d+(c-1)*Npts);
counter=counter+1;
’i am satisfiying if condition 5’
192
end
end
end
Inorm=Ie./max(Ie) %normalizes measured intensity with itself
dwelltime=const./Inorm.^2 dwelltime2p5=const./Inorm.^2.5
figure(2) plot(xoffIe,Ie,’ro’)
%% determining dwell time (averaging each region...)
const=0.2; Iavg=[mean(intensitymean(1:Npts,1))
mean(intensitymean(Npts+1:Npts*2,1))...
mean(intensitymean(Npts*2+1:Npts*3,1))...
mean(intensitymean(Npts*3+1:Npts*4,1))...
mean(intensitymean(Npts*4+1:Npts*5,1))];
counter=1; for c=1:Nlines
mindiff=3000;
for d=1:Npts
if abs(intensitymean(d+(c-1)*Npts,1)-mean(intensitymean(1+(c-1)...
*Npts:Npts+(c-1)*Npts,1)))<mindiff
mindiff=abs(intensitymean(d+(c-1)*Npts,1)-mean(intensitymean(1+...
(c-1)*Npts:Npts+(c-1)*Npts,1)));
xoffIa(counter)=xoffvector(d+(c-1)*Npts);
end
end
counter=counter+1;
end
Iavgnorm=Iavg./max(Iavg) %normalizes measured intensity with itself
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dwelltime=const./Iavgnorm.^2 dwelltime2p5=const./Iavgnorm.^2.5
figure(2) plot(xoffIa,Iavg,’o’)
%% model diff eff
xoffset=10:1:136; yoffset=10:1:136; [X,Y]=meshgrid(xoffset,yoffset);
flybackinpixels=10/32;
pitch=32e-6; activepixel=24e-6;
SLMtotalpixels1D=512;
SLMtotalpixels2D=512*sqrt(2); %I am really unsure about this number...
for a=1:127
for b=1:127
periods(a,b)=2*xoffset(a)+2*yoffset(b);
pixelsperperiod(a,b)=SLMtotalpixels2D./periods(a,b);
diff_eff(a,b)=(sin((activepixel*pi)/(pitch*pixelsperperiod(a,b)))/...
((activepixel*pi)/(pitch*pixelsperperiod(a,b))))^2;
flyback_diff_eff(a,b)=diff_eff(a,b)*(1-...
flybackinpixels/pixelsperperiod(a,b))^2;
end
end
Iavgnormmod=Iavgnorm*diff_eff(5,31) %%
figure(4) plot(xoffset,diff_eff(:,31)) title(’Cross section at
Yoffset=40 (solid=model, o=norm 1st order)’) xlabel(’Xoffset’)
ylabel(’Diffraction Efficiency model’) hold on
plot(xoffIa,Iavgnormmod,’o’)
figure(5) plot(xoffIa,dwelltime,’o’) xlabel(’xoffset’)
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ylabel(’Dwell-time compensation (s)’) %%
dropoff10=[xoffvector’ intensitymean];
save(’SLMpolarize10’,’dropoff10’)
%%
load(’SLMpolarize0’,’dropoff0’)
dropoff0(:,2)=dropoff0(:,2)*max(dropoff0(:,2)); %to normalize all plots
figure(100) plot(dropoff0(:,1),dropoff0(:,2),’b’) hold on
load(’SLMpolarize10’,’dropoff10’)
dropoff10(:,2)=dropoff10(:,2)*max(dropoff10(:,2));
plot(dropoff10(:,1),dropoff10(:,2),’g’)
B.5 3DGS
Code for near3DGStripod.m:
xsize=128; ysize=xsize; zsize=128;
deltac=6; % number of pixels between voxels in axial direction
threshold=650; %in units of nm
decrement=0.4; %controls how much the intensity drops off
Xoffset= [0 -2 -4 -6 -8 -10 -12 -14 -16 1 2 3 4...
5 6 7 8 1 2 3 4 5 6 7 8]+34;
Yoffset= [0 0 0 0 0 0 0 0 0 2 4 6 8...
10 12 14 16 -2 -4 -6 -8 -10 -12 -14 -16]+2;
const=deltac*[8 7 6 5 4 3 2 1 0 7 6 5 4...
3 2 1 0 7 6 5 4 3 2 1 0];
Ntot=25;
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% determine all nearest neighbor distances
Xactual=Xoffset*160e-9; Yactual=Yoffset*160e-9;
constactual=const*90e-9;
coords=[Xactual’ Yactual’ constactual’]; D =
pdist(coords,’euclidean’); D=squareform(D); Dnm=D*1e9
%associate the number of nearest neighbors below threshold
%with each particular voxel
for b=1:Ntot
[Numnearest(b) throwaway]=size(find(Dnm(:,b)>0 & Dnm(:,b)<threshold))
end
%an example set of weights
weights=1-(Numnearest-1)*decrement
A=1e-2*ones(xsize,ysize,zsize);
%it makes a difference if this is zero or not...
for b=1:Ntot
A(xsize/2+1+Xoffset(b),ysize/2+1+Yoffset(b),((zsize)/2)+1+...
const(b))=85*weights(b);
end
lambda=532e-9; %wavelength is 532 nm
k=(2*pi)/lambda; tauoverk=0.01; tau=tauoverk*k;
latres=160e-9; %known lateral resolution of SLM/optical system
dimx=2*16.5e-6; dimz=16.5e-6;
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xdim=dimx %the physical size of the target intensity
ydim=dimx %effects the momentum space
%zdim=size*lambda/2;
%zdim=size*lambda/40;
zdim=dimz
x=linspace(-xdim/2,xdim/2,xsize); %the spacing effects momentum space too
y=linspace(-ydim/2,ydim/2,ysize);
z=linspace(-zdim/2,zdim/2,zsize); %for just z>0, I need 0:lambda:zdim/2?
%z=-zdim/2:lambda:zdim/2;
deltax=abs(x(2)-x(1)) deltay=abs(y(2)-y(1)); deltaz=abs(z(2)-z(1))
fsx=1/deltax fsz=1/deltaz
kzmax=pi*fsz; ratio=kzmax/k
A=fftshift(A); %this is key!
phi = 2*pi*rand(xsize,ysize,zsize);
for q=1:4
ud = A.*exp(1i*phi); %this is now the desired field distribution...
u_d=fftn(ud);
%find the field magnitude at each point in k-space...
W=zeros(xsize,ysize,zsize);
%this set of nested for loops takes all the points in u_d, and imposes
%physical constraints on them
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for pp=1:zsize
for mm=1:xsize
for nn=1:ysize
fx=((mm-(xsize+1)/2)/xsize)*fsx;
%this centers the k-sphere on kx=0
fy=((nn-(ysize+1)/2)/ysize)*fsx;
%this centers the k-sphere on ky=0
fz=((pp-(zsize+1)/2)/zsize)*fsz;
kx=2*pi*fx;
ky=2*pi*fy;
kz=2*pi*fz;
kvector=[kx ky kz];
kmag(mm,nn,pp)=norm(kvector);
if kz<0
W(mm,nn,pp)=0;
%this makes the sphere just the half that is kz>0
else
W(mm,nn,pp)=exp(-(kmag(mm,nn,pp)-k)^2/(2*tau^2));
end
end
end
end
u_c=W.*u_d;
u_k=ifftn(u_c); %closest physically
%realizable field to the target field...
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phi=angle(u_k);
end
% Derive 2D hologram to display on the SLM from u_c
slmhologram1=zeros(xsize,ysize); for b=1:xsize
for c=1:ysize
slmhologram1(b,c)=angle(sum(u_c(b,c,:)));
end
end
slmhologramnograting=mod(slmhologram1,2*pi);
slmhologramnograting(1,1)=0; slmhologramnograting(1,2)=2*pi;
figure(4) imagesc(slmhologramnograting) title(’Actual hologram to
display on SLM without grating?’) axis(’square’) colormap(’gray’)
set(gcf,’Position’, [1338 383 661 661])
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