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Abstract. The article considers the problem of computer-aided instruction in context-chain 
motivated situation control system of the complex technical system behavior. The conceptual and 
formal models of situation control with practical instruction are considered. Acquisition of new 
behavior knowledge is presented as structural changes in system memory in the form of situational 
agent set. Model and method of computer-aided instruction represent formalization, based on the 
nondistinct theories by physiologists and cognitive psychologists. 
The formal instruction model describes situation and reaction formation and dependence on 
different parameters, effecting education, such as the reinforcement value, time between the 
stimulus, action and the reinforcement. The change of the contextual link between situational 
elements when using is formalized. 
The examples and results of computer instruction experiments of the robot device “LEGO 
MINDSTORMS NXT”, equipped with ultrasonic distance, touch, light sensors. 
Keywords:  situational control; computer-aided instruction; reinforcement learning; 
cognitive psychology; physiology; context; motive. 
 
Введение.  Адаптация  к  изменяющимся  условиям  поведения  сложных 
робототехнических  комплексов  (РТК)  путём  самообучения  связана  со  снижением 
производственных  затрат,  а  также  устранением  человека  из  вредной  среды,  когда 
непосредственное  управление  человеком  или  постройка  алгоритмов  и  оборудования 
затруднены.  Требуемое  поведение  для  разных  условий  запрограммировать  заранее 
затруднительно либо по причине отсутствия полной информации на предварительном этапе 
(функционирование  в  открытой  среде),  либо  трудоёмко.  Для  управления  такими 
комплексами  применяются  методы  ситуационного  управления [1–3].  Одним  из 
направлений  развития  теории  ситуационного  управления  является  модель  и  подход 
контекстно-цепочного  мотивированного  ситуационного  управления  (КЦМСУ), 
представляющая собой модификацию системы ситуационного управления [4, 5] на основе 
данных  когнитивной  психологии [6, 7].  Модель  заимствует  из  когнитивной  психологии 
организацию  памяти:  в  базе  хранится  не  набор  прототипов  «ситуация-действие», 
характерный  для  классических  систем  ситуационного  управления,  а  прототип 
последовательностей действий, связанных контекстом. На концептуальном уровне модель 
КЦМСУ базируется на односторонней зависимости правил. 
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где  M   —  мотив,  S   —  текущая  ситуация,  S ˆ   —  эталонная  ситуация-прототип,  u   — 
управляющее воздействие,  i j, cont  — контекстная связь между правилами  j Π  и  i Π . 
Организацию  контекстно-цепочного  мотивированного  ситуационного  управления 
можно  представить в виде,  показанном на  рис. 1.  Она включает  следующие  компоненты: 
сенсорную  память  { }
ns
= i i sn = SN 1 ,  множество  ситуационных  агентов  { }
na
= j j СА = СА
1 , 
множество  эффекторов  { }
nu
= k k u = U 1 ,  образующих  эффекторную  память,  множество 
мотивов  { }
nm
= l l m = M 1 .  Поведение  системы  определяется  взаимодействием  агентов  с 
окружением:  ситуацией,  формирующей  значения  нечётких  характеристик  сенсорных 
элементов и мотивов. 
 
 
Рис. 1. Общая схема системы управления 
 
Ситуационный агент представлен упорядоченной контекстом цепочкой ситуационных 
элементов  { }
n
= i i ce 0 .  Структура  ситуационного  агента  показана  на  рисунке  2.  Модель 
ситуационного элемента есть (1). 
 
 
Рис. 2. Схематичное строение ситуационного агента 
 
Знания  о  возможных  вариантах  поведения  РТК  при  разных  заданиях  и  состояниях 
(мотивах),  в  различных  ситуациях  представлены  множеством  ситуационных  агентов  СА. 
Для появления  новой  модели  поведения,  адаптированной  к  новой  ситуации,  требуется 
ввести в базу знаний новый САj — цепочку связанных ситуационных элементов. Пополнение 
базы знаний путём обучения в ситуационных системах управления, как механизм адаптации 
к  новым  требованиям  к  поведению,  повышает  гибкость  робототехнических  комплексов, 
упрощает  проектирование  системы,  что  в  конечном  итоге,  приводит  к  повышению  их 
эффективности.  Известные  подходы  к  обучению,  в  основном,  базируются  на  моделях 
искусственных нейронных сетей [8, 9], нейро-нечётких сетей [10], поведенческих сетей [11], 
развивающегося  интеллекта [12].  В  статье  рассматривается  обучение  в  КЦМСУ,  как 
механизм формирования новых ситуационных агентов. 
Постановка  задачи.  Управление  рассматривается  как  многошаговый  дискретный 
процесс обработки информации в моменты времени  t ,  T + t ,  2T + t , …,  kT + t ,... Этапы 
обработки  информации  на  одном  шаге  управления  схематично  показаны  на  рисунке  3: 
данные  от  датчиков  на  этапе  предобработки  фаззифицируются  и  в  сенсорной  памяти 
представлены виде нечётких характеристик элементарных сенсоров; на основании близости 
текущей  ситуации,  представленной  нечёткими  характеристиками  сенсорной  памяти,  и 
прототипов  ситуации  ситуационных  агентов  из  прототипной  памяти,  формируются 
нечёткие  характеристики  состояния  ситуационных  элементов  и  прототипов  реакций 
эффекторной  памяти.  На  последнем  этапе  происходит  дефаззификация  активированных 
прототипов  реакции  в  непосредственную  реакцию,  которая  подаётся  на  исполнительный 
механизм. 
Мотивы 
M 
Эффекторная память, U 
СА1 
САna 
Сенсорная память, SN 
ce0  ce1  ce2  cen  ... European Researcher, 2013, Vol.(58), № 9-1 
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Научение системы новому поведению сводится к модификации прототипной памяти 
путём:  1)  добавлению  новых  ситуационных  элементов  cei  и  2)  установлению  новых 
контекстных  связей  между  существующими  ситуационными  элементами  (ситуационные 
агенты).  Отдельный  ситуационный  агент  представляет  некоторое  отдельное  законченное 
действие — фрагмент поведения. 
 
 
Рис. 3. Этапы шага управления 
 
Обучение в вышеупомянутом смысле осуществляется на каждом шаге параллельно с 
управлением в оперативном режиме [3]. В качестве исходного метода обучения, который 
развивается  применительно  к  рассматриваемому  классу  систем,  применяется  обучение  с 
подкреплением [13]. 
В  статье  излагается  модель  и  метод  обучения  с  подкреплением  для  оперативного 
режима  формирования  новых  ситуационных  агентов  из  нескольких  ситуационных 
элементов,  связанных  в  контекстную  цепочку.  Модификация  метода  обучения  с 
подкреплением  базируется  на  обобщении  теорий  научения  (Э. Торндайка,  Б. Скиннера, 
И. Павлова [14]), изученных в когнитивной психологии. 
Формальная  модель  управления.  Формализм  рассматриваемой  системы 
базируется на моделях [4, 5], адаптированных к структуре системы, показанной на рис. 1. 
Сенсорный элемент  i sn  формализован моделью элементарного свойства [3], и описывается 
нечёткой активностью: 
  ( ) ( )
( )
[ ]
 



 



+ − ∈ = =
−
−
1 , 1 ,
2
2
2
~
x e x x kT A
x
sn
i
β
α
µ ,  (2) 
где  α – уровень активности  [ ] 1 1,+ α − ∈ ,  β  – параметр, характеризующий актуальность 
информации,  0 ≥ β . 
На этапе предобработки, показанной на рисунке 3, формируются значения  β α,  в (2). 
Модели их формирования для различных типов данных (сенсоров) могут различаться. 
Здесь примем: 
  ( ) ( )





kT A 1 kT A sn
i
sn
i I F = α
~ ~
,  ( ) ( ) ( ) ( )





− kT A T k A 2 kT A sn
i
sn
i
sn
i ΔI , β F = β
~ ~ ~
1 ,  (3) European Researcher, 2013, Vol.(58), № 9-1 
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где  ( ) kT A sn
i I
~
 – показания сенсора  i sn  в момент времени kT , 
( ) ( ) ( ) ( ) T k A kT A kT A sn
i
sn
i
sn
i I I = ΔI
1
~ ~ ~
− − . 
Сенсорная память на каждый момент времени kT  моделирует ситуацию в виде (4). 
  ( ) ( ) ( )





 = kT A , kT A kT S sn
i
~
sn
i
~
∆ ,  (4) 
где ( ) kT A
sn
i
~
,  ( ) kT A
sn
i
~
∆  — нечёткие множества-характеристики сенсора  i sn  (активности и 
её изменения), в момент времени kT . 
Ситуационный элемент ce контекстной цепочки (рис. 2), характеризуется: 
1) нечётким прототипом ситуации — S ˆ ; 
2) нечётким прототипом управления — R ˆ ; 
3) контекстной связью — K ; 
4) мотивированной связью — M . 
Каждая  из  данных  характеристик  представляет  собой  множество  нечётких 
характеристик [3] вида (2): 
  ( ) ( )





 = kT A kT A ˆ a
i
~
,  (5) 
В момент времени kT  в результате обработки информации в прототипной памяти 
находятся нечёткие характеристики: 
  ( ) ( ) ( ) ( ) ( ) ( ) kT A , S , kT S ρ , kT A f = kT A
co
h j i h j, i,
M
i 1
ce
h j i , , , , ~ ~ ~
ˆ ,  (6) 
где  ( ) ( ) h j, i, S , kT S ρ ˆ   —  нечёткая  оценка  близости  текущей  ситуации  kT S   к  прототипу 
h j, i, S ˆ ,  ( ) kT A
M
i ~
  —  нечёткая  характеристика  активности  мотива,  ( ) kT A
co
h j i , , ~
  —  нечёткая 
характеристика активности контекстной связи элемента  h j, i, ce . 
Параметр  ) ), ( ( S kT S

ρ α  нечёткой оценки близости  ( ) ( ) h j, i, S , kT S ρ ˆ  задаётся в виде 
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1
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ρ α ,  (7) 
где  ( ) kT A sn
z
~
α   –  параметр  α  нечёткой  активности  сенсора  z sn   в  текущей  ситуации, 
( ) kT A sp
z
~
α  – параметр  α нечёткой активности признака  z sp  в прототипе  S ˆ ,  ( ) kT A sp
z
~
β  – 
актуальность признака  z sp  в прототипе S ˆ . 
Эффекторная  память  содержит  множество  U   элементарных  управляющих  реакций  — 
эффекторов.  Модель  эффектора  включает  модели  управляющей  и  исполнительной 
компонент. Исполнительная включает непосредственные изменения значений сигналов по European Researcher, 2013, Vol.(58), № 9-1 
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нечёткой характеристике. Управляющая обрабатывает информацию о накоплении нечёткой 
активности эффектора от разных ситуационных агентов. 
Нечёткая  характеристика  активности  эффектора  вычисляется  на  основании  нечётких 
характеристик  состояния  активности  всех  ситуационных  элементов  и  их  прототипов 
реакции  (kT) A
r
x h j i , , ,
~
. 
  p x (kT) A (kT) A = (kT) A
r
x h j i
ce
h j i
ce
u
x
h j i
, 1 ,
~ ~ ~
, , , , ,
, ,
∈  


 


⊗ ⊕ ,  (8) 
где  ⊕ – операция нечёткого накопления, ⊗ – нечёткое произведение,  h j, i, ce  – h-й 
ситуационный элемент  j -го агента, относящегося к мотиву i . 
Концептуальная модель обучения. Из 4-х концептуальных моделей обучения в 
контекстно-цепочной  мотивированной  ситуационной  системе  управления [15]  в  статье 
рассматривается  модель  обучения,  сводящаяся  к  формированию  нового  ситуационного 
агента. Создание нового ситуационного агента рассматривается как многоэтапный процесс, 
на  каждом  этапе  которого  формируется  отдельный  ситуационный  элемент  путём 
нахождения  характеристик:  прототипов  ситуации  (S ˆ )  и  управления  (R ˆ );  нечётких 
характеристик мотива (M ) и контекстной связи (K ). 
Первый  шаг  каждого  этапа  обучения  начинается  с  формирования  характеристик 
выделенного  не  специфицированного  „пустого“  ситуационного  элемента,  который  будет 
служить базой для образования нового элемента. «Пустой» элемент имеет потенциальные 
связи со всеми существующими компонентами: контекстные с агентами; информационные с 
сенсорами,  сигнальные  с  управлением  и  связи  с  мотивами.  Изначально  этим  связям 
присваиваются  нейтральные  значения  нечётких  характеристик.  Структура  пустого 
ситуационного элемента с его связями показана на рис. 4. 
 
 
 
Рис. 4. Ситуационный элемент 
 
На последующих i -х шагах обучение происходит на основе подкрепления: произошло 
изменение  (падение)  нечёткой  характеристики  активности  мотива.  Нечёткие 
характеристики  ситуационного  элемента  в  моменты  времени  kT   находятся  по  модели 
обучения  F  на основании значений этих характеристик в предыдущий момент времени, 
векторов  нечётких  характеристик  активности  сенсоров  (MS ),  действий  (MR)  и  мотива 
(MM ). 
 
( ) 

 


− MM MR, MS, , K M, , R , S F = K M, , R , S
T k kT 1
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где  ( ) ( )
d
= j T j k S = MS
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d
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d
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
 = , 
d – глубина памяти. 
Ниже рассматривается формализация процедуры обучения (9). 
Обобщения  известных  теорий  научения  из  физиологии  и  когнитивной 
психологии [14], таких как теорий Э. Л. Торндайка, К.Л. Халла, Э. Ч. Толмена, А. Бандуры и 
других, позволили сформировать и выделить следующие модели обучения, применимые к 
контекстно-цепочной мотивированной ситуационной системе управления: 
1.  Модель  образования  (изменения)  контекстной  связи  между  ситуационными 
агентами (агентами). 
Это  происходит  в  случае,  когда  ситуация,  которая  появилась  как  следствие 
выполнения функции CЭi, сопоставимая с прототипом, активизирующим некоторый другой, 
например, агент CЭj. Многократное повторение такой последовательности с последующим 
подкреплением (ослабление мотива) приводит к усилению контекстной связи CЭi → CЭj и в 
дальнейшем  даже  при  значительном  отклонении  ситуации  контекстная  связь  может 
обеспечить активацию ситуационного агента CЭj. 
2. Модель образования прототипов нового ситуационного элемента. 
Если в процессе реализации некоторого управления появилась ситуация, подходящая 
под  прототип  уже  ситуационного  элемента  агента  CAk,  поведение  согласно  которому 
привёло  к  изменению  мотива,  то  формируются  на  нечёткие  характеристики  нового 
ситуационного  элемента.  Многократное  повторение  такой  последовательности  с 
последующим  подкреплением  (ослабление  мотива)  приводит  к  образованию  прототипов 
ситуации и управления. 
На  рис. 5  приведено  схематическое  объяснение  приведённых  моделей.  На  рис.  5.а 
показано  изменение  контекстной  связи  (сплошная  стрелка)  между  ситуационными 
агентами  CAi  и  CAj.  При  этом  связь  формируется  односторонняя  —  в  том  же  порядке,  в 
котором  происходит  обработка  информации.  На  рис.  5.б  показано  формирование 
(модификация)  ситуационного  агента  CAk  путём  включения  в  контекстную 
последовательность  нового  ситуационного  элемента.  На  рис.  5  приведён  новый 
ситуационный агент CAz, сформированный на базе одного элемента. 
  а)   
  б)   
  в)   
 
Рис. 5. Изменения структуры системы, вносимые обучением 
 
В первом варианте механизм обучения формирует нечёткое множество контекстной 
связи  j,1 n, i, co , которая влияет на активность суммарного контекстного входа  ( ) ( ) T k A
co
i 1 1 ,
~
− , 
входящую в модель управления (6) при расчёте активности ситуационного элемента  j,1 ce . 
Во втором варианте механизм обучения формирует нечёткие множества прототипов 
ситуации  ,0 ˆ
k S , и реакции  ,0 ˆ
k R . Также формируется контекстная связь  k,1 k,0, co . European Researcher, 2013, Vol.(58), № 9-1 
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В третьем варианте, как и во втором, происходит формирование нечётких множеств 
прототипа ситуации  ,1 ˆ
z S  и реакции  ,1 ˆ
z R . Вместо контекстной связи формируется связь с 
мотивом.  Данная  связь  используется  при  управлении  для  выбора  подходящего  агента,  в 
случае наличия альтернатив, а также при дальнейшем обучении. 
Значения  всех  сформированных  нечётких  множеств  в  каждом  из  вариантов  1–3 
зависят  от  времени,  прошедшего  между  реализацией  управляющего  воздействия  и 
изменением активности мотивов. 
Формальная  модель  обучения.  Формирование  прототипов  ситуации  и  реакции 
нового  ситуационного  элемента  сводится  к  определению  актуальных  признаков  из  всего 
множества  признаков,  представленных  сенсорами  в  { } i sp ,  и  актуальных  управлений  из 
множества  возможных  { } x u .  Актуальность  формально  задаётся  параметром  β   нечёткой 
характеристики (2): при значениях  β  близких к 0, актуальность информации максимальна, 
при  12 10÷ β ≥   —  актуальность  оценивается  числом  равным  нулю [16].  Поэтому,  на 
каждом  шаге  обучения  модифицируется  значение  β   для  всех  признаков  и  управлений 
нового СЭ: для тех признаков, которые присутствовали на предыдущем шаге научения. 
По данным когнитивной психологии [14] процесс научения происходит с различной 
эффективностью,  которая  определяется  такими  параметрами,  как  время  между 
предъявлением  стимула,  совершённой  реакцией  и  полученным  подкреплением. 
Предлагается эту зависимость представить в виде (10). 
  ( ) 0
1
≥ ⋅
−
t , m
t
e
m
t
= t Im ,  (10) 
где  t   —  время  от  предъявления  стимула  до  подкрепления,  для  0 < t   можно  считать 
значение равным 0; 
m — параметр, задающий значение оптимального времени. 
Параметр времени обучения (10) для реакции должен быть меньше, чем параметр для 
ситуации,  так  как  реакция  выполняется  с  некоторой  задержкой  после  предъявления 
стимула. 
Вторым  фактором,  влияющим  на  эффективность  научения,  является  величина 
подкрепления — явились ли последствия действия полезными для объекта. Формализация 
представлена ниже (11). 
( ) ( ) ( ) ( ) 


 
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
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− kT A T j k A kT Q M M M
j
o
~ ~ ~
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( ) ( ) ( ) ( ) 
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
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− kT A T j k A kT Q M M M
j
~ ~ ~
, max β β β , 
( ) 0 1
2 2
≤ − 

 

 ⋅ γ < ,
x x
= x o
γ
, 
(11) 
где  j  —  число  тактов  времени,  за  которое  оценивается  подкрепление,  γ   —  параметр, 
влияющий на эффективность обучения при малых изменениях мотива. 
Прототип формально представлен нечёткими характеристиками признаков сенсорной 
памяти  или  управлений  эффекторной  памяти.  При  формировании  прототипа  на  момент 
времени  kT  рассматривается последовательность за время  ( )T j k −  описаний ситуаций и 
формирующихся моделей прототипов (потенциальных прототипов)  ( ) ( ) T j k ' Ai
~
−   
( ) ( ) ( ) ( ) ( ) ( ) ( ) T j k A T k A T j k A sn
i
sp
i i q q
− − − ⋅ + − =
~ ~ ~ 1 ' 1 α α α ,  (12) European Researcher, 2013, Vol.(58), № 9-1 
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~ ~
1 β β β ⋅ + − =
− − q q
T k A T j k A sp
i i , 
где 
( ) ( )
( )
( ) ( ) ( )
( ) ( ) ( )
( ) jT I
β β
1 α 1 α jT I
β 4
β
S
sn
i
~
M
j
~
sn
i
~
M
j
~
S
sn
i
~
m
T j k A kT Q
T j k A kT Q m
T j k A
2
−
−
−
+
+








+ 







+
=
∆
∆
; 
2 β ϕ
− ⋅ = e q ; ϕ  — параметр скорости обучения; 
( ) ( ) T j k A sn
i
~
− ∆   —  нечёткая  характеристика  скорости  изменения  сенсора  i sn   в  момент 
времени ( )T j k − ; 
( ) kT Q M
j
~
 — нечёткая характеристика подкрепления. 
Из  набора  потенциальных  прототипов  выбирается  один  из  них,  который  обладает 
максимальной актуальностью, что представлено. 
  ( ) ( ) ( ) [ ] ( ) ( ) ( ) ( ) T j k A
d j
T g k A i
sp
i i i d g T g k A kT A −
=
− = ∈ − = '
, 0
'
~ ~ ~ ~ min , , 0 ' β β ,  (13) 
где  ( ) ( ) T j k A i − '
~
 — расчётная нечёткая характеристика элемента  i sp , модифицированная с 
учётом влияния эффективности обучения и величины подкрепления относительно момента 
времени; d  — глубина сенсорной памяти. 
При формировании контекстной связи (14) между ситуационными элементами  h ce  и 
g ce   величина  нечёткой  характеристики  этой  связи  модифицируется  в  соответствии  с 
полученным подкреплением (11). 
  ( ) ( ) ( ) ( ) ( ) kT Q T k A kT A M
j
co
h g
co
h g
~
,
~
,
~
1 1 α ϕ α ϕ α ⋅ + − =
− .  (14) 
Результаты.  Компьютерный  эксперимент  проводился  на  комплексе,  состоящем  из 
робота LEGO MINDSTORMS NXT, который удалённо управляется компьютером при помощи 
Bluetooth.  Робот  представлен  на  рисунке 6,  имеет  два  независимо  управляемых  колеса. 
Третье колесо пассивное и обеспечивает устойчивость. Из датчиков робота использованы 
датчик соприкосновения и расстояния, оба направлены вперёд. Целью эксперимента было 
обучение робота поведению, которое позволяет избежать столкновения с препятствием. European Researcher, 2013, Vol.(58), № 9-1 
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Рис. 6. Внешний вид робота LEGO MINDSTORMS NXT 
 
В  качестве  примера  обучения  рассмотрим  ситуацию,  когда  в  прототипной  памяти 
хранятся  знания  о  стереотипах  поведения:  1)  при  столкновении  с  препятствием  отъехать 
назад, чтобы не повредить робота; 2) при низком заряде повернуться в сторону источника 
света и приблизиться к нему; 3) при высоком заряде уйти из освещённого места — в виде 
множества СА (1 — СА1, 2 — СА2–СА5, 1 — СА6–СА8,). Однако этих знаний недостаточно для 
того,  чтобы  избежать  столкновения  с  препятствием,  как  показано  на  рис.  Обучение 
избеганию  столкновения  сводится  к  формированию  ситуационного  агента,  который 
управляет поворотом робота при приближении к препятствию, как показано на рис. 7. 
Информация  от  двух  датчиков  гранулирована  так,  что  по  показаниям  датчиков 
формируются нечёткие характеристики 28 элементарных сенсоров: 2 сенсора для датчика 
соприкосновения ( 0 snt ,  1 snt ), 20 для датчика расстояния для разного уровня детализации 
(от 2 до 6 сенсоров на область детектирования датчика:  i = j , = i , snd j i, 0, 1,5 ), а также по 3 
сенсора на каждое колесо ( 1,1 - 0,1 = j , = i , snr j i, ). Подробнее датчики описаны в [17]. 
В качестве мотива выбран мотив самосохранения робота, который основан на  1 snt : 
если  сработал  датчик,  то  есть  угроза  столкновения.  В  случае  столкновения  робота  с 
препятствием, обучение избеганию будет происходить в два этапа: формирование знания о 
столкновении и собственно обучение избеганию. В случае обучения сложному поведению 
эти этапы будут повторяться. 
Обучение было выполнено по следующей схеме. Робот движется по прямой к стенке со 
средней  скоростью.  При  столкновении  со  стенкой  возрастает  активность  мотива 
самосохранения.  Ситуация  соответствует  прототипу  первоначально  созданного  элемента 
1 CЭ , выдаёт управление в соответствии с прототипом реакции — робот останавливается и 
отъезжает  от  стенки.  До  обучения  траектория  движения  робота  показана  на  рис. 7.а  и 
представляет собой горизонтальную линию. Вертикальной линией показана стена. 
В  момент  активизации  мотива  самосохранения  происходит  обучение  упреждающей 
ситуации — формируется прототип нового элемента  2 CЭ , описывающий малое расстояние 
до препятствия и движение вперёд. В процессе компьютерного эксперимента на основании 
нескольких столкновений данный прототип закрепляется и начинает активизировать как 
мотив самосохранения, так и состояние  2 CЭ . Поскольку связи с управлениями в  2 CЭ  на European Researcher, 2013, Vol.(58), № 9-1 
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этот момент ещё не сформировались (нет прототипа управления) активное состояние  2 CЭ  
случайным  образом  формирует  активность  какого-то  управления,  которое  и  реализуется. 
Это  продолжается  до  тех  пор,  пока  не  появится  случай,  когда  выработается  управление 
поворот  вправо,  что  при  приближении  робота  к  стене,  позволит  избежать  столкновения, 
траектория показана на рис. 7.б. Мотив при этом деактивизируется, поскольку изменится 
ситуация,  соответствующая  прототипу  ситуации  в  2 CЭ .  Падение  активности  мотива  M  
соответствует  подкреплению.  В  этом  случае  происходит  закрепление  второго  прототипа 
2 CЭ :  формируется  прототип  реакции.  На  рис.  7.в  показана  траектория,  выработанная 
вновь сформированным ситуационным элементом после многократного научения. 
     
  а  б  в 
 
Рис. 7. Поведение робота при столкновении со стенкой: до обучения (а), эталонная реакция 
(б) и после обучения (в) 
 
На  следующем  этапе  аналогичным  методом  формируется  третий  ситуационный 
элемент  3 CЭ  агента, для случая, когда робот движется с высокой скоростью и не успевает 
повернуть. Данная ситуация представлена на рисунке 8.а. 
   
а         б 
Рис. 8. Траектория движения при высокой начальной скорости 
 
Обучение в данном случае было проведено аналогично ранее описанному, только на 
других сенсорах. 
Заключение. Рассмотренный механизм обучения в КЦМСУ, основанный на теориях 
научения, исследованным в когнитивной психологии, формализован путём описания в виде 
нечётких конструкций таких когнитивных понятий как прототип ситуации и реакции, мотив 
и контекстная связь. Машинное обучение сведено к формированию в оперативном режиме 
новых структур в базе знаний (прототипной памяти) по методу, заимствованному из теорий 
научения когнитивных психологов и физиологов Э. Торндайка, Б. Скиннера, И. Павлова. 
Показано,  что  формализация  указанного  механизма  научения  возможна  на  базе 
специализированной  модели  ситуационного  управления  —  контекстно-цепочной 
мотивированной ситуационной системы управления. Новая модель и подход ситуационного 
управления  с  оперативным  машинным  обучением  проверены  на  серии  экспериментов  с 
реальным робототехническим комплексом. При дальнейшем функционировании системы 
может также происходить обучение, влияние которого отражается не на структуре системы, 
а  на  значении  прототипов  существующих  элементов  и  контекстных  связей  между 
ситуационными элементами. 
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Аннотация.  Рассматривается  задача  машинного  обучения  в  системах  контекстно-
цепочного мотивированного ситуационного управления поведением сложного технического 
комплекса. Рассмотрены концептуальная и формальная модели ситуационного управления 
с  оперативным  обучением.  Приобретение  знаний  о  новом  поведении  представлено 
структурными  изменениями  в  памяти  системы  в  виде  множества  ситуационных  агентов. 
Модель  и  метод  машинного  обучения  представляют  формализацию  на  базе  нечётких 
конструкций теорий научения физиологов и когнитивных психологов. 
Формальная  модель  обучения  описывает  формирование  прототипов  ситуации  и 
реакции  и  зависимость  от  различных  параметров,  влияющих  на  обучение,  таких  как 
величина  подкрепления,  время  между  стимулом,  действием  и  подкреплением.  Даётся 
формализация  контекстной  связи  между  ситуационными  элементами  при  её 
использовании. 
Приведены  примеры  и  результаты  компьютерных  экспериментов  обучения  робота 
типа  «LEGO  MINDSTORMS  NXT»,  оснащённого  сенсорами:  ультразвуковой  расстояния, 
соприкосновения, освещённости. 
Ключевые  слова:  ситуационное  управление;  машинное  обучение;  обучение  с 
подкреплением; когнитивная психология; физиология; контекст; мотив. 