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ABSTRACT

Author: Yelin, Boris. PhD
Institution: Purdue University
Degree Received: May 2018
Title: Lexical Access and Cross-linguistic Influence in Trilingual Language Switching
Major Professor: Lori Czerwionka
Recent psycholinguistic research has explored language switching in bilingual
populations to understand how language is stored in the mind. Whereas the bilingual analysis has
been useful, multilingual switching may provide more nuanced details about how the
multilingual lexicon (vocabulary) is cognitively organized and how languages interact during
speech. This dissertation examines the structure of the multilingual lexicon in two ways: (1)
reaction time and carrier phrase duration measures are examined to provide evidence of trilingual
lexical access when language switching in connected speech; (2) cross-linguistic influence in
trilingual production is examined as evidence of the organization of the lexicon. The independent
variable is language dominance. This dissertation is the first known study in which the L1, L2,
and L3 are purposely varied for participants, which allows for generalizable results regardless of
a specific language combination. It is also the first study to use a task that combines sentence
reading in conjunction with cued picture naming, where the picture represented the object of the
sentence to be produced. There were eleven sets of language triads (e.g. English, Russian,
Spanish or English, French, Portuguese); within a triad, eight easily identified words with
comparable mean frequencies in each language were chosen as object stimuli. Each stimulus
contained a written carrier phrase in one of the participant’s three languages. The carrier phrase
language was randomly selected, and it was followed by an object represented by a picture,
which was to be named in the target language of the session (L1, L2, or L3). Stimuli were
presented in conditions; a condition was a set of trials in which the target language of the
language switch was always the same. Conditions were counterbalanced, with respect to order of
acquisition, so that an equal number (n = 7) of the total participants (N = 42) followed each of
the six potential orderings, e.g. L2, L3, L1 or L1, L3, L2, which was repeated for the total of nine
conditions. In each condition, thirty-six stimuli were presented. All forty-two participants also
completed a language profile questionnaire in order to gauge language dominance. Results from
three mixed models (two for each of the reaction time analyses and one for the carrier phrase
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duration analysis), examining the main effects, support prior studies of lexical access
investigating switch costs in which switching into a more dominant language exhibits a slower
reaction time. Additionally, the results provide complementary approaches where latencies may
be attributed to the predictability of a language switch. The cross-linguistic influence results
partially corroborate past research in which more dominant languages were more easily
suppressed, but do not strongly support the claim that more dominant languages cause less crosslinguistic influence. Rather data show that the L2 is both the most influential and most affected
language, which supports the L2 Status Factor Model which states that the L2 has an
intermediary position between one’s native language and other languages. Considered together, a
more nuanced picture of the multilingual lexicon appears in which forces of inhibition and
activation exist in an interplay to moderate lexical selection.
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CHAPTER 1: INTRODUCTION

The field of multilingualism has emerged fairly recently as a separate research area in
linguistics; it was previously subsumed as part of bilingualism to the extent that early researchers
labeled speakers of two or more languages as ‘bilinguals’ (Szubko-Sitarek, 2015). However,
multilingualism studies are not merely an extension of bilingualism research, since multilinguals,
defined as individuals who speak three or more languages, have additional resources that are not
available to a bilingual because they have already learned one non-native language1 (De Angelis
& Selinker, 2001), and they often have previous explicit linguistic knowledge to facilitate
language learning (Szubko-Sitarek, 2015). Multilingual studies have spanned a broad range of
topics including multiple language acquisition (see Aronin & Hufeisen, 2009), multilingual
pedagogy (see Otwinowska & De Angelis, 2014), the sociolinguistics of multilinguals (Braun &
Cline, 2010), neurolinguistic aspects of multilingualism (e.g. Vingerhoets et al., 2003), the
multilingual lexicon (e.g. De Bot, 2004; Dijkstra, 2003; Szubko-Sitarek, 2015), and many others
(see Franceschini, 2009 for an overview).
Studying multilinguals is essential given that some researchers contend that monolinguals
do not exist since every person has command over different styles and registers, which in turn
would suggest that the language system is inherently multilingual (Cook 2002; 2003; De Bot &
Jaensch, 2015). Moreover, since any person has the potential to become multilingual, any model
of speech production should address at least bilingualism (De Bot, 1992) and, ideally,

1

This does not preclude cases of simultaneous multilingualism in which a person grows up speaking two or
more languages. In either case, the person would have a wider metalinguistic repertoire by having to command more
than one language.
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multilingualism (Williams & Hammarberg, 1998). Such a model must explain the interaction
between three or more languages in the multilingual mind.
With respect to the multilingual mind, as multilinguals learn a third language (L3), they
often have the advantage of a heightened metalinguistic awareness due to their second language
(L2) learning (Cenoz, 2003). In fact, differences in the performances of multilinguals compared
to bi- or monolinguals have been attributed to heightened metalinguistic awareness (e.g. Aronin
& Hufeisen, 2009; Herdina & Jessner, 2002) and an increased ability to analyze and use
language in a more controlled manner (Bialystok, 1991; 2001).
Multilinguals encompass those who have either learned languages naturally (e.g. a Swiss
individual who grows up speaking German, French, and English) or as foreign languages, which
is increasingly common (Aronin & Hufeisen, 2009). Furthermore, multilinguals are neither
several monolinguals in one (see Cook, 1999; Grosjean, 1992) nor a bilingual with an additional
separate language, but rather a separate classification of language user (Aronin & Hufeisen,
2009; De Angelis & Selinker, 2001).
Considering that multilinguals are a specific type of language user, this study explores the
multilingual lexicon through lexical access and cross-linguistic influence in trilingual connected
speech with varying language combinations. Lexical access is the process by which speakers
choose words to speak; cross-linguistic influence is the effect that one language has on another,
though in this study it refers to error production. Prior lexical access studies have informed
researchers about unequal access to languages based on dominance in language switching
experiments, where language switching has referred to speakers’ switching from one language to
another, disconnected from the context of a larger discourse within an experimental task (e.g.
Festman, 2008; Meuter & Allport, 1999; Olson, 2012; 2015). Many of the lexical access studies
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have focused on bilinguals (e.g. Christoffels, Firk, & Schiller, 2007; Gollan, Montoya, FennemaNotestine, & Morris, 2005; Guo, Liu, Misra, & Kroll, 2011; Misra, Guo, Bobb, & Kroll, 2012)
with few addressing multilinguals. In contrast, cross-linguistic influence studies, which are
concerned with how one language intervenes when producing another, while including
trilinguals, have not analyzed cases of cross-linguistic influence jointly with data from lexical
access studies, apart from ad-hoc analyses. Therefore, the current examination presents a joint
analysis of lexical access and cross-linguistic influence, considering language switching in
connected speech, to allow for a more complete understanding of what happens in lexical
selection or incorrect lexical selection.
The methodology in this study is based on past cued picture naming tasks (e.g. Festman,
2008; Guo et al., 2011; Kroll & Stewart, 1994; Misra et al., 2012), but modified into a trilingual
cued picture-naming task. The task is also unique in that the picture naming occurs within
connected speech, and the data include eight different types of multilinguals in terms of their
languages spoken. As far as language combinations in prior bilingualism literature, the majority
of cross-linguistic influence studies have examined Indo-European languages, usually including
at least two Germanic or Romance languages. 2 Furthermore, these studies have only looked at
one or two types of language combinations per study (e.g. Spanish, English, and Portuguese),
which restricts the generalizability of the results (see Bardel & Falk, 2007). Researchers are
constantly calling for more and varied language combinations (e.g. De Bot, 2004; Ecke, 2015;
Falk & Bardel, 2010; Rothman & Halloran, 2013). Thus, this study includes more languages in
order to assess lexical access and cross-linguistic influence findings irrespective of specific

There are some notable exceptions, such as Wei’s (2006) study, which included L1 Chinese, L2 English,
L3 German speakers and L1 Japanese, L2 English, and L3 Chinese speakers, Fouser’s (2001) study, which consisted
of two L1 English /L2 Japanese / L3 Korean learners, or Philipp, Gade, & Koch’s (2007) study, which included L1
German, L2 English, and variable L3 languages.
2
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language interactions (e.g. language similarity). Analyses include quantitative analyses of
reaction time (the amount of time between a stimulus and the production of speech) and duration
(the amount of time it takes to produce a given part of an utterance) when accessing the L1, L2,
and L3, along with quantitative analyses of the cases of cross-linguistic influence which include
phonetic and grammatical errors that occur in the L1, L2, and L3—errors that are influenced by a
non-target language. Analyses also include the impact of language dominance and language
mode (monolingual or bilingual) as independent variables. Dominance in this study is
categorized in the following way: L1 – the most dominant language, L2 – the less dominant
language, and L3 – the least dominant language. Language mode in this study is the extent to
which a speaker’s language(s) are activated.
The findings presented in this dissertation related to lexical access support that switching
language incurs a significant cost that remaining in one language does not. Furthermore, the
findings support past results regarding dominance when making comparisons among the trials
where a language switch was necessary. Additionally, in this study, two complementary analyses
were conducted that examined language switching based on predictability; results were analyzed
as to whether a language switch was predictable or unpredictable, i.e whether the switch was
expected by the speaker. As to the cross-linguistic influence factors, findings support the L2 as
the most likely language to produce as well as be susceptible to cross-linguistic influence, which
does not align with past research that claims that more dominant languages are less susceptible to
cross-linguistic influence. The results regarding lexical access and cross-linguistic influence
facilitated a more complete perspective that connects ideas of inhibition and cross-linguistic
influence, concerning the exact conditions and mechanisms at work when selecting a language.
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1.1 Dissertation Outline
The overarching goal of this dissertation is to bridge theoretical perspectives from lexical
access research and L3 studies on cross-linguistic influence and provide empirical evidence
related to lexical access and cross-linguistic influence in order to create a more holistic view of
how the multilingual lexicon functions. To do so, Chapter Two will present relevant previous
research, starting broadly with multilingualism and quickly narrowing to the two main topics of
this study: lexical access and cross-linguistic influence. Competing theories of lexical
access/organization along with resulting implications will be discussed, including the relevant
models that emerge from these theories, such as the Inhibitory Control Model and the L2 Status
Factor Model. Also, specific variables that have been shown to affect multilingual performance
will be addressed (e.g. language dominance, acquisition order). As to cross-linguistic influence,
the factors that affect cross-linguistic influence will be outlined as well as the models that have
resulted from the interplay of these factors. The chapter ends with the goal of this study, which
grows out of past research efforts.
Chapter Three presents the methodology, commenting on the trilingual participant
profiles, experimental task, and means of analysis. The experimental task, a trilingual modified
cued picture-naming task that was conducted with multilingual participants is described in detail
in this chapter. The approach to analysis of response times, duration of the carrier phrase, and
cases of cross-linguistic influence will be defined in this chapter.
In Chapter Four, the descriptive results and the results of statistical analyses are
presented, and the implications of the findings are discussed. As the final chapter, Chapter Five
presents conclusions that the data support, limitations of the study, applications of the study, and
future research directions.
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CHAPTER 2: LITERATURE REVIEW

The literature review addresses the multilingual lexicon (2.1) and cross-linguistic
influence (2.2), and it is separated into several sections: theories of lexical storage (2.1.1), lexical
access and how language switching reveals mechanisms thereof (2.1.2), experimental means to
test lexical access (2.1.3), types of cross-linguistic influence (2.2.1), models of cross-linguistic
influence (2.2.2), and the connection between lexical access and cross-linguistic influence
(2.2.3). The chapter concludes with the current study and research questions in sections 2.3 and
2.4.
2.1 The Multilingual Lexicon
In order to understand multilingual word storage and lexical access, it is vital to
understand the theories and models of lexical storage (2.1.1), the concept of lexical access
(2.1.2), as well as the findings of studies on lexical access that support these theories (2.1.3).
2.1.1 Theories of Lexical Storage
The mental lexicon is the entire collection of words or lexical items in a person’s mind
(Aitchison, 2012). The individual lexical items that make up the lexicon have been theorized to
include semantic and syntactic information (e.g. Levelt, 1989), phonological and morphological
information (e.g, Szubko-Sitarek, 2015), or phonology, grammar, argument structure and
semantics (Bierwisch & Schreuder, 1992). Furthermore, researchers consider whether the
lexicon includes a conceptual level as separate or united with the semantic level (Clark & Clark,
1978; Fay & Cutler, 1977). Past research on the mental lexicon has aimed to understand the
organization of the lexical system and access to it, but much of this research has focused on
monolinguals (Singleton, 1999).
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When considering bilinguals and multilinguals, questions remain about the organization
of their mental lexicon. As far as bilingual lexical storage, Kroll & Stewart (1994) described two
existing competing theories with respect to the bilingual lexicon: the one-store hypothesis or the
two-store hypothesis, both of which are supported through real-world examples (see Kroll &
Tokowicz, 2005). The one-store hypothesis supports the idea that lexical systems for different
languages are associated with one another. The one-store hypothesis claims that concepts are
directly connected to the semantics of the different languages; semantic priming studies have
found that a word in one language can prime a completely different word in another language
due to shared meaning (e.g. Keatley, Spinks, & Gelder, 1994). Stroop tasks, which present color
words on a screen and prompt participants to say the color of the letters on the screen all while
presenting color words (e.g. ‘red’) that are both non-switch (same color text as word) and switch
(different color text than word) cases, provided more evidence that concepts, such as colors, are
directly connected to semantics, such as the color names. Early work on the bilingual lexicon
found that color words from one language, language A, were produced when the task required
language B (e.g. Tzelgov, Henik, & Leiser, 1990). Researchers like Preston and Lambert (1969),
Chen and Ho (1986), and Smith and Kirsner (1982) took this evidence to point toward the
existence of one bilingual lexicon in which all lexical items are stored. Also, supporting the onestore hypothesis, Grainger and Dijkstra (1992) found that bilinguals were faster at lexical
decision tasks (i.e. tasks in which participants decide whether a word shown to them is a real
word) than language decision tasks (where participants decide to which language a word shown
to them belongs). This supports the idea of a single lexicon since the words were not as quickly
classified by language. In this same study, they found that when provided with language primes
from the same language, participants were able to decide faster whether a target lexical item was

8
an actual word, which they claimed was evidence for activation of the priming language. This
additional finding suggests that words in a certain language activate other words in that
language, i.e. there is still some language-related connections between lexical items.
The two-store hypothesis (or independent storage) supports a system in which each
lexical system for a different language has an independent representation. The two-store
hypothesis claims that the languages are separate and that lexical access is data-driven with word
association and comprehension task research providing support for separation. Experimental
evidence for the two-store hypothesis, i.e. a partitioned lexicon, includes bilingual lexical
decision tasks, where a slower rate of recognition in a bilingual task suggests that more time is
needed to switch back and forth between two lexicons compared to a monolingual task using
only one lexicon (Grainger & Beauvillain, 1987; Soares & Grosjean, 1984).3 The difference
between the response delays (or response time latencies) in a multilingual task versus a
monolinugual, i.e. when switching between languages, has been termed a switch cost, and it is
found in production studies (e.g. Costa & Santesteban, 2004; Costa, Santesteban, & Ivanova,
2006; Gollan & Ferreira, 2009; MacNamara, Krauthammer, & Bolgar, 1968; Linck, Schwieter,
& Sunderman, 2012, Meuter & Allport, 1999, Olson, 2013; 2015) as well as non-production
studies (e.g. Beauvillain & Grainger, 1987; Grainger & Beauvillain, 1987; Olson, 2017; Thomas
& Allport, 2000; Von Studnitz & Green, 2002).
This dichotomy between the one-store and two-store hypotheses contributed to the
creation of distinct models of bilingual lexical organization. Two early, influential models were
the Word Association Model and the Concept Mediation Model (Potter, 1979; Potter, So, Von
Eckardt, & Feldman, 1984). In the word association model, non-L1 lexical items are associated

3

Szubko-Sitarek (2015) provides an excellent overview of the one-store and two-store hypothesis in terms
of multilingual processing.
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with L1 lexical items and then connected to the concept; evidence for this model would be a
longer reaction time for processing non-L1 lexical items. Related to the two-store hypothesis, the
concept mediation model proposed that lexical items in a speaker’s languages are directly
mapped to concepts.
The differences between the word association model and the concept mediation model
were reconciled by Kroll & Stewart (1994) with a three-store hypothesis, claiming that the
linguistic systems of a bilingual’s two languages are interconnected due to shared concepts. The
three-store hypothesis necessitated the creation of a new model, the Revised Hierarchical Model
(Kroll & Stewart, 1994). In this model, there are separate lexicons for each language, which are
independent or dependent depending on the level of representation; this model represents the L1
lexicon as being larger and the L2 as having weaker connections to the L1 than the L1 to the L2.
The L2 lexicon is represented as having weaker bidirectional access to the conceptual system.
The model was created based on experimental evidence that supported different word selection
strategies based on bilingual proficiency, namely that low-proficiency bilingualism corresponds
to word association, e.g. thinking of the word in your L1 and then connecting to the L2
equivalent, while higher proficiency shifts to concept mediation, e.g. linking from the concept of
a word directly to its lexical item in any high-proficiency language Kroll & Curley, 1988; (Kroll
& Dussias, 2004;). Some learners state they must imagine a word in their L1 before producing it
in their L2 but with time can produce the L2 word by thinking of the concept. The Revised
Hierarchical Model also bears resemblance to one of Obler and Gjerlow’s (1999) proposed
models in which languages have access to one another within a single store as well as having
access to the conceptual store. Even if words are stored according to language in separate zones
of the memory and concepts are all stored in a zone accessible by both languages, there can still
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be variance in access, and some researchers find support for asymmetrical memory and
consequently asymmetrical access in translation studies, where “translation is conceptually
mediated from L1 to L2 but lexically mediated from L2 to L1” (Sholl, Sankaranarayanan, &
Kroll, 1995).
Support for the two-store hypothesis versus the one-store hypothesis is also divided in the
field of neurolinguistics. Aphasia studies suggest that languages are generally stored
independently in the brain. The evidence for this separation stems from people who suffer brain
damage and experience impairment of one language without an effect on the other as well as
those who recover one language but not another. The following quote states this camp’s position
clearly:
The fact that it is possible to find loss of one language, but not the other, different
patterns of impairment in the two languages, differential rates of recovery in the two
languages, and even regression in the recovery of one language concurrent with
continued recovery of the second all argue for separate representation of the two
languages,” (Chapnik Smith, 1997, p. 149).
Alternatively, there are some studies on neuroimaging (e.g. Franceschini, Zappatore, & Nitsch,
2003) that report that lexical and semantic representations are all processed by the same areas of
the cortex. Also, as is common in other fields, mixed storage views have been proposed to
reconcile these differences. For instance, Paradis (2004; 2007) in his Subset Hypothesis proposed
that there is one language system composed of subsystems for each language. And while the
lexicons of the languages are separated, there is common conceptual storage to which both
lexicons have access (Paradis, 1997). In another study, Tzelgov, Henik, and Leiser (1990)
observed that lexical control develops with proficiency, which would imply a linguistic system
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that is dynamic. In fact, Jessner’s (2008) Dynamic Model of Multilingualism, beyond claiming
that a multilingual’s linguistic system changes over time, also claims that the multilingual’s
linguistic system is not simply an agglomeration of distinct linguistic systems (Herdina &
Jessner, 2002). Considering the aforementioned psycholinguistic and neurolinguistics theories, at
the very least, it is strongly evidenced that there is one overarching linguistic system, and that the
languages contained therein, though separate from each other and the conceptual system, are
nevertheless linked.
2.1.2 Lexical Access
Before delving into the relevant aspects of lexical access, it is important to note two terms
that are used widely: activation and inhibition. Some researchers prefer to discuss access in terms
of lowering or raising levels of activation of a specific language or linguistic aspect (e.g.
Grosjean, 2001). Other researchers prefer to speak of inhibition, which in general is the
suppression of some aspect of language to produce another aspect of language (e.g. Green,
1998). There has also been research that admits to the likelihood of these two processes both
affecting the linguistic system (e.g. Dewaele, 2001). This study treats activation as a general
state, while inhibition is a mechanism that is applied to alter the level of activation. In discussing
past research, the preferred terms of those researchers and studies will be used.
Lexical access, in the multilingual context of this study, refers to the ways in which
multilinguals select a specific word or words from a specific language. The question of lexical
access is different from storage, since the existence of a single store does not necessarily answer
how words are chosen. In research regarding lexical access, there is a dichotomy between
selective and non-selective access to the lexicon. Selective access is where the mind searches
through languages serially, i.e. one by one, in a language-specific fashion. Non-selective access
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is where the mind searches all languages simultaneously in a non-language specific manner (De
Bot, 2004; Djikstra & Van Heuven, 2002). More specifically, in non-selective access the mind
activates all lexical items pertinent to an idea simultaneously (Van Heuven, Schriefers, Dijkstra,
& Hagoort, 2008).4 Proponents of selective access were more prevalent in the past and claimed
that bilinguals had two linguistic systems that worked independently of each other, similar to the
idea above of the two-store hypothesis (e.g. Macnamara & Kushnir, 1971; see Albert & Obler,
1978 for more studies supporting these ideas). For instance, Macnamara & Kushnir (1971) cited
evidence where bilinguals required more time to read a passage in two languages rather than one
language, which suggested that they have to switch from one lexicon to another. Many
contemporary researchers (e.g. De Bot, 2004; Djikstra, 2003) support non-selective access
because of the prevailing body of research in favor (e.g. Caramazza & Brones, 1979; De Groot,
2013; De Groot, Delmaar, & Lupker, 2000; Djikstra & Van Heuven, 2002; Grainger & Dijkstra,
1992; Kroll & Dijkstra, 2002; Kroll & Dussias, 2004; Paulmann, Elston-Güttler, Gunter, & Kotz,
2006). Support ranges from naming studies, which observe the ease of speech production in
more than one language (e.g. Dijkstra 2005), to eye-tracking and brain-imaging studies, which
observe how two lexicons compete for cognitive attention, (e.g. Bartolotti & Marian, 2012;
Marian and Spivey, 2003) to phonological studies, which have found longer delays when
uttering a word that is similar to words in a non-target language (e.g. Jared & Kroll, 2001).
Directly stemming from the consequences of selective/non-selective access emerges the
dichotomy between explaining the differences as signs of inhibition (Green, 1986, 1998; Kroll et
al., 2008; Meuter & Allport,1999) or different levels of language-specific activation (Costa,
2006; Djikstra, 2003; Van Heuven, Dijkstra, & Grainger, 1998). For example, Grainger and

4

This claim was made for bilinguals but could easily be extended to multilinguals.
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Dijkstra (1992) found that bilinguals could recognize whether a set of letters formed a word
faster than they could decide to which language a word belonged; this finding indicated that all
words are activated first before accounting for a specific language. Also, Burton (2013) provided
evidence that cognates are more difficult to inhibit than non-cognates in a certain language
because they elevate the chance of choosing the non-target language’s lexeme (word) to explain
the lemma (concept).5 This difficulty of inhibition would lend support to the idea of shared
lexical access. Moreover, the Parasitic Model claims that new words latch onto preexisting
similar words, especially cognates, providing additional evidence that lexicons are connected
(Hall, 2002; Hall et al., 2009).
Though there is overwhelming support for non-selective access, Szubko-Sitarek (2015)
notes that many experiments have analyzed patterns of lexical access with no regard to context
and supports De Groot (2013) in her call for more experiments in context to see if the same
patterns result. And though there have been some studies (e.g. Hartsuiker, Pickering, &
Veltkamp, 2004) that have shown that processing of lexical items is affected by semantic and
syntactic constraints, there are none that have created linguistic contexts that are not semantically
constrained, i.e. where the contexts make a certain lexical choice more or less logical.
This context should not be confused with language context, a concept first coined by
Olson (2012) to refer to “the quantity of each language present in a given discourse or
experimental paradigm” (p. 26). Language context is based on the concept of language mode,
first coined by Soares & Grosjean (1984) for bilinguals, but later expanded to multilinguals (e.g.
Dewaele, 2001), defined as “the state of activation of the bilingual’s languages and language

5

Some L2 neurological data do not show significant differences between cognate and non-cognate
recognition (Christoffels, Firk, & Schiller, 2007).
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processing mechanisms at a given point in time,” taking into account both linguistic and
extralinguistic variables, such as interlocutor (Grosjean, 2008, p. 39). Language context has been
used to operationalize language mode in order to control as much as possible the effect of other
linguistic and extralinguistic variables. As far as empirical methods, language mode/context has
been manipulated in order to observe switch costs in both code-switching and language
switching experiments. This study intends to address the minimal empirical data related to the
impact of context on lexical access by examining utterances within connected speech without
constraining lexical access by syntactic or semantic relationships, while providing clear language
context.
In order to understand the models of lexical access relevant to this study it is necessary to
define the framework behind the models, all of which assume non-selective access. First, the
models are parallel, representing a direct method of simultaneously searching through all related
words for a target word in one’s mind (Garmin, 1990). Secondly, the models are connectionist;
they view all activated lexical items as searched simultaneously during lexical selection
(McClelland & Rumelhart, 1981). The models are also localist models. Localist models center
around word recognition and view the linguistic system as more static, contrary to distributed
models, which view the linguistic system as dynamic and accounting for change in language
dominance.6 The underpinning ideas of these models are not diametrically opposed, but rather
represent complementary analyses (Van Hueven & Dijkstra, 2010). However, since this study
concerns the effect of a speaker’s current language dominance rather than the strengthening or

6
Studies vary as to whether they use the term ‘proficiency’ or ‘dominance’ when referring to a speaker’s
language level. These terms are not the same. Proficiency is the level of competence in a language, usually measured
by a test or through a questionnaire that collects data on more formal aspects of language learning. Dominance is a
more holistic measure necessarily comparing one or more lanuages to another, usually measured by collecting data
on overall language use, which often includes gathering self-assessment data of proficiency. However, when
referencing particular studies or models, I will use the construct used in that study.
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weakening of languages over time, only localist models will be considered. The focus will now
shift to lexical access within each model.
The primary theoretical model for this study is Green’s (1998) Inhibitory Control Model
(ICM) shown in Figure 1.

Figure 1 The ICM (Szubko Sitarek’s (2015) adaptation of Green, 1988)
The Inhibitory Control model developed from research that tested processing with respect to
lexicality and semantics; the research found that processing the lexical nature of a word leads to
faster processing speeds compared to processing its semantic nature (Besner, Smith, &
MacLeod, 1990).7 The Inhibitory Control Model states that the dominant language’s lexical
items must be inhibited to produce the analogous lexical items in a less dominant language,
positing that lemmas both represent a concept and are tagged as either belonging to an L1 or L2.
This concept of tagging was expanded to include L3 tags, L4 tags, and beyond in the case of
multilingualism (Dewaele, 2001; Wei, 2006). The inhibition process is applied by suppressing
lexical items that are tagged as a non-target language, since non-target languages are activated in

7

However, contrary evidence does exist, showing that there is no significant difference in processing (e.g.
Barron & Henderson, 1977).
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situations in which one language is produced (Green, 1998). The phenomenon of inhibition has
even been corroborated via neuroimaging that has found numerous areas of the brain devoted to
suppressing one language in order to produce another (Guo et al., 2011). It follows that more
inhibition is necessary for dominant languages, since concepts activate lexical items in a
dominant language with greater automaticity (e.g. seeing a picture of a dog activates the lexical
item in your most dominant language faster).
This inhibition consequently involves switch costs when having to switch back into the
dominant language since greater inhibition is applied to the dominant language, which now must
be activated to a higher level. Early code-switching research controlled for language dominance
in order to eliminate it as a confounding variable (Soares & Grosjean, 1984). However, for
language switching research, language dominance was included as a variable and was found to
influence switch costs. For instance, Costa & Sanesteban (2004) found that when multilinguals
switch between languages in which they have an equally high proficiency in a lexical task, these
switches exhibit a symmetrical switch cost. Conversely, multilinguals who switch between
languages with distinct levels of dominance exhibit an asymmetrical switch cost, i.e. there is a
longer response time when switching from a less dominant to a more dominant language (Meuter
& Alport, 1999; Olson, 2012). Even if multilinguals switch between an L2 and L3 that exhibit an
equally low level of dominance, those speakers may still exhibit asymmetrical switch costs, i.e.
switching into the L3 will still be slightly faster (Costa, Santesteban, & Ivanova, 2006).
Switch costs also may not always be so static. Evidence has been found that inhibition
effects seem to work in a gradient fashion with a less proficient/dominant language requiring less
inhibition in a more balanced bilingual context (Olson, 2015; Costa & Sanesteban, 2004). More
specifically, Paradis (1997) proposed that an activation threshold lowers or rises depending on
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the frequency of the activation of a given language or lexical item as well as resultant inhibition.
Thus, activation can be attained only when the threshold is reached. In a trilingual or
multilingual context, this would lead to the greatest amount of inhibition applied to the most
dominant language and proportionally less inhibition applied to other languages in order of
decreasing dominance. More support for differentiated levels of inhibition based on dominance
stems from negative evidence where there is no significant switch cost for bilinguals who have
high proficiency in both languages (Chrisoffels, Firk, & Schiller, 2007; Costa & Santesteban,
2004; Costa, Santesteban, & Ivanova, 2006).
Additionally, research has shown that voluntary (or planned) switches exhibit a more
minor switch cost than cued (or unplanned) switches (e.g. Dalrymple-Alford, 1985; Gollan &
Ferreira, 2009). Furthermore, increased probability of a particular switch reduces switch costs in
general task switching (e.g. Bonnin, Gaonac'h, & Bouquet, 2011) as well as task switching in a
monolingual language context (Dijkstra, De Bruijn, Schriefers, & Ten Brinke, 2000; Dijkstra,
Van Jaarsveld, & Ten Brinke, 1998). This evidence for reduced switch costs includes a lack of
significant difference in production in a bilingual language context where two languages are
equally as likely to be cued in comparison to production in a monolingual context in which the
one language is predominantly cued (e.g. Olson, 2013). This lack of significant difference has
also been found in production and perception studies, where switch costs diminish in cases of a
more balanced language context (e.g. Olson, 2016; 2017). Explicit indication of predictability
has also been shown to reduce switch costs in tasks with high frequency switching (Dreisbach &
Haider, 2006). The construct of predictability has often been operationalized as a methodological
feature, such as in naming studies when speakers can either expect to have an equal number of
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cues in both languages in the course of a block of trials (a mixed task) or a preponderance of one
language (a single task) (e.g. Bonnin, Gaonac'h, & Bouquet, 2011).
Separate from the theory of inhibition, some researchers argue for different levels of
language-specific activation (Finkbeiner, Almeida, Janssen, & Caramazza, 2006a; Finkbeiner,
Gollan, & Caramazza, 2006b). For instance, Grosjean (2008) proposed that another language
available to a bilingual speaker is simply deactivated when not used rather than inhibited. In
either case, the delay experienced when switching into a more dominant language may be due to
a post-selection stage where the speaker must engage in ‘response blocking’ of non-relevant, i.e.
non-target language, lexical items. For instance, Kroll & Stewart (1994) found that category
interference exists when naming pictures that are related semantically, but not when picture
naming alternates with word naming, which addressed from this blocking point of view suggests
that concepts are activated separately from the lexical items. Therefore, when observing an
object and accessing a concept, the lexical item candidates are all activated, and then only the
target is finally chosen. Also, Kroll & Stewart (1994) found that higher conceptual activity and
translating from the L1 to the L2 produced the greatest amount of interference, presumably
because the L1 is also activated and must then be inhibited. Since inhibition and activation can
be considered complementary ideas, some researchers do not make a great distinction between
inhibition versus activation, and they assert that activating a certain lexical item in one language
inhibits the other possible candidates (e.g. Burton, 2013). In the end, the discrepancy between
inhibition and activation may be attributed to a difference of perspective as noted in the
introduction in which activation is a general state, while inhibition is a mechanism applied to
alter a state.
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Beyond a more basic model of control, De Groot and Christoffels (2006) presented two
types of inhibition: local control and global control. The former involves the mind inhibiting
specific parts of a language system, such as the lexicon, while the latter involves suppressing the
entire language system. Costa, Santesteban, and Ivanova, (2006) suggested that multilinguals
switching between highly proficient languages in a lexical task use a language-specific selection
process (similar to global control), while those switching between languages where one exhibits
low proficiency use an inhibitory process (similar to local control.)
The ideas and findings noted in this section have led to several models, many of which
are primarily focused on bilinguals. The most known model that focuses on activation is the
Bilingual Interactive Activation model (Van Heuven, Dijkstra, & Grainger, 1998 in Djikstra,
2003) or the BIA model. The BIA model posits that frequent words are recognized more quickly
and that words encountered recently also have a higher level of activation.8 The BIA model
consists of four levels of representation: feature (i.e. the visual/orthographic aspect), letter, word,
and language; these levels are a sequential representation of the interaction between visual input
of orthographic representation and correspondent words from the lexicons.
A follow-up model, the semantic, orthographic, and phonological interactive activation
model (SOPHIA), included semantic and phonological representation (Van Heuven & Dijkstra,
2001). In this model, orthographic and phonological representation could either activate or
inhibit each other at different levels of representation (i.e. word, syllable, cluster, phoneme)
depending on the orthographic/phonotactic cues. A key difference with the SOPHIA model was
that it focused on language-triggered activation rather than language-triggered inhibitory effects,
where one can again see the discrepancy between activation and inhibition. Another model, the

8

This model was itself based on the Interactive Activation (IA) Model (McClelland & Rumelhart, 1981),
which claimed frequency as a main component for word recognition in monolinguals.
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BIA+ model (Dijkstra & Van Heuven, 2002), addressed the gap of cognitive attention to task
type with a two-part system: the SOPHIA model and a new addition to address tasks. The model
involved a serial process in which words are first identified and then processed according to the
task at hand; thus, the context was suggested to affect the word identification process.
These previous models were further developed to account for multilinguals. For instance,
Dijkstra (2003) added to the BIA Model with the Multilingual Interactive Activation Model
(MIA Model). The MIA posits one combined lexicon for three languages (though by extension it
can apply to an endless number of languages), and claimed that words in different lexicons do
not merely interact with their neighbors, i.e. “words that differ from a target word at only one
letter position” (Dijkstra, 2003, p. 12), but rather with all other similar words, inhibiting them.
Thus, by increasing the number of languages in the lexicon, the number of additional lexical
items may delay lexical access, especially with increasing proficiency in additional languages
(Dijkstra, 2003). The extent of a delay also depends on the frequency of the newly acquired
words as well as how related the languages are to the extant languages (Dijkstra, 2003). In all
other respects, the MIA functions as the BIA. No matter the model, there is a high level of
interaction not only among the languages but also among individual phonological/orthographic
aspects.
2.1.3 Testing Lexical Access
Since multilinguals use their languages in many ways depending on the general contexts
(and language contexts) in which they communicate, psycholinguistic studies isolate certain
contexts and variables to examine multilingual production in a controlled, experimental way.
Since bilinguals exist along a continuum that ranges from strong activation of one of their two
languages to a more comparable activation of the two languages, the continuum for multilinguals
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is even more complex; it has even been suggested that multilinguals are incapable of remaining
in a more monolingual mode, where only one language is strongly activated (Dijkstra & Van
Hell, 2003).
Thus, it is important to explore what happens when two or more languages are used when
language switching, which defined here as in other psycholinguistic studies (e.g. Olson, 2012),
refers to a switch from one language to another without a discursive purpose. As such, language
switching is often used when analyzing the cognitive processes underlying language alternation.
When a speaker switches languages for some discursive or pragmatic purpose, the term
commonly used is code-switching. Language switches or code-switches can occur
intersententially (between complete utterances) or intrasententially (within an utterance). Two
common terms used to describe the function of two languages in a switch context are the matrix
language, which establishes the general structure of the utterance, and the embedded language,
which is inserted (Myers-Scotton, 1997).
As far as methods, an increasing number of recent studies investigating naming latencies
in language switching have primarily focused on bilinguals. These studies have often chosen one
of three similar routes: isolated picture naming (e.g. Festman, 2008; Guo et al., 2011; Kroll &
Stewart, 1994; Misra et al., 2012), number naming (e.g. Meuter & Allport, 1999), or isolated
word naming (e.g. Kroll & Stewart, 1994; Macizo, Bajo, & Paolieri, 2012). However, some
studies have used pictures to elicit longer utterances (e.g. Tarlowski, Wodniecka, & Marzecová,
2013) or have incorporated language-switched word naming in the context of a larger written
utterance (e.g. Duyck et al., 2007; Gullifer, Kroll, & Dussias, 2013; Meuter & Allport, 1999). A
common method has been to test stay, or non-switch (no language switching), versus switch
(language switching) conditions to compare reaction times (e.g. Christoffels, Firk, & Schiller,
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2007; Gullifer et al., 2013; Olson, 2015). As to the specific nature of naming studies, they cover
a wide range of phenomena: examining lexical access including minimal pairs (neighborhood
effect) (e.g. Van Heuven, Dijkstra, & Grainger, 1998), cognates (e.g. Dijkstra & Van Heueven,
1998), interlingual homophone/homograph studies (e.g. De Groot, Delmaar, & Lipker, 2000;
Dijkstra & Van Heuven, 1998; Grainger & Beavillian, 1987; Von Studnitz & Green, 2002),
priming (e.g. Paulmann et. al, 2006), repetition studies (e.g. Francis, Corral, Jones, & Sáenz,
2008), eye tracking studies (Altarriba, Kroll, Sholl, & Rayner, 1996), neuroimaging (e.g.
Christoffels, Firk, & Schiller, 2007; Jackson, Swainson, Cunnington, & Jackson, 2001; Misra et
al., 2012), and language production studies (see De Bot, 2004). These experimental methods,
which include language switching by empirical means and comparing switch and stay conditions,
will be utilized in the current study of lexical access to gain insight into costs associated with
language switching in connected speech.
2.2 Cross-linguistic Influence
As a point of departure for linking cross-linguistic influence to lexical access, it is
important to note Singleton’s (1999) assertion that the existence of cross-linguistic influence
should be evidence for shared storage, or at least a high level of interconnectedness.
Furthermore, cross-linguistic influence is both a sign of a generally higher level of activation for
the specific language that produces influence or a failure to inhibit that specific language. An
increased effort of inhibition is especially common when multilinguals are faced with a
cognitively difficult task (Koch, Gade, Schuch, & Philipp, 2010). Thus, reaction time results can
be used in concert with cross-linguistic influence evidence to create a holistic, both qualitative
and quantitative view of the multilingual lexicon. To this end, this section gives a general idea of
cross-linguistic influence and the types of cross-linguistic influence (2.2.1), theoretical models
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that explain cross-linguistic influence (2.2.2), as well as the relations between cross-linguistic
influence and lexical access (2.2.3).
2.2.1 Types of Cross-linguistic Influence
When addressing one language’s effect on another, the term cross-linguistic influence has
become the preferred term to cover a broad range of transfer phenomena from the phonological
to the lexical to the syntactic, with syntactic phenomena receiving the most attention. The
principal advantage of using the term cross-linguistic influence is that “it is theory-neutral,
allowing one to subsume under one heading such phenomena as ‘transfer’, ‘interference’,
‘avoidance’, ‘borrowing’ … thus permitting discussion of the similarities and differences
between these phenomena” (Kellerman & Sharwood Smith, 1986, p. 1). Another advantage is
that it casts aside the negative associations that are sometimes ascribed to the term
‘interlanguage’9 (Sánchez, 2015).
As to types of cross-linguistic influence, in a case study of cross-linguistic influence in
L3 production (defined in terms of order of acquisition), Williams and Hammarberg (1998)
outlined four types of non-adapted cross-linguistic influence, where non-adapted relates to the
lexical level (not phonological or morphological). These four types are: “edit (marking selfrepair, beginning of turntake, etc…), meta (used for asides, to comment on L3 performance or
ask for help), and insert (use of non-L3 items to overcome lexical problems in L3)” and
unintentional switches that were without pragmatic purpose. It is this last type of cross-linguistic
influence that concerns this study. In lexical naming studies, this unintentional cross-linguistic
influence is often omitted from the analysis, though some studies include cross-linguistic

9

Interlanguage in SLA has usually referred to the developing linguistic system while learning another
language. Some claim that interlanguage transfer is only possible when a learner knows at least three languages (De
Angelis & Selinker, 2001).
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influence as part of error analysis. For instance, Olson (2015) found that the errors patterned with
the main response data, showing that language context not only predicts the effort necessary to
inhibit a language but also predicts the likelihood of failure to inhibit a non-target response.
2.2.2 Defining Models of Cross-linguistic Influence
Though exploring cross-linguistic influence in the multilingual context can be largely
attributed to William & Hammarberg’s (1998) case study of one female polyglot’s utterances
while telling picture stories and having spontaneous conversations, cross-linguistic influence was
first defined earlier as the influence of any language a speaker knows on any other language a
speaker knows (Kellerman & Sharwood Smith, 1986). Cross-linguistic influence can be both
intentional and unintentional (Jarvis & Pavlenko, 2008), though in this study, without compelling
contextual reasons and keeping in mind task requirements, all cross-linguistic influence was
unintentional. Cross-linguistic influence can also be multidirectional with the L1 and L2
potentially affecting the L3, the L2 and L3 potentially affecting the L1, etc. (Festman, 2008;
Jarvis & Pavlenko, 2008).
Cross-linguistic influence studies have primarily addressed morphosyntactic transfer (e.g.
Carvalho & Silva, 2006; Leung, 2006; Rothman & Cabrelli Amaro, 2010) and phonological
transfer (e.g. Gut, 2010; Lipińska, 2015; Llama, 2008; Llama, Cardoso, & Collins, 2010;
Wrembel; 2010). Some research has suggested that cross-linguistic influence occurs primarily at
the lexical level, which itself then affects the syntactic and phonological structure (Francis,
2003). Considering the frequency of cross-linguistic influence at the lexical level, exploring
cross-linguistic influence is a vital component of studying the multilingual lexicon.
Cross-linguistic influence research has ranged from comprehension studies (e.g. Aysan,
2012; Hansong & Luna Jing, 2015; Rah, 2010) to production and/or analysis of spontaneous
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speech (e.g. Lindqvist, 2009; Tremblay, 2006). Factors that have been found to affect crosslinguistic influence are L2 status/order of acquisition (e.g Burton, 2013; Falk, Lindqvist, &
Bardel, 2015; Flynn, Foley, & Vinnitskaya, 2004), proficiency (e.g. Burton, 2013),
(psycho)typology10 (e.g. Falk, Lindqvist, & Bardel, 2015; Ó Laoire & Singleton, 2009), and
recency/maintenance (e.g, Falk & Bardel, 2010). These factors have been used to explain the
direction of cross-linguistic influence, e.g. in terms of order of acquisition, whether the L3 is
influenced by the L2 or vice-versa, as well as the types of cross-linguistic influence.
There have also been models developed based on these factors. Two models that are
currently relevant are the L2 Status Factor Model (Bardel & Falk, 2007; Falk & Bardel, 2011)
and the Typological Primacy Model (Rothman, 2015; 2011). The L2 Status Factor Model
proposes that due to the difference in storage of L1 (procedural) versus L2 (declarative), that the
L2 is more accessible with respect to L3 production, since use of the L3 depends more on
declarative knowledge, like the L2. The model also points to the often similar way in which
people learn the L2 and L3, i.e. formal classroom learning. In the Typological Primacy Model,
Rothman (2015) offers the strong claim that the model “predicts that the established linguistic
system with the most detectable/usable structural crossover, at the highest levels of the cue
hierarchy, at the earliest of timing at the very initial stages will be selected for complete transfer”
for the L3 (p. 8). Essentially, this idea means that as soon as the linguistic system detects
similarity in salient structures, it will model the structure of the newer language (in this case the
L3) on the most similar structure from the L1 or L2.

10

Typology, also called language proximity/distance, is the genetic relationship between languages (e.g.
Spanish and French as Romance languages), but it can also refer to the structural similarities (e.g. English and
French as non pro-drop languages). Psychotypology is the perceived linguistic similarity on the part of the learner.
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Though the models of cross-linguistic influence have not been compared to those of
lexical access, this study aims to establish some links given the distinct explanatory nature of the
models. The L2 Status Factor Model and the Typological Primacy Model can complement the
Inhibitory Control model by explaining the underlying factors of lexical access, which on the
surface can only be observed as effects of language dominance. Significantly different switch
costs for any pairing of languages including the L1 versus an L2L3 or L3L2 combination
would support the L2 Status Factor Model, since it claims that the L3 is processed similarly to
the L2.11 In contrast, no difference between language combinations that include the L1 and
combinations of L2L3 or L3L2 would necessitate a deeper look at potential confounding
variables, such as typology, which could support the Typological Primacy Model. Finally, no
significant differences in switch costs between the languages would support a highly
interconnected or integrated lexicon and would not support dominance as a powerful influence
on lexical access.
2.2.3 Cross-linguistic Influence’s Link to Lexical Access
As seen in section 2.1, much research on lexical access has suggested that switching into
less dominant languages results in a shorter reaction time, which indicates less inhibition of a
weaker language. Cross-linguistic influence research, which often analyzes long stretches of
speech, provides a more nuanced view, since there are usually longer stretches of speech with
more surrounding context as opposed to naming a picture. In the broader communicative
contexts, one can observe that contextual factors may be present when a lexical item is produced
in an unexpected language. As to production, Ortega and Celaya (2013) claim that the level of
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In the switches listed, the ‘’ indicates the direction of the language switch.
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inhibition of certain languages is dependent on the proficiency12 level of a language. A highproficiency language can be successfully suppressed in the production of a low-proficiency
language, resulting in few instances of cross-linguistic influence (i.e. use of the high-proficiency
language when producing the low-proficiency language) (Ortega & Celaya, 2013). Conversely, a
low-proficiency language is likely to create cross-linguistic influence in another low-proficiency
language (Bardel & Lindqvist, 2006). 13 Thus, the L2 and L3 in terms of control may behave
differently than an L1, especially when they have much lower proficiencies, as in Bardel and
Lindqvist’s (2006) study. One can also relate this L2/L3 connection to the L2 Status Factor
Model, though it would be hard to tease apart why the L2 is unique and functions differently
from the L3, since the L2 and L3 share many commonalities, such as being acquired, stored, and
activated in a similar fashion, plus the fact that they often are lower-proficiency languages
compared to the L1. 14
These findings suggest an L1 may be suppressed with more success because of the high
level of dominance, while an L2 or L3 may exhibit less control and consequently create the
opportunity for more cross-linguistic influence because of a lack of cognitive control in terms of
the grammar, or in the case of this study, the lexicon. Consequently, the inhibitory effort may
occasionally not be applied sufficiently to the L2 or L3. Combining the ideas of the Inhibitory
Control Model and the L2 Status Factor Model, one can see a holistic view of the function of the
multilingual lexicon, in which successful targeted lexical access through inhibitory control

Cross-linguistic studies tend to use ‘proficiency’ as the preferred phrase, and in some cases tests are
administered to check proficiency. On the other hand, lexical access studies prefer ‘dominance’ to encompass the
totality of a speaker’s language use.
13
Some researchers (e.g. Diaz, 1985) have claimed in at least bilingual research that if someone is highly
proficient in languages learned early, there will be more cross-linguistic influence between them.
14
Similar storage and processing of the L2 and L3 would also explain why so much cross-linguistic
influence occurs between non-native lexical items, and it leads to the theory that any language learned past a certain
age is tagged as a foreign language rather than as a specific language (Burton, 2013).
12
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improves with dominance; in this holistic view dominance is complemented by the L1-versusother-language divide.
2.3 Current Study
This study employs a modified cued picture naming task as part of multilingual
connected speech with an intrasentential language switch to empirically study trilingual lexical
access by examining switch and stay reaction times, switch and stay carrier phrase durations, and
cross-linguistic influence, while considering language dominance as an independent variable.
The experimental design provokes a common situation in which a speaker begins an utterance
and cannot access the most semantically important word in the sentence. In this tip of the tongue
phenomenon (e.g. Ecke, 2001), the speaker can envision the lemma (object or idea) and must
access the lexeme. For a monolingual, the target item is quite simple, the name of the lexeme in
the L1. Reasons for problems with lexical access may be attributed to unfamiliarity with the
word due to low frequency or similar words, either with respect to semantics or phonology, that
are competing for selection. For multilinguals, the phenomenon is more complex, as the mind
may consider equivalents of a certain lemma in any of the speaker’s languages.
In this study on the multilingual lexicon, the lexical access portion of the analysis will
address reaction time and carrier phrase duration separately as dependent variables with language
dominance as the independent variable. The cross-linguistic influence portion of the analysis will
consider instances of cross-linguistic influence as the dependent variable with language
dominance as the independent variable. Compared to other lexical access studies in which
participants were presented with a series of pictures to name (e.g. Costa & Sanesteban, 2004;
Costa, Santesteban, & Ivanova, 2006; Kroll & Stewart, 1994; Meuter & Allport, 1999; Olson,
2013, 2015) or word translation tasks (e.g. Kroll & Stewart, 1994; Sholl, Sankaranarayanan, &
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Kroll, 1995), this study includes a picture naming task within connected speech. Using connected
speech reflects better the language reality of multilinguals, improving upon the more simplistic
naming tasks that were divorced from the greater speech context on the one hand and highly
orthography-dependent tasks on the other. Furthermore, instead of analyzing multilinguals with
an identical set of three languages (e.g. Francis & Gallard, 2005), this dissertation includes
participants with diverse combinations of three languages to comment more broadly on the
multilingual lexicon, not limited to the relationship of three specific languages. Similarly,
compared to other cross-linguistic studies, this study creates a more controlled environment in
which only one type of cross-linguistic influence is analyzed (i.e. unintentional).
Considering the results related to the objective of explaining how the multilingual lexicon
functions (described in Chapter 1), the aim is to explore how well some of the aforementioned
models, such as the Inhibitory Control Model (along with the Revised Hierarchical Model) or the
L2 Status Factor Model, explain both the lexical access process and cross-linguistic influence
phenomena more completely. This combined focus will create a clearer picture of the
multilingual lexicon.
2.4 Research Questions
This study aims to address multilingual lexical access and storage. Two specific research
questions guide the analysis.
RQ1: How does language dominance influence lexical access in switch and stay trials by
condition (e.g. L1L2, L1L3, L3L2, etc...)?
It is hypothesized that the reaction time and carrier phrase duration of stay trials will be
significantly shorter than switch trials. In switch trials, the switch costs for both reaction
time and carrier phrase duration should be greater when switching into more dominant
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languages; this hypothesis is based on prior research findings explained by inhibitory
control mechanisms.
RQ2: How does language dominance influence cross-linguistic influence in switch and stay trials
by condition (e.g. L1L2, L1L3, L3L2, etc...)?
It is hypothesized that stay responses should exhibit less cross-linguistic influence than
switch responses. In switch responses, any target L1 production should experience less crosslinguistic influence than target L2 productions, which in turn experience less than any L3
productions based on an increasing level of control with stronger dominance.
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CHAPTER 3: METHODS

In order to explore multilingual lexical access and storage in trilinguals, a variation on the
cued picture-naming task (e.g. Costa & Sanesteban, 2004; Costa, Santesteban, & Ivanova, 2006;
Meuter & Allport, 1999; Olson, 2013; 2015), which included a carrier phrase, was administered
to unbalanced trilingual speakers with varied language combinations.15 In the task, participants
uttered a carrier phrase (i.e. ‘I want the…’) along with the name of an object that was
represented by a picture. There were three conditions; in each condition participants used one of
their three languages to name the objects (e.g. Condition 1 = English object naming; Condition 2
= Spanish object naming; Condition 3 = German object naming). In each condition carrier
phrases appeared in a random order in all three languages (L1, L2, and L3), but participants had
to name the object in a single target language. The independent variable was the language
combination of the language used for the carrier phrase and the language used to name the
object. Reaction time and carrier phrase duration were analyzed as dependent variables. Signs of
cross-linguistic influence (i.e. error rates) were also analyzed quantitatively as to the extent of
cross-linguistic influence and the direction of the cross-linguistic influence, e.g. L1 influencing
the L3. A total of 13,608 trials were conducted.
3.1 Participants and Languages
A total of forty-two unbalanced trilinguals participated in this connected speech cued
picture-naming study. Most participants recruited were in higher-level foreign language courses

15

A cued picture naming task, though not highly imitative of naturalistic speech, is nonetheless similar to
vocabulary exercises and exams used by language learners, which necessitate quick and accurate recall.
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and/or graduate students at Purdue University. There were 16 male and 26 female participants.
Ages ranged from 19 – 66 (M = 33.17, SD = 12.76)16. All participants had normal hearing and
speech and normal or corrected to normal vision. All were compensated $5 for their participation
or volunteered their time. All participants gave consent to participate and could withdraw from
the study at any time. Participants were explicitly asked before beginning the study to confirm
the three languages that they knew the best, so that the researcher knew whether the participants’
languages were eligible for this study.1718 Languages included were: English, French, German,
Italian, Mandarin, Portuguese, Russian, and Spanish.19 In order to be able to more reliably
generalize the results of this study, various trilingual language profiles with different language
combinations were used. Participants were also asked whether they had formally studied or been
immersed in other languages in order to monitor potential unintended language activation and
cross-linguistic influence.20 Table 1 outlines the trilingual language profiles represented.

16
Though some studies have found age-related trends (e.g. Gollan & Ferreira, 2009), dominance is
significant and outweighs any age-related trend. With no significant effects and no specific age blocks in this
experiment, the wide range of ages is deemed appropriate.
17
Following Kemp’s (2009) emphasis on the necessity of clear research-specific definitions to determine
what level of proficiency is necessary for a language to count as part of a multilingual’s language set, this study
employs a broad scope; those who consider themselves to have a fundamental competence in a language may
include that language in their set of languages. Though this definition is broad, for the purposes of this study, it is
sufficient for participants to have a knowledge consistent with the ability to utter short phrases and recognize the
lexical items on which they will be tested.
18
Only two participants were eliminated for not identifying nor recognizing half or more of the lexical
items in any given language. These two are not included in the final 42 participants in the study.
19
Other languages considered, such as Japanese or Arabic, were not included due to the additional
variables of word order or a non right-to-left script.
20
From this pool of participants, few were true trilinguals that did not have some fundamental knowledge
of other languages. While originally considered a concern, none of the participants produced any language other
than their language triad languages during the tasks, which can be attributed to Szubko-Sitarek’s (2015) idea that
only the elicited and most dominant languages were activated during the task.
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Table 1 Language triads represented
Language triad21
Number of subjects
English – French – Spanish
12
English – German – Spanish
7
English – Portuguese – Spanish
5
English – French – Mandarin
3
English – Mandarin – Spanish
3
English – French – German
2
English – French – Russian
2
English – German – Portuguese
2
English – Italian – Spanish
2
English – Russian – Spanish
2
English – German – Italian
1
English – German – Mandarin
1
Demographic and linguistic data were collected using the Bilingual Language Profile
(Birdsong, Gertken, & Amengual, 2012) (Appendix A).22 Demographic information included
details such as age and sex. The Bilingual Language Profile also generated a language
dominance score based on several factors including order/age of acquisition, language exposure,
frequency and range of language use, self-rated proficiency, and language attitudes.23 These
factors are commonly collected in studies on lexical processing and cross-linguistic influence in
L3 acquisition (e.g. Tremblay, 2006). Language proficiency and dominance were self-rated as
has been done in previous studies (e.g. Festman, 2008; Olson, 2012; Ortega & Celaya, 2013).24

21

English was not always the first language or most dominant language for all participants.
The Bilingual Language Profile was modified with an extra set of questions for the L3 that was identical
to the sets of questions used for the L1 and L2.
23
For experimental purposes, languages have also been classified based on frequency of use (see De Bot &
Jaensch, 2015), order of acquisition (Hammarberg, 2001; Falk & Bardel, 2010; Bardel & Lindqvist, 2006), or
proficiency (De Bot & Jaensch, 2015). Order of acquisition and proficiency are more difficult to categorize when
speakers have profiles where there are cases of simultaneous bilingualism of L1s and simultaneous learning of
L2s/L3s (Cenoz & Jessner, 2009). Furthermore, it is difficult to ascertain what should count as onset of acquisition.
Thus, dominance is used in this study.
24
Self-rating of language ability has been found to correlate highly with objective measures (Bachman &
Palmer, 1989).
22
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Language dominance was computed as a score based on the questionnaire responses25 (see
Appendix B). Scores ranged from 0-218; higher scores represent greater dominance.
The participants varied greatly as to their language dominance. As presented in Table 2
below, the L1, L2, and L3 exhibited distinct dominance scores. Table 2 shows the descriptive
statistics for the L1, L2, and L3 dominance data. An ANOVA revealed that the difference in
dominance among the participants’ languages was highly significant (F (2,123) = 3.09, p < .001).
A post-hoc pairwise comparison further confirmed that first, second, and third language
dominance scores were all significantly different from each other (Table 3). Looking at the
means of the Bilingual Language Profile scores, participants’ L1s were more dominant than their
L2s, which were more dominant than their L3s.
Table 2 Language dominance score aggregate information
L1 (N = 42)
L2 (N = 42)
L3 (N = 42)
Mean
171.04 Mean
111.28 Mean
65.44
SD
15.37
SD
29.48
SD
27.04
Minimum
125.40 Minimum
44.49
Minimum
17.89
Maximum
199.78 Maximum
168.81 Maximum
123.76

Table 3 Pairwise comparisons of language dominance
Language comparison Statistical test
L1 and L2
t(41) = 10.45, p < .001
L1 and L3
t(41) = 19.74, p < .001
L2 and L3
t(41) = 9.93, p < .001

25

The Bilingual Language Profile normally produces a dominance index, which is the difference in
dominance between the global scores of two languages. For instance, if you speak English and Spanish, and the
respective global scores are 160 and 58, then your BLP dominance index is 102, which is your level of dominance
of English over Spanish. In this study, since there were three languages, the numbers were left as the global scores
after calculating the questionnaire responses. These numbers were compared directly to each other.
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3.2 Stimuli
In the connected speech cued picture-naming study, the single carrier phrase (‘I want the
___’) was intended to activate a particular language, i.e. L1, L2, or L3. 26 The carrier phrase
appeared in one of three languages followed by an object to be named in the language of the
condition; the carrier phrase language was randomly selected. The language of the carrier phrase
was either the same as the target language of the object (stay) (n = 24) or different from the
target language of the object (switch) (n = 48). Each elicited phrase plus the object combination
was one trial. There were three conditions as defined by the target language of the object: L1, L2,
and L3. There were 216 target trials (24 target trials x 3 conditions x 3 repetitions). With fortytwo participants, the total number of stimuli was 9,072 (216 * 42 participants)27. Table 4 shows
the distribution of trials with respect to the language of the carrier phrase and the condition (i.e.
L1 condition, L2 condition, L3 condition).

Table 4 Ordering by condition
Condition Carrier phrase language Object language Resultant case Stimuli number
L1
L1
Stay
8
L1
L2
L1
Switch
8
(n = 24)
L3
L1
Switch
8
L1
L2
Switch
8
L2
L2
L2
Stay
8
(n = 24)
L3
L2
Switch
8
L1
L3
Switch
8
L3
L2
L3
Switch
8
(n = 24)
L3
L3
Stay
8

26

This particular carrier phrase was used because it includes the minimum morphosyntax while remaining
grammatical in each language. Furthermore, it maintains a comparable syllable length of two to three syllables
across languages. Also, the phrase is rather basic, not semantically specific, and likely to be known to a trilingual in
each language regardless of language dominance.
27
This number reflects the total number of target stimuli to anlayze in an ideal situation in which there are
no errors. However, there were both technical errors and cross-linguistic influence, so the numbers below do not
reflect 9,072.
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3.2.1 Carrier Phrase Creation
In order to create an acceptable, grammatical carrier phrase and object combination, code
switching research was relied on in order to verify that the language switching was naturalistic.
According to several bilingualism studies, code switches can occur if the surface representation
in both the matrix and embedded languages allow code switching (Clyne, 1987; Myers-Scotton,
1997), and researchers such as MacSwan (2004) contend that there are no constraints between
the determiner and noun.28 Therefore, participants expressed only the noun in the object of the
phrase in the language of the condition. The definite article was included in the carrier phrase,
except in cases where a language does not have articles (e.g. Russian Я хочу ___, i.e. ‘I want
______.’) (See Table 5 for each carrier phrase).29 A determiner was included when
grammatically possible to prevent participants from adding additional variability with other
determiners. The definite article in each carrier phrase corresponded to the grammatical gender
of the object in that carrier phrase’s language when required by the language.

Language
English
French
German
Italian
Mandarin
Portuguese
Russian
Spanish
28

Table 5 Carrier phrases
Carrier phrase
I want the
Je veux le / Je veux la
Ich will den / Ich will die / Ich will das
Voglio il / Voglio la
我要
Quero o / Quero a
Я хочу
Quiero el / Quiero la

Though there are no constraints between a determiner phrase (DP) and noun phrase (NP), some
naturalistic research has found that there are preferences for certain pairings as to the language of the DP and the
language of the NP (e.g. Deuchar, 2006). For instance, in Spanish and English, a Spanish DP + English NP is
strongly preferred, while in Welsh and English, a Welsh DP + English NP is strongly preferred (Herring, Deuchar,
Cuoto, & Quintanilla, 2010). As far as this study is concerned, there is a wide range of language triads, and the
results were analyzed according to pre-determined dominance, so this study actually controlled for more
extralinguistic factors, which was one of the limitations of the Herring et al. (2010) study.
29
The carrier phrase was not varied as it would add another variable. However, varying the carrier phrase
would be a focal point of future research.
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In order to illustrate the stimuli more clearly, let us assume that we are testing an EnglishGerman-Spanish speaker. The carrier phrase in each language would be the following:
English: I want the 🍎.
German: Ich will den 🍎.
Spanish: Yo quiero la 🍎.
Figure 2 shows the object stimulus for the word ‘apple.’ Each trial was similar to the one
in Figure 2.

Figure 2 Example of trial
3.2.2 Object Selection
In selecting target objects for this study, certain considerations were taken into account.
To select the objects and verify that only one lexical item was associated with each object in
each language, a normalization study was conducted in which five native speakers of each
language (English, French, German, Italian, Mandarin, Portuguese, Russian, and Spanish) were
asked to name all 260 objects in Snodgrass and Vanderwart’s (1980) original inventory. The
Snodgrass and Vanderwart (1980) images are widely used in primed picture naming tasks
(Abunuwara, 1992; Sholl, Sankaranarayanan, & Kroll, 1995; Olson, 2013).30 Only those objects
named with an absolute consensus in each language were considered for use as objects in the

30

Images were initially normed by L1 English speakers for English for name agreement, image agreement,
familiarity, and visual complexity. Name agreement is the extent to which people perceive a certain word as naming
a certain object. Image agreement is how much people evaluate an image as being good representation of a word.
Familiarity is how often people come into contact with the object the image represents.
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experiment. Twelve objects (eight target stimuli and four fillers) for each language triad were
selected (Appendix C).
Word names of selected objects in each language triad were analyzed for frequency in
their respective lexicons using frequency dictionaries since people tend to recognize highfrequency words faster than low-frequency words (Howes & Solomon, 1951; Schilling et al.,
1998). The frequency dictionaries determined word rankings based on usage, considering
frequency and dispersion.31 The eight target words for each language in a given triad were
determined via an ANOVA to have mean frequencies that were not significantly different from
each other, as had been done in previous studies (e.g. Festman, 2008). The four filler words for
each triad were also determined via an ANOVA to have mean frequencies that were not
significantly different from each other (Table 6, Appendix D).
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The German corpus consisted of 4.2 million words, listing the 4,034 most frequently used words (Jones
& Tschirner, 2015). The Spanish corpus consisted of 20 million words, listing the 5,000 most frequently used words
(Davies, 2006). The Italian corpus consisted of 500, 000 words (Juilland, Traversa, Beltramo, & Di Blasi, 1973).
The Mandarin Chinese corpus consisted of 50 million words, listing the 5,000 most frequently used words and 2,000
most used characters (Xiao et al., 2015). The Portuguese corpus consisted of 20 million words, listing the 5,000
most frequently used words (Davies & Preto-Bay, 2007). The French corpus consisted of 23 million words, listing
the 5,000 most commonly used words (Lonsdale & Le Bras, 2009). The Russian corpus consisted of 150 million
words, listing the 5,000 most commonly used words and the 300 most frequently used multiword constructions
(Sharoff, Umanskaya, & Wilson, 2013). The English corpus consisted of 385 million words, listing the 5,000 most
frequently used words (Davies & Gardner, 2013).
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Object

Object

Table 6 Sample objects (‘airplane’ and ‘door’)
Language
Target
Phonetic
Frequency
English
airplane
/ˈerˌplen/
3438
French
German
Italian
Mandarin
Portuguese
Russian
Spanish

avion
Flugzeug
aereoplano
fēi jī
avião
самолет
avión

/avjɔ̃/
/flu:ktsɔʏk/
/aereoplano/
/feɪ̯ 1tɕi1/
/ɐˈvjɐ̃w̃/
/səmɐlʲˈɵt/
/aˈβjon/

1409
1395
4048
917
1092
633
1283

Language
English
French
German
Italian
Mandarin
Portuguese
Russian
Spanish

Target
door
porte
Tür
porta
mén
porta
дверь
puerta

Phonetic
/ˈdɔːr/
/pɔʁt/
/ty:r/
/pˈɔrta/
/mən2/
/ˈpɔrtɐ/
/dvʲˈerʲ/
/ˈpweɾta/

Frequency
349
696
400
544
473
427
246
354

Target

Filler
EFG
EGI
EGP
EPS

Target
EFM
EGI
EGM
EGP
EGS
EMS

Filler
EFG
EGI
EGP
EPS

Different language combinations required different sets of words so that the experiment
could be controlled to avoid multiple interpretations, direct cognates, and identical onsets. 3233
For example, the Spanish word set for an English-French-Spanish speaker would not be the same
for an English-Russian-Spanish speaker as seen in Table 6. The word belt would not be
acceptable for the English-French-Spanish set, since the French and Spanish words cinturón and
ceinture share the same onset and are cognates, whereas in the English-Spanish-Russian set, belt
would be acceptable since belt /'belt/, cinturón /sintu'ɾon/, and ремень /rʲɪ'mʲenʲ/ are neither

32

Cognates are accessed faster than non-cognates (Dijkstra et al., 1998, 1999; Kroll & Stewart, 1994;
Schwartz & Kroll, 2006).
33
Phonetic length of the objects could not be controlled at the expense of finding suitable, familiar lexical
items. However, the object words themselves were not measured, which reduced the
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cognates nor do they share the same onset. Comparing these two triads, both contained the dog,
house, and window objects, but all other objects were different (Table 7).
Table 7 Example of two distinct words sets for two distinct language triads
English French
Spanish
English Spanish Russian
arm
brazo
рука
dog
chien
perro
ball
pelota
dress
Robe
vestido
мяч
belt
cinturón
ремень
duck
Canard
pato
bread
pan
хлеб
flag
drapeau bandera
dog
perro
hat
Chapeau sombrero
собака
fish
pez
рыба
house
Maison
casa
house
casa
дом
leg
jambe
pierna
window ventana
окно
window Fenêtre
ventana
Object selection was also controlled considering other factors. For instance, none of the
names of the eight target objects in any language triad shared an onset with the offset of the
carrier phrase nor underwent liaison,34 as that would create additional difficulty for acoustic
analysis. Furthermore, object words varied as to semantic categories (e.g. food, animals) in order
to not contribute the additional factor of increased activation of semantically-linked words
(Festman, 2008).
In addition to each set of eight target object stimuli, there were four fillers that were
either exact cognates or interlingual neighbors in two or more languages, and they were used in
order to prompt more interaction among the three languages in the lexicon.3536 These fillers were
used for practice and reused in the task to continue to promote cross-linguistic influence, but they

34

Liaison is where a consonant resyllabifies as the onset of a following vowel, which makes it more
difficult to mark the boundary between certain adjacent sounds.
35
In this study, cognates are defined according to, Szubko-Sitarek (2015) who explains that
psycholinguistic studies of lexical items are not concerned with whether words are genetically related (the historical
definition of cognate) as opposed to being ‘borrowings’ but rather that they have similar orthographic, phonological
and semantic features
36
They are words that have a similar spelling between languages (Szubko-Sitarek, 2015).
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were not analyzed in the present study, since trilinguals have been found to recall cognates more
quickly than noncognates (Carroll, 1992; Christoffels, Firk, & Schiller, 2007; Szubko-Sitarek,
2015), exemplifying how the cognate effect facilitates lexical retrieval.37 Appendix C also lists
all filler objects.
3.2.3 Randomization and Control of Stimuli
As in past research (e.g. Kroll & Stewart, 1994), conditions were counterbalanced across
participants so that participants would not always follow the same order of conditions,
counterbalancing effects for either fatigue or excelling at the task with practice. Thus, one
participant could be presented with conditions in L1/L2/L3 order, while another participant could
be presented with conditions in L3/L2/L1 order; this order remained the same in the repetitions.
For the practice conditions, the order of the languages in which the participants had to identify
the objects followed the order of the conditions for the actual task. Counterbalancing conditions
is in line with similar primed picture naming tasks (e.g. Sholl, Sankaranarayanan, & Kroll,
1995). The order of the stimuli was randomized in each condition with respect to both the carrier
phrase language and the object.
Table 8 shows the layout of the conditions for a sample English-German-Spanish
language triad. As stated in Section 3.2, each repetition included three conditions determined by
the object’s language; each condition contained stimuli with the eight objects combined with
each of the three carrier phrase languages (3 conditions * 8 objects * 3 carrier phrase languages =
72 stimuli per repetition). The 72 stimuli were repeated 3 times for a total of 216 items per
participant. Table 8 shows only the items with ‘apple’; In addition to ‘apple’ stimuli, 7 other

37

In fact, Christoffels, Firk, & Schiller (2007) testing for a cognate facilitation effect between German and
Dutch found that naming latencies were shorter regardless of whether naming a lexical item in the L1 or the L2.
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objects were included with the same carrier phrases as shown in the table, and randomization and
counterbalancing was done as described. Table 8 also shows an example of a complete set of
conditions with sample responses for an English-German-Spanish language triad.
Table 8 Example of responses for English-German-Spanish combination
Repetition 1
L1 Condition: English Object

Repetition 2
L1 Condition: English Object

Repetition 3
L1 Condition: English Object

I want the apple

I want the apple

I want the apple

Yo quiero la apple

Yo quiero la apple

Yo quiero la apple

Ich will den apple

Ich will den apple

Ich will den apple

L2 Condition: Spanish Object

L2 Condition: Spanish Object

L2 Condition: Spanish Object

I want the manzana

I want the manzana

I want the manzana

Yo quiero la manzana

Yo quiero la manzana

Yo quiero la manzana

Ich will den manzana

Ich will den manzana

Ich will den manzana

L3 Condition: German Object

L3 Condition: German Object

L3 Condition: German Object

I want the Apfel

I want the Apfel

I want the Apfel

Yo quiero la Apfel

Yo quiero la Apfel

Yo quiero la Apfel

Ich will den Apfel

Ich will den Apfel

Ich will den Apfel

3.3 Procedure
Prior to participating in the experiment, prospective participants were asked to complete
the Bilingual Language Profile (BLP) (Birdsong, Gertken, & Amengual, 2012), modified for
trilinguals by duplicating for the L3 the questions that address the L1 and L2. While language
history questionnaires are sometimes conducted post task in order to prevent priming participants
by making them think consciously about their language proficiency (e.g. Van Heuven, Conklin,
Coderre, Guo, & Dijkstra, 2011; Sholl, Sankaranarayanan, & Kroll, 1995), in some cases it is
necessary to administer a pre-experiment questionnaire in order to classify participants (e.g.
Angelovska & Hahn, 2012; Linck, Schwieter, & Sunderman, 2012). Furthermore, the
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questionnaire was completed days before conducting the experiment in an effort to prevent
priming.
Eligible participants were then scheduled for the experiment. The experiment took place
in a sound booth and lasted less than an hour. Participants were first asked to identify the twelve
objects (eight target stimuli and four fillers). Though the object name had been normed for
English (Snodgrass & Vanderwart, 1980), the participants were asked to write the names of the
objects in each of the three languages to ensure that they knew those vocabulary items in
accordance with procedures used with other picture naming studies (e.g. Alonso, 2012; Swan &
Goswami, 1997). The order of the languages by dominance in which they had to identify the
objects on the page was counterbalanced. In cases in which they did not know or could not recall
a word, they were told the word and asked if they could now recognize it. 38 Their responses were
recorded so during data analysis, one could account for whether, during the naming task,
participants struggled with words they did not recall or had not learned before. A total of 1,343
trials (of 9,029 trials: 15%) in which words were not recalled at first or not known were marked
to later verify that those trials did not skew the results. Results from t-tests comparing the
reaction times of all eligible trials (M = 939.13 , SD = 243.24) to all trials without the 1,343
trials note above (M = 942.12 , SD = 248.38) and the carrier durations of both (M = 1.02, SD =
.27) and (M = 1.04 , SD = .23), showed that there was no significant difference for reaction
times (t(15443) = 1.96 , p = .44) or carrier phrase durations (t(15607) = 1.96, p = .19); thus, these
data points were included in the analysis.

38

Similar vocabulary training exercises have also been used for morphosyntactic studies to ensure
knowledge of the lexical items to be used in a task (e.g. Sanz, Park & Lado, 2015).
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After verifying the names of all the objects, the participants were allowed up to two
minutes to review all the words. Participants were subsequently given instructions by the
experimenter about the naming task, i.e. to read the carrier phrases as written and say the object
in the language of the condition indicated by a flag. They were also told that their goal was to say
the carrier phrase and object as “quickly and accurately as possible” and to not worry about
potential mistakes. The PsychoPy program was used to present the trials within each condition in
a randomized order as has been done in previous research. All responses were recorded using a
headset, and each trial was saved as a separate sound file. The participants completed three
practice conditions, each consisting of the four filler objects. During the practice, participants
were corrected if they were not performing the task correctly, e.g. not reading the carrier phrase
or continuing to speak after a condition finished.
After completing the practice conditions, participants began the naming task. The
experimenter set the program to run each new condition (see Table 8) and then left the room to
reduce the observer effect.39 At the beginning of each condition, the following sequence
occurred: (1) a written direction appeared stating ‘You will now start a new session. When you
are ready you may press any key to continue. The flag that appears indicates the language in
which you must ALWAYS name the OBJECTS;’ A flag was displayed on the screen
representing the target language of the condition, i.e. the language in which the participant
named the object of each stimulus, for 5000 ms; (2) a fixation point appeared in the center of the
screen for 5000 ms to indicate where the stimuli would appear; (3) a stimulus that included the

39

Past research (e.g. Burton, 2013) has accounted for an interlocutor effect where the participant is more
likely to produce some language because of knowledge of the interlocutor’s spoken languages. Since all participants
were in a majority English-speaking environment, all were spoken to, as well as provided written instructions, in
English.
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carrier phrase and an object to be named appeared for 3000 ms40 as the computer simultaneously
recorded the participant’s response; (4) a blank screen appeared for 1000 ms. Following all trials
in a condition, the following message was displayed: “End of session. Press any button to exit.
Please call your researcher into the sound booth.” This procedure was applied for all repetitions
of the task. Participants had short breaks between conditions as the researcher set the next
condition; breaks served to lessen mental fatigue and prevent adaptation to the task. Figure 3
presents the order of presentation for participants. Participants’ responses were recorded by a
microphone for later analysis.

Figure 3 Visual outline of a condition
3.4 Coding and Measurements
A total of 13,608 trials were conducted and were marked for the onset of speech and the
onset of the object name, which resulted in two measures: reaction time and carrier phrase
duration. Forty-six trials were eliminated because of recording malfunctions and twenty trials
were eliminated because no speech was produced. Of the remaining 13,542 trials, 4,513 were

40

The duration for stimuli is based on past research designs for cued picture naming tasks (e.g. Olson,
2015). However, the durations in this study were slightly lengthened for the current purposes due to having to utter
an entire sentence rather than one word.
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trials with filler objects as the target. Thus, 9029 trials were left for analysis. The coding and
measurement process will now be discussed in more detail.
The independent variable of language dominance was coded as a two-language
combination. The nine combinations were as follows: L1L1, L1L2, L1L3, L2L1,
L2L2, L2L1, L2L3, L3L1, L3L2, L3L3. Using PRAAT (Boersma & Weenink,
2016), responses for each stimulus were demarcated at the onset of speech (i.e. the beginning of
the carrier phrase) and the onset of the object name (Figure 4). The onset of speech, as recorded
by the PsychoPy program’s voice key, provided the measurement of reaction time (i.e. the
moment the stimulus appears on the screen to voice onset). The duration from the voice onset to
the onset of the object name provided the measurement for the carrier phrase duration. Both
reaction time and carrier phrase duration were measured to the nearest millisecond. Reaction
time was measured manually in order to exclude non-speech noise, such as exhalation, as the
onset of speech. In terms of marking the onset of the object, consonants were demarcated at the
onset of the consonantal sound via the spectrogram. Vowels, often more difficult to mark
especially when adjacent to another vowel, were demarcated by querying an intensity listing at
the syllable boundary and marking the onset of the object at the lowest point of intensity; high
levels of intensity have been attributed to vowel identification in speech segmentation (e.g. Obin,
Lamare, & Roebel, 2013; Mermelstein, 1975). Based on this evidence one would expect a dip in
intensity between a vowel in a word final position and the following onset vowel.

47

Beginning of carrier

Beginning of object name

phrase

Figure 4 Example demarcating the carrier phrase (CP)
Once marked manually, a PRAAT script was used to automatically output the data
measurements. The primary researcher reanalyzed ten percent of the data blindly to establish
intrarater reliability. The mean difference between codings was 1.08 ms (SD = .47 ms) for
reaction time and .89 ms (SD = .11 ms) for carrier phrase duration. A pair-wise t-test of the first
and second measurements showed no significant difference for reaction time, first measure (M =
932.41 ms, SD = 6.65 ms) vs. second measure (M = 933.49 ms, SD = 6.63 ms); t(1469) = 1.4856, p < .13759. There was also no significant difference for carrier phrase duration, first
measure (M = 1524.36 ms, SD = 121.90 ms) vs. second measure (M = 1523.47 ms, SD = 121.83
ms); t(1450) = .97918, p < .32766.
Though the raw numbers show the actual amount of time, the more telling measure is the
switch cost. Switch costs for reaction times were calculated based on the difference between
switch and stay trials for a given language and stimulus, for example the reaction time in the trial
‘I want the apple’ uttered by Participant 4 subtracted from his utterances in trials with the same
carrier phrase with a language switch, i.e. ‘I want the manzana’ and ‘I want the pomme.’

48

In order to account for the likelihood of faster production in individual speech rates with
increasing dominance, this study conducted a normalization process for the carrier phrase
durations in order to compare each language to a baseline. Positing that the most natural speech
rate for a speaker in a particular language would be a stay response (same language for the
carrier phrase and object), normalization was achieved by first calculating the average carrier
phrase duration for each stay language pair response, i.e. L1 carrier phrase and L1 object
(L1L1), L2 carrier phrase and L2 object (L2L2), and L3 carrier phrase and L3 object
(L3L3). This measurement is called the carrier phrase stay duration average. Each
measurement of a carrier phrase duration in any language and any condition was divided by the
carrier phrase stay duration average for the individual participant in the specific language to
obtain a normalized duration. The normalized durations for trials indicated how much longer or
shorter the individual carrier phrase duration was compared to the average stay trial; a
normalized carrier phrase duration greater than one indicates that the carrier phrase duration was
longer than the carrier phrase stay duration average. Here is a guide that shows the
normalization procedure for all stimuli:
Each L1L1, L1L2, and L1L3 carrier phrase duration was divided by the mean of
all L1L1 carrier phrase durations of the same object = normalized carrier phrase
duration.
Each L2L2, L2L1, and L2L3 carrier phrase duration was divided by the mean of
all L2L2 carrier phrase durations of the same object = normalized carrier phrase
duration.
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Each L3L3, L3L1, and L3L2 carrier phrase duration was divided by the mean of
all L3L3 carrier phrase durations of the same object = normalized carrier phrase
duration.
Due to this normalization process for carrier phrase duration, the difference between switch and
stay trials was calculated as a ratio rather than a traditional switch cost, i.e. the difference
between two numbers.
In trials where the participant did not say anything, utter the phrase correctly, name the
object correctly, or did not utter the object name, the data points were not included in the
analysis of reaction time and carrier phrase durations. Furthermore, any response data that
exhibited cross-linguistic influence was excluded from reaction time analysis and was analyzed
separately.41 A total of 223 responses (2.5% of the 9,029 target trials) were marked as potential
cases of cross-linguistic evidence. However, in order to code in a consistent and conservative
manner, strict coding criteria resulted in 159 cases of cross-linguistic influence with the
remaining sixty-one cases eliminated from analysis for utterances that did not conform to the
criteria. With respect to the criteria, trials were coded as exhibiting cross-linguistic influence if
the participant uttered the complete name of the target lexical item or another word in a nontarget language (a language switch42) or if there was a false start in the non-target language, e.g.
the English target word was ‘book,’ but the participant said ‘lib…book,’ evidencing crosslinguistic influence from Spanish ‘libro’. Besides false starts after the carrier phrase, there were
also cases of language switches and false starts in the carrier phrase. The last common type of

41

Though fillers have been recorded as cross-linguistic influence and have been coded as errors and
removed from analyses (e.g. Olson, 2016), the data in this study did not exhibit clear cases of fillers Instead
participants tended to elongate the end of a carrier phrase before naming the object.
42
This has also been termed language shift (Tremblay, 2006)
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cross-linguistic influence, coinage or lexical invention (Dewaele, 1998), are words attempted in
the target language that do not exist. Of these three types, language switches and false starts have
been coded as errors in studies that focus on reaction times (e.g. Olson, 2015).
Cases of cross-linguistic influence were coded for the source language of the crosslinguistic influence. This study also coded incorrect object names in the target language as crosslinguistic influence, presuming that additional cognitive effort would create additional lexical
competition in the mind, not just between languages, but within a language. Coding cases of
cross-linguistic influence according to their position in the carrier phrase or the object potentially
allows one to distinguish whether speakers are cognitively processing the language switch before
beginning the utterance or at the point of switching.
Considering the type of cross-linguistic influence and the location of the evidence within
the produced trials, six patterns of cross-linguistic influence were analyzed (Table 9). NonTarget Language False Start Correct Object refers to a case in which a speaker begins to
produce the right object name in the non-target language. Non-Target Language Correct Object
refers to a case in which a speaker produces the right object name as a complete language switch.
Non-Target Language False Start Carrier Phrase refers to a case in which a speaker exhibits a
false start from a non-target language in the carrier phrase. Non-Target Language Carrier Phrase
Complete refers to a case in which a speaker produces the carrier phrase in the non-target
language. Target Language False Start Incorrect Object refers to a case in which a speaker
produces the target language for the object, but exhibits a false start for a non-target word. Target
Language Incorrect Object refers to a case in which a speaker produces the target language for
the object but says a non-target word. Examples of each pattern follow in Table 10.
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Table 9 Patterns of cross-linguistic influence analyzed in experiment
Language
Utterance Location
Object
Non-Target False Start Object
Correct
Non-Target Whole
Object
Correct
Non-Target False Start Carrier Phrase Correct
Non-Target Whole
Carrier Phrase Correct
Target
False Start Object
Incorrect
Target
Whole
Object
Incorrect
Table 10 Examples of cross-linguistic influence patterns
Cross-linguistic influence pattern
Languages
Target Production
Non-Target Language False Start Correct Object

SpanishGerman

Tür
‘door’

Quiero la p…Tür
‘I want the d…door’

Non-Target Language Correct Object

EnglishFrench

nuage
‘cloud’

I want the cloud.

Non-Target Language False Start Carrier Phrase

PortugueseEnglish

Quero
‘I want’

I... Quero a belt.
‘I…I want the belt.’

Non-Target Language Carrier Phrase Complete

MandarinEnglish

I want the key.

Target Language False Start Incorrect Object

FrenchFrench

我要
‘I want’
porte
‘door’

Target Language Incorrect Object

FrenchSpanish

vestido
‘dress’

Je veux la falda.
‘I want the skirt.’

Je veux la fen..porte.
I want the wind…door.’

3.5 Approach to Descriptive and Statistical Analyses
For reaction time, there are two analyses to account for two potential cognitive situations
present in the experimental task. The first considers the reaction time measure as related to the
language combination in the upcoming carrier phrase and object segments of a trial;
consequently, this reaction time would be related to a predictable language switch. The second
considers the reaction time measure as it relates to the production processes required when
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producing the object of one trial and the carrier phrase of the next trial; this reaction time would
be related to an unpredictable language switch (see Figure 5).

Figure 5 Reaction time measure in predictable and unpredictable switch analysis
The analyses are conducted in the following order: predictable reaction time, carrier
phrase duration, and unpredictable reaction time. The analysis starts broadly comparing all stay
trials combined versus all switch trials combined, followed by comparing stay trials grouped by
condition (i.e. the language into which a speaker switches) and switch trials grouped by condition
along with respective switch costs. Next, the switch trials from a more dominant to a less
dominant language, i.e. L1L2, L1L3, L2L3, are compared to the switch trials from a less
dominant to a more dominant language, i.e. L3L2, L3L1, L2L1. The most fine-grained
analysis explores the significant differences from among the separate language combinations,
e.g. comparing L1L2 and L1L3.
This experiment employed separate mixed model analyses, one with predictable reaction
time as the dependent variable, one with carrier phrase duration as the dependent variable, and
one with unpredictable reaction time as the dependent variable. Each analysis included
participant as a random effect, and the main effect of language dominance combination (e.g.
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L1L2). A Post-Hoc Tukey test was conducted on the data to test for any significant differences
in reaction time duration or carrier phrase duration depending on condition. For cross-linguistic
influence a chi-square analysis was employed in order to see whether there was a difference in
the number of cases of cross-linguistic influence by condition.
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CHAPTER 4: RESULTS AND DISCUSSION

In order to respond to the first research question which addresses how multilinguals
access their lexicon, two sets of analyses were conducted separately: predictable reaction time
and carrier phrase duration analyses (4.1) and an unpredictable reaction time analysis (4.2).
Results for reaction time and carrier phrase duration were subsequently discussed (4.3). In order
to respond to the second research question which addresses the organization of the lexicon,
cross-linguistic influence data was analyzed (4.4) and subsequently discussed (4.5).
There were 9,029 target trials were under consideration. Trials where participants
exhibited potential cross-linguistic influence were also eliminated from reaction time and carrier
phrase duration analyses; this affected 223 of the 9,029 trials, bringing the total number of trials
considered to 8,806. The mean number of trials from each participant was 213.70 (SD = 1.51).
Statistical analysis software (SAS) was used to analyze the data, version 9.4 (2014). All figures
representing results show error bars of +/- 1 standard error.
4.1 Predictable Reaction Time and Carrier Phrase Duration Results
Considering three languages, the independent variable of language dominance was
examined comparing results of trials in which participants maintained one language for the
carrier phrase and object (predictable stay condition) to results in which participants spoke one
language for the carrier phrase and switched languages to produce the object (predictable switch
condition). These measures are called predictable because the participants knew at the point of
the carrier phrase whether they would have to switch languages for the object or not; this
information was known as a result of task design. Descriptive statistics are presented along with
statistical analyses for significance.
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4.1.1 Predictable Reaction Time Results
By first comparing the predictable reaction time of all stay trials versus all switch trials
using a t-test, the data show a significant difference between the switch trials (M = 952.10, SD =
246.49) and the stay trials (M = 899.26, SD = 227.45), t(6187) = -9.80, p < .01) (Figure 17). In
this case, there was a mean switch cost of 52.84 ms and the switch trials were 1.06 times longer
than the stay trials.
960

Reaction time in milliseconds

950
940
930
920
910
900
890
880
870
860
STAY

SWITCH

Figure 6 Predictable stay vs. switch trial reaction times.
When looking at the predictable stay reaction time by condition (i.e., L1L1, L2L2,
L3L3), there is little difference in the means. The L1L1 mean was 901.21 ms. (SD = 250),
the L2L2 mean was 896.11 (SD = 220), and the L3L3 mean was 907.60 (SD = 210) (see
Table 10). An ANOVA of the reaction times (F (2, 2854) = .249, p = .78) of predictable
stay condition data show that there is no difference among the three languages.

56

915

Reaction time in milliseconds

910
905
900

895
890
885
880
875
L1

L2

L3

Figure 7 Predictable stay trial reaction time data.
The predictable switch reaction time data exhibit more variation. When grouped by
condition, trials with switches into the L1 have a mean reaction time of 936.48 ms (SD =
243.31), trials with switches into the L2 have a mean reaction time of 954.28 ms (SD = 246.42),
trials with switches into an L3 have a mean reaction time of 966.05 ms (SD = 249.06) (Figure 8).
An ANOVA shows a highly significant difference based on condition (F (2,5552) = 6.76, p
<.01). A post-hoc t-test using a Bonferroni adjusted alpha level of .017 shows that the highly
significant difference exists only between the L1 and L3 switch data (t(3665) = -3.62, p < .01),
whereas no significant difference exists between the L1 and L2 switch data (t(3726) = -2.28, p =
.02) or the L2 and L3 switch data (t(3656) = -1.36, p = .17).
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Figure 8 Predictable reaction time for switch trials by condition.
In order to examine the delay associated with switching languages, switch costs (i.e.
difference between stay and switch) were examined. The switch costs exhibit the same pattern as
those in the above in Figure 8: (F (2,5552) = 8.64, p < .01): L1 (M = 38.16, SD = 21.2), L2 (M =
53.72, SD = 22.50), L3 (M = 68.30, SD = 22.3). For the switch costs, a post-hoc t-test using a
Bonferroni adjusted alpha level of .017 shows that the highly significant difference exists only
between the L1 and L3 switch data (t(3651) = -4.18, p < .01), whereas no significant difference
exists between the L1 and L2 switch data (t(3710) = -2.282 p = .03) nor the L2 and L3 switch
data (t(3661) = -1.91, p = .06).
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Figure 9 Predictable reaction time switch costs (stay–switch).
Given the potential importance of the dominance-relationship, the predictable reaction
time data for switch trials was examined by dominance-relationship (i.e. less dominant to more
dominant language (weakstrong) and more dominant to less dominant language
(strongweak). Figure 10 shows that the predictable reaction times for weakstrong switches
had a mean of 936.02 ms (SD = 240.26), and the strongweak switches had a mean of 972.00
ms (SD = 257.18). This difference was significant (t(5919) = 5.58, p < .01). These results do not
align with prior findings related to dominance in predictable switch situations (Meuter & Allport,
1999).
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Figure 10 Predictable reaction time in switch trials based on dominance-relationship.
For a more detailed analysis of the impact of dominance-relationship, a mixed model
analysis and follow-up Tukey-Kramer tests compared all possible language combination
pairings. Table 11 indicates that significant differences were found in a few cases that did not
follow the general trend of the dominance-relationship, e.g. L1L3 vs. L2L1 with the latter
being shorter (Figure 11).
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Table 11 Mixed model analysis of predictable reaction times43
Language combination 1
L1L2 (M = 975.31, SD = 259.62)
L1L2 (M = 975.31, SD = 259.62)
L1L2 (M = 975.31, SD = 259.62)
L1L2 (M = 975.31, SD = 259.62)
L1L2 (M = 975.31, SD = 259.62)
L1L2 (M = 975.31, SD = 259.62)
L1L3 (M = 969.86, SD = 245.46)
L1L3 (M = 969.86, SD = 245.46)
L1L3 (M = 969.86, SD = 245.46)
L1L3 (M = 969.86, SD = 245.46)
L1L3 (M = 969.86, SD = 245.46)
L1L3 (M = 969.86, SD = 245.46)
L2L1 (M = 940.12, SD = 250.44)
L2L1 (M = 940.12, SD = 250.44)
L2L1 (M = 940.12, SD = 250.44)
L2L3 (M = 962.14, SD = 252.79)
L2L3 (M = 962.14, SD = 252.79)
L2L3 (M = 962.14, SD = 252.79)
L2L3 (M = 962.14, SD = 252.79)
L3L1 (M = 932.78, SD = 236.27)
L3L1 (M = 932.78, SD = 236.27)

Language combination 2
L1L1 (M = 901.21, SD = 249.66)
L2L1 (M = 940.12, SD = 250.44)
L2L2 (M = 895.02, SD = 219.98)
L3L1 (M = 932.78, SD = 236.27)
L3L2 (M = 933.95, SD = 230.71)
L3L3 (M = 901.56, SD = 209.96)
L1L1 (M = 901.21, SD = 249.66)
L2L1 (M = 940.12, SD = 250.44)
L2L2 (M = 895.02, SD = 219.98)
L3L1 (M = 932.78, SD = 236.27)
L3L2 (M = 933.95, SD = 230.71)
L3L3 (M = 901.56, SD = 209.96)
L1L1 (M = 901.21, SD = 249.66)
L2L2 (M = 895.02, SD = 219.98)
L3L3 (M = 901.56, SD = 209.96)
L1L1 (M = 901.21, SD = 249.66)
L2L2 (M = 895.02, SD = 219.98)
L3L1 (M = 932.78, SD = 236.27)
L3L3 (M = 901.56, SD = 209.96)
L1L1 (M = 901.21, SD = 249.66)
L2L2 (M = 895.02, SD = 219.98)

Mixed model Tukey-Kramer
t(8357) = -8.57, p < .0001
t(8357) = 3.75, p = 0.0056
t(8357) = 9.21, p < .0001
t(8357) = 4.84, p < .0001
t(8357) = 4.53, p = 0.0002
t(8357) = 8.53, p < .0001
t(8357) = -7.92, p < .0001
t(8357) = 3.12, p = 0.047
t(8357) = 8.56, p < .0001
t(8357) = 4.22, p = 0.0008
t(8357) = 3.9, p = 0.0031
t(8357) = 7.9, p < .0001
t(8357) = -4.8, p < .0001
t(8357) = 5.46, p < .0001
t(8357) = 4.81, p < .0001
t(8357) = -7.02, p < .0001
t(8357) = -7.66, p < .0001
t(8357) = 3.34, p = 0.0234
t(8357) = 7, p < .0001
t(8357) = -3.68, p = 0.0073
t(8357) = -4.34, p = 0.0005
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Figure 11 Predictable reaction time in all trials.

43

In Table 11, the longer/slower response time is in the first column. Only the significant pairings are
listed. For a full list of all comparisons, see Appendix E.
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From the results presented in this section, certain findings are important to note. Switch
trials are slower than stay trial trials, but the reaction time of the stay trials show no difference
among different language combinations. Another finding is that the reaction time is longer with
switches into less dominant languages. In fact, there is a significant difference between switches
into an L1 and switches into an L3; switches into an L3 are longer. Analyzing the reaction time
results separately, this difference suggests that when speakers know a switch is coming, they
may do preplanning before commencing the carrier phrase to compensate for their upcoming use
of a less dominant language; in this case, they would require more time to plan the L3, less for
the L2, and the least for the L3. These data that show the L3 production is associated with the
longest reaction time and greatest switch cost. This would seem to align with studies that found
that more time is required to produce a less dominant language (e.g. Costa, Santesteban, &
Ivanova, 2006), yet the comparison of the stay conditions did not confirm this proposal as all
languages were produced with a similar reaction time (Figure 7). Prior research also has shown
that switching from a less to more dominant language (e.g. L2 to L1) incurs greater switch costs
than switching from a more dominant to less dominant language (e.g. L1 to L2); the greater
switch cost has been attributed to the task of inhibiting the dominant language while speaking the
less dominant one (Meuter & Allport, 1999). Although Meuter and Allport (1999) examined
unpredictable switches, their work did not highlight the combined impact of dominance and
predictability on switch costs. Section 4.2 addresses unpredictable switches in the current data
set, which may provide more comparable data to those analyzed by Meuter and Allport (1999).
An unexpected finding in contrast to the previous research stated above with respect to
dominance is that weakstrong switches are faster than strongweak switches. These results
do not align with prior research for two reasons; the first is that weakstrong switches are
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generally slower (e.g. Meuter & Allport, 1999), and second, predictable switch contexts do not
exhibit a large switch cost (Dalyrmple-Alford, 1985; Macnamara, Krauthammer, & Bolgar,
1968). Nevertheless, this cost based on dominance-relationship does not apply to each
comparison, so the evidence is still mixed. In the current data, the increased switch cost when
switching to a less dominant language is limited to switches into the L3, indicating that the
degree of dominance, not simply more or less dominant, is an important factor. To better
understand the results above, carrier phrase duration results are provided to broaden the scope of
analysis.
4.1.2 Carrier Phrase Duration Results
When comparing the normalized carrier phrase durations there is a significant difference
(t(8010) = -24.84, p < .01) between the stay trials (M = .99, SD = .23) and the switch trials (M =
1.21, SD = .57) (Figure 11).

Normalized carrier phrase duration
(duration/average duration of stay trials)

1.4
1.2
1
0.8
0.6
0.4
0.2
0
STAY

SWITCH

Figure 12 Predictable stay vs. switch trial normalized carrier phrase duration ratios.
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When looking at the predictable stay normalized carrier phrase duration data by condition
(i.e., L1L1, L2L2, L3L3), there is little difference in the means (L1 M = 1, SD = .217; L2
M = 1, SD = .245, L3 M = .99, SD = .214) (Figure 13). An ANOVA of stay condition data shows
that there is no difference among the three languages (F (2, 2854) = .194, p = .82). Combined
with the non-significant differences among the predictable reaction times (Figure 13 Predictable
stay trial normalized carrier phrase duration ratios.), the data support that when a language
switch does not occur, any one of a trilingual’s languages can be accessed equally.

Normalized carrier phrase duration
(duration/average duration of stay trials)
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Figure 13 Predictable stay trial normalized carrier phrase duration ratios.
As to the switch carrier phrase duration data, when grouped by condition, switches into
the L1 have a mean normalized carrier phrase duration of 1.17 (SD = .50), trials with switches
into the L2 have a mean normalized carrier phrase duration of 1.25 (SD = .60), trials with
switches into an L3 have a mean normalized carrier phrase duration of 1.20 (SD = .60). An
ANOVA shows a highly significant difference (F (2,5967) = 10.18, p < .01) based on condition.
Post-hoc t-tests indicated that there are significant differences between the L1 and L2 switch data
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(t(3874) = -4.55, p < .01) and the L2 and L3 switch data (t(3946) = 2.77, p < .01), while the L1
and L3 switch data exhibited a non-significant difference (t(3803) = -1.52, p = .13). In this data,
the increasing or decreasing time by dominance pattern, which was found in the switch reaction
time data does not appear in the switch data for predictable carrier phrase durations. (Figure 14)

Normalized carrier phrae duration
(duration/average duration of stay trials)
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Figure 14 Predictable carrier phrase durations for switch trials by condition.
Examination of the impact of the dominance-relationship on carrier phrase duration
indicated that weakstrong switches had a mean of 1.19 (SD = .52) and the strongweak
switches had a mean of 1.23 (SD = .62), resulting in a significant difference between groups
(t(5518) = 3.21, p < .01).
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Figure 15 Predictable carrier phrase durations in switch trials based on dominance-relationship.
As far as specific combinations of dominance-relationships, one interesting finding of
significant difference is between L1L3 and L2L3, where L2L3 shows a shorter carrier
phrase (Table 12 Mixed model analysis of carrier phrase durations, Figure 16). This seems to
suggest that one has to put more effort into a switch based on the amount of difference in
dominance between the languages, which goes beyond a simpler explanation of more versus less
dominance with respect to the languages in the switch.
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Table 12 Mixed model analysis of carrier phrase durations44

Normalized carrier phrae duration
(duration/average duration of stay trials)

Language combination 1
L1L2 (M = 1.2953, SD = .6528)
L1L2 (M = 1.2953, SD = .6528)
L1L2 (M = 1.2953, SD = .6528)
L1L2 (M = 1.2953, SD = .6528)
L1L2 (M = 1.2953, SD = .6528)
L1L2 (M = 1.2953, SD = .6528)
L1L2 (M = 1.2953, SD = .6528)
L1L3 (M = 1.2314, SD = .6188)
L1L3 (M = 1.2314, SD = .6188)
L1L3 (M = 1.2314, SD = .6188)
L1L3 (M = 1.2314, SD = .6188)
L1L3 (M = 1.2314, SD = .6188)
L2L1 (M = 1.2076, SD = .4969)
L2L1 (M = 1.2076, SD = .4969)
L2L1 (M = 1.2076, SD = .4969)
L2L3 (M = 1.1532, SD = .5482)
L2L3 (M = 1.1532, SD = .5482)
L2L3 (M = 1.1532, SD = .5482)
L3L1 (M = 1.1592, SD = .5084)
L3L1 (M = 1.1592, SD = .5084)
L3L1 (M = 1.1592, SD = .5084)
L3L2 (M = 1.2124, SD = .5604)
L3L2 (M = 1.2124, SD = .5604)
L3L2 (M = 1.2124, SD = .5604)

Language combination 2
L1L1 (M = .9953, SD = .2170)
L2L1 (M = 1.2076, SD = .4969)
L2L2 (M = .9951, SD = .2452)
L2L3 (M = 1.1532, SD = .5482)
L3L1 (M = 1.1592, SD = .5084)
L3L2 (M = 1.2124, SD = .5604)
L3L3 (M = .9896, SD = .2144)
L1L1 (M = .9953, SD = .2170)
L2L2 (M = .9951, SD = .2452)
L2L3 (M = 1.1532, SD = .5482)
L3L1 (M = 1.1592, SD = .5084)
L3L3 (M = .9896, SD = .2144)
L1L1 (M = .9953, SD = .2170)
L2L2 (M = .9951, SD = .2452)
L3L3 (M = .9896, SD = .2144)
L1L1 (M = .9953, SD = .2170)
L2L2 (M = .9951, SD = .2452)
L3L3 (M = .9896, SD = .2144)
L1L1 (M = .9953, SD = .2170)
L2L2 (M = .9951, SD = .2452)
L3L3 (M = .9896, SD = .2144)
L1L1 (M = .9953, SD = .2170)
L2L2 (M = .9951, SD = .2452)
L3L3 (M = .9896, SD = .2144)

Mixed model Tukey-Kramer
t(8357) = -13.84, p < .0001
t(8357) = 3.98, p = 0.0022
t(8357) = 13.8, p < .0001
t(8357) = 6.51, p < .0001
t(8357) = 6.21, p < .0001
t(8357) = 3.8, p = 0.0046
t(8357) = 13.99, p < .0001
t(8357) = -10.77, p < .0001
t(8357) = 10.75, p < .0001
t(8357) = 3.53, p = 0.0123
t(8357) = 3.2, p = 0.0374
t(8357) = 10.96, p < .0001
t(8357) = -9.85, p < .0001
t(8357) = 9.83, p < .0001
t(8357) = 10.05, p < .0001
t(8357) = -7.11, p < .0001
t(8357) = -7.11, p < .0001
t(8357) = 7.35, p < .0001
t(8357) = -7.58, p < .0001
t(8357) = -7.57, p < .0001
t(8357) = 7.8, p < .0001
t(8357) = -9.99, p < .0001
t(8357) = -9.97, p < .0001
t(8357) = 10.19, p < .0001
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Figure 16 Carrier phrase durations in all trials.
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In Table 12, the longer/slower response time is in the first column. Only the significant pairings are
listed. For a full list of all comparisons, see Appendix E.
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From the results presented in this section, certain findings are important to note. Carrier
phrase duration in switch trials is slower than carrier phrase duration in stay trials, which mirrors
the reaction time results. The carrier phrase duration by language condition does not show a clear
pattern of increasing or decreasing duration by dominance. Rather the L1 and L3 exhibit similar,
shorter durations compared to a longer L2 duration.
4.2 Unpredictable Reaction Time Results
For the unpredictable reaction time results, the independent variable of language
dominance was examined comparing reaction time where participants maintained one language
in the object of one trial and the carrier phrase of the following trial (unpredictable stay
condition) to results where participants spoke one language in the object of one trial and
switched languages to produce the carrier phrase of the next trial (unpredictable switch
condition). These measures are called unpredictable because participants could not preplan for
the language of the carrier phrase that appeared.
By first comparing the predictable reaction time of all stay trials versus all switch trials
using a t-test, the data shows a significant difference between the switch trials (M = 951.26, SD =
236.49) and the stay trials (M = 908.31, SD = 243.58), t(6187) = -7.63, p < .01) (Figure 17). In
this case, there was a mean switch cost of 42.95 ms, and the switch trials were 1.05 times longer
than the stay trials (Figure 16)

68

960

Reaction time in mlliseconds

950
940
930
920
910
900

890
880
870
STAY

SWITCH

Figure 17 Unpredictable stay vs. switch trial reaction times.
Reaction time means for unpredictable stay conditions were as follows: L1L1=
913.070 ms. (SD = 263), L2L2 = 899.99 ms. (SD = 224) and L3L3 = 907.61 ms. (SD =
213). There was no significant difference among the three languages (F (2, 2927) = .9085, p =
.40).
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Figure 18 Unpredictable stay trial reaction time data.
The unpredictable switch reaction time data exhibit more variation and show that reaction
time is progressively faster when switching into L1, L2, and L3 with the L3 being the fastest.
When grouped by condition, trials with switches into the L1 have a mean reaction time of 972.3
ms (SD = 247), trials with switches into the L2 have a mean reaction time of 955.3 ms (SD =
252), trials with switches into an L3 have a mean reaction time of 937.6 ms (SD = 235). An
ANOVA shows a highly significant difference based on condition (F (2,5674) = 9.5, p < .01). A
post-hoc t-test using a Bonferroni adjusted alpha level of .017 shows that a highly significant
difference exists only between the L1 and L3 switch data (t(3762) = 4.42, p < .01), whereas no
significant difference exists between the L1 and L2 switch data (t(3776) = 2.09, p = .04) or the
L2 and L3 switch data (t(3767) = 2.23, p = .03). Thus, reaction time when switching into an L1 is
significantly slower than when switching into an L3. The switch costs exhibit the same general
pattern: (F (2,5674) = 16.92, p < .01): L1 (M = 68.2, SD = 22.2), L2 (M = 51.3, SD = 21.4), L3
(M = 27.6, SD = 21.0) (Figure 19). For the switch costs, a post-hoc t-test using a Bonferroni
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adjusted alpha level of .017 shows that a highly significant difference exists between both the L1
and L3 switch data (t(3772) = 5.77, p < .01) and the L2 and L3 switch data (t(3788) = 3.43, p <
.01) with no significant difference between the L1 and L2 switch data (t(3758) = 2.38, p = .02).
See Table 13 for a complete list of significant differences in switch trials, and see Figure 21 for
side-by-side comparisons.
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Figure 19 Unpredictable reaction time in switch trials
Essentially, from naming an object to the next carrier phrase, reaction time increases
relative to the dominance of the language of the following carrier phrase. This latency is
consistent with the Inhibitory Control Model (Green, 1998). The switch costs also increase with
dominance with the most dominant language experiencing the greatest switch cost, which has
been found in previous switch cost analyses (e.g. Costa, Santesteban, & Ivanova, 2006).
Considering the dominance-relationship, unpredictable reaction times for weakstrong
switches have a mean of 970.04 ms (SD = 247.69), and the strongweak switches have a mean
of 940.37 ms (SD = 241.80). This difference is significant (t(5661) = 4.56, p < .01). As before,
the resultant latency would support the ICM model (Green, 1998).
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Figure 20 Unpredictable reaction time in switch trials based on dominance-relationship
Table 13 Mixed model analysis of unpredictable reaction times45
Language combination 1
L1L2 (M = 945.70, SD = 254.30)
L1L2 (M = 945.70, SD = 254.30)
L1L2 (M = 945.70, SD = 254.30)
L1L3 (M = 929.91, SD = 231.11)
L2L1 (M = 974.11, SD = 251.98)
L2L1 (M = 974.11, SD = 251.98
L2L1 (M = 974.11, SD = 251.98)
L2L1 (M = 974.11, SD = 251.98)
L2L3 (M = 945.89, SD = 239.35)
L2L3 (M = 945.89, SD = 239.35)
L2L3 (M = 945.89, SD = 239.35)
L3L1 (M = 970.84, SD = 242.14)
L3L1 (M = 970.84, SD = 242.14)
L3L1 (M = 970.84, SD = 242.14)
L3L1 (M = 970.84, SD = 242.14)
L3L2 (M = 965.36, SD = 248.69)
L3L2 (M = 965.36, SD = 248.69)
L3L2 (M = 965.36, SD = 248.69)
L3L3 (M = 910.79, SD = 218.64)
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Language combination 2
L1L1 (M = 913.70, SD = 263.08)
L2L2 (M = 899.98, SD = 224.02)
L3L3 (M = 910.79, SD = 218.64)
L2L2 (M = 899.98, SD = 224.02)
L1L1 (M = 913.70, SD = 263.08)
L1L3 (M = 929.91, SD = 231.11)
L2L2 (M = 899.98, SD = 224.02)
L3L3 (M = 910.79, SD = 218.64)
L1L3 (M = 929.91, SD = 231.11)
L2L2 (M = 899.98, SD = 224.02)
L3L3 (M = 910.79, SD = 218.64)
L1L2 (M = 945.70, SD = 254.30)
L2L1 (M = 974.11, SD = 251.98)
L3L2 (M = 965.36, SD = 248.69)
L3L3 (M = 910.79, SD = 218.64)
L1L2 (M = 945.70, SD = 254.30)
L1L3 (M = 929.91, SD = 231.11)
L2L3 (M = 945.89, SD = 239.35)
L2L2 (M = 899.98, SD = 224.02)

Mixed model Tukey-Kramer
t(8549) = -4.08, p = 0.0015
t(8549) = 5.44, p < .0001
t(8549) = 4.29, p = 0.0006
t(8549) = 3.45, p = 0.0166
t(8549) = -7.08, p < .0001
t(8549) = -4.92, p < .0001
t(8549) = 8.41, p < .0001
t(8549) = 7.25, p < .0001
t(8549) = -5.44, p < .0001
t(8549) = 4.29, p = 0.0006
t(8549) = -7.08, p < .0001
t(8549) = -4.93, p < .0001
t(8549) = -8.41, p < .0001
t(8549) = 7.25, p < .0001
t(8549) = -6.24, p < .0001
t(8549) = -4.11, p = 0.0013
t(8549) = -7.57, p < .0001
t(8549) = 6.42, p < .0001
t(8549) = -4.08, p = 0.0015

In Table 13, the longer/slower response time is in the first column. Only the significant pairings are
listed. For a full list of all comparisons, see Appendix E.
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Figure 21 Unpredictable reaction time in switch trials by condition
From the unpredictable reaction time analysis, it is immediately evident that the primary
difference is that reaction time increases with increasing dominance. This pattern is also seen
more generally given weakstrong switches have longer durations than strongweak switches.
Both of these findings support theories of inhibition in contrast to the results from the
predictable analysis.
4.3 Discussion of Reaction Time and Carrier Phrase Duration Results
The discussion will examine the results of the predictable reaction times and carrier
phrase durations followed by the unpredictable reaction time. The predictable reaction time
results and carrier phrase results present new insight into language switching in a predictable,
trilingual language context. Results suggest that greater dominance favors shorter reaction times
and carrier phrase durations in predictable switches. While switching languages generally incurs
a switch cost, there were not always differences between switch conditions. For instance, in
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terms of carrier phrase duration, there was no significant difference between switching into the
L1 and switching into the L3. This lack of difference could be attributed to two factors; first,
there is a generally high level of activation for the most dominant language, i.e. the L1, and
second, there is little to no inhibition applied to the least dominant language.
With respect to stay condition results, all languages, when no language switch was
present, were accessed with equal ease. This was supported by the predictable reaction time data
and predictable carrier phrase data (Figure 6, Figure 12). Only switches created a cognitive
challenge in a trilingual language context. Another finding suggests that in connected speech a
stronger cognitive effort for lexical access is required when a switch is planned. This finding is
supported by the data in Section 4.1.1 and 4.1.2 that show that the switch to stay ratio of the
carrier phrase duration is longer than the switch to stay ratio of the predictable reaction time
(1.21 times longer compared to 1.06 times longer). This difference holds true even when one
compares the switch to stay ratio of the carrier phrase latency to the switch to stay ratio of the
unpredictable reaction time (1.05 times longer). Thus, this lends support to the idea that less
cognitive effort is exerted between utterances (measured as reaction time) that involve planned
language switches rather than within an utterance (measured as carrier phrase duration) that
involves a planned language switch.
These results for the general division of switch versus stay ratios, however, can only be
taken in light of the experimental task, in which the carrier phrase uttered before the object was
always the same. The shorter reaction time ratios compared to the carrier phrase duration ratios
suggest that, in a familiar task, speakers will produce the spoken equivalent of written language
more easily than the spoken equivalent of an image. However, this comparable access may also
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point out an absence of a general preplanning of the entire phrase in this particular task, i.e. the
multilinguals start uttering the carrier phrase before they process the lexical item.
Considering switches based solely on greater or lesser dominance, it is evident that
whether one analyzes the reaction times related to predictable switches versus unpredictable
switches creates a diametrically opposed idea. Essentially, if one treats a trial as a self-contained
unit, i.e. the predictable analysis, then a longer reaction time for a strongweak switch may be
an effect of trying to account for the entire utterance at the beginning of the trial. Thus, if the
object in the trial is of a more dominant language, then the access would be faster. The shorter
reaction times for weakstrong switches in the predictable analysis could be expected (see
Figure 10), since the first language would not be subject to as much inhibition. Nevertheless, the
shorter weakstrong carrier phrase durations contradict findings from picture naming studies
and from Green’s (1998) Inhibitory Control Model, where switching into a more dominant
language requires a longer time (Meuter & Alport, 1999).
Continuing with the predictable view, the general lack of significant differences for
switching into more dominant versus less dominant languages (see Figure 9) counters the
Inhibitory Control Model (Green, 1999), since switching into a dominant language should be
generally slower than switching into a not as dominant language. However, there was only a
significant difference between the L1 and L3. This may be due to a more gradient change of
dominance across languages that is not visible when only analyzing bilinguals. This gradient
change does not explain why the difference between the L1 and L3 carrier phrase durations were
not significant while the L1 and L2 were different and the L2 and L3 were different. A potential
explanation for this lack of difference between the L1 and L3 may be that a speaker’s most
dominant language holds a special position in the mind and consequently has a relatively high
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constant level of activation, especially in the case of a predictable switch; an L3, though usually
activated much less, also requires less inhibition, especially in a predictable switch. In contrast,
the L2 has an intermediary position in terms of both activation and necessary inhibition. Thus, it
may be the case that predictability mitigates the role that dominance usually fulfills, i.e.
increasing dominance will not automatically entail longer delays for lexical access.
Additional evidence is provided by comparisons between specific language
combinations. For instance, the slight difference (nearing significance) between the L3L1 and
the L3L2 normalized carrier phrase duration switch conditions raises an interesting question
since the switch from L3L1 takes less time than the L3L2, perhaps revealing that not only is
an inhibitory process in effect but also a simultaneous activation process. Otherwise, a solely
inhibitory effect would posit that a L3L1 switch would take longer than an L3L2 switch.
Furthermore, there was a slight difference (nearing significance) between the L3L2 and
L2L3 switched conditions. Thus, beyond inhibitory control, it may be the case that the L2 and
L3 interact in more similar (though not identical) ways with respect to processing. This finding is
in line with De Bot & Jaensch (2015) who concluded that there is no evidence showing that L3s
and beyond are processed differently or in different areas of the brain than L2s. 46 This claim has
also been put forth in L3 studies focusing on the L2 as a more likely source for cross-linguistic
influence (e.g. Falk Lindqvist, & Bardel, 2015).

46

Additionally, evidence has shown that L1s and L2s are processed differently for late bilinguals (e.g. Kim,
Relkin, Lee, & Hirsch, 1997). Research that has shown little to no difference for L1 and L2 neural activation has
involved more balanced bilinguals who learned both languages early in life and would have similar dominance (e.g.
Hernandez, Dapretto, Mazziotta, & Bookheimer, 2001); these results would not be comparable to the current
population, all of whom exhibited distinct levels of dominance. Some studies (e.g. Chee, Tan, & Thiel, 1999) have
shown that there are no differences in early and late-acquired languages, but these have not taken language
dominance into account, but rather age of acquisition.
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Generally, the unpredictable reaction time results align with prior analyses of
unpredictable language switching. Switching into a language with greater dominance results in a
slower reaction time, supporting the ICM (Green, 1998). As expected, in most cases where a
speaker switched languages, it required significantly more time than staying in a given language
(See Figure 17 Unpredictable stay vs. switch trial reaction times., Figure 6, Figure 12).
For unpredictable reaction times, the general pattern of asymmetrical response times and
switch costs, with longer response times and higher switch costs for more dominant languages,
supports prior research stating that inhibitory processes occur when language switching with
languages that have different dominance levels (e.g. Green, 1998; Meuter & Allport, 1999;
Olson, 2012) versus symmetrical costs for languages that have more equal dominance (Costa &
Sanesteban, 2004). In this study, one can see that this phenomenon is irrespective of isolated
picture naming or picture naming in a language context.
A final consideration is whether there is some compensatory trade-off between reaction
times and carrier phrases, i.e. if a shorter reaction time results in a longer carrier phrase or vice
versa. If such a trend existed, it would suggest that more cognitive planning occurs during one of
the phases. However, after comparing reaction times and carrier phrase durations for the
language-switched pairs (see Appendix E), there are two cases in which two predictable switch
pairings exhibited a significant difference in the carrier phrase but not the reaction time and three
cases in which the reaction time was significant but not the carrier phrase. This almost even
divide makes it difficult to conclude whether lengthening is more likely occur in one portion of
the switch versus the other. However, in the unpredictable analysis, there were eight cases in
which two unpredictable switch pairings exhibited a significant difference in the carrier phrase
but not the reaction time and one case in which the reaction time was significant but not the
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carrier phrase. This imbalance suggests that there is a compensatory trade-off with longer carrier
phrases in unpredictable language switches. However, with so few findings, the question of
whether there is more cognitive planning prior to uttering the entire phrase or during the carrier
phrase itself is still a question to be explored further.
With mixed findings, in the end, there may be both a predictable (with planning, which
mitigates the effect of dominance) and unpredictable (with no planning, which permits the
dominance factor to take more effect) aspects to the reaction times in the specific task presented
in this experiment. This construct of predictability contrasts with findings that claim that more
balanced bilinguals (or multilinguals in this case) have slower response times in their more
dominant language compared to less balanced multilinguals who have faster response times in
their dominant language (Costa et al., 2006). According to those findings, the participants in this
study, who were not balanced bilinguals as a whole, should exhibit a stair-step pattern in which
the most dominant language exhibits the fastest response time; this should be present in each
experiment. However, this pattern was not observed in both the predictable and unpredictable
analysis. Thus, future studies should contrast dominance versus predictability directly to see
which factor is a more important determining factor for responses in language switching.
4.4 Cross-linguistic Influence Results
As noted in the methods, trials in which cross-linguistic influence occurred were
analyzed separately. A total of 159 cases of cross-linguistic influence emerged from the 9,029
target trials comprising 1.8% of the total amount of trials. These trials were first analyzed in an
analogous way to the lexical access portion, to understand how cross-linguistic influence
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manifests depending on switch versus stay conditions and dominance-relationship.47 Then, the
trials were analyzed for the source of cross-linguistic influence and for the location/pattern of
cross-linguistic influence, i.e. whether the cross-linguistic influence occurred in the carrier
phrase or the object and whether a false start or a complete utterance was produced.
For the switch versus stay analysis of cross-linguistic influence, there are more cases of
cross-linguistic influence in switch trials (n = 132) than stay trials (n = 27). However, there was
an almost equal number of cases of cross-linguistic influence in strongweak switches (n = 65)
as in weakstrong switches (n = 67). The source of cross-linguistic influence was
predominantly the L2 (n = 72), followed by more comparable amounts of cross-linguistic
influence from the L3 (n = 48) and L1 (n = 39), shown in Figure 22 and Table 14. Following the
same pattern, cross-linguistic influence was most present in the L2 (n = 65) and less so in the L3
(n = 50) and the L1 (n = 44), shown in the contingency table, which displays the number of cases
of cross-linguistic influence based on dominance along with the respective percentages relative
to the total number of cases (Table 14).

47

The cross-linguistic data was not analyzed for whether cases appeared in predictable or unpredictable
switches. The comparison would not be equal since the language of the objects would always be predictable, and the
instances of cross-linguistic influence in the carrier phrase (13.1%) are too few to glean any substantial insight.
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Figure 22 Cases of cross-linguistic influence
Table 14 Cross-linguistic influence by language combination
Source

Combination

Frequency
Percent

Total

L1L1 L1L2 L1L3 L2L1 L2L2 L2L3 L3L1 L3L2 L3L3

Total

L1

0
16
0.00 10.06

1
0.63

5
3.14

1
0.63

2
1.26

7
4.40

4
2.52

3
1.89

39
24.53

L2

2
1.26

7
4.40

3
1.89

9
5.66

7
19
4.40 11.95

11
6.92

10
6.29

4
2.52

72
45.28

L3

0
0.00

3
1.89

5
3.14

4
2.52

6
3.77

6
3.77

11
6.92

4
2.52

48
30.19

2
26
1.26 16.35

9
18
5.66 11.32

9
5.66

14
30
8.81 18.87

24
25
15.09 15.72

11
159
6.92 100.00

A chi-square test of independence was used to determine whether the relation between
the source language of the cross-linguistic influence instance and direction of the language
change was significant. The relationship was indeed found to be significant: X2 (16, N = 159) =
37.14, p = .002. Thus, there was a significant difference in the ratios of the instances of crosslinguistic influence across language switch conditions. Following Olson’s (2016) methodology,
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an error analysis was conducted to determine if there were error switch costs, i.e. a cost in correct
production due to language switching. These costs were calculated by subtracting the number of
errors in stay trials in a given language from the number of errors in the switch trials for that
language. The following error switch costs were found: L1 = 40, L2 = 37, L3 = 28. These results
may suggest that the inhibition necessary to control a more dominant language on a macro level
also impacts the lexical access, producing more errors.
45
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Figure 23 Error switch costs by condition
As to cases of cross-linguistic influence by dominance-relationship, there were a
comparable number of instances of cross-linguistic influence when switching from a less
dominant language into a more dominant language (n = 67) as when switching from a more
dominant to a less dominant language (n = 65).
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Figure 24 Cases of cross-linguistic influence by dominance-relationship
Beyond analyzing cases and sources of cross-linguistic influence, four patterns of crosslinguistic influence were coded in order to observe their relative frequency in production (Table
18). The most common pattern of cross-linguistic influence was Non-Target Language False
Start Correct Object (n = 64). The second most common was Non-Target Language Correct
Object (n = 38). The third most common was Target Language Incorrect Object (n = 25). One
example of this third type is when a subject named the ‘monkey’ object ‘simio’ in Spanish,
which specifically denotes ‘ape.’ This error was likely due to cross-linguistic influence from the
Italian ‘scimmia,’ which denotes ‘monkey.’48 The fourth most common was Non-Target
Language False Start Carrier Phrase (n = 19). The less common types of cross-linguistic
influence were Target Language False Start Incorrect Object (n = 9) and Non-Target Language

48

This case also supports the idea that priming creates errors in production (Vitkovich and Humphreys,
1991). Since this priming occurs cross-linguistically, it lends evidence to an integrated lexicon.
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Carrier Phrase Complete (n = 4).49 Table 15 summarizes the cross-linguistic influence patterns,
and Figure 10 shows cross-linguistic influence patterns as percentages of all cases of crosslinguistic influence. Only fourteen percent (n = 23) of the cases occurred in the carrier phrase,
while 86% (n = 136) occurred in the object.

Pattern

Table 15 Instances of cross-linguistic influence by pattern
Number of cases % of total cases

Non-Target Language False Start Correct Object

64

39.6

Non-Target Language Correct Object

38

23.9

Target Language Incorrect Object

25

14.5

Non-Target Language False Start Carrier Phrase

19

11.3

Target Language False Start Incorrect Object

9

5.7

Non-Target Language Carrier Phrase Complete

4

1.8

4.5 Discussion of Cross-linguistic Influence Results
Given that no language switch or stay condition was resistant to cross-linguistic
influence, there is strong evidence for extensive interaction among a trilingual’s languages.
However, since the stay conditions individually exhibited the lowest number of cross-linguistic
influence cases, i.e. L1L1 (n = 2), L2L2 (n = 14), and L3L3 (n = 11), compared to their
switch comparisons, the data suggest that remaining in one language allows for a higher level of
control. This is especially true for the L1L1 condition with only two cases of cross-linguistic
influence from the L2.
In general, the L1 experienced the least amount of cross-linguistic influence, which
supports research showing that more proficient languages experience less cross-linguistic

49

There were no cases of coinage in the experiment. However, there were cases in the image identification
pre-task, e.g. the Portuguese lexical invention moneca for the target word boneca ‘doll.’ exhibiting cross-linguistic
influence from Spanish. These lexical inventions were not repeated in the primary task.
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influence than less proficient languages because of the strength of the lexical/conceptual
connections (Festman, 2008; Lindqvist, 2009). This resistance to cross-linguistic influence also
supports the idea that speakers who are more dominant in a language also exert greater control
over it and can prevent it from influencing a less dominant language, an idea also supported by
other prior research (e.g. Oretga and Celaya, 2013). In contrast, switching into the L2 was most
susceptible to cross-linguistic influence (65 cases), and the most common source for crosslinguistic influence was the L2 (72 cases).50 These two results suggest that the L2 is a language
that links the L1 and L3 for multilinguals and that it occupies this intermediary position because
its dominance lies between the L1 and L3; this link may also reveal that the L2 has a lower level
of inhibition than the L1 but a higher level than the L3. This finding supports Kroll & Stewart’s
(1994) Revised Hierarchical Model, which claims that the L2 has strong lexical ties to the L1,
and it also supports the Parasitic Model (Hall & Ecke, 2003), which claims that the L3 forms ties
to the L2 lexicon.
Also, there are mixed findings with respect to the validity of the L2 Status Factor. In
favor, there is a strong connection between the L2 and the L3 in terms of exhibiting cases of
cross-linguistic influence (see Figure 22). First, the primary source for cases of cross-linguistic
influence when switching into an L3 were from the L2.51 This L2-L3 connection provides
evidence for the close relation of these two languages in a trilingual’s mind, lending support to
the L2 Status Factor Model. This connection is explicable in terms of a closer connection of the
lexicons, in terms of the way in which they learned the words—formally—which is further

50

One may not that switching into the L1 produced the highest error switch cost. However, the cost was
very similar to the L2, i.e. 37 vs. 40.
51
This is compared to the L1. Undoubtedly, there was a large number of cross-linguistic influence from the
L3 as well, but those instances were still in the target language.

84

strengthened by the Parasitic Model (Hall, 2002), since new words in the L3, in absence of L1
cognates, would latch onto the L2 equivalents. Thus, if the L2 and L3 lexicons are connected to
such a degree, they will be accessed in a similar fashion, and this supports the closer connection
between those two languages according to both lexical access models like the Revised
Hierarchical Model (Kroll & Stewart, 1994) and cross-linguistic influence models like the L2
Status Factor Model (Bardel & Falk, 2007; Falk & Bardel, 2011). However, in terms of source of
cross-linguistic influence, there is a greater similarity between the L1 and L3 (see Figure 22
Cases of cross-linguistic influence). This would further support a more intermediary position for
the L2. This contrast may be due to the distinct differences in dominance among languages
compared to a more balanced situation, but exploring this connection is beyond the scope of the
current study.
Since most cases of cross-linguistic influence were Non-Target Language False Start
Correct Objects, the data support the idea that multilinguals, even if they lexically access a nontarget item initially, still have a great amount of control to reselect the target lexical item. This
also lends evidence to the idea that the lexical items are strongly connected to the concept. Even
when participants uttered a non-target word in the target language, out of the twenty-three cases,
only five were phonologically motivated, while the remaining eighteen were words that were
semantically related to the target item.
Since cross-linguistic influence cases were almost equal in non-dominant to dominant
and dominant to non-dominant switches, this suggests that the process of inhibition is not closely
tied to the mechanisms by which cross-linguistic influence occurs, at least in this study. If cases
of cross-linguistic influence had patterned more similarly to the differences of reaction times and
carrier phrase durations based on greater or lesser dominance (see Figure 10 and Figure 15), then
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one could posit that inhibition interacts directly with cross-linguistic influence. In any case, if
there were no inhibitory process, one could foresee many more cases of cross-linguistic
influence, so there must be some connection.
Language combination 1
L1L2 (M = 945.70, SD = 254.30)
L1L2 (M = 945.70, SD = 254.30)
L1L2 (M = 945.70, SD = 254.30)
L1L3 (M = 929.91, SD = 231.11)
L2L1 (M = 974.11, SD = 251.98)
L2L1 (M = 974.11, SD = 251.98
L2L1 (M = 974.11, SD = 251.98)
L2L1 (M = 974.11, SD = 251.98)
L2L3 (M = 945.89, SD = 239.35)
L2L3 (M = 945.89, SD = 239.35)
L2L3 (M = 945.89, SD = 239.35)
L3L1 (M = 970.84, SD = 242.14)
L3L1 (M = 970.84, SD = 242.14)
L3L1 (M = 970.84, SD = 242.14)
L3L1 (M = 970.84, SD = 242.14)
L3L2 (M = 965.36, SD = 248.69)
L3L2 (M = 965.36, SD = 248.69)
L3L2 (M = 965.36, SD = 248.69)
L3L3 (M = 910.79, SD = 218.64)

Language combination 2
L1L1 (M = 913.70, SD = 263.08)
L2L2 (M = 899.98, SD = 224.02)
L3L3 (M = 910.79, SD = 218.64)
L2L2 (M = 899.98, SD = 224.02)
L1L1 (M = 913.70, SD = 263.08)
L1L3 (M = 929.91, SD = 231.11)
L2L2 (M = 899.98, SD = 224.02)
L3L3 (M = 910.79, SD = 218.64)
L1L3 (M = 929.91, SD = 231.11)
L2L2 (M = 899.98, SD = 224.02)
L3L3 (M = 910.79, SD = 218.64)
L1L2 (M = 945.70, SD = 254.30)
L2L1 (M = 974.11, SD = 251.98)
L3L2 (M = 965.36, SD = 248.69)
L3L3 (M = 910.79, SD = 218.64)
L1L2 (M = 945.70, SD = 254.30)
L1L3 (M = 929.91, SD = 231.11)
L2L3 (M = 945.89, SD = 239.35)
L2L2 (M = 899.98, SD = 224.02)

Mixed model Tukey-Kramer
t(8549) = -4.08, p = 0.0015
t(8549) = 5.44, p < .0001
t(8549) = 4.29, p = 0.0006
t(8549) = 3.45, p = 0.0166
t(8549) = -7.08, p < .0001
t(8549) = -4.92, p < .0001
t(8549) = 8.41, p < .0001
t(8549) = 7.25, p < .0001
t(8549) = -5.44, p < .0001
t(8549) = 4.29, p = 0.0006
t(8549) = -7.08, p < .0001
t(8549) = -4.93, p < .0001
t(8549) = -8.41, p < .0001
t(8549) = 7.25, p < .0001
t(8549) = -6.24, p < .0001
t(8549) = -4.11, p = 0.0013
t(8549) = -7.57, p < .0001
t(8549) = 6.42, p < .0001
t(8549) = -4.08, p = 0.0015
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CHAPTER 5: GENERAL DISCUSSION AND CONCLUSION

This study’s goal was to expand the research of the multilingual lexicon, specifically in
language switching situations in connected speech. One of the points to achieve this goal was to
include a wide range of language combinations for generalizable conclusions. Another point was
to have unbalanced trilinguals in order to gauge the effect of language dominance regardless of a
particular language arrangement. A final point was to bridge the theories/models of lexical
access to those that address cross-linguistic influence while employing a more naturalistic
methodology to explore how the mind processes multiple languages.
This experiment created a modified paradigm in terms of picture naming to change the
task by always having the object elicit the same language within a condition. A cued picturenaming task was conducted with 42 unbalanced trilinguals. Response times for onset of speech
and carrier phrase durations were analyzed. The results indicated (1) a nuanced interaction
between inhibition and activation of languages, generally supporting greater inhibition on more
dominant languages, and (2) second language influence on the first and third.
The distinct reaction time and carrier phrase duration results seems to support that the
brain does not store or activate/access language in one way, but rather that there are at least a few
different approaches to lexical access. Namely, lexical access functions differently in predictable
versus unpredictable switches with respect to dominance. The concept of predictability becomes
salient, since it can affect the way in which one analyzes language switching, and it also raises
the question of whether predictability or dominance is more indicative of levels of inhibition
and/or activation.
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The results of this study support once again that multilinguals are adept at both separating
their languages and switching between them, especially when they switch in predictable
contexts. The methodology expands the previous options in order to test language switching with
a greater variety of tasks. Additionally, the varied language combinations aid in generalizing the
findings. Furthermore, whereas previous research has offered insights into L3 lexical
organization and access via isolated picture naming tasks, no evidence existed as to whether
inhibitory processes function similarly in connected speech in which a language switch occurs.
The major contribution of this study is to connect the ideas between the generative theories with
the cognitive theories to create a fuller picture of L3 speaker phenomena. Findings will add to
the body of research analyzing lexical access and storage for trilinguals as well as crosslinguistic influence.
As to the remaining sections, Section 5.1 discusses the answers to the research questions
via the results. Section 5.2 discusses the complimentary results of the reaction time/carrier phrase
duration analyses and those of the cross-linguistic analysis.
5.1 Results in Light of Research Questions
RQ1: How does language dominance influence lexical access in switch and stay pairings?
As hypothesized, stay pairings had shorter reaction times and carrier phrase durations
than switch pairings for both predictable and unpredictable reaction time as well as for the carrier
phrase duration. In stay conditions in the predictable context, all three languages behaved
similarly with no significant differences, contrary to expectations. In switch trials, for reaction
time, more dominant languages seem to be more quickly accessed if they are viewed as part of a
predictable switch, i.e. the switch into the carrier phrase language at the beginning considers the
rest of the speech that involves another switch. Also, there are various cases of no differences
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with comparisons where one would expect a difference based on dominance. For example,
switching from the L1L2 or L1L3 yields no difference in reaction time, where one would
expect the L1L3 switch to be faster based on a more dominant to less dominant switch; one
can see in this lack of significance differences throughout in Table 12.
Carrier phrase durations were generally shorter when switching into the most dominant
language (L1) for the object. This pattern was not always present though. This finding did not
conform to prior work on inhibition that would predict slower response times when switching
into a more dominant language. When comparing L3L1 and L3L2 carrier phrase durations,
based on the original hypothesis, one would expect L3L1 to produce a longer duration since
the switch is into a more dominant language. However, the L3L1 has a slightly shorter
duration, and in any case this particular difference is not significant.
In the unpredictable context, there is a difference between the stay reaction time of the
L1 and L3. Furthermore, dominant languages are more slowly accessed if they are viewed as part
of an unpredictable switch.
RQ2: How does language dominance influence cross-linguistic influence in switch and stay
pairings?
Generally, results indicated that cross-linguistic influence was more prevalent when
retrieving an L2 or L3 lexical item, and it was more prevalent in switch conditions compared to
stay conditions, which was to be expected. However, there was an exception with the L1L3
switch exhibiting fewer cases than in the other switches into the L2 or L3. This could be
explained by the relative dominance of the L1 compared to the L3 allowing a stronger level of
control for the L1 to prevent it from creating cross-linguistic influence.
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5.2 Discussion of Combined Results
Concerning the combined analysis of both the reaction time/carrier phrase and the crosslinguistic influence results, one can observe a highly nuanced system in which predictability and
dominance affect lexical access. In this study, one can see that an inhibitory process functions
irrespective of isolated picture naming or picture naming in a connected speech, adding to
previous research solely dependent on picture naming (e.g. Festman, 2008; Guo et al., 2011;
Kroll & Stewart, 1994; Meuter & Allport, 1994; Misra et al., 2012; Olson, 2015). Furthermore,
the same effects observed in bilingual populations are also observed in trilingual populations of
varied linguistic profiles, which helped answer the call for more and varied languages (e.g. De
Bot, 2004; Ecke, 2015; Falk & Bardel, 2010; Rothman & Halloran, 2013).
The results as a whole both support and contradict previous research that argues for
dominance as the main factor in inhibitory processes. The reason for this clash is that there is an
important nuance to the lexical access, realized early in this study, that is difficult to capture in
any one experiment. The support for dominance as an important factor stems from the
unpredictable analysis in this dissertation in which reaction time is longer when a language is
more dominant. This contrasts from the predictable analysis, which suggests that dominance
only plays a main role in the inhibitory process when there is an absence of a predictable or
otherwise planned switch (e.g. a switch for discursive purposes).
The opposition for dominance as the main factor in inhibition stems from two sources of
evidence. The first piece of evidence is the lack of differences found in stay trials for both of the
reaction times and the carrier phrase duration, showing that all languages in a trilingual mind are
accessed at generally the same rates. The second piece of evidence is the reversal of reaction
time data when one considers predictability. By splitting the reaction time analysis into two:
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predictable and unpredictable, different conclusions can be drawn. It is precisely these different
conclusions that point to predictability as a factor that must be addressed in any case of language
switching in connected speech.
Another general finding is that there are few significant differences between each
dominance level in both of the reaction times and the carrier phrase duration. Not only does this
call into question the effect of dominance, but it can also be a sign of a highly integrated lexicon.
A highly integrated lexicon would further be supported by the cases of cross-linguistic influence,
especially between the L2 and L3. This more one-sided integration between the L2 and L3 once
again reveals a nuance that has been observed in other studies (e.g. Sánchez, 2015).
Finally, this study’s response to the debate between inhibition and activation is that both
are important processes that simultaneously contribute to lexical access. This is evidenced in the
data when there were no significant differences between the L1 and L3, where research on the
effect of dominance would definitely expect a significant difference. If only one language were
either solely activated or inhibited based on dominance, a gradient, stair-step pattern would
always emerge (and presumably with significant differences among the languages), but the data
do not support this pattern in every case, most notably in the cross-linguistic analysis. However,
if these two processes work in concert, then the forces of inhibition act upon highly-dominant
languages in order to speak less dominant languages, and less dominant languages are activated
to overcome the activation levels of more dominant languages. This would explain why results
are more variable, since the L1 would have high inhibition and high activation, the L2 would
have mid inhibition and mid activation, and the L3 would have low inhibition and low activation.
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5.3 Contributions
This study contributes to lexical access research and the field of psycholinguistics more
broadly by providing a more comprehensive view of the multilingual lexicon that demonstrates
the connection between lexical access and cross-linguistic influence as signs of the how the
multilingual lexicon functions. More specifically, this study has found that there is a complex
interplay between language dominance and predictability with respect to language-switching.
This finding informs methodological considerations when creating similar experiments to
observe latencies and switch costs.
As far as the cross-linguistic portion of the study, there is preliminary evidence that there
are inhibitory forces at work that make the L2 both more susceptible to and likely to create crosslinguistic influence. This special status should be a focal point for future reaction time studies of
trilinguals. With these contributions in mind, researchers can more completely observe the costs
inherent in switching between languages and the phenomena that result from switching, which
highlight the mental processes of an ever-increasing number of multilinguals in a globalized
society.
5.4 Limitations and Future Directions
This study has exemplified the importance of analyzing language switching as predicable
versus unpredictable. Future modifications to this study include adding more diverse languages,
such as Arabic and Japanese due to their typological distinctness, e.g. differing orthographic
conventions or word order. In this study, those languages would have not been suitable given the
difficulty of controlling for the orthographic system in the first case and word order in the second
case in this experiment.
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Directly stemming from this study, one could more closely analyze the differences
between predictable and unpredictable switches directly. Additionally, with more comparable
group numbers of participants for each language triad, the triad groups can be analyzed
separately (i.e. a language pairing analysis) to see whether there are typological factors, i.e.
language similarities or differences, which reveal distinct patterns of lexical access. There are
also morphosyntactic elements, such as gender mismatches between a carrier phrase language
and the object, or the pattern of noun declension depending on the carrier phrase language, that
could show distinct patterns of lexical access.
In terms of conceptual framework, a neurolinguistics version of this experiment would
provide concrete evidence about whether the differences visible in production correspond to
different parts of the brain. One can compare the location of brain activity when language
switching to see whether reaction time differences are mirrored in the amount brain activity
generated. One can also see whether cases of cross-linguistic influence are reflected differently
in brain activity than target language switches. Additionally, one can observe whether there is
distinct brain activity when switching languages versus remaining in one language.
In order to elicit even more authentic lexical access, a methodology where participants
must produce spontaneous speech with a constantly changing language context would be ideal
yet necessitate more balanced trilinguals. Data could be elicited with a task in which participants
must answer questions posed to them by trilingual interlocutors who either code-switch or not for
each question. However, maintaining proper control over all the variables would be challenging.
Longitudinal studies would also provide a glimpse of the dynamic nature of the
multilingual system. For instance, Szubko-Sitarek (2015) pointed out the need for longitudinal
studies that can account for the dynamic nature of language by accounting for the effect of
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changing the proficiency level on production. She also called for more studies to assess the effect
of context and echoed Grosjean’s (2001; 2008) call for studies that assess the effect of recency of
language use.
Another focus could be to correlate results by the order in which they were produced.
This could shed light on a practice effect, i.e. maybe multilinguals improve at switching with
practice.
While the current study has analyzed the effect of language dominance on lexical access
in both predictable and unpredictable language switching contexts in trilinguals, as well as the
connection between lexical access and cases of cross-linguistic influence, future work will
explore the effect of other factors on lexical access that have not previously been considered,
such as psychotypology, orthography, and word order.
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APPENDIX A: TRILINGUAL LANGUAGE PROFILE

This questionnaire is part of a study being conducted on trilinguals by Boris Yelin of
Purdue University. This study is for those eighteen years old and up. Your participation does not
present any known risk or benefit. Your participation is voluntary, and you can exit the
questionnaire at any time. All answers will be de-indentified after they are coded. Thank you for
your participation!
Language Profile.
We would like to ask you to help us by answering the following questions concerning
your language history, use, attitudes, and proficiency. This is a modified survey based on the
BLP of the University of Texas at Austin. Its purpose is to better understand the profiles of
speakers in diverse settings with diverse backgrounds. The survey will take approximately 10
minutes to complete. This is not a test, so there are no right or wrong answers. Please answer
every question and give your answers sincerely. Thank you very much for your help.
Age ___
Please indicate your gender
Male__Female__Prefer not to respond __
Current place of residence: city/state ___ country ___
Highest Level of formal education:
Please list the three languages you know the best: ______ _______ ______
Please list any other languages you have knowledge of and length of study/type of learning, e.g.
Japanese - 2 months or Italian - self-study
II. Language history
In this section, we would like you to answer some factual questions about your language history
by placing a check in the appropriate box.
1. At what age did you start learning the following languages?
As early
as I can
remember

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20+

15

16

17

18

19

20+

L1
L2
L3
2.

L1
L2
L3

At what age did you start to feel comfortable using the following languages?
As early
1 2 3 4 5 6 7 8 9 10 11 12 13 14
as I can
remember

116

3. How many years of classes (grammar, history, math, etc.) have you had in the following
languages (primary school through university)?
0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20+

L1
L2
L3

4. How many years have you spent in a country/region where the following languages are
spoken?
0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20+

L1
L2
L3

5. How many years have you spent in a family where the following languages are spoken?
0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20+

L1
L2
L3

6. How many years have you spent in a work environment where the following languages are
spoken?
0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20+

L1
L2
L3

III. Language use
In this section, we would like you to answer some questions about your language use by placing
a check in the appropriate box. Total use for all languages in a given question should equal
100%.
7. In an average week, what percentage of the time do you use the following languages with
friends?
0%
L1
L2
L3

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%
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8. In an average week, what percentage of the time do you use the following languages with
family?
0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

L1
L2
L3

9. In an average week, what percentage of the time do you use the following languages at
school/work?
0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

L1
L2
L3

10. When you talk to yourself, how often do you talk to yourself in the following languages?
0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

90%

100%

L1
L2
L3

11. When you count, how often do you count in the following languages?
0%

10%

20%

30%

40%

50%

60%

70%

80%

L1
L2
L3

IV. Language proficiency
In this section, we would like you to rate your language proficiency by giving marks from 0 to 6.
1.
0 = not well at all

1

2

3

4

5

6 = very well

0 = not well at all

1

2

3

4

5

How well do you speak L1?
How well do you speak L2?
How well do you speak L3?
2.
How well do you understand L1?
How well do you understand L2?
How well do you understand L3?

6 = very well
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3.
0 = not well at all

1

2

3

4

5

6 = very well

0 = not well at all

1

2

3

4

5

6 = very well

How well do you read L1?
How well do you read L2?
How well do you read L3?

4.
How well do you write L1?
How well do you write L2?
How well do you write L3?

IV. Language attitudes
In this section, we would like you to respond to statements about language attitudes by giving
marks from 0-6.
1.
0 = disagree

1

2

3

4

5

6 = agree

0 = disagree

1

2

3

4

5

6 = agree

0 = disagree

1

2

3

4

5

6 = agree

I feel like myself when I speak
L1.
I feel like myself when I speak
L2.
I feel like myself when I speak
L3.

2.
I identify with an L1 speaking
culture.
I identify with an L2 speaking
culture.
I identify with an L3 speaking
culture.

3.
It is important to me to use (or
eventually use) L1 like a native
speaker
It is important to me to use (or
eventually use) L2 like a native
speaker
It is important to me to use (or
eventually use) L3 like a native
speaker
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4.
0 = disagree
I want others to think I am a
native speaker of L1.
I want others to think I am a
native speaker of L2.
I want others to think I am a
native speaker of L3.

1

2

3

4

5

6 = agree
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APPENDIX B: LANGUAGE PROFILES OF PARTICIPANTS

Participant
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

Age
28
24
22
61
25
37
32
31
40
32
27
35
27
60
36
23
22
26
28
39
19
59
22
25
29
64
20
31
25
28
36
29
21
22

L1
German (179.62)
Spanish (177.98)
Spanish (176.80)
English (205.22)
English (172.44)
Spanish (182.61)
Russian (186.42)
Mandarin (184.70)
Portuguese (158.27)
Italian (185.24)
English (212.49)
Spanish (182.52)
Mandarin (159.55)
Russian (183.70)
Spanish (192.42)
English (190.70)
Mandarin (198.32)
Spanish (186.15)
English (201.54)
Russian (195.78)
English (204.50)
English (217.94)
Spanish (165.99)
English (217.94)
English (211.67)
French (190.69)
English (192.42)
Spanish (185.61)
Mandarin (189.42)
French (204.86)
Portuguese (125.40)
Spanish (188.42)
Mandarin (170.63)
Russian (172.21)

L2
English (189.058)
English (138.67)
English (112.146)
French (56.75)
Spanish (151.20)
English (104.70)
Spanish (132.39)
Spanish (108.15)
English (87.53)
German (134.48)
German (113.05)
English (121.59)
English (104.06)
English (119.13)
English (124.13)
German (134.84)
English (139.48)
English (147.47)
Mandarin (46.85)
English (53.02)
Spanish (152.00)
French (94.89)
English (164.90)
French (90.35)
Spanish (59.20)
English (174.26)
Mandarin (150.10)
English (136.57)
English (88.45)
English (119.77)
Spanish (114.69)
English (103.34)
English (111.33)
English (151.10)

L3
Spanish (124.582)
French (97.52)
Italian (96.07)
German (49.49)
German (125.67)
French (79.99)
English (128.85)
English (86.54)
German (76.82)
English (115.23)
Portuguese (70.37)
Italian (60.11)
Spanish (18.80)
Spanish (81.27)
French (113.86)
Spanish (112.14)
French (67.19)
French (65.4)
German (20.88)
French (46.04)
German (38.05)
Spanish (77.18)
Portuguese (77.73)
Spanish (65.38)
French (46.49)
Spanish (75.73)
Spanish (86.99)
French (74.64)
French (19.98)
Spanish (51.76)
English (99.52)
Portuguese (59.66)
French (52.21)
French (69.37)
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Participant
35
36
37
38
39
40
41
42

41
27
31
66
55
33
33
22

L1
English (197.23)
Spanish (183.61)
English (197.60)
Portuguese (196.50)
English (208.13)
German (191.51)
Portuguese (188.42)
Spanish (183.97)

L2
German (136.03)
English (140.65)
French (129.76)
Spanish (117.78)
Spanish (58.93)
English (143.56)
Spanish (108.88)
English (147.47)

L3
Spanish (37.23)
German (78.45)
German (32.23)
English (80.72)
French (29.87)
Spanish (70.37)
English (60.93)
French (45.85)
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APPENDIX C: STIMULI52

Target
airplane
avion
Flugzeug
aereoplano
avião
avión

Phonetic
/'erˌplen/
/avjɔ/̃
/flu:ktsɔʏk/
/aereoplano/
/avi'ɜ̃w/
/a'βjon/

Frequency # of syllables TS
3438
2
1409
2
1395
2
4048
3
1092
2
1283
2

D
EFG
EGI
EGP
EPS

Target
cow
niú
vaca

Phonetic
/'ni̯ ɤʊ̯2/
/ˈbaka/

Frequency
3107
2217
2234

# of syllables TS
1
EMS
1
2

apple
pomme
Apfel
mela
maçã
яблоко
manzana

/'æpl̩ /
/'pɔm/
/apfəl/
/mela/
/ma'sɜ̃/
/j'æbləkə/
/man'sana/

1983
2847
3837
"
"
2771
2853

2
1
2
2
2
3
3

EFP

EGI
EGP
EIS
EPS

desk
secretária
escritorio

/'desk/
/sekɾeta'ria/
/eskɾi'toɾjo/

1668
"
3539

1
4
4

EPS

arm
bras
braço
рука
brazo

/'ɑːrm/
/'bʁa/
/'bɾasu/
/rʊk'a/
/'braso/

495
1253
959
88
620

1
2
2
2
2

ERS

EFP

dog
chien
Hund
cane
gǒu
собака
perro

/'dɔːɡ/
/'ʃjɛ/̃
/'hʊnt/
/'kane/
/'kɤʊ̯3/
/sɐbˈakə/
/pero/

770
1744
1046
1271
1138
718
939

1
1
1
2
1
3
2

ERS

EFR
EFS

doll
boneca
muñeca

/'dɑːl/
/bu'nɛka/
/mu'ɲeka/

3820
4261
3082

1
3
3

EGS
EFS
EFG
EMS
EIS
ERS
EGI
EFR/EGM/EFM
EPS

ball
ballon
мяч
pelota

/'bɒl/
/'balɔ/̃
/'mʲæt͡ɕ/
/pe'lota/

951
3692
3762
2445

1
2
1
3

bed
lit
Bett
letto
cama
cama

/'bed/
/'li/
/'bɛt/
/l'ɛtto/
/'kɜ̃ma/
/'kama/

680
1837
654
686
1810
1185

1
1
2
2
2
2

EFP
EIS

EFG
EGP

1
3
2
3
3

EFP
EPS

ERS

/'dɔːr/
/pɔʁt/
/'ty:r/
/'pɔrta/
/'mən2/
/'pɔrta/
/'dvʲ'erʲ/
/'pweɾta/
/'dres/
/'ʁɔb/
/'klaɪt/
/vis'tʃidu/
/bes'tiðo/

349
696
400
544
473
427
246
354
1799
2864
1681
1938
2220

1
1
1
2
1
2
1
2
1
1
1
3
3

EFM
EGM
EMS
EGI
EGP
EGS

2708
1920
3668
"
3000

door
porte
Tür
porta
mén
porta
дверь
puerta
dress
robe
Kleid
vestido
vestido

bell
campana
sino
колокол
campana

/'bel/
/kam'pana/
/'sinu/
/'koləkəl
/kam'pana/

belt
Gürtel
cintura
cinto
ремень
cinturón

/'belt/
/'gʏrtəl/
/tʃin'tura/
/'sintu/
/rʲɪ'mʲenʲ/
/sintu'ɾon

2449
??
4258
"
3781
3922

1
2
3
2
2
3

EGI
EGP
ERS

duck
canard
pato

/'dək/
/ka'naʁ/
/'pato/

3592
5295
4786

1
2
2

EFS

/'kaʊ/

D

EFG
EFP
EFS
EGP
EGS

"-- no frequency available in this language, please see other langauges for approximate frequencies

The code ‘TS’ signifies that the item was a target stimulus for the triads listed in that column. The code
‘D’ indicates that the item was a distractor for the triads listed in that column.
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Target
book
livre
shū

Phonetic
/'bʊk/
/livʁ/
/ʂu1/

Frequency # of syllables TS
245
1
EFM
358
2
EFR
241
1

D

Target
ear
oreille
ěr duo
oreja

Phonetic
/'ɪr/
/ɔʁɛj/
/ɑɻ3tu̯ɔ5/
/o'ɾexa/

Frequency
1390
1884
2698
2407

# of syllables TS
1
2
2
3

D
EFM
EMS

bottle
bouteille
garrafa

/'bɑːtl̩ /
/butɛj/
/ga'xafa/

1772
2979
2704

2
2
3

EFP
EFR
ERS

eye
œil
Auge

/'aɪ/
/œj/
/aʊgə/

246
474
236

1
1
2

EFG
EGM
EGS

бутылка
botella

/bʊtˈɨlkə/
/bo'teja/

1275
2161

3
3

yǎn jing
ojo

/ji̯ ɛn tɕiŋ
/'oxo/

736
247

2
2

bread
pain
miàn bāo
хлеб
pan

/'bred/
/pɛ/̃
/mi̯ ɛn4pɑʊ̯1/
/xlʲˈep
/pan/

2142
2802
4639
1293
1392

1
1
2
1
1

fish
poisson
yú
рыба
pez

/'fɪʃ/
/pwasɔ/̃
/'ɥu2/
/'rɨbə/
/peθ/

992
1616
855
1412
2426

1
2
1
2
1

EFM
ERS

butterfly
papillon
бабочка
mariposa

/'bʌtr̩flaɪ/
/papijɔ/̃
/'babət͡ɕkə/
/maɾi'posa/

"
"
4200
3883

3
3
3
3

flag
drapeau
bandeira
bandera

/flæɡ/
/dʁapo/
/bɜ̃ŋ'dejra/
/ban'deɾa/

2480
2582
1183
2021

1
2
3
3

EFP
EFS

church
chiesa
iglesia

/'tʃɝːtʃ /
/kjeza/
/i'ɣlesja/

512
"
1111

1
3
3

EIS

fork
garfo
tenedor

/'fɔːrk/
/'garfu/
/tene'ðoɾ/

4116
"
"

1
2
3

EPS

cloud
nuage
Wolke

/'klaʊd/
/nyaʒ/
/vɔlkə/

1956
3219
2448

1
2
2

EFG
EFM
EFR

/'hæt/
/ʃapo/
/kap'pello/

EFS
EIS
EPS

EFR

/ɥyn2/
/'nuvẽj/
/'obləkə/
/'nuβe/

1566
219
2145
1961

1
2
3
2

EGM
EGP
EGS
EMS

/ʃa'pɛw/
/'ʂlʲæpə/
/som'bɾeɾo/

2030
2908
1376
2435
"
2899

1
2
3

yún
nuvem
облако
nube

hat
chapeau
cappello
chapéu
шляпа
sombrero

clock
Uhr
zhōng
reloj

/'klɑːk/
/u:r/

1
1
1
2

EGM
EMS

coat
manteau
abrigo

/'koʊt/
/mɑ̃to/
/aβɾiɣo/

2284
3746
2996

1
2

EFS

horse
cheval
Pferd
cavallo
mǎ
cavalo
лошадь
caballo
house
maison
Haus
casa

/hɔːs/
/ʃəval/
/pfe:rt/
/ka'vallo/
/mɑ3/
/ka'valu/
/'loʂətʲ
/ka'βaʎo/
/'haʊs/
/mɛzɔ/̃
/haʊs/
/'kaza/

1292
2220
1505
746
1008
822
1398
780
151
325
159
109

1
2
1
3
1
3
2
3
1
2
1
2

EMS
EFR
EGI
EGP
EFM
EGM
EFG
EGS
EFM
EMS
EFP
EFR

EFS
EGM

/re'lox/

2655
349
1208
1685

fáng zi
casa
дом
casa

/fɑŋ2tsɨ5/
/'kaza/
/'dom/
/kasa/

1060
82
136
116

2
2
1
2

EFS
ERS

/tʂʊŋ1/

EFM
EMS
EFR
ERS

EFR
ERS

"-- no frequency available in this language, please see other langauges for approximate frequencies

3

5/

EFS

3
2
3

EGS
EGM
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Target
key
Schlüssel
yào shi
chave
llave

Phonetic
/'kiː /
/ʃlʏsəl/
/ji̯ ɑʊ̯4ʂɨ5/
/'ʃavi/
/'jaβe/

Frequency
1484
2321
"
1175
2150

# of syllables
1
2
2
2
2

TS
EFG
EGP
EGS
EGM

knife
couteau
Messer
coltello

/'naɪf/
/ku'to/
/mɛsɐ/
/koltello/

2269
3737
2924
3214

1
2
2
3

EFG
EGI

D

Target
telephone
téléphone
telefono
diàn huà
telefone
teléfono

Phonetic
/'teləˌfoʊn/
/telefɔn/
/tel'ɛfono/
/ti̯ ɛn4xu̯ɑ4/
/tele'foni/
/te'lefono/

Frequency
1827
1366
"
338
1214
999

# of syllables TS
3
3
4
2
3
3

D
EIS
EFP
EFP
EFM
EMS

television
television
Fernseher
diàn shì
televisión

/'telɪˌvɪʒn̩/
/təlvizjɔ/̃
/fɛrnze:ɐ/

4
4
3
2
4

EFM
EGM
EMS

/teleβi'sjon/

775
1179
2415
696
1078

4 4/

/ti̯ɛn ʂɨ

leaf
foglia
hoja

/'liːf/
/foʎʎa/
/'oxa/

1613
2130
1000

1
2
2

EIS

tie
gravata
corbata

/taɪ/
/gɾa'vata/
/koɾ'βata/

2006
4855
3238

1
3
3

leg
jambe
Bein
gamba
perna
нога
pierna

/'leɡ/
/'ʒɑ̃b/
/baɪn/
/gamba/
/'pɛrna/
/nɐ'ɡa/
/'pjeɾna/

880
2472
940
1781
874
256
1201

1
1
1
2
2
2
2

EFG
EFR
EFS
EGI
EGP
EGS
EIS

train
treno
tren

/'treɪn/
/'trɛno/
/'tren/

1694
992
1220

1
2
1

moon
Mond
yuè (liang)
lua
luna

/'muːn/
/mo:nt/
/ɥy̯œ4li̯ ɑŋ5/
/'lua/
/'luna/

1718
"
138 (4523)
1483
2394

1
1

EGM
EPS

tree
Baum
shù

/tɾen/
/'triː/
/baʊm/
/'ʂu4/

603
996
1579

1
1
1

monkey
scimmia
mono

/'mʌŋki/
/'ʃimmja/
/'mono/

4580
4475
3471

2
2
2

EIS

vase
vaso
florero

/'veɪs/
/'vazu/
/flo'ɾeɾo/

"
1930
"

1
2
3

mountain
montagne
Berg
shān
montanha
montaña

/'maʊntən/
/mɔt̃ aɲ/
/bɛrk/
/'ʂan1/'
/mõw'tɜ̃ɲa/
/mon'taɲa/

852
1732
1148
"
1589
1212

2
2
1
1
3
3

EFM
EFP
EGS

window
fenêtre
Fenster
janela
окно
ventana

/'wɪndəʊ/
/fənɛtʁ/
/fɛnstɐ/
/ʒɜ'nɛla
/ɐk'no/
/ben'tana/

614
1604
634
1386
419
1265

2
3
2
3
2
3

EPS

EIS

EGM

2
2

EGM

EPS

EFP
EFR
EFS
EGP
EGS
EPS
ERS

EFG
EGI
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Target
pencil
Bleistift
matita

Phonetic
/'pɛnsəl
/'blaɪstɪft/
/ma'tita/

Frequency
4665
"
3307

# of syllables TS
2
EGI
2
3

D

potato
картошка
papa

/pə'teɪtəʊ/
/kɐr'toʂkə/
/'papa/

2311
3561
2669

3
3
2

ERS

ring
Ring
anello

/'rɪŋ/
/'rɪŋ/
/a'nello/

1699
2641
2642

1
1
3

EGI

skirt
Rock
gonna

/'skɜrt/
/'ʁɔk/
/'gonna/

3754
3225
2950

1
1
2

snake
shé
serpiente

/'sneɪk/
/'ʂɯ̯ʌ2/
/seɾ'pjente/

3533
3501
4150

1
1
2

EMS

star
Stern
estrella

/'stɑːr/
/ʃtɛɐn/
/es'tɾeja/

4347
1451
1194

1
1
3

EGS

strawberry
morango
fresa

/'strɒˌberi/
/mo'rɜ̃ŋgu/
/'fɾesa/

"
"
"

3
3
2

EPS

suitcase
valise
Koffer
valigia

/'suːtkeɪs/
/valiz/
/kɔfɐ/
/validʒa/

"
4308
2314
2250

2
2
2
3

EFG
EIS

maleta

/ma'leta/

4146

3

EGI

"-- no frequency available in this language, please see other langauges for approximate frequencies
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APPENDIX D: MEAN FREQUENCIES OF STIMULI AND FILLERS

Language Triad
English-German-Spanish
(EGS)
English-French-Spanish
(EFS)
English-French-German
(EFG)
English-Portuguese-Spanish
(EPS)
English-Mandarin-Spanish
(EMS)
English-Italian -Spanish (EIS)
English-German-Mandarin
(EGM)
English-Russian-Spanish
(ERS)
English-German-Italian (EGI)
English-French-Russian
(EFR)
English-French-Portuguese
(EFP)
English-French-Mandarin
(EFM)

p Objects

p Fillers

F(2, 21) = .0797, p = 0.924

F(2, 9) = .3914, p = 0.687

F(2, 20) = .5173, p = 0.604

F(2, 6) = 1.4548, p = 0.305

F(2, 20) = 1.2454, p = 0.309

F(2, 6) = .4584, p = 0.646

F(2, 15) = .8766, p = 0.436

F(2, 6) = 3806, p = 0.699

F(2, 21) = .0797, p = 0.649
F(2, 19) = .6253, p = 0.546

F(2, 9) = .0797, p = 0.934
F(2, 7 ) = .121, p = 0.888

F(2, 19) = .0477, p = 0.953

F(2, 7) = .7463, p = 0.508

F(2, 21) = .456, p = 0.640
F(2, 19) = .3139, p = 0.734

F(2,8) = .1132, p = 0.894
F(2, 7) = 2.3632, p = 0.100

F(2, 21) = 3.2414, p = 0.059

F(2, 8) = .1072, p = 0.900

F(2, 20) = 1.3999, p = 0.270

F(2, 9) = .657, p = 0.542

F(2, 21) = .6653, p = 0.525

F(2, 9) = .2545, p = 0.781
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APPENDIX E: COMPARISONS OF PREDICTABE AND UNPREDICTABLE
REACTION TIMES AND CARRIER PHRASE DURATIONS

Table 16 Predictable reaction time comparisons
Language Combination 1
L1L1 (M = 901.21, SD = 249.66)

Language Combination 2
L2L2 (M = 895.02, SD = 219.98)

Mixed model Tukey-Kramer

L1L1 (M = 901.21, SD = 249.66)

L3L3 (M = 901.56, SD = 209.96)

t(8357) = 0.08, p = 1

L1L2 (M = 975.31, SD = 259.62)

L1L1 (M = 901.21, SD = 249.66)

t(8357) = -8.57, p < .0001

L1L2 (M = 975.31, SD = 259.62)

L1L3 (M = 969.86, SD = 245.46)

t(8357) = 0.61, p = 0.9996

L1L2 (M = 975.31, SD = 259.62)

L2L1 (M = 940.12, SD = 250.44)

t(8357) = 3.75, p = 0.0056

L1L2 (M = 975.31, SD = 259.62)

L2L2 (M = 895.02, SD = 219.98)

t(8357) = 9.21, p < .0001

L1L2 (M = 975.31, SD = 259.62)

L2L3 (M = 962.14, SD = 252.79)

t(8357) = 1.45, p = 0.878

L1L2 (M = 975.31, SD = 259.62)

L3L1 (M = 932.78, SD = 236.27)

t(8357) = 4.84, p < .0001

L1L2 (M = 975.31, SD = 259.62)

L3L2 (M = 933.95, SD = 230.71)

t(8357) = 4.53, p = 0.0002

L1L2 (M = 975.31, SD = 259.62)

L3L3 (M = 901.56, SD = 209.96)

t(8357) = 8.53, p < .0001

L1L3 (M = 969.86, SD = 245.46)

L1L1 (M = 901.21, SD = 249.66)

t(8357) = -7.92, p < .0001

L1L3 (M = 969.86, SD = 245.46)

L2L1 (M = 940.12, SD = 250.44)

t(8357) = 3.12, p = 0.047

L1L3 (M = 969.86, SD = 245.46)

L2L2 (M = 895.02, SD = 219.98)

t(8357) = 8.56, p < .0001

L1L3 (M = 969.86, SD = 245.46)

L2L3 (M = 962.14, SD = 252.79)

t(8357) = 0.84, p = 0.9956

L1L3 (M = 969.86, SD = 245.46)

L3L1 (M = 932.78, SD = 236.27)

t(8357) = 4.22, p = 0.0008

L1L3 (M = 969.86, SD = 245.46)

L3L2 (M = 933.95, SD = 230.71)

t(8357) = 3.9, p = 0.0031

L1L3 (M = 969.86, SD = 245.46)

L3L3 (M = 901.56, SD = 209.96)

t(8357) = 7.9, p < .0001

L2L1 (M = 940.12, SD = 250.44)

L1L1 (M = 901.21, SD = 249.66)

t(8357) = -4.8, p < .0001

L2L1 (M = 940.12, SD = 250.44)

L2L2 (M = 895.02, SD = 219.98)

t(8357) = 5.46, p < .0001

L2L1 (M = 940.12, SD = 250.44)

L3L1 (M = 932.78, SD = 236.27)

t(8357) = 1.1, p = 0.9737

L2L1 (M = 940.12, SD = 250.44)

L3L2 (M = 933.95, SD = 230.71)

t(8357) = 0.79, p = 0.997

L2L1 (M = 940.12, SD = 250.44)

L3L3 (M = 901.56, SD = 209.96)

t(8357) = 4.81, p < .0001

L2L3 (M = 962.14, SD = 252.79)

L1L1 (M = 901.21, SD = 249.66)

t(8357) = -7.02, p < .0001

L2L3 (M = 962.14, SD = 252.79)

L2L1 (M = 940.12, SD = 250.44)

t(8357) = -2.26, p = 0.3688

L2L3 (M = 962.14, SD = 252.79)

L2L2 (M = 895.02, SD = 219.98)

t(8357) = -7.66, p < .0001

L2L3 (M = 962.14, SD = 252.79)

L3L1 (M = 932.78, SD = 236.27)

t(8357) = 3.34, p = 0.0234

L2L3 (M = 962.14, SD = 252.79)

L3L2 (M = 933.95, SD = 230.71)

t(8357) = 3.04, p = 0.0608

L2L3 (M = 962.14, SD = 252.79)

L3L3 (M = 901.56, SD = 209.96)

t(8357) = 7, p < .0001

L3L1 (M = 932.78, SD = 236.27)

L1L1 (M = 901.21, SD = 249.66)

t(8357) = -3.68, p = 0.0073

L3L1 (M = 932.78, SD = 236.27)

L2L2 (M = 895.02, SD = 219.98)

t(8357) = -4.34, p = 0.0005

L3L1 (M = 932.78, SD = 236.27)

L3L3 (M = 901.56, SD = 209.96)

t(8357) = 3.71, p = 0.0066

L3L2 (M = 933.95, SD = 230.71)

L1L1 (M = 901.21, SD = 249.66)

t(8357) = -3.99, p = 0.0022

L3L2 (M = 933.95, SD = 230.71)

L2L2 (M = 895.02, SD = 219.98)

t(8357) = -4.65, p = 0.0001

t(8357) = 0.69, p = 0.9989
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Table 16 continued
Language Combination 1
L3L2 (M = 933.95, SD = 230.71)

Language Combination 2
L3L1 (M = 932.78, SD = 236.27)

Mixed model Tukey-Kramer

L3L2 (M = 933.95, SD = 230.71)

L3L3 (M = 901.56, SD = 209.96)

t(8357) = 4.01, p = 0.002

L3L3 (M = 901.56, SD = 209.96)

L2L2 (M = 895.02, SD = 219.98)

t(8357) = -0.61, p = 0.9996

t(8357) = -0.31, p = 1

Table 17 Predictable carrier phrase duration comparisons
Language Combination 1

Language Combination 2

Mixed model Tukey-Kramer

L1L1 (M = .9953, SD = .2170)

L2L2 (M =.9951, SD = .2452)

t(8357) = 0.04, p = 1

L1L1 (M = .9953, SD = .2170)

L3L3 (M =.9896, SD = .2144)

t(8357) = 0.33, p = 1

L1L2 (M = 1.2953, SD = .6528)

L1L1 (M = .9953, SD = .2170)

t(8357) = -13.84, p < .0001

L1L2 (M = 1.2953, SD = .6528)

L1L3 (M = 1.2314, SD = .6188)

t(8357) = 2.98, p = 0.0705

L1L2 (M = 1.2953, SD = .6528)

L2L1 (M = 1.2076, SD = .4969)

t(8357) = 3.98, p = 0.0022

L1L2 (M = 1.2953, SD = .6528)

L2L2 (M = .9951, SD = .2452)

t(8357) = 13.8, p < .0001

L1L2 (M = 1.2953, SD = .6528)

L2L3 (M = 1.1532, SD = .5482)

t(8357) = 6.51, p < .0001

L1L2 (M = 1.2953, SD = .6528)

L3L1 (M = 1.1592, SD = .5084)

t(8357) = 6.21, p < .0001

L1L2 (M = 1.2953, SD = .6528)

L3L2 (M = 1.2124, SD = .5604)

t(8357) = 3.8, p = 0.0046

L1L2 (M = 1.2953, SD = .6528)

L3L3 (M = .9896, SD = .2144)

t(8357) = 13.99, p < .0001

L1L3 (M = 1.2314, SD = .6188)

L1L1 (M = .9953, SD = .2170)

t(8357) = -10.77, p < .0001

L1L3 (M = 1.2314, SD = .6188)

L2L1 (M = 1.2076, SD = .4969)

t(8357) = 0.98, p = 0.9879

L1L3 (M = 1.2314, SD = .6188)

L2L2 (M = .9951, SD = .2452)

t(8357) = 10.75, p < .0001

L1L3 (M = 1.2314, SD = .6188)

L2L3 (M = 1.1532, SD = .5482)

t(8357) = 3.53, p = 0.0123

L1L3 (M = 1.2314, SD = .6188)

L3L1 (M = 1.1592, SD = .5084)

t(8357) = 3.2, p = 0.0374

L1L3 (M = 1.2314, SD = .6188)

L3L2 (M = 1.2124, SD = .5604)

t(8357) = 0.8, p = 0.9968

L1L3 (M = 1.2314, SD = .6188)

L3L3 (M = .9896, SD = .2144)

t(8357) = 10.96, p < .0001

L2L1 (M = 1.2076, SD = .4969)

L1L1 (M = .9953, SD = .2170)

t(8357) = -9.85, p < .0001

L2L1 (M = 1.2076, SD = .4969)

L2L2 (M = .9951, SD = .2452)

t(8357) = 9.83, p < .0001

L2L1 (M = 1.2076, SD = .4969)

L2L3 (M = 1.1532, SD = .5482)

t(8357) = 2.58, p = 0.1938

L2L1 (M = 1.2076, SD = .4969)

L3L1 (M = 1.1592, SD = .5084)

t(8357) = 2.24, p = 0.3825

L2L1 (M = 1.2076, SD = .4969)

L3L3 (M = .9896, SD = .2144)

t(8357) = 10.05, p < .0001

L2L2 (M =. 9951, SD = .2452)

L3L3 (M = .9896, SD = .2144)

t(8357) = 0.29, p = 1

L2L3 (M = 1.1532, SD = .5482)

L1L1 (M = .9953, SD = .2170)

t(8357) = -7.11, p < .0001

L2L3 (M = 1.1532, SD = .5482)

L2L2 (M = .9951, SD = .2452)

t(8357) = -7.11, p < .0001

L2L3 (M = 1.1532, SD = .5482)

L3L1 (M = 1.1592, SD = .5084)

t(8357) = -0.37, p = 1

L2L3 (M = 1.1532, SD = .5482)

L3L3 (M = .9896, SD = .2144)

t(8357) = 7.35, p < .0001

L3L1 (M = 1.1592, SD = .5084)

L1L1 (M = .9953, SD = .2170)

t(8357) = -7.58, p < .0001

L3L1 (M = 1.1592, SD = .5084)

L2L2 (M = .9951, SD = .2452)

t(8357) = -7.57, p < .0001
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Table 17 continued
Language Combination 1

Language Combination 2

Mixed model Tukey-Kramer

L3L1 (M = 1.1592, SD = .5084)

L3L3 (M = .9896, SD = .2144)

t(8357) = 7.8, p < .0001

L3L2 (M = 1.2124, SD = .5604)

L1L1 (M = .9953, SD = .2170)

t(8357) = -9.99, p < .0001

L3L2 (M = 1.2124, SD = .5604)

L2L1 (M = 1.2076, SD = .4969)

t(8357) = -0.17, p = 1

L3L2 (M = 1.2124, SD = .5604)

L2L2 (M = .9951, SD = .2452)

t(8357) = -9.97, p < .0001

L3L2 (M = 1.2124, SD = .5604)

L2L3 (M = 1.1532, SD = .5482)

t(8357) = -2.75, p = 0.1321

L3L2 (M = 1.2124, SD = .5604)
L3L2 (M = 1.2124, SD = .5604)

L3L1 (M = 1.1592, SD = .5084)
L3L3 (M = .9896, SD = .2144)

t(8357) = -2.4, p = 0.2833
t(8357) = 10.19, p < .0001

Table 18 Unpredictable reaction time comparisons
Language Combination 1
L1L1 (M = 913.70, SD = 263.08)

Language Combination 2
L2L2 (M = 899.98, SD = 224.02)

Mixed model Tukey-Kramer

L1L1 (M = 913.70, SD = 263.08)

L3L3 (M = 910.79, SD = 218.64)

t(8549) = 0.27, p = 1

L1L2 (M = 945.70, SD = 254.30)

L1L1 (M = 913.70, SD = 263.08)

t(8549) = -4.08, p = 0.0015

L1L2 (M = 945.70, SD = 254.30)

L1L3 (M = 929.91, SD = 231.11)

t(8549) = 1.96, p = 0.5712

L1L2 (M = 945.70, SD = 254.30)

L2L2 (M = 899.98, SD = 224.02)

t(8549) = 5.44, p < .0001

L1L2 (M = 945.70, SD = 254.30)

L2L3 (M = 945.89, SD = 239.35)

t(8549) = 0, p = 1

L1L2 (M = 945.70, SD = 254.30)

L3L3 (M = 910.79, SD = 218.64)

t(8549) = 4.29, p = 0.0006

L1L3 (M = 929.91, SD = 231.11)

L1L1 (M = 913.70, SD = 263.08)

t(8549) = -2.07, p = 0.4918

L1L3 (M = 929.91, SD = 231.11)

L2L2 (M = 899.98, SD = 224.02)

t(8549) = 3.45, p = 0.0166

L1L3 (M = 929.91, SD = 231.11)

L3L3 (M = 910.79, SD = 218.64)

t(8549) = 2.31, p = 0.3344

L2L1 (M = 974.11, SD = 251.98)

L1L1 (M = 913.70, SD = 263.08)

t(8549) = -7.08, p < .0001

L2L1 (M = 974.11, SD = 251.98)

L1L2 (M = 945.70, SD = 254.30)

t(8549) = -2.99, p = 0.0696

L2L1 (M = 974.11, SD = 251.98

L1L3 (M = 929.91, SD = 231.11)

t(8549) = -4.92, p < .0001

L2L1 (M = 974.11, SD = 251.98)

L2L2 (M = 899.98, SD = 224.02)

t(8549) = 8.41, p < .0001

L2L1 (M = 974.11, SD = 251.98)

L2L3 (M = 945.89, SD = 239.35)

t(8549) = 2.99, p = 0.0689

L2L1 (M = 974.11, SD = 251.98)

L3L2 (M = 965.36, SD = 248.69)

t(8549) = 0.78, p = 0.9974

L2L1 (M = 974.11, SD = 251.98)

L3L3 (M = 910.79, SD = 218.64)

t(8549) = 7.25, p < .0001

L2L3 (M = 945.89, SD = 239.35)

L1L1 (M = 913.70, SD = 263.08)

t(8549) = -1.96, p = 0.573

L2L3 (M = 945.89, SD = 239.35)

L1L3 (M = 929.91, SD = 231.11)

t(8549) = -5.44, p < .0001

L2L3 (M = 945.89, SD = 239.35)

L2L2 (M = 899.98, SD = 224.02)

t(8549) = 4.29, p = 0.0006

L2L3 (M = 945.89, SD = 239.35)

L3L3 (M = 910.79, SD = 218.64)

t(8549) = -7.08, p < .0001

L3L1 (M = 970.84, SD = 242.14)

L1L1 (M = 913.70, SD = 263.08)

t(8549) = -3, p = 0.0665

L3L1 (M = 970.84, SD = 242.14)

L1L2 (M = 945.70, SD = 254.30)

t(8549) = -4.93, p < .0001

L3L1 (M = 970.84, SD = 242.14)

L1L3 (M = 929.91, SD = 231.11)

t(8549) = -0.03, p = 1

L3L1 (M = 970.84, SD = 242.14)

L2L1 (M = 974.11, SD = 251.98)

t(8549) = -8.41, p < .0001

L3L1 (M = 970.84, SD = 242.14)

L2L2 (M = 899.98, SD = 224.02)

t(8549) = -3.01, p = 0.0657

L3L1 (M = 970.84, SD = 242.14)

L2L3 (M = 945.89, SD = 239.35)

t(8549) = 0.8, p = 0.9968

t(8549) = 1.42, p = 0.8918
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Table 18 continued
Language Combination 1
L3L1 (M = 970.84, SD = 242.14)

Language Combination 2
L3L2 (M = 965.36, SD = 248.69)

Mixed model Tukey-Kramer

L3L1 (M = 970.84, SD = 242.14)

L3L3 (M = 910.79, SD = 218.64)

t(8549) = -6.24, p < .0001

L3L2 (M = 965.36, SD = 248.69)

L1L1 (M = 913.70, SD = 263.08)

t(8549) = -2.18, p = 0.4164

L3L2 (M = 965.36, SD = 248.69)

L1L2 (M = 945.70, SD = 254.30)

t(8549) = -4.11, p = 0.0013

L3L2 (M = 965.36, SD = 248.69)

L1L3 (M = 929.91, SD = 231.11)

t(8549) = -7.57, p < .0001

L3L2 (M = 965.36, SD = 248.69)

L2L2 (M = 899.98, SD = 224.02)

t(8549) = -2.19, p = 0.4138

L3L2 (M = 965.36, SD = 248.69)

L2L3 (M = 945.89, SD = 239.35)

t(8549) = 6.42, p < .0001

L3L2 (M = 965.36, SD = 248.69)

L3L3 (M = 910.79, SD = 218.64)

t(8549) = -1.12, p = 0.9709

L3L3 (M = 910.79, SD = 218.64)

L2L2 (M = 899.98, SD = 224.02)

t(8549) = -4.08, p = 0.0015

t(8549) = 7.25, p < .0001

