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We study the Horndeski vector-tensor theory that leads to second order equations of motion and
contains a non-minimally coupled abelian gauge vector field. This theory is remarkably simple
and consists of only 2 terms for the vector field, namely: the standard Maxwell kinetic term and
a coupling to the dual Riemann tensor. Furthermore, the vector sector respects the U(1) gauge
symmetry and the theory contains only one free parameter, M2, that controls the strength of the
non-minimal coupling. We explore the theory in a de Sitter spacetime and study the presence of
instabilities and show that it corresponds to an attractor solution in the presence of the vector field.
We also investigate the cosmological evolution and stability of perturbations in a general FLRW
spacetime. We find that a sufficient condition for the absence of ghosts is M2 > 0. Moreover, we
study further constraints coming from imposing the absence of Laplacian instabilities. Finally, we
study the stability of the theory in static and spherically symmetric backgrounds (in particular,
Schwarzschild and Reissner-Nordstro¨m-de Sitter). We find that the theory, quite generally, do have
ghosts or Laplacian instabilities in regions of spacetime where the non-minimal interaction dominates
over the Maxwell term. We also calculate the propagation speed in these spacetimes and show that
superluminality is a quite generic phenomenon in this theory.
PACS numbers:
I. INTRODUCTION
One of the challenging puzzles in modern Cosmology remains the late time accelerated expansion of the Universe.
Although the introduction of a simple cosmological constant can account for the cosmic expansion, it is very unsat-
isfactory since it corresponds to a vacuum energy density of about (10−3eV)4 and we have no way of understanding
such a small vacuum energy.
This fact has motivated many attempts to explain late time acceleration by resorting to new dynamical degrees
of freedom, being the scalar fields the most widely studied case. In this context, theories like f(R), Horndeski,
Galileon and Massive Gravity have been developed and received much attention recently [1–4]. In the context of the
most general scalar-tensor theory with non-minimal couplings to curvature and leading to second order equations of
motion, both for the field and the metric tensor, the precise allowed tensor structure was first discussed by Horn-
deski [2]. Hereby, having second order equations of motion ensures the absence of extra degrees of freedom which
could potentially exhibit the Ostrogradsky instability [5].
Interestingly, the Galilean invariant interactions can be regarded as the effective terms arising from the projection
on the brane of Lovelock invariants in a bulk with Poincare´ invariance in 5-D so that the Galilean symmetry is just
the corresponding non-relativistic limit in which the speed of the brane is small [6]. Also, in scenarios with extra
dimensions, Galileon type of interactions can be obtained from a Kaluza-Klein reduction of Lovelock invariants in
higher dimensions [7]. These approaches have the advantage that one automatically obtains the required non-minimal
couplings to curvature that yield second order equations of motion and whose minimal terms can be computed directly
to compensate the higher order derivatives of the metric tensor that appear in the energy-momentum tensor [8]. It is
worth mentioning that Galileon-like interactions also arise in a natural manner in ghost-free massive gravity theories
[4]. Since their inception, there have been many investigations of their cosmological consequences [9], generalizations
to include several species [10] or additional internal gauge symmetries [11].
Extensions of the Galileon interactions were generalized to the case of arbitrary p-forms in an arbitrary number
of dimensions in [12] and a systematic investigation of the phenomenology of models based on this construction
including vector fields has been recently performed in [13]. Already Horndeski worked out the most general non-
minimal coupling of a Maxwell field yielding second order equations of motion even though higher derivative terms
are present in the action [14]. In a similar way as for the Galileons, these general vector-tensor interactions can also
be obtained from a Kaluza-Klein reduction of 5-dimensional Gauss-Bonnet terms [15].
2One motivation to explore higher spin fields in a cosmological context is the discovery of some observed anomalies,
comprising the alignment of the low multipoles of the CMB [16] or the hemispherical asymmetry [17] (see also [18]).
These observations might be signaling a potential violation of the cosmological principle by the existence of a privileged
direction in the universe that could be related to the presence of a vector field. On the other hand, vector fields have
been used to drive inflation, being the first attempted performed in [19]. More recently, an inflationary epoch driven
by a set of massive vector fields has been proposed in [20].
Vector fields have also been considered as candidates to explain the current phase of accelerated expansion [21] and
they could even help alleviating the naturalness problem [22] that are present in other dark energy models. Often
they can give rise to interesting and non-trivial phenomenologies which have been proven impossible to realize in the
context of scalar-tensor theories [23]. This includes inflationary solutions with anisotropic hair [24] and cosmologies
where a matter era and a scaling attractor with 70% (30%) dark energy (matter) is joined in a single solution [26].
In [27], it was shown that the presence of a cosmic vector field could also explain the observation of high redshift
massive clusters. On the other hand, the CMB imposes constraints on observationally viable cosmological models in
which only the spatial components are dynamical, because the presence of anisotropic sources could conflict with the
observed isotropy. However, it has been shown recently [31] that, although the energy-momentum tensor of a vector
field with a potential is in general anisotropic, its corresponding energy-momentum tensor becomes isotropic when
averaging over rapid oscillations as compared to the Hubble expansion rate. Therefore, the spatial components may
actually be harmless concerning the generation of large anisotropy in the cosmological evolution. Also a screening
mechanism for conformally coupled vector fields has been studied in [32].
There are few known examples of fully viable vector theories besides the standard gauge invariant Maxwell action.
Notable exceptions to this include couplings of the Maxwell term to a positive definite function of a scalar field, which
have extensively been studied in the context of inflation recently in [24] (see also references therein). Also a parity
violating coupling of a function of the inflaton to the electromagnetic field has been explored as a potential mechanism
for the generation of helical magnetic fields [25]. Quite generically, other Lagrangians built from contractions of vector
fields (with itself or with other fields) are plagued by instabilities, both classically and quantum mechanically [28],
although some room might remain [29]. These problems stem from additional degrees of freedom arising from the lost
gauge symmetry or the resulting higher order field equations [30]. Horndeski’s vector-tensor interaction, on the other
hand, respects the gauge symmetry and yields second order field equations. Although promising, this is not enough
to guarantee a stable theory; therefore, the main purpose of this paper is to investigate the stability conditions of this
theory by studying the presence of ghosts and/or Laplacian instabilities in several physically relevant geometries.
The paper is organized in the following way. In section II we present and discuss the theory and the corresponding
equations. In the following section we review the cosmological dynamics of the vector. Then, in section IV, we
investigate the Hamiltonian stability by identifying conditions for avoidance of ghosts and Laplacian instabilities in a
number of classical spacetime backgrounds. We also calculate the propagation speed of the vector field. In section V
we conclude by summarizing our main findings.
In this paper we useM−2p = 8πG and the following signature conventions for the metric, Ricci and Riemann tensors:
sign(gµν) = (+,−,−,−), Rµν = Rσµσν , Rαβγδ = ∂γΓαβδ − ∂δΓαβγ + ΓαµγΓµβδ − ΓαµδΓµβγ .
II. THE THEORY
Our aim is to study a general action for a vector field with a non-minimal coupling to gravity leading to second
order equations of motion for both, the vector field and the gravitational sector. We are interested in an action
containing only kinetic terms for the vector field so that neither potential terms nor direct couplings of the vector
field to curvature will be considered, but only derivative couplings. In principle, we could consider all possible terms
involving a coupling of Fµν to the Riemann tensor. However, in order to guarantee that the gravitational equations
remain of second order, the couplings must be to a divergence-free tensor constructed with the Riemann tensor. In
4-dimensions, in addition to the metric there are only two tensors satisfying this condition, namely the Einstein tensor
and the dual Riemann tensor
Gµν = Rµν − 1
2
Rgµν , (1)
Lµανβ = 2Rµανβ + 2(Rµβgνα +Rναgµβ −Rµνgαβ −Rαβgµν) +R(gµνgαβ − gµβgνα). (2)
The divergence less tensor Lµανβ is the dual of the tensor valued curvature form Ω
µ
α =
1
2R
µ
ανβdx
ν ∧ dxβ defined by
Lαβγδ = − 12ǫαβµνǫγδρσRµνρσ , where ǫµναβ = ǫ[µναβ] is the Levi-Civita tensor. This divergenceless tensors are related
to the non-trivial Lovelock invariants in 4 dimensions, i.e., the Ricci scalar and the Gauss-Bonnet term.
Since the Einstein tensor is symmetric, its contraction with Fµν vanishes for symmetry reasons GµνF
µν = 0. Note
that even though Gµν and gαβ are both divergence-free, their product Gµνgαβ is not so that we cannot allow the term
3GµνgαβFµαFνβ . The same argument applies to the product of two Einstein tensors so that G
µνGαβFµαFνβ is not
allowed either. Only the dual Riemann tensor is divergence-free and it can be coupled to FµαFνβ . Thus, the desired
action with only second order equations of motion is remarkably simple and reads
S =
∫
d4x
√−g
[
−1
2
M2pR −
1
4
FµνF
µν +
1
4M2
LαβγδFαβFγδ
]
=
∫
d4x
√−g
[
−1
2
M2pR −
1
4
FµνF
µν +
1
2M2
(
RFµνF
µν − 4RµνFµσF νσ +RµναβFµνFαβ
)]
, (3)
where M2 is the only free parameter of the theory and its sign will be fixed by stability requirements1. One might
further wonder if interactions of the form LαβγδF˜αβF˜γδ and L
αβγδFαβF˜γδ (with F˜
αβ = 12ǫ
αβµνFµν being the dual of
Fµν) could fulfill our requirements and be a valid interaction which should be taken into account. The latter one would
explicitly break the parity invariance, but this symmetry is not one of our requirements. Nevertheless, at a closer look
one realizes that these interactions are nothing else but coupling of the Riemann tensor to FµαFνβ . Since the Riemann
tensor is not divergence-free, these interactions give rise to higher order equations of motion. So interactions of the
form LαβγδFαβFγδ fulfill our requirement of second order equation of motion and gauge invariance and are equivalent
to RαβγδF˜αβF˜γδ, while interactions of the form L
αβγδF˜αβF˜γδ are not since they are equivalent to R
αβγδFαβFγδ and
thus give higher order equations of motion. This reasoning can be understood from the fact that Fµν is a closed
form (so it satisfies Bianchi identities) whereas its dual is not (as we shall discuss below). Furthermore, one might
wonder whether the interaction changes if we contract the indices between the dual Riemann tensor and FµαFνβ in
a different way, i.e. whether LαγβδFαβFγδ gives rise to a different interaction but it turns out to be that this term is
proportional to LαβγδFαβFγδ such that one can reabsorb its effect into M
2. Note also that this Horndeski interaction
is the only interaction yielding second order equations of motion in four dimensions. In higher dimensions one can
construct other non-minimal interactions based on the divergence-free tensors in that dimension; more precisely, one
will have additional divergence-free tensors associated to the corresponding Lovelock invariants which can then be
contracted with the field strength tensor. The second form of the action, Eq. (3), will be convenient for comparing
our results to other theories with non-minimal couplings.
The tensor structure appearing in the above action has also been discussed in [33] for the helicity-0 interactions as
an outcome of massive gravity. After working out the scalar field case, Horndeski [14] proved that this coupling is
actually the only non-minimal coupling for the electromagnetic field leading to second order equations of motion and
recovering Maxwell theory in flat spacetime. As can be seen from the action, Maxwell theory corresponds to the limit
where the spacetime curvature is much smaller thanM2. In this limit, the non-minimal coupling is strongly suppressed
with respect to the usual Maxwell term. Furthermore, it can be obtained from a Kaluza-Klein reduction of the Gauss-
Bonnet terms in 5 dimensions [15]. However, in such a setup a quartic interaction term 1M2 [(FαβF
αβ)2−2Fαβ F βγ F γδ F δα]
arises together with the Horndeski interaction. Thus, our results will only apply for this scenario provided the vector
field does not affect the space-time geometry, i.e., F 2 ≪ R. This will indeed be the case for most of our results,
with the only exception of the dynamical system analysis performed for the de Sitter spacetime stability in section
III B. More recently, this non-minimal coupling has also been considered in [30] and the cosmology of this kind of
interactions has been explored in [34].2
It is interesting to note that the non-minimal coupling present in (3) involves the same type of terms that are
obtained when introducing vacuum polarization corrections from a curved background in standard electromagnetism
[35] 3. In that case, the non-minimal couplings are suppressed by the mass of the charged fermion running inside the
loops (typically the electron mass in standard QED). Such radiative corrections will also arise in our case if the vector
field is coupled to some other charged field of mass m. This means that the lightest possible particle charged under
our U(1) field should satisfy m ≫ M for those quantum corrections not to spoil the Horndeski interaction. On the
other hand, one might also wonder whether loop corrections involving gravitons could spoil the Horndeski structure
as well, since they will produce radiative corrections of this type (i.e., terms linear in the curvature and quadratic in
Fµν), but without the appropriate coefficients. However, these corrections will be suppressed by the Planck mass so
that, for the action (3) to make sense as an effective field theory, we would need to require M ≪ Mp. This is a safe
bound since we know that GR breaks down at the Planck scale anyways.
1 In this action one could in principle add an additional parameter in front of the Maxwell parameter. However, in order to recover a
stable theory in flat spacetime, such a parameter needs to be negative and, by canonically normalizing the vector field, we can fix it to
the usual −1/4.
2 M2 is related to the non-minimal coupling parameter, λ, used in [34] in the following way: λ/M2p = 2/M
2.
3 These type of terms were also considered in [36] as a possible mechanism for the generation of magnetic fields during inflation. This
becomes a possibility because the non-minimal interactions break the conformal invariance of the Maxwell term in 4 dimensions.
4That the particular combination appearing in (3) leads to second order equations of motion can be easily understood.
Only the non-minimal coupling contains more than two derivatives so this is the only term that could lead to higher
order terms in the equations of motion. In order to show that the equations remain of second order is convenient to
write the dual Riemann tensor as Lαβγδ = − 12ǫαβµνǫγδρσRµνρσ . Then, it becomes apparent why the M2-term will
lead to second order equations of motion by virtue of the Bianchi identities for the Riemann tensor and Fµν . For
instance, if we perform the variation of the non-minimal interaction with respect to Aµ, the only possible danger
terms with higher order derivatives will come from derivatives applying on the Riemann tensor once we do integration
by parts 12ǫ
αβµνǫγδρσ∇γRµνρσFαβδAδ. Using the Bianchi identity for the Riemann tensor Rµν[ρσ;γ] = 0 we see that
this dangerous terms automatically cancel4. We can also see this explicitly by computing the corresponding equations
of motion. The non-gravitational field equations are therefore of second order and are given by[
gµρgνσ − 1
M2
Lµνρσ
]
∇νFρσ = 0 . (4)
Because of the transversality of the dual Riemann tensor, we see that the above equation is divergence-free. Moreover,
since Lαβγδ is divergence-free, we can also write the above equation as
∇ν
[
Fµν − 1
M2
LµνρσFρσ
]
= 0, (5)
which resembles the usual form of Maxwell equations.
Varying the action (3) with respect to the metric yields the following energy momentum tensor for the vector field
Tµν = −FµαF αν +
1
4
gµνFαβF
αβ
+
1
2M2
[
−RαβγδF˜αβF˜ γδgµν + 2RµβγδF˜ νβF˜ γδ + 4∇γ∇β
(
F˜µβF˜ γν
)]
. (6)
Although the M2-term of the energy momentum tensor might seem to contain more than second order derivatives,
because F˜αβ is divergence-free in the absence of external currents, this is actually not the case. In fact, it can be
written in the more suggestive form
∇γ∇β
(
F˜µβF˜ γν
)
= Rµλβγ F˜
λβF˜ γν +Rλγ F˜
µλF˜ γν +∇γ F˜µβ∇βF˜ γν . (7)
If a current is present so that F˜αβ is no longer divergence-free, this equation acquires a contribution from the current.
In Eq. (7) one sees explicitly that only second derivatives are present.
It is interesting to note that the energy-momentum tensor given in (6) does not reduce to the conventional expression
even in flat Minkowski spacetime where the M2-term gives rise to a contribution proportional to ∂γ∂β(F˜
µβF˜ γν) even
though such a term is not present in the action. At first sight this might seem to lead to an inconsistency. To
show that this is not the case, we have to notice that this term is of the form ∂βΘ
βµν with Θβµν = ∂γ(F˜
µβF˜ γν).
Furthermore, we recall that, in flat spacetime, the energy-momentum tensor is only defined up to the addition of the
divergence of an arbitrary tensor antisymmetric in the first two indices. We can use this freedom to get rid of the
term proportional to M−2 in the energy-momentum tensor in flat spacetime. Equivalently, since this term is just
a divergence, its Lorentz generators vanish and it does not contribute to physical quantities like the total energy,
momentum or angular momentum of the field. In curved spacetime, when the Riemann tensor is non-vanishing, this
is in general no longer the case.
III. COSMOLOGICAL EVOLUTION
In this section we study the cosmological evolution of a homogenous vector field which has also been considered in [30]
and [34]. We start by considering the vector field as subdominant (i.e. we neglect its backreaction to the geometry)
and study its dynamics on a Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) spacetime with special emphasis in
matter and radiation dominated epochs. Then, we pursue a dynamical system approach to study the stability of the
de Sitter background in the presence of the vector field.
4 The Bianchi identity for an arbitrary p-form dω = 0, where ω is the strength of the p-form, guaranties that the Lagrangian
ǫµν...ǫab...ωµν...ωab... · · · (∂ρωcd...) · · · (∂eωστ...) for the p-form will only give rise to second-order equations of motion [12].
5A. Subdominant homogeneous vector field
We start by considering the evolution of the vector field in a homogeneous and isotropic FLRW universe, which can
be described by the following metric:
ds2 = a(η)2(dη2 − d~x2), (8)
with η being the conformal time. We consider only the homogeneous mode for the vector field, although we shall keep
all its components. This is incompatible with the symmetries of the FLRW metric, but we assume that the vector
field is sufficiently subdominant so that we can neglect its contribution to Einstein equations, i.e. it is a ’test field’.
Thus, we have5 A = (0, ~A(t)). In this case, the equation of motion for A can be written as(
1 +
4H2
M2a2
)
~A′′ − 8H
(H2 −H′)
M2a2
~A′ = 0 . (9)
Here H = a′/a = aH is the comoving Hubble parameter and H = a′/a2 is the physical Hubble parameter. Notice
that, for pure de Sitter expansion we have H′ = H2 and, therefore, the dependence on M2 factors out from the
equation of ~A and we have simply ~A′′ = 0, like for conventional electrodynamics which is conformally invariant. Thus,
the vector field in a de Sitter phase evolves like ~A(t) = ~Ag + ~Apη irrespectively of the non-minimal interaction, which
does not have any effect6. We will see this in more detail below. On the other hand, if we assume a power law
expansion with a ∝ ηα, i.e., H = α/η, α 6= −1, the solution for the vector field is
~A(t) = ~Ag + ~Ap
∫
η2(1+α)
4α2 +M2η2+2α
dη , (10)
where ~Ag is a pure gauge mode that will play no role and ~Ap some constant amplitude. Notice that this solution can
be alternatively expressed as (dropping the gauge mode)
~A(t) = ~Ap
∫
dη
1 + 4H
2
a2M2
. (11)
In a FLRW universe, the corresponding homogeneous energy density obtained from (6) reads
ρA =
1
2a4
(
1 +
12H2
M2a2
)
| ~A′|2 = 1
2a4
1 + 12H
2
M2a2(
1 + 4H
2
a2M2
)2 | ~Ap|2 , (12)
where we have used the solution obtained above. We find two regimes: if H
2
a2M2 ≫ 1, then ρA ∝ (aH)−2 ∝ a2/α−2 and
if H
2
a2M2 ≪ 1, then ρA ∝ 1/a4, as usual for a Maxwell field. Thus, in the early universe where the relativistic degrees of
freedom dominate the energy content (i.e., α = 1), ρA will be constant until H2 ≃ a2M2 (or equivalently H2 ≃ M2,
where H is the Hubble expansion rate in cosmic time) and from that time on, it will decay as a radiation-like fluid.
If M is smaller than the Hubble expansion rate at the time of matter-radiation equality, then ρA will be initially
constant, after equality time (α = 2) it will decay as a−1 and, again when H2 = a2M2 it will start decaying like a−4.
Finally, notice that during a de Sitter phase the energy density always decays as a−4 irrespectively of the ratio H
2
a2M2 .
We now want to study the generation of large scale anisotropy in this model. For this we need to compute the
anisotropic stress. If we choose ~A pointing along the z-direction, the longitudinal and transverse pressures are given
by:
p‖ = −T zz = −
1
2a4
(
1 +
4H2
M2a2
)
(A′z)
2, (13)
p⊥ = −T xx = +
1
2a4
[(
1− 4H
′ − 3H2
M2a2
)
(A′z)
2 − 8H
M2a2
A′zA
′′
z
]
. (14)
5 The temporal component A0 plays no role in the homogeneous evolution and, in fact, can always be gauged away. On the other hand,
the used form for the vector field implies vanishing homogeneous magnetic part. However, since the Bianchi identity for Fµν implies
that its magnetic component decays, we do not expect our results to change even if we include such a component.
6 However, notice that during inflation the expansion is not exactly de Sitter, but a quasi de Sitter expansion characterized by a small
slow roll parameter. Hence, in that case there will be a mild dependence on M2.
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FIG. 1: Left panel shows the cosmological evolution for the standard components of the universe, namely radiation (dotted)
and matter (dashed), as well as the constant energy density of the cosmological constant. We also show the evolution of ρA
(dotdashed) for M = 107H0 and M = 25H0 as two examples in which the regime with M
2 >
∼
H2 (i.e. ρA ∝ a
−4) is reached
in the radiation and matter dominated epochs respectively. On the right panel we show the evolution for the energy density
ρA (solid) and the transverse (dotted) and longitudinal (dashed) pressures coming from ~A in a radiation dominated universe
(upper panel) and in a matter dominated universe (lower panel). The pressures evolve in the same way as ρA.
Again we have two different regimes depending on the ratio H
2
a2M2 as with ρA. Moreover, the corresponding behaviour
for the pressures is also the same as for ρA (see Fig. 1). Thus, the only possibility to have a non-negligible contribution
to the large scale anisotropy of the universe is M <∼ Heq with Heq the Hubble expansion rate at matter and radiation
equality. If the value of M is larger than Heq, the contribution coming from ~A will always be negligible because if it
was initially subdominant with respect to radiation, it will always remain subdominant (see left panel of Fig. 1). In
any case, a safe constraint on M in order not to spoil the CMB quadrupole measurement is M >∼ Heq ≃ 10−29 eV,
which is a very weak constraint.
B. Stability of the de Sitter universe
In the previous section we have studied the cosmological evolution when the universe is dominated by a component
with constant equation of state and the vector field contributes negligibly to the expansion. Now we shall study the
case in which the universe is dominated by the vector field plus a cosmological constant and we shall show that the
de Sitter universe is an attractor. Because of the presence of the vector field, the isotropic solution is not exact so
that we need to study the stability of the de Sitter solution under small perturbations of the vector field. For that,
we assume homogeneous fields again, with the vector field pointing along the z-direction, in an axisymmetric Bianchi
I metric described by the following line element:
ds2 = dt2 − a2⊥(t)
(
dx2 + dy2
)− a2‖(t)dz2, (15)
which is compatible with the existing symmetries. On this spacetime, the vector field equations read
(
1 +
4H2⊥
M2
)
~¨A+
[(
1 +
4H2⊥
M2
)
(2H⊥ −H‖) +
8H⊥H˙⊥
M2
]
~˙A = 0, (16)
where H⊥ = a˙⊥/a⊥ and H‖ = a˙‖/a‖ are the expansion rates along the transverse and longitudinal directions respec-
tively. For the isotropic case with H⊥ = H‖ = H we recover the equations of the previous section. In this case the
7Einstein equations can be written as
H2⊥ + 2H‖H⊥ = 8πGρ, (17)
H˙⊥ + H˙‖ +H
2
⊥ +H
2
‖ +H⊥H‖ = −8πGp⊥, (18)
2H˙⊥ + 3H
2
⊥ = −8πGp‖, (19)
with
ρ = ρΛ +
1
2a2‖
(
1 +
12H2⊥
M2
)
A˙2z , (20)
p⊥ = −ρΛ + 1
2a2‖
[(
1− 4H⊥(H⊥ −H‖) + H˙⊥
M2
)
A˙2z −
8H⊥
M2
A˙zA¨z
]
, (21)
p‖ = −ρΛ −
1
2a2‖
(
1 +
4H2⊥
M2
)
A˙2z . (22)
To proceed to the analysis of the equations and study the corresponding critical points, it will be convenient to split
the two expansion rates as follows:
H⊥ = H(1−R), (23)
H‖ = H(1 + 2R). (24)
Here, H represents the average expansion rate defined as follows:
a = (a2⊥a‖)
1/3 , H =
a˙
a
=
2
3
H⊥ +
1
3
H‖ . (25)
The Hubble normalized shear, R, measures the deviation from the isotropic case. Since ρΛ is constant, we can
eliminate a−2‖ A˙
2
z using the constraint equation (17) and A¨z using the equation of motion (16). We can then combine
Eqs. (18) and (19) to an autonomous system of first order differential equations for H and R. A somewhat lengthy
algebra yields
H˙ =
1
3g
(
2ρΛ
M2p
+ fH2 H
2 + fH4
H4
M2
+ fH6
H6
M4
+ fH8
H8
M6
)
, (26)
R˙ =
(−1 +R)
9Hg
(
−6ρΛ
M2p
+ fR2 H
2 + fR4
H4
M2
+ fR6
H6
M4
+ fR8
H8
M6
)
, (27)
where
fH2 = −3(2 +R2) + 8(1−R)
[
(7− 10R) ρΛ
M2pM
2
− 2(1−R) ρ
2
Λ
M4pM
4
]
, (28)
fH4 = 12(1−R)2
[
−14 +R(6−R) + (1−R)2( 48ρΛ
M2pM
2
+
16ρ2Λ
M4pM
4
)
]
, (29)
fH6 = 144(1−R)4
[
−11 + 2R(1−R)(1 − 4ρΛ
M2pM
2
)
]
, (30)
fH8 = 1728(1−R)6(1 + 2R2), (31)
and similarly
fR2 = 9(1 +R)(2 +R)− 12(1−R)(11− 20R)
ρΛ
M2pM
2
+ 48(1−R)2 ρ
2
Λ
M4pM
4
, (32)
fR4 = 36(1−R)2
[
11 +R(12 +R)− 16(1−R)(2 − 3R) ρΛ
M2pM
2
− 16(1−R)2 ρ
2
Λ
M4pM
4
]
, (33)
fR6 = 432(1−R)4
[
7 +R(9 + 2R) + 4(1−R)(1 + 2R)) ρΛ
M2pM
2
]
, (34)
fR8 = 10368R(1−R)6(1 +R), (35)
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FIG. 2: We show the phase map for the autonomous system determining H and R for increasing values of M2 (from left to
right). We can see that the de Sitter critical point is an attractor, as discussed in the main text and that the critical point with
R = 1 is unstable. Moreover, neither the location nor the stability of these critical points depend on M2; only the direction of
the eigenvectors does.
with g =
[
1 + 4(1−R)2 H2M2
] [
1 + 12(1−R)2 H2M2
]2
and M−2p = 8πG. This autonomous system has two critical points
given by
I :
(
R = 0, H =
√
ρΛ
3M2p
)
, (36)
II :
(
R = 1, H =
√
2ρΛ
3Mp
)
. (37)
The first critical point corresponds to the isotropic (R = 0) de Sitter solution driven by the cosmological constant.
The second critical point is the electric Bianchi type I solution which is also a solution of the Einstein-Maxwell
equations [37]. For this critical point we have R = 1 so that H⊥ = 0. This means that we have an exponential
expansion along the longitudinal direction whereas the transverse ones remain frozen. However, this critical point
is unphysical since the energy density of the vector field needs to be negative, as can be seen from the Friedmann
constraint equation which leads to ρA = A˙
2
z/(2a
2
‖) = −ρΛ, that is negative for a positive cosmological constant.7 It is
interesting to note that the location of the critical points does not depend on M2 so that the non-minimal coupling
does not play any role. The linearized system for each critical point reads
d
dt
(
δR
δH
)
= MI,II
(
δR
δH
)
(38)
with the corresponding matrices given by
MI =


−
√
3ρΛ
M2M2p
−4
1+
2ρΛ
M2M2p
1+
4ρΛ
M2M2p
0 −4
√
ρΛ
3M2p

 ; MII =


√
2ρΛ
M2p
0
− 49 (1− 4ρΛM2M2p )
ρΛ
M2p
−2
√
2ρΛ
M2p

 . (39)
These matrices show that the critical point I (corresponding to the de Sitter universe) is stable whereas the point II
corresponds to a saddle point. Interestingly the stability of the critical points do not depend on M2 either; only the
direction of the eigenvectors as well as one of the eigenvalues depend on M . One of the eigenvectors of MII is (0, 1).
This direction is in fact a separatrix, as we see in Fig. 2, so that if the initial state of the universe has R < 1, i.e.,
7 Critical point II is physical if the cosmological constant is replaced by a perfect fluid with equation of state parameter > 1/3 [37].
9H⊥ > 0, it will end up in a de Sitter phase. This simply reflects the fact that the region on the right of the separatrix
is unphysical because the energy density of the vector field is negative in this region (as we discussed concerning
the critical point II above) so that the system cannot evolve towards there coming from R < 1. Thus, the only
physical attractor solution is the pure isotropic de Sitter universe. This is in fact the expected result according to the
well-known fact that shear decays in the presence of a cosmological constant [38]. We should mention that we have
restricted the analysis to the spatially flat case (i.e., pure Bianchi I metric) and, in such a case, our results indicate
that the stability of the de Sitter universe is not spoiled by the presence of the non-minimal interaction. Nevertheless,
we do not expect that such a conclusion would be modified by the presence of spatial curvature (like in more general
Bianchi metrics), although additional critical points might appear in the phase map.
IV. HAMILTONIAN STABILITY ANALYSIS
Recently, there have been an increasing efforts to understand the classical and quantum (in)stability of vector
theories [28, 29]. Since it respects the gauge symmetry and yields second order field equations, it was mentioned in
[30] that the Horndeski interaction could be viable, but a thorough investigation of this is to the best of our knowledge
not previously presented in the literature. Thus, our purpose in this section is to consider some relevant spacetime
backgrounds and derive the conditions for the absence of ghosts and Laplacian instabilities of our vector Langrangian
on these backgrounds. Let us recall that a ghost is a field with negative kinetic energy while a Laplacian instability
implies that we (formally) have negative squared propagation speed for high enough frequencies. Together these
conditions imply a lower bound free Hamiltonian. Note that the U(1) gauge invariance of the theory will prevent the
generation of an effective mass of the vector field so that no tachyonic instabilities associated with negative square
masses will appear. Let us also repeat that in this analysis the vector field is considered as subdominant, a test field.
A. de-Sitter background
Let us first study the theory in the maximally symmetric de Sitter spacetime
ds2 =
1
(Hη)2
(
dη2 − dx2 − dy2 − dz2
)
, (40)
where H is the constant Hubble expansion rate and η < 0 for the expanding solution; η = 0 is the Cauchy horizon.
In this case, the Riemann tensor can be fully written in terms of the metric as
Rαβγδ = H
2(gαδgβγ − gαγgβδ). (41)
Moreover, in this background, the dual tensor reduces to Lαβγδ = 2Rαβγδ so that it is also given in terms of the
metric. Using these relations we obtain the following expression for the effective action of the vector field in de Sitter
S =
∫
d4x
√−g
[
−1
4
(
1 +
4H2
M2
)
FµνF
µν
]
. (42)
Since the total Lagrangian is proportional to the usual Maxwell Lagrangian, it follows immediately that the theory is
ghost-free and has a Hamiltonian which is bounded from below if and only if
1 +
4H2
M2
> 0. (43)
Next, as a warm-up for the next section, we consider the equations of motion. Since the background metric is
homogeneous, we decompose the vector field in its Fourier modes with respect to the spatial coordinates
Aµ =
∫
d3k
(2π)3/2
Aµ,~k (η)ei
~k·~x, (44)
in terms of which the equations of motion adopt the following form:
A0,~k~k + i ~A′‖,~k = 0, (45)
~A′′
⊥,~k
+ k2 ~A⊥,~k = 0, (46)
~A′′
‖,~k
− iA′
0,~k
~k = 0, (47)
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where ′ = d/dη, ~A‖,~k = ~k(~k · ~A~k)/k2 is the longitudal part of the vector field and ~A⊥,~k = ~A~k − ~A‖,~k is the transverse
part satisfying ~k · ~A⊥,~k = 0. Since the Maxwell term is conformally invariant, the modes are not coupled to the
expansion.8 Also, we have not made any gauge choice yet, so we can set ~A′
‖,~k
= 0 and, then, A0,~k = 0 as well by
virtue of the above equations. On the other hand, the physical transverse modes are given by the usual plane wave
solutions so that the solution for the vector field takes the following form:
~A =
∫
d3k
(2π)3/2
1√
2k
∑
λ=1,2
~ǫ λ~k a
λ
~k
e−(ikη−
~k·~x) + c.c, (48)
where ~ǫ λ~k are the normalized polarization vectors satisfying ~ǫ
λ
~k
·~k = 0 and ~ǫ λ~k ·~ǫ
λ′
~k
= δλλ
′
. As expected, the propagation
speed for the transverse modes is 1. This simply reflects the conformal invariance of the vector field action in the
de Sitter background, so that the solutions look like in a Minkowski background. When we insert these plane wave
solutions into the corresponding expression for the energy-density given in (6), we obtain9
ρ =
(
1 +
2H2
M2
)∫
d3k
a4
|~k|
∑
λ=1,2
|aλ~ka∗λ~k |2. (49)
We note that the energy density is positive if (
1 +
2H2
M2
)
> 0, (50)
which is a weaker condition than (43). The energy density will therefore always be positive when the Hamiltonian
is bounded from below. Finally, notice that the above expression for the energy density can be recast into the
usual expression in flat spacetime by a rescaling of the Fourier amplitudes, as it was known from the aforementioned
conformal invariance of the Horndeski action in pure de Sitter.
B. Stability in a flat FLRW background
In the following we will study the stability of the Horndeski term in a flat FLRW background
ds2 = a(η)2(dη2 − d~x2), (51)
and consider a general vector potential A = Aα(η, x, y, z)dxα.
We introduce the electric and magnetic components, relative to an observer with four velocity uµ, of the Faraday
tensor defined by [40]
Eµ ≡ Fµνuν , (52)
Bµ ≡ F˜µνuν = 1
2
ǫµναβF
αβuν , (53)
where ǫµναβ = ǫ[µναβ] is the volume element with sign convention ǫ0123 =
√−g. In terms of these vectors, the Faraday
tensor can be expressed as
Fµν = 2E[µuν] + ǫµναβB
βuα. (54)
8 Incidentally, the conformal invariance of the full vector field sector including the non-minimal coupling is not broken in de Sitter. This
is no longer true in more general FLRW backgrounds though.
9 When expanding the squared electric or magnetic field (E2 or B2) in the Fourier modes of the vector potential, there appear terms of the
type aλ
~k
a∗λ
−~k
e−2ikη . These terms exactly cancel out in the energy-momentum tensor in the case of ordinary Maxwell theory. However,
the presence of the non-minimal interaction spoils such a cancellation and indeed terms of the type (H/M)2aλ
~k
a∗λ
−~k
e−2ikη are present
in the energy momentum tensor. Here, we have disregarded these terms because, due to the harmonic time dependence, they become
insignificant when integrating over several periods. Thus, the given energy density should actually be interpreted as the energy density
averaged over several periods.
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We consider the congruence of comoving observers uµ = (a−1, 0, 0, 0) and express the action in terms of these variables:
S = −1
2
∫
d3xdη a4
[(
1 +
4H2
a2M2
)
EµE
µ −
(
1− 4qH
2
a2M2
)
BµB
µ
]
, (55)
where q = −H′/H2 is the deceleration parameter. From this expression we can straightforwardly read off the
Hamiltonian stability conditions. This becomes more apparent when we write the action in terms of the vector
potential,
S =
1
2
∫
d3xdη
[(
1 +
4H2
a2M2
)
( ~A′⊥)2 −
(
1− 4qH
2
a2M2
)(
~∇× ~A⊥
)2]
=
1
2
∫
d3kdη
[(
1 +
4H2
a2M2
)
( ~A′
⊥,~k
)2 +
(
1− 4qH
2
a2M2
)
k2
(
~A⊥,~k
)2]
,
(56)
where the cross denotes the ordinary cross product between the three vectors defined by ~∇ = (∂x, ∂y, ∂z) and Aµ =
(0, ~A⊥). Here we have again fixed the gauge by requiring that the longitudinal component vanishes, ∇ · ~A = 0
which implies A0 = 0, as we shall confirm from the equations of motion below, and hence ~A⊥ represents the physical
transverse modes. For the second equal sign of (56) we have expanded the action in Fourier coefficients, choosing the
normalization such that the Fourier transform is unitary. Now we can directly read off the stability conditions. Note
that the Hamiltonian stability is determined by the factors in round brackets preceding the EµE
µ and BµB
µ terms
in (55). We shall use this in the following sections as well.
First, to have positive kinetic terms we must require
1 +
4H2
M2
> 0, (57)
which is the condition for absence of ghosts10. Next, as we shall confirm from the equations of motion below, the
propagation speed, cs, in the high frequency (short wavelength) regime, is simply the ratio of the factors in round
brackets,
c2s =
1− 4qH2M2
1 + 4H
2
M2
= 1−
4H2
M2 (1 + q)
1 + 4H
2
M2
. (58)
Using the geometric optics approximation, Ref. [41] has calculated the propagation speed for a general non-minimal
coupling linear in the curvature and quadratic in the Faraday tensor. Specializing to the Horndeski action, the
propagation speed obtained in [41] agrees with our equation (58).11. In order to avoid the Laplacian instability we
must require
c2s ≥ 0 . (59)
This ensures that the equation of motion for ~A⊥ takes the form of a wave equation and, thus, no exponentially growing
solutions exist. The combined conditions for the avoidance of ghosts (57) and Laplacian instabilities (59) imply a
Hamiltonian which is bounded from below,
H =
1
2
∫
d3x
[(
1 +
4H2
M2
)
| ~A′⊥|2 +
(
1− 4qH
2
M2
)(
~∇× ~A⊥
)2]
. (60)
In Fig. 3 we have indicated the regions plagued by instabilities using q and H2/M2 as independent variables. We
note the existence of stable regions with both positive and negative M2. The horizontal dashed line at H2/M2 = 0
represents conventional Maxwell theory in a FLRW background. We note that the Maxwell theory has a stable
neighborhood. The vertical dashed line at q = −1 represents de-Sitter spacetime which is stable for 4H2/M2 > −1.
For 4H2/M2 < −1 the Hamiltonian is not bounded from below. Furthermore, as indicated in the figure, these dashed
10 Curiously, this condition coincides exactly with the condition for avoidance of the singularity (where the deceleration parameter diverges
within a finite proper time) identified in [34].
11 In the case of Horndeski’s Lagrangian, the three non-minimal coupling parameters in [41] are related to M2 as follows: 2/M2 = ξ =
−η/2 = ζ.
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FIG. 3: The stable region for FLRW cosmologies is indicated by green. The red region is plagued by ghosts, while the region
enveloped by the thick black lines are plagued by Laplacian instabilities. The dashed lines separate the super-luminous and
sub-luminous regions.
lines also separate regions with super-luminous and sub-luminous propagation speed (this does of course not apply to
the regions with Laplacian instabilities where c2s is negative). From (58) it follows that
c2s ≤ 1⇒ −
q
M2
≤ 1
M2
. (61)
Hence, the condition for propagation speed less than or equal to 1 is q ≥ −1 for M2 > 0, and q ≤ −1 for M2 < 0. In
other words, for positive M2 the propagation speed is less than or equal to 1 if the null energy condition holds and
greater to one if it is violated. Conversely, for negative M2 the propagation speed is smaller than 1 only if the null
energy condition is violated.
It is interesting to note that, in a power law expanding universe, the Laplacian instability will eventually cease and
the vector field will enter into the stable region (for positive M2). This is so because, for a power law expansion, the
deceleration parameter q is constant, so that the system evolves along a vertical line in Fig 3 and towards the x-axis.
Thus, it could start in the region of Laplacian instabilities but, at some point, it will cross to the stable region. This
is easy to understand because the impact of the Horndeski interaction decreases in an expanding universe so that our
action renders the Maxwell theory at late times, which is of course stable.
Next, we study the equations of motion. First, without any gauge choice, following a procedure similar as for the
de-Sitter spacetime in section IVA, we decompose the Aµ in its Fourier modes so that the equations of motion adopt
the following form:
A0,~k~k + i ~A′‖,~k = 0, (62)(
1 +
4H2
a2M2
)
~A′′
⊥,~k
− 8H
2
a2M2
(1 + q)H ~A′
⊥,~k
+ k2
(
1− 4qH
2
a2M2
)
~A⊥,~k = 0, (63)(
1 +
4H2
a2M2
)
~A′′
‖,~k
− 8H
3
a2M2
(1 + q) ~A′
‖,~k
− i~k
[(
1 +
4H2
a2M2
)
A′
0,~k
− 8H
3
a2M2
(1 + q)A0,~k
]
= 0. (64)
We note that these equations reduce to (45)-(47) for the deceleration parameter of de Sitter, q = −1. We now fix the
gauge choice by setting ~A‖,~k = 0 in which case (62) implies A0 = 0 as claimed above. In this gauge (64) becomes
redundant and the dynamics of the vector potential ~A~k = ~A⊥,~k is given by (63) alone. From this we now find under
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which conditions the propagation speed, cs, from the action, is valid. For convenience, we first write (63) on the form
α ~A′′
⊥,~k
+ βH ~A′
⊥,~k
+ k2γ ~A⊥,~k = 0, (65)
with obvious definitions for the coefficients α, β and γ. In the high-frequency regime the time variation of H and q are
negligible over time scales corresponding to several periods for ~A⊥,~k. This is a good approximation for wavelengths
much smaller than the horizon, i.e., H/k≪ 1. We can then solve (65) in the WKB approximation which yields
~A⊥,~k ∝ exp
[
−
∫
dηH
(
β
2α
±
√
β2
4α2
− k
2
H2
γ
α
)]
. (66)
From (58), apparently we have cs → ∞ when 4H2/M2 → −1+.This corresponds to the limit α → 0+ in which case
the solutions are
~A⊥,~k ∝ exp
[
−
∫
dη
Hβ
2α
(
1±
(
1− 2k
2αγ
H2β2
))]
. (67)
Using that γ/β = 1/2 in the considered limit, the solution with the minus sign becomes
~A⊥,~k ∝ exp
[
−
∫
dη
k2
2H
]
. (68)
This is the ’WKB approximation’ of the solution to the diffusion equation into which (65) turns when α = 0. In this
case ~A⊥,~k no longer satisfies a wave equation but a simple diffusion equation with only one solution. Therefore, the
solution with + sign in (66) vanishes when α→ 0.
For α, γ > 0, which corresponds to the regime where the theory is stable, and
β2
4α2
≪ k
2
H2
γ
α
(69)
we can write the WKB solutions in the form
~A⊥,~k ∝ exp
[
−
∫
dη
Hβ
2α
]
exp
[
±ik
∫
dηcs
]
, (70)
where cs =
√
γ/α is the propagation speed which we have read off from the action. Since k/H ≫ 1 in the high
frequency regime, the condition (69) always holds in the high-frequency regime unless α is close to zero. In the critical
case α→ 0, we have |β| ∼ |γ| ∼ 1 and (69) can be rewritten
cs ≪ k2/H2. (71)
To summarize, we have shown that the propagation speed is finite and that c2s = γ/α is a good approximation in the
high frequency regime when (71) holds.
To conclude this section, let us mention that the condition for the vector being subdominant can be written as
1
2
(
E
2 +B2
)
+ 2
H2
M2
(
3E2 − 2B2)− 4H
M2
E · (∇×B)− 2
M2
∇ · [(B ·∇)B]≪ 3M2pH2, (72)
where E = ~A′⊥/a2 and B = −∇ × ~A⊥/a are the electric and magnetic fields seen by a comoving observer and
∇ = (∂x, ∂y, ∂z)/a(t) is the Laplace operator in the corresponding local Lorentz frame. The left-hand side of the
inequality is the energy density associated with the vector, while the right-hand side is the total energy density. Note
that the vector may well be subdominant even in the regime H2/M2 ≫ 1, where it is dominated by the interaction
terms. Thence, it is important to point out that the test-field assumption we have employed does not imply a bound
on M2 by itself.
C. Stability in a curved FLRW background
We briefly generalize the results of section IVB to a spatially curved FLRW background for completeness. In this
case, the metric is given by
ds2 = a2
(
dη2 − dr
2
1−Kr2 − r
2dθ2 − r2 sin2 θdφ2
)
. (73)
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We write the action in the same form as before,
S = −1
2
∫
d3xdη a4
[(
1 +
4H2
a2M2
(1− Ωk)
)
EµE
µ −
(
1− 4qH
2
a2M2
)
BµB
µ
]
, (74)
where Ωk = −K/H2 is the Hubble normalized curvature. Then, following the approach explained in the previous
section, we can easily obtain the conditions for absence of ghosts and Laplacian instabilities. In this case, such
conditions generalize to
1 +
4H2
a2M2
(1− Ωk) > 0 (75)
to guarantee the ghost freedom of the theory, whereas the condition
c2s = 1−
4H2
M2 (1 + q − Ωk)
1 + 4H
2
M2 (1 − Ωk)
≥ 0, (76)
prevents the theory from having Laplacian instabilities. Again, our propagation speed agrees with [41].
D. Schwarzschild background
In this section we will consider the gravitational field outside a spherical, uncharged and non-rotating object of
mass M∗. This is described by the Schwarzschild metric
ds2 =
(
1− Rs
r
)
dt2 − dr
2(
1− Rsr
) − r2dΩ2, (77)
where Rs = 2GM∗ is the Schwarzschild radius (which determines the event horizon in the case of a black hole). Since
this metric is Ricci flat, the action (3) becomes
S =
∫
d4x
√−g
[
−1
4
FµνF
µν +
1
2M2
RµναβF
µνFαβ
]
, (78)
which will allow us to compare the propagation speeds calculated below with the results of [35].12 Introducing electric
and magnetic fields for an observer at rest w.r.t the object, we write the action in terms of the electric and magnetic
fields as follows:
S = −1
2
∫
d4x
√−g
[
αErE
r + β
(
EθE
θ + EφE
φ
)− αBrBr − β (BθBθ +BφBφ) ], (79)
where
α = 1 +
4Rs
M2r3
, (80)
β = 1− 2Rs
M2r3
. (81)
Restricting ourselves to the region outside the event horizon (r > Rs), the condition for the absence of ghosts is
α > 0 and β > 0, or
− 1 < 4Rs
M2r3
< 2. (82)
We now want to read off the propagation speed and find the condition for the absence of Laplacian instabilities. We
are interested in the propagation speed relative to the orthonormal frame
et =
(
1− Rs
r
)− 1
2
∂t, er =
(
1− Rs
r
) 1
2
∂r, eθ = r
−1∂θ, eφ = (r sin θ)
−1∂φ, (83)
12 In the case of Ricci flat spacetimes, the parameter ξ2 used in [35] is related to our non-minimal coupling parameter by ξ2 = −2/M2.
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which represents the laboratory frame of a static observer. Note that, since the metric is diagonal, the coefficients α
and β do not change if we write the action in terms of the orthonormal frame components Eˆµ and Bˆµ (for instance
ErE
r = EˆrEˆ
r, BrB
r = BˆrBˆ
r and so on for the other components). The action is therefore already in the desired
form and, in principle, we can read off the propagation speed as in the sections above. Due to the broken spatial
symmetries in the considered spacetime, however, we must use a little more care since the propagation speed will
depend both on the direction of propagation and the direction of the polarization. First we consider a wave traveling
in the radial direction. Then we have Er = Br = 0 and the propagation speed is
c2r =
β
β
= 1. (84)
Thus, for a wave propagating in the radial direction, the propagation speed is not affected by the non-minimal
interaction. As expected from the symmetries of the Schwarzschild spacetime, the velocity does not depend on the
polarization since the electric and magnetic field will point in the tangential directions. For a wave traveling in the
angular directions, however, the propagation speed depends on the polarization. For a wave traveling in the tangential
direction with polarization in the radial direction (for instance Eθ = Eφ = Bθ = Br = 0, Er 6= 0, Bφ 6= 0) we read off
the propagation speed
c2Ω,1 =
β
α
= 1−
6Rs
M2r3
1 + 4RsM2r3
. (85)
For a wave traveling in the tangential direction with polarization in the tangential direction (for instance Er = Eθ =
Bθ = Bφ = 0, Eφ 6= 0, Br 6= 0), the propagation speed is
c2Ω,2 =
α
β
= 1 +
6Rs
M2r3
1− 2RsM2r3
. (86)
Our three propagation speeds agree with the results in [35] where an effective Lagrangian (which is equal to the
Horndeski Lagrangian in the case of Ricci flat spacetimes) was considered in the context of vacuum polarization in
ordinary QED. To lowest order in curvature, we have c2Ω,1 = 1− 6Rs/(M2r3) and c2Ω,2 = 1+6Rs/(M2r3). Therefore,
it is clear that super-luminal propagation speed is an unavoidable consequence of the non-minimal interaction in
Schwarzschild spacetime. The condition to avoid Laplacian instabilities, i.e. to have real propagation speeds for all
three modes, can be summarized as
− 1 ≤ 4Rs
M2r3
≤ 2. (87)
Apart from the boundary, where the sound speed actually diverges and the wave equation becomes a Laplace equation,
this is identical to the condition for the absence of ghosts (82).
The entire exterior region (r > Rs) is therefore free of ghosts and Laplacian instabilities if
− 1
4
R2s <
1
M2
<
1
2
R2s, (88)
which can be rewritten
−
(
M∗
Msun
)2
< 1.8× 10−20
(
eV
M
)2
< 2
(
M∗
Msun
)2
, (89)
or roughly
|M |
eV
& 10−10
Msun
M∗
, (90)
where M∗ is the mass of the black hole. This condition obviously also applies to the case of the exterior region of a
star for which the Schwarzschild radius is inside the objet. Fig. 4 displays the stable region obtained from (90). We
note that a smaller black hole mass implies a stronger constraint on the non-minimal coupling parameter M2, which
is a consequence of the fact that the scalar curvature at the event horizon is proportional to 1/R2s.
From the action (79) we note that the ratio between the non-minimal and minimal part of the Lagrangian density
is of order LH/LM ∼ 2Rs/(M2r3). The Horndeski interaction is most important close to the event horizon where we
have (LH/LM )r=Rs ∼ 2/(M2R2s). The stability condition (88) can then be rewritten
− 1/2 .
(LH
LM
)
r=Rs
. 1, (91)
16
Ghosts and
Laplacian instabilities
Stable
10-9 10-6 0.001 1 1000 106 109
10-21
10-17
10-13
10-9
10-5
0.1
M*Msun
ÈM
È
eV
FIG. 4: The stable region in green and the region plagued by ghosts and Laplacian instabilities in red, obtained from equation
(90). M2 is the non-minimal coupling constant, while M∗ is the mass of the star and Msun the solar mass.
which means that the ratio (LH/LM ) can be at most of order unity at the event horizon, and further away it will be
even more suppressed. For instance already at r = 10Rs we have |LH/LM | . 10−3 which means that the non-minimal
part of the interaction is already negligible.
To summarize, we have shown that having a stable exterior region of a Schwarzschild black hole implies that the
non-minimal part of the interaction nowhere dominates over the minimal one. Any possible observable effect of the
theory from strong gravitational environments must therefore stem from a tiny region close to the event horizon where
the non-minimal part of the interaction may match the minimal one, while further out it quickly falls off and becomes
negligible. Turning this the other way around; regions where the Horndeski terms dominate the interaction do have
ghosts and Laplacian instabilities. We conclude that although there is a theoretical possibility for the non-minimal
interaction to play some role near the event horizon of a black hole, any possible astrophysical signature must arguably
be very weak and it is doubtful whether it could ever be detected.
E. Reissner-Nordstrom-de Sitter background
In this section, we generalize the results of the Schwarzschild metric to the case of of a Reissner-Nordstrom-de Sitter
metric corresponding to a black hole of mass M∗, electric charge Q and in the presence of a cosmological constant Λ.
We shall give the results here for completeness, although black holes with an appreciable amount of electric charge
are likely not to exist in nature. The line element for this metric reads
ds2 = A(r)dt2 −A−1(r)dr2 − r2dΩ2, (92)
with
A(r) = 1− Rs
r
+
Q2
r2
− 1
3
Λr2. (93)
This spacetime has three horizons13 corresponding to an inner Cauchy horizon, the black hole event horizon and,
finally, the most external de Sitter horizon. It is important to keep in mind that, if the non-minimal coupling in the
action is appreciable such that its backreaction on the spacetime geometry cannot be neglected, the above metric is
no longer a solution in the case where the charge Q corresponds to the same U(1) gauge field as the one appearing in
the Horndeski coupling14. Thus, either this coupling term has to be subdominant or we have to consider two different
13 The three horizons correspond to the zeros of the function A(r). Since the equation A(r) = 0 leads to a quartic polynomial equation,
there will be 4 solutions. However, the absence of cubic term makes that one of the solutions is always negative and, hence, non-physical.
14 See [39] for a discussion on static and spherically symmetric solutions to Einstein-Maxwell equations with the additional Horndeski
interaction term
17
U(1) gauge fields, one related to the charge Q with a simple Maxwell action and one which is unrelated to Q but
which has the non-minimal Horndeski coupling. In the subsequent analysis we shall adopt the second approach as we
are interested in studying the stability of the Horndeski lagrangian in the given spacetime background.
As in the previous section, we can write the effective action in this background
S = −1
2
∫
d4x
√−g
[
αEErE
r + βE
(
EθE
θ + EφE
φ
)− αBBrBr − βB (BθBθ +BφBφ) ], (94)
where now the coefficients generalize to
αE = 1 +
4Rs
M2r3
− 4Q
2
M2r4
+
4Λ
3M2
, (95)
αB = 1 +
4Rs
M2r3
− 12Q
2
M2r4
+
4Λ
3M2
, (96)
βE = 1− 2Rs
M2r3
+
4Q2
M2r4
+
4Λ
3M2
, (97)
βB = 1− 2Rs
M2r3
+
4Q2
M2r4
+
4Λ
3M2
. (98)
The requirement for the absence of ghost instabilities is then αE > 0 and βE > 0 in order not to have ghost-like
modes propagating along the radial and angular directions respectively. We can see that the cosmological constant
contribution always plays in favor of the absence of ghost instabilities for M2 > 0. This is not at all surprising since
at large enough distances as compared to the black hole event horizon, the spacetime structure is dominated by the
cosmological constant contribution so that we essentially have a de Sitter universe. In such a region, the conditions
for the absence of ghost instabilities of the vector field are fulfilled for M2 > − 43Λ, although M2 > 0 is a sufficient
condition. In fact, we can see that, in this case, all the coefficients in the action become the same and equal to
1 + 4Λ3M2 , which exactly coincides with our previous findings in section IVA for a purely de Sitter background (where
H2 = Λ/3).
In the region near the event horizon of the black hole we can neglect the cosmological constant term15. Then, the
black hole event horizon is approximately given by reh ≃ (Rs+
√
R2s − 4Q2)/2 (up to corrections O(
√
Λ). Notice that
it is necessary to have Rs ≥ 2|Q| in order to dress up the singularity at the origin so we shall impose this condition
in our analysis. In this region, the conditions for the avoidance of ghost instabilities reduce to
αE ≃ 1 + 32x
rˆ3
(
1 +
√
1− ǫ2)3
[
1− ǫ
2
2rˆ
(
1 +
√
1− 4ǫ2)
]
> 0, (99)
βE ≃ 1− 16x
rˆ3
(
1 +
√
1− ǫ2)3
[
1− ǫ
2
rˆ
(
1 +
√
1− ǫ2)
]
> 0, (100)
where we have introduced a radial coordinate normalized to the event horizon rˆ ≡ r/reh, the ratio of the black hole
charge to its mass ǫ ≡ 2Q/Rs = Q/(GM∗) (that must satisfy ǫ ≤ 1) and x ≡ (MRs)−2, which essentially controls the
magnitude of the Horndeski term as compared to the Maxwell term. The exact stability conditions are shown in Fig.
5. In order to obtain that plot we have minimized the above expressions with respect to rˆ restricted to the region
outside the event horizon rˆ > 1 in order to guarantee stability at all scales. In that plot we see that such conditions
depend very mildly on ǫ. This is easy to understand from the above expressions since ǫ is restricted to ǫ ≤ 1. Then,
we can Taylor expand those expressions and see that the correction due to the black hole having a non-vanishing
electric charge is O(ǫ2) so that the absence of ghosts is a stable feature against the introduction of electric charge for
the black hole.
Concerning the presence of laplacian instabilities, we need to consider modes propagating along radial and angular
directions with respect to the corresponding orthonormal frame, as we did in the previous section for the Schwarzschild
15 We are assuming here that the de Sitter horizon is far away from the black hole event horizon so that near such a horizon we can safely
neglect the cosmological constant contribution. In other words, we are assuming that there exists a region in which the metric can
be well approximated by the pure Reissner-Nordstro¨m. This is in fact a reasonable assumption given that the observed value of the
cosmological constant is very small ρΛ ≃ (10
−3eV)4. Thus, our assumption holds for black holes with masses M∗ ≪ 1050M⊙, which is
a quite safe assumption for our universe.
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spacetime. For a wave traveling along the radial direction, the propagation speed is given by
c2r =
βB
βE
= 1 . (101)
Thus, as we obtained for the Schwarzschild metric, the modes propagating in radial directions never become unstable
and remain unaffected by the presence of the Horndeski interaction. On the other hand, for the angular modes we
find the following propagation speeds:
c2Ω,1 =
βB
αE
= 1−
6Rs
M2r3 − 8Q
2
M2r4
1 + 4RsM2r3 − 4Q
2
M2r4 +
4Λ
3M2
, (102)
c2Ω,2 =
αB
βE
= 1 +
6Rs
M2r3 − 16Q
2
M2r4
1− 2RsM2r3 + 4Q
2
M2r4 +
4Λ
3M2
. (103)
All three propagation speeds should be positive to guarantee the absence of laplacian instabilities. Again, at very
large scales r ≫ reh both propagation speeds become 1, as it corresponds to the de Sitter case. At intermediate
scales well below the de Sitter horizon (so we can neglect the effects of the cosmological constant) but outside the
event horizon r > reh we find the stability region shown in Fig. 5, which has again been obtained by minimizing the
corresponding propagation speeds with respect to r for r ≥ reh. As it happened with the absence of ghosts conditions,
the laplacian stability conditions barely depend on the black hole electric charge. Again, this originates from the
second order correction introduced by the charge, as explained above.
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FIG. 5: In this plot we show the stable region (in green) of the parameter space
(
x = (MRs)
−2, ǫ = 2Q/Rs,
)
for the Reisner-
Nordstro¨m spacetime. Notice that all the equations depend on ǫ2, so that the region with ǫ < 0 is the same as the one shown
here. We can see that for ǫ = 0 we recover the Schwarzschild bounds and that the stability conditions barely depend on the
black hole electric charge.
In this section we have seen that the introduction of an electric charge for a black hole does not significantly modify
the stability conditions found in the previous section for the Schwarzschild spacetime, so that all the bounds on
the non-minimal Horndeski interaction also hold for the case of a charged black hole. One interesting consequence
of our findings is that the static and spherically symmetric solutions for the full system of Einstein equations with
the Horndeski interaction can be obtained perturbatively around the usual solution for Maxwell-Einstein equations
because the stability of the theory requires the Horndeski term to remain small. Of course, one could also have
additional solutions different from Reisner-Nordstro¨m as in [39], although a stability analysis would be required.
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V. DISCUSSION
In this paper we have studied a general theory for a vector field with non-minimal couplings to gravity and second
order equations of motion. The resulting theory turns out to be surprisingly simple, consisting only of the usual gauge
invariant Maxwell term and a quadratic coupling of the Faraday tensor to the dual of the Riemann tensor. This is the
result that was obtained by Horndeski [14]. It is also interesting to note that the theory has only one free parameter.
We have studied this theory in several background spacetimes with particular attention on its stability. In de Sitter,
we have computed the energy density of the corresponding modes and we have shown that the energy of physical
modes is positive for 1 + 2H2/M2 > 0, which is guaranteed for M2 > 0.
We have studied Bianchi I solutions generated by a cosmological constant in the presence of the vector field with
the non-minimal coupling. We have shown that the isotropic de Sitter solution is an attractor of the phase map so
that it corresponds to a stable solution. Interestingly, neither the position nor the stability properties of the critical
points depend on the non-minimal coupling, i.e, on the value ofM2. Moreover, if the initial anisotropy of the universe
is smaller than one, R < 1, the system is always attracted towards the de Sitter solution and, even if the initial
anisotropy is large but negative, this is the equilibrium solution. On the other hand, the region with R > 1 has been
shown to be unphysical because the vector field energy density is negative in that region.
We then have studied the behavior of the vector field with the non-minimal coupling for different classical solutions
like de Sitter, a Friedmann universe, Schwarzschild and Reissner-Nordstro¨m-de Sitter space times. From observations
we must require the stability of all solutions which we observe in nature. An unstable solution decays rapidly due
to fluctuations and can therefore never be observed as final states. Thus, we have obtained the conditions for the
absence of ghost-like and Laplacian instabilities for the mentioned physically relevant geometries. For all considered
spacetimes we show that the Maxwell theory has a stable neighborhood. Quite generally, however, instabilities are
present in the regime where the non-minimal interaction energy is of the same order or greater than the contribution
from the minimal terms.
Requiring stability around solar mass black holes yields a limits of about |M | >∼ 10−10eV(M⊙/M∗). Since no black
holes with M∗ <∼ M⊙ have been observed so far, this yields a limit |M | >∼ 10−10eV. From the analysis of FLRW
universes, stability requests |M |2 > 4H2 during a radiation dominated epoch (where q = 1). We know from Big Bang
Nucleosynthesis (BBN) that the Universe has at least achieved a temperature of TBBN ≃ 1 MeV in the past which
corresponds to a Hubble scale HBBN ≃ 1sec−1 ≃ 10−15eV. Hence |M | > 10−15eV. This limit is less stringent than
the one from black holes. If we assume that the temperature of the Universe achieved much higher values, say T∗ at
the end of reheating after inflation, we obtain the constraint
|M | > g1/2∗ T
2
∗
Mp
. (104)
Here g∗ is the effective number of degrees of freedom after reheating. Depending on T∗, this limit can be quite
interesting.
If the theory is viewed as a modification of electrodynamics so that the gauge field couples to charged fermions,
which was Horndeski’s perspective [14], one must require M ≪ me where me is the electron mass, to ensure that
radiative corrections in QED [35] (which spoil the second order structure of the field equations) can be neglected.
Even in that case there is a huge parameter region |M | ∈ (10−10 eV, 511 keV) where the theory can be regarded as
safe. The lower limit comes from the black hole bound derived in this paper and the upper limit is the electron mass.
If the theory is instead viewed as a hypothetical vector-tensor theory in which the vector does not represent the gauge
boson of electrodynamics, the viable parameter range will be even larger because the upper limit should be replaced
by the Planck mass to avoid radiative corrections from gravitons or by the mass of the lightest particle coupled to
this gauge boson.
The fact that stability requires |M2| > 4H2 means that we can never be in the regime H2/M2 ≫ 1 where the
energy density of a homogeneous vector field decays much slower than 1/a4 as we discussed in Section III A. So this
type of non-minimal interactions does not represent a promising mechanism to maintain large scale magnetic fields
at late times.
We have also calculated the propagation speed of the vector in the considered spacetimes. We found that superlu-
minality is a quite generic feature in this theory. In FLRW we showed that superluminality is avoided for M2 > 0 if
the null energy condition holds. In Schwarzschild spacetime, however, superluminality is an unavoidable consequence
of the non-minimal interaction because, regardless of the sign of M2, there will always be some propagation direc-
tion and polarization for which the propagation speed is greater than 1. Since the propagation speeds that we have
computed do not depend on the Fourier mode and they all are massless (i.e., the dispersion relations can be written
as ω2 = c2sk
2 with c2s independent of k), they also correspond to the group velocity. Therefore, the propagation
velocities we have calculated are the signal speeds measured by specific observers (comoving in FLRW and static in
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Schwarzschild). In Minkowski spacetime, it is easy to construct paradoxes concerning the causal structure of events
forbidding faster-than-light transmission of information. When curvature is involved, however, this is less obvious and
it is sometimes argued that no general principle is violated by superluminal propagation [35]. This is not a feature
that crucially depends on the non-trivial curvature, but it is a general property of hyperbolic systems when Lorentz
violations are present [42].
In fact, superluminal propagation does not necessarily imply acausality. Even in General Relativity one perfectly
encounters valid solutions which allow closed timelike curves. However, as Hawking showed in his Chronology Pro-
tection, the corresponding energy-momentum of these particles traversing the closed timelike curves becomes so large
that its backreaction on the spacetime destroys the geodesic path [43]. Similar Chronology Protection also occurs
in Galileon type of theories [44]. Furthermore, quantum fields propagating in a curved background can lead to the
appearance of superluminal propagation (as it happens in QED). However, a careful treatment of such quantum fields
show that causality (and even unitarity) are actually not violated (see the extensive and detailed treatment in [45])
Therefore, unlike the conditions coming from ghosts and Laplacian instabilities, we have not used superluminality as
a criterion for the viability of the theory.
Acknowledgments
This work is supported by the Swiss National Science Foundation. J.B.J. is supported by the Wallonia-Brussels
Federation grant ARC No. 11/15-040 and also thanks support from the Spanish MICINNs Consolider-Ingenio 2010
Programme under grant MultiDark CSD2009-00064 and project number FIS2011-23000. MT would like to thank
CP3 at Universite´ Catholique de Louvain where parts of this work was done for the hospitality.
[1] T. P. Sotiriou and V. Faraoni, Rev. Mod. Phys. 82, 451 (2010) [arXiv:0805.1726 [gr-qc]].
[2] G. W. Horndeski Int. J. Theo. Phys. 10, 363-384 (1974).
[3] A. Nicolis, R. Rattazzi and E. Trincherini, Phys. Rev. D 79, 064036 (2009) [arXiv:0811.2197 [hep-th]].
[4] C. de Rham and G. Gabadadze, Phys. Rev. D 82, 044020 (2010) [arXiv:1007.0443 [hep-th]];
[5] M. Ostrogradski, Memoire Academie St. Petersbourg, Ser. VI 4, 385 (1850).
[6] C. de Rham and A. J. Tolley, JCAP 1005, 015 (2010) [arXiv:1003.5917 [hep-th]].
[7] K. Van Acoleyen and J. Van Doorsselaere, Phys. Rev. D 83 (2011) 084025 [arXiv:1102.0487 [gr-qc]].
[8] C. Deffayet, G. Esposito-Farese and A. Vikman, Phys. Rev. D 79 (2009) 084003 [arXiv:0901.1314 [hep-th]]; C. Deffayet,
S. Deser and G. Esposito-Farese, Phys. Rev. D 80 (2009) 064015 [arXiv:0906.1967 [gr-qc]].
[9] N. Chow and J. Khoury, Phys. Rev. D 80 (2009) 024037 [arXiv:0905.1325 [hep-th]]; F. PSilva and K. Koyama, Phys.
Rev. D 80 (2009) 121301 [arXiv:0909.4538 [astro-ph.CO]]; R. Gannouji and M. Sami, Phys. Rev. D 82 (2010) 024011
[arXiv:1004.2808 [gr-qc]]; A. De Felice and S. Tsujikawa, Phys. Rev. Lett. 105 (2010) 111301 [arXiv:1007.2700 [astro-
ph.CO]]; C. de Rham, G. Gabadadze, L. Heisenberg and D. Pirtskhalava, Phys. Rev. D 83, 103516 (2011) [arXiv:1010.1780
[hep-th]]. C. Burrage, C. de Rham and L. Heisenberg, JCAP 1105, 025 (2011) [arXiv:1104.0155 [hep-th]]. C. Burrage,
C. de Rham, D. Seery and A. J. Tolley, JCAP 1101 (2011) 014 [arXiv:1009.2497 [hep-th]]; D. F. Mota, M. Sandstad and
T. Zlosnik, JHEP 1012 (2010) 051 [arXiv:1009.6151 [astro-ph.CO]]; S. Nesseris, A. De Felice and S. Tsujikawa, Phys.
Rev. D 82 (2010) 124054 [arXiv:1010.0407 [astro-ph.CO]]; A. De Felice, R. Kase and S. Tsujikawa, Phys. Rev. D 83
(2011) 043515 [arXiv:1011.6132 [astro-ph.CO]]; A. De Felice and S. Tsujikawa, JCAP 1203 (2012) 025 [arXiv:1112.1774
[astro-ph.CO]]; S. A. Appleby and E. V. Linder, arXiv:1204.4314 [astro-ph.CO]. A. Barreira, B. Li, C. M. Baugh and
S. Pascoli, Phys. Rev. D 86, 124016 (2012) [arXiv:1208.0600 [astro-ph.CO]]. A. Barreira, B. Li, A. Sanchez, C. M. Baugh
and S. Pascoli, Phys. Rev. D 87, 103511 (2013) [arXiv:1302.6241 [astro-ph.CO]].
[10] A. Padilla, P. M. Saffin and S. -Y. Zhou, JHEP 1012 (2010) 031 [arXiv:1007.5424 [hep-th]]; K. Hinterbichler, M. Trodden
and D. Wesley, Phys. Rev. D 82 (2010) 124018 [arXiv:1008.1305 [hep-th]]; M. Trodden and K. Hinterbichler, Class. Quant.
Grav. 28 (2011) 204003 [arXiv:1104.2088 [hep-th]].
[11] G. Goon, K. Hinterbichler, A. Joyce and M. Trodden, arXiv:1201.0015 [hep-th]; S. -Y. Zhou and E. J. Copeland, Phys.
Rev. D 85 (2012) 065002 [arXiv:1112.0968 [hep-th]].
[12] C. Deffayet, S. Deser and G. Esposito-Farese, Phys. Rev. D82:061501 (2010).
[13] G. Tasinato, K. Koyama and N. Khosravi, arXiv:1307.0077 [hep-th].
[14] G. W. Horndeski, J. Math. Phys. 17 (1976) 1980.
[15] H. A. Buchdahl, J. Phys. A 12, 1037 (1979); F. Mller-Hoissen, Phys. Lett. B 201 (1988) 325-327.
[16] K. Land and J. Magueijo, Phys. Rev. Lett. 95 (2005) 071301 [astro-ph/0502237]; K. Land and J. Magueijo, Mon. Not.
Roy. Astron. Soc. 378 (2007) 153 [astro-ph/0611518].
[17] H. K. Eriksen, F. K. Hansen, A. J. Banday, K. M. Gorski and P. B. Lilje, Astrophys. J. 605 (2004) 14 [Erratum-ibid. 609
(2004) 1198] [astro-ph/0307507].
[18] The Planck Collaboration, Planck 2013 results. XXIII, [arXiv:1303:5083].
21
[19] L. H. Ford, Phys. Rev. D40 (1989) 967.
[20] A. Golovnev, V Mukhanov and V. Vanchurin, JCAP 0806 (2008) 009.
[21] C. G. Boehmer and T. Harko, Eur. Phys. J. C 50 (2007) 423 [gr-qc/0701029]; T. Koivisto and D. F. Mota, JCAP 0808
(2008) 021 [arXiv:0805.4229 [astro-ph]].
[22] J. Beltran Jimenez and A. L. Maroto, Phys. Rev. D 78 (2008) 063005 [arXiv:0801.1486 [astro-ph]]; J. Beltran Jimenez,
R. Lazkoz and A. L. Maroto, Phys. Rev. D 80 (2009) 023004 [arXiv:0904.0433 [astro-ph.CO]]; J. Beltran Jimenez and
A. L. Maroto, JCAP 0903 (2009) 016 [arXiv:0811.0566 [astro-ph]]; J. Beltran Jimenez and A. L. Maroto, Phys. Lett. B
686 (2010) 175 [arXiv:0903.4672 [astro-ph.CO]]; J. Beltran Jimenez, T. S. Koivisto, A. L. Maroto and D. F. Mota, JCAP
0910 (2009) 029 [arXiv:0907.3648 [physics.gen-ph]].
[23] A. R. Gomes and L. Amendola, arXiv:1306.3593 [astro-ph.CO].
[24] M. -a. Watanabe, S. Kanno and J. Soda, Phys. Rev. Lett. 102 (2009) 191302 [arXiv:0902.2833 [hep-th]]. J. Soda, Class.
Quant. Grav. 29 (2012) 083001 [arXiv:1201.6434 [hep-th]]; A. Maleknejad, M. M. Sheikh-Jabbari and J. Soda, Phys. Rept.
528 (2013) 161 [arXiv:1212.2921 [hep-th]].
[25] R. Durrer, L. Hollenstein and R. K. Jain, JCAP 1103, 037 (2011) [arXiv:1005.5322 [astro-ph.CO]].
[26] M. Thorsrud, D. F. Mota and S. Hervik, JHEP 1210 (2012) 066 [arXiv:1205.6261 [hep-th]]; M. Thorsrud, arXiv:1303.2469
[gr-qc].
[27] E. Carlesi, A. Knebe, G. Yepes, S. Gottloeber, J. Beltran Jimenez and A. L. Maroto, MNRAS 418(4) 2715-2719 (2011)
arXiv:1108.4173 [astro-ph.CO]. E. Carlesi, A. Knebe, G. Yepes, S. Gottloeber, J. Beltran Jimenez and A. L. Maroto,
MNRAS 424(1) 699-715 (2012) arXiv:1205.1695 [astro-ph.CO].
[28] B. Himmetoglu, C. R. Contaldi and M. Peloso, Phys. Rev. Lett. 102 (2009) 111301 [arXiv:0809.2779 [astro-ph]]; S. M. Car-
roll, T. R. Dulaney, M. I. Gresham and H. Tam, Phys. Rev. D 79 (2009) 065011 [arXiv:0812.1049 [hep-th]]; B. Himmetoglu,
C. R. Contaldi and M. Peloso, Phys. Rev. D 79 (2009) 063517 [arXiv:0812.1231 [astro-ph]]; T. S. Koivisto, D. F. Mota and
C. Pitrou, JHEP 0909 (2009) 092 [arXiv:0903.4158 [astro-ph.CO]]; B. Himmetoglu, C. R. Contaldi and M. Peloso, Phys.
Rev. D 80 (2009) 123530 [arXiv:0909.3524 [astro-ph.CO]]; A. Golovnev, Phys. Rev. D 81 (2010) 023514 [arXiv:0910.0173
[astro-ph.CO]].
[29] C. Armendariz-Picon and A. Diez-Tejedor, JCAP 0912 (2009) 018 [arXiv:0904.0809 [astro-ph.CO]]. J. Beltran Jimenez
and A. L. Maroto, JCAP 0902 (2009) 025 [arXiv:0811.0784 [astro-ph]];
[30] G. Esposito-Farese, C. Pitrou and J. P. Uzan, Phys. Rev. D 81 (2010) 063519 [arXiv:0912.0481 [gr-qc]].
[31] J. A. R. Cembranos, C. Hallabrin, A. L. Maroto and S. J. N. Jareno, Phys. Rev. D 86 (2012) 021301 [arXiv:1203.6221
[astro-ph.CO]]. J. A. R. Cembranos, A. L. Maroto and S. J. N. Jareno, Phys. Rev. D 87 (2013) 043523 [arXiv:1212.3201
[astro-ph.CO]].
[32] J. B. Jimenez, J. Beltran Jimenez, A. L. D. Froes, D. F. Mota, A. L. Delvas Froes and D. F. Mota, Phys. Lett. B 725, 212
(2013) [arXiv:1212.1923 [astro-ph.CO]].
[33] C. de Rham, L. Heisenberg, Phys. Rev. D84, 043503 (2011). [arXiv:1106.3312 [hep-th]].
[34] J. D. Barrow, M. Thorsrud and K. Yamamoto, JHEP 02 (2013) 146, arXiv:1211.5403 [gr-qc].
[35] I. T. Drummond and S. J. Hathrell, Phys. Rev. D 22 (1980) 343.
[36] M. S. Turner and L. M. Widrow, Phys. Rev. D 37 (1988) 2743.
[37] V. G. LeBlanc, Class. Quant. Grav. 14 (1997) 2281.
[38] John. D. Barrow, Phys. Rev. D51, 3113 (1995).
[39] F. Mueller-Hoissen and R. Sippel, Class. Quant. Grav. 5 (1988) 1473.
[40] R. Durrer and A. Neronov, Astron. & Astrophys. Rev., in print (2013) [arXiv:1303.7121].
[41] P. Teyssandier, Annales Fond.Broglie 29 (2004) 173, [arXiv:gr-qc/0303081];
[42] E. Babichev, V. Mukhanov and A. Vikman, JHEP 0802, 101 (2008) [arXiv:0708.0561 [hep-th]].
[43] S. W. Hawking, Phys. Rev. D46 (1992) 603-611.
[44] C. Burrage, C. de Rham, L. Heisenberg and A. J. Tolley, JCAP 1207, 004 (2012) [arXiv:1111.5549 [hep-th]]. P. de Fromont,
C. de Rham, L. Heisenberg and A. Matas, arXiv:1303.0274 [hep-th].
[45] T. J. Hollowood and G. M. Shore, JHEP 1202 (2012) 120 [arXiv:1111.3174 [hep-th]].
