In this paper, we consider the problem of distributed pose graph optimization (PGO) that has extensive applications in multi-robot simultaneous localization and mapping (SLAM). We propose majorization minimization methods to distributed PGO and show that our proposed methods are guaranteed to converge to first-order critical points under mild conditions. Furthermore, since our proposed methods rely a proximal operator of distributed PGO, the convergence rate can be significantly accelerated with Nesterov's method, and more importantly, the acceleration induces no compromise of theoretical guarantees. In addition, we also present accelerated majorization minimization methods to the distributed chordal initialization that have a quadratic convergence, which can be used to compute an initial guess for distributed PGO. The efficacy of this work is validated through applications on a number of 2D and 3D SLAM datasets and comparisons with existing state-of-the-art methods, which indicates that our proposed methods have faster convergence and result in better solutions to distributed PGO. arXiv:2003.05353v1 [math.OC] 
I. INTRODUCTION
In multi-robot simultaneous localization and mapping (SLAM) [1] - [3] , each robot needs to estimate its own poses from noisy relative pose measurements under limited communication with the other robots, and such a problem can be formulated as distributed pose graph optimization (PGO), in which each robot can be represented as a node and two nodes (robots) are said to be neighbors if there exists a noisy relative pose measurement between them. In most cases, it is assumed that each node can only communicate with its neighbors, which suggests that distributed PGO is much more challenging than non-distributed PGO. Even though there exists numerous methods to PGO [4] - [10] , most, if not all, of them are difficult to be distributed.
In the last decade, multi-robot SLAM has been becoming increasingly important, which further promotes the research of distributed PGO [11] - [13] . A distributed linear system solver is implemented in [11] to evaluate the chordal initialization [14] and the Gauss-Newton direction for distributed PGO. A heuristic extension of ADMM to distributed PGO is proposed in [12] . A first-order method to distributed PGO using the Riemannian gradient and line search is presented in [13] . However, [11] , [12] have no guarantees of convergence to critical points, whereas [13] needs line search to evaluate the objective that is expensive in distributed optimization.
In this paper, we propose majorization minimization methods [15] to distributed PGO that extend our previous work Taosha [16] , in which proximal methods to PGO are proposed that converge to first-order critical points for both centralized and distributed PGO. In [16] , each pose is represented as a single node and updated independently. Even though proximal methods to PGO in [16] converge fast for centralized PGO and apply to any distributed PGO, it might have slow convergence for multi-robot SLAM, in which each robot usually has more than one poses and it is more reasonable to represent poses of the same robot rather than each individual pose as a node. In this paper, poses of the same robot are represented as the same node and are updated as a whole, which makes use of more information in optimization and is expected to converge faster than [16] for distributed PGO in multi-robot SLAM. Furthermore, we redesign the accelerated algorithm using Nesterov's method for distributed PGO such that the inefficient objective evaluation is avoided and the inter-node communication is significantly reduced.
In contrast to existing state-of-the-art methods [11] - [13] , our proposed methods minimize upper bounds of PGO by solving independent optimization subproblems and are guaranteed to converge to first-order critical points. Furthermore, since our proposed methods rely on proximal operators of PGO, Nesterov's method [17] , [18] can be used for acceleration, and the acceleration induces limited extra computation, and more importantly, no compromise of theoretical guarantees. In addition, we also propose accelerated majorization minimization methods to the distributed chordal initialization that have a quadratic convergence to compute an initial guess for distributed PGO.
The rest of this paper is organized as follows: Section II introduces notation used throughout this paper. Section III formulates the problem of distributed PGO. Section IV presents an upper bound that majorizes distributed PGO. Section V and Section VI present and accelerate majorization minimization methods to distributed PGO, respectively. Section VII presents accelerated majorization minimization methods to the distributed chordal initialization. Section VIII implements our proposed methods to distributed PGO in multi-robot SLAM and makes comparisons with existing state-of-the-art method [11] . Section IX concludes the paper.
II. NOTATION
R denotes the sets of real numbers; R m×n and R n denote the sets of m × n matrices and n × 1 vectors, respectively; and SO(d) and SE(d) denote the sets of special orthogonal groups and special Euclidean groups, respectively. For a matrix X ∈ R m×n , the notation [X] ij denotes the (i, j)th entry or (i, j)-th block of X. The notation · denotes the Frobenius norm of matrices and vectors. For symmetric matrices Y, Z ∈ R n×n , Y Z (or Z Y ) and Y Z (or Z ≺ Y ) mean that Y − Z is positive (or negative) semidefinite and definite, respectively. If F : R m×n → R is a function, M ⊂ R m×n is a Riemannian manifold and X ∈ M, the notation ∇F (X) and grad F (X) denote the Euclidean and Riemannian gradients, respectively.
III. PROBLEM FORMULATION
Distributed PGO considers the problem of estimating unknown poses g α
and n α is the number of poses in node α, given intra-node noisy measurementsg αα
within a single node α and inter-node noisy measurements
between different nodes α = β.
For notational simplicity, we rewrite poses g α
In addition, we define X 
Following [4] , it is possible to formulate distributed PGO as maximum likelihood estimation min X∈X F (X).
(
in which X X 1 · · · X A ∈ X . In Eq. (2), the objective function F (X) is defined to be
in which κ αα ij , κ αβ ij , τ αα ij and τ αβ ij are weights that are related with measurement noise [4] . Furthermore, it is straightforward to show that there exists a positive-semidefinite data matrix M ∈ R (d+1)n×(d+1)n such that Eq. (3) is equivalent to [4] F (X) 1 2 trace(X M X ).
In the following sections, we will present majorization minimization methods to solve distributed PGO of Eqs. (2) and (4), which is the major contribution of this paper.
IV. THE MAJORIZATION OF DISTRIBUTED PGO
In this section, following a similar procedure to [16] , we will propose a function E(X|X (k) ) that is a proximal operator majorizing F (X) in Eqs. (3) and (4), and such a proximal operator is critical to our proposed majorization minimization methods to distributed PGO.
For any matrices B, C ∈ R m×n , it is known that
for any P ∈ R m×n , in which "=" holds if
If we assume that X (k) = X 1(k) · · · X A(k) ∈ X with X α(k) ∈ X α is the current iterate of Eq. (2), then implementing Eq. (5) on each inter-robot measurement cost
between node α and β (α = β) in Eq. (3), we obtain an upper bound of Eq. (3) as
and p αβ(k) ij
As a matter of fact, we might decompose E(X|X (k) ) into
in which each E α (X α |X α(k) ) only depends on X α and X α(k) ∈ X α that are related with a single node α
Moreover, E(X|X (k) ) is a proximal operator of F (X) as the following proposition states.
and ∇F (X (k) ) X (k) M ∈ R d×(d+1)n is the Euclidean gradient of F (X) at X (k) ∈ X . Furthermore, Ω M and E(X|X (k) ) ≥ F (X (k) ) in which "=" holds if X = X (k) .
Proof. See [19, Appendix A].
In the next section, we will present majorization minimization methods to distributed PGO using E(X|X (k) ) of Eqs. (6) and (11) .
V. THE MAJORIZATION MINIMIZATION METHOD TO DISTRIBUTED PGO
From Proposition 1, it is known Ω M , and then it can be shown that if ξ ∈ R and ξ ≥ 0, there exists a block diagonal matrix Γ Ω + ξ · I ∈ R (d+1)n×(d+1)n such that
in which
and I α ∈ R (d+1)nα×(d+1)nα is the identity matrix. Then, we obtain
such that G(X|X (k) ) ≥ F (X) in which "=" holds if X = X (k) . More importantly, if there exists X (k+1) with
then it can be concluded that
In general, such a X (k+1) satisfying Eq. (15) can be found by solving min X∈X G(X|X (k) ).
Furthermore, since Γ is a block diagonal matrix and
such that each G α (X α |X α(k) ) is only related with X α and
As a result, it is straightforward to show that Eq. (16) is equivalent to solving A independent optimization subproblems of smaller size
If X α(k+1) is computed from Eq. (21), it can be concluded that F (X (0) ), F (X (1) ), · · · are non-increasing as long as
Following Eqs. (16) and (21), we obtain the MM − PGO method to distributed PGO (Algorithm 1). The MM − PGO method can be classified as the majorization minimization method [15] that is widely used in machine learning, signal processing, applied mathematics, etc. The MM − PGO method can be distributed without introducing any extra computational workloads as long as each node α can communicate with its neighbor node β ∈ N α − ∪ N α + , i.e., each pose g α i in node α only needs pose g β j in node β for
for α = 1, · · · , A do 6:
end for 8:
, it does not have to be explicitly evaluated when we minimize G α (X α |X α(k) ). Furthermore, as is shown below, if Assumption 1 holds, we obtain Proposition 2 that the MM − PGO method is guaranteed to converge to first-order critical points of distributed PGO under mild conditions.
and
grad G α (X α(k+1) |X α(k) ) = 0 for all α = 1, · · · , A. Proposition 2. If Assumption 1 holds, then for a sequence of iterates {X (k) } generated by Algorithm 1, we obtain (1) F (X (k) ) is non-increasing;
It should be noted that the MM − PGO method differs from [11] . The distributed PGO method in [11] relies on iterative distributed linear system solvers to evaluate the Gauss-Newton direction and then update the estimate using a single Gauss-Newton step, whereas the MM − PGO method in our paper minimizes an upper bound of PGO that is guaranteed to improve the current estimate and no Gauss-Newton directions are evaluated. Furthermore, to our knowledge, the distributed method in [11] is not non-increasing and has no convergence guarantees.
VI. THE ACCELERATED MAJORIZATION MINIMIZATION METHOD TO DISTRIBUTED PGO
In the last thirty years, a number of accelerated first-order optimization methods have been proposed [17] , [18] . Even
) ← ∇F (X α(0) ) 8: end for 9: for k = 0, 1, 2, · · · do 10:
for α = 1, · · · , A do 11:
18:
end for 22 :
23:
∇F (X (k+1) ) ← X (k+1) M 24:
for α = 1, · · · , A do 25:
evaluate G α(k+1) using Eq. (20) 26: end for 27: end for though most of these accelerated methods were originally developed for convex optimization, it has been recently found that they empirically have a good performance for nonconvex optimization as well [20] , [21] .
From Eq. (14), it can be seen that G(X|X (k) ) is a proximal operator of F (X), which suggests that the MM − PGO method is a proximal method and, most importantly, it is possible to exploit existing accelerated schemes for proximal methods [17] , [18] .
Similar to [16] , we might extend the MM − PGO method to obtain the accelerated majorization minimization method to distributed PGO using Nesterov's method [17] , [18] . The resulting algorithm is referred as the AMM − PGO method (Algorithm 2). For the AMM − PGO method, each node α only needs pose estimates g β(k) j of its neighbor node β to evaluate ∇F (X (k) ) and G α(k) in lines 3, 5, 23 and 25 of Algorithm 2. The AMM − PGO method is equivalent to the MM − PGO method when s α(k) = 1, and is more governed by Nesterov's momentum as s α(k) increases. From Algo-rithm 2, the AMM − PGO method introduces Nesterov's momentum in lines 11 to 13 for acceleration, and adopts a restart in lines 15 to 20 to guarantee the convergence and improve the overall performance. In Algorithm 2, there is no need to evaluate the objective of PGO, i.e., Eqs. (3) and (4), which differs from the algorithm in [16] , and thus, it is well-suited for distributed PGO. As Proposition 3 states, the AMM − PGO method has F (X (k) ) non-increasing and is guaranteed to converge to first-order critical points as long as Assumptions 1 and 2 hold and ξ > 0.
Proposition 3. If Assumptions 1 and 2 hold, then for a sequence of iterates {X (k) } generated by Algorithm 2, we obtain
VII. THE MAJORIZATION MINIMIZATION METHOD TO THE DISTRIBUTED CHORDAL INITIALIZATION
In PGO, the chordal initialization is one of the most popular initialization techniques [14] , however, the distributed chordal initialization remains challenging [11] . In this section, we will present majorization minimization methods to the distributed chordal initialization that have a quadratic convergence.
The chordal initialization relaxes SO(d) n to R d×dn and solves the convex optimization problem
In Eq. (22), F R (R), R and R are respectively defined to be
end for 16 :
∈ R d×d is defined as Eq. (7) and ξ ≥ 0. In a similar way to G(X|X (k) ) in Eq. (14), it can be shown that G R (R|R (k) ) is a proximal operator of F R (R) at R (k) and there exists
is equivalent to solving A independent convex optimization subproblems
From Nesterov's method [17] , [18] , we obtain the AMM − Chordal method (Algorithm 3), which is an accelerated majorization minimization method to solve the distributed chordal initialization of Eq. (22) . Furthermore, since the chordal initialization is a convex optimization problem, the AMM − Chordal method quadratically converges to the global optimum of Eq. (22) as follows. Proof. See [19, Appendix D] .
The resulting solution to the chordal initialization might not satisfy the orthogonal constraints, and we need to project each R α i from R d×d to SO(d) using the singular value decomposition [22] to get the initial guess R (0) ∈ SO(d) n of the rotation R ∈ SO(d) n .
It is possible to further obtain an initial guess t (0) ∈ t d×n of the translation t t 1 · · · t A ∈ t d×n with t α t α 1 · · · t α nα ∈ R d×nα by substituting R (0) into Eq. (3) and solving the optimization problem
Following a similar procedure to Eq. (22), Eq. (25) can be solved using the majorization minimization method, from which we obtain an initial guess t (0) ∈ R d×n of the translation t ∈ R d×n .
VIII. NUMERICAL EXPERIMENTS
In this section, we evaluate the performance of our proposed majorization minimization (MM − PGO and AMM − PGO) methods to distributed PGO on the simulated Cube datasets and a number of 2D and 3D SLAM benchmark datasets [4] . We also make comparisons with the distributed Gauss-Seidel (DGS) method in [11] , which is the state-ofthe-art method to distributed PGO. We use the certifiablycorrect algorithm SE-Sync [4] to provide the ground truth and globally optimal objective for all the datasets. All the experiments have been performed on a laptop with an Intel i7-8750H CPU and 32GB of RAM running Ubuntu 18.04 and using g++ 7.8 as C++ compiler. For both MM − PGO and AMM − PGO methods, ξ in Eq. (13) is chosen to be 0.001, and the DGS method uses the default settings.
A. Cube Datasets
In this section, we evaluate the convergence of the MM − PGO and AMM − PGO methods on 20 simulated Cube datasets with 5, 10 and 50 robots.
In our experiments, each Cube dataset ( Fig. 1(a) ) consists of 12 × 12 × 12 cube grids with side length of 1 m, a robot trajectory of 3600 poses along the rectilinear path of the grid, odometric measurements that are available between sequential poses along the robot trajectory, and loop-closure measurements that are available at random between nonsequential poses with a probability of 0.1. The odometric and loop-closure measurements are generated from the noise models in [4] with an expected translational RMSE of σ t = 0.02 m and an expected angular RMSE of σ R = 0.02π rad.
The results of a maximum of 1000 iterations are as shown in Fig. 1 , which has the suboptimality gap f − f * and the relative suboptimality gap (f − f * )/f * in (b) and (c), respectively. In Fig. 1 , f is the objective attained by the the MM − PGO and AMM − PGO methods and f * is the globally optimal objective attained by SE-Sync [4] . It can be seen from Fig. 1 that both MM − PGO and AMM − PGO methods have better convergence as the number of robots decreases, which is not surprising since E(X|X (k) ) in Eqs. (6) and (9) 
B. SLAM Benchmark Datasets
In this section, we compare the MM − PGO and AMM − PGO methods with the distributed Gauss-Seidel (DGS) method [11] , which is the state-of-the-art method to distributed PGO on a number of 2D and 3D SLAM benchmark datasets. It should be noted that originally the MM − PGO and AMM − PGO methods and the DGS method adopt different algorithms to initialize the rotation R ∈ SO(d) n , and the MM − PGO and AMM − PGO methods initialize the translation t ∈ R d×n , whereas the DGS method does not. Therefore, in order to make the comparisons fair, we initialize the MM − PGO and AMM − PGO methods and the DGS method with the centralized chordal initialization for both the rotation R ∈ SO(d) n and the translation t ∈ R d×n .
In the experiments, the DGS method is assigned an ordering according to which the poses of each robot are updated, which improves the convergence performance. Even though such an ordering reduces the number of iterations, parts of the robots have to stay idle until poses of the other robots are updated, which might increase the overall computational time in the end, and thus, is not that desirable in distributed PGO. In contrast, the MM − PGO and AMM − PGO methods update the poses of all the robots at the same time and no ordering is needed.
The MM − PGO and AMM − PGO methods and the DGS method are evaluated with 10 robots. The results are shown as Tables I and II , in which f * is the objective value of the globally optimal objective attained by SE-Sync [4] and f is the objective attained by each method with the given number of iterations, i.e., 100, 250 and 1000. For each dataset and each number of iterations, the best and second results are colored in red and blue, respectively. From Tables I and II , the AMM − PGO method outperforms the DGS method [11] on all the datasets except the intel dataset, for which the chordal initialization is sufficient for one Gauss-Newton step to attain the global optimum. Even though the MM − PGO method is inferior to the AMM − PGO method, it still has a better performance on most of the datasets than the DGS method. Furthermore, the MM − PGO and AMM − PGO are theoretically guaranteed to improve the estimates as the number of iterations increases, whereas the DGS method, which is equivalent to a one-step Gauss-Newton method, is not -on the ais2klinik dataset, the DGS method has the objective of 250 iterations greater than that of 100 iterations -and as a matter of fact, as discussed in [23] , the convergence of the Gauss-Newton method without stepsize tuning can not be guaranteed.
IX. CONCLUSION
In this paper, we have presented majorization minimization methods to distributed pose graph optimization that has important applications in multi-robot simultaneous localization and mapping. We have proved that our proposed methods are guaranteed to converge to first-order critical points under mild conditions. Furthermore, we have accelerated majorization minimization methods to distributed PGO with Nesterov's method and there is no compromise of theoretical guarantees in acceleration. We have also presented majorization minimization methods to the distributed chordal initialization that converge quadratically. The efficacy of this work has been validated through applications on a number of 2D and 3D SLAM datasets and comparisons with existing state-of-the-art method [11] , which indicates that our proposed methods converge faster and result in better solutions to distributed PGO. For notational simplicity, we introduce
which will be used to prove Proposition 1. From Eqs. (A.1) and (A.2), it can be shown that 
from which we obtain
As a result of Eqs. (3) and (6) and Eqs. (A.1) to (A.5), it can be concluded that
and It can be seen from Eq. (6) that E(X|X (k) ) is a sum of squares, which suggests that it is equivalent to 
From Eqs. (9) and (10), it can be shown that Ω =
and κ βα ji = κ αβ ij and τ βα ji = τ αβ ij , it is straightforward to show that Ω α ∈ R (d+1)nα×(d+1)nα is a sparse matrix .15) and Ω τ,α ∈ R nα×nα , Ω ν,α ∈ R nα×dnα and Ω κ,α ∈ R dnα×dnα are defined as
From Eqs. (3), (5) and (6), it can be concluded that E(X|X (k) ) ≥ F (X) for any X ∈ R d×(d+1)n in which "=" holds if X = X (k) . Furthermore, as a result of Eq. (4), it is possible to rewrite F (X) as
and Eqs. (11) and (A. 19 ) and E(X|X (k) ) ≥ F (X) suggest Ω M , which completes the proof.
APPENDIX B. PROOF OF PROPOSITION 2
Proof of (1). From Proposition 1 and Eqs. (11) , (13) and (14), we obtain
in which "=" holds if X = X (k) . Furthermore, as a result of Eq. (B.1) and Assumption 1, it can be concluded that
which suggests that F (X (k) ) is non-increasing. The proof is completed.
Proof of (2). From (1) of Proposition 2, it has been proved that F (X (k) ) is non-increasing. Moreover, from Eq. (3), F (X (k) ) ≥ 0, i.e., F (X (k) ) is bounded below. As a result, there exists F ∞ ∈ R such that F (X (k) ) → F ∞ . The proof is completed.
Proof of (3). From Eq. (B.2), we obtain
From Eqs. (14) and (A. 19) , we obtain
If Γ M , there exists δ > 0 such that Γ M + δ · I, and as a result of Eq. (B.4), we obtain
From Eqs. (B.3) and (B.5), it can be concluded that
and since F (X (k+1) ) ≤ F (X (k) ), we further obtain
From (2) of Proposition 2, we obtain
and Eqs. (B.6) and (B.7) suggest
Proof of (4). It is straightforward to show that the Riemannian gradient grad F (X) takes the form as
From [4] , [24] , it can be further shown that grad t α F (X) and
and 
As a result of Eqs. (B.9) to (B.11), there exists a linear operator
From Eq. (14) and ∇F (X) = X M , it is straightforward to show that ∇G(X (k+1) |X (k) ) =∇F (X (k) ) + (X (k+1) − X (k) ) Γ =∇F (X (k+1) ) + (X (k+1) − X (k) )( Γ − M ).
(B.13)
It should be noted that Eq. (B.12) applies to any functions on X , and as a result of Eqs. (B.12) and (B.13), we obtain grad G(X (k+1) |X (k) ) = grad F (X (k+1) )+
From Assumption 1, it is assumed that
and as a result of Eqs. (18) and (19), it is by definition that
which suggests grad G(X (k+1) |X (k) ) = 0. 
and furthermore, 16) in which Q X (k+1) 2 and Γ − M 2 are the induced 2norms of linear operators Q X (k+1) (·) and Γ− M , respectively. From Eqs. (B.9) and (B.10), it can be concluded that Q X (·) is only related with the rotation R 1 , · · · , R A in which R α ∈ SO(d) nα , and since Q X (·) depends on R 1 , · · · , R A continuously and SO(d) nα is a compact manifold, Q X 2 is bounded. Furthermore, Γ − M 2 is also bounded and we have proved that Proof of (5) and (6) . From Eqs. (12) and (13), we obtain
From Proposition 1, it is known that Ω M , and as a result, if ξ > 0, we obtain Γ M .
From (3) and (4) of Proposition 2, we obtain
respectively. The proof is completed.
APPENDIX C. PROOF OF PROPOSITION 3
Proof of (1). From lines 15 to 20 of Algorithm 2 and Assumption 1, it can be concluded that the AMM − PGO method has either
which suggests that
From Eqs. (18) to (20) , we obtain 
The proof is completed.
Proof of (2). From (1) of Proposition 3, it has been proved that F (X (k) ) is non-increasing. Moreover, from Eq. (3), F (X (k) ) ≥ 0, i.e., F (X (k) ) is bounded below. As a result, there exists F ∞ ∈ R such that F (X (k) ) → F ∞ . The proof is completed.
Proof of (3). Similar to the proof of (3) of Proposition 2, from Eq. (C.5), we obtain
From Eqs. (14) and (A. 19) , we obtain G(X (k+1) |X (k) ) − F (X (k+1) ) = 1 2 ( Γ − M )(X (k+1) − X (k) ), X (k+1) − X (k) .
If Γ M , there exists δ > 0 such that Eq. (B.5) holds, substituting which into the equation above, we obtain
which suggests
From (1) and (2) of Proposition 3, it can be concluded that F (X (k) ) − F (X (k+1) ) ≥ 0 and F (X (k) ) − F (X (k+1) ) → 0, and from the equation above, we obtain
Proof of (4). If G α (Z α(k+1) |Y α(k) ) ≤ G α(k) , then X α(k+1) = Z α(k+1) , and following a similar procedure of Eq. (B.14), we obtain grad G α (X α(k+1) |Y α(k) ) = grad α F (X (k+1) )+
in which Q α X : R d×dn → R d×dnα is a linear operator such that Q α X (·) extracts the α-th block of Q X (·). From Assumption 2, the equation above is simplified to
From line 12 of Algorithm 2, we obtain Y (k) = X (k) + X (k) − X (k−1) · γ (k) , (C. 8) in which γ (k) = diag{γ 1(k) · I 1 , · · · , γ A(k) · I A } ∈ R (d+1)n×(d+1)n and I α ∈ R (d+1)nα×(d+1)nα is the identity matrix. Substituting Eq. (C.8) into Eq. (C.7), we obtain grad α F (X (k+1) ) = Q α X (k+1) (X (k) −X (k+1) )( Γ − M ) + Q α X (k+1) (X (k) − X (k−1) ) · γ (k) · ( Γ − M ) . (C.9)
If G α (Z α(k+1) |Y α(k) ) > G α(k) , then X α(k+1) ← arg min X α ∈X α G α (X α |X α(k) ), and we obtain grad G α (X α(k+1) |X α(k) ) = grad α F (X (k+1) )+ Q α X (k+1) (X (k+1) − X (k) )( Γ − M ) . From Assumption 1, the equation above is simplified to grad α F (X (k+1) ) = Q α X (k+1) (X (k) − X (k+1) )( Γ − M ) . (C.10) From Eqs. (C.9) and (C.10), it can be concluded that
no matter whether G α (Z α(k+1) |Y α(k) ) ≤ G α(k) or not, which suggests grad α F (X (k+1) ) ≤ Q α X (k+1) 2 · Γ − M 2 · X (k+1) − X (k) + γ (k) 2 · X (k) − X (k−1) , (C.11) in which Q α X (k+1) 2 , Γ − M 2 and γ (k) are induced 2-norms. From line 11 of Algorithm 2, we obtain s α(k) ≥ 1 and γ α(k) = 4s α(k) 2 + 1 − 1 2s α(k) = 2s α(k) 4s α(k) 2 + 1 + 1 ∈ (0, 1), (C.12) which suggests γ (k) 2 ∈ (0, 1). From Eqs. (C.11) and (C.12), it can be concluded that grad α F (X (k+1) ) ≤ Q α X (k+1) 2 · Γ − M 2 · X (k+1) − X (k) + X (k) − X (k−1) , (C.13)
Following a similar procedure to the proof (4) of Proposition 2, it can be shown that Q α X (k+1) 2 and Γ − M 2 are bounded as well. Furthermore, as a result of (3) of Proposition 3, if Γ M , we obtain X α(k+1) − X α(k) → 0 (C. 14) and X α(k) − X α(k−1) → 0.
(C.15) Substituting Eqs. (C.14) and (C.15) into Eq. (C.13) and applying that Γ− M 2 , Q α X (k+1) 2 and γ (k) 2 are bounded, we obtain grad α F (X (k+1) ) → 0, (C. 16) which suggests grad α F (X (k+1) ) → 0, and furthermore, grad F (X (k+1) ) → 0
if Γ M . The proof is completed.
Proof of (5) and (6) . Similar to the proof of (5) and (6) of Proposition 2, we obtain Γ M if ξ > 0. From (3) and (4) of Proposition 3, we further obtain X (k+1) − X (k) → 0 and grad F (X (k) ) → 0, respectively, if ξ > 0. The proof is completed.
APPENDIX D. PROOF OF PROPOSITION 4
From line 11 of Algorithm 3, it can be seen that Algorithm 3 implements Nesterov's method [17] , [18] to solve the chordal initialization of Eq. (22) . Moreover, since Eq. (22) is a convex optimization problem and Nesterov's method converges quadratically for convex optimization [17] , [18] , it can be concluded that Algorithm 3 converges to the global optimum to the distributed chordal initialization with a convergence rate of O(1/k 2 ). The proof is completed.
