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a b s t r a c t 
Computational aerodynamic and aeroacoustic analyses of a submerged air inlet are performed at a low 
Mach number. A hybrid method is used, in which the ﬂow in the vicinity of the inlet is solved through 
detached eddy simulation (DES) and the acoustic pressure in the far-ﬁeld is computed through the use 
of a Ffowcs Williams and Hawkings integral. Several surfaces of integration are used, both solid and per- 
meable. The inlet design is based on an experimental inlet developed by the National Advisory Com- 
mittee for Aeronautics (NACA). The ﬂow is solved ﬁrst through steady-state RANS simulation, then time- 
dependent DES is run from the converged results. The results from both RANS simulations and DES show 
good agreement with experimental data from NACA, both in terms of integral quantities and surface pres- 
sure coeﬃcients. Pressure ﬂuctuations are observed on both sides of the lip of the inlet, and are greater at 
low velocity ratios, with the velocity ratio deﬁned as the ratio between the ﬂow velocity at the duct en- 
trance and in the free stream. A transition is observed between a quasi-laminar ﬂow at a velocity ratio of 
0.8 and a turbulent ﬂow at velocity ratios of 0.6 and 0.4. This turbulent behavior at low velocity ratios is 
associated with much higher acoustic levels in the far-ﬁeld. At low velocity ratios, the acoustic spectra in 
the far-ﬁeld exhibit a broadband character with maximum levels distributed around a characteristic fre- 
quency given by the ratio between the ﬂow velocity at the duct entrance and the duct entrance depth. At 
high velocity ratios, the spectra show tonal characteristics with peaks at around 90 percent of this char- 
acteristic frequency and at the corresponding harmonics. A comparison between the spectra from solid 
and permeable surfaces reveals that volume sound sources are negligible at this low Mach number. A vi- 
sualization of the integrands of the Ffowcs Williams and Hawkings integral shows that sound sources are 
located on both sides of the lip of the inlet, at the position of impact of the vortices, and along the vortex 
wakes. Some observations regarding the use of solid and permeable surfaces of integration are made. 
© 2016 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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0. Introduction 
NACA inlets, also called NACA ducts, are a type of submerged air
nlet that has found application on many types of air and ground
ehicles. Developed by the National Advisory Committee for Aero-
autics (NACA) in the 1940s [1,2] , they were originally conceived
o eﬃciently draw air from the outside to the inside of an air-
raft or missile, providing fresh air that can be used, for instance,
n jet engines, cooling systems or carburetors. Their submerged
esign has the advantage of adding only a little additional drag,
hile providing a design-friendly way to get air into duct systems.
heir use has since then been extended beyond airplanes and mis-∗ Corresponding author. 
E-mail address: pignier@kth.se (N.J. Pignier). 
o  
t  
t  
ttp://dx.doi.org/10.1016/j.compﬂuid.2016.04.010 
045-7930/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article uiles, and nowadays they can also be found on some types of road
nd rail vehicles. From the experimental research of NACA design
uidelines were deﬁned, which have served as a generic design for
ACA inlets since then. Despite their extensive use in the trans-
ort industry, few research papers have been published on their
roperties since the 1950s. Recently, a couple of numerical stud-
es investigated the physics of the ﬂow [3,4] , with the aim of de-
igning aerodynamically optimized inlets [5,6] . These studies have
rovided some insights into the ﬂow that complement the early
xperimental work by NACA. 
Vehicle manufacturers are now faced with growing concerns re-
arding potential noise sources. As NACA inlets are usually placed
n the external surface of a vehicle, they can potentially be a no-
iceable source of aerodynamic noise. However, the literature on
his topic is very scarce. Airbus developed a model of silent NACAnder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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Fig. 1. Model of NACA inlet used in the numerical simulations, and terms used to characterize the inlet. The duct is truncated on the pictures. 
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i  inlets aimed at reducing noise in stationary operation [7] , when
external air is actively sucked into the duct. The work presented
here focuses on a generic NACA inlet ﬁxed on a moving vehicle,
and is the ﬁrst published research work on the aeroacoustic prop-
erties of NACA inlets. The case is idealized to an inlet ﬁxed on a ﬂat
plate, under a subsonic ﬂow. The inlet follows a standard design,
and is a reproduction of the optimal geometry resulting from the
experimental studies of Mossman et al. [2] at NACA. The goal of
this research is twofold: ﬁrstly to set up a robust method to solve
the ﬂow through the inlet and to validate it against experimental
data, and secondly to localize the sound sources and to character-
ize them in terms of frequency content, far-ﬁeld noise levels and
operating conditions. 
Aeroacoustic prediction of the ﬂow around complex geometries
at low Mach numbers has received a lot of attention in the past
years, due to its numerous engineering applications, see e.g. [8–
11] . An overview of some of the challenges and methods used for
these problems can be found in the reviews of Wang et al. [12] or
Tam [13] . Trying to resolve the ﬂow and the acoustics generated
by complex ﬂows is associated with many challenges. One of them
comes from the fact that the acoustic ﬁeld is typically of several
orders of magnitude smaller than the ﬂow ﬁeld. Resolving both
the ﬂow and the acoustic ﬁelds simultaneously requires the use of
high-order numerical schemes and adequate grids to prevent ex-
cessive dissipation and dispersion of the acoustic waves. To reduce
numerical dispersion and dissipation, extensive research has been
done with success on developing new differencing schemes aimed
at aeroacoustic problems [14,15] . However, these schemes are very
sensitive to the grid structure and to the boundary conditions, and
deﬁning a well-structured grid around complex geometries can be
a challenging task. To resolve this problem, work is being done on
developing high-order overset grid methods [16,17] . 
Some of these issues can be avoided by using hybrid aeroacous-
tic methods that solve the ﬂow ﬁeld and the acoustic propaga-
tion in two steps. The term hybrid method covers of wide range
of methods associated with an equally wide range of assumptions.
These methods involve solving the ﬂow in the vicinity of the ge-
ometry of interest, and from there extracting acoustic sources that
are then propagated to an observer usually far from the sources.
One of the most common approaches to extract sources of sound
in the ﬂow is to use an acoustic analogy. Acoustic analogies are
exact formulations obtained from the governing equations of the
ﬂuid. The ﬁrst of the kind was developed by Lighthill [18,19] for
free-ﬁeld radiation and was later extended by Curle [20] to add
the effect of solid surfaces, and by Ffowcs Williams and Hawkings
[21] to account for moving solid and permeable surfaces. These
analogies highlight the role of nonlinear effects of velocity ﬂuc-uations, entropy ﬂuctuations, and viscous stresses as a source of
ound. Howe [22] and Powell [23] later proposed acoustic analo-
ies emphasizing the role of vorticity as a source of sound. When
he convection effects on the acoustic ﬁeld by the mean ﬂow are
egligible or homogeneous outside of the source region, integral
ormulations can give straightforward solutions for an observer
laced in the far-ﬁeld. The integral formulations of the Ffowcs
illiams and Hawkings (FW–H) analogy have gained wide popu-
arity because of their ﬂexibility of use through the numerous pro-
osed implementations. 
In this study, a hybrid aeroacoustic method was used. The near-
eld ﬂow was simulated through compressible detached eddy sim-
lation (DES) and the acoustics in the far-ﬁeld was computed using
 FW–H integral. Steady-state Reynolds-Averaged Navier–Stokes
RANS) simulations were run ﬁrst and were checked against the
xperimental results of NACA. Once it was veriﬁed that the results
ere in good agreement, time-dependent DES were run. Results
or the mean ﬂow from the DES were checked against the RANS
esults and the experimental results. From the DES simulation re-
ults, an acoustic analysis was then performed, based on the com-
utation of the FW–H integral on various solid and permeable sur-
aces. 
This paper is structured as follows. In Section 1, the model of
he generic NACA inlet is presented, together with the numerical
ethods for the ﬂow and the acoustics. Quantities for monitoring
nd post-processing the ﬂow simulations are deﬁned. In the next
ection, the ﬂow results from the RANS and the DES simulations
re analyzed and compared with experimental results. Acoustic re-
ults in the far-ﬁeld are then shown and discussed. The consistency
f the results to a grid reﬁnement is tested. Finally, conclusions
nd possibilities for future work are given. 
. Method 
.1. Model of submerged inlet 
The generic NACA inlet used in this study is shown in Fig. 1 .
s explained earlier, its design is based on one of the submerged
nlets studied by Mossman et al. in wind tunnel tests [2] . In these
ests, measurements were made on an inlet for which the shape
ould be changed according to four main design characteristics:
he ramp angle, the curvature of the ramp walls, the lip shape
nd the width-to-depth ratio. In the experimental conditions, a
et of design parameters was identiﬁed as being optimal. This
ptimal inlet has curved diverging ramp walls, a 7 ° ramp angle
nd a width-to-depth ratio of 4. The geometry of the submerged
nlet that we used for our simulations is a reproduction of the
N.J. Pignier et al. / Computers and Fluids 133 (2016) 15–31 17 
Fig. 2. Experimental model and apparatus used by NACA, modiﬁed from [2] . 
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teometry of this optimal inlet. Dimensions of the model are given
n Appendix. The external dimensions of the simulated inlet match
he ones of the experimental inlet; the only noticeable difference
an be found in the duct section downstream of the duct entrance
lane. The experimental duct transitions from a constant rectan-
ular section duct to a circular section diffuser as can be seen
n Fig. 2 . Our model uses only the rectangular duct, the shape of
hich is more suitable for the grid used. Nevertheless, the absence
f diffuser in the simulated model is not expected to be a source
f error for the ﬂow simulations, as the experimental results used
or validation were measured upstream of this diffuser. 
.2. Non dimensional parameters 
Results for the simulations are presented in terms of non di-
ensional variables. These variables are introduced here. 
.2.1. Inlet velocity ratio 
Following the paper of Mossman et al. [2] , the inlet velocity ra-
io υ is deﬁned as the ratio of the average axial velocity at the
uct entrance plane to the axial velocity of the free stream 
= V 1 
V 0 
(1) 
here the indices 0 and 1 represent values measured in the free
tream and at the duct entrance plane (see Fig. 1 ) respectively, av-
raged over the transversal section of the duct for the latter. 
.2.2. Ram recovery ratio 
NACA researchers used the ram recovery ratio as a mean to es-
imate the performance of a given submerged inlet. The ram recov-
ry ratio, noted ρ in this paper, is deﬁned as 
= P T, 1 − p 0 
P T, 0 − p 0 
, (2) 
here P T , 0 and P T , 1 are the total pressures measured in the free
tream and at the duct entrance plane (averaged over the section)
espectively, and where p 0 is the static pressure of the free stream.
.2.3. Characteristic frequency 
Based on the entrance depth, D , of the duct, the free stream ve-
ocity V 0 and the average axial velocity in the duct entrance plane
 1 , two characteristic frequencies f 0 and f 1 can be deﬁned as 
f 0 = V 0 
D 
(3) 
nd 
f 1 = V 1 
D 
= f 0 υ. (4)
he last frequency approximately corresponds to the ratio between
he velocity at which the vortices — these vortices are shown inection 3.3 — detached from the side-walls are convected before
mpinging on the lip, and the diameter of the vortex core just be-
ore impacting the lip. 
Simulations were performed at a Mach number of 0.1727 for a
uct depth of D = 5 . 079 × 10 −2 m, giving f 0 = 1181 Hz. 
.2.4. Pressure coeﬃcient 
The pressure coeﬃcient is deﬁned as 
 p = p − p 0 1 
2 
ρ0 V 2 0 
(5) 
here the subscript 0 indicates that the values are measured in
he free stream. 
.3. Fluid dynamics 
The ﬂow simulations were run on the commercial software
TAR-CCM+ [24] in its release 10.02.010. Steady-state results of the
ow were ﬁrst obtained through RANS simulations, and from there
ime-dependent DESs were run. 
.3.1. Turbulence modeling 
Two turbulence models were tested in the RANS simulations:
he Spalart–Allmaras model [25] and the SST k − ω model [26] . The
palart–Allmaras model was chosen for its fast and robust conver-
ence. The SST k − ω model was chosen because it combines the
ccuracy of the k − ω model in boundary layers and of the k − 
odel far from the walls. DESs were run only with the SST k − ω
odel, which is expected to be better suited than the Spalart–
llmaras model for this study since the ﬂow exhibits strong ad-
erse pressure gradients and detachment. 
.3.2. Time-dependent simulations 
Time-dependent simulations were started from the converged
olutions of the steady-state RANS simulations. Improved De-
ayed DES (IDDES) [27] was used for the time-dependent com-
utations. The solution was advanced in time using a second-
rder implicit temporal discretization scheme. Space derivatives
re obtained with a hybrid second-order upwind (SOU)/bounded
entral-differencing (BCD) convection scheme. In this scheme,
he ﬂux on face f of a scalar φ is computed as ( ˙ m φ) f =
˙  ( σφSOU + (1 − σ ) φBCD ) , where ˙ m represents the mass ﬂow rate.
SOU is calculated using a second-order upwind (SOU) scheme
nd φBCD is computed using a bounded central-differencing (BCD)
cheme. σ is a blending factor, set to 0.15 to favor the BCD scheme,
hich is less dissipative than the SOU scheme. The BCD scheme is
 Normalized-Variable Diagram scheme [28] that uses a blended
entral-differencing (CD)/SOU scheme that turns into a ﬁrst-order
pwind scheme when the NVD value exceeds given bounds, thus
uaranteeing boundedness. When working within the bounds of
he NVD value, the Hybrid-BCD scheme is therefore second-order. 
18 N.J. Pignier et al. / Computers and Fluids 133 (2016) 15–31 
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wDES was chosen over RANS and LES for the following reasons.
RANS places a relatively low demand on computational resources
but it resolves only a narrow band of the acoustic spectra and aver-
ages the rest [29] . DES has been shown to resolve high frequencies
better than RANS [30] . LES, on the other hand, gives a more accu-
rate prediction of the aeroacoustic sources by resolving the large
scales of the ﬂow while only modeling the smaller scales. How-
ever, the computational requirements are still too high to perform
full LES simulations for industrial applications [31] . DES offers a
compromise between these two methods, solving the ﬂow through
a RANS-type model in the boundary layer and through a LES-type
model in the separated regions of the ﬂow. IDDES is an improved
version of the Delayed DES (DDES). DDES solves the issues of
modeled-stress depletion (MSD) and grid-induced separation (GIS)
that can be encountered with DES, by using a length-scale limiter
that is solution-dependent instead of only grid-dependent [32,33] .
In addition, IDDES addresses the problem of logarithmic-layer mis-
match [27] . Recently IDDES has been shown to give good results in
predicting the far-ﬁeld acoustics of a landing-gear using a hybrid
IDDES/FWH approach [34] . For these reasons the ﬂow simulations
were performed using IDDES. The simulations were run in com-
pressible mode, to be able to resolve the propagation of the acous-
tic waves in the near-ﬁeld and their scattering by near-by solid sur-
faces. 
2.3.3. Choice of time-step 
Certain requirements on the time-step must be met to allow for
both ﬂow-ﬁeld and acoustic ﬁeld to be accurately resolved. It must
be both small enough to resolve the relevant scales of the ﬂow
and to resolve the propagation of the acoustic waves up to a fre-
quency of interest, and big enough to keep the computational cost
affordable. Based on these requirements, a time-step of 4 × 10 −5 s
was used, corresponding to about 240 time iterations per convec-
tion cycle over the inlet. This time-step gives 21 samples per pe-
riod at f 0 , and corresponds to a time during which a ﬂow particle
traveling at the free stream speed would take to travel one tenth
of the lip thickness. We can therefore expect this time-step to be
small enough to solve the structures of interest in the ﬂow. This
time-step corresponds to a Nyquist frequency of 12,500 Hz, which
is one order of magnitude above the frequencies of interest. 
2.3.4. Convergence 
For the RANS simulations, it was observed that looking at the
residuals of the equations was not a suﬃcient criterion for conver-
gence. It was therefore also veriﬁed that the inlet velocity ratio and
the ﬂow rate through the duct entrance (see Section 2.2 for the
deﬁnition of these variables) had reached a steady state towards
the end of the simulation. For the time-dependent studies, simu-
lations were run for 0.02 s before values were monitored and data
extracted for the acoustic post-processing, corresponding to about
two convection cycles over the inlet. 
2.4. Far-ﬁeld acoustics 
The aim of the acoustic analysis is to estimate the acoustic ra-
diation from the ﬂow around the inlet, and to qualify and quantify
it at various operating conditions. 
To fulﬁl this goal, the FW–H acoustic analogy was used to es-
timate the acoustic pressure in the far-ﬁeld. Acoustic sources were
extracted from the resolved ﬂow in the near-ﬁeld and propagated
in the far-ﬁeld using the FW–H integral [21] . This integral is a solu-
tion of the FW–H wave equation, which is obtained from the exact
equations of motion of the ﬂuid. This equation is an acoustic anal-
ogy: its formulation is analogous to a wave equation, with on the
left-hand side the terms that govern the propagation of the waves
in an idealized medium and on the right-hand side the remainingerms that are identiﬁed as source terms. In the case of the FW–H
ormulation, this equation accounts for the presence of a moving
urface in the ﬂuid, solid or permeable (ﬁctitious). When the left-
and side of the FW–H equation is expressed as a non-convective
ropagation term, and when the surface of integration is ﬁxed, the
W–H integral can be written as [35] 
 π p ′ (x , t) = ∂ 
∂t 
∫ 
τ
∫ 
S=0 
δ(t − τ − r/c) 
r 
Q i n i d Sd τ
− ∂ 
∂x i 
∫ 
τ
∫ 
S=0 
δ(t − τ − r/c) 
r 
L i j n j d Sd τ
+ ∂ 
2 
∂ x i ∂ x j 
∫ 
τ
∫ 
S> 0 
δ(t − τ − r/c) 
r 
T i j dV y d τ . (6)
here r = | x − y | , and 
 
Q i = ρu i 
L i j = ρu i u j + P i j 
T i j = ρu i u j + P i j − c 2 ρ ′ δi j . 
(7)
In this equation, S is a function deﬁning the FW–H surface:
 = 0 on the surface and S > 0 in the external volume. P ij is the
ompressive stress tensor, ρ the density, ρ ′ the density ﬂuctua-
ion around the time-averaged value, and n i the outward normal
o the surface. This integral shows three terms on the right hand
ide, corresponding respectively to a monopole, a dipole and a
uadrupole sound radiation. The quadrupole term — accounting for
ound sources outside of S — was assumed to have a negligible
ontribution to the results for the low Mach number considered in
his study and was therefore neglected. 
Farassat’s formulation 1A [36] of the FW–H integral was used,
s implemented in Star-CCM+. The integral can be computed using
wo different approaches, the retarded time approach [36] or the
ource-time-dominant approach [37] , also sometimes called ad-
anced time approach. The latter differs from the former in the
ense that, instead of looking backwards in time to compute the
ontribution of each element of the FW–H surface to the pressure
t the observer at a given time-step, it calculates the contribution
f each element of the surface at the current time-step and prop-
gates it forwards in time to build the pressure signal at the ob-
erver. As it only uses data at the current time-steps — as well
s at a few previous time-steps to compute time derivatives — the
ource-time-dominant approach is more memory-eﬃcient than the
etarded time approach and was therefore chosen. 
Nine control surfaces were used to evaluate the FW–H integral:
ix permeable surfaces PS1, PS2, PS3, PS1-open, PS2-open and PS3-
pen, and three solid surfaces SS1, SS2 and SS3. Their positions are
hown in Fig. 3 . 
The three permeable surfaces PS1, PS2 and PS3 encapsulate the
nlet entrance, PS1 being the closest and PS3 being the furthest to
he inlet surface. The three solid surfaces SS1, SS2 and SS3 consist
f the ramp, the ramp walls and the lip of the inlet, to which are
dded the sections of the external ﬂat wall respectively bounded
y PS1, PS2 and PS3. At the low Mach number considered, it is
xpected that solid surfaces account for the major part of the noise
mitted by the ﬂow. 
The FW–H integral was also computed on open surfaces, PS1-
pen, PS2-open and PS3-open, which are obtained from PS1, PS2
nd PS3 by removing their downstream ends. These surfaces were
sed as an alternative to PS1, PS2 and PS3 to prevent artiﬁcial con-
ributions that can be introduced when the latter cut the vortex
akes. 
N.J. Pignier et al. / Computers and Fluids 133 (2016) 15–31 19 
Fig. 3. Surfaces used for the FW–H integral, and observer position (observer position not to scale). 
Fig. 4. Domain and boundary conditions. 
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c.5. Computational domain, mesh and boundary conditions 
The NACA inlet described in Fig. 1 was placed in a ﬂat plate
nder a free stream as shown in Fig. 4 . 
.5.1. Boundary conditions and initial conditions 
All solid surfaces — the external wall on which the inlet was
laced, the surface of the NACA inlet and the surface of the duct—
ere modeled as no-slip walls. At the duct outlet, the pressure
as prescribed and was controlled through a targeted mass-ﬂow:
he solver essentially adjusted the value of pressure on the bound-
ry to reach the targeted mass ﬂow during the simulation. For the
ES, the pressure at the outlet of the duct was set to its converged
alue obtained through RANS simulations. The length of the do-
ain upstream of the NACA inlet was adjusted to get a bound-
ry layer thickness at the position of the NACA inlet entrance that
atches the experiments. A so-called free stream boundary condi-
ion was used on the free boundaries of the domain, with a pre-
cribed Mach number of 0.1727, a pressure of 101325 Pa and a
emperature of 300 K. At this speed, the Reynolds number based
n the entrance depth of the duct is around 10 5 . This boundary
ondition is based on the method of characteristics and treats the
ow as one-dimensional near the boundary [38–40] , with a spa-
ial coordinate taken along the normal to the boundary. It is there-
ore eﬃcient at preventing reﬂections from outgoing waves normal
o the boundary, but may fail to do so at grazing angles of inci-
ence or in case of strong tangential mean ﬂow [41] . In the setup
hown in Fig. 4 , acoustic waves are expected to be nearly normal
o most of the outer boundaries that may cause unwanted reﬂec-
ions. Preliminary studies had shown that the free stream bound-
ry condition exhibited low reﬂection of acoustic waves in the do-
ain without mean ﬂow. With mean ﬂow, this boundary condition
hould perform well for the upstream and downstream boundaries,
here the ﬂow is normal to the boundary. An uncertainty remains
n the effect of the tangential mean ﬂow on the behaviour of
his boundary condition for acoustic waves impinging on the up-
er and lateral boundaries. To help dampen acoustic waves before
hey reach the boundaries, a gradual coarsening of the mesh was
lso set up, as shown in Section 2.5.2 . The reﬂection coeﬃcient of
he upper boundary was assessed on the simulation results using
 two-microphone method [42] to decompose the ﬁeld into outgo-ng and incoming waves: the results of this study are presented in
ection 5 . 
.5.2. Mesh 
The mesh, shown in Fig. 6 , was generated in Star-CCM+ using
o-called trimmed cells — consisting mainly of hexahedral cells,
nd trimmed to ﬁt the body — on top of a prism layer. The prism
ayer covers all the walls and was adjusted to ensure a y + value of
round 1 everywhere (locally reaching 2 on the lip), with a total
hickness of 0.2 D, a growth rate of 1.3 and 15 layers. Volumetric
ontrols were used in the vicinity of the NACA inlet to reﬁne the
esh locally. These controls are shown in Fig. 5 . 
Mesh sizes for the various volumetric controls are represented
n Table 1 , for the two meshes considered in this study. The coarser
rid has a total of 13.3 M cells and was used throughout the study.
he grid of 47.8 M cells was tested to assess the consistency of
he results to grid reﬁnement as shown in Section 6 ; its use was
imited by the amount of computational resources available. It was
udged that the 13.3 M cells mesh was suﬃcient to assess the main
ow and acoustic properties of the inlet. Unless otherwise stated,
he results in this paper were obtained on the 13.3 M cells mesh. 
.6. Data sampling and power spectral density 
For the DESs, 0.02 s were run ﬁrst before any data was
ecorded, corresponding to two convection cycles over the inlet.
hen 2500 samples were recorded, corresponding to 0.1 s of sim-
lation, or 10 convection cycles over the inlet. Mean ﬁeld values
ere computed over these 2500 samples. Power spectral densities
PSD) were calculated with a Welch method [43] , by averaging over
1 sample series of 500 samples, with an overlap of 400 samples,
sing a Hanning window on each sample series. The number of av-
rages was limited by the simulation time and gives a relative ran-
om error in the spectra of about ± 1 dB/Hz. The resulting spectra
ave a frequency resolution of 50 Hz, up to 12500 Hz. The result-
ng levels in dB/Hz were computed using p ref = 2 × 10 −5 Pa. 
. Steady-state ﬂow results 
In this section ﬂow results for the RANS simulations are pre-
ented. These are compared to experimental data from NACA, in
erms of boundary layer proﬁle, ram recovery ratio and pressure
oeﬃcient on the surface of the inlet. 
20 N.J. Pignier et al. / Computers and Fluids 133 (2016) 15–31 
Fig. 5. Volumetric controls. 
Fig. 6. Visualization of the 13.3 M cells mesh. 
Table 1 
Volumetric controls and associated cell sizes. 
Volume C l C c D C L L c , R T L d Total number of cells 
Cell size/ D × 10 2 12 6 .2 49 3 .1 1 .5 0 .77 3 .1 1 .5 13 .3 M 
Cell size/ D × 10 2 6 .2 3 .1 12 3 .1 1 .5 0 .77 3 .1 1 .5 47 .8 M 
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Fig. 7. Boundary layer proﬁle at the location of the duct entrance. 
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Fig. 8. Ram recovery ratio as a function of the inlet velocity ratio, for the RANS 
results with the two turbulence models and experimental data. Experimental data 
from Mossman et al. [2] . 
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r.1. Boundary layer 
In order to reproduce the experimental results of Mossman
t al. [2] through modeling, the ﬁrst step was to match the bound-
ry layer proﬁle. This was done by adjusting the distance between
he inlet of the domain and the position of the NACA duct on the
urface. It was shown by Mossman that the ratio of the boundary
ayer thickness to the entrance depth can have a signiﬁcant impact
n the eﬃciency of the inlet. In order to validate our simulations
gainst the experimental results, it was thus important to ensure
hat the boundary layer correctly matched that of the experiments.
he boundary layer velocity proﬁle at the location of the duct en-
rance is shown in Fig. 7 . This proﬁle is extracted from a simulation
n the same domain that was presented in Fig. 4 , but without the
ACA inlet. A reasonably good match was achieved. 
.2. Ram recovery ratio 
The ram recovery ratio ρ , deﬁned in Eq. (2) , is represented in
ig. 8 as a function of the inlet velocity ratio υ . The NACA data
as measured for free stream speeds V between 55 m/s and 800 /s; our results were obtained for V 0 = 60 m/s. Convergence was
ot obtained for velocity ratios below 0.4; therefore simulation re-
ults are not shown for these velocity ratios. The results are in
ood agreement, with a maximum error of around 5%. For de-
reasing velocity ratios from 1 down to 0.6, the ram recovery ra-
io increases, a trend that is well reproduced by the simulations.
or υ = 0 . 6 down to 0.4, the two turbulence models start to be-
ave differently, the Spalart–Allmaras model gives an increase in
, whereas the SST- k − ω gives a decrease in ρ . This decrease of
at low velocity ratios predicted by the SST- k − ω model seems
o be consistent with the experimental behaviour of the inlet. The
ystematic over-prediction of the ram recovery ratio which is ob-
erved could be explained by the imperfect match in boundary
ayer between the simulated and experimental cases. Mossman ex-
erienced a loss of ram recovery ratio of 0.12 when using a thick-
ned boundary layer [2] : a closer match of the ram recovery ratio
ould certainly be obtained by further adjustment of the boundary
ayer. Another explanation could be the difference in shape of the
uct downstream of the duct entrance. 
.3. Flow visualization 
Streamlines are represented in Figs. 9 and 10 . They correspond
o the results of the RANS simulations for velocity ratios of 0.4,
.6, 0.8 and 1.0. The results show that vortices are generated when
he ﬂow passes over the side-walls edges, as has previously been
bserved [3] . For high velocity ratios, these vortices are mostly
ucked inside the duct. For lower velocity ratios, the vortices im-
inge right on the lip, and end up being deﬂected partly upwards,
artly downwards. 
.4. Pressure coeﬃcient on the inlet surface 
The pressure coeﬃcients C p along the ramp and on the lip (see
ig. 11 ) are represented in Figs. 12 and 13 respectively for various
nlet velocity ratios. The results are shown for both the Spalart–
llmaras and the SST k − ω turbulence models, as well as for the
xperiments. Values are extracted in the y = 0 plane, that is the
ymmetry plane of the inlet. Data for a velocity ratio of 0.4 on the
ip was not available for the experimental inlet. 
Overall, the simulated results show a very good agreement with
he experimental data. Pressure coeﬃcients over the lip are very
ell predicted for the three velocity ratios. Pressure coeﬃcients
long the ramp also show a good match. A local drop in pressure
an be observed at the starting point of the ramp in the simulated
ata. This is probably due to the sharp transition between the 0 °
xternal wall and the 7 ° ramp in the simulated geometry, which
as probably rounded on the experimental inlet. Small differences
an be observed locally between the Spalart–Allmaras and the SST
 − ω turbulence model. 
. DES ﬂow results 
Flow results from the DESs are presented here, and compared
o the experimental data and the steady-state RANS results in
erms of ram recovery ratios and pressure coeﬃcients, computed
rom time-averaged values. Instantaneous visualizations of the ﬂow
re also shown, as well as pressure ﬂuctuations on the surface of
he inlet. 
.1. Ram recovery ratio 
Fig. 14 shows the ram recovery ratios obtained through time-
veraging of the DES results, compared with RANS results and ex-
erimental data. The DES results are almost identical to the RANS
esults, with a maximum difference of 0.5% for υ = 0 . 4 . 
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Fig. 9. Velocity in the y = 0 plane and streamlines in the −y half-space for various velocity ratios, for the steady-state RANS simulations using the SST k − ω turbulence 
model. 
Fig. 10. Pressure coeﬃcients on the walls and streamlines for various velocity ratios, for the steady-state RANS simulations using the SST k − ω turbulence model. 
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a  4.2. Vorticity 
Visualization of the instantaneous vorticity is shown in Fig. 15 ,
as simulated with DES for various velocity ratios. From this ﬁgure
it can be observed that streamwise vortices are generated from the
edges of the ramp side-walls and are convected with the ﬂow. The
vortex cores on both sides are split by the inlet: part of the vorti-
cal ﬁeld is sucked inside the duct and part is forced over the lip,
downstream of the inlet. For high velocity ratios, most of the vorti-
cal region is sucked inside the duct, whereas for low velocity ratio,
most of it is forced over the lip. The ﬂow exhibits a transition from
a nearly laminar state at a velocity ratio of 0.8 to a more turbulent
state at a velocity ratio of 0.6. m.3. Pressure coeﬃcient on the inlet surface 
To get a further assessment of the accuracy of the DES simu-
ations, pressure coeﬃcients on the inlet surface were compared
ith the ones obtained through RANS simulations and with the
xperimental data. Fig. 16 shows the mean pressure coeﬃcient
n the inlet surface, for the three velocity ratios. Figs. 17 and 18
how the pressure coeﬃcients along the ramp and over the lip for
oth steady-state and time-dependent simulations. Pressure coeﬃ-
ients for the DES are computed using time-averaged values. DES
esults are in very good agreement with both RANS and experi-
ental results. An improvement of the prediction can be observed
t υ = 0 . 4 , where the values predicted through DES show a better
atch with experimental data. 
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Fig. 11. Lines along which are extracted the values of pressure coeﬃcient for post- 
processing. 
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Fig. 12. Pressure coeﬃcient distribution along the ramp for various velocity ratio, 
for the Spalart–Allmaras and the SST k − ω turbulence models in the steady-state 
RANS simulations. The lines represent simulated data, the points experimental val- 
ues [2] . 
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Fig. 13. Pressure distribution over the lip for various velocity ratio, for the Spalart–
Allmaras and the SST k − ω turbulence models in the steady-state RANS simula- 
tions. Distance normalized by the duct entrance depth. The lines represent simu- 
lated data, the points experimental values [2] . 
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Fig. 14. Ram recovery ratio as a function of the inlet velocity ratio, for the RANS 
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s  .4. Pressure ﬂuctuations on the inlet surface 
Instantaneous pressure ﬂuctuations on the surface of the inlet
re represented in Fig. 19 for the three velocity ratios. Maximum
uctuations are located on the sides of the lip and can be corre-
ated with the location of the vortex impacts observed in Fig. 15 .
luctuations are of two orders of magnitude larger for a velocity
atio of 0.4 than for a velocity ratio of 0.8, highlighting the tur-
ulent nature of the ﬂow for low velocity ratios. Fluctuations are
lso strong downstream of the lip, following the path of the high
ortical ﬂow. 
. Acoustic results 
In this section the results of the acoustic studies are presented.
he far-ﬁeld spectra obtained with the FW–H integral for the vari-
us surfaces are shown ﬁrst, then the location of the sound sources
s studied by looking at the integrands on the solid surfaces. Fi-
ally, the non-reﬂectiveness of the outer boundary is assessed, to
ake sure that the results are not biased by spurious acoustic re-
ections. 
.1. Far-ﬁeld acoustic spectra 
Fig. 20 shows the PSD of the acoustic pressure in the far-
eld, at the observer location shown in Fig. 3 , for a velocity ra-
io of 0.4, computed using the various FW–H surfaces described in
ection 2.4 . It can be seen that the three solid surfaces SS1, SS2 andS3 give a very similar far-ﬁeld spectrum for all frequencies above
.5 f 1 . This means that the elements of surface extending from SS1
o SS2 and SS3 (see Fig. 3 ) do not contribute signiﬁcantly to the
ar-ﬁeld acoustics: in other words all the sound sources generated
y the interaction of the ﬂow and the solid walls are contained
n SS1, on the inlet or very close around the inlet. The permeable
urfaces PS1, PS2 and PS3 give signiﬁcantly different spectra in the
ar-ﬁeld, with levels up to 10 or 20 dB/Hz higher than the solid sur-
aces. When removing the downstream sections of these surfaces,
s done on PS1-open, PS2-open and PS3-open, a better consistency
s achieved bewteen the permeable surfaces and the solid surfaces.
n explanation for this could be that turbulent eddies are cross-
ng the surfaces PS1, PS2 and PS3 at their downstream end in the
ortex wakes, causing spurious oscillations. PS3-open gives a spec-
rum whose levels are in good agreement with the levels obtained
rom the solid surfaces, over a range of frequencies spanning from
bout 0.8 f 1 to 5 f 1 . The results from PS1-open and PS2-open show
iscrepancies between each other and in comparison with the re-
ults from the solid surfaces, possibly because these surfaces are
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Fig. 15. Instantaneous vorticity of the ﬂow around the inlet, for velocity ratios of 0.4, 0.6 and 0.8. 
Fig. 16. Mean pressure coeﬃcient on the inlet surface, for velocity ratios of 0.4, 0.6 and 0.8. 
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Fig. 17. Pressure coeﬃcient distribution along the ramp for various velocity ratios, 
for the RANS simulations using the SST k − ω turbulence model and for the DESs . 
DES results are time-averaged. The lines represent simulated data, the points exper- 
imental values from [2] . 
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Fig. 18. Pressure distribution over the lip for various velocity ratios, for the RANS 
simulations using the SST k − ω turbulence model and for the DESs . Distance nor- 
malized by the duct entrance depth. DES results are time-averaged. The lines rep- 
resent simulated data, the points experimental values from [2] . 
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Fig. 19. Instantaneous pressure ﬂuctuations on the surface of the inlet, for velocity ratios of 0.4, 0.6 and 0.8. 
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Fig. 20. Power spectral density at 100D, for a velocity ratio υ of 0.4. 
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c  oo close to the unsteady region of the ﬂuid to be free of spurious
oise from vortices crossing their upper or lateral sections. Above 5
 1 , the levels from PS3-open drop because the grid is too coarse to
esolve the corresponding eddies. Indeed, above 5 f 1 , parts of the
esh enclosed by PS3-open contains less than 15 cells per wave-
ength, which is not suﬃcient for accurate resolution. Below 0.8 f 1 ,
he levels obtained with PS3-open start to diverge from the ones
btained with the solid surfaces, with large differences at very low
requencies. The same behaviour is observed on SS3. This occurs
or frequencies for which the wavelengths are of the same order
f size, or larger, than the dimensions of the domain. They could
herefore be explained by low frequency oscillations of the solu-
ion in the full domain, perhaps due to a numerical artefact from
he simulations. For all these reasons, it seems reasonable to think
hat the correct spectrum is given by SS1 and SS2, which is consis-
ent with the spectrum obtained with PS3-open over a large range
f frequencies. A consequence of that is that the volume sources
nclosed by PS3 must have a negligible contribution to the total
adiated sound: the unsteady forces generated by the interaction
f the ﬂow and the surface of the inlet are the dominant sources
f sound in this ﬂow. 
Similar observations can be made on the spectra of Fig. 21 , at
 velocity ratios of 0.6. A good agreement is observed between the
pectra obtained with SS1, SS2 and PS3-open for frequencies be-
ween 0.5 f 1 and 3.5 f 1 . The surface PS2-open also shows a good
greement with SS1 and SS2, but only over the frequency range
.5 f 1 - 5 f 1 . This was not the case for a velocity ratio of 0.4, and it
einforces the idea that the surfaces PS1-open and PS2-open are af-ected by spurious oscillations due to turbulent eddies crossing the
urfaces. Indeed, the over-prediction of the levels with PS2-open is
esser at a velocity ratio of 0.6 than 0.4 because the ﬂow is less
urbulent. An other observation that can be made from these plots
s that the differences between SS1, SS2 and SS3 at low frequencies
re smaller than for a velocity ratio of 0.4, perhaps because of the
etter convergence that was achieved in the solution of this less
urbulent case. 
For a velocity ratio of 0.8, see Fig. 22 , all three permeable sur-
aces PS1-open, PS2-open and PS3-open show spectra that are sim-
lar to those of the solid surfaces SS1, SS2 and SS3, with higher
evels below 0.2 f 1 , and lower levels above 2 f 1 . Local differences
an be observed: PS1-open gives an over-predicted peak at 0.9 f 1, 
hich may be non physical. Comparing the levels obtained with
S1, PS2 and PS3 with the ones obtained with PS1-open, PS2-open
nd PS3-open leads to the same conclusions as for the lower veloc-
ty ratios: it appears that turbulent eddies crossing the permeable
urfaces wrongfully increase the acoustic levels in the far-ﬁeld. The
esults are improved when the downstream ends of the surfaces
re removed, in the condition that the other parts of the surfaces
re free from hydro-dynamic ﬂuctuations. At this high velocity ra-
io, the ﬂow is much less turbulent, and as a consequence the dif-
erences between the spectra from PS1-open, PS2-open and PS3-
pen are smaller. 
The previous analyses of Figs. 20 –22 suggested that the spec-
ra obtained with the surfaces SS1 or SS2 are the most accurate
nes at the considered observer position: these surfaces should
apture most of the sound sources because the contribution of vol-
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Fig. 21. Power spectral density at 100D, for a velocity ratio υ of 0.6. 
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Fig. 22. Power spectral density at 100D, for a velocity ratio υ of 0.8. 
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Fig. 23. Power spectral density at 100D, for velocity ratios υ of 0.4, 0.6 and 0.8, 
computed using the surface SS1. ume sources has been shown to be negligible, and they are free
from the numerical artefacts observed on the permeable surfaces.
The results for the surface SS1 are shown on the same graph for
the three velocity ratios in Fig. 23 to highlight the differences due
to the operating condition. Levels appear to be considerably higher
for velocity ratios of 0.4 and 0.6 than for 0.8, which is consis-
tent with the observations on the surface pressure ﬂuctuations of
Fig. 19 . Maximum levels are observed at around 0.7 and 0.9 f 1 for
velocity ratios of respectively 0.4 and 0.6 — when ignoring the low
frequency levels, which may be non-physical. At these velocity ra-
tios, the spectra show a broadband character, reﬂecting the turbu-
lent nature of the ﬂow. For a velocity ratio of 0.8, the spectrum
exhibits a peak at around 0.9 f 1 and at the corresponding harmon-
ics 1.8 f 1 , 2.6 f 1 , 3.5 f 1 , 4.4 f 1 etc. 
5.2. Ffowcs Williams and Hawkings sound sources on the inlet 
surface 
The locations of the sound sources according to the FW–H
acoustic analogy can be highlighted by representing the integrands
of the FW–H integral on the solid surface SS3. They are shown in
Fig. 24 . The results are concordant with the analysis of the surface
pressure ﬂuctuations shown in Fig. 19 : the sound sources are lo-
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Fig. 24. Instantaneous integrands of the FW–H integral, for the DESs at various velocity ratios, represented on the surface SS3. I represents the contribution of each element 
of surface to the integral at the observer, normalized by the area of this element. 
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Fig. 25. Reﬂection coeﬃcient for the upper boundary, estimated using H 1 and H 2 transfer functions between “microphones” placed at z = 3 . 94 D and z = 9 . 84 D. Estimation 
using plane wave decomposition (left) and spherical wave decomposition (right). 
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b  ated principally on both sides of the lip and downstream along
he vortex wakes, and have a larger strength at lower velocity ra-
ios. 
.3. Assessment of the non-reﬂectiveness of the outer boundary 
As explained in Section 2.5.1 , the acoustic properties of the
ree stream boundary condition are not well-known in presence
f strong tangential mean ﬂow, as is the case along the upper
nd lateral external boundaries. It is therefore important to ver-
fy that acoustic reﬂections from these boundaries are of low am-
litude. Based on the dimensions of the domain and the location
f the sources, the ﬁrst potential reﬂection from the outer bound-
ries may come from the upper boundary, on top of the inlet. A
wo-microphone method [42] was used to estimate the reﬂection
oeﬃcient of the upper boundary, by decomposing the ﬂuctuating
eld into outgoing and incoming waves. In this study, the “micro-
hones” consist of probes inside the simulation domain, that are
laced suﬃciently far from the inlet so that the ﬂuctuating pres-
ure ﬁeld is dominated by acoustic waves. The standard approach
o the two-microphone method assumes a one -dimensional plane
ave propagation between the microphones. This assumption is
uite constraining and may lead to an under-estimate of the re-
ection coeﬃcient in this study where the wave amplitudes are
xpected to decay as 1/ r from the source locations on the inlet
urface. Therefore a derived approach was also used, assuming a
pherical wave propagation from a ﬁctitious point on the surfacef the lip. The “microphones” are placed in the planes z = 3 . 94 D
nd z = 9 . 84 D, above the lip of the inlet. The analysis was run
or several pairs of neighbouring microphones to get a local spa-
ial average, in complement to the Welch averages used in the
SD computations. It is assumed that there exists a linear rela-
ionship between each pair of microphones, so that the transfer
unction H between the microphones at z = 3 . 94 D and the ones at
 = 9 . 84 D can be estimated using Fourier transforms. This analy-
is was done on the data from the DES for a velocity ratio of 0.4,
here the highest sound levels were obtained. Two estimates H 1 
nd H 2 [44] were used to compute the transfer function H , ac-
ounting for uncorrelated noise respectively at the output (micro-
hones at z = 9 . 84 D) and at the input (microphones at z = 3 . 94
). The resulting reﬂection coeﬃcients are shown in Fig. 25 , for
oth the plane wave and the spherical wave decompositions. For
oth approaches, the peaks observed at 1.3 f 1 and 2.6 f 1 corre-
pond to frequencies for which the two-microphone method fails
ecause the system of equations to solve becomes linearly depen-
ent [42] : they can therefore be ignored. Based on the plane wave
ecomposition, the reﬂection coeﬃcient of the upper boundary is
elatively constant up to 7 f 1 , and has values between 0.01 and
.04. From the spherical wave decomposition, the reﬂection co-
ﬃcient is overall logically higher, starting at a value of 0.08 at
.1 f 1 , then decreasing to a value of about 0.03 at 0.5 f 1 and in-
reasing again thereafter. Omitting the peak at 1.3 f 1 , the reﬂec-
ion coeﬃcient overall lies under 0.1 for frequencies below 3 f 1 . In
oth approaches, the results at high frequencies are dominated by
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Fig. 26. Pressure coeﬃcient distribution along the ramp and over the lip for a velocity ratio ν of 0.4, for the RANS simulation using the 13.3 M cells mesh and for the DES 
simulations using the 13.3 M and 47.8 M cells mesh. DES results are time-averaged. The points represent experimental values from [2] (not available for the lip). 
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s  noise because the mesh was not able to resolve the propagation of
the corresponding acoustic waves, and the transfer functions were
therefore wrongfully computed. To sum up, this study estimates
the reﬂection coeﬃcient of the upper boundary to values under
0.1 for the frequency range 0.1-3 f 1 , and under 0.04 in the nar-
rower frequency range 0.3-1 f 1 . It is reasonable to think that the
lateral external boundaries have a similar reﬂection coeﬃcient be-
cause they are locally exposed to the same ﬂow conditions. Know-
ing that the inlet radiates sound with maximum levels at around
0.7 f 1 at this velocity ratio, see Fig. 20 , this study shows that the
reﬂected acoustic waves are of low amplitude and supports the re-
sults presented in Section 5.1 . 
6. Sensitivity to mesh reﬁnement 
It has been observed that DES shows a non-monotonic response
to mesh reﬁnement [45] , because the DES length scale that con-
trols the turbulent model is dependent on the grid size. As a con-
sequence, using a ﬁner grid does not necessarily lead to more ac-
curate results. However, the results should be consistent between
grids of different sizes. To test the sensitivity of the results to the
grid, a grid of 47.8 M cells was tested for a velocity ratio of 0.4. The
sizes of its cells were introduced in Table 1 . Fig. 26 compares the
pressure coeﬃcient on the surface of the inlet obtained through
DES with the 47.8 M cells mesh with the results from the 13.3 M
cells mesh. The results are in good agreement. The only differences
occur close to the inlet entrance, where the pressure differs slightly
between the 13.3 M and the 47.8 M cells mesh, the results for the
latter showing a better match with the RANS results. The results
for the acoustics in the far-ﬁeld are shown in Fig. 27 . The results
for the solid and the permeable surfaces are consistent between
the two meshes, with an average difference close to 0 dB/Hz, and
a difference at various frequencies that overall remains between
±5 dB/Hz, with local peaks up to ±10 dB/Hz. The results with the
coarser mesh are alternatively under-predicted or over-predicted,
but overall agree reasonably well. 
From this grid consistency study, it appears that the results do
not change signiﬁcantly when using a mesh containing three times
more cells around the inlet. The 13.3 M cells mesh gives similar re-
sults at a much lower cost, with only a third of the computing time
needed for the ﬁne grid. It was judged suﬃcient for the purpose of
this study. . Discussion 
In this section, the results for both the ﬂow simulations and
he far-ﬁeld acoustics are discussed. The numerical simulations of
he ﬂow around the NACA duct have revealed a transition from a
uasi-laminar ﬂow to a turbulent ﬂow that may cause the gen-
ration of unwanted noise. This transition happens for a decreas-
ng velocity ratio, somewhere between υ = 0 . 8 and υ = 0 . 6 . For
ow velocity ratios, when the high-vorticity ﬂow along the ramp
s encountering strong adverse pressure gradients before reaching
he duct entrance, part of the vortices are forced over the lip (see
igs. 9 and 15 ). Turbulence eddies are created along the ramp due
o a detachment of the ﬂow, around half the length of the ramp,
nd are convected to the lip and over the lip by the vortices. These
onvected eddies may be the source of pressure ﬂuctuations on the
urface of the lip, leading to sound radiated in the far-ﬁeld with
ominant frequencies governed by the associated length and time
cales. This is in accordance with the broadband character of the
ar-ﬁeld sound for low velocity ratios, see Fig. 23 . The maxima of
hese broadband spectra seem to scale with the frequency f 1 re-
ated to the vortex characteristics. The laminar character of the
ow at a velocity ratio of 0.8 would explain why the associated
pectrum has mainly tonal and less broadband components, with
 tonal fundamental frequency at about 0.9 f 1 and its harmonics
ll the way to the cutoff frequency of the mesh. 
Fig. 19 shows that the strongest pressure ﬂuctuations on the
urface of the inlet are located on each side of the lip, at the po-
itions of impact of the vortices. Pressure ﬂuctuations then decay
long the vortex wakes. Fig. 24 conﬁrms that the sound sources are
ndeed located at these positions according to the FW–H acoustic
nalogy. A good agreement is obtained between the far-ﬁeld spec-
ra obtained from the two surfaces SS1 and PS3-open. It shows that
urface pressure ﬂuctuations are the dominant sources of sound ra-
iated to the far-ﬁeld, and by consequence that other sources are
egligible at this Mach number. The sound sources can therefore
e considered as dipoles radiating from the surface of the inlet.
n this speciﬁc study, with the considered observer at a polar an-
le of 90 degrees from the inlet, using the solid walls as integra-
ion surface works ﬁne to predict the far-ﬁeld spectrum. This state-
ent would probably not be true at shallow angles because scat-
ering of sound coming from some parts of the surface by other
arts would not be correctly accounted for. In this paper, it is ob-
erved that spurious low frequency noise is generated by the con-
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10-1 100 101
f/f1
-40
-20
0
20
40
60
PS
D 
[dB
/H
z]
SS1
SS2
SS3
PS3 open
10-1 100 101
f/f1
-15
-10
-5
0
5
10
15
 
PS
D 
[dB
/H
z]
SS1
SS2
SS3
PS3 open
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(ection of vortices through the downstream end of the permeable
urface PS3, as can be seen in Figs. 20 –22 . This was previously
bserved, e.g. by Spalart [46] . This problem was overcome by re-
oving the downstream end of PS3, leading to more accurate pre-
ictions. However this solution is not general. For example, if the
bserver was located downstream, using an open control surface
ould lead to underpredicted far-ﬁeld sound levels. In such case,
his issue could be overcome by using a closed control surface and
y ﬁltering out the spurious noise using additional measures, for
xample surface averaging at the downstream end, as discussed in
etails in [47–49] . 
. Conclusion 
This paper has presented a ﬁrst aeroacoustic study of a NACA
uct. This investigation was performed for a low Mach number, on
 generic design, for three velocity ratios. This velocity ratio is de-
ned as the ratio between the ﬂow velocity at the duct entrance
nd in the free stream. The sound radiated in the far-ﬁeld was pre-
icted with a hybrid aeroacoustic method, based on a coupling be-
ween simulations of the ﬂow through DES around the inlet and
omputation of the far-ﬁeld acoustic pressure using an FW–H inte-
ral. The ﬂow was solved ﬁrst through steady-state RANS and then
hrough time-dependent DES for velocity ratios of 0.4, 0.6 and 0.8.
he results show very good agreement with the experimental data
rom Mossman et al. [2] . It is observed that streamwise vortices
re generated from the edges of the ramp side-walls and are con-
ected by the ﬂow to the duct entrance. They are partially sucked
nto the duct, partially forced over the lip, causing strong surface
ressure ﬂuctuations at the impact locations on both sides of the
ip. These pressure ﬂuctuations are of about two orders of mag-
itude larger for velocity ratios of 0.4 and 0.6 than for a veloc-
ty ratio of 0.8, due to a transition from a nearly laminar state to
 more turbulent state that occurs as the velocity ratio decreases
omewhere between 0.8 and 0.6. In the far-ﬁeld, the sound spectra
ave two distinct characters, depending on the inlet velocity ratio.
or a velocity ratio of 0.8, the levels are overall relatively low, but
he spectra exhibit strong tonal components at around 0.9 f 1 and
t the corresponding harmonics, where f 1 is a characteristic fre-
uency given by the ratio of the ﬂow speed at the duct entrance
o the duct entrance depth. For velocity ratios of 0.4 and 0.6, the
pectra show a more broadband character, with maximum levels
t around 0.7 f and 0.9 f respectively. 1 1 The consistency of the acoustic results was veriﬁed by using
everal solid and permeable surfaces to compute the FW–H inte-
ral. For the considered observer at a polar angle of 90 degrees
ver the inlet, it appears that either solid or permeable surfaces
an be used, in the condition that the permeable surface is placed
uﬃciently far from the inlet, and is open downstream. It should
e noted that, for other observer positions, notably for downstream
bservers, these control surfaces may give erroneous results and
dditional measures may be needed. The good match between
olid and permeable open surfaces shows that volume sources are
egligible in this ﬂow at this low Mach number. A visualization
f the integrands of the FW–H integral on the solid surfaces re-
eals that sound sources are mainly located on both sides of the
ip, matching the locations of the maxima of surface pressure ﬂuc-
uations. 
This study provides some ﬁrst insights into the acoustics of
hese types of inlet. It reveals a particular behaviour of NACA in-
ets at low velocity ratios, that may be the source of unwanted
oise on the vehicles on which they are placed. This work gives a
rst estimate of the location and the quantiﬁcation of the sound
ources generated by the ﬂow around the inlet. In addition to
he self-consistency study presented in this paper, the acoustic re-
ults would beneﬁt from further numerical or experimental valida-
ions. An unknown at this stage is the interaction of the generated
ound waves with the structures inside the duct, which may be the
ource of resonance phenomena that could also contribute to the
xterior noise. Finally, this study was performed using DES, and in
he future further accuracy in the ﬂow and acoustic computations
ay be obtained using LES or direct numerical simulation (DNS). 
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Fig. 28. Inlet design, view from top (top) and proﬁle (bottom). 
 
 
 
 
Table 4 
Lip ordinates. 
s / D z H / D z L / D 
0 0 .197 0 .197 
0 .125 0 .087 0 .325 
0 .250 0 .056 0 .375 
0 .375 0 .036 0 .412 
0 .500 0 .021 0 .440 
0 .625 0 .012 0 .462 
0 .750 0 .006 0 .481 
0 .875 0 .002 –
1 .0 0 0 0 .0 0 0 –
RAppendix A 
A.1. Dimensions of the inlet 
The design for the inlet used in the simulations is shown in
Fig. 28 . Main dimensions are given in Table 2 and ordinates for the
divergent walls are presented in Table 3 . 
A.2. Dimensions of the lip 
The lip proﬁle is shown in Fig. 29 . Lip ordinates are given in
Table 4 , where quantities are normalized by the duct entrance
depth D. The leading edge has a radius of curvature R = 0 . 094 D . Table 2 
Main dimensions of the inlet. 
D L l d W 
50 .79 mm 11 .31 D 0 .75 D 29 .53 D 4 .00 D 
Table 3 
Divergent wall ordinates. 
x/L y/L 
0 0 .500 
0 .10 0 .497 
0 .20 0 .457 
0 .30 0 .382 
0 .40 0 .307 
0 .50 0 .233 
0 .60 0 .195 
0 .70 0 .157 
0 .80 0 .118 
0 .90 0 .080 
1 .00 0 .042 
Fig. 29. Lip proﬁle. 
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