ABSTRACT. The purpose of this paper is to provide an efficient algorithmic means of determining the rational canonical form of a matrix using computational symbolic algebraic manipulation packages, and is in fact the practical implementation of a classical mathematical method.
I.

INTRODUCTION.
One of the most useful and beautiful canonical forms of an n by n matrix over a field F is the rational canonical form which is sometimes called the Frobenius Perron normal form (see 3). In the literature there are several articles which provide algorithms for reducing a matrix to rational canonical form. Generally ignored is an algorithm which is classical in nature in that it In particular, this can be done for B xI A. The nonconstant g: (x) are the invariant factors of A, and gn(X) is the mxnimal polymomal of of A."
As Professor Rotman indicates, there is a simple, beautiful, classical method which exists for deriving canonical forms. ile this method has a number of advantages, at least some of which will become apparent as we proceed, the method has generally been overlooked for reasons pertaining to the difficulty of it's practical implementation. In this paper, we discuss in detail the practical implementation of this algorithm. Our implementation relies heavily on the advances which have taken place in symbolic algebra packages over the last decade. One of the main goals of this paper is to focus attention on these advances and the ease with which these packages may be used.
DESIGN CONSIDERATIONS.
A well known algorithm for computing the characteristic polynomial of a given matrix is the Danilewsky method (see [2] ). This algorithm has been ued in a variety of settings, and has been incorporated successfully into at least one graph theory package for computing chromatic polynomials [3] . We have deliberately avoided any reference to the underlying vector space and the attendant relationship to the C.'s and invariant subspaces so as to achieve a simple description of the rational canonical form at least at the outset.
As noted by Professor Norman [I] , the usual derivation of canonical forms for n x n matrices over a field F involves such matters as invariant subspaces and cyclic vectors. They key to the proposed algorithm lies in a more detailed explanation of this proof. This reduction process is repeated until the row and column pivots can be carried out. After these pivots we must still establish that p(x) divides every element of the remaining submatrix. If this is not the case, we add the ro (column) containing the offending entry to ro (column) 1. This does not change the pivot element because of the earlier pivots, but allows us to reduce the degree of the pivot element by the reduction described above, and then try again.
This whole reduction process continues until the pivot element is the g.c.d.
of the entire matrix. The algorithm continues by applying the above procedure recursively to the (n 1) x (n 1) submatrix occupying ros and columns 2 through n.
A detailed description of the algorithm is listed in Figure 1 .
As already indicated, the rational canonical form can be obtained directly from the result of applying the above algorithm to the characteristic matrix I xA. One just uses the companion matrices of the resulting polynomials.
During the past two decades considerable effort has gone into the development of computer software for symbolic algebra. Many of the features and techniques that hve been considered for the efficient implementation of an algorit|m for compu! Lng th rational canonical form are common to the general questions of eff'icte,cy of many algebraic operations and, in fact, have been explored at great length n this context, lFor example, see [9] .)
The algorithm outlined above for computing the rational canonical form has been mpieme,ted by the authors in the symbolic language Maple [10] 
