Abstract. We consider the problem of maintaining on-line the triconnected components of a graph G. Let n be the current number of vertices of G. We present an O(n)-space data structure that supports insertions of vertices and edges, and queries of the type "Are there three vertex-disjoint paths between vertices vl and v2?" A sequence of k operations takes time O(k. ~(k, n)) if G is biconnected (el(k, n) denotes the well-known Ackermann's function inverse), and time O(n logn + k) if G is not biconnected. Note that the bounds do not depend on the number of edges of G. We use the SPQR-tree, a versatile data structure that represents the decomposition of a biconnected graph with respect to its tricounected components, and the BC-tree, which represents the decomposition of a connected graph with respect to its biconnected components.
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In this paper we investigate the problem of maintaining on-line the triconnected components of a graph G. Namely, we want to support a repertory of operations consisting of the aforementioned updates and of the following query operation:
ThreePaths (vl, v2) : Determine whether three vertex-disjoint paths between vertices vl and v2 exist.
After a review of basic definitions in Section 2, in Section 3 we study the problem of maintaining the triconnected components of a biconnected graph. First, we present a versatile data structure, called the SPQR-tree, which essentially represents the decomposition of a biconnected graph with respect to its triconnected components. A first application of SPQR-trees to on-line planarity testing of biconnected graphs has been given in [1] and [2] . In this paper SPQR-trees are defined without reference to planarity. We show that, in a static environment, SPQR-trees support operation ThreePaths in O(1) time using O(n) space. Next, we consider update operations InsertVertex and InsertEdge, and show that the SPQR-tree can be maintained with a constant amortized number of elementary tree operations and set operations per update. Using a combination of fast union-find and split-find data structures stored at the nodes of the SPQR-tree, we obtain an O (n)-space data structure that supports operations ThreePaths, InsertVertex, and lnsertEdge in O(ot(k, n)) amortized time, k being the total number of operations performed (a (k, n) denotes the well-known Ackermann's function inverse).
Previously, Kanevsky [7] has provided an implicit static representation of the separation pairs of a biconnected graph that uses O (n) space, but did not consider queries nor updates. Westbrook and Tarjan [13] have presented a technique for the on-line maintenance of biconnected components that supports queries and updates in amortized time
O(ot(k, n)). The on-line maintenance of triconnected components is explicitly men-
tioned as an open problem in [13] . Note that the static computation of the triconnected components of a graph can be done sequentially in O (n + m) time [5] , and on a CRCW PRAM in O(logn) time with (n + m) ~(m, n) processors [3] .
In Section 4 we present another data structure, the BC-tree, that represents the arrangement of the biconnected components of a connected graph. The BC-tree contains as a secondary structure the SPQR-trees of each biconnected component. We show that the BC-tree can be maintained with a constant amortized number of elementary tree operations and set operations, plus an O (log n)-time overhead per vertex update. Graphs that are not connected are represented by a BC-forest. Using the BC-forest, we show how to maintain on-line the triconnected components of a general graph with an O (n)-space data structure that supports a sequence of k operations in time O (n log n + k).
2. Preliminaries. We recall some basic definitions on connectivity. A graph, or multigraph, G is k-connected if there are k vertex-disjoint paths between any two vertices of G. 1-connected, 2-connected, and 3-connected graphs are usually called connected, biconnected, and triconnected, respectively. It is well known that G is k-connected if there is no set ofk -1 elements, each a vertex or an edge, whose removal disconnects G. Such a set is called a separating (k -1)-set. Separating 1-sets and 2-sets of vertices are called cutvertices and separation pairs, respectively.
The biconnected components of a connected graph (also called blocks) are:
(a) Its maximal biconnected subgraphs.
(b) Its separating edges together with their endpoints (trivial blocks).
The triconnected components of a biconnected graph G are defined as follows [5] , [12] . If G is triconnected, then G itself is the unique triconnected component of G. Otherwise, let (u, v) be a separation pair of G. We partition the edges of G into two disjoint subsets El and E 2 ([El I, lEE] >_ 2), such that the subgraphs G1 and G2 induced by them have only vertices u and v in common. We continue the decomposition Process recursively on G~I = G l + (u, v) and G~ -----G2 + (u, v) until no decomposition is possible. The resulting graphs are each either a triconnected simple graph, or a set of three multiple edges (triple bond), or a cycle of length three (triangle). The triconnected components of G are obtained from such graphs by merging the triple bonds into maximal sets of multiple edges (bonds), and the triangles into maximal simple cycles (polygons).
The triconnected components of G are unique. See [5] and [12[ for further details.
In the description of time bounds we use standard concepts of amortized complexity [10] .
3. Biconneeted Graphs. In this section we consider the problem of performing on a biconnected graph a sequence of ThreePaths, InsertVertex, and InsertEdge operations. Let In the example of Figure 1 (a) the split pairs include {v4, vs} and {vl, re}, the subgraph induced by v4, vs, v6, vT, and v8 is a split component, {v5, vv} is a split pair that is not maximal with respect to {Vl, vl4}.
SPQR-Tree.
Let e be an edge of G between vertices s and t, called the reference edge. The SPQRtree 7" of G with respect to e describes a recursive decomposition of G induced by its split pairs. Tree 7" is a rooted ordered tree whose nodes are of four types: S, P, Q, and R.
Each node/z of 7-has an associated biconnected multigraph, called the skeleton of/~, and denoted by skeleton(lz). Tree 7-is recursively defined as follows (see Figure 1 Series Case: Otherwise, the split pair {s, t} has exactly two split components, one of them is the reference edge e, and we denote the other split component by G'. If G r has cutvertices cl ..... ck-i (k > 2) that partition G into its blocks Gl ..... Gk, in this order from s to t, the root of T is an S-node/z. Graph skeleton(iz) is the cycle e0, el, 9 .., ek, where e0 = e, co ---s, ck = t, and e i connects ci-I with ci
Rigid Case: If none of the above cases applies, let {sl, tj } ..... {sk, tk } be the maximal split pairs of G with respect to {s, t} (k > 1), and, for i = 1 .... , k, let Gi be the union of all the split components of {si, ti } but the one containing the reference edge e. The root of 7" is an R-node #. Graph skeleton(Iz) is obtained from G by replacing each subgraph Gi with the edge ei between sl and ti.
Except for the trivial case, IX has children Ixl ..... Ixk in this order, such that Ixi is the root of the SPQR-tree of (multi) graph Gi U ei with respect to reference edge ei (i = 1 ..... k). The endpoints of edge ei are called the poles of node Ixi. The tree so obtained has a Q-node associated with each edge of G, except the reference edge e. We complete the SPQR-tree by adding another Q-node, representing the reference edge e, and making it the parent of IX so that it becomes the root. An example of the SPQR-tree is shown in Figure 1 . The maximal split pairs with respect to reference edge (vl, v14) are: (1)3, 1)8), (1)3, 1)12), (v12, v8), (vl2, 1)14). Each such edge is associated with a Q-node child of R-node IX. 9 {v4, vs}, which are the poles of the R-node child of/.t. 9 {1)8, v14}, which are the poles of a P-node child of Ix. 9 {v2, v~2}, which are the poles of the other P-node child of #.
The next lemmas follow directly from the above definitions: LEMMA 1. Two S-nodes cannot be adjacent in 7". Two P-nodes cannot be adjacent in T.
LEMMA 2. Let IX be a node of 7-. We have: 9 If IX is an R-node, then skeleton(Ix) is a triconnected graph. 9 If# is an S-node, then skeleton(ix)is a cycle. 9 If IX is a P-node, then skeleton(ix) is a triconnected multigraph consisting of a bundle of multiple edges. 9 If IX is a Q-node, then skeleton(ix) is a biconnected multigraph consisting of two
multiple edges. It is possible to show that SPQR-trees of the same graph with respect to different reference edges are isomorphic and are obtained one from the other by selecting a different Q-node as the root. SPQR-trees are closely related to the classical decomposition of biconnected graphs into triconnected components [5] , [ 12] . Namely, the triconnected components of a biconnected graph G are in one-to-one correspondence with the internal nodes of the SPQR-tree: the R-nodes correspond to triconnected graphs, the S-nodes to polygons, and the P-nodes to bonds. Also, the SPQR-tree extends the notion of tree of triconnected components [12] by introducing the concepts of poles, allocation nodes, and proper allocation nodes, which are crucial to the developments of this paper. Note that our definitions are simpler than the ones originally given by Tutte [12] . SPQR-trees of planar directed graphs were introduced in [1] and applied to the problem of online planarity testing. In this paper we extend the concept of SPQR-trees to nonplanar undirected graphs.
LEMMA 5. The SPQR-tree 7" of G has m Q-nodes and 0 (n ) S-, P-, and R-nodes. Also, the total number of vertices of the skeletons stored at the nodes of 7-is O(n).
PROOF. Clearly, there are m Q-nodes. For each S-or R-node ~, we consider a vertex of properset(Iz). Such vertices are all distinct, so that there are at most n S-and R-nodes.
Also, there are at most n + 1 P-nodes because the parent of a P-node is either an S-node, an R-node, or the Q-node at the root. Finally, since exactly two vertices of the skeleton of a node (the poles) are not properly allocated at that node, the total number of vertices of the skeletons stored at the nodes of T is O (n).
[] (Only-If) Assume that there is no P-or R-node where both Vl and v2 are allocated.
We show that vl and v2 are separated by a pair of vertices or by a vertex and an edge. We consider two cases:
9 Vertices vL and 112 are both allocated at an S-node #.
If vl and vs are not adjacent in skeleton(l~), then they are separated in G by the pair of vertices neighbor of vj (or v2) in skeleton(Iz). Else, vl and v2 are both allocated at a Q-node associated with an edge e of G between them, and they are separated by e and by any other vertex of skeleton(#) distinct from vl and vs.
9 There are no nodes where vl and vs are both allocated.
Let/zl = proper(vj ) and/zs = proper(v2), and denote with si and ti the poles of/zi 
proper(v1) = proper(v2) = X (in this case X is an R-node or the unique child of the root). 9 Vl is apole of X, with X = proper(v2) (in this case X is an R-node). 9 v2 is apole of X, with X = proper(vi) (in this case X is an R-node). 9 Vl and v2 are the poles of X, and the parent X' of X is an S-node (in this case proper(vi) = X' or proper(v2) = if).
In a static environment operation ThreePaths can be efficiently supported with the following data structure:
9 The SPQR-tree of G without the Q-nodes children of R-nodes, where each node stores its type, its poles (but not its skeleton), and a pointer to its parent, called the parent-pointer. The removal of Q-nodes children of R-nodes eliminates redundant information and reduces the space requirement to O (n). 9 For each vertex, a pointer to its proper allocation node. Such pointers are called proper-pointers. 9 For each vertex v properly allocated at an S-node #, pointers to the (at most two) children of/z of which v is a pole. Such pointers are called S-pointers.
By Lemma 5, this data structure uses O(n) space. Also, it can be constructed in O (n +m) time using a variation of the algorithm given in [5] . The algorithm for operation ThreePaths consists of testing the conditions of Lemma 7. This is done by accessing nodes proper (vO, proper(v2) , and their parents by using the proper-pointers of vl and v2, and the parent-pointers in T. Also, if proper(v1) is an S-node, we use the S-pointers of vl to verify the last condition of Lemma 7, and similarly for v2. The correctness follows from Lemma 6. We obtain: Note that by storing at each node of the SPQR-tree its distance from root, we can also return a separation pair or a vertex-edge pair whose removal disconnects vl from v2 whenever operation ThreePaths(vj, v2) returns false (see the proof of Lemma 6). We detect the case where vl and v2 are adjacent and allocated at the same S-node/z by using the S-pointers of v~ and v2. In this case two such S-pointers point to the same Q-node, associated with edge (v j, v2). The performance bounds are the same as in Theorem 1.
3.3.
Updates. Our dynamic environment for biconnected graphs consists of performing a sequence of intermixed ThreePaths, InsertEdge, and InsertVertex operations. This repertory of Operations is complete for the class of biconnected graphs, since any biconnected graph G with n vertices and m edges can be assembled starting from the triangle graph (a graph consisting of a cycle with three vertices and edges) with a sequence of n -3 InsertVertex and m -3 lnsertEdge operations. Also, such a sequence can be computed in O(n + m) time [2] . Note that if the vertices of G are labeled, the above assembly is performed starting from a triangle graph with properly chosen vertex labels.
The effect of InsertVertex(v, vl, v2) on the structure of the SPQR-tree is to replace the Q-node of edge ('0~, v2) with an S-node having children Q-nodes el and e2. If the new S-node is a child of an S-node, it is absorbed into its parent. If, before operation InsertVertex(v, Vl, v2), edge (vl, v2) is the reference edge, then after the operation the reference edge becomes undefined. In this case we choose (vt, "0) as the new reference edge.
In the example of Figure 2 , vertex v15 is inserted on the reference edge ('01, vl4), and the new reference edge becomes (vl, v15).
The restructuring of the SPQR-tree caused by InsertEdge(vl, v2) is more complex (see the example in Figure 3) . We describe the restructuring with resPect to a nonrooted version of 7-. Note that the skeletons of the nodes, and hence the allocation nodes of a vertex, do not depend on the choice of root node. By Lemma 6, only the vertices of the skeletons are used to answer operation ThreePaths. Hence, we do not need to discuss the updates to the skeleton edges.
Two fundamental restructuring primitives are merging R-nodes and splitting S-nodes.
Merging two R-nodes consists of identifying the nodes and unioning their sets of neighbors and skeleton vertices. Splitting an S-node is defined below.
Let/z be an S-node and let #0 .... Now we are ready to describe the restructuring of the (unrooted) SPQR-tree in consequence of operation InsertEdge (vl, v2) . Let )~ be a new Q-node, associated with the new edge (vl, v2). We distinguish five cases:
1. vj and "02 have exactly one common allocation node/z, which is an R-node.
We simply add a tree edge between )~ and/z. 2. ' 01 and v2 have exactly one common allocation node #, which is an S-node.
We split/z between vj and v2, yielding nodes vt and v2, and replace it with a new P-node v adjacent to ~, vl, and v2. 3. vi and v2 have a common allocation P-node/z (such a P-node is unique). We simply add a tree edge between ~ and/~. 4. vL and v2 have exactly two common allocation nodes #1 and/z2.
Nodes/zl and/z2 are adjacent in T. We replace the tree edge (t~l,/~2) with a new P-node v adjacent to ~, ~l, and #2. 5. v~ and v2 do not have common allocation nodes.
Let FI be the minimal path in 7" whose extreme nodes tzl and/z2 are allocation nodes of vl and v2, respectively. In the example of Figure 3 we illustrate operation InsertEdge(v7, rio) . Part (a) shows the SPQR-tree before the insertion, with'path 1-1 drawn with thick lines. Part (b) shows the SPQR-tree after the insertion. Note the split of the S-node and the absorption of the P-node that are on path I7.
By Lemma 4, the above five cases are exhaustive. Concerning the correctness of Case 5, observe that the split pairs associated with the edges of path I-I, except those associated with P-nodes, are no longer split pairs after the insertion.
In the rooted version of the SPQR-tree T, the above restructuring corresponds to performing a sequence of merge and split operations on the sets of children and sets of properly allocated vertices for selected R-and S-nodes of T. Hence, the circular split of an S-node reduces to O (1) standard splits of a linear sequence. The action takes place along a subpath of the path of 7" between/zl = proper(v1) and/z2 = proper(v2).
We measure the complexity of the restructuring in terms of the number of the following elementary operations: access to the parent of a node, merge of two sets (of children or of properly allocated vertices), and split of a set (of children or of properly allocated vertices). In the following lemma, the amortization refers to a sequence of updates starting from the triangle graph. A constant number of elementary operations is performed at each node of 17, so that N < a 9 l + b, where 1 is the length of path 17, and a and b are constants.
Let Rn and Pn be the sets of R-and P-nodes on path l-l, respectively. Since, by Lemma 1, there are no two consecutive S-nodes in lq, we have that IRnl + IPnl >__ (l -1)/2. Since all R-nodes of FI are merged and the degree of all P-nodes of n is decreased by one, we have that Aqb = -c. We use the following dynamic data structure:
9 The SPQR-tree 7-of G without the Q-nodes children of R-nodes. 9 For each node/z of 7-, depending on the type of/z, we represent the set of children of /z and the set of properly allocated vertices, properset(lz), as follows (see Figure 4 ): --For an R-node we use the condensible node structure of [13] , where properset(l_t)
is a union-find data structure with amortized time complexity O(o~(k, n)) [11] per operation (a(k, n) denotes the well-known Ackermann's function inverse). Also, each child of/z has a pointer to an element ofproperset(Iz). --For an S-node we represent the children and proper vertices (which form a sorted sequence) as a split-find data structure that supports insert, split, and find operations in O (1) amortized time [4] , [6] . --Finally, we use direct pointers for the children of a P-node, whose setproperset(#) is empty. PROOF. With the above data structure, finding the proper allocation node of a vertex and accessing a parent R-or S-node needs a preliminary find operation and takes O (a (k, n)) amortized time. Our analysis of the split and merge operations in the restructuring of the SPQR-tree 7" shows that split operations are performed only on S-nodes, while union operations are performed only on R-nodes (see Figure 5 ). Transfers of children or properly allocated vertices between nodes happens only through insertions and deletions of individual elements (see, e.g., Figure 5(b) ). Hence, the lack of interaction between the union-find and split-find data structures implies an O (ct(k, n)) amortized time bound for each elementary operation performed in the restructuring of 7". By Lemma 8, we conclude that a sequence of k operations, each a ThreePaths, InsertEdge, or InsertVertex, starting from the triangle graph, takes total time O(k . or(k, n) ).
[] 4. General Graphs. In this section we extend our techniques to general (nonbiconnected) graphs. First, we consider connected graphs, and then nonconnected graphs.
BC-Tree.
Let G be a connected graph with n vertices. The BC-tree 13 of G has a B-node for each block (biconnected component) of G, and a C-node for each cutvertex of G. Edges in 13 connect each B-node # to the C-nodes associated with the cutvertices in the block of/x. The BC-tree is rooted at an arbitrary B-node. Also, the B-node of each nontrivial block B stores the SPQR-tree of B. Observe that the number of blocks of G is O (n), and the total number of vertices in the blocks of G is O (n) as well. The BC-tree is a variation of the data structures for maintaining biconnected components described in [9] and [ 13] . The innovation introduced here is attaching an SPQR-tree at each B-node. the number of vertices of B. Clearly, the number of R-nodes and the degrees of the Pnodes is not affected by the rerooting so that the potential of the SPQR-tree of block B, as defined in the proof of Lemma 8, stays unchanged. Note that although the allocation nodes of each vertex remain the same, the proper allocation node of each vertex in general changes. This implies a rebuilding of the union-find and split-find data structures, which can also be done in time proportional to the number of vertices of B.
In the following we determine the time complexity of maintaining the BC-tree in 
where Ni is the number of elementary operations performed in block B~.
Let CB, be the potential of the SPQR-tree of block Bi, as defined in the proof of The remaining operations can only decrease the potential qb2. Hence, recalling that -qb2 = O (n log n), we have that in a sequence of/ThreePaths, InsertEdge, lnsertVertex, and Attach Vertex operations, the total rebuilding time is O (n log n). We conclude that a sequence of k operations, each a ThreePaths, InsertEdge, InsertVertex, or AttachVertex, takes time O(n logn + kot(k, n)) = O(n logn + k). 
4.3.
Nonconnected Graphs. For graphs that are not connected, we add MakeVertex to the repertory of update operations, and consider the BC-forest, which is the forest of the BC-trees of the connected components. When an InsertEdge operation joins two components, we rebuild the BC-tree of the connected component of smaller size, so that it becomes a subtree of the BC-tree of the larger component. We can charge the rebuilding time to the vertices of the graph. Each time a vertex is involved in a rebuilding operation, the size of its connected component at least doubles. Hence, the total rebuilding time is O (n log n). Recalling Theorem 3, we obtain: c~(k, n) ) [8] .
