The title equation is completely solved in integers (n, x, y, a, b), where n ≥ 3, gcd(x, y) = 1 and a, b ≥ 0. The most difficult stage of the resolution is the explicit resolution of a quintic ThueMahler equation. Since it is for the first time -to the best of our knowledge-that such an equation is solved in the literature, we make a detailed presentation of the resolution; this gives our paper also an expository character.
Introduction
The title equation belongs to the general class of Diophantine equations of the form
where D is a positive integer all whose prime factors belong to a finite set S of at least two distinct primes. All solutions of the Diophantine equation (1.1) have been determined for various sets S:
In [21] for S = {2, 3}, in [22] for S = {2, 5}, in [10] for S = {2, 11}, in [23] for S = {2, 13}, in [13] for S = {2, 17}, S = {2, 29}, S = {2, 41}, in [32] for S = {2, 19}. Note that, in all these cases, S = {2, p}, where p is an odd prime. The case of S = {2, p}, with a general odd prime p, was recently studied by H. Zhu, M. Le, G. Soydan and A. Togbé [38] , who gave all the solutions of x 2 + 2 a p b = y n , x ≥ 1, y > 1, gcd(x, y) = 1, a ≥ 0, b > 0, n ≥ 3 under some conditions.
Several papers deal with the Diophantine equation (1.1) when S contains at least two distinct odd primes. Thus, all solutions of the Diophantine equation (1.1) were given in [2] for S = {5, 13}, in [28] for S = {5, 17}, in [30] , [31] for S = {7, 11} -except for the case when ax is odd and b is even-, in [6] for S = {11, 17}, in [17] for S = {2, 5, 13}, in [9] for S = {2, 3, 11}, in [15] for S = {2, 5, 17}. In [27] , Pink gave all the non-exceptional solutions of the equation (1.1) (according to the terminology of that paper) for S = {2, 3, 5, 7}. A survey of these and many others can be found in [6] , [1] . Very recently, the equations with S = {2, 3, 17} and S = {2, 13, 17} were solved in [16] .
In [11] , I.N. Cangul, M. Demirci, G. Soydan and N. Tzanakis gave the complete solution (n, a, b, x, y)
of the Diophantine equation (1.1) for S = {5, 11} when gcd(x, y) = 1, except for the case when abx is odd. In this paper we treat this remaining case, proving thus the following: (1, 1, 3, 4) , (1, 1, 419, 56) , (2, 3, 968, 99) , (3, 1, 37, 14) , (5, 5, 36599, 1226) .
If n = 4 there are no solutions (a, b, x, y) and, for n = 6, the only integer solution is (a, b, x, y) =
(1, 1, 3, 2).
If n = 5 or n ≥ 7, the equation has no integer solutions (a, b, x, y).
The proof of Theorem 1.1 is already accomplished in [11, Theorem 1] for the following cases: (A) n = 3, 4, 6, and (B) n ≥ 5, n = 6 and either (i) ab is odd and x is even, or (ii) at least one of a, b is even. Therefore, what remains is:
To prove that, if n ≥ 5 is prime, then the equation (1.2) has no solution (a, b, x, y) with abx odd.
This paper has two objectives, the first one being displayed above. Second is the systematic discussion in Section 3 of the resolution of the quintic Thue-Mahler equation (3.5) which, along with the three Appendices (see "Plan of the paper" below) lends also an expository character to the paper, as it presents in detail the application of the method of N. Tzanakis & B.M.M. de Weger [34] to the explicit resolution of a quintic Thue-Mahler equation. To the best of our knowledge, in the literature it is the first example of explicit resolution of a quintic Thue-Mahler equation. Indeed, in [34] , the worked example is a cubic Thue-Mahler equation; those days -almost 25 years ago-the available software was not as developed as to support the application of the method to a quintic Thue-Mahler equation; even until today, only very few works are published in which Thue-Mahler equations are explicitly solved and none of them deals with a quintic equation; more specifically: In [11] , I.N. Cangul, M. Demirci, G. Soydan and N. Tzanakis need to solve -successfully-a quartic Thue-Mahler equation. In [19] , Dohyeong Kim proposes a method different from that of [34] with many examples-for the explicit resolution of cubic Thue-Mahler equations, which exploits the modularity of elliptic curves over Q. M.A. Bennett and S.R. Dahmen [4] , in their study of generalized superelliptic equations need to consider some special classes of Thue-Mahler equations. These are closely related to the so-called Klein forms, which are defined as binary forms of the following shape:
F (x, y) := F n (ax + by, cx + dy), where a b c d ∈ GL 2 (Q), n ∈ {2, 3, 4, 5} and F 2 (x, y) = xy(x + y), F 3 (x, y) = y(x 3 + y 3 ), F 4 (x, y) = xy(x 4 + y 4 ), F 5 (x, y) = xy(x 10 − 11x 5 y 5 − y 10 ). Thue-Mahler equations whose left-hand side is a Klein form are considered. In the case of cubic Klein forms,
Bennett and Dahmen, implemented the method of [34] ; for the purposes of their paper, explicit resolution of higher degree Thue-Mahler equations was not necessary.
Finally, we mention Kyle Hambrook's M. Sc. thesis [18] , where the method of [34] Plan of the paper. In Section 2 we prove that equation (1.2) has no solutions with abx odd and prime n ≥ 7. Thus, we are reduced to proving that our equation has no solutions with abx odd and n = 5. This is accomplished in Section 3 which is the heart of the paper and is divided into two subsections. In Subsection 3.1, using standard algebraic Number Theory, we reduce the equation x 2 + 5 a 11 b = y 5 -with gcd(x, y) = 1 and abx odd-to the quintic Thue-Mahler equation (3.5), whose right-hand side is −2 5 3 4 5 z 1 11 z 2 , where z 1 = (a − 1)/2 and z 2 = (b − 1)/2 are now our non-negative unknown integers. Then, Subsection 3.2 is devoted to the resolution of that Thue-Mahler equation, quite a complicated task. In order to make the exposition of our resolution as clear as possible, we divided Subsection 3.2 into nine (sub)subsections from (sub)Subsection 3.2.1 through (sub)Subsection 3.2.9.
• In Subsection 3.2.1, using standard arguments from algebraic Number Theory along with the valuable routines of magma [3] , we reduce our quintic Thue-Mahler equation to the ideal equations (3.7) and (3.8) , in the right-hand side of which appear the unknown non-negative integers z 1 and z 2 .
• In Subsection 3.2.2, working 5-adically, we prove that z 1 ≤ 27 (implying a ≤ 55).
• In Subsection 3.2.3 we we work 11-adically. Making also use of the upper bound z 1 ≤ 27, we are led to the following situation: Instead of solving one (quintic) Thue-Mahler equation in which the exponents of the primes 5 and 11 are among the unknowns, we are led to solving 28 similar Thue-Mahler equations, with all having the same left-hand side and right-hand sides in which only the exponent of the prime 11 is among the unknowns. This is certainly a profit; these 28 equations can be treated as one equation, namely, equation (3.16) . In this last equation, besides the unknown integer z 2 = (b − 1)/2, three more unknown integers a 1 , . . . , a 4 make their appearance; these are the exponents of the four fundamental units of the quintic field related to the Thue-Mahler equation.
• In Subsection 3.2.4 the aforementioned equation (3.16) leads to the three-term S-unit equation (3.17) ; this is the basic step towards the use of Linear Forms in Logarithms in both the real/complex and the p-adic sense; consequently:
• In Subsection 3.2.5 we are in a position to apply a powerful result of Kunrui Yu (Theorem 3.2 in this paper) which, given the algebraic numbers α 1 , . . . , α n and a prime p, provides an upper bound for the p-adic valuation of α
. . , b n ∈ Z, in terms of log max{3, |b 1 |, . . . , |b n |}. 3 Combining the result of this application with the instructions in p. 238 of [34] we manage to bound z 2 in terms of log max{z 2 , |a 1 |, . . . , |a 4 |}. We remark here that, in order to conform with the notation of [34] , the recipes of which we follow very closely, we denote z 2 by n 1 .
• In Subsection 3.2.6 we apply another strong result due to E.M. Matveev (Theorem 3.3 in this paper) which, given the algebraic numbers α 1 , . . . , α n , provides 4 a lower bound for |b 1 log α 1 + · · ·+ b n log α n |, for any b 1 , . . . , b n ∈ Z, in terms of log max{3, |b 1 |, . . . , |b n |}. Applying this theorem in our case and combining the result with the detailed instructions of [34, § § 10,11] , we obtain a numerical upper bound for H = max{n 1 , |a 1 |, |a 2 |, |a 3 |, |a 4 |}; see (3.23) . Then, this upper bound of H, in combination with the result of the previous Subsection 3.2.5, gives a specific numerical upper bound for n 1 , which is considerably smaller than H; see (3.24) . However, both upper bounds are huge, of the size of 10 43 and 10 32 , respectively and need to be reduced to a manageable size, as discussed in [34, Section 13] .
• In Subsection 3.2.7 we apply the so-called "p-adic reduction step", which is described in detail in Sections 12,14 and 15 of [34] and reduce the upper bound for n 1 to n 1 ≤ 207.
• In Subsection 3.2.8 we combine this extremely smaller upper bound with the (still remaining) huge upper bound of H, and do the "real reduction step", following the instructions of [34, Section 16] .
With this step we get the bound H ≤ 231.
• In the final Subsection 3.2.9 we discuss how we proceed with a further reduction, by successively repeating the "p-adic reduction" and the "real reduction" steps two more times, until we obtain the bound (z 2 =) n 1 ≤ 21 and H ≤ 34. At this point we don't need the bound H ≤ 34; as explained in [7] . It turns out that no solutions exist and this completes the proof that equation (1.2) with abx odd and n = 5 has no solutions. Since in Section 2 we have also proved that equation (1.2) with abx odd and n > 5 has no solutions, we have completed the proof of Theorem 1.1.
In the Appendices A through B at the end of the paper we collect some theoretical facts and give some information about how these are realized in practice with the use of magma [3] . We also give the results of a few computations. The huge algebraic numbers in Appendix B are not strictly necessary; however, they are useful in giving the reader a sense of what "monsters" are involved in such a task.
We hope that the appendices will make transparent our way of work and friendly the reading of our paper. would like to thank to Professor Mike Bennett for useful suggestions.
The authors thank the anonymous referee for his careful reading and useful comments.
2 Equation (1.2) with abx odd and prime n ≥ 7 Proposition 2.1. Equation (1.2) has no solutions with xab odd and prime n ≥ 7.
Proof. We assume that a solution (x, a, b, n, y) in which xab is odd and n is a prime ≥ 7 does exist, and we put a = na 1 + α and b = nb 1 + β, where 0 ≤ α, β < n, so that our equation becomes
Without loss of generality we assume that x ≡ 1 (mod 4). According to the notation etc of [29, Section 14] , this is a ternary equation of signature (n, n, 2), so that it falls under the scope of the recipe described in [29, §14.2] . Accordingly, we have the following table which shows how we will apply that recipe in our case. 
Since y is even, x ≡ 1 (mod 4) and n ≥ 7, our equation falls in case (v) of [29, §14.2] and we deal with the elliptic curve
According to a result of Bennett and Skinner [5, Lemma 2.1] (or [29, Theorem 16] ), the discriminant and conductor of this elliptic curve are, respectively
where in the last product q is prime. According to [29, Theorem 16 (c) ], there exists a newform f of level N n = 2 · 5 · 11 = 110, such that E 3 ∼ n f (E 3 arises from f mod n; see [29, §5] ).
A computation using magma returns three rational newforms of level 110, namely 5
and a non-rational newform
where α 2 + α − 8 = 0, along with its conjugate newform.
Now we apply [29, Proposition 9.1] to E = E 3 and f = f i , i = 1, 2, 3, 4. Our notation refers to that Proposition. Since (X, Y ) = (0, 0) is a 2-torsion point on E 3 , we take t = 2. Also N ′ = 110 and we choose the prime ℓ = 3, noting that ℓ ∤ N ′ and ℓ 2 ∤ N 3 . Then,
Also, denoting by c 3i the coefficient of q 3 in the newform f i , we compute
For the newform f 4 we compute
According to the conclusion of [29, Proposition 9.1], n must divide B 3 (f i ) for some i ∈ {1, 2, 3, 4}, which is impossible since we assumed that n is a prime ≥ 7. ✷ 3 Equation (1.2) with abx odd and n = 5
3.1 Reduction to the Thue-Mahler equation (3.5) In view of Proposition 2.1, we are left with n = 3, 5. The case n = 3 is already solved completely; see [11, Proposition 2] . In particular, the only solutions with abx odd are the following:
(a, b, x, y) = (1, 1, 3, 4), (1, 1, 419, 56), (3, 1, 37, 14) , (5, 5, 36599, 1226) .
It remains to treat the title equation when n = 5 and xab is odd. We write our equation
and work in the field
Using either pari-gp [26] or magma [3] we can obtain the following facts about the number-field L:
• The class-number is 4.
• The order of the ideal-class of both p 2 and p ′ 2 in the ideal-class group is 4. More specifically, p 4 2 = 2 − ρ and p ′ 2 = 1 + ρ .
• ρ = p 2 7, ρ .
From (3.1) we obtain the ideal equation
Our first observation is that no prime ideal factor over an odd rational prime can divide both ideal factors in the right-hand side of (3.2). Indeed, if p is a prime ideal over an odd rational prime, then p|2x, hence p|x. But p| x + z √ −55 , hence p|z √ −55. It follows that p|55, which contradicts gcd(x, 55) = 1.
Next we observe that 2 divides both x − z + 2zρ and
Combining the above small observations with (3.2), we conclude that
where a 1 , a 2 are relatively prime (integral) ideals, such that a 1 a 2 = y 1 .
The first equation (3.3) becomes
Since the class-number is 4, the above ideal equation implies the ideal-class equation
. Therefore, p ′ 2 a 1 is a principal ideal, so that, on multiplying both sides of the above displayed equation by p ′ 2 4 and setting p ′ 2 a 1 = u + vρ (u, v ∈ Z) we finally arrive at the following (element) equation
In (3.4) we equate coefficients of ρ in both sides, as well as rational parts, obtaining thus the following two relations:
By multiplying both sides of the first displayed equation by 3 4 we get
In order to conform precisely with the notations of [34] the method of which we will apply in this section, we set
where F = Q(θ) with g(θ) = 0 and
with (polynomial) discriminant D θ = 2 32 3 12 5 11 11 6 .
Resolution of the Thue-Mahler equation (3.5)
3.2.1 From equations (3.5) to ideal equations (3.7) and (3.8)
We need the following arithmetical data for the number field F .
• F is a totally real field with class-number 1.
• An integral basis is 1, β 2 , β 3 , β 4 , β 5 , where
• A quadruple of fundamental units is the following:
• Prime factorization of 2:
• Prime factorization of 3:
• Prime factorization of 5:
• Prime factorization of 11:
The above information combined with (3.5) easily implies that we have the following possibilities:
where, in both cases,
Treating 5-adically equations (3.7) and (3.8)
From the ideal equations (3.7) and (3.8) we will compute an upper bound for the unknown exponent z 1 , using the "Second Corollary of Lemma 1" in Section 5 of [34] . As a consequence, the equation (3.5) will be replaced by a rather small number of similar equations in which only the exponent z 2 will be unknown; this is certainly a gain. With the notations of Sections 3,5 of [34] we have in our case: In view of the fact that m = 1 and e 1 = 5, the "Second Corollary of Lemma 1" in [34] implies that
3.2.3 Treating 11-adically equations (3.7) and (3.8)
Once again we use the notations of Sections 3,5 of [34] . Now g(t) = g 1 (t)g 2 (t)g 3 (t) is the factorization of g(t) into irreducible polynomials of Q 11 [t] , where
Following the notation of the beginning of §5 of [34] we denote the Q 11 -conjugates of the θ i 's as follows:
• θ
1 , i = 1, 2; the roots of g 1 (t), living in a quadratic extension of Q 11 .
• θ (i) 2 , i = 1, 2; the roots of g 2 (t), living in a quadratic extension of Q 11 .
3 = θ 3 = 7 + 2 · 11 + 2 · 11 2 + 10 · 11 3 + 7 · 11 4 + · · · ∈ Q 11 ; the root of g 3 (t). 
where k = 1 if i = 3 and k ∈ {1, 2} if i = 1 or 2; and analogously, l = 1 if j = 3 and l ∈ {1, 2} if j = 1 or 2. According to the discussion in Appendix A, in order to compute ord 11 (θ
Moreover, since ord p (−α) = ord p (α), it is clear that it suffices to consider only the values (i, j) = (1, 3), (2, 3), (1, 2) .
h 23 (t) = t 2 + (6 + 10 · 11 + 9 · 11 2 + 9 · 11 3 + 6 · 11 4 + · · · )t + (9 + 9 · 11 + 11 2 + 9 · 11 3 + 9 · 11
It follows that, when in (3.11) we have (i, j) = (1, 3), (2, 3), then ord 11 (θ 2) , the following lemma, whose proof is a matter of straightforward calculations, gives us a quartic polynomial h 12 (t) ∈ Q 11 [t] which has θ
2 as a zero (independent from k, l).
The constant term of h 12 (t) is 9 · 11 2 + 5 · 11 3 + 6 · 11 4 + · · · , hence (A.1) gives ord 11 (θ
In view of the above, when (i, j) = (1, 3) or (2, 3), the number (3.11) is zero, therefore, statement (i) of the aforementioned Prime Ideal Removing Lemma implies that x − yθ is divisible by at most one prime among π 111 and π 113 (equivalently: w 1 = 0 or w 3 = 0) and by at most one prime among π 112 and π 113 (equivalently: w 2 = 0 or w 3 = 0), hence either w 3 = 0 or (w 1 , w 2 ) = (0, 0).
(3.12)
When (i, j) = (1, 2), the number (3.11) is equal to 1, hence, again by statement (i) of the Prime Ideal
Removing Lemma, it follows that at most one among π 111 and π 112 divides x − yθ with power > 1.
If this actually occurs for π 11i (i = 1 or 2), which means that ord π 11i (x − yθ) > 1, then statement (ii) of the Prime Ideal Removing Lemma implies that
i ) 2 being the discriminant of the polynomial g i (t), is equal to either 6 · 11 +
If we combine (3.12) and (3.13) we see that we have the following possibilities: 14) where in the first case we understand that w 3 can be "large". The remaining three possibilities combined with the relations (3.7) and (3.8), lead us to
By (3.9), z 2 = w 1 + w 2 + w 3 = w 1 + w 2 = 1, 2, and by (3.10), 0 ≤ z 1 ≤ 27. Taking norms in the above relations, we obtain the following fifty six Thue equations (cf. (3.5):
The magma routine for solving Thue equations, based on Bilu & Hanrot method [7] (which improves the method of [33] ) "answers" that there are no solutions at all. The computation cost for this task is less than 2.5 seconds.
In view of the above discussion, we are left with the first case in (3.14), hence we have to solve the ideal equations x − yθ = π 2 5 π 31 4 π 5 z 1 π 113 w 3 and x − yθ = π 2 5 π 32 π 5 z 1 π 113 w 3 , where, in both cases, 0 ≤ z 1 ≤ 27.
To sum up, the solution of the equation (3.5) is reduced to that of the equation
in the unknowns (a 1 , a 2 , a 3 , a 4 , n 1 ) ∈ Z 4 × Z ≥0 .
From equation (3.16) to S-unit equation (3.17)
Let K be an extension of F such that g(t) has at least three linear factors in K[t]. Actually, in our case, such an extension coincides with the splitting field of g(t) over F (see (3.6)). We have K = Q(ω) and the minimal polynomial of ω over Q, denoted by G(t), is of degree 20 (see Appendix B). Thus,
For every i ∈ {1, . . . , 5}, the i-th embedding F ֒→ K is characterized by θ → θ (i) (ω) and maps the general element β ∈ F to its i-th conjugate β (i) (ω). This belongs to Q(ω), hence it is a polynomial expression in ω, of degree at most 19, with rational coefficients.
On the other hand, if P is the prime ideal of K over π 113 , mentioned in Appendix B, 6 then, by the discussion of Appendix A, there is an embedding K ֒→ K P = Q 11 (ω P ), where G P (ω P ) = 0 for a specific second-degree factor G P (t) of G(t), irreducible over Q 11 ; see Appendix B. This embedding is characterized by ω → ω P , so that the 11-adic roots of g(t) are
and, for every β ∈ F , if the i-th conjugate of β over Q is β (i) (ω) (see a few lines above), then the embedding ω → ω P maps β to β (i) (ω P ).
If we work p-adically with p = 11, then, by θ (i) , β (i) , . . . we will understand θ (i) (ω P ), β (i) (ω P ), . . .; and if we work p-adically with p = infinite prime, by θ (i) , β (i) , . . . we will understand θ (i) (ω), β (i) (ω), . . ..
Our discussion below applies to both cases of p.
Applying the i-th embedding to the relation (3.16) we obtain the i-th conjugate relation
6 See just above and below of relation (B.1).
Then, for i = i 0 , j, k, where i 0 , j, k ∈ {1, . . . , 5} are any three distinct indices, we obtain three conjugate relations, analogous to the above. Eliminating x, y from the these three relations we finally obtain (cf. [34, Section 7] )
where
Now and until the end of the paper we put
2.5 Equation (3.17) implies an upper bound n 1 ≤ c 13 log H
We will prove the inequality in its title of this subsection, where c 13 is given by (3.20) . Our main tool is the important Theorem 3.2 due to Kunrui Yu which, given the algebraic numbers α 1 , . . . , α n and a prime p, provides an upper bound for the p-adic valuation of α
We turn to the relation (3.17), which we view as an algebraic relation over Q 11 . According to the discussion in Appendix B, the 11-adic roots θ (i) ∈ C 11 of g(t) are identified with θ i (ω P ) (i = 1, . . . , 5).
We choose the indices i 0 , j, k following the instructions in [34] , bottom of p. 235 and beginning of p. 236 up to Lemma 3. According to the discussion therein, since π 113 corresponds to the polynomial g 3 (t) whose root is θ 5 (ω P ) (cf. end of Appendix B), we must choose i 0 = 5; and since θ 1 (ω P ) and θ 3 (ω P ) are (according to the end of Appendix B, again) roots of the quadratic irreducible polynomial i /ǫ (j) i ) = 0 for i = 1, . . . , 4. Also, since θ (k) , θ (j) are 11-adic roots of a second degree irreducible polynomial over Q 11 , it follows, according to the second "bullet" in page 236 of [34] , that ord 11 (δ 1 ) = 0. These facts will be used in the application of Theorem 3.2.
Also, the relation (13) of [34, Theorem 5] holds, which in our case reads ord 11 (λ) = ord 11 (δ 2 ) + n 1 7 . A computation shows that ord 11 (δ 2 ) = 1/2 8 , hence
7 Actually, according to the relation (13) of [34, Theorem 5] , n1 is multiplied by a positive integer h1, defined in [34, Section 6], which is a divisor of the order of the ideal-class group. In our case, the ideal-class group is trivial, hence h1 = 1. 
Let p be a rational prime, P a prime ideal of the ring of integers of K lying above p and e P = e K/Q (P),
the ramification index and residue class degree, respectively, of P.
Now define d and f as follows:
If p ≥ 3 and p f P ≡ 3 (mod 4) then
. (n − 1)! p f (f log p) 3 max{1, log d} max{log(e 4 (n + 1)d), e P , f log p},
Let b 1 , . . . , b n be rational integers and define
If λ = 0 and ord P (α i ) = 0 for i = 1, . . . , n, then
Now we apply Theorem 3.2 to the λ given in (3.17), as interpreted in the beginning of this section, with i 0 = 5, j = 1, k = 3. Our application is briefly described in Table 4 . 
113 /π (f P , e P ) = (f K/Q (P), e K/Q (P)) ( following the simple instructions found on p. 238 of [34] . The difference between the pairs (c 13 , c 14 )
and (c ′ 10 , c ′ 11 ), if any at all, is negligible in practice. Anyway, in our case, it turns out easily that the two pairs coincide and, therefore, c ′ 10 we need the least positive integer h such that p h is principal. In our case p is already a principal ideal, therefore we take h = 1. In order to compute c 14 from c ′ 11 we need to compute ord 11 (δ 2 ) for the 56 values δ 2 (cf. (3.17) and (3.18)). One shouldn't expect difficulties in carrying out such computations using magma or any other package specialized to Number Theory.
3.2.6 First explicit bounds for H = max{n 1 , |a 1 |, |a 2 |, |a 3 |, |a 4 |} and n 1
We will prove the numerical upper bound (3.23) for H, based to E.M. Matveev's lower bound for linear form in (real/complex) logarithms of algebraic numbers; see Theorem 3.3 below. Then, as a straightforward consequence of (3.20) , this will imply the numerical upper bound (3.24) for n 1 .
We focus our attention to 1 + λ, where λ is defined in relation (3.17) . In this section we view K embedded in the complex field C, so that the algebraic numbers appearing in λ are complex numbers; actually, they are all real numbers, because all roots of g(t) are real. Note that the indices i 0 , j, k figuring in (3.17) are any distinct indices from the set {1, . . . , 5}. We follow step by step the very explicit instructions of Sections 9 and 10 of [34] This is a rather boring and cumbersome task if one performs the computations "by hand" (with the aid of a pocket calculator). Fortunately, the instructions are programmable in magma without much difficulty, so that the chain of computations is performed automatically. It turns out that c 22 = 14.
According to the terminology of page 243 of [34] , we are treating a "real case". Moreover, by page 244 of [34] , if we assume that H > c 22 = 14 (H is defined in (3.21) ), then 1 + λ is a positive real number and
By a strong and handy result of E.M. Matveev we can compute explicit constants c 7 , c 8 such that log(1 + λ) > exp(−c 7 (log H + c 8 )). More specifically we have the Theorem 3.3 below, which is a slight restatement of Theorem 2.1 of [24] . In this theorem log denotes an arbitrary but fixed branch of the logarithmic function on C; if x is a positive real number, log x always means real (natural) logarithm of x. Consider A 1 , . . . , A n satisfying
where, in general, h(α) denotes the absolute logarithmic height of the algebraic number α. Set κ = 1 if all α i 's are real; otherwise set κ = 2. Next, define
Then |Λ| > exp(−c 7 (log B + c 8 )), 10 We give the value of c16, because this will play a role later.
where c 7 = 16 n!κ e n (2n + 1 + 2κ)(n + 2)(4(n + 1)) n+1 (en/2) κ log(e 4.4n+7 n 5.5 D 2 log(eD))D 2 Ω, c 8 = log(1.5eD log(eD)A).
Now we apply Theorem 3.3 to the linear form Λ = log(1+λ) in (3.22) . Following the instructions of [34] (bottom of page 249 -beginning of page 250), we must consider Λ for all i 0 ∈ {1, . . . , 5}, and for each specific i 0 , the choice of the indices j, k is arbitrary, provided that i 0 = j = k = i 0 . Note that the condition of Z-linear independence of the α i 's, imposed by Theorem 3.3, in our case reads log(1+λ) = 0. This is equivalent to λ = 0; we see that this is true by viewing λ as the right-hand side of the relation (3.17) . The application of Theorem 3.3 in our case is briefly described in Table 5 . In this table, (i 0 , j, k)
runs through the set {(1, 2, 3), (2, 1, 3), (3, 1, 2), (4, 1, 2), (5, 1, 2)}. We note that, the condition of Zlinear independence of the α i 's, imposed by Theorem 3.3, in our case reads log(1 + λ) = 0. This is equivalent to λ = 0; we see that this is true by viewing λ as the right-hand side of the relation (3.17). 
We remark at this point that, actually, the values of c 7 , c 8 which we obtain for the various choices of (i 0 , j, k) differ "very little", if they differ at all.
We 11 continue to follow the instructions from the relation (24) of [34] onwards and compute constants c 23 , c 24 , c 25 and, finally, constants c real and c 27 , such that
• H = max{n 1 , |a 1 |, |a 2 |, |a 3 |, |a 4 |} < c real (see [34, Theorem 10]), 11 "We" means "our magma code".
• |Λ| ≤ c 27 exp{−c 16 max 1≤i≤4 |a i |} (see [34, relation (29) Also, c 27 < 3.906653; this constant, along with c 16 = 0.129 will be used in Subsection 3.2.7.
Computation time. The totality of computations that led to the bounds (3.23) and (3.24) was about 8 minutes.
The first p-adic reduction
In this section we reduce the upper bound (3.24) by a process we call p-adic reduction, with p = 11 in our case. imeFor the basic facts we refer to [35] and [34, Sections 12, 14, 15] . Given a rational prime p and a p-adic number x (in general, x belongs to a finite extension of Q p ), the p-adic logarithm of x is denoted by log p x and belongs to the same extension of Q p in which x belongs.
We go back to the relations (3.17) and (3.18) . According to the discussion in Appendix B and, more specifically, the notations etc on page 31, we have an embedding K ֒→ K P , where K P = Q 11 (ω P ) is a quadratic extension of Q 11 defined by the polynomial G P (t) = t 2 + (10744341441 + O(11 10 )) t + (9625552201 + O(11 10 )) = 0, 13 which allows us to view the θ (i) 's figuring in the above relations as elements of K P . According to our choice for i 0 , j, k, made in page 16, (i 0 , j, k) = (5, 1, 3) and, (11 10 )). In the notation of page 16, these are the 11-adic roots θ 5 (ω P ), θ 1 (ω P ) and θ 3 (ω P ) of g(t), respectively 14 . By 
12 As (i0, j, k) runs through the set {(1, 2, 3), (2, 1, 3), (3, 1, 2), (4, 1, 2), (5, 1, 2)}. 13 see Table 6 et. seq. 14 The two remaining 11-adic roots of g(t) are θ2(ω P ) = (517324682 + O(11 10 ))ω P + (5431351847 + O(11 10 )) and θ4(ω P ) = (2621442663 + O(11 10 ))ω P + (7443205770 + O(11 10 )). 5 : 0 ≤ z 1 ≤ 27}, we compute the 11-adic logarithms appearing in Λ 11 ; except for log 11 δ 1 , the remaining logarithms are independent from α.
Note that the values of log 11 above belong to K P and, therefore, they are of the form x 0 + x 1 ω P , where x 0 , x 1 ∈ Q p . If we put 1, 2, 3, 4) , then Λ 11 = Λ 11,0 + Λ 11,1 ω P , where
Following the instructions of [34, p.p. 256-257] we put for i = 0, 1:
where,
We divided by ord 11 (µ 4i ), because ord 11 (µ 4i ) ≤ min{ord 11 (λ 1 ), ord 11 (µ 1i ), . . . , ord 11 (µ 4i )}. Then, for i = 0, 1, we consider the lattice Γ mi which is generated by the column-vectors of the matrix
where, in general, for β ∈ Q 11 , we denote by β (m) the integer of the interval [0, 11 m − 1] for which ord 11 (β − β (m) ) ≥ m. We also consider the column vector
. 15 The exponent 5 is equal to the number of the unknown exponents in (3.17) .
Note that, in view of our remark after the definition of Λ 11 , there are 56 possible values for the vector y i , but the lattices Γ mi are independent from α. Let c 1 , . . . , c 5 be the column-vectors of an (ordered) LLL-reduced basis of Γ mi and s 1 , . . . , s 5 ∈ Q be such that y i = 5 j=1 s j c 5 . Let j 0 be the maximum index j ∈ {1, . . . , 5} for which s j ∈ Z and denote by s j0 the distance of s j0 from the nearest to it integer. Finally, put
Heuristically, when κ -and, accordingly by (3.25), also m-are sufficiently large, it is "reasonable"
to expect that condition (3.26) is satisfied, which would imply an upper bound for n 1 . Choosing in As a consequence, we conclude that n 1 ≤ 207.
Computation time. The computation cost for this reduction step was less than 1 minute.
The first reduction over R
We have the upper bound K 0 = 1.32171 · 10 43 for H = max{n 1 , |a 1 |, |a 2 |, |a 3 |, |a 4 |} and, by the conclusion of Subsection 3.2.7, we already know that n 1 ≤ 207 =: N 1 . Thus, in (3.22), coefficients n 1 , a 1 , . . . , a 4 of the linear form log(1 + λ) satisfy n 1 ≤ 207 and max i |a i | ≤ K 0 . Referring to (3.22) , let as put
where the meaning of the real numbers ρ, λ 1 , µ 1 . . . , µ 4 is obvious. Once again we stress the fact that these six real numbers depend on the choice of the indices (i 0 , j, k) (cf. page 21), and ρ = log |δ 1 | (cf. (3.22) ) depends also on the choice of α (cf. relations (3.18) and (3.16) 5 : 0 ≤ z 1 ≤ 27} and (i 0 , j, k) ∈ { (1, 2, 3), (2, 1, 3), (3, 1, 2), (4, 1, 2 ), (5, 1, 2)}, we compute the real numbers ρ, λ 1 , µ 1 . . . , µ 4 .
We follow the reduction process of [35] , as presented in [34, Section 16] . We put W ′ = ⌈K 0 /N 1 ⌉ -this is independent from the above choices-and choose a number κ > 1 and an integer C so that
0 . 17 How we choose κ will become clear below; as it turns out in practice, κ depends on α and (i 0 , j, k). We consider the lattice Γ C which is generated by the column-vectors of the matrix
. Also, we put φ 0 = ⌊Cρ⌋ and consider the column-vector
As in the previous section, we compute an (ordered) LLL-reduced basis of Γ C , say c 1 , . . . , c 5 . Let s 1 , . . . , s 5 ∈ Q be the coefficients of y with respect to this basis, denote by j 0 the maximum index j ∈ {1, . . . , 5} for which s j ∈ Z and by s j0 the distance of s j0 from the nearest to it integer. Finally, put ℓ(Γ C , y) ≥ 
Heuristically, one can argue that, if κ is sufficiently large and C = ⌈κK 5 0 /W ′ ⌉, then it is "reasonable" to expect that ℓ(Γ C , y) ≥ √ R 2 + S and, consequently, an upper bound for H is obtained from ( * * ), which is of the size of log K 0 .
To give an idea, if (i 0 , j, k) = (1, 2, 3) and we take κ = 100, C = 10 187 , then the condition ( * ) is satisfied for all α's and, as α runs through all its possible values, the maximum bound ( * * ) is 229. Computation time. At this stage, the computation time was less than half of a minute.
Further reduction and final stage of resolution
We repeat the p-adic reduction process of Subsection 3.2.7 with
This affects W and, consequently, κ and m in (3.25), which now becomes "very small". Thus, we obtain the new bound n 1 ≤ N 2 = 25, and this took less that 1 minute.
Next, applying the reduction process of Subsection 3.2.7 with K 0 ← K 1 = 231 and N 1 ← N 2 , implies H ≤ K 2 = 41; this took a few seconds.
A third p-adic reduction step can improve a little bit the upper bound for n 1 . The process of Subsection 3.2.7 with K 0 ← K 2 = 41 and N 0 ← N 2 = 25 implies n 1 ≤ N 3 = 21, and this took around 1 second. Although we can make a further reduce to the bound of H, as well, and obtain H ≤ 34, we will not use this.
Actually, we prefer to solve a set of Thue equations (3.15), with right-hand side c ∈ {−2 5 3 4 5 z 1 11 z 2 : 0 ≤ z 1 ≤ 27, z 2 = 0 or 3 ≤ z 2 ≤ 21}, using magma's implementation of Bilu & Hanrot's method [7] . Remember that, as already mentioned a few lines below (3.15) , no solutions exist when c ∈ {−2 5 3 4 5 z 1 11 Appendix A Working p-adically. Some general facts.
In this appendix we combine several facts which are scattered in the literature. Our basic references are [8] , [12] , [14] , [20] , [25] .
Let p be a rational prime. For every non-zero x ∈ Q we denote by v p (x) the exponent with which p appears in the prime factorization of x and, as usually, the p-adic absolute value of x is defined by |x| p = p −vp(x) . We set, by convention, v p (0) = −∞, so that |0| p = 0. For x ∈ Q, we also define
This extends to Q p . If x ∈ Q p and we write x in the standard p-adic representation x = ∞ i=N a i p i (N ∈ Z, the a i 's are integers with 0 ≤ a i < p and a N = 0), then we define ord p (x) = N and |x| p = p −N . Clearly, in the special case x ∈ Q, these definition agree with those given above.
More generally, if x ∈ E p , where E p is a finite extension of Q p , of degree, say d, and
These definitions are independent from E p ; in particular, they coincide with the definitions of ord p (x) and |x| p given at the beginning with x ∈ Q p . Now we adopt a different point of view. Let E = Q(ξ), where g(ξ) = 0 and g(t) ∈ Q[t] is monic and irreducible.
We denote by O E the maximal order of E. Let
be the factorization of the principal ideal p O E into prime ideals of E, where the p i 's above are distinct and ramification index e E/Q (p i ) = e i > 0 for every i = 1, . . . , m; we also denote by f i the residual degree f E/Q (p i ).
For every x ∈ E and every p i we denote by v p i (x) the exponent of p i in the prime ideal factorization
The polynomial g(t) factorizes into m distinct irreducible polynomials of Q p [t]:
actually, E p i is the completion of (E, | · | p i ), where | · | p i is the absolute value of E corresponding to the additive valuation v p i (·). There is a natural embedding E φ i ֒→ E p i mapping ξ to ξ p i , which allows us to view E as a subfield of E p i . The typical element x(ξ) ∈ E (where x[t] ∈ Q[t]) can be viewed as an element of E p i if we identify x(ξ) with φ i (x(ξ)). Formally, this means that we view x(ξ) as the
. Then, according to (A.1),
The above discussion makes clear that the value of ord p (x(ξ)) depends on p i . Consequently, if i = j and x(ξ) ∈ E, then, the value of ord p (x(ξ)) may vary, depending on whether we view E as a subfield
The enumeration of the p i 's in (A.2) and the g i 's in (A.3) can be done in such a way that
The second relation above implies that, for the typical element x(ξ) ∈ E (where x[t] ∈ Q[t]), the following is true: x(ξ) is divisible by p i iff ord p (x(ξ p i )) > 0 which, in turn, is equivalent to the statement that the constant term of the characteristic polynomial of x(ξ p i ) over Q p has positive ord p .
Having established this enumeration, we have for every x(ξ) ∈ E:
In practice, the above mentioned correspondence p i ↔ g i is carried out by a magma routine which we wrote based on the following: For j = 1, . . . , m, consider the "two-element representation" of p j ,
, and fix any i ∈ {1, . . . , m}. For j = 1, . . . , m,
) and the characteristic polynomial χ j (t) of h j (ξ p i ) with respect to the extension E p i /Q p . For exactly one index j the ord p of the constant term of χ j (t) is positive. The polynomial g j (t), for this specific j, corresponds to the ideal p i . This we do for any i = 1, . . . , m and we establish the one-to-one correspondence {p 1 , . . . , p m } ↔ {g 1 , . . . , g m }. By permuting the indices of g 1 , . . . , g m , if necessary, we establish the one-to-one correspondence p i ↔ g i which satisfies (A. 5) and (A.6). Our magma routine, mentioned below the equation (A.6), returns the factorization 11O K = 10 i=1 P 2 i , where the residual degree f K/Q (P i ) = 1 for every i = 1, . . . , 10. Moreover, for every i = 1, . . . , 10, the routine computes:
• An element h i ∈ O K , such that P i = 11O K + h i O K .
• The factorization of G(t) = 10 i=1 G i (t) into irreducible polynomials over Q p . For i = 1, . . . , 10, the irreducible polynomial G i (t) ∈ Q p [t] corresponds to P i in the sense explained in Appendix A. As expected, deg G i (t) = 2 for every i = 1, . . . , 10.
In table 6 we give the data mentioned in the above two "bullets". The element h i is identified with a 20-tuple: h i = (c i1 , . . . , c i20 ) means that
where β 1 , . . . , β 20 is an integral basis of K/Q, explicitly calculated by magma. For the polynomial G i (t) we write G i (t) = (γ i1 , γ i0 ), by which we mean that G i (t) = t 2 + γ i1 t + γ i0 . In the columns of the γ ij 's we write their 11-adic approximations, (rational integers) with precision O(11 10 ). Now, for p = π 113 O F we have to know the factorization of p O K ; of course, the prime ideals of O K in this factorization belong to {P 1 , . . . , P 10 }. For this purpose it suffices to compute v P i (ψ(π 113 )) for i = 1, . . . , 10. This we do easily using magma. We find out that v P i (ψ(π 113 )) = 0 for i = 1, . . . , 8
and v P i (ψ(π 113 )) = 2 for i = 9, 10; hence π 113 O F = P 2 9 P 2 10 . According to the above we put P = P 9 , so that e K/Q (P) = 2, f K/Q (P) = 1 (B.1) G P (t) = G 9 (t) = t 2 + γ 91 t + γ 90 .
Working p-adically in K means working in K P = Q 11 (ω P ) ∼ = Q 11 [t]/ G P (t) , where each root θ (i) (i = 1, . . . , 5) is identified with θ i (ω P ).
We have g 3 (θ 5 (ω P )) = 0. Indeed, we have the following commutative diagram of monomorphisms:
Here F p = Q p (θ p ), where θ p = 7 + 2 · 11 + 2 · 11 2 + 10 · 11 3 + 7 · 11 4 + · · · ∈ Q 11 , is the root of g 3 (t). 18 The natural embeddings φ and Φ are in accordance with the general discussion a few lines below the relation (A.3). Thus, φ(θ) = θ p , Φ(ω) = ω P and, consequently, Ψ(θ p ) = Φ • ψ 5 • φ −1 (θ p ) = Φ • ψ 5 (θ) = Φ(θ 5 (ω)) = θ 5 (Φ(ω)) = θ 5 (ω P ).
Therefore, g 3 (θ 5 (ω P )) = g 3 (Ψ(θ p )) = Ψ(g 3 (θ p )) = Ψ(0) = 0. Further, using magma we see that the (11-adic) roots of g 1 (t) are θ i (ω P ) with i = 2, 4, and the roots of g 2 (t) are θ i (ω P ) with i = 1, 3.
In Subsection 3.2.5, where we view (3.17) as a relation in K P (which simply means that we apply Φ to (3.17)) we will choose i 0 = 5, j = 1 and k = 3, following the instructions at bottom of p. 235 of [34] .
