The theory of pseudocharacters of Artin's braid groups is developed. A family of operators in the spaces of pseudocharacters of braid groups is introduced and studied, techniques for constructing new pseudocharacters for braid groups are described, and the structure of the space of pseudocharacters of the braid group is investigated.
Introduction 0.1. Pseudocharacters. A function ϕ : G → R on a group G is called a quasicharacter (or quasimorphism) with defect C if the following condition is fulfilled:
(1) sup
If, moreover, we have
then ϕ is called a pseudocharacter (or pseudomorphism). It is known that for each quasicharacter ψ : G → R there is a unique pseudocharacter ψ : G → R such that the function ψ − ψ is bounded. Furthermore, for each g ∈ G, we have ψ(g) = lim n→∞ ψ(g n ) n . The above definition shows that the pseudocharacters of a group G form a real vector space. We denote this space by PX (G). Since any homomorphism G → R is a pseudocharacter with defect 0, the space Hom(G, R) of real-valued homomorphisms is a subspace of PX (G). It is well known that each pseudocharacter is conjugacy invariant.
Pseudocharacters of braid groups.
The Artin braid group of infinite rank is determined by the presentation
The elements of B ∞ are called braids. The generators σ i are Artin's generators. The Artin braid group of rank n with n ≥ 2 is the subgroup of B ∞ generated by the elements σ 1 , . . . , σ n−1 . The group B 2 is isomorphic to Z. The groups B 0 and B 1 are trivial. If k < n, then B k is a subgroup of B n . We denote the natural inclusion B k → B n by I n, k .
If n ≥ 3, then the space PX (B n ) is infinite-dimensional. (This fact follows, for instance, from the results of [2] .) If n ≥ 2, then the space Hom(B n , R) is one-dimensional. Since B 2 Z, it follows that PX (B 2 ) = Hom(B 2 , R). The space PX (B ∞ ) also consists A remarkable property of A ! n, k is the relation I ! n, k • A ! n, k = id PX (B k ) , where I ! n, k : PX (B n ) → PX (B k ) is the natural projection that sends pseudocharacters of B n to their restrictions to the subgroup B k ⊂ B n . It follows that I ! n, k is a surjection. In other words, the following is true.
Corollary (to Proposition 7.2). Let 0 ≤ k < n. Then each pseudocharacter of the braid group B k extends to a pseudocharacter of the braid group B n ⊃ B k .
It should be mentioned that we prove this fact constructively; i.e., our technique allows us to find a combinatorial formula for A ! n, k , which converts an algorithm for a pseudo-character φ : B k → R into an algorithm for the extension A ! n, k (φ) : B n → R. It is natural to view the operators A ! n, k as canonical injections for spaces of pseudocharacters of braid groups. This viewpoint endows the space PX (B n ) with a certain inner structure. We describe and study this structure in §8, where the notions of kernel and subkernel pseudocharacters, and also the notions of degree and rank for a pseudocharacter are introduced. §1. Pseudohomomorphic mappings and ring operators 1.1. In certain cases, new pseudocharacters can be obtained from known ones by homomorphisms. It is easily seen that the composition ϕ • f : G → R of a group homomorphism f : G → H and a pseudocharacter ϕ : H → R is a pseudocharacter. In terms of category theory, this means that the functor that sends a group to the space of pseudocharacters of the group is contravariant: a group homomorphism f : G → H induces a linear operator f ! : PX (H) → PX (G). For example, the homomorphism from B 4 to B 3 defined by σ 1 → σ 1 , σ 2 → σ 2 , σ 3 → σ 1 gives rise to new pseudocharacters for B 4 . It turns out, however, that for the braid groups the above example is one of a few exceptions, and our attempts to obtain new pseudocharacters with the help of homomorphisms between braid groups fail as a rule. The following remarks (a)-(c) illustrate this.
(a) It is clear that any automorphism of a group G induces an automorphism on PX (G). Since pseudocharacters are conjugacy invariant, each inner automorphism of G induces the identity operator on PX (G). Therefore, the group Out(G) = Aut(G)/ Inn(G) of outer automorphisms acts naturally on PX (G). It is known that Out(B n ) ∼ = Z/2Z if n ≥ 2 (see [4] ). The operator ξ ! : PX (B n ) → PX (B n ) induced by the nontrivial element ξ ∈ Out(B n ) reverses the signs of all known pseudocharacters of braid groups. (A problem: does ξ ! coincide with −id PX (B n ) ?) (b) If k < n = 4, then each nontrivial homomorphism f : B n → B k has infinite cyclic image (see [9] ). This implies that the pseudocharacter ϕ • f : B n → R is a homomorphism for every pseudocharacter ϕ : B k → R. But B n admits a unique (up to multiplication by a constant) nontrivial real-valued homomorphism.
(c) If G is a group with a subgroup H, then the operator I ! : PX (G) → PX (H) induced by the natural inclusion I : H → G sends a pseudocharacter φ : G → R to its restriction φ| H : H → R. The natural inclusion I n, k : B k → B n (k < n) does not provide us with "new" pseudocharacters, because the known pseudocharacters form several series φ i ∈ PX (B i ), i = 1, 2, 3, . . . , such that either φ n • I n, k = φ k or φ n • I n, k = 0.
Several other known endomorphisms of B n and homomorphisms B k → B n with k < n also do not produce new pseudocharacters. However, it turns out that for braid groups there are natural mappings of group rings that induce injective operators in spaces of pseudocharacters. To describe and study these mappings, we introduce a specific terminology.
Pseudohomomorphic mappings and ring operators in spaces of pseudocharacters.
An arbitrary map f : G → RH from a group G to the group ring RH of a group H induces a linear operator f * from the space of functions on H to the space of functions on G. We say that f is pseudohomomorphic if the image f * (PX (H)) is in PX (G). If f : G → RH is pseudohomomorphic, then we call the restriction f * | PX (H) : PX (H) → PX (G) a ring operator of pseudocharacters and denote it by f ! . Two pseudohomomorphic maps f 1 : G → RH and f 2 :
We say that a map f : G → RH is homomorphic if it is a linear combination of homomorphisms. (Thus, any homomorphic map is pseudohomomorphic.)
Convention.
In what follows, we identify mappings from groups to group rings with their linear extensions to mappings of group rings. In particular, by the composition f 2 • f 1 of mappings f 1 : F → RG and f 2 : G → RH from groups to group rings we mean the composition
This does not cause any confusion, because the composition f 2 • f 1 is not well defined in the usual sense.
We also identify functions on groups (in particular, pseudocharacters) with their linear extensions to group rings. For example, if φ : G → R is a function and f : F → RG is a mapping, then by φ • f we mean the function f * (φ) : F → R, where f * is the linear operator from the space of functions on G to the space of functions on F induced by f .
Remarks.
It is easily seen that the compositions and linear combinations (see Convention 1.3) of pseudohomomorphic mappings are pseudohomomorphic. Consequently, the compositions and linear combinations of ring operators are ring operators.
If the space of pseudocharacters PX (H) of a group H is finite-dimensional, then each linear operator PX (H) → PX(G) is a ring operator, while if PX (H) is infinitedimensional and PX (G) is nontrivial, then there exists an operator PX (H) → PX (G) that is not a ring operator.
Obviously, the ring operators share some useful properties of operators induced by homomorphisms. In particular, if we have an explicit formula for a pseudohomomorphic mapping f : G → RH and a computational algorithm for a pseudocharacter φ : H → R, then we can easily obtain an algorithm for the pseudocharacter f ! (φ) : G → R.
In the following section, we discuss the above-mentioned notion of transfer for pseudocharacters. The transfer provides plenty of examples of pseudohomomorphic mappings that are not equivalent to homomorphic ones (note that by combining a pseudohomomorphic mapping with homomorphic mappings we can obtain a large series of pseudohomomorphic mappings that are not equivalent to homomorphic ones). §2. Transfer of pseudocharacters
The standard cohomology transfer (see, e.g., [3] ) has an analog for the bounded cohomology and pseudocharacters. The transfer of pseudocharacters is defined as follows. Let H be a normal subgroup of finite index s in a group G. Let Q ⊂ G be a set of representatives of the cosets of H in G. We have g s ∈ H for each g ∈ G. Since H is a normal subgroup, for any h ∈ H and g ∈ G we have ghg −1 ∈ H. Therefore, the formula g → q∈Q qg s q −1 s 2 determines a mapping from G to the group ring RH. We denote this mapping by T G;H;Q . The ring operator T ! G;H is called the transfer .
2.2.
Remark. The transfer operator T ! G;H is surjective, because the proof of Proposi- Proof of Proposition 2.1. We introduce several auxiliary objects. Let P G;H;Q : H → RH be the mapping defined by
Let PX G (H) denote the subspace of PX (H) consisting of the pseudocharacters of H that extend to G. We recall that the action of G on H by conjugation automorphisms induces an action of G on PX (H). Let g ! denote the automorphism of PX (H) that corresponds to conjugation by g ∈ G.
Proof. This was proved in [11, Lemma 4.2].
Claim.
1) The map P G;H;Q : H → RH is homomorphic.
2) The ring operator P ! G;H;Q does not depend on Q.
Proof of Claim 2.5. 1) Since for each q ∈ Q the mapping h → qhq −1 is a group automorphism of H, the mapping P G;H;Q is a linear combination of automorphisms, i.e., is homomorphic.
2) Let H 1 , . . . , H s be the cosets of H in G. Since the pseudocharacters are conjugacy invariant, it follows that for each h ∈ H the automorphism h ! : PX (H) → PX (H) (the notation h ! was introduced above) is the identity. This means that all elements of a coset H i induce one and the same automorphism H ! i : PX (H) → PX (H). It follows that the operator P ! G;H;Q coincides with the operator (H ! 1 + · · · + H ! s )/s, which shows that assertion 2) is true.
3) Let φ ∈ PX (H) be an arbitrary pseudocharacter. Set φ i := H ! i (φ) for i ∈ {1, . . . , s}. Then P ! G;H;Q (φ) = (φ 1 + · · · + φ s )/s. We observe that for every g ∈ G, the left shift
x → gx on G induces a permutation on the set {H 1 , . . . , H s }, so that the automorphism g ! acts on {φ 1 , . . . , φ s } by permutation. In particular, the sum φ 1 + · · · + φ s is G-invariant. By Claim 2.4, this implies that
Thus, Claim 2.5 is proved.
2.6.
Claim. Let Λ * s be the operator from the space of functions on G to the space of functions on H induced by the mapping Λ s . Then Λ * s sends isomorphically PX G (H) onto PX (G).
Proof of Claim 2.6. Since g s ∈ H for every g ∈ G, the definition of a pseudocharacter implies by condition (2) that every pseudocharacter φ : G → R is uniquely determined by its restriction φ| H : H → R. This means that the operator J ! :
Moreover, the definition of pseudocharacters implies by condition (2) that the composition J • Λ s : G → RG (g → g s /s) is pseudohomomorphic, and the corresponding ring The transfer of pseudocharacters allows us to construct nontrivial ring operators in spaces of pseudocharacters of braid groups. Recall that the pure braid group P n ⊂ B n is a normal subgroup of index n! in the braid group B n . Therefore, we have the transfer operator T ! B n ;P n : PX (P n ) → PX(B n ). At the same time, there are various homomorphisms from P n to B n and to braid groups of other ranks that induce nontrivial ring operators on the spaces of pseudocharacters. Combining these ring operators with the transfer T ! B n ;P n , we obtain pseudohomomorphic mappings for the pseudocharacters of braid groups. In this section, we apply the described pattern to construct a ring operator
for spaces of pseudocharacters of braid groups B k and B n with k < n. It will be shown in §9 that operator R ! n, k is injective.
3.1. Pure braids. Let Σ ∞ be the group of finite permutations of N, and let Σ n ⊂ Σ ∞ be the group of permutations of the set {1, . . . , n}. It is well known that the map
is the pure braid group of rank n. The group P n is a normal subgroup of index |Σ n | = n! in B n . It follows that the braid β n! is pure for each β ∈ B n .
Definition
: the homomorphism K n,k : P n → P k . We introduce the following notation: for i and j with 1 ≤ i < j, we set
It is known (see, e.g., [12] ) that the set {a ij : 1 ≤ i < j ≤ m} generates P m . The elements a ij will be called the Markov generators. For 0 ≤ k < n, we denote by H n, k the subgroup of B ∞ generated by the elements
It is known that H n, k is a normal subgroup in P n . Moreover, P n is a semidirect product of H n, k and P k . Let K n, k be the homomorphism P n → P k with K n, k | P k = id P k and ker(K n, k ) = H n, k .
: the operator R ! n,k . We consider the following mappings. 1. The natural inclusion J k : P k → B k with the induced operator
2. The epimorphism K n, k : P n → P k with the induced operator K ! n, k : PX (P k ) → PX (P n ).
3. The transfer operator (see Proposition 2.1)
We define the operator R ! n, k : PX (B k ) → PX (B n ) as the composition of the operators J ! k , K ! n, k , and T ! B n ;P n :
We have
It is clear that R ! n, k is a ring operator (because it is a composition of ring operators). §4. Strand removing procedures
In this section, we introduce an auxiliary family of maps red J : B ∞ → B ∞ (J ⊂ N). These maps are called strand removing procedures. In subsequent sections, we use these procedures to construct pseudohomomorphic maps for braid groups. In particular, we shall describe the ring operator R ! n, k in terms of these procedures. The basic properties of the maps red J allow us to prove various properties of the corresponding pseudohomomorphic mappings and induced ring operators. We define strand removing procedures in terms of the classical geometric interpretation of braids.
Geometric braids.
A geometric braid on n strands is a set of n disjoint curves
. . , γ n } is uniquely determined by its image γ 1 ([0, 1]) ∪ · · · ∪ γ n ([0, 1]) ⊂ R 3 , and in certain cases we treat it as a subset in R 3 . The set of geometric braids is endowed with a natural topology (being a subspace of the topological space of compact subsets in R 3 ). The connected components of the topological space of geometric braids are called (isotopic) classes of geometric braids. We denote by B n the set of classes of geometric braids on n strands.
We do not require a geometric braid b = {γ 1 , . . . , γ n } to have the sets b |0 := {γ y 1 (0), . . . , γ y n (0)} and b |1 := {γ y 1 (1), . . . , γ y n (1)} equal to each other, as opposed to the usual geometric interpretation of braids. It is clear, though, that every class of geometric braids contains an element b with b |0 = b |1 ; moreover, every class of geometric braids on n strands contains an element 1, y, z) , respectively, is a standard geometric braid on n strands.
Given two classes β, β ∈ B n , we define their product β × β to be the class in B n containing the geometric braid P (b, b ), where b and b are arbitrary standard braids from β and β , respectively. It is well known that the product is well defined, and the set B n with the operation × is a group isomorphic to the braid group B n . It is also known that the map {σ 1 , . . . , σ n−1 } → B n sending σ i to the class containing the geometric braid given in Figure 1 extends to a group isomorphism B n → B n . We fix this isomorphism and call it the canonical one. Figure 2 . The projection of a standard braid. Clearly, if a geometric braid b is in the class of a geometric braid b , then red J (b) is in the class of red J (b ). Moreover, a standard argument shows that if a geometric braid b on m strands and a geometric braid b on m strands represent 1 one and the same braid of B ∞ , then red J (b) and red J (b ) also represent one and the same braid of B ∞ . This shows that we can define strand removing procedures for braids of B ∞ .
For J ⊂ N, we define red J : B ∞ → B ∞ as the mapping that sends a braid β ∈ B ∞ to the braid represented by the geometric braid red J (b), where b is an arbitrary geometric braid representing β. §5. Properties of strand removing procedures and the definition of the homomorphisms RED
We introduce auxiliary notation.
Notation: the symmetric group.
For a braid β ∈ B ∞ and a subset J ⊂ N, we denote by β(J) the image of J under the permutation Σ(β), where Σ : B ∞ → Σ ∞ is the epimorphism described in Subsection 3.1. Figure 4 . Removing a strand. 
Notation

5.10.
Remark. The family of mappings red is uniquely determined by the properties described in Lemmas 5.4 and 5.8. In particular, these two lemmas imply all the other lemmas of this section.
5.11.
Remark. Lemmas 5.4 and 5.8 provide us with an algorithm for computing red J (β) (given a word over the Artin generators and their inverses that represents β).
Definition: the homomorphisms RED.
We denote by RED J the restriction of red J to the subgroup P ∞ ⊂ B ∞ of pure braids.
Obviously, Lemmas 5.5 and 5.8 imply that for every J ⊂ N the mapping
is a homomorphism. Furthermore, the image of the homomorphism lies in P ∞ . In this section, we introduce a pseudohomomorphic mapping R n, k : B n → RB k (k < n) (which is defined in terms of strand removing procedures) and show that the corresponding ring operator R ! n, k : PX (B k ) → PX(B n ) coincides with the operator n k · R ! n, k , where R ! n, k is the operator defined in §3 and n k = n! k!(n−k)! . 6.1. Definition: the mapping R n,k . Let 0 ≤ k < n. We define a mapping R n, k : B n → RB k as follows: 
Proposition.
The mapping R n, k is pseudohomomorphic. The induced ring operator R ! n, k : PX (B k ) → PX (B n ) coincides with the operator n k · R ! n, k . We need the following lemma to prove Proposition 6.2.
Lemma.
Assume that two pure braids γ 1 and γ 2 in P n ⊂ B n are conjugate in B n by a braid α: γ 2 = αγ 1 α −1 . Then for every J ⊂ {1, . . . , n} the braids RED J (γ 1 ) and RED α(J) (γ 2 ) (by Lemma 5.6 and the remark after Definition 5.12, these braids lie in the subgroup B n−|J| ∩ P ∞ = P n−|J| ) are conjugate by a braid in B n−|J| .
Proof of Lemma 6.3. By Lemma 5.8, the identity γ 2 = αγ 1 α −1 implies that
Since the permutations Σ(α −1 α) and Σ(γ 1 α −1 α) are trivial (because the braid γ 1 is pure), we can rewrite (3) in the form
By Lemma 5.8, the identity 1 = α −1 α implies that
Therefore, red α(J) (α −1 ) = red J (α) −1 . This allows us to rewrite (4) in the form
By Lemma 5.6, the braid red J (α) is in the subgroup B n−|J| . This completes the proof.
Proof of Proposition 6.2. Let Q ⊂ B n be a set of representatives of the cosets of P n in B n , i.e., a set that is mapped injectively by the homomorphism Σ : B n → Σ n onto the symmetric group Σ n . Then the definition of R ! n, k implies that this operator is induced by the following pseudohomomorphic mapping R Q :
By Corollary 5.13, K n, k = RED {k+1,...,n} | P n . Hence, for every β ∈ B n , we have
Using Lemma 6.3, we see that the braid RED {k+1,...,n} (qβ n! q −1 ) is conjugate in B k to the braid RED q −1 (k+1,...,n) (β n! ). Since every pseudocharacter is conjugacy invariant, it follows that the mapping
is also pseudohomomorphic and is equivalent to the mapping R Q (i.e., R ! Q = R ! Q = R ! n, k ). Next, we observe that q∈Q RED q −1 (k+1,...,n) (β n! ) (n!) 2 = s∈Σ n RED s(k+1,...,n) (β n! ) (n!) 2 and s∈Σ n RED s(k+1,...,n) (β n! ) (n!) 2 =
Therefore, R Q = R n, k / n k , i.e., the mapping R n, k , is pseudohomomorphic, likewise R Q , and
6.4. Remark. Given a computational algorithm for a pseudocharacter φ : B k → R, we can easily construct an algorithm for the pseudocharacter R ! n, k (φ). To simplify the latter algorithm by avoiding computation of φ RED J (β n! ) with a "large" braid β n! , we can use the following observations. The mapping P n, k is not pseudohomomorphic in general. However, it is quasihomomorphic: for every quasimorphism ψ : B k → R the function P * n, k (ψ) : B n → R (this function sends β ∈ B n to J∈C n−k n ψ RED J (β) ) is a quasimorphism. Observe that the difference P * n, k (φ) − R ! n, k (φ) is bounded for every pseudocharacter φ : B k → R. §7. The operators A ! n,k and the surjectivity of I ! n,k 7.1. Definition: the operators A ! n,k . For m > 0, we define a mapping A m, m−1 from the group B m to the group ring RB m−1 as follows:
A m, m−1 := k=0,1,...,m−1
where R m, k is the mapping B m → RB k defined in Subsection 6.1 (here, we use the fact that B k ⊂ B m−1 , and consequently, RB k ⊂ RB m−1 for k = 0, 1, . . . , m − 1). Note that by the definition of R m, k we have
The mapping A m, m−1 is pseudohomomorphic because it is a linear combination of pseudohomomorphic mappings. We consider the induced ring operator
. Formula (7) shows that
For 0 ≤ k < n, we define the operator A ! n, k from PX (B k ) to PX (B n ) as follows:
. Therefore, the operator A ! n, k is injective, and the operator I ! n, k is surjective. Our proof of Proposition 7.2 is based on the following lemma. This implies the identities J⊂{1,...,n} (−1) |J| · red J (β) (12) = I⊂{1,...,n−1} (−1) |I| · red I (β) − red I∪{n} (β) (11) = 0.
Proof of Proposition 7.2. The above definition of the operator A ! n, k (see (10) ) and the obvious relation
show that to prove the relation
In other words, it suffices to prove Proposition 7.2 only in the case where k = n − 1.
To prove the identity
The definition of a pseudocharacter implies that φ(α) = φ(α ! )/ !. The definition of the homomorphisms RED implies that α ! = RED ∅ (α ! ). Using these identities and (8), we obtain
Since the braid α ! lies in the subgroup B −1 , Lemma 7.3 shows that 
Remark. The space Γ
R. It is easy to check that the subspace of kernel pseudocharacters Γ 3 has codimension 1 in PX (B 3 ), whence Γ 3 is infinite-dimensional (because PX (B 3 ) is infinite-dimensional; see Subsection 0.2). It is natural to conjecture that the space Γ m is also infinite-dimensional if m ≥ 4, but the existence of nontrivial kernel pseudocharacters in PX (B m ) with m ≥ 4 is nonobvious a priori. The results of [10] , where a series of kernel pseudocharacters was described, show that Γ m is nontrivial if m ≥ 4.
Problem.
In [6] it was proved that for each n ∈ N the function sgn n : B n → R, sgn n (β) = sgn(L(β)) that assigns to a braid β the classical signature of the link L(β) represented by β, is a quasimorphism. Let sgn n : B n → R, sgn n (β) := lim k→∞ sgn n (β k ) k be the corresponding pseudocharacter (see the Introduction).
Problem. To find the degree and rank of the pseudocharacter sgn n for n ≥ 4. (It is easy to check that sgn 3 has degree 3 and rank 2.) 8.18. Problem. From the results of [6] and [8] it can be deduced that the pseudocharacter sgn 3 defined in Subsection 8.17 is a linear combination of the twist number (see the definition in [10] ) and the exponential sum.
Problem. To find out if there are any other nontrivial linear dependencies among pseudocharacters that can be obtained by Γ-diagonal operators from the twist numbers and those that can be obtained from the pseudocharacters sgn n defined above. §9. Properties of the operators R ! n,k
In this section, we prove several properties of the operators R ! n, k . In particular, we check that these operators are injective and Γ-diagonal. Consequently,
Since RED I is a homomorphism from the pure braid group to the pure braid group, for any J ∈ C n−m n and I ∈ C m−k m , we have 
By the definition of R n, k , we have
Now, (14) follows from (15), (16), and (17). We rewrite (14) in the form
where Λ m! is the mapping B n → RB n that sends β ∈ B n to β m! m! . It is easily seen that the mapping Λ m! is pseudohomomorphic, and that the induced ring operator Λ ! m! : PX (B n ) → PX (B n ) is the identity. Therefore,
Proposition.
For any 0 ≤ m < n, the operator R ! n, m is Γ-diagonal and injective. 9.4. Remark. Propositions 9.3 and 6.2 imply that for any 0 ≤ m < n, the operator R ! n, m is Γ-diagonal and injective.
Proof of Proposition 9.3. We argue by induction on n. The statement is obvious for n = 1 and n = 2 because the spaces PX (B 0 ) and PX (B 1 ) are trivial.
Suppose that n ≥ 3 and the operators R ! s, t are Γ-diagonal and injective for any t < s < n. Then = R ! n, n−1 • X ! , where X ! := id PX (B n−1 ) + k=0,1,...,n−2
Indeed, 1) is identity (9) from Definition 7.1, identity 2) is true by Lemma 9.1, and 3) is "factoring out". By the inductive assumption, the operators R ! n−1, k are Γ-diagonal, so that the operator X ! is Γ-diagonal, being a composition of Γ-diagonal operators. By Proposition 7.2, the operator A ! n, n−1 is injective. Since A ! n, n−1 = R ! n, n−1 • X ! , the operator X ! : PX (B n−1 ) → PX (B n−1 ) is injective. Clearly, a Γ-diagonal and injective operator PX (B s ) → PX (B s ) is surjective for any s. It follows that X ! is one-to-one. On the one hand, the injectivity of A ! n, n−1 implies the injectivity of R ! n, n−1 . On the other hand, since A ! n, n−1 is Γ-diagonal, so is R ! n, n−1 . (Obviously, if an operator X is Γ-diagonal and surjective, and the composition Y • X is Γ-diagonal for an operator Y , then Y is Γ-diagonal.) Therefore, R ! n, n−1 is Γ-diagonal and injective. We also observe that, by Lemma 9.1, R ! n, m = 1 (n − m)! · R ! n, n−1 • R ! n−1, n−2 • · · · • R ! m+2, m+1 • R ! m+1, m .
Thus, the operator R ! n, m is Γ-diagonal and injective, being a composition of Γ-diagonal injective operators. For J ∈ C n−k n , we put J 1 := J ∩ {1, . . . , k} and J 2 := J J 1 . Then J 1 ∪ J 2 = J, J 1 /J 2 = J 1 (see the notation in Subsection 5.2), J 2 ⊂ {k + 1, k + 2, . . . }, and β n! ∈ B k . By Lemmas 5.9 and 5.7 these relations imply that RED J (β n! ) = RED J 1 ∪J 2 (β n! ) 5.9 = RED J 1 /J 2 • RED J 2 (β n! ) 5.7 = RED J 1 /J 2 (β n! ) = RED J 1 (β n! ). By Lemma 5.6, RED J 1 (β n! ) ∈ B k−|J 1 | . Consequently, since φ ∈ Γ k , in the case where J 1 = ∅ we get φ RED J (β n! ) = φ RED J 1 (β n! ) = 0.
Clearly, the condition J 1 = ∅ implies that J = {k + 1, . . . , n}. Therefore,
J∈C n−k n φ RED J (β n! ) n! = φ RED {k+1,...,n} (β n! ) n! .
The definition of pseudocharacters and Lemma 5.7 show that (24) φ RED {k+1,...,n} (β n! ) n! 5.7 = φ(β n! ) n! = φ(β).
The required identity follows from the chain of identities (21), (22), (23), and (24).
