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1 Einleitung 
1.1 Ausgangssituation und Motivation 
Die Energieversorgung in Europa wandelt sich in den letzten Jahren. Die zunehmende 
Anzahl dezentraler Erzeugungsanlagen, [1]-[6] die wachsende Elektromobilität mit La-
de- und Entlade-Technik sowie neu Smart-Grid Technologien machen das Stromversor-
gungsnetz komplexer. [7] Die Veränderungen führen zu erhöhten Spannungspegeln, 
großen Kurzschlussströmen und reduzierter Zuverlässigkeit der Stromversorgung und 
Netzqualität. Somit ist das traditionelle Modell des unidirektionalen radialen Leistungs-
flusses nicht länger gültig. Traditionelle passive Verteilungsnetzwerke wechseln all-
mählich zu aktiven Modellen, um die obigen Probleme zu lösen. Für eine ausreichende 
Steuerung des Netzes ist es daher erforderlich, dass der Netzzustand „nahezu“ in Echt-
zeit bekannt ist. Die Zustandsschätzung ist dafür ein passendes Verfahren. In der Litera-
tur gibt es ein breites Spektrum von statischen und dynamischen Zustandsschätzmetho-
den, siehe z. B. [8] und [27] und die darin enthaltenen Referenzen. 
Im Allgemeinen wird ein Stromnetz als symmetrisches System angenommen. Die Me-
thode der symmetrischen Komponenten wird verwendet, um eine vereinfachte Analyse 
des drei-Leiter Netzes mittels eines einphasigen Systems durchführen zu können. Die 
Zustandsschätzung verwendet eine Redundanz von Messungen, um die Schätzgenauig-
keit zu verbessern. Die klassische statische Zustandsschätzung verwendet gewichtete 
kleinste Quadrate basierend auf der Annahme von normalverteilten Messfehlern und -
gewichten, die sehr erfolgreich im Übertragungsnetzwerk mit ausgeglichenen Lasten 
verwendet wurden, um den zufälligen Fehler von Messungen zu filtern [8]-[13]. In der 
Zwischenzeit konzentrierten sich einige Forschungen auf die Verwendung der Zu-
standsschätzung im Verteilungsnetz unter Berücksichtigung seiner besonderen Merkma-
le. [14]-[18] 
Es gibt kein streng symmetrisches System. Aufgrund der zunehmend häufig unsymmet-
rischen Belastungen in manchen Bereichen, werden unsymmetrische Erscheinungen 
immer größer. Deswegen ist die Zustandsschätzung für unsymmetrische dreiphasige 
Verteilungsnetze von großer Bedeutung, um die Zustände genauer schätzen zu können. 
Diese wurde für unsymmetrische Dreiphasen-Verteilungsnetze mit verschiedenen An-
sätzen übernommen [19]-[23]. 
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In der Literatur [19] werden Spannungswandler, Lasten und Generatoren so angenähert, 
dass das Problem der Zustandsabschätzung wie bei einphasigem System ähnlich gelöst 
werden kann. Die Autoren von [20]-[23] schlagen eine Zustandsschätzung auf der 
Grundlage eines gekoppeltes Dreiphasenmodells [24] vor, bei dem die drei Phasen mit 
Messungen von Leistung, Strom oder Spannung gekoppelt sind. 
Bei einem dreiphasigen Dreileitersystem ist jedoch die Summe der dreiphasigen Ströme 
immer gleich Null, was zu einer zusätzlichen Redundanz führt. Zum Beispiel entspricht 
in einem Dreiphasen-Vierleitersystem die Summe der Ströme in den drei Leitungen 
dem Strom im Neutralleiter, der daher nicht gemessen werden muss.  
Weiterhin werden Energiesysteme normalerweise als quasistatische dynamische Syste-
me definiert, die sich kontinuierlich, aber sehr langsam mit der Zeit verändern. [25] Die 
statische Zustandsschätzung kann dies nicht berücksichtigen. Dies hat zur Entwicklung 
einer dynamischen Zustandsschätzung geführt, indem dynamische Modelle für die Zeit-
entwicklung ausgewählter Netzwerkparameter eingeführt wurden. Zustandsschätzungen 
werden dann aus zeitaufgelösten Messungen und aus der dynamischen Modellprognose 
basierend auf den früheren Zeitschätzungen erhalten. Verschiedene Verfahren zur dy-
namischen Zustandsschätzung wurden für ein symmetrisches Dreiphasensystem vorge-
schlagen [26]-[32]. 
Im Allgemeinen kann die Schätzgenauigkeit der Zustände verbessert werden, indem die 
Anzahl von Redundanzen, die für das angewandte Verfahren der Zustandsschätzung 
verfügbar sind, erhöht wird. 
 
 
1.2 Lösungsansatz 
Zu dem Zweck, ein unsymmetrisches belastetes System genau zu beobachten, wird in 
dieser Arbeit eine Anpassung der neuen statischen Zustandsschätzung, die ein unsym-
metrisches belastetes System Model mit Nullsummen-Bedingung der Ströme als Ne-
benbedingung benutzt, vorgeschlagen, um die zusätzliche redundante Information in 
dreiphasigen Netzen zu berücksichtigen. Ein einfaches dynamisches Model wird nach-
her in der statischen Zustandsschätzung eingesetzt, um die Eigenschaft des quasistati-
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schen Systems zu berücksichtigen. Daraus wird die statische Zustandsschätzung in die 
dynamische Zustandsschätzung umgewandelt. 
Daher wird ein neues statisches und dynamisches Zustandsschätzverfahren für allge-
meine Drehstromnetze ohne Neutralleiter mit verbesserter Schätzqualität vorgeschla-
gen, die durch Einführung zusätzlicher Informationen aus Redundanzen erreicht wird. 
Die Qualität des neuen Verfahrens wird anhand von Berechnungen, die für die Daten 
eines realen 10-Knoten Mittelspannungsnetzes (Drehstromnetz ohne Neutralleiter) aus 
den Niederlanden durchgeführt wurden, demonstriert. Der Vergleich der Ergebnisse der 
statischen und dynamischen Zustandsschätzung mit denen herkömmlicher Schätzver-
fahren zeigt, dass das vorgeschlagene Verfahren die Schätzqualität signifikant verbes-
sert. 
 
 
1.3 Aufbau der Arbeit 
Der Aufbau der vorliegenden Arbeit orientiert sich am Prozess der Zustandsschätzung, 
der in dem Blockschaltbild in Abbildung 1.1 dargestellt ist. Für die Zustandsschätzung 
müssen das mathematische Modell ℎ(𝑥) und die Nebenbedingungen 𝑔(𝑥) des Systems 
aufgestellt werden. Damit befasst sich Kapitel 2. Auf die für die mathematische Lösung 
des Problems notwendigen Jacobi-Matrizen 𝐽ℎ(𝑥)und 𝐽𝑔(𝑥)  und die Hesse-Matrizen 
𝐻ℎ(𝑥) und 𝐻𝑔(𝑥) die aus dem Modell und den Nebenbedingungen abgeleiteten werden, 
gehen die Abschnitte 2.4 und 2.5 vertiefend ein. 
Eine wichtige Voraussetzung für die Zustandsschätzung ist Beobachtbarkeit. Die Be-
obachtbarkeitsanalyse ist Gegenstand von Kapitel 4. Wenn das System nicht beobacht-
bar ist, liefert das mathematische Modell unendlich viele Lösungen, sodass das System 
keine eindeutige Lösung hat. Durch die Jacobi-Matrix mit den Platzierungen der Mes-
sungen wird die Beobachtbarkeit des Stromnetzes bestimmt. Ist das Drehstromnetz 
nicht beobachtbar, kann es durch das im weiteren Verlauf von Kapitel 4 vorgestellte 
Verfahren der Zusammenfassung von Knoten oder durch Einsatz von Pseudo-
Messungen in ein beobachtbares System umwandelt werden. 
Um die Qualität der Zustandsschätzung anhand eines realen Netzes zu bewerten sind 
ideale Messwerte notwendig. Reale Messungen, die unbekannte Abweichungen bein-
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halten, können diese Voraussetzung aufgrund vorhandener Redundanzen nicht vollstän-
dig erfüllen. Um diesem Problem zu begegnen, können nach Eliminierung der Redun-
danzen mithilfe der sogenannten Leistungsflussberechnung (Kapitel 3), bei der die An-
zahl der Messungen der Anzahl der Zustände entspricht, aus den Messwerten die idea-
len Eingabewerte für die Zustandsschätzung erzeugt werden. 
 
 
Abbildung 1.1 Blockschaltbild mit den notwendigen Schritten für die Zustandsschätzung 
 
Die mittels Lastflussrechnung bestimmten Daten werden anschließend an den Algo-
rithmus für die Zustandsschätzung übergegeben, um eine optimale Lösung zu berech-
nen. Auf die statische Zustandsschätzung wird in Kapitel 5 näher eingegangen. Kapitel 
6 behandelt die dynamische Zustandsschätzung. 
In Kapitel 7 werden alle Methoden der Zustandsschätzungen aus Kapitel 5 und 6 im 
angenäherten beobachtbaren Mittelspannungsnetz durch das Verfahren aus Kapitel 4 
getestet. 
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2 Mathematische Modellierung des Mittelspan-
nungsnetzes 
Grundlage für eine Zustandsschätzung des Drehstromnetzes ist ein mathematisches 
Modell des betrachteten Systems, das das reale Verhalten hinreichend genau nachbilden 
kann. Durch das Modell müssen die aktuellen Zustände des Stromnetzes mit den ver-
fügbaren Eingangsgrößen genau berechnet werden. Das Netzmodell geht auf die Litera-
tur [24] zurück. 
Die Größen von Wechselspannung und Wechselstrom werden als komplexe Zahlen 
dargestellt. Das bedeutet, die Modellierung des Drehstromnetzes kann in einem Polar-
koordinatensystem mit Betrag und Phasenverschiebung oder in einem kartesischen Ko-
ordinatensystem mit Real- und Imaginärteil erfolgen. 
Die Spannung und der Strom im Polarkoordinatensystem zeigen direkt den physikali-
schen Betriebszustand des Netzes an. Im Hochspannungsnetz kann die Leistungsfluss-
berechnung nach P-Q-Zerlegungsverfahren (P-Q Decomposition Method) in Polarkoor-
dinaten vereinfachtet werden [33], [34]. Allerdings werden für die Darstellung im Po-
larkoordinatensystem trigonometrische Funktionen benötigt. Die zweite Ableitung der 
trigonometrischen Funktion ist auch eine trigonometrische Funktion, deren Wert sich 
abhängig von den Zuständen verändert. 
Im Gegensatz dazu ist der Strom in komplexen (kartesischen) Koordinaten eine lineare 
Funktion der Spannung sowie die Leistung ein quadratisches Polynom (Polynomsystem 
zweiter Ordnung). Somit ist die erste Ableitung der Stromfunktion eine Konstante, die 
die lineare Leistungsflussberechnung und lineare Zustandsschätzung realisieren kann. 
Die zweite Ableitung der Stromfunktion und der Leistungsfunktion sind Null bezie-
hungsweise eine Konstante. Eine konstante Hesse-Matrix erhöht die Geschwindigkeit 
des Algorithmus, der in dieser Arbeit für die optimale Berechnung benutzt wird. Aus-
diesem Grund werden in der Arbeit die Darstellung von Spannung und Strom im karte-
sischen Koordinatensystem mit Real- und Imaginärteil verwendet. 
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2.1 Netzmodell 
2.1.1 Aufstellung des Netzmodells 
In Abbildung 2.1 ist das Ersatzschaltbild eines Leitungsabschnitts im Mittelspannungs-
netze dargestellt. Die ohmschen Widerstände 𝑅𝑥𝑥 und die Selbstinduktivitäten 𝑋𝑥𝑥, die 
in Längsrichtung der Leitung liegen, werden als Selbstimpedanzen 𝑧𝑥𝑥  definiert. Die 
über die gesamte Leitungslänge bestehenden Verkettungen der ohmschen Widerstände 
𝑅𝑥𝑦 und der Gegeninduktivitäten 𝑋𝑥𝑦, werden als Gegenimpedanzen 𝑧𝑥𝑦 zwischen den 
einzelnen Leitern definiert. 
 
𝑧 = 𝑅 + 𝑗𝑋  (2.1) 
 
 
 
Abbildung 2.1 Ersatzschaltbild eines Leitungsabschnitts im Mittelspannungsnetz mit resistiver und 
induktiver Verkettung. Die drei Leiters sind durch Gegenimpedanzen 𝑧𝑖𝑗
𝑎𝑏, , 𝑧𝑖𝑗
𝑏𝑐 und 
𝑧𝑖𝑗
𝑐𝑎 mit Gleichung (2.2b) gekoppelt.  
 
Bei dieser Darstellung wird vorausgesetzt, dass das Netz symmetrisch aufgebaut ist. Die 
Selbstimpedanzen der drei Phasen sind gleich und erhalten den Index s. Es gilt: 
 
𝑧𝑖𝑗
𝑎𝑎 = 𝑧𝑖𝑗
𝑏𝑏 = 𝑧𝑖𝑗
𝑐𝑐 = 𝑧𝑖𝑗
𝑠  
 
Mathematische Modellierung des Mittelspannungsnetzes 
7 
Die Gegenimpedanzen zwischen den Phasen sind ebenfalls identisch. Sie bekommen 
den Index m: 
 
𝑧𝑖𝑗
𝑎𝑏 = 𝑧𝑖𝑗
𝑏𝑐 = 𝑧𝑖𝑗
𝑐𝑎 = 𝑧𝑖𝑗
𝑚 
 
Entsprechend der detaillierten Leitungsnachbildung aus Abbildung 2.1 enthalten die 
exakten Leitungsgleichungen verteilte Parameter, von denen insbesondere die Wider-
stände und Induktivitäten frequenzabhängig sind. Für Berechnungen im Anwendungs-
gebiet kann eine konstante Betriebsfrequenz vorausgesetzt werden. An einer beliebigen 
Stelle bei fester Betriebsfrequenz gilt dann die folgende lineare Gleichung für den 
Spannungsabfall ∆𝑈𝑖𝑗
𝑥  über der Leitung in Abhängigkeit vom Strom 𝐼𝑖𝑗
𝑥 : 
 
[
∆𝑈ij
a
∆𝑈ij
b
∆𝑈ij
c
] = [
𝑧ij
s 𝑧ij
m 𝑧ij
m
𝑧ij
m 𝑧ij
s 𝑧ij
m
𝑧ij
m 𝑧ij
m 𝑧ij
s
] [
𝐼ij
a
𝐼ij
b
𝐼ij
c
] (2.2a) 
∆𝑼𝑖𝑗
𝑎𝑏𝑐 = 𝒛𝑖𝑗
𝑎𝑏𝑐𝑰𝑖𝑗
𝑎𝑏𝑐  (2.2b) 
 
Die Impedanzmatrix der Leitungen sind unabhängig von der Betrachtungsrichtung, so-
dass gilt: 
 
𝒛ij
abc = 𝒛𝑗𝑖
abc  (2.3) 
 
Die Spannungs- und Stromzeiger können entweder in der komplexen Form mit Real- 
und Imaginärteil oder in der trigonometrischen Form mit Betrag und Phase dargestellt 
werden. Wie einleitend erwähnt, wird für diese Arbeit die komplexe Darstellungsform 
mit Real- und Imaginärteil verwendet. 
Die Spannung wird in eine reelle Komponente 𝑒 und eine imaginäre Komponente 𝑓 
zerlegt: 
 
𝑈 = 𝑒 + 𝑗𝑓  (2.4) 
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2.1.2 Symmetrische Komponenten 
Mit der Methode der symmetrischen Komponenten [35], [36] kann ein beliebiges un-
symmetrisches System, zum Beispiel ein Drehstrom- oder ein Drehspannungssystem, in 
drei symmetrische Systeme, das Mit-, das Gegen- und das Nullsystem, zerlegt werden. 
Damit wird die Analyse von unsymmetrischen Zuständen vereinfacht. 
Wenn Phase a als Referenz festgelegt wird, dann ergibt sich zwischen den Strömen der 
drei Phasen und den symmetrischen Komponenten beispielsweise folgende Transforma-
tionsbeziehung: 
 
[
𝐼𝑎(1)
𝐼𝑎(2)
𝐼𝑎(0)
] =
1
3
[
1 a a2
1 a2 a
1 1 1
] [
𝐼𝑎
𝐼𝑏
𝐼𝑐
] (2.5a) 
𝑰120 = 𝑻𝑰𝑎𝑏𝑐  (2.5b) 
 
Darin ist 𝑎 der Drehoperator, für den gilt: 𝑎 = 𝑒𝑗120
°
 und 𝑎2 = 𝑒𝑗240
°
. Die Ströme 𝐼𝑎(1), 
𝐼𝑎(2) und 𝐼𝑎(0) bezeichnen dabei das resultierende Mit-, Gegen- und Nullsystem. 
Analog zu Gleichung (2.5b) für den Strom kann auch die Spannung durch Gleichung 
(2.6) in ein Mit-, Gegen- und Nullsystem transformiert werden. 
 
𝑼120 = 𝑻𝑼𝑎𝑏𝑐  (2.6) 
 
Durch Einsetzen der Gleichungen (2.5b) und (2.6) in Gleichung (2.2b) ergibt sich: 
 
𝑻−1∆𝑼𝑖𝑗
120 = 𝒛𝑖𝑗
𝑎𝑏𝑐𝑻−1𝑰𝑖𝑗
120  
∆𝑼𝑖𝑗
120 = 𝑻𝒛𝑖𝑗
𝑎𝑏𝑐𝑻−1𝑰𝑖𝑗
120  
𝑻𝒛𝑖𝑗
𝑎𝑏𝑐𝑻−1 = [
𝑧ij
s − 𝑧ij
m 0 0
0 𝑧ij
s − 𝑧ij
m 0
0 0 𝑧ij
s + 2𝑧ij
m
]   (2.7) 
 
Die Diagonalform der Matrix zeigt, dass die Systeme entkoppelt sind. Wenn die Lasten 
der drei Phasen symmetrisch sind, fließt der Strom nur im Mitsystem 𝐼𝑎(1). Die anderen 
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zwei Ströme 𝐼𝑎(2) und 𝐼𝑎(0) sind null. Das bedeutet auch die Leistungen in Gegen- und 
Nullsystem sind null, wohingegen die Leistung des Mitsystems der Summe der Einzel-
leistungen der drei Phasen entspricht. Mit dem Verfahren lässt sich das Dreiphasensys-
tem mit symmetrischer Last zu einem Einphasensystem vereinfachen. 
Wenn die Lasten der drei Phasen unsymmetrisch sind, fließen die Ströme 𝐼𝑎(2) und 𝐼𝑎(0) 
in Gegen- und Nullsystem. Die Leistung fließt auch nicht mehr nur im Mitsystem. Weil 
die Leistung kein Vektor, sondern ein Skalar ist, kann die gemessene Leistung nicht in 
Mit-, Gegen- und Nullsysteme transformiert werden. Aus diesem Grund können die 
symmetrischen Komponenten nicht benutzt werden. Das mathematische Model muss 
direkt im unsymmetrischen System entwickelt werden. 
 
 
2.1.3 Aufstellung der Leitungsadmittanzmatrix und der Leitungs-
stromgleichung 
Für diese Arbeit wird die Spannung als Zustand definiert. Somit wird Gleichung (2.2b) 
in folgende Form umwandelt: 
 
[
𝐼ij
a
𝐼ij
b
𝐼ij
c
] = [
zij
s zij
m zij
m
𝑧ij
m 𝑧ij
s 𝑧ij
m
𝑧ij
m 𝑧ij
m 𝑧ij
s
]
−1
[
∆𝑈ij
a
∆𝑈ij
b
∆𝑈ij
c
]  (2.8) 
 
Die Kehrwertbildung der Matrix 𝒛𝑖𝑗
𝑎𝑏𝑐 führt zu den komplexen Leitwerten für die verket-
teten drei-Phase: 
 
[
yij
s yij
m yij
m
yij
m yij
s yij
m
yij
m yij
m yij
s
] = [
zij
s zij
m zij
m
zij
m zij
s zij
m
zij
m 𝑧ij
m 𝑧ij
s
]
−1
, (2.9a) 
𝒚ij
abc = 𝐳ij
abc−1  (2.9b) 
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Diese werden auch als Admittanz und somit 𝒚ij
abc als Admittanzmatrix bezeichnet. Die 
Admittanzmatrix setzt sich zusammen aus Konduktanz (Realteil) 𝒈  und Suszeptanz 
(Imaginärteil) 𝒃: 
 
𝒚ij
abc = 𝒈ij
abc + 𝑗𝒃ij
abc  (2.10) 
 
Die Inverse der Matrix mit dem Adjunkten 𝑎𝑑𝑗 𝒛ij
abc hat dann die explizite Darstellung 
 
𝐳ij
abc−1 =
1
det 𝐳ij
abc ∙ 𝑎𝑑𝑗 𝐳ij
abc  
              =
1
zij
s 3−2zij
m3−3zij
s zij
m2
∙
[
 
 
 zij
s2 − zij
m2 zij
m2 − zij
szij
m zij
m2 − zij
szij
m
zij
m2 − zij
szij
m zij
s 2 − zij
m2 zij
m2 − zij
szij
m
zij
m2 − zij
szij
m zij
m2 − zij
szij
m zij
s2 − zij
m2
]
 
 
 
  (2.11) 
 
Damit werden die Elemente der Admittanzmatrix wie folgt berechnet: 
 
yij
s =
zij
s +zij
m
(zij
s −zij
m)(zij
s +2zij
m)
  (2.12) 
yij
m = −
zij
m
(zij
s −zij
m)(zij
s +2zij
m)
  (2.13) 
 
Ebenso wie die Impedanzmatrix ist auch die Admittanzmatrix symmetrisch aufgebaut. 
Die Werte auf der Diagonalen sind jeweils gleich, genauso wie die nicht diagonalen 
Werte. Die dreiphasigen Ströme können als Multiplikation aus Admittanzmatrix und 
Spannungsabfall geschrieben werden: 
 
[
𝐼ij
a
𝐼ij
b
𝐼ij
c
] = [
yij
s yij
m yij
m
yij
m yij
s yij
m
yij
m yij
m yij
s
] [
∆𝑈ij
a
∆𝑈ij
b
∆𝑈ij
c
], (2.13a) 
𝑰ij
abc = 𝒚ij
abc∆𝑼ij
abc  (2.14b) 
 
Die Admittanzmatrizen der Leitungen sind unabhängig von der Betrachtungsrichtung, 
sodass gilt: 
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𝒚ij
abc = 𝒚𝑗𝑖
abc  (2.15) 
 
Existiert keine Leitung zwischen den zwei Knoten i und j, dann wird in der Leitungs-
admittanzmatrix an den entsprechenden Stellen jeweils die Nullmatrix 03×3 eingesetzt. 
Mit den Admittanzen wird eine symmetrische 3𝑛 × 3𝑛 LeitungsadmittanzMatrix 𝒚𝑎𝑏𝑐 
aufgebaut, deren Elemente auf der Hauptdiagonalen alle gleich Null sind. 
 
𝒚𝑎𝑏𝑐 =
[
 
 
 
 
0 𝒚12
abc ⋯ 𝒚1n
abc
𝒚21
abc 0 ⋯ 𝒚2n
abc
⋮ ⋮ ⋱ ⋮
𝒚n1
abc 𝒚n2
abc ⋯ 0 ]
 
 
 
 
  (2.16) 
 
Aus der Gleichung (2.14b) lässt sich weiter Gleichung (2.17) herleiten. 
 
𝑰ij
abc = 𝒚ij
abc(𝑼i
abc − 𝑼j
abc)  (2.17) 
 
Mit Einsetzen von Gleichungen (2.4) für Real- und Imaginärspannung und (2.10) für 
Konduktanz und Suszeptanz in Gleichung (2.17) kann der komplexe Strom 
 
𝑰ij
abc = (𝒈𝑖𝑗
𝑎𝑏𝑐 + 𝑗𝒃𝑖𝑗
𝑎𝑏𝑐) ((𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) + 𝑗(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐))  (2.18) 
 
mit der Gleichung: 
 
𝑰𝑎𝑏𝑐 = 𝑰Re
abc + 𝑗𝑰Im
abc 
 
folgendermaßen in Real- und Imaginärteil zerlegt werden: 
 
𝑰Re.ij
abc = 𝒈𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) − 𝒃𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐)  (2.19) 
𝑰Im.ij
abc = 𝒃𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) + 𝒈𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐)  (2.20) 
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2.1.4 Aufstellung der Knotenadmittanzmatrix und der Knoten-
stromgleichung 
Durch die Kirchhoffschen Regeln ist der Knotenstrom, der in oder aus einem Knoten 
fließt, gleich der Summe der Ströme von allen mit dem Knoten verbundenen Leitungen. 
Daraus ergibt sich die folgende Gleichung: 
 
𝑰i
abc = ∑ 𝑪𝑖𝑗𝑰ij
abc𝑛
𝑗=1   (2.21) 
 
Hierbei stellt 𝑪 die Verknüpfungsmatrix zwischen den verbundenen Knoten i und j dar.  
 
𝑪 = [
𝑪11 𝑪12 ⋯ 𝑪1𝑛
𝑪21 𝑪22 ⋯ 𝑪2𝑛
⋮ ⋮ ⋱ ⋮
𝑪𝑛1 𝑪𝑛2 ⋯ 𝑪𝑛𝑛
] = [
0 𝑪12 ⋯ 𝑪1𝑛
𝑪21 0 ⋯ 𝑪2𝑛
⋮ ⋮ ⋱ ⋮
𝑪𝑛1 𝑪𝑛2 ⋯ 0
]  (2.22) 
 
Wenn die Knoten i und j verbunden sind, ist die entsprechende Untermatrix 𝑪𝑖𝑗 eine 
Einheitsmatrix mit der Dimension 3 × 3. Wenn keine Verbindung besteht, wird eine 
Nullmatrix eingesetzt. Durch diese Definition sind die Untermatrizen 𝑪𝑖𝑖 auf der Haupt-
diagonale Nullmatrizen. Die Verknüpfungsmatrix ist symmetrisch, sodass die Unter-
matrizen 𝑪𝑖𝑗 gleich der Untermatrizen 𝑪𝑗𝑖 sind. 
 
𝑪𝑖𝑗 = 𝑪𝑗𝑖  (2.23) 
 
Aus den Definitionen der Leitungsadmittanzmatrix 𝒚𝑎𝑏𝑐 und der Verknüpfungsmatrix 
𝑪, ergibt sich folgende Gleichung: 
 
𝑪𝑖𝑗 ∘ 𝒚ij
abc = 𝒚ij
abc  (2.24) 
 
Gleichungen (2.17) und (2.24) werden in (2.21) eingesetzt, um folgende Gleichung her-
zuleiten: 
 
𝑰i
abc = ∑ 𝑪𝑖𝑗 ∘ 𝒚ij
abc(𝑼i
abc − 𝑼j
abc)𝑛𝑗=1   
        = ∑ 𝒚ij
abc𝑼i
abc𝑛
𝑗=1 − ∑ 𝒚ij
abc𝑼j
abc𝑛
𝑗=1   
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        = ∑ (𝒚ij
abc)𝑛𝑗=1 𝑼i
abc − 𝒚i1
abc𝑼1
abc − 𝒚i2
abc𝑼2
abc ⋯− 𝒚ii
abc𝑼i
abc ⋯ − 𝒚in
abc𝑼𝑛
abc 
        = −𝒚i1
abc𝑼1
abc − 𝒚i2
abc𝑼2
abc ⋯− 𝒚i(i−1)
abc 𝑼𝑖−1
abc 
           +(∑ (𝒚ij
abc)𝑛𝑗=1 − 𝒚ii
abc)𝑼i
abc − 𝒚i(i+1)
abc 𝑼𝑖+1
abc ⋯− 𝒚in
abc𝑼𝑛
abc  (2.25) 
 
Gleichung (2.25) kann als folgende Gleichung geschrieben werden 
 
𝑰i
abc = ∑ 𝒀ij
abc𝑼j
abc𝑛
𝑗=1 (2.27)  (2.26) 
 
wobei 𝒀ij
abc  eine Untermatrix der sogenannten Knotenadmittanzmatrix 𝒀𝒂𝒃𝒄  ist. Die 
Untermatrizen 𝒀𝑖𝑖
𝑎𝑏𝑐 auf der Hauptdiagonalen entsprechen jeweils der Summe aller Un-
termatrizen der i-ten Reihe der Leitungsadmittanzmatrix: 
 
𝒀𝑖𝑖
𝑎𝑏𝑐 = ∑ 𝒚ij
abc𝑛
𝑗=1   (2.27) 
 
Die Untermatrizen 𝒀𝑖𝑗
𝑎𝑏𝑐 auf den Nichtdiagonalen sind gleich den entsprechenden nega-
tiven Untermatrizen der Leitungsadmittanzmatrix: 
 
𝒀𝑖𝑗
𝑎𝑏𝑐 = −𝒚𝑖𝑗
𝑎𝑏𝑐  (2.28) 
 
Dabei setzt sich jeweils die 3 × 3 Untermatrix der Knotenadmittanz aus der Knoten-
Konduktanz (Realteil) 𝑮 und der Knoten-Suszeptanz (Imaginärteil) 𝑩 zusammen: 
 
𝒀ij
abc = 𝑮ij
abc + 𝑗𝑩ij
abc  (2.29) 
 
Gleichung (2.23) kann als folgende Multiplikation der Matrizen geschrieben werden: 
 
𝑰𝑖
𝑎𝑏𝑐 = [𝒀𝑖1
𝑎𝑏𝑐 𝒀𝑖2
𝑎𝑏𝑐 ⋯ 𝒀𝑖𝑖
𝑎𝑏𝑐 ⋯ 𝒀𝑖𝑛
𝑎𝑏𝑐]
[
 
 
 
 
 
 
𝑼1
𝑎𝑏𝑐
𝑼2
𝑎𝑏𝑐
⋮
𝑼𝑖
𝑎𝑏𝑐
⋮
𝑼𝑛
𝑎𝑏𝑐]
 
 
 
 
 
 
  (2.30) 
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Damit ergeben sich alle Knotenströme aus: 
 
[
 
 
 
 
𝑰1
abc
𝑰2
abc
⋮
𝑰n
abc]
 
 
 
 
=
[
 
 
 
 
𝒀11
abc 𝒀12
abc ⋯ 𝒀1n
abc
𝒀21
abc 𝒀22
abc ⋯ 𝒀2n
abc
⋮ ⋮ ⋱ ⋮
𝒀n1
abc 𝒀n2
abc ⋯ 𝒀nn
abc]
 
 
 
 
[
 
 
 
 
𝑼1
abc
𝑼2
abc
⋮
𝑼n
abc]
 
 
 
 
 (2.30a) 
𝑰𝑎𝑏𝑐 = 𝒀𝑎𝑏𝑐𝑼𝑎𝑏𝑐  (2.31b) 
 
Die Matrix 𝒀𝑎𝑏𝑐  mit der Dimension 3𝑛 × 3𝑛  ist die Knotenadmittanzmatrix für ein 
Drei-Phasen Drei-Leiter System. Die Knotenadmittanzmatrix ist ebenso wie die Lei-
tungsadmittanzmatrix symmetrisch. 
Der komplexe Strom von Knoten 𝑖 zu Knoten 𝑗 ist in Abhängigkeit von Konduktanz 
und Suszeptanz sowie Real- und Imaginärteil der Spannung damit durch Einsetzen von 
Gleichungen (2.10) und (2.29) in der Gleichung (2.31b) gegeben: 
 
𝑰i
abc = ∑ (𝑮𝑖𝑗
𝑎𝑏𝑐 + 𝑗𝑩𝑖𝑗
𝑎𝑏𝑐)(𝒆𝑗
𝑎𝑏𝑐 + 𝑗𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1   (2.32) 
 
Die Real- und Imaginärteile sind somit 
 
𝑰Re.i
abc = ∑ (𝑮𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 − 𝑩𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1   (2.33) 
𝑰Im.i
abc = ∑ (𝑩𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 + 𝑮𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1   (2.34) 
 
 
 
2.1.5 Beispiel zur Berechnung von Leitungsadmittanzmatrix und 
Knotenadmittanzmatrix 
Der Topologie des Teilnetzes von real Mittelspannungsnetz „Alliander Livelab“ ist als 
Beispiel in Abbildung 2.2 dargestellt. Es besteht aus 4 Knoten, die über 3 Leitungen 
miteinander verbunden sind. Die Impedanzen der Leitungen sind bekannt. Die Admit-
tanz 𝒚12
𝑎𝑏𝑐, 𝒚23
𝑎𝑏𝑐, 𝒚13
𝑎𝑏𝑐 sind 3x3 Matrizen, die durch die Gleichungen (2.12) und (2.13) 
mit bekannten Impedanzen direkt berechnet werden können. 
Mathematische Modellierung des Mittelspannungsnetzes 
15 
 
 
Abbildung 2.2 Leitungsabschnitt des Mittelspannungsnetzes mit resistiver und induktiver Verket-
tung. Die Admittanzen der Leitungen sind 3 × 3 Matrizen. Die Ströme 𝐼𝑖  z.B. 𝐼1 sind 
die Knotenströme, die im Knoten i im Netz eingespeist. Die Ströme 𝐼𝑖𝑗  z.B. 𝐼12 sind 
die Leitungsstrüme, die von Knoten i nach j fließt. 
 
Durch die Gleichung (2.16) ergibt sich die Leitungsadmittanzmatrix 
 
𝒚𝑎𝑏𝑐 =
[
 
 
 
 
 
0 𝒚12
𝑎𝑏𝑐 0 0
𝒚12
𝑎𝑏𝑐 0 𝒚23
𝑎𝑏𝑐 𝒚24
𝑎𝑏𝑐
0 𝒚23
𝑎𝑏𝑐 0 0
0 𝒚24
𝑎𝑏𝑐 0 0 ]
 
 
 
 
 
  (2.35) 
 
Die Leitungsströme sind durch die Gleichung (2.17) gegeben: 
 
𝑰12
abc = 𝒚12
abc(𝑼1
abc − 𝑼2
abc)  (2.36) 
𝑰23
abc = 𝒚23
abc(𝑼2
abc − 𝑼3
abc)  (2.37) 
𝑰24
abc = 𝒚24
abc(𝑼2
abc − 𝑼4
abc)  (2.38) 
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Mit der Gleichung (2.25) kann man den Knotenstrom bekommen: 
 
𝑰1
abc = 𝑰12
abc  
         = 𝒚12
abc(𝑼1
abc − 𝑼2
abc)  
         = 𝒚12
abc𝑼1
abc − 𝒚12
abc𝑼2
abc  (2.39) 
 
𝑰2
abc = −𝑰12
abc + 𝑰23
abc + 𝑰24
abc  
         = 𝒚12
abc(𝑼2
abc − 𝑼1
abc) + 𝒚23
abc(𝑼2
abc − 𝑼3
abc) + 𝒚24
abc(𝑼2
abc − 𝑼4
abc)  
         = −𝒚12
abc𝑼1
abc + (𝒚12
abc + 𝒚23
abc + 𝒚24
abc)𝑼2
abc − 𝒚23
abc𝑼3
abc − 𝒚24
abc𝑼4
abc  (2.40) 
 
𝑰3
abc = −𝑰23
abc  
         = 𝒚23
abc(𝑼3
abc − 𝑼2
abc)  
         = −𝒚23
abc𝑼2
abc + 𝒚23
abc𝑼3
abc   (2.41) 
 
𝑰4
abc = −𝑰24
abc  
         = 𝒚24
abc(𝑼4
abc − 𝑼2
abc)  
         = −𝒚24
abc𝑼2
abc + 𝒚24
abc𝑼4
abc    (2.42) 
 
Es ergibt sich die Knotenadmittanzmatrix durch Zusammenfassung von Gleichungen 
(2.39) bis (2.42) aus Gleichung (2.26). 
 
[
 
 
 
 
𝑰1
abc
𝑰2
abc
𝑰3
abc
𝑰4
abc]
 
 
 
 
=
[
 
 
 
 
 
𝒚12
abc −𝒚12
abc 0 0
−𝒚12
abc 𝒚12
abc + 𝒚23
abc + 𝒚24
abc −𝒚23
abc −𝒚24
abc
0 −𝒚23
abc 𝒚23
abc 0
0 −𝒚24
abc 0 𝒚24
abc
]
 
 
 
 
 
∙
[
 
 
 
 
𝑼1
abc
𝑼2
abc
𝑼3
abc
𝑼4
abc]
 
 
 
 
  (2.43) 
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Von Gleichung (2.36) passt die Berechnung der Knotenadmittanzmatrix die Gleichun-
gen (2.27) und (2.28). 
 
 
2.2 Leistungsflussgleichungen 
2.2.1 Gleichungen der Leistungsflüsse von Knoten i zu Knoten j 
Die komplexe Scheinleistung 𝑺 kann durch Multiplikation der komplexen Spannung 
und des konjugiert komplexen Stromes berechnet werden. Die Spannungen und Ströme 
der Phasen a, b und c tauchen als Vektoren in dem System auf. Die Vektoren der Span-
nungen können zu einer Diagonalmatrix transformiert werden. Damit ergibt der Vektor 
der komplexen Scheinleistung sich zu: 
 
𝑺ij
abc = 𝑑𝑖𝑎𝑔(𝐔𝒊
𝑎𝑏𝑐) ∙ 𝐈𝑖𝑗
𝑎𝑏𝑐∗  (2.44) 
 
Durch Einsetzen der Gleichung (2.17) für den Leitungsstrom, resultiert die Gleichung 
der komplexen Scheinleistung in Abhängigkeit von den Knotenspannungen: 
 
𝑺ij
abc = 𝑑𝑖𝑎𝑔(𝑼i
abc) ∙ (𝒚ij
abc(𝑼i
abc − 𝑼j
abc))
∗
  (2.45) 
 
Die Scheinleistung können daraus mit Einsetzen der Gleichungen (2.4) und (2.10) fol-
gendermaßen abgeleitet werden: 
 
𝑺ij
abc = 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐 + 𝑗𝒇𝑖
𝑎𝑏𝑐) ∙ (𝒈𝑖𝑗
𝑎𝑏𝑐 − 𝑗𝒃𝑖𝑗
𝑎𝑏𝑐) ((𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) − 𝑗(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐))  (2.46) 
 
Die Wirk- und Blindleistung sind somit: 
 
𝑷ij
abc = 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐) (𝒈𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) − 𝒃𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐))  
             +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐) (𝒃𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) + 𝒈𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐))  (2.47) 
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𝑸ij
abc = −𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐) (𝒈𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) + 𝒃𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐))  
              +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐) (𝒃𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) − 𝒈𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐))  (2.48) 
 
 
2.2.2 Gleichungen der Knotenleistungen 
Die Knotenscheinleistung wird durch Einsetzen von Gleichung (2.26) in 
 
𝑺i
abc = 𝑑𝑖𝑎𝑔(𝐔𝒊
𝑎𝑏𝑐) ∙ 𝐈𝑖
𝑎𝑏𝑐∗  (2.49) 
 
bestimmt, sodass sich folgende Gleichung ergibt: 
 
𝑺i
abc = 𝑑𝑖𝑎𝑔(𝑼i
abc) ∙ (∑ 𝒀ij
abc𝑼j
abc𝑛
𝑗=1 )
∗
  (2.50) 
 
Daraus lassen sich wiederum die Gleichungen für die Scheinleistung ableiten 
 
𝑺i
abc = (𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐) + 𝑑𝑖𝑎𝑔(𝑗𝒇𝑖
𝑎𝑏𝑐))∑ (𝑮𝑖𝑗
𝑎𝑏𝑐 − 𝑗𝑩𝑖𝑗
𝑎𝑏𝑐)(𝒆𝑗
𝑎𝑏𝑐 − 𝑗𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1   (2.51) 
 
Die Wirk- und Blindleistung sind som 
 
𝑷i
abc = 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)∑ (𝑮𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 − 𝑩𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1   
              +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)∑ (𝑩𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 + 𝑮𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1   (2.52) 
 
𝑸i
abc = −𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)∑ (𝑩𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 + 𝑮𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1   
              +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)∑ (𝑮𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 − 𝑩𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1   (2.53) 
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2.3 Zusätzliche Bedingung: Summe der Ströme 
Im Drehstromnetz ohne Neutralleiter ist die Summe der idealen Ströme in den drei Lei-
tungen nach den kirchhoffschen Regeln immer gleich null. Es ergeben sich die folgen-
den Gleichungen: 
 
𝐼𝑖𝑗
𝑠𝑢𝑚 = 𝐼𝑖𝑗
𝑎 + 𝐼𝑖𝑗
𝑏 + 𝐼𝑖𝑗
𝑐 = [1 1 1] ∙ 𝑰ij
abc = 0  (2.54) 
𝐼𝑖
𝑠𝑢𝑚 = 𝐼𝑖
𝑎 + 𝐼𝑖
𝑏 + 𝐼𝑖
𝑐 = [1 1 1] ∙ 𝑰i
abc = 0  (2.55) 
 
Daraus in einem beobachtbaren System kann die Leistung der dritten Phase durch die 
obigen Gleichungen immer durch die Leistungen der andren zwei Phasen berechnet 
werden. 
Allerdings, unbekannter Messfehler existiert immer in realem System.  
 
𝐼𝑖𝑗
𝑥 ′ = 𝐼𝑖𝑗
𝑥 + ∆𝐼𝑖𝑗
𝑥  
𝐼𝑖
𝑥′ = 𝐼𝑖
𝑥 + ∆𝐼𝑖
𝑥 
 
Die Summe der gemessenen Ströme mit Messfehler in den drei Leitungen kann nicht 
mehr gleich null sein: 
 
𝐼𝑖𝑗
𝑠𝑢𝑚 = 𝐼𝑖𝑗
𝑎 ′ + 𝐼𝑖𝑗
𝑏 ′ + 𝐼𝑖𝑗
𝑐 ′ ≠ 0  (2.56) 
𝐼𝑖
𝑠𝑢𝑚 = 𝐼𝑖
𝑎′ + 𝐼𝑖
𝑏′ + 𝐼𝑖
𝑐′ ≠ 0  (2.57) 
 
Durch Anwendung der symmetrischen Komponenten der Gleichung (2.5b), sind die 
Ströme in Gegen- und Nullsystem nicht mehr null. Bei einem dreiphasigen Drehstrom-
netz mit symmetrischer Belastung vereinfacht sich das System aufgrund des konstanten 
Verhältnisses durch Anwendung der symmetrischen Komponenten zu drei einphasigen 
Netzen in Mit-, Gegen- und Nullsystem. Die Ströme in Gegen- und Nullsystem werden 
als Werte null angenommen, sodass die Summe der Leistungen der drei Phasen in Mit-
system direkt benutzt wird. Damit kann die Nullsummen-Bedingung als Nebenbedin-
gung eliminiert werden. 
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Im Gegensatz benutzt unsymmetrisch belasteten System keine symmetrischen Kompo-
nenten. Die Annahme, dass die Ströme in Gegen- und Nullsystem gleich null sind, exis-
tiert hier nicht mehr. Daraus soll die Nullsummen-Bedingung (2.54) und (2.55) in einem 
unsymmetrisch belasteten System als Nebenbedingung zu einer wichtigen Redundanz 
für die Zustandsschätzung erfüllt.  
Mit Einsetzen von Gleichung (2.17) transformiert die oberen Gleichungen (2.54) und 
(2.55) über Leitungsstrom zu der folgenden Gleichung über Knotenspannungen. 
 
𝐼𝑖𝑗
𝑠𝑢𝑚 = [1 1 1] ∙ 𝐲𝑖𝑗
𝑎𝑏𝑐(𝑼i
abc − 𝑼j
abc)  
          = [𝑦𝑖𝑗
𝑐𝑜𝑙1 𝑦𝑖𝑗
𝑐𝑜𝑙2 𝑦𝑖𝑗
𝑐𝑜𝑙3](𝑼i
abc − 𝑼j
abc) = 0   (2.58) 
 
Durch die Eigenschaft der Admittanzmatrix nach Gleichungen (2.12) und (2.13) haben 
die drei Elemente 𝑦𝑖𝑗
𝑐𝑜𝑙1, 𝑦𝑖𝑗
𝑐𝑜𝑙2 𝑢𝑛𝑑 𝑦𝑖𝑗
𝑐𝑜𝑙3 die gleich Werte: 
 
𝑦𝑖𝑗
𝑐𝑜𝑙1 = 𝑦𝑖𝑗
𝑐𝑜𝑙2 = 𝑦𝑖𝑗
𝑐𝑜𝑙3 = yij
s + 2yij
m  (2.59) 
 
Damit lässt sich die folgende vereinfachte Gleichung aufstellen 
 
𝐼𝑖𝑗
𝑠𝑢𝑚 = U𝑖
𝑎 − U𝑗
𝑎 + U𝑖
𝑏 − U𝑗
𝑏 + U𝑖
𝑐 − U𝑗
𝑐 = 0  (2.60) 
 
Wenn Gleichung (2.21) in oberer Gleichung (2.55) eingesetzt wird, entsteht die Glei-
chung für den Leitungsstrom, mit Gleichung (2.54) weiter hergeleitet wird: 
 
𝐼𝑖
𝑠𝑢𝑚 = [1 1 1] ∙ ∑ 𝑪𝑖𝑗𝑰ij
abc𝑛
𝑗=1 =∙ ∑ 𝑪𝑖𝑗 ∙ ([1 1 1] ∙ 𝑰ij
abc)𝑛𝑗=1 = 0  (2.61) 
 
Aus der Gleichung für 𝐼𝑖𝑗
𝑠𝑢𝑚 ist ersichtlich, dass die obere Gleichung 0 als Ergebnis ha-
ben muss. Somit sind die beiden Gleichungen (2.54) und (2.55) linear abhängig und es 
kann nur eine, in diesem Fall 𝐼𝑖𝑗
𝑠𝑢𝑚, als Nebenbedingung genutzt werden. 
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2.4 Jacobi-Matrix 
Die Jacobi-Matrix einer differenzierbaren Funktion ℎ: 𝑅𝑛 → 𝑅𝑚  ist die 𝑚 × 𝑛 Matrix, 
in der sämtliche partiellen Ableitungen erster Ordnung in einer bestimmten Weise an-
geordnet sind. 
 
𝑱ℎ(𝑥) = (
𝜕ℎ𝑖
𝜕𝑥𝑗
(𝑥))
𝑖𝑗
=
[
 
 
 
 
 
𝜕ℎ1
𝜕𝑥1
𝜕ℎ1
𝜕𝑥2
⋯
𝜕ℎ1
𝜕𝑥𝑛
𝜕ℎ2
𝜕𝑥1
𝜕ℎ2
𝜕𝑥2
⋯
𝜕ℎ2
𝜕𝑥𝑛
⋮ ⋮ ⋱ ⋮
𝜕ℎ𝑛
𝜕𝑥1
𝜕ℎ𝑛
𝜕𝑥2
⋯
𝜕ℎ𝑛
𝜕𝑥𝑛]
 
 
 
 
 
  (2.62) 
 
In Kapitel 2.2 wird ein nichtlineares System beschrieben, das auf den Gleichungen der 
Knotenleistung und der Leitungsleitung bezogen auf die komplexe Spannung basiert. 
Bei einem nichtlinearen System 𝑦 = ℎ(𝑥) ist die Umkehrfunktion ℎ−1 nicht ermittelbar. 
Deswegen kann eine exakte Lösung der Systemgleichungen nicht direkt berechnet wer-
den. Die Beobachtbarkeit des Systems kann damit ebenfalls nicht direkt beurteilt wer-
den. 
Mithilfe der Jacobi-Matrix, die das System als lineare Funktion abbildet, kann die nähe-
rungsweise Berechnung mittels numerischer Mathematik durchgeführt werden. Die Be-
obachtbarkeit kann damit anhand der linearisierten Systemfunktion beurteilt werden. 
Die partiellen Ableitungen der Leitungs- und Knotenleistungen werden mit folgenden 
Gleichungen errechnet. 
• Partielle Ableitung der Leitungswirkleistung von i zu j nach der Spannung: 
 
𝜕𝑷ij
abc
𝜕𝒆𝑖
= 𝑑𝑖𝑎𝑔 (𝒈𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) − 𝒃𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐)) + 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝒈𝑖𝑗
𝑎𝑏𝑐  
 +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝒃𝑖𝑗
𝑎𝑏𝑐  (2.63) 
 
𝜕𝑷ij
abc
𝜕𝒆𝑗
= −𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝒈𝑖𝑗
𝑎𝑏𝑐 − 𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝒃𝑖𝑗
𝑎𝑏𝑐  (2.64) 
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𝜕𝑷ij
abc
𝜕𝒇𝑖
= 𝑑𝑖𝑎𝑔 (𝒃𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) + 𝒈𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐)) − 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝒃𝑖𝑗
𝑎𝑏𝑐  
 +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝒈𝑖𝑗
𝑎𝑏𝑐  (2.65) 
 
𝜕𝑷ij
abc
𝜕𝒇𝑗
= 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝒃𝑖𝑗
𝑎𝑏𝑐 − 𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝒈𝑖𝑗
𝑎𝑏𝑐  (2.66) 
 
 
• Partielle Ableitung der Leitungsblindleistung von i zu j nach der Spannung: 
 
𝜕𝑸ij
abc
𝜕𝒆𝑖
= −𝑑𝑖𝑎𝑔 (𝒃𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) + 𝒈𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐)) − 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝒃𝑖𝑗
𝑎𝑏𝑐  
 +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝒈𝑖𝑗
𝑎𝑏𝑐  (2.67) 
 
𝜕𝑸ij
abc
𝜕𝒆𝑗
= 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝒃𝑖𝑗
𝑎𝑏𝑐 − 𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝒈𝑖𝑗
𝑎𝑏𝑐  (2.68) 
 
𝜕𝑸ij
abc
𝜕𝒇𝑖
= 𝑑𝑖𝑎𝑔 (𝒈𝑖𝑗
𝑎𝑏𝑐(𝒆𝑖
𝑎𝑏𝑐 − 𝒆𝑗
𝑎𝑏𝑐) − 𝒃𝑖𝑗
𝑎𝑏𝑐(𝒇𝑖
𝑎𝑏𝑐 − 𝒇𝑗
𝑎𝑏𝑐)) − 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝒈𝑖𝑗
𝑎𝑏𝑐  
 −𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝒃𝑖𝑗
𝑎𝑏𝑐  (2.69) 
 
𝜕𝑸ij
abc
𝜕𝒇𝑗
= 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝒈𝑖𝑗
𝑎𝑏𝑐 + 𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝒃𝑖𝑗
𝑎𝑏𝑐  (2.70) 
 
 
• Partielle Ableitung der Knotenwirkleistung nach der Spannung: 
 
𝜕𝑷i
abc
𝜕𝒆𝑖
= 𝑑𝑖𝑎𝑔(∑ (𝑮𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 − 𝑩𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1 ) + 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝑮𝑖𝑖
𝑎𝑏𝑐  
 +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝑩𝑖𝑖
𝑎𝑏𝑐  (2.71) 
 
𝜕𝑷i
abc
𝜕𝒆𝑗
= 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝑮𝑖𝑗
𝑎𝑏𝑐 + 𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝑩𝑖𝑗
𝑎𝑏𝑐  (2.72) 
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𝜕𝑷i
abc
𝜕𝒇𝑖
= 𝑑𝑖𝑎𝑔(∑ (𝑩𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 + 𝑮𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1 ) − 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝑩𝑖𝑖
𝑎𝑏𝑐  
 +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝑮𝑖𝑖
𝑎𝑏𝑐  (2.73) 
 
𝜕𝑷i
abc
𝜕𝒇𝑗
= −𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝑩𝑖𝑗
𝑎𝑏𝑐 + 𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝑮𝑖𝑗
𝑎𝑏𝑐  (2.74) 
 
 
• Partielle Ableitung der Knotenblindleistung nach der Spannung: 
 
𝜕𝑸i
abc
𝜕𝒆𝑖
= −𝑑𝑖𝑎𝑔(∑ (𝑩𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 + 𝑮𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1 ) − 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝑩𝑖𝑖
𝑎𝑏𝑐  
 +𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝑮𝑖𝑖
𝑎𝑏𝑐  (2.75) 
 
𝜕𝑸i
abc
𝜕𝒆𝑗
= −𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝑩𝑖𝑖
𝑎𝑏𝑐 + 𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝑮𝑖𝑖
𝑎𝑏𝑐  (2.76) 
 
𝜕𝑸i
abc
𝜕𝒇𝑖
= 𝑑𝑖𝑎𝑔(∑ (𝑮𝑖𝑗
𝑎𝑏𝑐𝒆𝑗
𝑎𝑏𝑐 − 𝑩𝑖𝑗
𝑎𝑏𝑐𝒇𝑗
𝑎𝑏𝑐)𝑛𝑗=1 ) − 𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝑮𝑖𝑖
𝑎𝑏𝑐  
 −𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝑩𝑖𝑖
𝑎𝑏𝑐  (2.77) 
 
𝜕𝑸i
abc
𝜕𝒇𝑗
= −𝑑𝑖𝑎𝑔(𝒆𝑖
𝑎𝑏𝑐)𝑮𝑖𝑖
𝑎𝑏𝑐 − 𝑑𝑖𝑎𝑔(𝒇𝑖
𝑎𝑏𝑐)𝑩𝑖𝑖
𝑎𝑏𝑐  (2.78) 
 
 
2.5 Hesse-Matrix 
In einer Hesse-Matrix, die die Dimension 𝑛 × 𝑛 hat, werden alle zweiten partiellen Ab-
leitungen einer differenzierbaren Funktion ℎ: 𝑅𝑛 → 𝑅  in einer bestimmten Weise zu-
sammengefasst. 
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𝑯ℎ(𝑥) = (
𝜕2ℎ
𝜕𝑥𝑖𝜕𝑥𝑗
(𝑥))
𝑖𝑗=1,…,𝑛
=
[
 
 
 
 
 
𝜕2ℎ
𝜕𝑥1𝜕𝑥1
𝜕2ℎ
𝜕𝑥1𝜕𝑥2
⋯
𝜕2ℎ
𝜕𝑥1𝜕𝑥𝑛
𝜕2ℎ
𝜕𝑥2𝜕𝑥1
𝜕2ℎ
𝜕𝑥2𝜕𝑥2
⋯
𝜕2ℎ
𝜕𝑥2𝜕𝑥𝑛
⋮ ⋮ ⋱ ⋮
𝜕2ℎ
𝜕𝑥𝑛𝜕𝑥1
𝜕2ℎ
𝜕𝑥𝑛𝜕𝑥2
⋯
𝜕2ℎ
𝜕𝑥𝑛𝜕𝑥𝑛]
 
 
 
 
 
  (2.79) 
 
Eine wichtige Anwendung der Hesse-Matrix liegt in der Bestimmung der Extremstellen 
bei Optimierungsproblemen. In Kapitel 5.2 wird die Hesse-Matrix im Innere-Punkte-
Verfahren eingesetzt, um das ursprüngliche Minimierungsproblem zu lösen. Sämtliche 
partiellen Ableitungen zweiter Ordnung des Systems sind in Anhang 9.1 in den Tabelle 
9.1 bis Tabelle 9.16 aufgeführt. 
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3 Simulation der Betriebszustände des Strom-
netzes 
Das ursprüngliche Ziel der Stromnetzsimulation, als Ergebnis der Leistungsflussrech-
nung, ist die Berechnung der idealen Zustände des Netzes, die sich aus den kirchhoff-
schen Regeln ergeben. Hierbei entspricht die Anzahl der Messungen der Anzahl der 
Zustände im Netz. Eine gute Übereinstimmung zwischen simulierten Netzlasten mit den 
gemessenen realen Lasten des Netzes ist zu erwarten. 
 
3.1 Per-Unit-System 
Bei der Analyse von Stromnetzen wird das Per-Unit-System verwendet [37]. Dabei 
werden die tatsächlichen Größenwerte auf Basis- oder Referenzwerte bezogen, wie z.B. 
Nenn- oder Volllastwerte. Der Per-Unit-Wert ist hierbei wie folgt definiert:  
 
𝑝. 𝑢. =
tatsächliche Größenwerte
𝐵𝑎𝑠𝑖𝑠−𝑜𝑑𝑒𝑟 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑧𝑤𝑒𝑟𝑡 𝑖𝑛 𝑑𝑒𝑟𝑠𝑒𝑙𝑏𝑒𝑛 𝐸𝑖𝑛ℎ𝑒𝑖𝑡
  (3.1) 
 
Aus der Definition für die Referenz-Scheinleistung S𝐵  ergibt sich unter Verwendung 
des Referenzwertes für die Spannung U𝐵, die Berechnungsvorschrift für die Impedanz 
𝑍𝐵 als Bezugsgröße: 
 
𝑍𝐵 =
U𝐵
2
S𝐵
  (3.2) 
 
Wählt man 𝑍𝐵 = 1, ergibt sich die nachfolgende Gleichung:  
 
S𝐵 = U𝐵
2  (3.3) 
 
Damit erhalten die Werte der Impedanzen im Per-Unit-System die gleichen Werte wie 
im realen System. Dadurch wird der Basiswert für den Strom gleich dem Basiswert für 
die Spannung: 
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𝐼𝐵 =
S𝐵
U𝐵
= U𝐵  (3.4) 
 
Die in der komplexen Wechselstromrechnung übliche komplexe Darstellung ist auch im 
Per-Unit-System möglich: Dabei werden die Beträge der komplexen Größen in der Po-
larform durch die Bezugswerte dividiert, die Winkel bleiben unverändert. 
Alle Netz-Berechnungen in der Arbeit werden in Per-Unit-System ausgeführt.  
 
 
3.2 Newton-Verfahren 
Die exakten Lösungen des nichtlinearen Systems (2.47), (2.48), (2.52) und (2.53) kön-
nen nicht direkt ausgerechnet werden. Die näherungsweise Berechnung erfordert Ver-
fahren aus der numerischen Mathematik, z.B. das Newton-Verfahren [38],[39], zur Lö-
sung der nichtlinearen Gleichungen. Durch die Anwendung des Newton-Verfahrens 
werden Näherungswerte für die Nullstellen von mehrdimensionalen stetig differenzier-
baren Gleichungen ℎ(𝑥) = 0 bestimmt. 
Anhand der Näherung der Nullstelle kann die Gleichung als folgende Taylorreihe für 
den allgemeinen Fall dargestellt werden: 
 
ℎ(𝑥 + ∆𝑥) = ℎ(𝑥) + 𝑱ℎ(𝑥) ∙ ∆𝑥 + 𝑂(∆𝑥 ) = 0  (3.5) 
 
Dabei ist 𝑱ℎ(𝑥) die Jacobi-Matrix und 𝑂(∆𝑥 ) enthält die Terme mit dem quadratischen 
Ausdruck und Ausdrücken höherer Ordnung. Wenn die Differenz ∆𝑥 klein ist, werden 
nur die ersten beiden Terme der Taylorreihe verwendet, sodass sich eine lineare Bezie-
hung ergibt: 
 
ℎ(𝑥 + ∆𝑥) = ℎ(𝑥) + 𝑱ℎ(𝑥) ∙ ∆𝑥 = 0  (3.6) 
 
Mit 𝑥 = 𝑥(𝑙)  und ∆𝑥(𝑙) = 𝑥(𝑙+1) − 𝑥(𝑙)  wird die Lösung des Newton-Korrektors ∆𝑥𝑛 
über die Berechnung der Inversen der Jacobi-Matrix 𝑱ℎ(𝒙
(𝑙)) und anschließender Mul-
tiplikation mit 𝑓(𝒙(𝑙)): 
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∆𝑥𝑛 = −(𝑱ℎ(𝒙
(𝑙)))
−1
𝑓(𝒙(𝑙))  (3.7) 
 
bestimmt. Danach ergibt sich 𝑥𝑛+1 aus: 
 
𝒙(𝑙+1) = 𝒙(𝑙) + ∆𝒙(𝑙)  (3.8) 
 
Über mehrere Iterationen konvergiert 𝒙(𝑙+1) zur Nullstelle. Die Konvergenz der Iterati-
on kann durch eine von folgenden Voraussetzungen bestimmt werden: 
 
|𝑓(𝒙(𝑙))| < 𝜀𝐽  (3.9) 
‖∆𝒙(𝑙)‖
∞
< 𝜀∞  (3.10) 
 
Dabei sind 𝜀𝐽 und 𝜀∞vorgegebene positive Werte. 
 
 
3.3 Leistungsflussberechnung für dreiphasige unsymmet-
risch belastete Netze 
Mit der Leistungsflussberechnung kann man die Spannungen, Strom- und Leistungs-
flüsse im Netz und an den Einspeise- und Abnahmeknoten berechnen. Bei der Leis-
tungsflussberechnung des symmetrischen belasteten Stromnetzes werden die Knoten als 
Bilanz-, PQ- und PV-Knoten definiert. Die Anzahl der Messungen 𝑚 ist gleich der An-
zahl der Zustände 2𝑛 − 1, wobei 𝑛 die Anzahl den Knoten ist. Weil die Anzahl der 
Messungen und Zustände gleich ist, werden die Zustände ohne Abweichung berechnet. 
Es ist ein wichtiges Verfahren, das die anpassenden Daten ohne Abweichung für den 
Test der Zustandsschätzung erstellen kann, um die Zustandsschätzung zu überprüfen. 
Die Leistungsflussberechnung für ein unsymmetrisches Drehstromnetz wird hier davon 
abgeleitet. 
In einem unsymmetrisch belasteten Stromnetz mit 𝑛 Knoten ist die Anzahl der komple-
xen Knotenspannungen 3-mal größer. Die Phasenverschiebungen zwischen den Phasen 
der Knotenspannungen, einschließlich der Spannungen an dem Bilanzknoten, entspricht 
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dann nicht mehr 120°. Die Phasenverschiebung der Phase a am Bilanzknoten wird als 
Referenz der Phase zu 0° angenommen. Daraus ergeben sich insgesamt 6𝑛 − 1 Zustän-
den in einem unsymmetrisch belasteten Stromnetz: 
 
𝑚𝑒𝑛𝑔𝑒(𝒙) = 6𝑛 − 1  (3.11) 
 
 
 
3.3.1 Entkopplung des unsymmetrischen Systems für die Leis-
tungsflussberechnung 
Die Beziehung zwischen Messvektor 𝒛 und dem Vektor der Zustandsgrößen 𝒉(𝒙) ist 
gegeben durch die allgemeine Gleichung (vgl. Kapitel 2): 
 
𝒉(𝒙) = 𝒛  (3.12) 
 
Entsprechend Kapitel 2.3 lässt sich der Strom im dritten Leiter aus den Strömen der 
anderen zwei Leiter berechnen. Die Messung des dritten Leiters ist redundant. Die Leis-
tungsflussberechnung des unsymmetrischen Drehstromnetzes ohne Neutralleiter benö-
tigt nur die Messung von zwei Leitern. 
Gleichung (2.54) wird in Gleichung (2.2b) eingesetzt, sodass sich folgende Gleichung 
ergibt: 
 
[
∆𝑼ij
a
∆𝑼ij
b
∆𝑼ij
c
] = [
zij
s zij
m zij
m
zij
m zij
s zij
m
zij
m zij
m zij
s
] [
𝑰ij
a
𝑰ij
b
−𝑰ij
a − 𝑰ij
𝑏
]  (3.13) 
 
Die Spannung an der Phase c kann, wie nachfolgend gezeigt, eliminiert werden: 
 
[
∆𝑼ij
a
∆𝑼ij
b] = [
zij
s − zij
m 0
0 zij
s − zij
m] [
𝑰ij
a
𝑰ij
b]  (3.14) 
 
Damit werden die Spannungen und Ströme entkoppelt. Die Anzahl der unabhängigen 
Zustände reduziert von 6𝑛 − 1 in Gleichung (3.11) auf 4𝑛 + 1. 
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Die Leistungsflussberechnung für die Phasen a und b in Gleichung (3.14) wird für un-
abhängige Systeme mit eigener Phasenverschiebung durchgeführt. Die Phasenverschie-
bung der Phase a am Bilanzknoten wird als Referenz zu 0 angenommen. Die Phasen-
verschiebung der Phase b, die unbekannt ist, soll vorher bestimmt werden. Die Phasen-
verschiebung kann gemessen oder angegeben werden. Alternativ können alle Zustände 
einschließlich der Phasenverschiebung der Phase b auch mit der zusätzlich eingefügten 
Knotenwirkleistung der Phase b am Bilanzknoten durch das Newton-Verfahren berech-
net werden. Der Bilanzknoten der Phase b hat dann die gleiche Bedeutung wie der PV-
Knoten bei der Leistungsflussberechnung des symmetrischen belasteten Stromnetzes. 
Die Differenzen der Spannung ∆𝑼ij
c  zwischen den Knoten an Phase c kann durch die 
dritte Gleichung von (3.13) mit 
 
∆𝑼ij
c = [zij
m zij
m zij
s] [
𝑰ij
a
𝑰ij
b
−𝑰ij
a − 𝑰ij
𝑏
]  (3.15) 
 
berechnet werden. Mit der bekannten komplexen Knotenspannung der Phase c am Bi-
lanzknoten werden die verbleibenden komplexen Knotenspannungen bestimmt. Wenn 
die Phasenverschiebung zur Referenz nicht messbar ist, kann sie auch mit der zusätzlich 
eingefügten Knotenwirkleistung der Phase c am Bilanzkonten berechnet werden. 
Die benötigten Eingangsgrößen zur Leistungsflussberechnung für nicht symmetrische 
belastete Netze sind die Amplitude der Knotenspannungen der drei Phasen an dem Bi-
lanzknoten  
 
𝑼 = [|𝑈1
a| |𝑈1
𝑏| |𝑈1
𝑐|]  (3.16) 
 
und die komplexe Knotenscheinleistung der gewählten zwei Phasen am verbleibenden 
Knoten: 
 
𝑺 = [𝑆2
𝑎𝑏 𝑆3
𝑎𝑏 ⋯ 𝑆𝑛
𝑎𝑏]  (3.17) 
 
Die Phasenverschiebung der Knotenspannungen der Phasen b und c am Bilanzknoten 
bildet die Referenz: 
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𝜽 = [∠𝑈1
𝑏 ∠𝑈1
𝑐]  (3.18) 
 
Alternativ zur Phasenverschiebung werden die Knotenwirkleistungen der Phasen b und 
c am Bilanzknoten benutzt: 
 
𝑷 = [𝑃1
𝑏 𝑃1
𝑐]  (3.19) 
 
Aus (3.16) bis (3.19) resultiert sich die Anzahl der Gleichungen für die Leistungsfluss-
berechnung. Sie setzt sich zusammen aus 3 Gleichungen aus (3.16), 4𝑛 − 4 Gleichun-
gen aus (3.17), 2 Gleichungen aus (3.18) oder (3.19)(3.17), sodass sich insgesamt 4𝑛 +
1 Gleichungen ergeben. Die Anzahl der Gleichungen entspricht damit der Anzahl der 
unabhängigen Zustände. 
 
 
 
3.3.2 Algorithmus zur Leistungsflussberechnung für unsymmet-
risch belastete Netze 
Es gibt zwei unterschiedliche Algorithmen für die Leistungsflussberechnung für nicht 
symmetrisch belastete Netze. Der Leistungsfluss kann durch entkoppelte oder direkt 
durch gekoppelte Phasen berechnet werden. 
 
3.3.2.1 Leistungsflussberechnung durch entkoppelte Phasen 
Das Lösungsverfahren zur Leistungsflussberechnung wurde bereits erläutert. Die drei 
Phasen werden durch Gleichung (3.14) entkoppelt. Die Zustände der einzelnen Phasen 
werden unabhängig voneinander berechnet. Der Vorteil dieser Berechnungsmethode ist, 
dass die Jacobi-Matrix des Systems eine kleinere Dimension besitzt, sodass Speicher 
gespart und die Berechnungsgeschwindigkeit erhöht werden kann. Sollten statt der Pha-
senverschiebungen ∠𝑈1
𝑏  und ∠𝑈1
𝑐 , die Knotenwirkleistungen 𝑃1
𝑏  und 𝑃1
𝑐  der Phasen b 
und c an den Bilanzknoten die Eingangsgrößen der Leistungsflussberechnung sein, ist 
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die Leistungsflussberechnung aufwändiger. Der Algorithmus dazu ist in Abbildung 3.1 
dargestellt. 
 
 
Abbildung 3.1 Algorithmus der Leistungsflussberechnung (Alternative A) durch die entkoppelten 
Leitungen für unsymmetrisch belaste Mittelspannungsnetze 
 
Initialisierung: In der Initialisierungsphase des Programms wird die Topologie des 
Netzes eingegeben. Die drei Phasen werden durch die Gleichung (3.14) entkoppelt. 
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Durch die Topologie des Netzes werden die Leitungs- und Knotenadmittanzmatrizen 
mit den Gleichungen (2.9b), (2.16), (2.27) und (2.28) für einphasige Netzen aufgestellt.  
Anfangswerte der Zustände: Als Anfangswerte für die Zustände wird in jedem Zeit-
schritt die Nennspannung im Per-Unit-System angenommen: 
 
𝑥𝑖
𝑎(0) = 𝑈𝑖
𝑎(0) = 1 + 0𝑗 
𝑥𝑖
𝑏(0) = 𝑈𝑖
𝑏(0) = |𝑈i
𝑏| cos ∠𝑈i
𝑏 + 𝑗 ∙ |𝑈i
𝑏| sin ∠𝑈i
𝑏 
 
Messvektor eingeben: Die Messwerte 𝒁 der Phasen a und b für den Zeitpunkt t werden 
eingegeben und mit den Gleichungen (3.1) und (3.3) in das Per-Unit-System transfor-
miert. 
Werte der Gleichungen und Jacobi-Matrix des Systems: Die Werte der Systemglei-
chungen 𝒉(𝒙(𝑙) ) und die Jacobi-Matrix 𝑱ℎ(𝒙
(𝑙) ) für einphasige Netzen in Abhängig-
keit vom Zustand 𝒙(𝑙) im 𝑙-ten Schritt werden berechnet. 
Berechnung der Schrittweite: Die Schrittweite ∆𝒙(𝑙)  wird mit der Jacobi-Matrix 
𝑱ℎ(𝒙
(𝑙) ) durch Gleichung (3.7) berechnet und der neue Zustand 𝒙(𝑙+1) in Schritt 𝑙 + 1 
wird durch Gleichung (3.8) bestimmt. 
Konvergenz überprüfen: Die Konvergenz wird durch Gleichung (3.9) oder (3.10) 
überprüft. Wenn die Bedingung erfüllt ist, ist der Zustand 𝒙(𝑙+1) die Lösung bzw. der 
optimale geschätzte Zustand. Ist die Bedingung nicht erfüllt, müssen die Schritte 4 und 
5 mit 𝑙 = 𝑙 + 1 so lange wiederholt werden, bis sie erfüllt ist. 
Berechnung der Leitungsströme der Phasen a und b: Die Leitungsströme 𝑰ij
a  und 𝑰ij
b 
der Phasen a und b werden mit den berechneten Werten der Knotenspannungen 𝑼i
a und 
𝑼i
𝑏 durch die Gleichung (3.14) bestimmt. 
Berechnung der Spannungen an der Phase c: Die Knotenspannungen 𝑼i
c der Phase c 
werden mit der gemessenen Amplitude |𝑈1
𝑐|, der Phasenverschiebung ∠𝑈1
𝑐 und den be-
rechneten Leitungsströmen 𝑰ij
a  und 𝑰ij
b durch Gleichung (3.15) bestimmt. 
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3.3.2.2 Leistungsflussberechnung durch gekoppelte Phasen 
Der Leistungsfluss kann auch durch gekoppelte Phasen direkt berechnet werden. Im 
Vergleich zum entkoppelten System ist die Jacobi-Matrix des gekoppelten Systems um 
den Faktor drei größer. Die Eingabe der Leistungsflussberechnung beeinflusst die 
Komplexität nicht. Das Programm ist relativ einfach. Der Algorithmus ist in Abbildung 
3.2 dargestellt. 
 
 
Abbildung 3.2 Algorithmus der Leistungsflussberechnung (Alternative B) durch gekoppelte Leitun-
gen für unsymmetrisch belaste Mittelspannungsnetze 
 
Initialisierung: In der Initialisierungsphase des Programms wird die Topologie des 
Netzes eingegeben. Durch die Topologie des Netzes werden die Leitungs- und Kno-
tenadmittanzmatrizen mit den Gleichungen (2.9b), (2.16), (2.27) und (2.28) aufgestellt. 
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Anfangswerte der Zustände: Als Anfangswerte für die Zustände wird in jedem Zeit-
schritt die Nennspannung im Per-Unit-System angenommen: 
 
𝑥𝑖
𝑎(0) = 𝑈𝑖
𝑎(0) = 1 + 0𝑗 
𝑥𝑖
𝑏(0) = 𝑈𝑖
𝑏(0) = cos
2𝜋
3
+ 𝑗 ∙ sin
2𝜋
3
 
𝑥𝑖
𝑐(0) = 𝑈𝑖
𝑐(0) = cos (−
2𝜋
3
) + 𝑗 ∙ sin (−
2𝜋
3
) 
 
Messvektor eingeben: Die Messwerte 𝒁 für den Zeitpunkt t werden eingegeben und 
mit den Gleichungen (3.1) und (3.3) in das Per-Unit-System transformiert. 
Werte der Gleichungen und Jacobi-Matrix des Systems: Die Werte der Systemglei-
chungen 𝒉(𝒙(𝑙) ) in Abhängigkeit vom Zustand 𝒙(𝑙) im 𝑙-ten Schritt werden durch die 
Gleichungen (2.47), (2.48), (2.52) und (2.53) berechnet. Außerdem wird die Jacobi-
Matrix 𝑱ℎ(𝒙
(𝑙) ) durch Gleichungen (2.62) bis (2.78) bestimmt. 
Berechnung der Schrittweite: Die Schrittweite ∆𝒙(𝑙)  wird mit der Jacobi-Matrix 
𝑱ℎ(𝒙
(𝑙) ) durch Gleichung (3.7) berechnet und der neue Zustand 𝒙(𝑙+1) in Schritt 𝑙 + 1 
wird durch Gleichung (3.8) bestimmt. 
Konvergenz überprüfen: Die Konvergenz wird durch Gleichung (3.9) oder (3.10) 
überprüft. Wenn die Bedingung erfüllt ist, ist der Zustand 𝒙(𝑙+1) die Lösung bzw. der 
optimale geschätzte Zustand. Ist die Bedingung nicht erfüllt, müssen die Schritte 4 und 
5 mit 𝑙 = 𝑙 + 1 so lange wiederholt werden, bis sie erfüllt ist. 
 
 
3.4 Simulation der Betriebszustände des Mittelspan-
nungsnetzes „Alliander Livelab“ 
Das Mittelspannungsnetz „Alliander Livelab“ aus den Niederlanden besteht aus 15 
Knoten und 14 Leitungen. Es bildet die Grundlage für die Untersuchung. Das Mit-
telspannungsnetz ist ein 10 kV-Netz, dessen Knoten 1 mit dem Hochspannungsnetz 
durch eine 150/10 kV Umspannstation verbunden wird. Abbildung 3.3 zeigt die Topo-
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logie des Netzes. Die Parameter sind in Tabelle 3.1 aufgeführt. Das Mittelspannungs-
netz wird vollständig radial betrieben. Es gibt jedoch eine Ringverbindung in diesem 
Netzwerk zwischen Konten 12 und 13 mit einem normalerweise offenen Schalter. Der 
Schalter ist nur geschlossen, falls ein Teil des Netzes repariert oder überprüft werden 
muss. 
 
 
Abbildung 3.3 Topologie des Mittelspannungsnetzes „Alliander Livelab“ aus den Niederlanden mit 
der Anordnung der Messstellen (Das Netz ist unsymmetrisch belastet.) 
 
Das „Alliander Livelab“ ist mit mehreren Messgeräten instrumentiert. Die überwachten 
Unterstationen sind in Abbildung 3.3 dargestellt. In den meisten überwachten Untersta-
tionen sind zwei oder mehr Messinstrumente verfügbar. Die Messungen werden gleich-
zeitig ausgeführt, sind jedoch nicht synchronisiert. Der Server, der die Messdaten sam-
melt, synchronisiert ihre absolute Zeitbasis allerdings periodisch. 
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von zu 𝑅𝑠 (Ω) 𝑋𝑠 (Ω) 𝑅𝑚 (Ω) 𝑋𝑚 (Ω) 
1 2 0,188947 0,159830 0,105567 0,132060 
1 4 0,263332 0,210587 0,181262 0,166304 
1 11 0,271007 0,226385 0,154324 0,186469 
2 3 0,173221 0,157151 0,085972 0,132014 
4 5 0,208653 0,165748 0,143369 0,130302 
5 6 0,160209 0,125214 0,109636 0,097583 
5 8 0,128022 0,100037 0,087617 0,078044 
6 7 0,123764 0,030207 0,070955 0,001195 
8 15 0,004605 0,001124 0,002640 0,000044 
15 9 0,102825 0,076246 0,069506 0,057932 
9 10 0,342346 0,283049 0,196543 0,231932 
10 13 0,181366 0,150913 0,103880 0,124182 
11 12 0,144130 0,119395 0,081639 0,097687 
11 14 0,193301 0,172241 0,093129 0,144933 
12 13 0,175162 0,143779 0,100334 0,117287 
Tabelle 3.1 Parameter des Mittelspannungsnetzes „Alliander Livelab“ aus den Niederlanden 
 
Bei den Platzierungen in Abbildung 3.3 sind viele Messungen redundant. Wegen der 
nicht synchronen Messungen, können die Messdaten die kirchhoffschen Regeln teilwei-
se nicht erfüllen. Damit ist die Leistungsflussberechnung für unsymmetrisch belastete 
Netze mit den originalen Messstellen des „Alliander Livelab“ nicht direkt möglich. 
Deswegen ist die Simulation der Betriebszustände des Stromnetzes hier notwendig. 
Überflüssige Messungen, z. B. Leitungsleistungs- und Spannungsmessungen im Netz 
werden eliminiert. Fehlende notwendige Knotenleistungsmessungen werden aus gemes-
senen Knotenleistungen von anderen Knoten rekonstruiert. Alle idealen Zustände des 
Netzes, die die Knotenspannungen, Knotenscheinleistungen und Leitungsscheinleistun-
gen enthalten, werden dann durch die Leistungsflussberechnung für dreiphasige un-
symmetrisch belastete Netze bestimmt. Die berechneten idealen Leitungsleistungen sind 
in den Abbildungen Abbildung 3.4 bis Abbildung 3.6 dargestellt. 
Die idealen Messwerte haben keine Abweichung. Die realen Messwerte werden als die 
Summe der idealen Messwerte und deren Abweichungen realisiert: 
 
𝑍𝑚𝑒𝑠𝑠 = 𝑍𝑖𝑑𝑒𝑎𝑙 + 𝑍𝑎𝑏𝑤  (3.20) 
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Dabei ist 𝑍𝑚𝑒𝑠𝑠 der simulierte reale Messwert. 𝑍𝑖𝑑𝑒𝑎𝑙  ist der ideale Messwert, die die 
kirchhoffschen Regeln exakt erfüllen. 𝑍𝑎𝑏𝑤 ist Abweichung, die der Normal-Verteilung 
zwischen simuliertem realem Messwert und idealem Messwert folgt.  
 
𝑍𝑎𝑏𝑤~𝒩(0, 0,05
2)  (3.21) 
 
Dabei ist 𝒩(0, 0,052) die Normal-Verteilung mit Erwartungswert 𝜇 = 0 und Varianz 
𝜎2 = 0,05. 
In den Abbildungen Abbildung 3.4 bis Abbildung 3.6 werden z. B die idealen Messun-
gen ohne Abweichungen und die Messungen mit Abweichungen an der Unterstation 
von Knoten 4 für einen Tag basierend auf realen Messungen dargestellt. Die anderen 
Messungen sind Anhang 9.2 angegeben. 
 
 
Abbildung 3.4 Knotenleistung an Knoten 4. Negative und Positive Werte bedeuten jeweils, dass die 
Leistungen aus und in dem Knoten fließen. Volllinien stehen für ideale Leistungen 
und punktierte Linien entsprechen realen Leistungen, die sich aus der Summe der ide-
alen Leistungen und der Abweichungen ergeben. 
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Abbildung 3.5 Leitungsleistung von Knoten 4 zu Knoten 1. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 3.4. 
 
 
Abbildung 3.6 Leitungsleistung von Knoten 4 zu Knoten 5. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 3.4. 
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4 Analyse der Beobachtbarkeit des Drehstrom-
netzes 
Die Beobachtbarkeit, die die Voraussetzung für die Zustandsschätzung des Systems ist, 
beschäftigt sich mit der Frage, ob der komplette Zustand des Systems aus der Kenntnis 
der vorhandenen Messungen 𝒛 rekonstruierbar ist. [40] Mittel- und Niederspannungs-
netze sind typischerweise spärlich instrumentiert. Solche Systeme sind in der Regel aus 
Sicht der Systemtheorie nicht beobachtbar. Das bedeutet, der komplette Netzwerkzu-
stand kann anhand der Kenntnis der vorhandenen Messungen normalerweise nicht re-
konstruiert werden. [41], [42] Es gibt grundsätzlich zwei Situationen, die den Mangel an 
Beobachtbarkeit verursachen: 
1. unzureichende Anzahl an Messstellen und 
2. redundante Messungen, die nicht zur Beobachtbarkeit des Systems beitragen. 
In diesem Kapitel wird zunächst die Beobachtbarkeit des Netzes ermittelt. Anschließend 
folgt ein Vorschlag, wie ein nicht beobachtbares Netz durch die Analyse der Eigen-
schaften der Topologie des Netzes zu einem beobachtbaren Netz angenähert werden 
kann. 
 
 
4.1 Überblick zur Beobachtbarkeit von Netzen und all-
gemeine Lösungsansätze für nicht beobachtbare 
Netze 
Wenn die Abbildung eines statischen Mehrgrößensystems mit folgender allgemeiner 
Form 
 
𝒚 = 𝒉(𝒙)  (4.1) 
 
eindeutig nach 𝒙 auflösbar ist, ist das definierte System genau beobachtbar. Bei nichtli-
nearen Systemen können die Umkehrfunktionen 𝒉−1  nicht ermittelt werden. Zum 
Zweck, ein einfaches Kriterium für die Beurteilung der Beobachtbarkeit zu erhalten, 
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wird das System 𝒉(𝒙)folgendermaßen um einen Punkt 𝒙𝑇 in einer Taylor-Reihe unter 
Vernachlässigung des quadratischen Ausdrucks und der Ausdrücke höherer Ordnung 
entwickelt (Kapitel 3.1 Newtonverfahren): 
 
𝒚 = 𝒉(𝑥𝑇) + 𝑱ℎ(𝑥𝑇) ∙ (𝒙 − 𝒙𝑇)  
𝒚 − 𝒉(𝑥𝑇) = 𝑱ℎ(𝑥𝑇) ∙ (𝒙 − 𝒙𝑇)  (4.2) 
 
Aus dieser Gleichung (4.2) ist ersichtlich, dass der Zustand 𝒙 aufgrund der Kenntnis 
von 𝒚 − 𝒉(𝒙𝑇) rekonstruierbar ist. Das bedeutet das System ist beobachtbar, wenn die 
Jacobi-Matrix 𝑱ℎ den vollen Spaltenrang besitzt. Nur dann kann das lineare Gleichungs-
system (4.2) eindeutig nach Zustand 𝑥 aufgelöst werden. Es bedeutet, dass die Jacobi-
Matrix voll Rang haben muss, damit die inverse Jacobi-Matrix 𝑱ℎ
−1
 existiert. Wenn der 
Rang kleiner als die Dimension des Zustands 𝑛𝑥 ist (𝑟𝑎𝑛𝑔(𝑱ℎ) < 𝑛𝑥,), ist das Energie-
system in der Systemtheorie nicht beobachtbar. Um das System beobachtbar zu machen, 
müssen 𝑛𝑥 − 𝑟𝑎𝑛𝑔(𝑱ℎ) Messungen eingeführt werden, sodass die Jacobi-Matrix 𝑱ℎ den 
vollen Rang hat. 
Wenn ein Stromnetz anhand der vorhandenen Messdaten nicht beobachtbar ist, können 
einige Approximationen durchgeführt werden, um das nicht beobachtbare System mit 
den vorhandenen Messdaten, ohne zusätzliche neue Messgeräte, teilweise zu beobach-
ten. Damit können die Verschwendung der alten Daten und zusätzliche Kosten vermie-
den werden. Es existieren die beiden folgenden Lösungsansätze: 
 
A) Es werden neue unabhängige Gleichungen durch Anwendung von Last- und 
Erzeugerprofilen an nicht redundanten Platzierungen hinzugenommen: 
 
[
𝒛
𝒛𝑛𝑒𝑢𝐴
] = [
𝑱ℎ
𝑱𝑛𝑒𝑢𝐴
] ∙ 𝒙  (4.3) 
 
Das bedeutet, die Dimension der Zustände in 𝒙 ist die gleiche wie vorher, doch die An-
zahl der Messungen nimmt zu. Daraus ergibt sich eine neue Jacobi-Matrix mit zusätzli-
chen Zeilen und konstanter Spaltenanzahl. 
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Der Nachteil bei diesem Vorgehen ist, dass die Last- und Erzeugerprofile große Abwei-
chungen haben, die die Genauigkeit der Zustandsschätzung beeinträchtigen. 
 
B) Nicht beobachtbare Zustände lassen sich durch Zusammenfassung von meh-
reren Knoten, von denen einer beobachtbar und die anderen nicht beobacht-
bar sind, zu einem Ersatzknoten, wie in Abbildung 4.1 dargestellt, reduzieren: 
 
𝒛 = 𝑱𝑛𝑒𝑢𝐵 ∙ 𝒙𝑛𝑒𝑢𝐵  (4.4) 
 
Das bedeutet die Dimension der Zustände in 𝒙 wird reduziert und die Anzahl der Mes-
sungen 𝒛 bleibt gleich. Daraus folgt eine neue Jacobi-Matrix mit konstanter Zeilenzahl 
und zusätzlichen Spalten.  
Das Wesen des Lösungsansatzes ist, dass die Spannungen der nicht beobachtbaren Kno-
ten auf die bekannte Spannung des beobachtbaren Knotens angenähert werden. Der 
Verlust in der Gruppe von zusammengefassten Knoten wird gegen 0 gehen. 
 
 
Abbildung 4.1 Zusammenfassung von mehreren Knoten zu einem Ersatzknoten 
 
Der Nachteil bei diesem Verfahren ist, dass die Knotenscheinleistung der gezeigten 
Gruppe 𝑆𝑔𝑟𝑢𝑝𝑝𝑒 bestimmt werden kann, die einzelnen Scheinleistungsflüsse jedes ein-
zelnen Knoten (z.B. 𝑆𝑖) unbekannt sind. Der Verlust in der Gruppe von zusammenge-
fassten Knoten wird gegen null gehen. Die geschätzten Knotenleistungen müssen den 
Verlust als Fehler tragen. 
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4.2 Klassisches Optimierungsverfahren für die Platzie-
rung der Messungen 
Das klassische Sensor-Platzierungsverfahren verwendet einen mathematischen Ansatz 
zur Lösung des komplexen numerischen nichtlinearen diskreten Optimierungsproblems, 
um nicht redundante Platzierungen für neue Messgeräte oder Last- und Erzeugerprofile 
finden zu können:  
 
𝑍𝑖𝑒𝑙𝑓𝑢𝑛𝑘𝑡𝑖𝑜𝑛            𝑚𝑖𝑛 ∑𝑓(𝜔𝑖) 
𝑁𝑒𝑏𝑒𝑛𝑏𝑒𝑑𝑖𝑛𝑔𝑢𝑛𝑔    𝜔𝑖 ∈ {0,1} 
𝜑𝑖 ∈ 𝜙 
𝑢𝑠𝑤. 
 
Wobei 𝜔𝑖  anzeigt, ob der gewählte Wert 𝜑𝑖  gemessen wird (entspricht 1) oder nicht 
(entspricht 0). 𝜙  ist eine bekannte Jacobi-Matrix für alle Messungen, die gemessen 
werden könnten, aber nicht gemessen werden. In diesem Optimierungsproblem für Sen-
sor-Platzierungen können zusätzliche Nebenbedingungen nach unterschiedlichen Forde-
rungen eingefügt werden. 
Daher werden typischerweise alle möglichen Messungen einschließlich Redundanz eine 
nach der anderen betrachtet. Dieser Vorgang wird fortgesetzt, um die unabhängigen 
Vektoren der Jacobi-Matrix der Messwerte zu finden, bis das Netzwerk beobachtbar ist, 
d. h. die Jacobi-Matrix des Netzwerks vollen Rang hat. [43]- [45] 
 
 
4.3 Neues Verfahren zur Analyse der Beobachtbarkeit 
basierend auf der Topologie des Netzes 
Durch das klassische Optimierungsverfahren für die Platzierungen der Messungen lässt 
sich eine spezifische Teilmenge von Platzierungen unter den Nebenbedingungen be-
stimmen. Allerdings gibt es viele weitere Möglichkeiten, neue Messgeräte zu installie-
ren. Das Verfahren führt zu einem hochdimensionalen Problem. Für praktische Netz-
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werke ist die Dimensionalität und Komplexität dieses mathematischen Problems so 
groß, dass es zu ernsthaften numerischen und rechnerischen Fragen führt. In diesem 
Kapital wird ein neues Verfahren für die Platzierung neuer Messungen und zusammen-
fassender Knoten vorgestellt, um das System zu beobachten. 
Ein System kann ganz allgemein in einen beobachtbaren Anteil und einen nicht be-
obachtbaren Anteil zerlegt werden. Im nicht beobachtbaren Anteil kann kein Zustand 
bestimmt werden. Die Ursache, der nicht Beobachtbarkeit des Stromnetzes ist, dass es 
keine Messungen gibt, durch die ein Zustand der komplexen Spannung im nicht be-
obachtbaren Anteil weiter berechnet werden kann. 
In diesem Verfahren werden, wie Abbildung 4.2 zeigt, der beobachtbare und nicht be-
obachtbare Anteil, der Bruchpunkt und der vergrößerte beobachtbare Anteil bestimmt.  
 
 
Abbildung 4.2 Nicht redundante Platzierungen von Messstellen im Netz mithilfe der vorgeschlage-
nen Analyse zur Beobachtbarkeit. Ein Netz wird in einen beobachtbaren Anteil und 
einen nicht beobachtbaren Anteil, der den vergrößerten beobachtbaren Anteil und den 
Bruchpunkt enthält, zerlegt. Die nicht redundanten Platzierungen für Zusammenzufas-
sende Knoten und Lastprofil sind gezeichnet. 
 
Die nicht redundanten Platzierungen der Leistungsmessungen liegen an den Knoten 
zwischen der Grenze des beobachtbaren und nicht beobachtbaren Anteils und dem 
Bruchpunkt. Die nicht redundanten Platzierungen der Spannungsmessungen befinden 
sind an den Knoten im vergrößerten Anteil. Die zusammenfassenden Knoten liegen an 
der Grenze. 
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4.3.1 Mathematische Formulierung der vereinfachten Jacobi-
Matrix 
In Drei-Phasen Drei-Leiter Systemen werden die Leistungen oder Spannungen der drei 
Phasen typischerweise zusammen gemessen. Deshalb kann die Analyse von Drei-
Phasen Netzwerken mit unsymmetrischer Belastung auf ein Ein-Phasen Netzwerk ver-
einfacht werden. In einem Netzwerk mit 𝑛 Knoten ist die Dimension des Zustands 𝑛𝑥 =
2𝑛 − 1. Wenn der Rang der Jacobi-Matrix 𝑱ℎ gleich 𝑟𝑎𝑛𝑔(𝑱ℎ) < 2𝑛 − 1 ist, dann ist 
das Energiesystem in der Systemtheorie nicht beobachtbar. Es müssen also 2𝑛 − 1 −
𝑟𝑎𝑛𝑔(𝑱ℎ) Messungen eingeführt werden, damit die Jacobi-Matrix 𝑱ℎ den Rang  
 
𝑟𝑎𝑛𝑔(𝑱ℎ) = 2𝑛 − 1 
 
hat und das System beobachtbar wird. 
Die Messung des Phasenwinkels der Knotenspannungen erfordert ein Zeitsynchronisier-
tes Zeigermessgerät (PMU), das sehr teuer ist. Deshalb werden im Mittelspannungsnetz 
normalerweise nur die Amplituden der Knotenspannungen gemessen. Die Messung der 
Amplitude der Spannung kann wegen des fehlenden Phasenwinkels einen beobachtba-
ren Anteil allein nicht vergrößern. Unter der Annahme, dass Wirk- und Blindleistung 
immer zusammen gemessen werden, werden deshalb die alleinigen Messungen der 
Spannungsamplituden hier nicht für die Beobachtbarkeitsanalyse berücksichtigt. 
Die Analyse der Beobachtbarkeit kann unter Verwendung einer vereinfachten Jacobi-
Matrix durchgeführt werden, bei der für die Spannungen die Amplituden auf 1 und die 
Phasen auf 0 gesetzt werden: 
 
𝑈 = 𝑒 + √−1𝑓 where 𝑒 = 1 and 𝑓 = 0  (4.5) 
 
Mit Einsetzen der Werte der komplexen Spannungen (4.5) in Gleichung der Jacobi-
matrix für Leitungsleistung (2.63) bis (2.70) können die partiellen Ableitungen der Lei-
tungsleistungen zwischen Knoten i und Knoten j berechnet werden. Daher ergibt sich 
die vereinfachte Jacobi-Matrix zu: 
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𝑱 = [
𝜕𝑃𝑖𝑗
𝜕𝑒
𝜕𝑃𝑖𝑗
𝜕𝑓
𝜕𝑄𝑖𝑗
𝜕𝑒
𝜕𝑄𝑖𝑗
𝜕𝑓
]  
 = 
            𝑖                           𝑗                    𝑖 + 𝑛 − 1           𝑗 + 𝑛 − 1
[
0 ⋯ 𝑔𝑖𝑗 0 ⋯ −𝑔𝑖𝑗 0 ⋯ −𝑏𝑖𝑗 0 ⋯ 𝑏𝑖𝑗 0 ⋯
0 ⋯ −𝑏𝑖𝑗 0 ⋯ 𝑏𝑖𝑗 0 ⋯ −𝑔𝑖𝑗 0 ⋯ 𝑔𝑖𝑗 0 ⋯
]
  (4.6) 
 
Aus der Gleichung für die Jacobi-Matrix (4.6) ist ersichtlich, dass der Rang nicht vom 
Wert der komplexen Spannung (4.5) beeinflusst wird, wenn die Konduktanz 𝑔𝑖𝑗  un-
gleich der positiven und negativen Suszeptanz 𝑏𝑖𝑗 ist. 
 
𝑔𝑖𝑗 ≠ ±𝑏𝑖𝑗  (4.7) 
 
Durch Einsetzen der Werte der komplexen Spannungen (4.5) in den Gleichungen der 
Jacobi-Matrix (2.71) bis (2.78) können die partiellen Ableitungen der Knotenleistungen 
𝜕𝑃𝑖
𝜕𝑒𝑖
, 
𝜕𝑃𝑖
𝜕𝑓𝑖
, 
𝜕𝑄𝑖
𝜕𝑒𝑖
 und 
𝜕𝑄𝑖
𝜕𝑓𝑖
 bestimmt werden. 
 
𝜕𝑃𝑖
𝜕𝑒𝑖
= ∑ 𝐺𝑖𝑗𝑒𝑗
𝑛
𝑗=1 + 𝐺𝑖𝑖𝑒𝑖  (4.8) 
𝜕𝑃𝑖
𝜕𝑓𝑖
= ∑ 𝐵𝑖𝑗𝑒𝑗
𝑛
𝑗=1 − 𝐵𝑖𝑖𝑒𝑖  (4.9) 
𝜕𝑄𝑖
𝜕𝑒𝑖
= −∑ 𝐵𝑖𝑗𝑒𝑗
𝑛
𝑗=1 − 𝐵𝑖𝑖𝑒𝑖  (4.10) 
𝜕𝑄𝑖
𝜕𝑓𝑖
= ∑ 𝐺𝑖𝑗𝑒𝑗
𝑛
𝑗=1 − 𝐺𝑖𝑖𝑒𝑖  (4.11) 
 
Durch die Gleichungen (2.27) und (2.28) der Knotenadmittanzmatrix sind die Summen 
der Elemente in allen Zeilen gleich null: 
 
∑ 𝐺𝑖𝑗
𝑛
𝑗=1 = 0 und ∑ 𝐵𝑖𝑗
𝑛
𝑗=1 = 0  (4.12) 
 
Damit ergeben sich die Gleichungen: 
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𝜕𝑃𝑖
𝜕𝑒𝑖
= 𝐺𝑖𝑖𝑒𝑖  (4.13) 
𝜕𝑃𝑖
𝜕𝑓𝑖
= −𝐵𝑖𝑖𝑒𝑖  (4.14) 
𝜕𝑄𝑖
𝜕𝑒𝑖
= −𝐵𝑖𝑖𝑒𝑖  (4.15) 
𝜕𝑄𝑖
𝜕𝑓𝑖
= −𝐺𝑖𝑖𝑒𝑖  (4.16) 
 
Durch Einsetzen der Werte der komplexen Spannungen (4.5) in die verbleibenden Glei-
chungen der Jacobi-Matrix (4.13) bis (4.16) der partiellen Ableitungen der Knotenleis-
tungen berechnet sich die vereinfachte Jacobi-Matrix genauso wie die Knotenadmit-
tanzmatrix: 
 
𝑱 = [
𝜕𝑃𝑖
𝜕𝑒
𝜕𝑃𝑖
𝜕𝑓
𝜕𝑄𝑖
𝜕𝑒
𝜕𝑄𝑖
𝜕𝑓
] = [
𝐺𝑖 −𝐵𝑖
−𝐵𝑖 −𝐺𝑖
]  (4.17) 
 
Entsprechend der Gleichungen der Knotenadmittanzmatrix (2.26) und (2.27) beeinflus-
sen die komplexen Spannungen (4.5) den Rang der Jacobi-Matrix auch nicht. Die Ja-
cobi-Matrix wird deswegen durch die Bedingungen (4.5) und (4.7) vereinfacht. 
 
 
4.3.2 Bestimmung der beobachtbaren und nicht beobachtbaren 
Anteile mithilfe der Singulärwertzerlegung 
Ein System kann ganz allgemein in einen beobachtbaren und einen nicht beobachtbaren 
Anteil zerlegt werden. Der beobachtbare Anteil im Mittelspannungsnetz ist definiert als 
ein Netzwerkbereich, in dem ohne zusätzliche Messungen, alle komplexen Knotenspan-
nungen für alle Knoten in diesem Bereich berechnet werden können. Es wird davon 
ausgegangen, dass zumindest der Referenz- (Bilanz-) Knoten, dessen Phasen der Span-
nung als null definiert sind, beobachtbar ist. Im nicht beobachtbaren Anteil des Mit-
telspannungsnetzes kann keine Knotenspannung bestimmt werden. 
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Unter Verwendung der Singulärwertzerlegung [46]-[49] kann die 𝑚 × 2𝑛 − 1 dimensi-
onale Jacobi-Matrix 𝑱ℎ  mit R𝑎𝑛𝑔 𝑟𝑎𝑛𝑔(𝑱ℎ) = 𝑚 ≤ 𝑛𝑚  in das Matrixprodukt zerlegt 
werden: 
 
𝑱ℎ = 𝑼𝑺σ𝑽
𝑇  (4.18) 
 
wobei 𝑼 eine unitäre 𝑚 × 𝑚 Matrix, 𝑽𝑇 (weil die Jacobi-Matrix 𝑱ℎ hier eine reelle Mat-
rix ist, wird der Index der adjungierten Matrix ∗ als Index der transponierten Matrix 𝑇 
geschrieben) die adjungierte Matrix einer unitären 2𝑛 − 1 × 2𝑛 − 1 Matrix 𝑽 und 𝑺σ 
eine 𝑚 × 2𝑛 − 1 Matrix, die nur nicht-negative reelle Zahlen entlang der Hauptdiago-
nal hat, sind. 
 
𝑺σ =
[
 
 
 
 
 
𝜎1
⋱
𝜎𝑟
⋮
⋯ 0 ⋯
⋮
⋮
⋯ 0 ⋯
⋮
⋱ ⋮
⋯ 0 ⋯
⋮ ]
 
 
 
 
 
      mit 𝜎1 ≥ ⋯ ≥ 𝜎𝑟 > 0  (4.19) 
 
Die positiven Diagonaleinträge 𝜎𝑖  heißen Singulärwerte der Jacobi-Matrix 𝑱. Mit der 
Eigenschaft einer unitären Matrix ergibt sich: 
 
𝑱ℎ
𝑇 ∙ 𝑱ℎ = (𝑽𝑺
𝑇𝑼𝑇) ∙ 𝑼𝑺𝑽𝑇 = 𝑽𝑺𝑇𝑺𝑽𝑇 = 𝑽(𝑺𝑇𝑺)𝑽𝑇  (4.20) 
 
Damit sind die Singulärwerte der Jacobi-Matrix 𝑱ℎ gleich den Quadratwurzeln aus den 
positiven Eigenwerten von 𝑱ℎ
𝑇 ∙ 𝑱ℎ. Die Vektoren der Spalten von Matrix 𝑽 sind ein Set 
von Eigenvektoren der Matrix 𝑱ℎ
𝑇 ∙ 𝑱ℎ . Unter der Annahme, dass die Werte auf der 
Hauptdiagonale 𝜎1, 𝜎2, ⋯ , 𝜎𝑟  der Matrix 𝑺σ  Singulärwerte größer als null sind, sind 
die Spalten 𝒗1, 𝒗2, ⋯ , 𝒗𝑟 der Matrix 𝑽 die Eigenvektoren, die den nicht null Eigen-
werten von Matrix 𝑱ℎ
𝑇 ∙ 𝑱ℎentsprechen. Die Spalten 𝒗𝑟+1, 𝒗𝑟+2,⋯ , 𝒗2𝑛−1  entsprechen 
den verschwindenden Eigenwerten, nämlich den Lösungen der homogenen linearen 
Gleichungssysteme mit Koeffizientenmatrix 𝑱ℎ
𝑇 ∙ 𝑱ℎ. (4.20) 
 
{
(𝑱ℎ
𝑇 ∙ 𝑱ℎ − 𝜎𝑖𝑬)𝑣𝑖 = 0  𝑚𝑖𝑡 𝑖 = 1, 2,⋯ 𝑟               
(𝑱ℎ
𝑇 ∙ 𝑱ℎ)𝑣𝑖 = 0  𝑚𝑖𝑡 𝑖 = 𝑟 + 1, 𝑟 + 2,⋯ 2𝑛 − 1
  (4.21) 
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Links- und Rechtsseite der Gleichung:  
 
𝑱ℎ ∙ 𝒗 = 0  
 
wird mit 𝑱𝑇 multipliziert: 
 
𝑱ℎ
𝑇 ∙ 𝑱ℎ ∙ 𝒗 = 0  (4.22) 
 
Die Lösung der Gleichung 𝑱ℎ ∙ 𝒗 = 0 ist gleich die Lösung der Gleichung 𝑱ℎ
𝑇 ∙ 𝑱ℎ ∙ 𝒗 =
0 und durch die Herleitung: 
 
𝑱ℎ
𝑇 ∙ 𝑱ℎ ∙ 𝒗 = 0  
→ 𝒗𝑇 ∙ 𝑱ℎ
𝑇 ∙ 𝑱ℎ ∙ 𝒗 = 0  
→ (𝑱ℎ ∙ 𝒗)
𝑇 ∙ 𝑱ℎ ∙ 𝒗 = 0  
→ 𝑱ℎ ∙ 𝒗 = 0,  (4.23) 
 
ist die Lösung der Gleichung 𝑱ℎ
𝑇 ∙ 𝑱ℎ ∙ 𝒗 = 0 auch die Lösung der Gleichung 𝑱ℎ ∙ 𝒗 = 0. 
Deshalb haben die Gleichungen 𝑱ℎ ∙ 𝒗 = 0  und 𝑱ℎ
𝑇 ∙ 𝑱ℎ ∙ 𝒗 = 0  dieselbe Lösung. Die 
beiden Matrizen 𝑱ℎ  und 𝑱ℎ
𝑇 ∙ 𝑱ℎ  haben denselben Rang. Somit bilden die Spalten 
𝑣𝑟+1, 𝑣𝑚+2, … , 𝑣2𝑛−1  eine Orthonormalbasis für die Lösungen der homogenen Glei-
chung 𝑱ℎ𝑣𝑖 = 0.  
Wenn der Anteil des Systems beobachtbar ist, ist das homogene Gleichungssystem 𝑱ℎ ∙
𝒙 = 0 eindeutig lösbar, d. h. es besitzt genau einen null Lösungsvektor. Wenn der An-
teil des Systems nicht beobachtbar ist, ist das homogene Gleichungssystem 𝑱ℎ ∙ 𝒙 = 0 
mehrdeutig lösbar, d.h. der Lösungsvektor ist parameterbehaftet. 
Anhand dieser Eigenschaft der Lösung der homogenen linearen Gleichung lässt sich 
ableiten, dass die Zeilen für alle Spalten 𝒗𝑟+1, 𝒗𝑟+2, … , 𝒗2𝑛−1, die nur Null enthalten, 
zu den beobachtbaren Knoten gehören. Die verbleibenden Knoten sind nicht beobacht-
bar. 
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4.3.3 Vergrößerung der beobachtbaren Gruppen mit eingefügter 
virtueller Messung 
Mithilfe des Verfahrens der Breitensuche (BFS) [50], [51] zum Durchsuchen der Kno-
ten eines Graphen, werden die verbundenen beobachtbaren und nicht beobachtbaren 
Knoten in Gruppen eingeteilt. Der Knoten, der mit der beobachtbaren Gruppe verbun-
den ist, wird als Toppunkt definiert. 
Unter der Annahme, dass das System ein Mittelspannungsnetz ohne Ring ist und es im 
Netz keine Messung des Phasenwinkels gibt, kann der beobachtbare Anteil des Netzes 
mit mehreren nicht beobachtbaren Anteilen verbunden sein (s. Abbildung 4.3). Dabei 
sind die nicht beobachtbaren Anteile jeweils nur über eine Leitung mit dem beobachtba-
ren Anteil des Netzes und untereinander nicht verbunden. 
 
 
Abbildung 4.3 Ein beobachtbarer Anteil des Netzes ist mit mehreren nicht beobachtbaren Anteilen 
des Netzes verbunden. 
 
Die Verbindung zwischen dem beobachtbaren Anteil und einem nicht beobachtbaren 
Anteil ist in Abbildung 4.4  dargestellt. Alle Zustände (hier komplexe Knotenspannun-
gen), die im beobachtbaren Anteil 𝐺𝑏 liegen, sind beobachtbar. Wegen der fehlenden 
Messungen kann kein Zustand im nicht beobachtbaren Anteil 𝐺𝑛𝑏 berechnet werden.  
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Abbildung 4.4 Beobachtbarer Anteil und nicht beobachtbarer Anteil in einem radialen Netz, die 
durch eine Leitung verbunden sind. 
 
Wenn dem nicht beobachtbaren Anteil 𝐺𝑛𝑏  zwei oder mehr Messungen fehlen, kann 
durch eine neue eingefügte „virtuelle Messung“, mit der eine komplexe Knotenspan-
nung im Anteil 𝐺𝑛𝑏 ausgerechnet werden kann, ein Teil von 𝐺𝑛𝑏 in die beobachterbare 
Gruppe umgewandelt werden. Der Anteil 𝐺𝑛𝑏 wird in den vergrößerten beobachtbaren 
Anteil und den neuen nicht beobachtbaren Anteilen zerlegt. 
 
Definition: Eine Virtuelle Messung ist eine nichtredundante neue Platzierung einer 
vorhandenen Messstelle zur mathematischen Bestimmung zusätzlicher (virtueller) 
Messwerte. 
 
Die virtuelle Messung kann eine Leistungs- oder Spannungsmessung sein: 
1. Spannungsmessung 
Durch die Definition der virtuellen Messung, taucht durch Einfügen einer komplexen 
Knotenspannungsmessung am Knoten j, der den nicht beobachtbaren Anteil 𝐺𝑛𝑏  mit 
dem beobachtbaren Anteil 𝐺𝑏 verbindet, direkt eine komplexe Knotenspannung im An-
teil 𝐺𝑛𝑏 auf. (Abbildung 4.4) 
 
2. Leistungsmessung 
Wenn die virtuelle Messung die Leitungsscheinleistung, die von Knoten i zu Knoten j 
oder von Knoten j zu Knoten i fließt, liefert, kann die komplexe Knotenspannung 𝑈𝑗 
durch Gleichung (2.45) 
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𝑆𝑖𝑗 = 𝑆𝑖𝑗(𝑈𝑖, 𝑈𝑗)  (4.24) 
𝑆𝑗𝑖 = 𝑆𝑗𝑖(𝑈𝑖, 𝑈𝑗)  (4.25) 
 
mit bekannter komplexer Knotenspannung 𝑈𝑖 im Anteil 𝐺𝑏 berechnet werden. Wenn ein 
Knoten im beobachtbaren Anteil 𝐺𝑏, wie Abbildung 4.5 dargestellt, mit zwei Knoten im 
nicht beobachtbaren Anteil verbunden ist, können durch Einsetzen von zwei Leitungs-
scheinleistung der gleichen Sorte 𝑆𝑖𝑗1 vom Knoten i zum Knoten j1 und 𝑆𝑖𝑗2 vom Kno-
ten i zum Knoten j2 die komplexen Knotenspannungen 𝑈𝑗1 und 𝑈𝑗2 ebenso ausgerech-
net werden. 
Wenn die virtuelle Messung die Knotenscheinleistung am Knoten i bezüglich Knoten j 
liefert, lässt sich wie in obiger Situation bei der Leitungsscheinleistung ebenso die ein-
deutige Knotenspannung 𝑈𝑗 durch die Gleichung (2.50) 
 
𝑆𝑖 = 𝑆𝑖(𝑈𝑖, 𝑈𝑗)  (4.26) 
 
bestimmen. Wenn ein Knoten im beobachtbaren Anteil 𝐺𝑏  mit zwei Knoten in nicht 
beobachtbaren Anteilen verbunden ist, wie Knoten i in Abbildung 4.5, liefert das Hinzu-
fügen der Knotenscheinleistung am Knoten i eine Gleichung mit zwei Unbekannten: 
 
𝑆𝑖 = ℎ(𝑈𝑖, 𝑈𝑗, 𝑈𝑗2)  (4.27) 
 
Diese Gleichung kann nicht gelöst werden. Deswegen muss hier die Leitungsscheinleis-
tung zwischen dem beobachtbaren Anteil 𝐺𝑏 und einem nicht beobachtbaren Anteil 𝐺𝑛𝑏 
als virtuelle Messung eingesetzt werden. 
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Abbildung 4.5 Ein Knoten im beobachtbaren Anteil ist mit zwei Knoten von zwei nicht beobachtba-
ren Anteilen verbunden. Die Knotenleistung in Knoten i und die Leitungsleistungen 
sind gezeichnet. 
 
Durch Hinzufügen virtueller Messungen zum nicht beobachtbaren Anteil des Netzes, 
werden der beobachtbare Anteil vergrößert und der nicht beobachtbare Anteil verklei-
nert. Der vergrößerte beobachtbare Anteil 𝐺𝑣𝑏  wird dadurch bestimmt. Die Ge-
samtstruktur des Netzwerks kann wie in Abbildung 4.6 dargestellt werden. 
 
 
Abbildung 4.6 Ein vergrößerter beobachtbarer Anteil 𝐺𝑣𝑏 wird durch Einsatz einer virtuellen Mes-
sung bestimmt. Der beobachtbare Anteil 𝐺𝑏 und der vergrößerte beobachtbare Anteil 
𝐺𝑣𝑏 bilden den neuen beobachtbaren Anteil 𝐺𝑏
′ 
 
Alle vergrößerten beobachtbaren Anteile 𝐺𝑣𝑏  können durch wiederholtes Hinzufügen 
von virtuellen Messungen bestimmt werden. In jedem vergrößerten beobachtbaren An-
teil 𝐺𝑣𝑏 fehlt nur eine Messung der Scheinleistung oder der komplexen Spannung. 
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4.3.4 Bestimmung der nicht redundanten Platzierung der Lei-
tungs- und Spannungsmessung  
Neben der benutzten virtuellen Messung, die im nicht beobachtbaren Anteil 𝐺𝑛𝑏 hinzu-
fügt wird, um den vergrößerten beobachtbaren Anteil 𝐺𝑣𝑏 zu bestimmen, gibt es noch 
die Möglichkeit, andere Platzierungen der Leistungs- und Spannungsmessungen, die 
nicht redundant sind, zu wählen. Wie in Abbildung 4.2 dargestellt, kann die nicht re-
dundante Platzierung jeder Knoten in Anteil 𝐺𝑣𝑏 sein, wenn die Messung eine komplexe 
Spannung liefert. Wenn die Messung jedoch eine Scheinleistungsmessung ist, muss 
zuvor der Bruchpunkt in Anteil 𝐺𝑣𝑏 bestimmt werden. 
Definition: Der Bruchpunkt ist die natürliche Schranke für die Bestimmung nichtre-
dundanter virtueller Scheinleistungsmessungen. 
Solche möglichen Platzierungen können identifiziert werden, indem die vereinfachte 
Jacobi-Matrix der lokalen Topologie wie folgt analysiert wird. 
Die Jacobi-Matrix 𝑱𝑝 vom vergrößerten beobachtbaren Anteil 𝐺𝑣𝑏 in Abbildung 4.6, die 
𝑛𝑝 Knoten enthält, wird aus dem ganzen System extrahiert. Die Anordnung der Jacobi-
Matrix folgt der Reihenfolge der Knoten vom Toppunkt bis zum Ende, wie sie aus der 
Breitensuche resultiert. In der Gruppe fehlt genau eine Messung, die eine komplexe 
Spannung oder eine Scheinleistung ist. Deshalb ist der Rang der Jacobi-Matrix 𝑱𝑝 
gleich 2𝑛𝑝 − 2 . Es wird angenommen, dass Wirkleistung und Blindleistung immer 
paarweise gemessen werden und dass der Zustand der Spannung aus Real- und Imagi-
närteil des Wechselstroms besteht. Deswegen bedeuten zwei fehlende Ränge, dass nur 
eine Leistungsmessung fehlt. Um die möglichen Platzierungen zu finden, wird die Mat-
rix 𝑱𝑝  wie folgt in 4 Blockmatrizen zerlegt:  
 
𝑱𝑝 = [𝑱𝜕𝑒 𝑱𝜕𝑓]  (4.28) 
 
Dabei bestehen die Blockmatrix 𝑱𝜕𝑒 aus den partiellen Ableitungen der Wirkleistung 𝑃 
und der Blindleistung 𝑄 in Bezug auf den Realteil der Knotenspannung 𝑒. Die Block-
matrix 𝑱𝜕𝑓bestehen hingegen aus den partiellen Ableitungen der Wirkleistung 𝑃 und der 
Blindleistung 𝑄 in Bezug auf den Imaginärteil der Knotenspannung 𝑓.  
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Die zwei Untermatritzen haben jeweils die gleiche Dimension 𝑚 × 𝑛𝑝 und den Rang 
𝑟𝑎𝑛𝑔(𝑱𝜕𝑒) = 𝑟𝑎𝑛𝑔(𝑱𝜕𝑓) = 𝑛𝑝 − 1. Durch das gaußsche Eliminationsverfahren können 
die zwei Blockmatrizen mit dem Rang 𝑟𝑝 in folgende Form umgeformt werden: 
 
𝑱𝜕𝑒 , 𝑱𝜕𝑓 =
[
 
 
 
 
 
 
 
𝑎1,1 𝑎1,2
𝑎2,2 𝑎2,3
⋱ ⋱
𝑎𝑖,𝑖 𝑎𝑖,𝑖+1
⋱ ⋱
𝑎𝑟,𝑟 𝑎𝑟,𝑟+1
0 ]
 
 
 
 
 
 
 
  (4.29) 
 
Weil die Anordnung der Jacobi-Matrix der Reihenfolge der Knoten vom Toppunkt zum 
Ende im vergrößerten beobachtbaren Anteil 𝐺𝑣𝑏 folgt, wie in Abschnitt 4.3.3 beschrie-
ben, sind die Elemente 𝑎𝑖,𝑖  und 𝑎𝑖,𝑖+1  die Koeffizienten der Knotenspannungen von 
zwei verbundenen Knoten. Damit für die erfolgreiche Leistungsberechnung in einem 
vergrößerten beobachtbaren Anteil 𝐺𝑣𝑏, keine Messung fehlt, muss die örtliche Jacobi-
Matrix (4.29) folgende Struktur entsprechend Gleichung (4.6) aufweisen: 
 
𝑱𝜕𝑒 =
[
 
 
 
 
 
𝑔 −𝑔
⋱ ⋱
𝑔 −𝑔
−𝑏 𝑏
⋱ ⋱
−𝑏 𝑏 ]
 
 
 
 
 
  (4.30) 
 
𝑱𝜕𝑓 =
[
 
 
 
 
 
−𝑏 𝑏
⋱ ⋱
−𝑏 𝑏
−𝑔 𝑔
⋱ ⋱
−𝑔 𝑔 ]
 
 
 
 
 
  (4.31) 
 
Wenn die zwei Blockmatrizen in die gaußsche Normalform umgewandelt werden, 
ergibt sich daraus folgende Gleichung:  
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𝑱𝑖 =
[
 
 
 
 
 
 
 
1 𝑎1
1 𝑎2
⋱ ⋮
1 𝑎𝑖
⋱ ⋮
1 𝑎𝑛𝑝−1
0 ]
 
 
 
 
 
 
 
  (4.32) 
 
Hierbei ergibt sich in der letzten Spalte für die Elemente 𝑎1, 𝑎2 … 𝑎𝑖 ≠ −1  und 
𝑎𝑖+1, 𝑎𝑖+2 … 𝑎𝑛𝑝−1 = −1. Die Elemente in der letzten Spalte, die gleich -1 sind, zeigen 
an, dass an diesen Knoten diese Struktur erfüllt ist. Daher entspricht das Element 𝒂𝒊+𝟏 
dem Bruchpunkt für diesen Anteil 𝐺𝑣𝑏. Folglich muss zwischen dem zuvor identifizier-
ten Rand und dem Bruchpunkt des Anteils 𝐺𝑣𝑏  eine Leistungsmessung hinzugefügt 
werden.  
Wenn im vergrößerten beobachten Anteil 𝐺𝑣𝑏 mithilfe eines PMU-Geräts eine komple-
xe Spannung an einem beliebigem Knoten 𝑖, mit Realteil 𝑒𝑖 und Imaginärteil 𝑓𝑖, gemes-
sen werden kann, wird unter der Jacobi-Matrix 𝑱𝑝 eine neue Jacobi-Matrix 𝑱𝑣 mit 2 Zei-
len eingefügt: 
 
𝑱𝑝
′ = [
𝑱𝑝
𝑱𝑣
] =
[
 
 
 
 
 
𝑱𝑃
𝑒
𝑱𝑃
𝑓
𝑱𝑄
𝑒
𝑱𝑄
𝑓
𝑱𝑒
𝑒
𝑱𝑒
𝑓
𝑱𝑓
𝑒
𝑱𝑓
𝑓 ]
 
 
 
 
 
  (4.33) 
 
Mit der Ableitung  
 
𝜕𝑒𝑖
𝜕𝑒𝑗
=
𝜕𝑓𝑖
𝜕𝑓𝑗
= {
1 𝑚𝑖𝑡 𝑗 ≠ 𝑖
0  𝑚𝑖𝑡 𝑗 = 𝑖
  (4.34) 
 
haben die Untermatritzen 𝑱𝑒
𝑓
 und 𝑱𝑓
𝑒
 nur Null-Elemente. Die Untermatritzen 𝑱𝑒
𝑒
 und 𝑱𝑓
𝑓
 
besetzen jeweils nur ein Nicht-Null-Element, in der Spalte 𝑖. 
Egal welches Element nicht null ist, die neue Matrix 𝑱𝑝
′ hat immer den vollen Rang. 
Das bedeutet, eine komplexe Spannungsmessung kann an jedem Knoten im vergrößer-
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ten beobachten Anteil 𝐺𝑣𝑏  platziert werden, um sicherzustellen, dass der Anteil be-
obachtbar ist. 
Die Methode des Zusammenfassens von Knoten ist ein Spezialfall der komplexen 
Spannungsmessung. Die entsprechenden zusammengefassten Knoten haben die gleiche 
Spannung. Die Verluste auf der Leitung werden damit ignoriert. Deshalb sollten nur die 
zwei Knoten an der Seite der Grenze zwischen beobachtbarem und den nicht beobacht-
baren Anteilen zusammengefasst werden. 
Die obigen Schritte der Identifizierung und Gruppierung der verbleibenden nicht be-
obachtbaren Knoten und die anschließende Identifizierung von Bruchpunkten müssen 
wiederholt werden, bis das gesamte Netzwerk beobachtbar ist.  
 
 
4.4 Beispiel zur Analyse der Beobachtbarkeit des Strom-
netzes 
Das Mittelspannungsnetz „Alliander Livelab“ aus den Niederlanden hat einen relativ 
einfachen Zustand der Bruchpunkte nach der Beobachtbarkeitsanalyse. Deswegen wird 
zur Überprüfung des vorgeschlagenen Verfahrens ein alternatives Netzwerkmodell mit 
16 Knoten und 15 Leitungen verwendet.  
Mittelspannungsnetze, die wie das Netz „Alliander Livelab“ mit Hochspannung von 
10 kV betrieben werden, sind normalerweise Strahlennetze ohne Ring. Die Untersu-
chung in dieser Arbeit wird deswegen in Strahlennetzen durchgeführt. Die weiteren 
Untersuchungen für allgemeine Netze, die einen Ring enthalten, werden vorbereitet.  
Das Netzwerk ist in der Abbildung 4.7 gezeichnet. Die Anzahl der Zustände ist 31. 
 
𝐷𝑖𝑚(𝒙) = 2 × 16 − 1 = 31  (4.35) 
 
Die Amplitude der Spannung an Knoten 1 ist bekannt. Die bekannte Knoten- und Leis-
tungsscheinleistung sind mit blauen Pfeilen markiert. 
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Abbildung 4.7 Topologie und Messstellen des verwendeten Beispielsnetzes, bestehend aus 16 Kno-
ten und 15 Leitungen. Die Anzahl der Zustände ist 31. Das Netz ist mit den gezeich-
neten Messungen nicht beobachtbar. Der Rang der Jacobi-Matrix ist 25. 
 
Aus der Abbildung 4.7 sind die nicht gemessene Knotenscheinleistung: 
 
𝑺𝑖 = {𝑆1, 𝑆3, 𝑆6, 𝑆7, 𝑆10, 𝑆13} 
 
Die nicht gemessene Leitungsscheinleistung ist: 
 
𝑺𝑖𝑗 = {𝑆1,2, 𝑆2,1, 𝑆2,3, 𝑆3,2, 𝑆3,4, 𝑆4,3, 𝑆4,5, 
  𝑆5,6, 𝑆6,5, 𝑆6,13, 𝑆13,6, 𝑆16,13, 𝑆1,8, 
  𝑆8,1, 𝑆8,9, 𝑆9,8, 𝑆10,9, 𝑆10,7, 𝑆7,10,  
  𝑆5,12, 𝑆12,5, 𝑆6,11, 𝑆11,6, 𝑆11,15, 𝑆15,11, 
  𝑆13,14, 𝑆14,13} 
 
Es gibt insgesamt 33 Scheinleistungsmessungen einschließlich unabhängiger Messun-
gen und Redundanzen, die gemessen werden könnten, aber nicht gemessen werden.  
Durch die Bedingung (4.7) wird die Impedanzen 𝑧𝑖𝑗 aller Leitungen auf: 
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𝑧𝑖𝑗 = 0,12 + 0,5𝑗  (4.36) 
 
gesetzt. Die vereinfachte Jacobi-Matrix, die in Tabelle 9.17 in Anhang 9.3 angegeben 
ist, wird durch die Gleichungen (4.6) und (4.17) berechnet. Der Rang der Jacobi-Matrix 
ist: 
 
𝑟𝑎𝑛𝑔(𝑱ℎ) = 25  (4.37) 
 
Aus den Gleichungen (4.35) und (4.37) fehlen noch 6 unabhängige lineare Gleichungen, 
um das Netz zu beobachten. Diese können 3 nicht redundante Messungen der 
komplexen Knoten- oder Leitungsleistung oder komplexe Knotenspannungen von 
Lösungsansatz A) in Kapitel 4.1 sein. Alternativ können nach Lösungsansatz B) 3 
komplexe Knotenspannungen durch die Zusammenfassung von mehreren Knoten zu 
einem Ersatzknoten reduziert werden. 
Der beobachtbare Anteil und der nicht beobachtbare Anteil des Netzes können unter 
Verwendung der Singulärwertzerlegung bestimmt werden. Aus Gleichung (4.19) ist die 
Matrix 𝑺σ  eine quasi diagonale 27 × 31  Matrix (4.19) mit nicht null Eigenwerten 
𝜎1, 𝜎2 … 𝜎25, die dem Rang der Jacobi-Matrix entsprechen. Die Matrix 𝑺σ ist in Tabelle 
9.18 in Anhang 9.3 angegeben. Die Matrix 𝑽 mit Dimension 31 × 31 enthält die Eigen-
vektoren 𝑣1 bis 𝑣25 von 1-ster bis 25-ter Spalte, die den nicht null Eigenwerten entspre-
chen, und die Eigenvektoren 𝑣26  bis 𝑣31  von 26-ter bis 31-ter Spalte, die den ver-
schwindenden Eigenwerten entsprechen. (Die 26-te bis 31-te Spalte sind in Tabelle 9.19 
in Anhang 9.3 angegeben.) Alle Elemente in den Zeilen 1, 8, 9, 10, 23, 24, 25 von den 
Spalten 𝑣26, 𝑣27, 𝑣28, 𝑣29, 𝑣30, 𝑣31 sind null. Nach der Aussage von Kapitel 4.3.2 sind 
die Zustände 1, 8, 9, 10, 23, 24, 25 beobachtbar. Von der Anordnung der Jacobi-Matrix 
ist der beobachtbare Anteil {1, 8, 9, 10}. Der Anteil {2, 3, 4, 5, 6, 7, 11, 12, 13, 14, 15, 
16} ist nicht beobachtbar. (Abbildung 4.8) 
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Abbildung 4.8 Das Netz wird in den beobachtbaren und nicht beobachtbaren Anteilen durch Singu-
lärwertzerlegung zerlegt. 
 
In der betrachteten Topologie des Netzes sind zwei nicht beobachtbare Anteile, die un-
tereinander nicht verbunden sind, mit einem beobachtbaren Anteil verbunden. Der nicht 
beobachtbare Anteil wird in zwei Anteile {2, 3, 4, 5, 6, 11, 12, 13, 14, 15, 16} und {7}, 
durch den beobachtbaren Anteil getrennt, partitioniert. Die Grenzen, die hier zwischen 
den Knoten 1 und 2 und zwischen den Knoten 10 und 7 liegen, werden gefunden. 
Folglich werden zusätzliche virtuelle Messungen der Leistungen 𝑆1,2 und 𝑆10,7  einge-
fügt. Der beobachtbare und der nicht beobachtbare Anteil werden erneut mithilfe der 
Singulärwertzerlegung ausgerechnet. Es ergibt sich der neue beobachtbare Anteil. Die 
Knoten in den vergrößerten Anteilen sind dann die Knoten {2, 3, 4, 5, 6 , 11, 12, 15}, 
die zuvor zu dem nicht beobachtbaren Anteil {2, 3, 4, 5, 6, 11, 12, 13, 14, 15, 16} ge-
hörten, und der Knoten {7}, der vorher zu dem nicht beobachtbaren Anteil {7} gehörte. 
(Abbildung 4.9) 
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Abbildung 4.9 Zwei vergrößerte beobachtbare Anteile werden durch Einsetzen von virtuellen Mes-
sungen bestimmt. In jedem vergrößerten beobachtbaren Anteil gibt es einen Bruch-
punkt. 
 
In jedem vergrößerten Anteil existiert genau ein Bruchpunkt. Die Bruchpunkte werden 
aus die Jacobi-Matrix durch das gaußsche Eliminationsverfahren (4.32) aus Abschnitt 
4.3.4 extrahiert. Im Beispiel wird die Jacobi-Matrix der zwei vergrößerten Anteile {2, 3, 
4, 5, 6, 11, 12, 15} und {7} mit den ursprünglichen Messungen berechnet. In dem ersten 
Anteil werden {𝑆2, 𝑆4, 𝑆5, 𝑆11, 𝑆12, 𝑆15, 𝑆5,4} gemessen. In dem zweiten Anteil gibt es 
keine Messung. 
Die Jacobi-Matrix des ersten Anteils ist in Tabelle 9.20 in Anhang 9.3 gegeben. Die 
zugehörigen Untermatritzen 𝑱𝜕𝑒 mit der Dimension 14 × 8, die partiellen Ableitungen 
der Wirkleistung 𝑃 und der Blindleistung 𝑄 in Bezug auf den Realteil der Knotenspan-
nung 𝑒 sind, werden durch das gaußsche Eliminationsverfahren umgeformt: 
 
𝑱𝜕𝑒 =
[
 
 
 
 
 
 
 
1 0 0 0 0 0 0 −0,5
0 1 0 0 0 0 0 −1
0 0 1 0 0 0 0 −1
0 0 0 1 0 0 0 −1
0 0 0 0 1 0 0 −1
0 0 0 0 0 1 0 −1
0 0 0 0 0 0 1 −1
0 ]
 
 
 
 
 
 
 
  (4.38) 
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Aus der letzten Spalte wird der Bruchpunkt in dem ersten Anteil als Knoten 3 identifi-
ziert. In der zweiten Gruppe gibt es keine Messung und daher ist der identifizierte 
Bruchpunkt Knoten 7. 
Dieser Prozess wird wiederholt, bis alle Knoten im Netzwerk beobachtbar sind, siehe 
Abbildung 4.10. 
 
 
Abbildung 4.10 Das Ergebnis der Beobachtbarkeitsanalyse: Insgesamt ein beobachtbarer Anteil, drei 
vergrößerte beobachtbare Anteile und drei Bruchpunkte wurden gefunden. 
 
Insgesamt sind in diesem Beispiel drei zusätzliche Messungen erforderlich, um die Be-
obachtbarkeit des Netzes zu erreichen.  
Der Algorithmus leitete daraus ab, dass noch drei zusätzliche Messungen für den Lö-
sungssatz A) oder die Zusammenfassung von 5 mal 2 Knoten für den Lösungssatz B) 
notwendig sind: 
Lösungssatz A) Die Platzierung der Leistungsmessung können jeweils zwischen den 
Knoten 1 und 3 für den ersten Anteil und zwischen den Knoten 6 und 13 für den zwei-
ten Anteil sowie zwischen den Knoten 10 und 7 für den dritten Anteil installiert werden.  
Die Platzierung der Spannungsmessung können jeweils in drei vergrößerten beobacht-
baren Anteilen installiert werden. 
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Lösungssatz B) Die Knoten an den Grenzen {1, 2}, {10, 7} und {6, 13} können jeweils 
zu einem Knoten zusammengefasst werden, sodass sich als Ergebnis ein beobachtbares 
Netz ergibt. 
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5 Statische Zustandsschätzung für das Mit-
telspannungsnetz 
Bei der Leistungsflussberechnung für dreiphasige drei-Leiter Netzwerke, wie sie in Ka-
pitel 3 vorgestellt wurde, ist die Anzahl der unabhängigen Gleichungen gleich der An-
zahl der Zustände, wenn die komplexe Knotenleistung von PQ-Knoten und die Kno-
tenwirkleitung sowie der Betrag der Knotenspannung von PV-Knoten als Messungen 
gegeben sind. Für die Zustandsschätzung kann die Art der Messung auch die komplexe 
Leitungsleistung enthalten. Damit ist die Anzahl der Gleichungen 𝑚 größer als die An-
zahl der Zustände 𝑛: 
 
𝑚 > 𝑛  (5.1) 
 
Deshalb existiert aufgrund der Fehler/Abweichungen in den Messungen kein Zustands-
vektor 𝑥 , der den Residuumsvektor 𝑟  der Messungen 𝑧  zu den Werten der Funktion 
𝒉(𝒙) 
 
𝒓(𝒙) = 𝒛 − 𝒉(𝒙)  (5.2) 
 
gleich null werden lässt. Das Gleichungssystem ist damit inkonsistent lässt. Mittels ma-
thematischer Verfahren lässt sich jedoch ein optimales 𝑥 ermitteln, sodass der Residu-
umsvektor 𝑟 minimal wird. 
 
 
5.1 Klassische statische Zustandsschätzung durch die Me-
thode der gewichteten kleinsten Quadrate 
Die klassische statische Zustandsschätzung mittels der Methode der kleinsten Quadrate 
für ein drei-Phasen-System mit unsymmetrischen Lasten enthält die Gleichungen der 
Messungen ohne Nebenbedingungen, genauso wie die statische Zustandsschätzung für 
ein-Phasen-Systeme. 
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5.1.1 Methode der gewichteten kleinsten Quadrate 
Je größer die Anzahl der Messungen gegenüber der Anzahl der Zustände ist, umso nä-
her liegen die geschätzten Zustände statistisch an den tatsächlichen Zuständen. Zufällige 
Messfehler folgen einer Normalverteilung, sodass der Durchschnittwert einer unendlich 
widerholten Messung theoretisch dem wahren Wert entsprechen muss. Bei der Zu-
standsschätzung sollen die geschätzten Zustände möglichst nah an den tatsächlichen 
Zuständen liegen und somit die optimalen Zustände sein. ‚Optimal‘ bedeutet dabei, dass 
eine Zielfunktion mit den bestimmten Zuständen minimiert oder maximiert wird. Die 
Zielfunktion kann hierbei unterschiedlich gewählt werden. 
Die Methode der kleinsten Quadrate, die wird in Zustandsschätzung für symmetrischen 
belasteten Netzen benutzt, ist ein mathematisches Standardverfahren in der Regressi-
onsanalyse für die optimale Lösung eines überbestimmten Systems. [10] Weil das Resi-
duum positive und negative Werte umfassen kann, wird die Summe der Quadrate des 
Residuums 𝑟 der Messungen zu den Werten der Funktion als Zielfunktion benutzt: 
 
𝑓(𝒙) = ∑ 𝑟𝑖
2𝑚
𝑖=1  = ∑ (𝑧𝑖 − ℎ𝑖(𝒙))
2𝑚
𝑖=1   
 = [𝒁 − 𝒉(𝒙)]𝑇[𝒁 − 𝒉(𝒙)]  (5.3) 
 
Wenn die Zustände optimal sind, erreicht die Zielfunktion ihr Minimum. 
Die Genauigkeiten der Messungen können unterschiedlich sein, was in der oberen Ziel-
funktion, bei der jede Messung mit gleichem Gewicht eingeht, nicht berücksichtigt 
wird. Um zu erreichen, dass Messungen mit kleiner Abweichung die geschätzten Zu-
stände stärker beeinflussen als solche mit großer Abweichung, werden die Messfehler 
entsprechend der Streuung der Abweichungen gewichtet: 
 
𝑟𝑖
′ =
𝑟𝑖
𝜎𝑖
  (5.4) 
 
Das Residuum 𝑟𝑖 aus Gleichung (5.3) wird durch 𝑟𝑖
′ ersetzt. Damit ergibt sich die Ziel-
funktion: 
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𝑓(𝒙) = ∑ 𝑤𝑖(𝑧𝑖 − ℎ𝑖(𝒙))
2𝑚
𝑖=1   
   = [𝒁 − 𝒉(𝑥)]𝑇𝐰[𝒁 − 𝒉(𝑥)]  (5.5) 
 
Wobei 𝐰 eine diagonale Matrix ist, die aus den Elementen 𝑤𝑖 =
1
𝜎𝑖
2 besteht. Darin ist 𝜎𝑖 
jeweils die Standardabweichung der Messungen abhängig vom eingesetzten Messgerät: 
 
𝐰 = diag(𝑤1 𝑤2  ⋯ 𝑤𝑖  ⋯ 𝑤𝑚) = diag (
1
𝜎1
2  
1
𝜎2
2  ⋯ 
1
𝜎𝑖
2  ⋯ 
1
𝜎𝑚
2 )  (5.6) 
 
Die Gleichung 𝒇(𝒙) ist ein nicht lineares Gleichungssystem, dessen Zustandsvektor 𝒙 
nicht direkt berechnet werden kann. Deswegen muss das Gleichungssystem durch ein 
Iterationsverfahren gelöst werden. 
Zuerst wird die Funktion 𝒉(𝒙) durch die Taylor-Näherung linearisiert. Eine Näherung 
für eine differenzierbare Funktion an der Stelle 𝒙0, die in der Nähe zur Stelle 𝒙 liegt, ist 
durch eine Gerade, also durch ein Polynom 1. Grades, bzw. die Tangente mit der Glei-
chung 
 
𝒉(𝒙) ≈ 𝒉(𝒙0) + 𝑱ℎ(𝒙0)∆𝒙  (5.7) 
 
gegeben. Dabei sind ∆𝒙 die Differenz zwischen dem Zustand 𝒙 und der Näherung 𝒙0 
 
∆𝒙 = 𝒙 − 𝒙0  (5.8) 
 
und 𝑱ℎ(𝒙0) die Jacobi-Matrix an der Stelle 𝒙0 
 
𝑱ℎ(𝒙0) =
𝜕𝒉(𝒙)
𝜕𝒙
|
𝒙=𝒙0
  (5.9) 
 
Die Funktion der Taylor-Näherung (5.7) wird in die Zielfunktion (5.5) eingesetzt, so-
dass sich 
 
𝑓(𝒙) = [∆𝒁 − 𝑱ℎ(𝒙0)∆𝒙]
𝑇𝐰[∆𝒁 − 𝑱ℎ(𝒙0)∆𝒙]  (5.10) 
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ergibt. Wobei ∆𝒁 die Differenz zwischen den Messungen und dem Ergebnis der Funk-
tion 𝒉(𝒙) an der Stelle 𝒙0 ist: 
 
∆𝒁 = 𝒁 − 𝒉(𝒙0)  (5.11) 
 
Durch Ausmultiplizieren von Gleichung (5.10) ergibt sich: 
 
𝑓(𝒙) = ∆𝒁𝑇𝒘∆𝒁 − ∆𝒁𝑇𝒘𝑱ℎ(𝒙0)∆𝒙 − ∆𝒙
𝑇𝑱ℎ
𝑇(𝒙0)𝒘∆𝒁  
 +∆𝒙𝑇𝑱ℎ
𝑇(𝒙0)𝒘𝑱ℎ(𝒙0)∆𝒙  (5.12) 
 
Zur Bestimmung des Minimums wird hier die quadratische Ergänzung verwendet: 
 
𝑓(𝒙) = ∆𝒁𝑇[𝒘 − 𝒘𝑱ℎ(𝒙0)𝑴(𝒙0)𝑱ℎ
𝑇(𝒙0)𝒘]∆𝒁  
 +[∆𝒙 − 𝑴(𝒙0)𝑱ℎ
𝑇(𝒙0)𝒘∆𝒁]
𝑇
𝑴−1(𝒙0)[∆𝑥 − 𝑴(𝒙0)𝑱ℎ
𝑇(𝒙0)𝒘∆𝒁]  (5.13) 
 
wobei: 
 
𝑴(𝒙0) = [𝑱ℎ
𝑇(𝒙0)𝒘𝑱ℎ(𝒙0)]
−1
  (5.14) 
 
Der erste Teil der Gleichung (5.13), der unabhängig von ∆𝒙 ist, ist konstant. Deshalb ist 
die Zielfunktion minimal, wenn der zweite Teil, der abhängig von ∆𝒙 ist, Null wird. Es 
ergibt sich: 
 
∆𝒙 = 𝑴(𝒙0)𝑱ℎ
𝑇(𝒙0)𝒘∆𝒁  (5.15) 
 
und daraus: 
 
𝒙 = 𝒙0 + ∆𝒙 = 𝒙0 + 𝑴(𝒙0)𝑱ℎ
𝑇(𝒙0)𝒘[𝒁 − 𝒉(𝒙0)]  (5.16) 
 
Wenn die Anfangsstelle 𝒙0 dicht an dem optimalen geschätzten Zustand ?̂? liegt, kann 
die Zielfunktion (5.5) mit dem vernachlässigten nichtlinearen Teil der Taylorreihe in 
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der Annäherungsgleichung (5.10) linearisiert werden. Mit einer ausreichenden Anzahl 
von Iterationen kann der optimale Zustand ?̂? unter Anwendung der Korrekturgleichung 
(5.16) berechnen werden, um die Zielfunktion zu minimieren. Es ist unmöglich, dass 
der exakte Zustand ausgerechnet wird. Wenn der Anfangswert nicht zu weit vom opti-
malen Zustand entfernt ist, kann der Zustand mit den Iterationen schrittweise zum opti-
malen Zustand aufgelöst werden. Der Zustand 𝑥 von jeder Iteration ist eine Reihe: 
 
𝒙 = 𝒙(0), 𝒙(1), … , 𝒙(𝑙), … , ?̂?  (5.17) 
 
Wobei (𝑙) den Index der Iteration angibt. Daraus und aus Gleichung (5.16) ergibt sich 
folgende Gleichung: 
 
∆𝒙(𝑙) = [𝑱ℎ
𝑇(𝒙(𝑙))𝒘𝑱ℎ(𝒙
(𝑙))]
−1
𝑱ℎ
𝑇(𝒙(𝑙))𝒘[𝒁 − 𝒉(𝒙(𝑙))]  (5.18) 
𝒙(𝑙+1) = 𝒙(𝑙) + ∆𝒙(𝑙)  (5.19) 
 
Mit den Gleichungen werden so viele Iterationsschritte durchgeführt, bis die Zielfunkti-
on 𝑱(𝒙(𝑙)) minimal ist. Die Konvergenz der Iteration kann durch eine von folgenden 
Voraussetzungen bestimmt werden: 
 
|∆𝑥𝑖
(𝑙)|𝑚𝑎𝑥
𝑖
< 𝜀𝑥  (5.20) 
|𝑓(𝒙(𝑙)) − 𝑓(𝒙(𝑙−1))| < 𝜀𝐽  (5.21) 
‖∆𝒙(𝑙)‖
∞
< 𝜀∞  (5.22) 
 
Hierbei ist 𝑖 der Index des Elements von Zustandsvektor 𝑥 und 𝜀𝑥, 𝜀𝐽 und 𝜀∞ sind Vo-
raussetzungen für die Genauigkeit der Lösung einer Iteration. 
Gleichung (5.20) bedeutet, dass der maximale Betrag des Korrekturwertes der 𝑙-ten Ite-
ration kleiner als die vorgegebene Bedingung ist. 
Wenn die Voraussetzung in der 𝑙-ten Iteration erfüllt ist, ist der geschätzte optimale 
Zustandsvektor ?̂?: 
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?̂? = ?̂?(𝑙)  (5.23) 
 
und der geschätzte optimale Messungsvektor: 
 
?̂? = 𝒉(?̂?)  (5.24) 
 
Nun wird die Abweichung des geschätzten Zustandsvektors vom Messungsvektor dis-
kutiert. In Gleichung (5.16) wird dafür der Anfangswert 𝒙0  durch 𝒙  ersetzt. Damit 
ergibt sich die Abweichung des geschätzten Zustandsvektors zu: 
 
𝒙 − ?̂? = −𝑴(𝒙)𝑱ℎ
𝑇(𝒙)𝒘[𝒁 − 𝒉(𝒙)]  (5.25) 
 
Die Varianz des geschätzten Zustandsvektors ist: 
 
𝐸[(𝒙 − ?̂?)(𝒙 − 𝒙)𝑇] = 𝐸 [{𝑴(𝒙)𝑱ℎ
𝑇(𝒙)𝒘[𝒁 − 𝒉(𝒙)]} × {𝑴(𝒙)𝑱ℎ
𝑇(𝒙)𝒘[𝒁 − 𝒉(𝒙)]}
𝑇
]   
  = 𝐸[𝑴(𝒙)𝑱ℎ
𝑇(𝒙)𝒘𝒓𝒓𝑇𝒘𝑱ℎ(𝒙)𝑴
𝑇(𝒙)] = 𝑴(𝒙)  (5.26) 
 
Hierbei sind 
 
𝑬(𝒓𝒓𝑇) = 𝑹  (5.27) 
 
und 
 
𝑱ℎ
𝑇(𝒙)𝒘𝑱ℎ(𝒙) = 𝑴
−𝟏(𝒙)  (5.28) 
 
Die Elemente der Diagonale der Varianzmatrix des geschätzten Zustandsvektors, die ein 
wichtiger Anzeiger für die Qualität der Platzierung des Messungssystems ist, fließt in 
das geschätzte Ergebnis ein. Mit zunehmender Anzahl von Messungen vergrößern sich 
die Elemente der Matrix 𝑱ℎ
𝑇(𝒙)𝒘𝑱ℎ(𝒙). Das bedeutet, die geschätzten Zustände mit 
mehreren Messungen sind genauer als mit weinigeren Messungen. Wenn ein Zustand 𝑥𝑖 
nicht im Messungsvektor 𝒉(𝒙) enthaltet ist, sind alle Elemente der i-ten Reihe der Ja-
cobimatrix nach Gaußschem Eliminationsverfahren gleich null, denn der Rang ist klei-
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ner als die Anzahl der Zustände. In der Folge erscheint ein Nullelement auf der Diago-
nale von Matrix 𝑱ℎ
𝑇(𝒙)𝒘𝑱ℎ(𝒙), sodass keine Matrix [𝑱ℎ
𝑇(𝒙)𝒘𝑱ℎ(𝒙)]
−1
 existiert. Da-
mit ist das System nicht beobachtbar, wie in Kapital 4 genauer diskutiert wurde. 
Die Abweichung des Messungsvektors ergibt sich zu: 
 
𝒛 − ?̂? = 𝒛 − 𝒉(?̂?) = 𝑱ℎ(?̂?)∆𝑥 = 𝑱ℎ(?̂?)(𝒙 − ?̂?)  (5.29) 
 
Die Varianz des geschätzten Zustandsvektors ist: 
 
𝐸[(𝒛 − ?̂?)(𝒛 − ?̂?)𝑇] = 𝑬 [(𝑱ℎ(?̂?)(𝒙 − ?̂?))(𝑱ℎ(?̂?)(𝒙 − ?̂?))
𝑇
]  
 = 𝐸[𝑱ℎ(?̂?)(𝒙 − ?̂?)(𝒙 − ?̂?)
𝑇𝑱ℎ
𝑇(?̂?)]  
 = 𝑱ℎ(?̂?)𝑴(𝒙)𝑱ℎ
𝑇(?̂?)  
 = 𝑱ℎ(?̂?) (𝑱ℎ
𝑇(?̂?)𝒘𝑱ℎ(?̂?))
−𝟏
𝑱ℎ
𝑇(?̂?)  (5.30) 
 
Die diagonalen Elemente der Kovarianzmatrix 𝑱ℎ(𝑱ℎ
𝑇𝒘𝑱ℎ)
−1
𝑱ℎ
𝑇  sind die Varianzen 
der Messungsabweichung. In einem System, in dem 𝑑𝑖𝑎𝑔 (𝑱ℎ(𝑱ℎ
𝑇𝒘𝑱ℎ)
−𝟏
𝑱ℎ
𝑇) < 𝒘 ist, 
erhöht die Zustandsschätzung die Genauigkeit der Messungen. Die Daten sind gefiltert. 
Die Berechnungsschritte des Algorithmus sind in folgender Abbildung dargestellt: 
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Abbildung 5.1 Algorithmus der klassischen statischen Zustandsschätzung durch die Methode der 
gewichteten kleinsten Quadrate für unsymmetrischen belasten Mittelspannungsnetzen 
 
Initialisierung: In der Initialisierungsphase des Programms werden die Topologie des 
Netzes und die Standardabweichungen 𝜎𝑖  der Messungen in Abhängigkeit von den 
Messgeräten eingegeben. Durch die Topologie des Netzes werden die Leitungs- und 
Knotenadmittanzmatrix mit den Gleichungen (2.9b), (2.16), (2.27) und (2.28) aufge-
stellt. Die diagonale Gewichtmatrix 𝐰 ergibt sich aus Gleichung (5.6). 
Anfangswerte der Zustände: Als Anfangswerte für die Zustände wird in jedem Zeit-
schritt die Nennspannung im Per-Unit-System angenommen: 
 
𝑥𝑖
𝑎(0) = 𝑈𝑖
𝑎(0) = 1 + 0𝑗 
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𝑥𝑖
𝑏(0) = 𝑈𝑖
𝑏(0) = cos
2𝜋
3
+ 𝑗 ∙ sin
2𝜋
3
 
𝑥𝑖
𝑐(0) = 𝑈𝑖
𝑐(0) = cos (−
2𝜋
3
) + 𝑗 ∙ sin (−
2𝜋
3
) 
 
Messvektor eingeben: Die Messwerte 𝒁 für den Zeitpunkt t werden eingegeben und 
mit den Gleichungen (3.1) und (3.3) in das Per-Unit-System transformiert. 
Werte der Gleichungen und Jacobi-Matrix des Systems: Die Werte der Systemglei-
chungen 𝒉(𝒙(𝑙) ) in Abhängigkeit vom Zustand 𝒙(𝑙) im 𝑙-ten Schritt werden durch die 
Gleichungen (2.47), (2.48), (2.52) und (2.53) und die andere anpassende Gleichung der 
gemessenen Werte berechnet. Außerdem wird die Jacobi-Matrix 𝑱ℎ(𝒙
(𝑙) )  durch die 
Gleichungen (2.62) bis (2.78) und die andere anpassende Gleichung der gemessenen 
Werte berechnet. 
Berechnung der Schrittweite: Die Differenz ∆𝒁 wird aus den Messwerten 𝒁 und den 
Werten der Systemgleichungen 𝒉(𝒙(𝑙) ) durch Gleichung (5.11) errechnet. Anschlie-
ßend wird die Schrittweite ∆𝒙(𝑙) mit der Jacobi-Matrix 𝑱ℎ(𝒙
(𝑙) ) durch die Gleichungen 
(5.14) bis (5.15) berechnet und der neue Zustand 𝒙(𝑙+1) in Schritt 𝑙 + 1 durch Gleichung 
(5.16) bestimmt. 
Konvergenz überprüfen: Die Konvergenz wird durch Gleichung (5.20) überprüft. 
Wenn die Bedingung erfüllt ist, ist der Zustand 𝒙(𝑙+1) die Lösung bzw. der optimale 
geschätzte Zustand. Ist die Bedingung nicht erfüllt, müssen die Schritte 4 und 5 mit 𝑙 =
𝑙 + 1 so lange wiederholt werden, bis sie erfüllt ist. 
 
 
5.2 Methode der gewichteten kleinsten Quadrate mit Ne-
benbedingung durch Innere-Punkte-Verfahren 
In Kapitel 5.1 wird eine klassische Zustandsschätzung durch gewichtete kleinste Quad-
rate für ein Mittelspannungsnetz mit unsymmetrischen Lasten benutzt. Dabei wurde 
keine Nebenbedingung (2.54) berücksichtigt, sodass die Summe der Leitungsströme der 
drei Phasen gleich null ist. Wenn jedoch die Nebenbedingungen in das Gleichungssys-
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tem eingesetzt werden, übertragt sich das Optimierungsproblem von der Minimierung 
einer Funktion ohne Nebenbedingungen auf ein Minimierungsproblem mit Nebenbe-
dingungen: 
 
min𝑓(𝒙)  
𝑁𝐵.  𝒈(𝒙) = 0  (5.31) 
 
Das Optimierungsproblem mit Nebenbedingungen kommt oft in der Regelungstechnik 
vor. Das Ergebnis muss die Nebenbedingungen genau erfüllen. In der Messtechnik ist 
dies jedoch anders. Aufgrund des Messfehlers müssten die berechneten Zustände große 
Fehler tragen, um die Nebenbedingung genau zu erfüllen. Um diese Abweichung zu 
reduzieren, sollte die Gleichheitsnebenbedingung der Funktion durch die Ungleich-
heitsbebenbedingung 
 
min𝑓(𝒙)  
𝑁𝐵.  𝒈(𝒙) ≤ 𝝈  (5.32) 
 
ersetzt werden, um die Nebenbedingung in einem kleinen Bereich zu begrenzen. 
Minimierungsprobleme mit Ungleichheitsbebenbedingungen können durch Penalty 
Verfahren gelöst werden. Eine Barrierefunktion mit der ‚Eigenschaft einer Strafe‘ über 
die Zielfunktion 𝑓(𝒙) und die Nebenbedingungen 𝒈(𝒙) wird dargestellt als: 
 
ℒ(𝒙) = ℒ(𝑓(𝒙), 𝑔(𝒙))  (5.33) 
 
Die ‚Eigenschaft der Strafe‘ lässt die Funktion ℒ(𝒙) gleich die Funktion 𝑓(𝒙) werden, 
wenn der Zustand 𝒙  im zulässigen Bereich der Nebenbedingung 𝒈(𝒙) bleibt. Wenn 
hingegen die Nebenbedingung nicht erfüllt wird, ergibt sich durch die ‚Eigenschaft der 
Strafe‘, dass die Funktion ℒ(𝒙) sehr viel größer als die Funktion 𝑓(𝒙) wird. [52] 
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5.2.1 Innere-Punkte-Verfahren 
Wenn die Barrierefunktion unendlich groß in den Grenzen des zulässigen Bereiches ist, 
wird das Verfahren als Innere-Punkte-Verfahren, das in der optimalen Leistungsflussbe-
rechnung verwendet,[53]-[55] definiert, das für Ungleichheitsbebenbedingungen geeig-
net ist. Das allgemeine Innere-Punkte-Verfahren verwendet eine reziproke oder eine 
logarithmische Barrierefunktion. In dieser Arbeit wird eine logarithmische Barriere-
funktion verwendet. Aufgrund der unendlich großen Barrierefunktion innerhalb der 
Grenzen des zulässigen Bereiches, müssen die Anfangswerte der Zustände im zulässi-
gen Bereich, beziehungsweise alle berechneten minimalen Werte der Barrierefunktion 
im zulässigen Bereich liegen. 
Um das Optimierungsproblem mit Ungleichheitsbebenbedingungen (5.32) auf ein ein-
facheres Problem zurückzuführen, wird eine zusätzliche Schlupfvariable 𝑢, die das Un-
gleichheitsproblem auf ein einfacheres Gleichheitsproblem zurückführt, eingeführt. 
Dadurch verwandelt sich die Ungleichheitsnebenbedingungen 𝒈(𝒙) in folgende Gleich-
heitsnebenbedingungen: 
 
𝒈(𝒙) + 𝒖 = 0  (5.34) 
 
Dabei ist 𝒖 = [𝑢1 ⋯ 𝑢𝑟]𝑇  ein Vektor, der die positiven Schlupfvariablen 𝑢𝑖 > 0 
enthält. 
Unter Verwendung der logarithmischen Barrierefunktion wird die Zielfunktion 
min𝑓(𝒙) zur Barrierefunktion transformiert. Mit die Barrierefunktion und der neuen 
Gleichheitsnebenbedingung ergibt sich das neue Optimierungsgleichungssystem (5.35): 
 
min𝑓(𝒙) − 𝜇 ∑ ln(𝑢𝑖)
𝑟
𝑖=1   
𝑁𝐵.  𝒈(𝒙) + 𝒖 = 0  (5.35) 
 
Hierin ist 𝜇 > 0 der Strafparameter. Der zweite Teil −𝜇 ∑ ln(𝑢𝑖)
𝑟
𝑖=1  in der Zielfunktion 
wird für kleine Werte von 𝑢𝑖  sehr groß. Es wird versucht, durch Bestrafung kleiner 
Werte von 𝑢𝑖, die Lösung des Optimierungsproblems im Inneren des zulässigen Berei-
ches zu halten. Diese Bestrafung wird umso kleiner, je kleiner der Parameter 𝜇 ist. In 
den Grenzen des zulässigen Bereiches wird 𝜇 gegen 0 erwartet, sodass die Lösung des 
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Barriereproblems gegen die Lösung des Ursprungsproblems konvergiert. Das neue Op-
timierungsproblem lässt sich durch Lagrange-Multiplikatoren lösen. Die zugehörige 
Lagrange-Funktion ℒ(𝑥, 𝑢, 𝜎) des Optimierungsproblems wird folgendermaßen aufge-
stellt: 
 
ℒ(𝑥, 𝑢, 𝜎) = 𝑓(𝒙) − 𝜇 ∑ ln(𝑢𝑖)
𝑟
𝑖=1 − 𝝀
𝑇(𝒈(𝒙) + 𝒖)  (5.36) 
 
Dabei wird der Vektor des Lagrange-Multiplikators 𝝀 = [𝜆1 𝜆2 ⋯ 𝜆𝑟] 
𝑇 benötigt, 
weil die beiden Gradienten zwar parallel sein sollen, aber als Vektoren unterschiedlich 
lang sein können. Dadurch wird das Optimierungsproblem in der Lagrange-Funktion 
vereinfacht. Die partiellen Ableitungen erster Ordnung der Lagrange-Funktion (5.36) 
werden wie folgt herleitet: 
 
𝜕ℒ
𝜕𝑥
= ∇𝑓(𝒙) − 𝐉𝑔
𝑇(𝒙)𝝀  (5.37) 
𝜕ℒ
𝜕𝑢
= −𝜇𝒖−1 − 𝝀  (5.38) 
𝜕ℒ
𝜕𝜆
= −(𝒈(𝒙) + 𝒖)  (5.39) 
 
Der Gradient ∇𝑓(𝒙) einer differenzierbaren Funktion 𝑓(𝒙): 𝑅𝑛 → 𝑅1 in der Gleichung 
(5.37) ist der 𝑛 × 1 Vektor, in dem sämtliche partiellen Ableitungen erster Ordnung in 
einer bestimmten Weise angeordnet sind. 𝑱𝑔(𝒙) ist die Jacobi-Matrix von der Nebenbe-
dingung 𝒈(𝒙). 
 
∇𝑓(𝒙) = [
𝜕𝑓
𝜕𝑥1
𝜕𝑓
𝜕𝑥2
⋯
𝜕𝑓
𝜕𝑥𝑛
]
𝑇
  (5.40) 
 
Die Karush-Kuhn-Tucker-Bedingungen (KKT-Bedingungen) sind ein notwendiges Op-
timalitätskriterium erster Ordnung in der nichtlinearen Optimierung. Die Lagrange-
Funktion entspricht dem Minimum, wenn die folgenden KKT-Bedingungen sind, dass 
alle ersten partiellen Ableitungen der Lagrange-Funktionen (5.37) bis (5.39) nach den 
Zustanden, Schlupfvariablen und Lagrange-Multiplikatoren gleich 0 sind. Um die KKT-
Bedingungen einfach zu lösen, werden die Gleichungen der ersten partiellen Ableitun-
gen folgendermaßen geschrieben: 
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𝑳𝑥 = ∇𝑓(𝒙) − 𝐉𝑔
𝑇(𝒙)𝝀 = 0  (5.41) 
𝑳𝑢 = 𝝀 ∘ 𝒖 + 𝜇𝛾 = 0  (5.42) 
𝑳𝜆 = 𝒈(𝒙) + 𝒖 = 0  (5.43) 
 
Die KKT-Bedingungen können durch das Newton-Verfahren gelöst werden. Die Nähe-
rung für differenzierbare Funktion an der Stelle 𝒙0 durch ein Polynom 1. Grades ist 
gegeben durch die Gleichung: 
 
𝑳(𝒙𝐿) = 𝑳(𝒙𝐿0) + 𝑱𝐿(𝒙𝐿0) ∙ ∆𝒙𝐿 = 0  (5.44) 
 
wobei 𝑳(𝒙𝐿) die Gleichungen der KKT-Bedingungen (5.41) bis (5.43) über den Vektor 
der Variablen 𝒙𝐿 = [𝒙 𝒖 𝝀] sind. 𝑳(𝒙𝐿0) sind die berechneten Werte an der Nähe-
rungsstelle 𝒙𝐿0. Die Variable ∆𝒙𝐿 ist die Differenz zwischen den Variablen 𝒙𝐿 und der 
Näherungsstelle 𝒙𝐿0. Die Matrix 𝑱𝐿 ist die zugehörige Jacobi-Matrix der Gleichungen 
(5.41) bis (5.43) und sie ist außerdem auch die Hesse-Matrix der Lagrange-Funktion 
(5.36):  
 
𝑱𝐿(𝒙) = 𝑯ℒ(𝒙) 
 
Die Gleichungen (5.41) bis (5.43) können folgendermaßen linearisiert werden: 
 
𝑳𝑥0 + 𝐇𝑓(𝒙0)∆𝒙 − 𝐉𝑔
𝑇(𝒙0)∆𝝀 − ∑ (𝑯𝑔𝑖(𝑥0)𝛾𝜆𝑖)
𝑟
𝑖=1 ∆𝒙 = 0  (5.45) 
𝑳𝑢0 + 𝝀0 ∘ ∆𝒖 + 𝒖0 ∘ ∆𝝀 = 0  (5.46) 
𝑳𝜆0 + 𝐉𝑔(𝒙0)∆𝒙 + ∆𝒖 = 0  (5.47) 
 
Dabei ist die Matrix 𝐇𝑓  die Hesse-Matrix der Zielfunktion 𝑓(𝑥). 𝑯𝑔𝑖  ist die Hesse-
Matrix der i-ten Nebenbedingung. Die Gleichung (5.46) wird in der Gleichung (5.47) 
eingesetzt, um die Variable ∆𝒖 zu eliminieren. Daraus ergibt sich folgende Gleichung: 
 
𝑳𝑢0 − 𝝀0 ∘ (𝑳𝜆0 + 𝐉𝑔(𝒙0)∆𝒙) + 𝒖0 ∘ ∆𝝀 = 0  (5.48) 
 
𝑳𝑢0 und 𝑳𝜆0 aus den Gleichungen (5.42) und (5.43) werden in Gleichung (5.48) einge-
setzt, sodass sich 
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𝝀0 ∘ 𝒖0 + 𝜇𝛾 − 𝝀0 ∘ (𝒈(𝒙0) + 𝒖0 + 𝐉𝑔(𝒙0)∆𝒙) + 𝒖0 ∘ ∆𝝀 = 0  (5.49) 
 
ergibt. Daraus lässt sich Gleichung (5.50) herleiten: 
 
𝜇𝛾 − 𝝀0 ∘ (𝒈(𝒙0) + 𝐉𝑔(𝒙0)∆𝒙) + 𝒖0 ∘ ∆𝝀 = 0  (5.50) 
 
Die Variable ∆𝝀 wird durch Einsetzen von Gleichung (5.50) in Gleichung (5.45) elimi-
niert, sodass sich die folgende Gleichung (5.51) ergibt:  
 
𝑳𝑥0 + 𝐇𝑓(𝒙0)∆𝒙 − 𝐉𝑔
𝑇(𝒙0) (𝒖0
−1 ∘ (𝝀0 ∘ (𝒈(𝒙0) + 𝐉𝑔(𝒙0)∆𝒙) − 𝜇𝛾))  
−∑ (𝑯𝑔𝑖(𝑥0)𝛾𝜆𝑖)
𝑟
𝑖=1 ∆𝒙 = 0  (5.51) 
 
Durch Einsetzen der Gleichung (5.41) wird die Variable 𝐿𝑥0 in der Gleichung (5.51) 
eliminiert: 
 
∇𝑓(𝒙0) − 𝐉𝑔
𝑇𝝀0 + 𝐇𝑓(𝒙0)∆𝒙 − 𝐉𝑔
𝑇(𝒙0) (𝒖0
−1 ∘ (𝝀0 ∘ (𝒈(𝒙0) + 𝐉𝑔(𝒙0)∆𝒙) − 𝜇𝛾))  
−∑ (𝑯𝑔𝑖(𝑥0)𝛾𝜆𝑖)
𝑟
𝑖=1 ∆𝒙 = 0  (5.52) 
 
Die Schlupfvariable 𝑢 = −𝑔(𝑥) aus Gleichung (5.34) und der Lagrange-Multiplikator 
𝜆 = −𝜇𝑢−1 = 𝜇𝑔−1(𝑥) aus Gleichung (5.42) werden in Gleichung (5.52) eingesetzt: 
 
∇𝑓(𝒙0) + 𝐇𝑓(𝒙0)∆𝒙 + 𝐉𝑔
𝑇(𝒙0) (𝒈
−1(𝒙0) ∘ (𝝀0 ∘ (𝐉𝑔(𝒙0)∆𝒙) − 𝜇𝛾))  
−∑ (𝑯𝑔𝑖(𝑥0)𝛾𝜆𝑖)
𝑟
𝑖=1 ∆𝒙 = 0  (5.53) 
 
Es ergibt sich die Gleichung: 
 
∆𝒙 = 𝑴𝐼𝑝𝑉
−1(𝒙0) (−∇𝑓(𝒙0) + 𝜇𝐉𝑔
𝑇(𝒙0) ∙ 𝑑𝑖𝑎𝑔 (𝒈(𝒙
(𝑙)))
−1
)  (5.54) 
 
mit 𝑴𝐼𝑝𝑉(𝒙0) = (𝐇𝑓(𝒙0) + 𝜇𝐉𝑔
𝑇(𝒙0) (𝑑𝑖𝑎𝑔 (𝒈(𝒙
(𝑙)))
−2
) 𝐉𝑔(𝒙0) − ∑ (𝑯𝑔𝑖(𝒙0)𝛾𝜆𝑖)
𝑟
𝑖=1 ) 
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Die optimalen Zustände 𝒙𝐿 werden durch das Iterationsverfahren 
 
𝒙𝐿
(𝑙+1) = 𝒙𝐿
(𝑙) + 𝛼∆𝒙𝐿
(𝑙)  (5.55) 
 
ausgerechnet, wobei 𝛼  die Schrittlänge ist. Aus der Eigenschaft des Innere-Punkte-
Verfahrens muss die Schrittlänge sicherstellen, dass die Variable 𝒙𝐿
(𝑙) in jedem Schritt 
innerhalb des zulässigen Bereichs der Nebenbedingungen liegt. 
 
 
5.2.2 Verwendung des Innere-Punkte-Verfahrens für die Zu-
standsschätzung des Mittelspannungsnetzes 
In diesem Abschnitt werden die bestimmte Zielfunktion 𝑓(𝒙) und die Nebenbedingung 
𝒈(𝒙) des Mittelspannungsnetzes in Gleichung (5.54), die allgemeine Lösungsgleichung 
des Innere-Punkte-Verfahrens, eingesetzt, um das System des Mittelspanungsnetzes zu 
lösen. 
Die Nebenbedingung 𝒈(𝒙) ist die lineare Gleichung (2.60). Die zugehörigen partiellen 
Ableitungen sind konstant. Die zweite partielle Ableitung ist 0. Deshalb ist die Jacobi-
Matrix 𝐉𝑔 unabhängig von Zustand 𝒙 konstant. Gleichung (5.45) kann folgendermaßen 
vereinfachet werden: 
 
∆𝒙 = 𝑴𝐼𝑝𝑉
−1(𝒙0) (−∇𝑓(𝒙0) + 𝜇𝐉𝑔
𝑇(𝒙0) ∙ 𝑑𝑖𝑎𝑔 (𝒈(𝒙
(𝑙)))
−1
)  (5.56) 
 
mit 𝑴𝐼𝑝𝑉(𝒙0) = (𝐇𝑓(𝒙0) + 𝜇𝐉𝑔
𝑇(𝒙0) (𝑑𝑖𝑎𝑔 (𝒈(𝒙
(𝑙)))
−2
) 𝐉𝑔(𝒙0)) 
 
Die erste partielle Ableitung der Zielfunktion (5.5) nach dem Zustand 𝒙 ergibt: 
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𝜕𝑓(𝒙)
𝜕𝑥𝑗
= −2∑ 𝑤𝑖(𝑧𝑖 − ℎ𝑖(𝒙))
𝑚
𝑖=1
𝜕ℎ𝑖(𝒙)
𝜕𝑥𝑗
  
 = −2 ∙ (𝒘 ∙ ∆𝒁(𝒙))
𝑇
∙ 𝒉𝑥𝑗(𝒙)  (5.57) 
 
wobei 𝒉𝑥(𝒙) der Faktor ist, der die partielle Ableitung des Systems 𝒉(𝒙) enthält: 
 
𝒉𝑥𝑗(𝒙) = [
𝜕ℎ1(𝒙)
𝜕𝑥𝑗
𝜕ℎ2(𝒙)
𝜕𝑥𝑗
⋯
𝜕ℎ𝑚(𝒙)
𝜕𝑥𝑗
]
𝑇
  (5.58) 
 
Der Gradient ∇𝑓(𝒙) wird durch Einsetzen von Gleichung (5.57) in der Anordnung ent-
sprechend des Gradienten aus (5.40) herleitet: 
 
∇𝑓(𝒙) = −2 ∙ ((𝒘 ∙ ∆𝒁(𝒙))
𝑇
∙ 𝒉𝑥(𝒙))
𝑇
  
 = −2 ∙ 𝒉𝑥
𝑇(𝒙) ∙ (𝒘 ∙ ∆𝒁(𝒙))  (5.59) 
 
Dabei ist 
 
𝒉𝑥(𝒙) = [𝒉𝑥1(𝒙) 𝒉𝑥2(𝒙) ⋯ 𝒉𝑥𝑚(𝒙)]  
   =
[
 
 
 
 
 
𝜕ℎ1(𝒙)
𝜕𝑥1
𝜕ℎ1(𝒙)
𝜕𝑥2
⋯
𝜕ℎ1(𝒙)
𝜕𝑥𝑛
𝜕ℎ2(𝒙)
𝜕𝑥1
𝜕ℎ2(𝒙)
𝜕𝑥2
⋯
𝜕ℎ2(𝒙)
𝜕𝑥𝑛
⋮ ⋮ ⋱ ⋮
𝜕ℎ𝑚(𝒙)
𝜕𝑥1
𝜕ℎ𝑚(𝒙)
𝜕𝑥2
⋯
𝜕ℎ𝑚(𝒙)
𝜕𝑥𝑛 ]
 
 
 
 
 
  (5.60) 
 
Durch die Gleichungen (2.62) und (5.60), sind die zwei Matrizen 𝑱ℎ(𝒙) und 𝒉𝑥(𝒙) in 
gleicher Weise angeordnet. Daraus ergibt sich die Beziehung: 
 
𝒉𝑥(𝒙) = 𝑱ℎ(𝒙)  (5.61) 
 
Gleichung (5.59) kann damit weiter in Gleichung (5.62) transformiert werden: 
 
∇𝑓(𝒙)  = −2 ∙ 𝑱ℎ
𝑇(𝒙) ∙ (𝒘 ∙ ∆𝒁(𝒙))  (5.62) 
 
Statische Zustandsschätzung für das Mittelspannungsnetz 
79 
Die zweite partielle Ableitung der Zielfunktion (5.5) nach den Zuständen 𝑥𝑗 und 𝑥𝑙 kann 
folgendermaßen hergeleitet werden: 
 
𝜕2𝑓(𝒙)
𝜕𝑥𝑗𝜕𝑥𝑙
= 2∑ 𝑤𝑖
𝑚
𝑖=1
𝜕ℎ𝑖(𝒙)
𝜕𝑥𝑗
𝜕ℎ𝑖(𝒙)
𝜕𝑥𝑙
− 2∑ 𝑤𝑖(𝑧𝑖 − ℎ𝑖(𝒙))
𝑚
𝑖=1
𝜕2ℎ𝑖(𝒙)
𝜕𝑥𝑗𝜕𝑥𝑙
  
  = 2 (𝒘 ∙ 𝒉𝑥𝑗(𝒙))
𝑇
𝒉𝑥𝑙(𝒙) − 2(𝒘 ∙ ∆𝒁(𝒙))
𝑇
∙ 𝒉𝑥𝑗𝑥𝑙(𝒙)  (5.63) 
 
Der Vektor 𝒉𝑥𝑗𝑥𝑙(𝒙) bedeutet, die zweiten Abteilungen der Funktionen des Systems 
ℎ1(𝒙), ℎ2(𝒙)⋯ℎ𝑚(𝒙) nach 𝑥𝑗 und 𝑥𝑙 werden in einem Vektor angeordnet: 
 
ℎ𝑥𝑗𝑥𝑙(𝒙) = [
𝜕2ℎ1(𝒙)
𝜕𝑥𝑗𝜕𝑥𝑙
𝜕2ℎ2(𝒙)
𝜕𝑥𝑗𝜕𝑥𝑙
⋯
𝜕2ℎ𝑚(𝒙)
𝜕𝑥𝑗𝜕𝑥𝑙
]
𝑇
 
 
Die Hesse-Matrix 𝐇𝑓 der Zielfunktion 𝒇(𝑥) kann in einer bestimmten Weise (2.79) der 
zweiten Abteilung von Gleichung (5.36) angeordnet werden. Die Zeile j der Hesse-
Matrix 𝐇𝑓 wird wie folgt hergeleitet: 
 
𝜕2𝑓(𝒙)
𝜕𝑥𝑗𝜕𝑋
= 2(𝒘 ∙ ℎ𝑥𝑗(𝒙))
𝑇
𝒉𝑥(𝒙) − 2(𝒘 ∙ ∆𝒁(𝒙))
𝑇
∙ 𝒉𝑥𝑗𝑥(𝒙)  (5.64) 
 
Mit 
 
𝒉𝑥𝑗𝑥(𝒙) = [𝒉𝑥𝑗𝑥1(𝒙) 𝒉𝑥𝑗𝑥2(𝒙) ⋯ 𝒉𝑥𝑗𝑥𝑚(𝒙)] 
    =
[
 
 
 
 
 
 
𝜕2ℎ1(𝒙)
𝜕𝑥𝑗𝜕𝑥1
𝜕2ℎ1(𝒙)
𝜕𝑥𝑗𝜕𝑥2
⋯
𝜕2ℎ1(𝒙)
𝜕𝑥𝑗𝜕𝑥𝑛
𝜕2ℎ2(𝒙)
𝜕𝑥𝑗𝜕𝑥1
𝜕2ℎ2(𝒙)
𝜕𝑥𝑗𝜕𝑥2
⋯
𝜕2ℎ2(𝒙)
𝜕𝑥𝑗𝜕𝑥𝑛
⋮ ⋮ ⋱ ⋮
𝜕2ℎ𝑚(𝒙)
𝜕𝑥𝑗𝜕𝑥1
𝜕2ℎ𝑚(𝒙)
𝜕𝑥𝑗𝜕𝑥2
⋯
𝜕2ℎ𝑚(𝒙)
𝜕𝑥𝑗𝜕𝑥𝑛 ]
 
 
 
 
 
 
 
 
Daraus wird die Hesse-Matrix der Zielfunktion in Gleichung (5.65) herleitet:  
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𝐇𝑓(𝑥) = 2𝑱ℎ
𝑇(𝒙)𝒘𝑱ℎ(𝒙) − [
2(𝒘 ∙ ∆𝒁(𝒙))
𝑇
∙ 𝒉𝑥1𝑥(𝒙)
⋮
2(𝒘 ∙ ∆𝒁(𝒙))
𝑇
∙ 𝒉𝑥𝑛𝑥(𝒙)
]  (5.65) 
 
 
 
5.2.3 Lösungsschritte 
Die Berechnungsschritte des Algorithmus sind in Abbildung 5.2 dargestellt. 
Initialisierung: In der Initialisierungsphase des Programms werden die Topologie des 
Netzes und die Standardabweichungen 𝜎𝑖 der Messungen eingegeben. Aus der Topolo-
gie des Netzes werden die Leitungs- und die Knotenadmittanzmatrix mit den Gleichun-
gen (2.9b), (2.16), (2.27) und (2.28) bestimmt. Die diagonale Gewichtmatrix 𝐰 wird mit 
Gleichung (5.6) berechnet. Außerdem wird die konstante Jacobi-Matrix 𝑱𝑔der Neben-
bedingungen berechnet. 
Anfangswerte der Zustände: Als Anfangswerte für die Zustände der Spannung wird 
die Nennspannung im Per-Unit-System angenommen. Durch die Definition der Neben-
bedingung, liegen diese die im zulässigen Bereich, wenn die Anfangswerte als: 
 
𝑥𝑖
𝑎(0) = 𝑈𝑖
𝑎(0) = 1 + 0𝑗 
𝑥𝑖
𝑏(0) = 𝑈𝑖
𝑏(0) = cos
2𝜋
3
+ 𝑗 ∙ sin
2𝜋
3
 
𝑥𝑖
𝑐(0) = 𝑈𝑖
𝑐(0) = cos (−
2𝜋
3
) + 𝑗 ∙ sin (−
2𝜋
3
) 
 
definiert sind. 
Messvektor eingeben: Die Messwerte 𝒁 werden eingegeben und mit den Gleichungen 
(3.1) und (3.3) in das Per-Unit-System transformiert. 
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Abbildung 5.2 Algorithmus der statischen Zustandsschätzung durch das Innere-Punkte-Verfahren für 
unsymmetrisch belaste Mittelspannungsnetze 
 
Werte der Gleichungen, Jacobi-Matrix und zweite Ableitungen des Systems: Die 
Werte der Systemgleichungen ℎ(𝑥(𝑙) ) über den Zustand 𝑥(𝑙)  im 𝑙-ten Schritt werden 
durch die Gleichungen (2.47), (2.48), (2.52) und (2.53) und die andere anpassende Glei-
chung der gemessenen Werte berechnet. Die Differenz ∆𝒁 wird mit den Messwerten 𝑍 
und den Werten der Systemgleichungen ℎ(𝑥(𝑙) ) durch Gleichung (5.11) berechnet. Die 
Jacobi-Matrix 𝑱ℎ(𝑥
(𝑙) ) des Systems ergibt sich aus den Gleichungen (2.62) bis (2.78) 
und der anderen anpassenden Gleichung der gemessenen Werte. Die zweiten Abteilun-
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gen des Systems, die benötigt werden, um die Matrix ℎ𝑥𝑗𝑥(𝑥) von Gleichung (5.64) zu 
bestimmen, sind in der Tabelle in Anhang 1 gegeben. Die Werte der Nebenbedingungen 
𝑔(𝑥(𝑙) ) werden durch die Gleichung (2.60) berechnet.  
Newton-Richtung: Der Gradient ∇𝑓(𝑥) und die Hesse-Matrix H𝑓(𝑥) der Zielfunktion 
werden durch die Gleichungen (5.62) und (5.65) berechnet. Die Newton-Richtung ∆𝑥 
wird durch Gleichung (5.56) berechnet. 
Konvergenz 1 überprüfen: Die Newton-Richtung wird anschließend mit ∆𝑥 < 𝜖 über-
prüft. Wenn die Bedingung erfüllt ist, wird mit Schritt Konvergenz 2 überprüfen fort-
gefahren. Wenn die Bedingung nicht erfüllt ist, geht es in der Schleife weiter. 
Konvergenz 2 überprüfen: Die Konvergenz wird durch Gleichung  
 
𝜇 ∑ln(𝑔𝑖(𝒙))
𝑟
𝑖=1
< 𝜖 
 
überprüft. Wenn die Gleichung erfüllt wird, ist die Zustand 𝒙(𝑙+1) die Lösung. Wenn sie 
nicht erfüllt ist wird Schritt 5 mit 
 
𝑖𝜇 = 𝑖𝜇 + 1 
𝜇 = 0,1𝜇 
wiederholt. 
 
 
5.3 Methode der gewichteten kleinsten Quadrate mit Ne-
benbedingung und vereinfachtem Lösungs-
verfahren. 
Der Vergleich der Algorithmen der klassischen statischen Zustandsschätzung aus Ab-
bildung 5.1 und des Innere-Punkte-Verfahren aus Abbildung 5.2 zeigt, dass das Innere-
Punkte-Verfahren drei Schleifen und die Berechnung der Hesse-Matrix erfordert. Dies 
erhöht den Rechenaufwand. Außerdem konvergiert die Berechnung des Optimierungs-
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problems unter Verwendung der Hesse-Matrix in manchen Zuständen nicht gut. Des-
wegen wird in diesem Abschnitt ein Verfahren vorgeschlagen, das die Methode der ge-
wichteten kleinsten Quadrate aus der klassischen statischen Zustandsschätzung verwen-
det, um das Optimierungsproblem mit Nebenbedingung (5.31) zu lösen. 
Durch die Eigenschaft der Barrierefunktion (5.33) kann auch die folgende einfache Bar-
rierefunktion dargestellt werden: 
 
ℒ(𝒙, 𝒖) = 𝑓(𝒙) + ∑ 𝜇𝑖𝑔𝑖
2(𝒙)𝑟𝑖   (5.66) 
 
Dabei ist 𝝁 > 0  der Strafparameter. Für große Strafparameter 𝝁  ist die Bestrafung 
∑ 𝜇𝑖𝑔𝑖
2(𝒙)𝑟𝑖 , die den Punkten entspricht, die nicht zum zulässigen Bereich gehören, groß. 
Geht 𝝁 gegen unendlich wird die Nebenbedingung 𝒈(𝒙) gegen 0 erwartet. Deswegen 
hofft man, dass das Minimum von Gleichung (5.66) für große Strafparameter 𝝁 im zu-
lässigen Bereich liegt und eine gute Näherungen für das Minimum ohne Nebenbedin-
gung aus Gleichung (5.5) ist. 
Mit dem Einsetzen von Gleichung (5.5) ohne Nebenbedingung in Gleichung (5.66), 
ergibt sich folgende Gleichung: 
 
ℒ(𝒙, 𝒖) = ∑ 𝑤𝑖(𝑧𝑖 − ℎ𝑖(𝒙))
2𝑚
𝑖=1 + ∑ 𝜇𝑖𝑔𝑖
2(𝒙)𝑟𝑖   (5.67) 
 
Dadurch sind der erste Anteil und der zweite Anteil gleich die Summe der Funktionen. 
Deswegen muss die Funktion (5.67) nicht durch die KKT-Bedingungen gelöst werden. 
Es kann eine ähnliche Gleichung (5.5) über den gewichteten kleinsten Quadraten darge-
stellt werden: 
 
min𝑓(𝒙) = [𝒁𝑛𝑒𝑢 − 𝒉𝑛𝑒𝑢(𝒙)]
𝑇𝐰𝑛𝑒𝑢[𝒁𝑛𝑒𝑢 − 𝒉𝑛𝑒𝑢(𝒙)]  (5.68) 
 
Hierbei bestehen 𝒁𝑛𝑒𝑢 , 𝒉𝑛𝑒𝑢(𝒙) und 𝐰𝑛𝑒𝑢  jeweils aus der Zielfunktion (5.5) und der 
Nebenbedingung (2.60): 
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𝒁𝑛𝑒𝑢 = [
𝒁
𝟎
]  (5.69) 
𝒉𝑛𝑒𝑢 = [
𝒉(𝒙)
𝒈(𝒙)
]  (5.70) 
𝐰𝑛𝑒𝑢 = [
𝒘 0
0 𝝁
]  (5.71) 
 
Die neue Zielfunktion kann unter Verwendung des Verfahrens aus Kapitel 5.1 gelöst 
werden. Der Algorithmus ist der gleiche wie der Algorithmus in Abbildung 5.1. 
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6 Dynamische Zustandsschätzung 
Energiesysteme werden normalerweise als quasistatische Systeme definiert, die sich 
kontinuierlich, aber sehr langsam mit der Zeit verändern. Die statische Zustandsschät-
zung kann dies nicht berücksichtigen. Zu diesem Zweck wird ein dynamisches Zu-
standsschätzverfahren, basierend auf der oben beschriebenen statischen Zustandsschät-
zung für eine dreiphasige Dreidrahtleitung, mit einem vereinfachten dynamischen Mo-
dell in quasi-stationären Zuständen vorgeschlagen. Das Iterated Extended-Kalman-
Filter wird hier verwendet. 
 
 
6.1 Iterated Extended Kalman Filter (IEKF) 
Ein allgemeines nichtlineares diskretes dynamisches System lässt sich mithilfe der Zu-
standsraumdarstellung wie folgt beschreiben: 
 
𝒙(𝑘) = 𝒇(𝒙(𝑘 − 1)) + 𝒘(𝑘 − 1)  
𝒛(𝑘) = 𝒉(𝒙(𝑘)) + 𝒗(𝑘)  (6.1) 
 
Wobei 𝒘(𝑘 − 1)  das Prozessrauschen und 𝒗(𝑘) das Messrauschen darstellen. Beide 
Größen folgen einer Normalverteilung mit dem Erwartungswertvektor 0: 
 
𝐸(𝒘(𝑘 − 1)) = 0 und 𝐸(𝒗(𝑘)) = 0  (6.2) 
 
und den Kovarianzmatrizen 𝑸 und 𝑹: 
 
𝐶𝑜𝑣(𝒘(𝑘 − 1)) = 𝑸 und 𝐶𝑜𝑣(𝒗(𝑘)) = 𝑹  (6.3) 
 
Weil ein Prozess- oder Messrauschen unabhängig von irgendeinem anderem Prozess- 
oder Messrauschen ist, sind die Kovarianzmatrizen 𝑸 und 𝑹 Diagonalmatrizen. 
Das Blockschaltbild des Systems ist in Abbildung 6.1 dargestellt. 
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Abbildung 6.1 Blockschaltbild eines Kalman-Filters 
 
Das Kalman-Filter (KF) [56], [57] dient dazu, Fehler in realen Messwerten zu reduzie-
ren und optimale Schätzungen der Zustände für nicht messbare Systemgrößen zu liefern. 
Es ist jedoch nicht für nichtlineare Systeme geeignet. Daher wird das Extended Kalman-
Filter (EKF) [58], [59] mit Hilfe einer abgebrochenen Taylorentwicklung angenähert. 
Es ergeben sich die Gleichungen von (6.4) bis (6.6) für das EKF. 
 
𝑥𝑘,𝑘−1 = 𝑓(𝑥𝑘−1)  (6.4) 
𝑃𝑘,𝑘−1 = 𝐽𝑓(𝑥𝑘−1,𝑘−1)𝑃𝑘−1,𝑘−1𝐽𝑓(𝑥𝑘−1,𝑘−1) + 𝑄  (6.5) 
𝐾𝑘 = 𝑃𝑘,𝑘−1𝐽ℎ
𝑇(𝑥𝑘,𝑘−1)(𝐽ℎ(𝑥𝑘,𝑘−1)𝑃𝑘,𝑘−1𝐽ℎ
𝑇(𝑥𝑘,𝑘−1) + 𝑅)
−1
  (6.6) 
𝑥𝑘,𝑘 = 𝑥𝑘,𝑘−1 + 𝐾𝑘 (𝑧𝑘 − ℎ(𝑥𝑘,𝑘−1))  (6.7) 
𝑃𝑘,𝑘 = 𝑃𝑘,𝑘−1 − 𝐾𝑘𝐽ℎ(𝑥𝑘,𝑘−1)𝑃𝑘,𝑘−1  (6.8) 
 
Um das Problem des sich daraus ergebenden Fehlers zu eliminieren, wird die alternative 
Methode des Iterated Extended Kalman-Filter (IEKF) verwendet. Im Vergleich zum 
Extended Kalman-Filter, verwendet das IEKF eine zusätzliche Iterationsschleife, um 
den Bewertungsfehler nach Erhalt von 𝑥 in Gleichung (6.7) und 𝑃 in Gleichung (6.8) zu 
reduzieren. 
Für den Zeitschritt 𝑘 = 0 wird ein Anfangszustand 𝑥0  und eine Kovarianzmatrix 𝑃𝑥0 
eingefügt. Der Schritt für jeden Zeitpunkt 𝑘 > 1 erfolgt nach dem Extended-Kalman-
Filter (EKF) -Verfahren. [60]-[62] Die Prognose der Zustände und der Kovarianzmatrix 
ist die gleiche wie im EKF und wird durch die Gleichungen (6.4) und (6.5) berechnet. 
Im Unterschied zum EKF, werden im IEKF die folgenden Updates der zugehörigen 
Kalman-Matrix und der gesuchten Schätzungen in einem Zeitpunkt wiederholt. Die 
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entsprechenden Iterationsgleichungen, die die Gleichungen (6.6) und (6.7) des EKF 
ersetzen, sind: 
 
𝐾𝑘
(𝑛)
= 𝑃𝑘,𝑘−1(𝐽ℎ
(𝑛))
𝑇
(𝐽ℎ
(𝑛) ∙ 𝑃𝑘,𝑘−1 ∙ (𝐽ℎ
(𝑛))
𝑇
+ 𝑅)
−1
  (6.9) 
?̂?𝑘,𝑘
(𝑛+1)
= ?̂?𝑘,𝑘
(𝑛)
+ 𝐾𝑘
(𝑛)
(𝑧(𝑘) − ℎ(𝑛)(?̂?𝑘,𝑘
(𝑛)
) − 𝐽ℎ
(𝑛)(?̂?𝑘,𝑘−1 − ?̂?𝑘,𝑘
(𝑛)
))  (6.10) 
 
Hierbei ist der hochgestellte Index 𝑛 die Nummer des Iterationsschritts. Damit wird die 
Kovarianzmatrix durch Gleichung (6.11) aktualisiert 
 
𝑃(𝑘, 𝑘) = (𝑬 − 𝐾𝑘
(𝑛)
𝐽ℎ
(𝑛))𝑃𝑘,𝑘−1  (6.11) 
 
 
 
6.2 Anwendung des IEKF im Mittelspannungsnetz 
In dem hier betrachteten Szenario gibt es zwei verschiedene Variablen im Systemmo-
dell: Leistung und Spannung. Knotenspannungen hängen miteinander zusammen, was 
es schwierig macht, eine dynamische Funktion über der Spannung zu formulieren. Kno-
tenleistungen, die hauptsächlich von der Last der Kunden abhänen, können oft durch ein 
einfaches dynamisches Modell vorhergesagt werden: 
 
𝑆𝑘 = 𝑓(𝑆𝑘−1) = 𝐴𝑆𝑘−1 + 𝐵 + 𝑤  (6.12) 
 
Hierbei ist die Matrix A eine diagonale Matrix. Die Zustandsgröße im vorgeschlagenen 
dynamischen Modell ist somit die Knotenleistung, während es sich bei der statischen 
Zustandsschätzung um eine Knotenspannung handelt.  
Wenn die Zustände wie vorher die komplexen Spannungen sind, können nur die Kal-
man-Matrix 𝐾𝑘
(𝑛)
, die gesuchte Schätzung ?̂?𝑘,𝑘
(𝑛+1)
 und die geschätzte Kovarianzmatrix 
𝑃𝑘,𝑘 jeweils aus den Gleichungen(6.9), (6.10) und (6.8) berechnet werden. Die Prognose 
des Zustands und der Kovarianzmatrix der Spannungen können jedoch nicht direkt aus 
Gleichungen (6.4) und (6.5) bestimmt werden. Die Prognose des Zustands kann durch 
die Leistungsflussberechnung nach Kapitel 3 ermittelt werden. Die Prognose der Kova-
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rianzmatrix der Knotenleistungen kann entsprechend der Gleichung (6.5) angegeben 
werden: 
 
𝑃𝑠_𝑘,𝑘−1 = 𝐴𝑃𝑠_𝑘−1,𝑘−1𝐴
𝑇 + 𝑄𝑠  (6.13) 
 
Die Knotenleistungen können durch die Gleichungen (2.50) mit folgender allgemeiner 
Gleichung  
 
𝑆𝑘 = 𝑺𝑖(𝒖)  (6.14) 
 
berechnet werden. Daraus kann die Beziehung zwischen der Kovarianzmatrix von 
Spannungen und Knotenleistungen zum gleichen Zeitpunkt geschrieben werden als: 
 
𝑃𝑠_𝑘,𝑘 = 𝐽𝑔 (𝑢𝑘,𝑘
(0)
)𝑃 𝑣_𝑘,𝑘𝐽𝑔
𝑇 (𝑢𝑘,𝑘
(0)
) + 𝑄𝑠𝑣  (6.15) 
 
Die Kovarianzmatrix 𝑃𝑠_𝑘,𝑘−1 und 𝑃𝑠_𝑘−1,𝑘−1 von Gleichung (6.15) werden in Gleichung 
(6.13) eingesetzt. Die Gleichung kann wie folgt geschrieben werden: 
 
 𝐽𝑔(𝑢𝑘,𝑘−1
(0)
)𝑃𝑣𝑘,𝑘−1𝐽𝑔
𝑇(𝑢𝑘,𝑘−1
(0)
) + 𝑄𝑠𝑣1  
= 𝐴𝐽𝑔(𝑢𝑘−1,𝑘−1
(0)
)𝑃 𝑣.  𝑘−1,𝑘−1𝐽𝑔
𝑇(𝑢𝑘−1,𝑘−1
(0)
)𝐴𝑇 + 𝑄𝑠𝑣2
′ + 𝑄𝑠  (6.16) 
 
Der Prognoseschritt für die Kovarianzmatrix der Knotenspannung kann somit wie folgt 
berechnet werden: 
 
𝑃𝑣𝑘,𝑘−1 = 𝐽𝑔
−1 (𝑢𝑘,𝑘−1
(0) )𝐴𝐽𝑔 (𝑢𝑘−1,𝑘−1
(0) )𝑃 𝑣.  𝑘−1,𝑘−1𝐽𝑔
𝑇 (𝑢𝑘−1,𝑘−1
(0) )𝐴𝑇𝐽𝑔
−1𝑇 (𝑢𝑘,𝑘−1
(0) )  
 +𝑄𝑐𝑜𝑚𝑝  (6.17) 
 
Wobei 𝑄𝑐𝑜𝑚𝑝 die zusammengesetzte Kovarianzmatrix ist. Die Gleichung (6.17) ist auf-
wendig zu berechnen. Zu diesem Zweck werden die zwei folgenden Nährungen ver-
wendet: 
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𝐽𝑔
−1 (𝑢𝑘,𝑘−1
(0)
) 𝐽𝑔 (𝑢𝑘−1,𝑘−1
(0)
) ≈ 1  (6.18) 
𝐽𝑔
𝑇 (𝑢𝑘−1,𝑘−1
(0)
) 𝐽𝑔
−1𝑇 (𝑢𝑘,𝑘−1
(0)
) ≈ 1  (6.19) 
 
Die Gleichung (6.17) kann wie folgt vereinfacht werden: 
 
𝑃𝑣_𝑘,𝑘−1 = 𝐴𝑃 𝑣.  𝑘−1,𝑘−1𝐴
𝑇 + 𝑄𝑐𝑜𝑚𝑝  (6.20) 
 
Ein großes Intervall zwischen zwei Messungen beeinflusst die Genauigkeit und die zu-
sammengesetzte Kovarianzmatrix ist aufwendig zu berechnen.  
Um das obige Problem zu lösen, können hier die Knotenleistungen als Zustände ver-
wendet werden. Die inverse Funktion (6.14)(6.14) wird in das System (5.70) eingesetzt. 
Die Funktion der Messungen 𝒉𝑛𝑙𝑜 über die Knotenleistungen 𝑆
(0)
 wird im Folgenden 
beschrieben:  
 
𝒉𝑛𝑙𝑜 (𝑆
(0)) = 𝒉 (𝑔−1 (𝑆(0))) =
[
 
 
 
 
 
 
 𝑺i
abc (𝑺𝑖
−1 (𝑆(0)))
𝑺ij
abc (𝑺𝑖
−1 (𝑆(0)))
𝑼i
abc (𝑺𝑖
−1 (𝑆(0)))
𝐼′ (𝑺𝑖
−1 (𝑆(0))) ]
 
 
 
 
 
 
 
  (6.21) 
 
Dabei ist 𝑺i
abc die Gleichung der Knotenleistung (2.51), 𝑺ij
abc  die Gleichung der Lei-
tungsleistung (2.46), 𝑼i
abc die Gleichung der Knotenspannung und 𝐼′ die Nebenbedin-
gung (2.60). Die Gleichung der Knotenleistung als Funktion über die Knotenleistung 
zeigt Gleichung (6.22): 
 
𝑺i
abc (𝑺𝑖
−1 (𝑆(0))) = 𝑺i
abc
  (6.22) 
 
Die Gleichung der Spannung als Funktion über der Knotenleistung ist die inverse Funk-
tion von (6.14): 
 
𝑼i
abc (𝑺𝑖
−1 (𝑆(0))) = 𝑔−1 (𝑆(0))  (6.23) 
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Die Gleichung der Nebenbedingung (2.60) ist die Differenzen von zwei Knotenspan-
nungen. Sie kann über Gleichung (6.23) ausgedrückt werden. 
Nur die Gleichung der Leitungsleistungen als Funktion der Knotenleistungen 
𝑺ij
abc (𝑺𝑖
−1 (𝑆(0))) kann nicht mit einer Gleichung ausgedrückt werden. Die Lösung der 
Gleichung kann durch Einsetzen des berechneten Wertes von der inversen Funktion 
(6.14) in der Gleichung der Leistungsleistung (2.46) erfolgen. Die Berechnung der Ja-
cobi-Matrix, die nicht direkt bestimmt werden kann, erfolgt aus der Anwendung der 
Kettenregel für die Differenzierung. Die Jacobi-Matrix der Leitungsleistungen als Funk-
tion der Knotenleistungen ergibt sich zu: 
 
𝑱𝑺ij
abc(𝑆) =
[
 
 
 
∂SL,1
∂S1
∂SL,1
∂S2
⋯
∂SL,1
∂Sn
⋮ ⋱ ⋮
∂SL,n
∂S1
∂SL,n
∂S2
⋯
∂SL,n
∂Sn ]
 
 
 
  (6.24) 
 
Dabei ist SL,i i-te Gleichung in den Leitungsleistungen. Si ist der i-te Zustand der Kno-
tenleistung. In der vereinfachten Schreibweise wird hier die Darstellung im Drei-
Phasen-System mit den Phasen a, b und c weggelassen. Die Elemente in der Matrix 
ergeben sich unter Anwendung der Kettenregel für die Differenzierung wie folgt: 
 
∂SL,i
∂S𝑗
=
∂SL,i
∂𝑈1
∙
∂𝑈1
∂S𝑗
+
∂SL,i
∂𝑈2
∙
∂𝑈2
∂S𝑗
…+
∂SL,i
∂𝑈𝑛
∙
∂𝑈𝑛
∂S𝑗
  (6.25) 
 
Daher kann die Jacobi-Matrix 𝑱𝑺ij
abc  durch Multiplikation von Jacobi-Matrix der Lei-
tungsleistungen als Funktion der Knotenspannung 
 
𝑱𝑺ij
abc(𝑈) =
[
 
 
 
∂SL,1
∂U1
∂SL,1
∂𝑈2
⋯
∂SL,1
∂Un
⋮ ⋱ ⋮
∂SL,n
∂U1
∂SL,n
∂U2
⋯
∂SL,n
∂Un ]
 
 
 
  (6.26) 
 
und der Jacobi-Matrix der inversen Funktion (6.14) 
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𝑱𝑺𝑖−1(𝒖) =
[
 
 
 
∂U1
∂S1
∂U1
∂S2
⋯
∂U1
∂Sn
⋮ ⋱ ⋮
∂Un
∂S1
∂Un
∂S𝑛
⋯
∂Un
∂Sn]
 
 
 
  (6.27) 
 
berechnet werden. 
 
𝑱𝑺ij
abc(𝑆) = 𝑱𝑺ij
abc(𝑈) ∙ 𝑱𝑺𝑖−1(𝑈)  (6.28) 
 
 
6.3 Algorithmus 
Die Berechnungsschritte des Algorithmus sind in folgender Abbildung dargestellt: 
Initialisierung: In der Initialisierungsphase des Programms werden die Topologie des 
Netzes, die dynamische Gleichung (6.12) und die Kovarianzmatrizen 𝑸 und 𝑹 (6.2) in 
Abhängigkeit von den Messgeräten eingegeben. Durch die Topologie des Netzes wer-
den die Leitungs- und die Knotenadmittanzmatrix mit den Gleichungen (2.9b), (2.16), 
(2.27) und (2.28) aufgestellt.  
Anfangswerte der Zustände: Als Anfangswerte für die Zustände wird die Knotenleis-
tungen im Per-Unit-System angenommen. Die Knotenleistungen verändern sich in un-
terschiedlichen Zeitpunkten stark. Daher sollten sie nicht wie Anfangswerte der Kno-
tenspannungen geschätzt werden. Die Knotenleistungen können mit Hilfe der Messun-
gen im ersten Zeitpunkt durch statische Zustandsschätzung berechnet werden. 
Messvektor eingeben: Die Messwerte 𝒁 für den Zeitpunkt t werden eingegeben und 
mit den Gleichungen (3.1) und (3.3) in das Per-Unit-System transformiert. 
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Abbildung 6.2 Algorithmus der dynamischen Zustandsschätzung durch Iterated Extended Kalman 
Filter (IEKF) für unsymmetrisch belastete Mittelspannungsnetze 
 
Werte und Jacobi-Matrix der inversen Gleichungen der Knotenleistungen: Die 
Werte der inversen Gleichung (6.12), die die Knotenspannungen als Funktion der Kno-
tenleistungen sind, werden durch das Newton-Verfahren aus Kapitel (3.2) berechnet. 
Die Jacobi-Matrix 𝑱𝑺𝑖−1(𝒖) der inversen Gleichung (6.2) ist die inverse Matrix der Glei-
chung, die durch die Gleichung (2.62) und die Gleichungen (2.71) bis (2.78) berechnet 
werden. 
Werte und Jacobi-Matrix der inversen Gleichung des Systems: Die Ergebnisse und 
die Jacobi-Matrizen der Knotenleistungen, der Knotenspannungen und der Nebenbedin-
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gungen in der Gleichung (6.21) werden durch die Gleichungen (6.22) und (6.23) be-
rechnet. Die Werte der Leitungsleistungen werden mit den Ergebnissen von Schritt 4 
berechnet. Die Jacobi-Matrix der Leitungsleistungen wird mithilfe der Kettenregel der 
Differenzierung durch Gleichung (6.22) berechnet. 
Kalman-Matrix und Schätzungen berechnen: Die Kalman-Matrix und die Schätzung 
werden durch die Gleichungen (6.9) und (6.10) ermittelt. 
Konvergenz überprüfen: Die Konvergenz wird durch die Gleichung 
 
max(?̂?𝑘,𝑘
(𝑛+1)
− ?̂?𝑘,𝑘
(𝑛)
) < 𝜖 
 
beschrieben. 
Prognose der Zustände und der Kovarianzmatrix: Die Prognose der Zustände 𝑥𝑘,𝑘−1 
und der Kovarianzmatrix 𝑃𝑘,𝑘−1 werden durch die dynamische Gleichung (6.12) und die 
Gleichungen (6.5) und (6.8) berechnet. 
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7 Simulation des „Alliander LiveLab“ Mit-
telspannungsnetzes bei unvollständigen 
Messungen 
Die drei Verfahren der statischen Zustandsschätzungen aus Kapitel 5 und die dynami-
sche Zustandsschätzung aus Kapitel 6 werden zuerst anhand des Mittelspannungsnetzes 
„Alliander LiveLab“ aus den Niederlanden mit vollständigen Messwerten und deren 
Abweichungen überprüft. Es stellt sich die Frage, wie gut die Verfahren die Abwei-
chungen statistisch reduzieren können.  
Dann werden die Verfahren im Mittelspannungsnetz mit idealen Messwerten in realen 
Messtellen (vgl. Abbildung 3.3) verwendet, um die Methode der Zusammenfassung der 
Knoten zu testen. Dabei soll überprüft werden, ob die Verfahren ein nicht beobachtbares 
Netz beobachten können. 
Für einen Funktionstest werden alle Verfahren der Zustandsschätzungen schließlich im 
Mittelspannungsnetz mit Messwerten und deren Abweichungen in den realen Messtel-
len wie in Abbildung 3.3 verwendet. 
 
 
7.1 Überprüfung der statischen Zustandsschätzungen im 
beobachtbaren Alliander LiveLab Mittelspan-
nungsnetz 
Um die vorgeschlagenen Verfahren der Zustandsschätzungen zuverlässig zu validieren, 
wird die dreiphasige Leistungsflussberechnung aufgrund von verfügbaren Daten der 
Messungen und Topologie vorgenommen. Auf diese Weise ergibt sich ein vollständig 
gemessenes Mittelspannungsnetz mit vertrauenswürdigen Messungen, mit dem die 
Schätzqualität beurteilt werden kann.  
Die idealen Messdaten 𝑆𝑖𝑑𝑒𝑎𝑙, die die kirchhoffschen Regeln exakt erfüllen, sollen als 
Referenz dienen. Alle simulierten Messdaten mit ihren Abweichungen 𝑆𝑚𝑒𝑠𝑠 von Glei-
chung (3.20), d.h. die Beträge der Knotenspannungen, die komplexen Knotenscheinleis-
tungen und die komplexen Leitungsscheinleistungen, werden als Eingang für die Zu-
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standsschätzungen benutzt. Die Knotenscheinleistungen ?̂?𝑘  werden durch Zustands-
schätzungen berechnet. Die Zustandsschätzung kann die Messungen statistisch verbes-
sern. Die Standardabweichung der relativen Abweichungen über dem Zeitraum der 
Messung für jeden Knoten wird mit Gleichung (7.1) berechnet: 
 
𝑆𝐷 = √
1
𝑇
∑ (
?̂?𝑘(𝑡)−𝑆𝑖𝑑𝑒𝑎𝑙(𝑡)
𝑆𝑖𝑑𝑒𝑎𝑙(𝑡)
)
2
𝑇
𝑡=1   (7.1) 
 
Dabei ist 𝑡 der Zeitpunkt und 𝑇 die Anzahl der Zeitpunkte (hier T = 95), der gemesse-
nen Daten. Die Tabelle 7.1 und die Tabelle 7.2 zeigt die Standardabweichung der ge-
schätzten Knotenleistungen für die unterschiedlichen Verfahren: 
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Knoten Phase Messfehler klassisch 
Innere-
Punkte 
Nebenbe-
dingung als 
Messung 
Dynamisch 
1 
a 3,286 0,658 1,269 0,544 0,484 
b 3,939 0,633 1,315 0,572 0,440 
c 3,442 0,680 1,505 0,638 0,486 
2 
a 3,797 3,574 3,534 2,637 2,940 
b 3,414 3,405 3,353 2,768 2,943 
c 3,734 3,558 3,548 3,136 3,345 
3 
a 3,907 1,811 1,912 1,492 1,650 
b 3,605 1,735 1,878 1,308 1,524 
c 3,669 1,851 1,957 1,272 1,408 
4 
a 3,693 3,771 4,094 2,877 1,778 
b 3,951 3,928 3,949 3,211 2,262 
c 3,792 3,770 4,134 3,168 2,510 
5 
a 3,697 3,603 4,213 3,074 2,344 
b 3,779 3,692 4,082 3,273 2,411 
c 3,978 4,017 4,770 3,553 2,601 
6 
a 3,574 2,972 3,635 2,491 2,508 
b 3,732 3,345 3,863 2,730 2,555 
c 3,485 3,075 3,669 2,613 2,689 
7 
a 3,814 2,144 2,347 1,688 1,822 
b 3,895 2,049 2,177 1,783 1,791 
c 3,407 1,863 2,378 1,408 1,419 
8 
a 3,803 3,519 4,411 3,161 3,239 
b 3,425 3,469 5,003 2,968 3,187 
c 3,334 3,066 4,849 2,766 2,912 
9 
a 3,391 3,245 4,384 2,432 2,830 
b 3,624 3,395 4,592 2,860 3,025 
c 4,004 2,904 4,330 2,143 2,994 
10 
a 3,583 3,299 3,829 2,223 3,101 
b 3,135 2,927 3,373 2,450 2,922 
c 3,258 3,033 3,659 2,422 5,155 
11 
a 3,707 2,775 2,910 2,198 3,457 
b 3,513 2,347 2,708 1,830 2,376 
c 3,610 2,397 2,721 1,614 2,172 
12 
a 3,095 2,018 2,032 1,967 1,941 
b 3,510 2,176 2,194 2,100 1,757 
c 3,361 1,899 1,899 1,840 1,419 
13 
a 3,643 1,669 2,301 1,293 1,735 
b 4,007 1,693 2,564 1,261 1,666 
c 3,710 1,641 2,502 1,417 1,715 
14 
a 3,448 2,015 2,019 1,855 1,896 
b 3,503 2,006 1,996 1,884 1,914 
c 3,335 1,989 2,015 1,878 1,733 
15 
a 3,367 3,094 3,857 2,938 3,160 
b 3,714 3,573 4,371 3,335 3,415 
c 3,671 3,572 4,981 3,222 4,082 
Mittelwert   3,608 2,663 3,180 2,229 2,349 
Tabelle 7.1 Die Standardabweichungen (7.1) der simulierten Knotenwirkleistungen der Messung und 
der ausgerechneten Knotenwirkleistungen von drei statischen und einer dynamischen Zu-
standsschätzung 
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Knoten Phase Messfehler klassisch 
Innere-
Punkte 
Nebenbe-
dingung als 
Messung 
Dynamisch 
1 
  
a 3,935 1,138 1,254 1,007 1,763 
b 3,699 1,035 1,302 0,936 1,635 
c 3,897 1,794 1,897 1,501 3,491 
2 
  
a 3,866 3,857 3,864 3,825 9,231 
b 3,630 3,484 3,502 3,328 5,506 
c 3,733 3,447 3,447 3,371 18,897 
3 
  
a 3,604 1,592 1,655 1,415 2,755 
b 3,588 1,702 1,760 1,576 3,184 
c 3,659 1,868 1,886 1,820 14,969 
4 
  
a 3,455 3,251 3,395 3,302 5,392 
b 3,080 3,090 3,158 3,067 3,126 
c 3,559 3,369 3,438 3,375 4,102 
5 
  
a 3,394 3,242 3,238 3,213 3,300 
b 3,555 3,487 3,588 3,469 3,522 
c 3,572 3,131 3,272 3,111 3,476 
6 
  
a 4,063 2,992 3,122 2,901 16,126 
b 3,564 2,617 2,798 2,537 30,242 
c 3,749 2,372 2,435 2,331 21,242 
7 
  
a 3,762 1,573 1,621 1,552 25,244 
b 3,655 1,898 1,985 1,887 4,912 
c 3,430 1,762 1,821 1,749 24,126 
8 
  
a 3,538 2,692 2,808 2,580 6,607 
b 3,745 1,420 1,545 1,409 5,100 
c 3,324 1,961 2,007 1,891 6,103 
9 
  
a 3,507 2,978 2,941 2,616 8,215 
b 3,359 2,840 2,756 2,677 6,875 
c 3,475 3,402 3,397 3,376 126,108 
10 
  
a 3,856 3,785 3,762 3,394 16,604 
b 3,407 3,247 3,220 2,454 8,065 
c 3,142 3,054 3,035 2,900 59,721 
11 
  
a 3,493 1,744 1,937 1,509 2,406 
b 4,186 2,085 2,309 1,813 3,077 
c 3,351 1,597 1,649 1,184 2,316 
12 
  
a 3,499 1,858 1,861 1,855 1,742 
b 3,665 1,758 1,756 1,756 1,763 
c 3,389 2,232 2,233 2,233 2,099 
13 
  
a 3,588 1,094 1,134 0,877 5,625 
b 3,280 1,355 1,413 1,030 6,038 
c 3,277 1,014 1,024 0,934 12,130 
14 
  
a 3,690 2,228 2,224 2,209 3,971 
b 3,558 2,147 2,135 2,119 2,745 
c 3,689 2,056 2,051 2,015 3,775 
15 
  
a 3,514 3,298 3,328 3,263 3,936 
b 3,275 3,273 3,337 3,268 3,801 
c 3,328 3,149 3,187 3,156 4,723 
Mittelwert   3,568 2,422 2,477 2,307 11,329 
Tabelle 7.2 Die Standardabweichungen (7.1) der simulierten Knotenblindleistungen der Messung und 
der ausgerechneten Knotenwirkleistungen von drei statischen und einer dynamischen Zu-
standsschätzung 
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Die Ergebnisse in Tabelle 7.1 zeigen, dass alle Verfahren den Fehler der gemessenen 
Knotenwirkleistungen mit einer durchschnittlichen Standardabweichung von 3,608 ver-
bessern. 
Die Ergebnisse in Tabelle 7.2 zeigen, dass sich der Fehler gegenüber den statischen 
Zustandsschätzungen mit einer durchschnittlichen Standardabweichung von 3,568 auf 
jeweils 2,422, 2,477 und 2,307 reduziert. Die dynamische Zustandsschätzung jedoch 
vergrößert den Fehler der Messungen. 
Das Verfahren der gewichteten kleinsten Quadrate unter Berücksichtigung einer Ne-
benbedingung mit der Lösung durch das Innere-Punkte-Verfahren hat das schlechtere 
Ergebnis gegenüber der klassischen statischen Zustandsschätzung. Im Verfahren ist die 
Nebenbedingung (2.54) auf einen festen Bereich beschränkt. Aufgrund des Messfehlers 
hätten die berechneten Zustände zu manchen Zeitpunkten große Abweichungen, um die 
Nebenbedingung in einem festen Bereich zu erfüllen. Daher ist es schwierig, einen vari-
abel anzupassenden Bereich für die Nebenbedingung in jedem Zeitpunkt zu definieren. 
Die Methode der gewichteten kleinsten Quadrate mit Nebenbedingung und vereinfach-
tem Lösungsverfahren löst das oben beschriebene Problem sehr gut. Die Gewichtung 
und das Lösungsverfahren lassen die Nebenbedingung in einem relativ variablen Be-
reich verharren. Das Ergebnis ist besser als das der klassischen statischen Zustands-
schätzung.  
Die Qualität der dynamische Zustandsschätzung ist stark abhängig von der dynami-
schen Funktion, die hier durch das Lastprofil vorgegeben ist. Im Test wird das einfache 
dynamische Modell (6.12) mit  
 
𝐴 = 1 und 𝐵 = 0  (7.2) 
 
verwendet. Der positive Effekt des Verfahrens ist ein stärker geglätteter Verlauf der 
Wirkleistung. Die Blindleistung jedoch ist stärkeren Schwankungen unterworfen. Hier 
verschlechtert das Verfahren die Qualität der Messungen. (Tabelle 7.2) 
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7.2 Überprüfung der statischen Zustandsschätzungen im 
nicht beobachtbaren „Alliander LiveLab“ Mit-
telspannungsnetz mit idealen Messungen 
Aus dem Verfahren zur ‚Analyse der Beobachtbarkeit des Drehstromnetzes‘ in Kapitel 
4 kann ein nicht beobachtbares Netz durch Zusammenfassen von Knoten, zu einem be-
obachtbaren Netz angenähert werden. Die Zustandsschätzung wird im angenäherten 
beobachtbaren Netz mit idealen Messungen verwendet, um die Qualität der geschätzten 
Zustände des nicht beobachtbaren Netzes zu testen.  
Die Methode der gewichteten kleinsten Quadrate mit Nebenbedingung als Messung ist 
besser als die anderen zwei Verfahren aus Kapitel 7.1. Hier werden nur diese Methode 
und die Methode der dynamische Zustandsschätzung verwendet. 
Das Mittelspannungsnetz „Alliander Livelab“, bestehend aus 15 Knoten und 14 Leitun-
gen, wurde in Kapitel 3.4 vorgestellt. Durch Gleichung (3.11) ergibt sich die Dimension 
Dim der Zustände: 
 
𝐷𝑖𝑚(𝑥) = 6𝑛 − 1 = 89  (7.3) 
 
Alle Messstellen werden in Abbildung 3.3 dargestellt. Der Rang der berechneten Ja-
cobi-Matrix 𝑱ℎ ist: 
 
𝑟𝑎𝑛𝑔(𝑱ℎ) = 69  (7.4) 
 
Der Rang ist kleiner als die Anzahl der Zustände, die Differenz ist 20. Aus den Erläute-
rungen von Kapitel 3.3 zu den Messstellen und den Annahmen aus Kapitel 4.3.1 ergibt 
sich ein Fehlen von noch 5 nicht redundanten Messungen im Netz. Durch die Zusam-
menfassung von 5 mal 2 Knoten kann das Netz beobachtbar gemacht werden. Die Ana-
lyse der Beobachtbarkeit nach Kapitel 4 liefert das Ergebnis in Abbildung 7.1. 
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Abbildung 7.1 Ergebnis der Beobachtbarkeitsanalyse des Mittelspannungsnetzes „Alliander Livelab“ 
mit realen Messstellen. Insgesamt ergeben sich ein beobachtbarer Anteil (grün), fünf 
vergrößerte beobachtbare Anteile (rot) und fünf Bruchpunkte. 
 
Die Knoten {1, 2, 4, 5, 6, 8, 11, 12} sind beobachtbar, und die verbleibenden Knoten 
sind nicht beobachtbar. Der nicht beobachtbare Anteil wird in 5 vergrößerte beobacht-
bare Anteile, die den Knoten {3}, {7}, {15, 9, 10}, {14} und {13} enthaltet, zerlegt. 
Die Grenzen zwischen beobachtbarem Anteil und den nicht beobachtbaren Anteilen 
sind die Knoten {2, 3}, {6, 7}, {8, 15}, {11, 14}. Die Grenze zwischen den vergrößer-
ten beobachtbaren Anteilen befindet sich zwischen Knoten {10,13}. Die Bruchpunkte in 
jedem vergrößerten beobachtbaren Anteil sind die Knoten {3}, {7}, {15}, {14} und 
{13}. 
Der Lösungssatz B) aus Kapitel 4.1 wird hier benutzt. Die Knoten an den Grenzen {2, 
3}, {6, 7}, {8, 15}, {11, 14} und {10, 13} werden jeweils zu einem Knoten zusammen-
gefasst, sodass sich als Ergebnis ein beobachtbares Netz ergibt. Die angenäherte Topo-
logie mit der Nummer der Knoten und Messstellen ist in Abbildung 7.2 dargestellt. 
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Abbildung 7.2 Topologie vor und nach Zusammenfassung mehrerer Knoten. Das obere Netz ist nicht 
beobachtbar. Das untere Netz mit zusammengefassten Knoten ist beobachtbar 
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Die Leitungsparameter sind in Tabelle 7.3 gegeben. 
 
von zu 𝑅𝑠 (Ω) 𝑋𝑠 (Ω) 𝑅𝑚 (Ω) 𝑋𝑚 (Ω) 
1 2 0,188947 0,159830 0,105567 0,132060 
1 3 0,263332 0,210587 0,181262 0,166304 
1 9 0,271007 0,226385 0,154324 0,186469 
3 4 0,208653 0,165748 0,143369 0,130302 
4 5 0,160209 0,125214 0,109636 0,097583 
4 6 0,128022 0,100037 0,087617 0,078044 
6 7 0,102825 0,076246 0,069506 0,057932 
7 8 0,342346 0,283049 0,196543 0,231932 
9 10 0,144130 0,119395 0,081639 0,097687 
Tabelle 7.3 Parameter des angenäherten Mittelspannungsnetzes „Alliander Livelab“ mit zusammen-
gefassten Knoten 
 
Die idealen Messdaten werden in den Zustandsschätzungen eingesetzt. Die Funktion 
des angenäherten Netzes für Beobachtbarkeit durch Zusammenfassung der Knoten wird 
durch eine Zustandsschätzung überprüft. Die Knotenleistungen und die Differenzen 
zwischen berechneten Knotenleistungen und idealen Knotenleistungen der Phase a an 
den Ersatzknoten {2, 6, 9} aus Abbildung 7.2b sind in den Abbildung 7.3 bis Abbildung 
7.5 dargestellt. 
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Abbildung 7.3 Knotenleistung und Differenz der Knotenleistung in Knoten 2. Negative und Positive 
Werte bedeuten jeweils, dass die Leistungen aus oder in dem Knoten fließen. Die 
Volllinien sind die berechneten Knotenleistungen, die punktierte Linie sind Differen-
zen der Knotenleistung. 
 
Abbildung 7.4 Knotenleistung und Differenz der Knotenleistung in Knoten 6. Negative und Positive 
Werte bedeuten jeweils, dass die Leistungen aus oder in dem Knoten fließen. Die 
Volllinien sind die berechneten Knotenleistungen, die punktierte Linie sind Differen-
zen der Knotenleistung. 
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Abbildung 7.5 Knotenleistung und Differenz der Knotenleistung in Knoten 9. Negative und Positive 
Werte bedeuten jeweils, dass die Leistungen aus oder in dem Knoten fließen. Die 
Volllinien sind die berechneten Knotenleistungen, die punktierte Linie sind Differen-
zen der Knotenleistung. 
 
Die Abbildungen Abbildung 7.3 bis Abbildung 7.5 zeigen eine gute Übereinstimmung 
zwischen den Messwerten und dem Ergebnis der statischen und dynamischen Zustands-
schätzung im Mittelspannungsnetz. Der beobachtete Fehler ist im Vergleich zur idealen 
Messung sehr klein. Der Fehler allerdings folgt keiner Gauß‘schen Normalverteilung 
sondern hat die Eigenschaft eines Offsets. 
 
 
7.3 Überprüfung der statischen Zustandsschätzungen im 
nicht beobachtbaren „Alliander LiveLab“ Mit-
telspannungsnetz mit realen Messungen 
Statt der idealen Messungen 𝑆𝑖𝑑𝑒𝑎𝑙 werden die realen Messungen 𝑆𝑚𝑒𝑠𝑠, die die Summe 
der idealen Messungen 𝑆𝑖𝑑𝑒𝑎𝑙  und der Abweichungen 𝑆𝑎𝑏𝑤  darstellen, verwendet, um 
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die Qualitätsverbesserung der Messungen von dem angenäherten Mittelspannungsnetz 
zu überprüfen. 
Die Knotenleistungen und die Differenzen zwischen berechneten Knotenleistungen und 
idealen Knotenleistungen der Phase a an den Ersatzknoten {2, 6, 9} aus Abbildung 7.2b 
sind in den Abbildung 7.6 bis Abbildung 7.8 dargestellt. 
 
 
Abbildung 7.6 Knotenleistung und Differenz der Knotenleistung in Knoten 2. Negative und Positive 
Werte bedeuten jeweils, dass die Leistungen aus oder in dem Knoten fließen. Die 
Volllinien sind die berechneten Knotenleistungen, die punktierte Linie sind Differen-
zen der Knotenleistung. 
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Abbildung 7.7 Knotenleistung und Differenz der Knotenleistung in Knoten 6. Negative und Positive 
Werte bedeuten jeweils, dass die Leistungen aus oder in dem Knoten fließen. Die 
Volllinien sind die berechneten Knotenleistungen, die punktierte Linie sind Differen-
zen der Knotenleistung. 
 
Abbildung 7.8 Knotenleistung und Differenz der Knotenleistung in Knoten 9. Negative und Positive 
Werte bedeuten jeweils, dass die Leistungen aus oder in dem Knoten fließen. Die 
Volllinien sind die berechneten Knotenleistungen, die punktierte Linie sind Differen-
zen der Knotenleistung. 
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Wie die Abbildungen Abbildung 7.6 bis Abbildung 7.8 zeigen, können die statischen 
und dynamischen Zustandsschätzungen das angenäherte Mittelspannungsnetz mit realen 
Messungen auch gut beobachten.  
Die Zustandsschätzung kann die Messungen nur statistisch verbessern. In den Abbil-
dungen Abbildung 7.6 bis Abbildung 7.8 wurden die Verbesserungen der Messungen 
nicht beurteilt. Grundsätzlich gibt die Standardabweichung an, wie sehr die Daten vom 
Mittelwert abweichen. Um die Verbesserungen der zwei Verfahren zu vergleichen, wird 
die Standardabweichung der relativen Abweichungen über dem Zeitraum der Messung 
für jeden Knoten mit Gleichung (7.1) berechnet. Tabelle 7.4 zeigt die Standardabwei-
chung der geschätzten Knotenwirkleistungen der unterschiedlichen Verfahren: 
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  Wirkleistung  Blindleistung 
Knoten Phase Messfehler 
Nebenbe-
dingung als 
Messung 
Dynamisch 
  
Messfehler 
Nebenbe-
dingung als 
Messung 
Dynamisch 
1 
  
a 3,286 0,927 0,838   3,935 1,881 3,589 
b 3,939 1,165 0,930   3,699 1,873 2,737 
c 3,442 1,203 1,114   3,897 2,144 5,546 
2 
  
a 2,903 2,264 2,640   3,312 3,208 5,096 
b 2,937 2,572 2,655   2,941 3,039 5,338 
c 3,104 2,501 3,051   3,438 2,680 23,576 
3 
  
a 3,693 2,906 1,736   3,455 3,291 5,385 
b 3,951 3,239 2,221   3,080 3,060 3,110 
c 3,792 3,166 2,481   3,559 3,398 4,178 
4 
  
a 3,697 3,145 2,136   3,394 3,225 3,225 
b 3,779 3,255 2,315   3,555 3,495 3,569 
c 3,978 3,534 2,450   3,572 3,341 3,355 
5 
  
a 2,584 2,232 2,332   2,799 1,955 13,290 
b 2,895 2,363 2,408   2,341 2,652 4,670 
c 2,316 2,062 2,915   5,212 2,568 20,388 
6 
  
a 2,656 7,082 7,729   2,771 4,809 14,487 
b 2,355 6,623 6,858   3,059 2,460 5,080 
c 2,394 6,791 8,252   2,790 3,386 7,452 
7 
  
a 3,391 2,524 3,058   3,507 3,014 9,163 
b 3,624 3,270 3,367   3,359 3,107 5,135 
c 4,004 2,476 3,208   3,475 3,497 132,588 
8 
  
a 2,819 2,033 2,294   4,492 1,809 5,331 
b 3,291 2,158 2,634   6,499 2,118 6,343 
c 3,340 3,002 3,700   4,022 2,289 6,111 
9 
  
a 3,150 3,147 3,741   3,716 2,653 4,842 
b 3,014 3,460 3,961   4,635 3,314 5,388 
c 3,201 3,089 3,845   3,682 2,359 3,749 
10 
  
a 3,095 2,184 1,375   3,499 2,418 2,382 
b 3,510 2,434 1,564   3,665 2,373 2,338 
c 3,361 2,316 1,377   3,389 2,668 2,691 
Mittel-
wert  
3,250 2,971 2,973 
 
3,625 2,803 10,671 
Tabelle 7.4 Berechnete Standardabweichungen (7.1) der simulierten Knotenleistungen der Messung 
und der geschätzten Knotenwirkleistungen von drei statischen Zustandsschätzungen und 
einer dynamischen Zustandsschätzung 
 
Die Ergebnisse aus Tabelle 7.4 zeigen, dass alle Verfahren den Fehler der gemessenen 
Knotenwirkleistungen mit einer durchschnittlichen Standardabweichung von 3,25 ver-
bessern. Diese unterschiedlichen Zustandsschätzungen ergeben jeweils eine Stan-
dardabweichung von 2,971 und 2,973. 
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Die statische Zustandsschätzung verbessert die Qualität der Messungen mit einer durch-
schnittlichen Standardabweichung von 3,625  auf 2,803 . Die dynamische Zustands-
schätzung verschlechtert die Qualität der Messungen der Knotenblindleistungen. Die 
Verbesserung der Zustandsschätzung für ein nicht beobachtbares Netz ist schlechter als 
die Verbesserung für ein beobachtbares Netz wegen des Offsets im Ergebnis (Kapitel 
7.2, Abbildungen Abbildung 7.3 bis Abbildung 7.5). 
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8 Zusammenfassung 
Derzeit bestehen die dezentralen Energiemanagementsysteme aus zentral kontrollierten 
passiven Netzen. Die Integration erneuerbarer Energiequellen führt zur Entwicklung 
von aktiven Verteilnetzen. Das Wissen über den Energiefluss ist notwendig, um die 
weitere Integration erneuerbarer Energien und sogenannter Smart Grid Technologien zu 
ermöglichen, eine effektive Steuerung des Smart Grid anzubieten und die Energiever-
sorgung sicherzustellen. Um die notwendigen Informationen zur Netzbeobachtung und -
steuerung bereitzustellen, sind Sensornetzwerke an mehreren Punkten im Netz angeord-
net. Die Installation solcher Instrumente ist kostenintensiv. Es muss ein sinnvolles 
Gleichgewicht zwischen den Instrumentierungskosten und der Bereitstellung von In-
formationen von ausreichender Qualität für eine effektive Überwachung und Kontrolle 
des Netzes gefunden werden. 
In vorherigen Veröffentlichungen wird jedoch auch diskutiert, dass unterschiedliche 
Probleme überwunden werden müssen, um verlässliche Zustandsschätzungen für prakti-
sche Netze zu erhalten. Die Herausforderung der vorliegenden Arbeit ist es, dass das 
Mittelspannungsnetz mit unsymmetrischen Lasten nicht beobachtbar ist. Es gibt auch 
keine Daten für Lastprofile. Ein umgewandeltes angenähertes beobachtbares Netz, das 
die Zustände des originalen Netzes beschreiben kann, ist notwendig. Die Nebenbedin-
gung, dass die Summe von dreiphasigen Strömen gleich null ist, soll als Redundanz in 
die Zustandsschätzung eingefügt werden. Um dieses Problem zu lösen, muss ein pas-
sendes mathematisches Verfahren gefunden werden. 
Die vorliegende Arbeit stellt ein Verfahren für die Zustandsbeschreibung von Netzen 
vor, die sich für nicht beobachtbare Mittelspannungsnetze mit unsymmetrischen Lasten 
eignet. Das Verfahren besteht zunächst aus der Analyse der Beobachtbarkeit, anschlie-
ßender Umwandlung von nicht beobachtbaren Netzen zu angenäherten beobachtbaren 
Netzen und einer abschließenden Zustandsschätzung, die die nicht gemessenen Werte 
berechnen und die Abweichung der gemessenen Werte statistisch reduzieren kann. 
In der Analyse der Beobachtbarkeit wurde ein neuer Algorithmus (Kapitel 4) vorge-
schlagen, der zunächst den beobachtbaren Anteil, die nicht beobachtbaren Anteile, die 
vergrößerten beobachtbaren Anteilen und die sogenannten Bruchpunkten identifiziert, 
um die nicht redundanten Platzierungen für das Lastprofil oder für zusammenfassende 
Knoten unter Berücksichtigung der physikalischen Eigenschaften des Netzwerks zu 
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finden. Die beobachtbaren und nicht beobachtbaren Anteile werden unter Verwendung 
der Singulärwertzerlegung voneinander getrennt. Die vergrößerten beobachtbaren An-
teile werden durch neu eingefügte virtuelle Messungen in unterschiedlichen Schleifen 
nacheinander bestimmt. Durch die Analyse der Jacobi-Matrizen der vergrößerten be-
obachtbaren Anteile mit Hilfe der Gauß‘schen Normalform, können alle Bruchpunkte in 
jedem Anteil identifiziert werden. Die nicht beobachtbaren Netze werden damit durch 
Zusammenfassung der Knoten zu beobachtbaren Netzen umgewandelt. 
Um die fehlenden Messungen zu berechnen und die gemessenen Abweichungen zu re-
duzieren, werden drei statische Zustandsschätzungen (Kapitel 5) entwickelt. Das ma-
thematische Netzmodel mit drei gekoppelten Phasen wird dafür genutzt. 
Im ersten Fall werden die Zustände und alle nicht gemessenen Werte durch die klassi-
sche statische Zustandsschätzung nach dem Verfahren der gewichteten kleinsten Quad-
rate berechnet. 
Für das zweite und dritte Verfahren wird vorgeschlagen, die Nebenbedingung, dass die 
Summe der Knotenströme der drei Phasen gleich Null ist, einzuführen, um die 
Schätzqualität für ein unsymmetrisches dreiphasiges Netz zu verbessern. Dabei basiert 
das zweite Verfahren auf der statischen Zustandsschätzung unter der Verwendung des 
Innere-Punkte-Verfahrens. 
Das dritte Verfahren nutzt das Prinzip der gewichteten kleinsten Quadrate mit Neben-
bedingung und vereinfachtem Lösungsverfahren. 
Eine dynamische Zustandsschätzung (Kapitel 6), die das Lastprofil, welches die Eigen-
schaft des quasistatischen dynamischen Systems von Netzen verwenden kann, wird 
vorgeschlagen, um die Schätzqualität weiter zu verbessern. Bei dem vorgeschlagenen 
dynamischen Zustandsschätzungsverfahren werden die Knotenleistungen als Zustände 
geschätzt, um das dynamische System zu vereinfachen. Ein einfacheres dynamisches 
Model wird in der Arbeit benutzt. 
Um die Verfahren zur Zustandsschätzung zu überprüfen, wird eine Leistungsflussbe-
rechnung für dreiphasige unsymmetrisch belastete Netze in Kapitel 3 vorgeschlagen. 
Daraus werden für das Mittelspannungsnetz „Alliander Livelab“ aus den Niederlanden 
die simulierten idealen Messungen ohne Abweichungen und die simulierten realen 
Messungen mit Abweichungen als Referenz und Eingang der Zustandsschätzung simu-
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liert. Es ergibt sich eine gute Übereinstimmung zwischen simulierten Netzlasten und 
den gemessenen realen Lasten des Netzes. 
Die drei statischen und eine dynamische Zustandsschätzung werden für das „Alliander 
Livelab“ mit vollständigen Messungen mit Abweichungen getestet. Alle Verfahren 
können die Abweichungen der Messungen reduzieren. Das Verfahren der statischen 
Zustandsschätzung durch gewichtete kleinste Quadrate mit Nebenbedingung und ver-
einfachtem Lösungsverfahren bewirkt eine besonders gute Verbesserung der Messwerte. 
Die dynamische Zustandsschätzung verbessert die gemessene Knotenwirkleistung stark, 
allerdings ergibt sich ein schlechtes Ergebnis für die Berechnung der Knotenblindleis-
tung aufgrund des schlechten dynamischen Models. 
Zuletzt werden die Analyse der Beobachtbarkeit und die Zustandsschätzung zusam-
mengesetzt. Das „Alliander Livelab“ mit realen Messstellen wird durch die Analyse der 
Beobachtbarkeit zu einem beobachtbaren Netz angenähert. Die Zustandsschätzung wird 
dann im angenäherten Netz angewandt, um die fehlenden Messungen zu berechnen. Im 
Ergebnis hat die Zustandsschätzung das nicht beobachtbare Netz gut beobachtet. Die 
fehlenden Messungen konnten berechnet werden und die Abweichungen der gemesse-
nen Werten haben sich deutlich reduziert. 
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Abkürzungsverzeichnis 
Bezeichnungen in elektrischen Netzen 
𝒃 Imaginärteil der Leitungsadmittanzmatrix 
𝒃𝑖𝑗 Imaginärteil der Admittanzmatrix zwischen Knoten i und j 
𝑩 Imaginärteil der Knotensadmittanzmatrix 
𝑪 Verknüpfungsmatrix zwischen den verbundenen Knoten i und j 
𝑒 Wirkspannung 
𝑓 Blindspannung 
𝒈 Realteil der Leitungsadmittanzmatrix 
𝒈𝑖𝑗 Realteil der Admittanzmatrix zwischen Knoten i und j 
𝑮 Realteil der Knotensadmittanzmatrix 
𝐼 Komplexer Wechselstrom 
𝐼𝑅𝑒 Wirkstrom 
𝐼𝐼𝑚 Blindstrom 
𝑛 Anzahl der Knoten im Netz 
𝑃 Wirkleistung 
𝑄 Blindleistung 
𝑅 Wirkwiderstand 
𝑆 Komplexe Scheinleistung 
𝑇 Transformationsmatrix von abs-System zur Mit-, Gegen-, Nullsystem 
in symmetrischen Komponenten 
𝑈 Komplexe Wechselspannung 
𝑋 Blindwiderstand 
𝒚 Leitungsadmittanzmatrix 
𝒚𝑖𝑗 Admittanzmatrix zwischen Knoten i und j 
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𝒀 Knotensadmittanzmatrix 
𝑍 Komplexer Impedanz 
 
Systemtheoretische Bezeichnungen 
𝑚𝑒𝑛𝑔(𝑿) Dimension eines Zustandsvektors 
𝑚 Dimension eines Messungsvektors 
𝒙 Zustandsvektor 
𝒛 Messungsvektor 
𝒘 Kapitel 5 Gewichtungsmatrix 
  Kapitel 6 Vektor des Prozessrauschens 
𝒗 Vektor des Messrauschens 
 
 
Mathematische Bezeichnungen 
𝑎𝑑𝑗(𝑿) Adjunkte der Matrix 𝑿 
𝑑𝑒𝑡(𝑿) Determinante der Matrix 𝑿 
𝑑𝑖𝑎𝑔(𝑿) Diagonalmatrix mit Komponenten des Vektors 𝑿 auf der Diagonalen 
𝑟𝑎𝑛𝑔(𝑿) der Rang der Matrix 𝑿 
𝑬 Einheitsmatrix 
𝑯𝑓 blabla1 Hesse-Matrix von Funktion 𝑓(𝑥) 
blabla2 
𝑱𝑓 Jacobi-Matrix von Funktion 𝑓(𝑥) 
∇𝑓 Gradient von Funktion 𝑓(𝑥) 
𝒓 Residuumsvektor
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9 Anhang 
9.1 Zweite Ableitung des Systems 
 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑃i
a
𝜕𝑒𝑖
𝑎  2𝐺𝑖𝑖
𝑎𝑎 𝐺𝑖𝑖
𝑎𝑏  𝐺𝑖𝑖
𝑎𝑐  𝐺𝑖𝑗
𝑎𝑎 𝐺𝑖𝑗
𝑎𝑏  𝐺𝑖𝑗
𝑎𝑐   0 −𝐵𝑖𝑖
𝑎𝑏 −𝐵𝑖𝑖
𝑎𝑐 −𝐵𝑖𝑗
𝑎𝑎 −𝐵𝑖𝑗
𝑎𝑏 −𝐵𝑖𝑗
𝑎𝑐 
𝜕𝑃i
a
𝜕𝑒𝑖
𝑏
 𝐺𝑖𝑖
𝑎𝑏  0 0 0 0 0  𝐵𝑖𝑖
𝑎𝑏 0 0 0 0 0 
𝜕𝑃i
a
𝜕𝑒𝑖
𝑐  𝐺𝑖𝑖
𝑎𝑐  0 0 0 0 0  𝐵𝑖𝑖
𝑎𝑐 0 0 0 0 0 
𝜕𝑃i
b
𝜕𝑒𝑖
𝑎  0 𝐺𝑖𝑖
𝑏𝑎  0 0 0 0  0 𝐵𝑖𝑖
𝑏𝑎 0 0 0 0 
𝜕𝑃i
b
𝜕𝑒𝑖
𝑏
 𝐺𝑖𝑖
𝑏𝑎  2𝐺𝑖𝑖
𝑏𝑏  𝐺𝑖𝑖
𝑏𝑐  𝐺𝑖𝑗
𝑏𝑎  𝐺𝑖𝑗
𝑏𝑏 𝐺𝑖𝑗
𝑏𝑐   −𝐵𝑖𝑖
𝑏𝑎 0 −𝐵𝑖𝑖
𝑏𝑐  −𝐵𝑖𝑗
𝑏𝑎 −𝐵𝑖𝑗
𝑏𝑏  −𝐵𝑖𝑗
𝑏𝑐  
𝜕𝑃i
b
𝜕𝑒𝑖
𝑐  0 𝐺𝑖𝑖
𝑏𝑐  0 0 0 0  0 𝐵𝑖𝑖
𝑏𝑐  0 0 0 0 
𝜕𝑃i
c
𝜕𝑒𝑖
𝑎 0 0 𝐺𝑖𝑖
𝑐𝑎 0 0 0  0 0 𝐵𝑖𝑖
𝑐𝑎 0 0 0 
𝜕𝑃i
c
𝜕𝑒𝑖
𝑏
 0 0 𝐺𝑖𝑖
𝑐𝑏  0 0 0  0 0 𝐵𝑖𝑖
𝑐𝑏  0 0 0 
𝜕𝑃i
c
𝜕𝑒𝑖
𝑐  𝐺𝑖𝑖
𝑐𝑎 𝐺𝑖𝑖
𝑐𝑏  2𝐺𝑖𝑖
𝑐𝑐  𝐺𝑖𝑗
𝑐𝑎 𝐺𝑖𝑗
𝑐𝑏  𝐺𝑖𝑗
𝑐𝑐   −𝐵𝑖𝑖
𝑐𝑎 −𝐵𝑖𝑖
𝑐𝑏  0 −𝐵𝑖𝑗
𝑐𝑎 −𝐵𝑖𝑗
𝑐𝑏  −𝐵𝑖𝑗
𝑐𝑐  
Tabelle 9.1 zweite Ableitung 
𝜕2𝑃𝑖
𝑎𝑏𝑐
𝜕𝑒𝑖
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an. 
 
 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑃i
a
𝜕𝑒𝑗
𝑎  𝐺𝑖𝑗
𝑎𝑎 0 0 0 0 0 
 
𝐵𝑖𝑗
𝑎𝑎 0 0 0 0 0 
𝜕𝑃i
a
𝜕𝑒𝑗
𝑏
 𝐺𝑖𝑗
𝑎𝑏  0 0 0 0 0 
 
𝐵𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑃i
a
𝜕𝑒𝑗
𝑐  𝐺𝑖𝑗
𝑎𝑐  0 0 0 0 0 
 
𝐵𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑃i
b
𝜕𝑒𝑗
𝑎  0 𝐺𝑖𝑗
𝑏𝑎  0 0 0 0 
 
0 𝐵𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑃i
b
𝜕𝑒𝑗
𝑏
 0 𝐺𝑖𝑗
𝑏𝑏 0 0 0 0 
 
0 𝐵𝑖𝑗
𝑏𝑏  0 0 0 0 
𝜕𝑃i
b
𝜕𝑒𝑗
𝑐  0 𝐺𝑖𝑗
𝑏𝑐  0 0 0 0 
 
0 𝐵𝑖𝑗
𝑏𝑐  0 0 0 0 
𝜕𝑃i
c
𝜕𝑒𝑗
𝑎 0 0 𝐺𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 𝐵𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑃i
c
𝜕𝑒𝑗
𝑏
 0 0 𝐺𝑖𝑗
𝑐𝑏  0 0 0 
 
0 0 𝐵𝑖𝑗
𝑐𝑏  0 0 0 
𝜕𝑃i
c
𝜕𝑒𝑗
𝑐  0 0 𝐺𝑖𝑗
𝑐𝑐  0 0 0 
 
0 0 𝐵𝑖𝑗
𝑐𝑐  0 0 0 
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𝜕2𝑃𝑖
𝑎𝑏𝑐
𝜕𝑒𝑗
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an. 
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑃i
a
𝜕𝑓𝑖
𝑎 0 𝐵𝑖𝑖
𝑎𝑏 𝐵𝑖𝑖
𝑎𝑐 𝐵𝑖𝑗
𝑎𝑎 𝐵𝑖𝑗
𝑎𝑏 𝐵𝑖𝑗
𝑎𝑐  2𝐺𝑖𝑖
𝑎𝑎 𝐺𝑖𝑖
𝑎𝑏  𝐺𝑖𝑖
𝑎𝑐  𝐺𝑖𝑗
𝑎𝑎 𝐺𝑖𝑗
𝑎𝑏  𝐺𝑖𝑗
𝑎𝑐  
𝜕𝑃i
a
𝜕𝑓𝑖
𝑏
 −𝐵𝑖𝑖
𝑎𝑏 0 0 0 0 0  𝐺𝑖𝑖
𝑎𝑏  0 0 0 0 0 
𝜕𝑃i
a
𝜕𝑓𝑖
𝑐  −𝐵𝑖𝑖
𝑎𝑐 0 0 0 0 0  𝐺𝑖𝑖
𝑎𝑐  0 0 0 0 0 
𝜕𝑃i
b
𝜕𝑓𝑖
𝑎 0 −𝐵𝑖𝑖
𝑏𝑎 0 0 0 0  0 𝐺𝑖𝑖
𝑏𝑎  0 0 0 0 
𝜕𝑃i
b
𝜕𝑓𝑖
𝑏
 𝐵𝑖𝑖
𝑏𝑎 0 𝐵𝑖𝑖
𝑏𝑐  𝐵𝑖𝑗
𝑏𝑎 𝐵𝑖𝑗
𝑏𝑏  𝐵𝑖𝑗
𝑏𝑐   𝐺𝑖𝑖
𝑏𝑎  2𝐺𝑖𝑖
𝑏𝑏  𝐺𝑖𝑖
𝑏𝑐  𝐺𝑖𝑗
𝑏𝑎  𝐺𝑖𝑗
𝑏𝑏 𝐺𝑖𝑗
𝑏𝑐  
𝜕𝑃i
b
𝜕𝑓𝑖
𝑐  0 −𝐵𝑖𝑖
𝑏𝑐  0 0 0 0  0 𝐺𝑖𝑖
𝑏𝑐  0 0 0 0 
𝜕𝑃i
c
𝜕𝑓𝑖
𝑎 0 0 −𝐵𝑖𝑖
𝑐𝑎 0 0 0  0 0 𝐺𝑖𝑖
𝑐𝑎 0 0 0 
𝜕𝑃i
c
𝜕𝑓𝑖
𝑏
 0 0 −𝐵𝑖𝑖
𝑐𝑏  0 0 0  0 0 𝐺𝑖𝑖
𝑐𝑏  0 0 0 
𝜕𝑃i
c
𝜕𝑓𝑖
𝑐  𝐵𝑖𝑖
𝑐𝑎 𝐵𝑖𝑖
𝑐𝑏  0 𝐵𝑖𝑗
𝑐𝑎 𝐵𝑖𝑗
𝑐𝑏  𝐵𝑖𝑗
𝑐𝑐   𝐺𝑖𝑖
𝑐𝑎 𝐺𝑖𝑖
𝑐𝑏  2𝐺𝑖𝑖
𝑐𝑐  𝐺𝑖𝑗
𝑐𝑎 𝐺𝑖𝑗
𝑐𝑏  𝐺𝑖𝑗
𝑐𝑐  
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𝜕2𝑃𝑖
𝑎𝑏𝑐
𝜕𝑓𝑖
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an. 
 
 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑃i
a
𝜕𝑓𝑗
𝑎 −𝐵𝑖𝑗
𝑎𝑎 0 0 0 0 0  𝐺𝑖𝑗
𝑎𝑎 0 0 0 0 0 
𝜕𝑃i
a
𝜕𝑓𝑗
𝑏
 −𝐵𝑖𝑗
𝑎𝑏 0 0 0 0 0  𝐺𝑖𝑗
𝑎𝑏  0 0 0 0 0 
𝜕𝑃i
a
𝜕𝑓𝑗
𝑐  −𝐵𝑖𝑗
𝑎𝑐 0 0 0 0 0  𝐺𝑖𝑗
𝑎𝑐  0 0 0 0 0 
𝜕𝑃i
b
𝜕𝑓𝑗
𝑎 0 −𝐵𝑖𝑗
𝑏𝑎 0 0 0 0  0 𝐺𝑖𝑗
𝑏𝑎  0 0 0 0 
𝜕𝑃i
b
𝜕𝑓𝑗
𝑏
 0 −𝐵𝑖𝑗
𝑏𝑏  0 0 0 0  0 𝐺𝑖𝑗
𝑏𝑏 0 0 0 0 
𝜕𝑃i
b
𝜕𝑓𝑗
𝑐  0 −𝐵𝑖𝑗
𝑏𝑐  0 0 0 0  0 𝐺𝑖𝑗
𝑏𝑐  0 0 0 0 
𝜕𝑃i
c
𝜕𝑓𝑗
𝑎 0 0 −𝐵𝑖𝑗
𝑐𝑎 0 0 0  0 0 𝐺𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑃i
c
𝜕𝑓𝑗
𝑏
 0 0 −𝐵𝑖𝑗
𝑐𝑏  0 0 0  0 0 𝐺𝑖𝑗
𝑐𝑏  0 0 0 
𝜕𝑃i
c
𝜕𝑓𝑗
𝑐  0 0 −𝐵𝑖𝑗
𝑐𝑐  0 0 0  0 0 𝐺𝑖𝑗
𝑐𝑐  0 0 0 
Tabelle 9.4 zweite Ableitung 
𝜕2𝑃𝑖
𝑎𝑏𝑐
𝜕𝑓𝑗
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an. 
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑄i
a
𝜕𝑒𝑖
𝑎  −2𝐵𝑖𝑖
𝑎𝑎 −𝐵𝑖𝑖
𝑎𝑏 −𝐵𝑖𝑖
𝑎𝑐 −𝐵𝑖𝑗
𝑎𝑎 −𝐵𝑖𝑗
𝑎𝑏 −𝐵𝑖𝑗
𝑎𝑐 
 
0 −𝐺𝑖𝑖
𝑎𝑏  −𝐺𝑖𝑖
𝑎𝑐  −𝐺𝑖𝑗
𝑎𝑎 −𝐺𝑖𝑗
𝑎𝑏  −𝐺𝑖𝑗
𝑎𝑐  
𝜕𝑄i
a
𝜕𝑒𝑖
𝑏
 −𝐵𝑖𝑖
𝑎𝑏 0 0 0 0 0 
 
𝐺𝑖𝑖
𝑎𝑏  0 0 0 0 0 
𝜕𝑄i
a
𝜕𝑒𝑖
𝑐  −𝐵𝑖𝑖
𝑎𝑐 0 0 0 0 0 
 
𝐺𝑖𝑖
𝑎𝑐  0 0 0 0 0 
𝜕𝑄i
b
𝜕𝑒𝑖
𝑎  0 −𝐵𝑖𝑖
𝑏𝑎 0 0 0 0 
 
0 𝐺𝑖𝑖
𝑏𝑎  0 0 0 0 
𝜕𝑄i
b
𝜕𝑒𝑖
𝑏
 −𝐵𝑖𝑖
𝑏𝑎 −2𝐵𝑖𝑖
𝑏𝑏 −𝐵𝑖𝑖
𝑏𝑐  −𝐵𝑖𝑗
𝑏𝑎 −𝐵𝑖𝑗
𝑏𝑏  −𝐵𝑖𝑗
𝑏𝑐  
 
−𝐺𝑖𝑖
𝑏𝑎  0 −𝐺𝑖𝑖
𝑏𝑐  −𝐺𝑖𝑗
𝑏𝑎  −𝐺𝑖𝑗
𝑏𝑏  −𝐺𝑖𝑗
𝑏𝑐  
𝜕𝑄i
b
𝜕𝑒𝑖
𝑐  0 −𝐵𝑖𝑖
𝑏𝑐  0 0 0 0 
 
0 𝐺𝑖𝑖
𝑏𝑐  0 0 0 0 
𝜕𝑄i
c
𝜕𝑒𝑖
𝑎  0 0 −𝐵𝑖𝑖
𝑐𝑎 0 0 0 
 
0 0 𝐺𝑖𝑖
𝑐𝑎 0 0 0 
𝜕𝑄i
c
𝜕𝑒𝑖
𝑏
 0 0 −𝐵𝑖𝑖
𝑐𝑏  0 0 0 
 
0 0 𝐺𝑖𝑖
𝑐𝑏  0 0 0 
𝜕𝑄i
c
𝜕𝑒𝑖
𝑐  −𝐵𝑖𝑖
𝑐𝑎 −𝐵𝑖𝑖
𝑐𝑏  −2𝐵𝑖𝑖
𝑐𝑐 −𝐵𝑖𝑗
𝑐𝑎 −𝐵𝑖𝑗
𝑐𝑏  −𝐵𝑖𝑗
𝑐𝑐  
 
−𝐺𝑖𝑖
𝑐𝑎 −𝐺𝑖𝑖
𝑐𝑏  0 −𝐺𝑖𝑗
𝑐𝑎 −𝐺𝑖𝑗
𝑐𝑏  −𝐺𝑖𝑗
𝑐𝑐 
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und die Spalte gibt das Differntial, nach dem abgeleitet wird an. 
 
 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑄i
a
𝜕𝑒𝑗
𝑎  −𝐵𝑖𝑗
𝑎𝑎 0 0 0 0 0 
 
𝐺𝑖𝑗
𝑎𝑎 0 0 0 0 0 
𝜕𝑄i
a
𝜕𝑒𝑗
𝑏
 −𝐵𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
𝐺𝑖𝑗
𝑎𝑏  0 0 0 0 0 
𝜕𝑄i
a
𝜕𝑒𝑗
𝑐  −𝐵𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
𝐺𝑖𝑗
𝑎𝑐  0 0 0 0 0 
𝜕𝑄i
b
𝜕𝑒𝑗
𝑎  0 −𝐵𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 𝐺𝑖𝑗
𝑏𝑎  0 0 0 0 
𝜕𝑄i
b
𝜕𝑒𝑗
𝑏
 0 −𝐵𝑖𝑗
𝑏𝑏  0 0 0 0 
 
0 𝐺𝑖𝑗
𝑏𝑏 0 0 0 0 
𝜕𝑄i
b
𝜕𝑒𝑗
𝑐  0 −𝐵𝑖𝑗
𝑏𝑐  0 0 0 0 
 
0 𝐺𝑖𝑗
𝑏𝑐  0 0 0 0 
𝜕𝑄i
c
𝜕𝑒𝑗
𝑎  0 0 −𝐵𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 𝐺𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑄i
c
𝜕𝑒𝑗
𝑏
 0 0 −𝐵𝑖𝑗
𝑐𝑏  0 0 0 
 
0 0 𝐺𝑖𝑗
𝑐𝑏  0 0 0 
𝜕𝑄i
c
𝜕𝑒𝑗
𝑐  0 0 −𝐵𝑖𝑗
𝑐𝑐  0 0 0 
 
0 0 𝐺𝑖𝑗
𝑐𝑐  0 0 0 
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑄i
a
𝜕𝑓𝑖
𝑎  0 𝐺𝑖𝑖
𝑎𝑏  𝐺𝑖𝑖
𝑎𝑐  𝐺𝑖𝑗
𝑎𝑎 𝐺𝑖𝑗
𝑎𝑏  𝐺𝑖𝑗
𝑎𝑐   −2𝐵𝑖𝑖
𝑎𝑎 −𝐵𝑖𝑖
𝑎𝑏 −𝐵𝑖𝑖
𝑎𝑐 −𝐵𝑖𝑗
𝑎𝑎 −𝐵𝑖𝑗
𝑎𝑏 −𝐵𝑖𝑗
𝑎𝑐 
𝜕𝑄i
a
𝜕𝑓𝑖
𝑏
 −𝐺𝑖𝑖
𝑎𝑏  0 0 0 0 0  −𝐵𝑖𝑖
𝑎𝑏 0 0 0 0 0 
𝜕𝑄i
a
𝜕𝑓𝑖
𝑐  −𝐺𝑖𝑖
𝑎𝑐  0 0 0 0 0  −𝐵𝑖𝑖
𝑎𝑐 0 0 0 0 0 
𝜕𝑄i
b
𝜕𝑓𝑖
𝑎  0 −𝐺𝑖𝑖
𝑏𝑎  0 0 0 0  0 −𝐵𝑖𝑖
𝑏𝑎 0 0 0 0 
𝜕𝑄i
b
𝜕𝑓𝑖
𝑏
 𝐺𝑖𝑖
𝑏𝑎  0 𝐺𝑖𝑖
𝑏𝑐  𝐺𝑖𝑗
𝑏𝑎  𝐺𝑖𝑗
𝑏𝑏 𝐺𝑖𝑗
𝑏𝑐   −𝐵𝑖𝑖
𝑏𝑎 −2𝐵𝑖𝑖
𝑏𝑏 −𝐵𝑖𝑖
𝑏𝑐  −𝐵𝑖𝑗
𝑏𝑎 −𝐵𝑖𝑗
𝑏𝑏  −𝐵𝑖𝑗
𝑏𝑐  
𝜕𝑄i
b
𝜕𝑓𝑖
𝑐  0 −𝐺𝑖𝑖
𝑏𝑐  0 0 0 0  0 −𝐵𝑖𝑖
𝑏𝑐  0 0 0 0 
𝜕𝑄i
c
𝜕𝑓𝑖
𝑎 0 0 −𝐺𝑖𝑖
𝑐𝑎 0 0 0  0 0 −𝐵𝑖𝑖
𝑐𝑎 0 0 0 
𝜕𝑄i
c
𝜕𝑓𝑖
𝑏
 0 0 −𝐺𝑖𝑖
𝑐𝑏  0 0 0  0 0 −𝐵𝑖𝑖
𝑐𝑏  0 0 0 
𝜕𝑄i
c
𝜕𝑓𝑖
𝑐  𝐺𝑖𝑖
𝑐𝑎 𝐺𝑖𝑖
𝑐𝑏  0 𝐺𝑖𝑗
𝑐𝑎 𝐺𝑖𝑗
𝑐𝑏  𝐺𝑖𝑗
𝑐𝑐   −𝐵𝑖𝑖
𝑐𝑎 −𝐵𝑖𝑖
𝑐𝑏  −2𝐵𝑖𝑖
𝑐𝑐 −𝐵𝑖𝑗
𝑐𝑎 −𝐵𝑖𝑗
𝑐𝑏  −𝐵𝑖𝑗
𝑐𝑐  
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𝑎𝑏𝑐
𝜕𝑓𝑖
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑄i
a
𝜕𝑓𝑗
𝑎  −𝐺𝑖𝑗
𝑎𝑎 0 0 0 0 0 
 
−𝐵𝑖𝑗
𝑎𝑎 0 0 0 0 0 
𝜕𝑄i
a
𝜕𝑓𝑗
𝑏
 −𝐺𝑖𝑗
𝑎𝑏  0 0 0 0 0 
 
−𝐵𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑄i
a
𝜕𝑓𝑗
𝑐  −𝐺𝑖𝑗
𝑎𝑐  0 0 0 0 0 
 
−𝐵𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑄i
b
𝜕𝑓𝑗
𝑎  0 −𝐺𝑖𝑗
𝑏𝑎  0 0 0 0 
 
0 −𝐵𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑄i
b
𝜕𝑓𝑗
𝑏
 0 −𝐺𝑖𝑗
𝑏𝑏  0 0 0 0 
 
0 −𝐵𝑖𝑗
𝑏𝑏  0 0 0 0 
𝜕𝑄i
b
𝜕𝑓𝑗
𝑐  0 −𝐺𝑖𝑗
𝑏𝑐  0 0 0 0 
 
0 −𝐵𝑖𝑗
𝑏𝑐  0 0 0 0 
𝜕𝑄i
c
𝜕𝑓𝑗
𝑎 0 0 −𝐺𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 −𝐵𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑄i
c
𝜕𝑓𝑗
𝑏
 0 0 −𝐺𝑖𝑗
𝑐𝑏  0 0 0 
 
0 0 −𝐵𝑖𝑗
𝑐𝑏  0 0 0 
𝜕𝑄i
c
𝜕𝑓𝑗
𝑐  0 0 −𝐺𝑖𝑗
𝑐𝑐 0 0 0 
 
0 0 −𝐵𝑖𝑗
𝑐𝑐  0 0 0 
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑃ij
a
𝜕𝑒𝑖
𝑎  2𝑔𝑖𝑗
𝑎𝑎 𝑔𝑖𝑗
𝑎𝑏 𝑔𝑖𝑗
𝑎𝑐 −𝑔𝑖𝑗
𝑎𝑎 −𝑔𝑖𝑗
𝑎𝑏 −𝑔𝑖𝑗
𝑎𝑐 
 
0 −𝑏𝑖𝑗
𝑎𝑏 −𝑏𝑖𝑗
𝑎𝑐 𝑏𝑖𝑗
𝑎𝑎 𝑏𝑖𝑗
𝑎𝑏 𝑏𝑖𝑗
𝑎𝑐 
𝜕𝑃ij
a
𝜕𝑒𝑖
𝑏
 𝑔𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
𝑏𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑃ij
a
𝜕𝑒𝑖
𝑐  𝑔𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
𝑏𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑒𝑖
𝑎  0 𝑔𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 𝑏𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑒𝑖
𝑏
 𝑔𝑖𝑗
𝑏𝑎 2𝑔𝑖𝑗
𝑏𝑏 𝑔𝑖𝑗
𝑏𝑐  −𝑔𝑖𝑗
𝑏𝑎 −𝑔𝑖𝑗
𝑏𝑏  −𝑔𝑖𝑗
𝑏𝑐  
 
−𝑏𝑖𝑗
𝑏𝑎 0 −𝑏𝑖𝑗
𝑏𝑐 𝑏𝑖𝑗
𝑏𝑎 𝑏𝑖𝑗
𝑏𝑏 𝑏𝑖𝑗
𝑏𝑐 
𝜕𝑃ij
b
𝜕𝑒𝑖
𝑐  0 
𝑔𝑖𝑗
𝑏𝑐  0 0 0 0 
 
0 𝑏𝑖𝑗
𝑏𝑐 0 0 0 0 
𝜕𝑃ij
c
𝜕𝑒𝑖
𝑎 0 0 𝑔𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 𝑏𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑃ij
c
𝜕𝑒𝑖
𝑏
 0 0 𝑔𝑖𝑗
𝑐𝑏  0 0 0 
 
0 0 𝑏𝑖𝑗
𝑐𝑏 0 0 0 
𝜕𝑃ij
c
𝜕𝑒𝑖
𝑐  𝑔𝑖𝑗
𝑐𝑎 𝑔𝑖𝑗
𝑐𝑏  2𝑔𝑖𝑗
𝑐𝑐 −𝑔𝑖𝑗
𝑐𝑎 −𝑔𝑖𝑗
𝑐𝑏  −𝑔𝑖𝑗
𝑐𝑐  
 
−𝑏𝑖𝑗
𝑐𝑎 −𝑏𝑖𝑗
𝑐𝑏 0 𝑏𝑖𝑗
𝑐𝑎 𝑏𝑖𝑗
𝑐𝑏 𝑏𝑖𝑗
𝑐𝑐 
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑃ij
a
𝜕𝑒𝑗
𝑎  −𝑔𝑖𝑗
𝑎𝑎 0 0 0 0 0 
 
−𝑏𝑖𝑗
𝑎𝑎 0 0 0 0 0 
𝜕𝑃ij
a
𝜕𝑒𝑗
𝑏
 −𝑔𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
−𝑏𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑃ij
a
𝜕𝑒𝑗
𝑐  −𝑔𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
−𝑏𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑒𝑗
𝑎  0 −𝑔𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 −𝑏𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑒𝑗
𝑏
 0 −𝑔𝑖𝑗
𝑏𝑏  0 0 0 0 
 
0 −𝑏𝑖𝑗
𝑏𝑏 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑒𝑗
𝑐  0 −𝑔𝑖𝑗
𝑏𝑐  0 0 0 0 
 
0 −𝑏𝑖𝑗
𝑏𝑐 0 0 0 0 
𝜕𝑃ij
c
𝜕𝑒𝑗
𝑎 0 0 −𝑔𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 −𝑏𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑃ij
c
𝜕𝑒𝑗
𝑏
 0 0 −𝑔𝑖𝑗
𝑐𝑏  0 0 0 
 
0 0 −𝑏𝑖𝑗
𝑐𝑏 0 0 0 
𝜕𝑃ij
c
𝜕𝑒𝑗
𝑐  0 0 −𝑔𝑖𝑗
𝑐𝑐  0 0 0 
 
0 0 −𝑏𝑖𝑗
𝑐𝑐 0 0 0 
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑃ij
a
𝜕𝑓𝑖
𝑎 0 𝑏𝑖𝑗
𝑎𝑏 𝑏𝑖𝑗
𝑎𝑐 −𝑏𝑖𝑗
𝑎𝑎 −𝑏𝑖𝑗
𝑎𝑏 −𝑏𝑖𝑗
𝑎𝑐 
 
2𝑔𝑖𝑗
𝑎𝑎 𝑔𝑖𝑗
𝑎𝑏 𝑔𝑖𝑗
𝑎𝑐 −𝑔𝑖𝑗
𝑎𝑎 −𝑔𝑖𝑗
𝑎𝑏 −𝑔𝑖𝑗
𝑎𝑐 
𝜕𝑃ij
a
𝜕𝑓𝑖
𝑏
 −𝑏𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
𝑔𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑃ij
a
𝜕𝑓𝑖
𝑐  −𝑏𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
𝑔𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑓𝑖
𝑎 0 −𝑏𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 𝑔𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑓𝑖
𝑏
 𝑏𝑖𝑗
𝑏𝑎 0 𝑏𝑖𝑗
𝑏𝑐 −𝑏𝑖𝑗
𝑏𝑎 −𝑏𝑖𝑗
𝑏𝑏 −𝑏𝑖𝑗
𝑏𝑐 
 
𝑔𝑖𝑗
𝑏𝑎 2𝑔𝑖𝑗
𝑏𝑏 𝑔𝑖𝑗
𝑏𝑐  −𝑔𝑖𝑗
𝑏𝑎 −𝑔𝑖𝑗
𝑏𝑏  −𝑔𝑖𝑗
𝑏𝑐  
𝜕𝑃ij
b
𝜕𝑓𝑖
𝑐  0 
−𝑏𝑖𝑗
𝑏𝑐 0 0 0 0 
 
0 𝑔𝑖𝑗
𝑏𝑐  0 0 0 0 
𝜕𝑃ij
c
𝜕𝑓𝑖
𝑎 0 0 −𝑏𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 𝑔𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑃ij
c
𝜕𝑓𝑖
𝑏
 0 0 −𝑏𝑖𝑗
𝑐𝑏 0 0 0 
 
0 0 𝑔𝑖𝑗
𝑐𝑏  0 0 0 
𝜕𝑃ij
c
𝜕𝑓𝑖
𝑐  𝑏𝑖𝑗
𝑐𝑎 𝑏𝑖𝑗
𝑐𝑏 0 −𝑏𝑖𝑗
𝑐𝑎 −𝑏𝑖𝑗
𝑐𝑏 −𝑏𝑖𝑗
𝑐𝑐 
 
𝑔𝑖𝑗
𝑐𝑎 𝑔𝑖𝑗
𝑐𝑏  2𝑔𝑖𝑗
𝑐𝑐 −𝑔𝑖𝑗
𝑐𝑎 −𝑔𝑖𝑗
𝑐𝑏  −𝑔𝑖𝑗
𝑐𝑐  
Tabelle 9.11 zweite Ableitung 
𝜕2𝑝𝑖𝑗
𝑎𝑏𝑐
𝜕𝑓𝑖
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an.  
 
 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑃ij
a
𝜕𝑓𝑗
𝑎 𝑏𝑖𝑗
𝑎𝑎 0 0 0 0 0 
 
−𝑔𝑖𝑗
𝑎𝑎 0 0 0 0 0 
𝜕𝑃ij
a
𝜕𝑓𝑗
𝑏
 𝑏𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
−𝑔𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑃ij
a
𝜕𝑓𝑗
𝑐  𝑏𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
−𝑔𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑓𝑗
𝑎 0 𝑏𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 −𝑔𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑃ij
b
𝜕𝑓𝑗
𝑏
 0 𝑏𝑖𝑗
𝑏𝑏 0 0 0 0 
 
0 −𝑔𝑖𝑗
𝑏𝑏  0 0 0 0 
𝜕𝑃ij
b
𝜕𝑓𝑗
𝑐  0 𝑏𝑖𝑗
𝑏𝑐 0 0 0 0 
 
0 −𝑔𝑖𝑗
𝑏𝑐  0 0 0 0 
𝜕𝑃ij
c
𝜕𝑓𝑗
𝑎 0 0 𝑏𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 −𝑔𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑃ij
c
𝜕𝑓𝑗
𝑏
 0 0 𝑏𝑖𝑗
𝑐𝑏 0 0 0 
 
0 0 −𝑔𝑖𝑗
𝑐𝑏  0 0 0 
𝜕𝑃ij
c
𝜕𝑓𝑗
𝑐  0 0 𝑏𝑖𝑗
𝑐𝑐 0 0 0 
 
0 0 −𝑔𝑖𝑗
𝑐𝑐  0 0 0 
Tabelle 9.12 zweite Ableitung 
𝜕2𝑝𝑖𝑗
𝑎𝑏𝑐
𝜕𝑓𝑗
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an.  
 
  
Anhang 
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑄ij
a
𝜕𝑒𝑖
𝑎  −2𝑏𝑖𝑗
𝑎𝑏 −𝑏𝑖𝑗
𝑎𝑏 −𝑏𝑖𝑗
𝑎𝑐 𝑏𝑖𝑗
𝑎𝑎 𝑏𝑖𝑗
𝑎𝑏 𝑏𝑖𝑗
𝑎𝑐 
 
0 −𝑔𝑖𝑗
𝑎𝑏 −𝑔𝑖𝑗
𝑎𝑐 𝑔𝑖𝑗
𝑎𝑎 𝑔𝑖𝑗
𝑎𝑏 𝑔𝑖𝑗
𝑎𝑐 
𝜕𝑄ij
a
𝜕𝑒𝑖
𝑏
 −𝑏𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
𝑔𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑄ij
a
𝜕𝑒𝑖
𝑐  −𝑏𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
𝑔𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑒𝑖
𝑎  0 −𝑏𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 𝑔𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑒𝑖
𝑏
 −𝑏𝑖𝑗
𝑏𝑎 −2𝑏𝑖𝑗
𝑏𝑏 −𝑏𝑖𝑗
𝑏𝑐 𝑏𝑖𝑗
𝑏𝑎 𝑏𝑖𝑗
𝑏𝑏 𝑏𝑖𝑗
𝑏𝑐 
 
−𝑔𝑖𝑗
𝑏𝑎 0 −𝑔𝑖𝑗
𝑏𝑐  𝑔𝑖𝑗
𝑏𝑎 𝑔𝑖𝑗
𝑏𝑏  𝑔𝑖𝑗
𝑏𝑐  
𝜕𝑄ij
b
𝜕𝑒𝑖
𝑐  0 
−𝑏𝑖𝑗
𝑏𝑐 0 0 0 0 
 
0 𝑔𝑖𝑗
𝑏𝑐  0 0 0 0 
𝜕𝑄ij
c
𝜕𝑒𝑖
𝑎  0 0 −𝑏𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 𝑔𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑄ij
c
𝜕𝑒𝑖
𝑏
 0 0 −𝑏𝑖𝑗
𝑐𝑏 0 0 0 
 
0 0 𝑔𝑖𝑗
𝑐𝑏  0 0 0 
𝜕𝑄ij
c
𝜕𝑒𝑖
𝑐  −𝑏𝑖𝑗
𝑐𝑎 −𝑏𝑖𝑗
𝑐𝑏 −2𝑏𝑖𝑗
𝑐𝑐 𝑏𝑖𝑗
𝑐𝑎 𝑏𝑖𝑗
𝑐𝑏 𝑏𝑖𝑗
𝑐𝑐 
 
−𝑔𝑖𝑗
𝑐𝑎 −𝑔𝑖𝑗
𝑐𝑏  0 𝑔𝑖𝑗
𝑐𝑎 𝑔𝑖𝑗
𝑐𝑏  𝑔𝑖𝑗
𝑐𝑐  
Tabelle 9.13 zweite Ableitung 
𝜕2𝑄𝑖𝑗
𝑎𝑏𝑐
𝜕𝑒𝑖
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an.  
 
 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑄ij
a
𝜕𝑒𝑗
𝑎  𝑏𝑖𝑗
𝑎𝑎 0 0 0 0 0 
 
−𝑔𝑖𝑗
𝑎𝑎 0 0 0 0 0 
𝜕𝑄ij
a
𝜕𝑒𝑗
𝑏
 𝑏𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
−𝑔𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑄ij
a
𝜕𝑒𝑗
𝑐  𝑏𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
−𝑔𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑒𝑗
𝑎  0 𝑏𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 −𝑔𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑒𝑗
𝑏
 0 𝑏𝑖𝑗
𝑏𝑏 0 0 0 0 
 
0 −𝑔𝑖𝑗
𝑏𝑏  0 0 0 0 
𝜕𝑄ij
b
𝜕𝑒𝑗
𝑐  0 𝑏𝑖𝑗
𝑏𝑐 0 0 0 0 
 
0 −𝑔𝑖𝑗
𝑏𝑐  0 0 0 0 
𝜕𝑄ij
c
𝜕𝑒𝑗
𝑎  0 0 𝑏𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 −𝑔𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑄ij
c
𝜕𝑒𝑗
𝑏
 0 0 𝑏𝑖𝑗
𝑐𝑏 0 0 0 
 
0 0 −𝑔𝑖𝑗
𝑐𝑏  0 0 0 
𝜕𝑄ij
c
𝜕𝑒𝑗
𝑐  0 0 𝑏𝑖𝑗
𝑐𝑐 0 0 0 
 
0 0 −𝑔𝑖𝑗
𝑐𝑐  0 0 0 
Tabelle 9.14 zweite Ableitung 
𝜕2𝑄𝑖𝑗
𝑎𝑏𝑐
𝜕𝑒𝑗
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an.  
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 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑄ij
a
𝜕𝑓𝑖
𝑎  0 𝑔𝑖𝑗
𝑎𝑏 𝑔𝑖𝑗
𝑎𝑐 −𝑔𝑖𝑗
𝑎𝑎 −𝑔𝑖𝑗
𝑎𝑏 −𝑔𝑖𝑗
𝑎𝑐 
 
−2𝑏𝑖𝑗
𝑎𝑏 −𝑏𝑖𝑗
𝑎𝑏 −𝑏𝑖𝑗
𝑎𝑐 𝑏𝑖𝑗
𝑎𝑎 𝑏𝑖𝑗
𝑎𝑏 𝑏𝑖𝑗
𝑎𝑐 
𝜕𝑄ij
a
𝜕𝑓𝑖
𝑏
 −𝑔𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
−𝑏𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑄ij
a
𝜕𝑓𝑖
𝑐  −𝑔𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
−𝑏𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑓𝑖
𝑎  0 −𝑔𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 −𝑏𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑓𝑖
𝑏
 𝑔𝑖𝑗
𝑏𝑎 0 𝑔𝑖𝑗
𝑏𝑐  −𝑔𝑖𝑗
𝑏𝑎 −𝑔𝑖𝑗
𝑏𝑏  −𝑔𝑖𝑗
𝑏𝑐  
 
−𝑏𝑖𝑗
𝑏𝑎 −2𝑏𝑖𝑗
𝑏𝑏 −𝑏𝑖𝑗
𝑏𝑐 𝑏𝑖𝑗
𝑏𝑎 𝑏𝑖𝑗
𝑏𝑏 𝑏𝑖𝑗
𝑏𝑐 
𝜕𝑄ij
b
𝜕𝑓𝑖
𝑐  0 
−𝑔𝑖𝑗
𝑏𝑐  0 0 0 0 
 
0 −𝑏𝑖𝑗
𝑏𝑐 0 0 0 0 
𝜕𝑄ij
c
𝜕𝑓𝑖
𝑎  0 0 −𝑔𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 −𝑏𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑄ij
c
𝜕𝑓𝑖
𝑏
 0 0 −𝑔𝑖𝑗
𝑐𝑏  0 0 0 
 
0 0 −𝑏𝑖𝑗
𝑐𝑏 0 0 0 
𝜕𝑄ij
c
𝜕𝑓𝑖
𝑐  𝑔𝑖𝑗
𝑐𝑎 𝑔𝑖𝑗
𝑐𝑏  0 −𝑔𝑖𝑗
𝑐𝑎 −𝑔𝑖𝑗
𝑐𝑏  −𝑔𝑖𝑗
𝑐𝑐  
 
−𝑏𝑖𝑗
𝑐𝑎 −𝑏𝑖𝑗
𝑐𝑏 −2𝑏𝑖𝑗
𝑐𝑐 𝑏𝑖𝑗
𝑐𝑎 𝑏𝑖𝑗
𝑐𝑏 𝑏𝑖𝑗
𝑐𝑐 
Tabelle 9.15 zweite Ableitung 
𝜕2𝑄𝑖𝑗
𝑎𝑏𝑐
𝜕𝑓𝑖
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an.  
 
 𝜕𝑒𝑖
𝑎 𝜕𝑒𝑖
𝑏 𝜕𝑒𝑖
𝑐 𝜕𝑒𝑗
𝑎 𝜕𝑒𝑗
𝑏 𝜕𝑒𝑗
𝑐  𝜕𝑓𝑖
𝑎 𝜕𝑓𝑖
𝑏  𝜕𝑓𝑖
𝑐  𝜕𝑓𝑗
𝑎 𝜕𝑓𝑗
𝑏  𝜕𝑓𝑗
𝑐  
𝜕𝑄ij
a
𝜕𝑓𝑗
𝑎  𝑔𝑖𝑗
𝑎𝑎 0 0 0 0 0 
 
𝑏𝑖𝑗
𝑎𝑎 0 0 0 0 0 
𝜕𝑄ij
a
𝜕𝑓𝑗
𝑏
 𝑔𝑖𝑗
𝑎𝑏 0 0 0 0 0 
 
𝑏𝑖𝑗
𝑎𝑏 0 0 0 0 0 
𝜕𝑄ij
a
𝜕𝑓𝑗
𝑐  𝑔𝑖𝑗
𝑎𝑐 0 0 0 0 0 
 
𝑏𝑖𝑗
𝑎𝑐 0 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑓𝑗
𝑎  0 𝑔𝑖𝑗
𝑏𝑎 0 0 0 0 
 
0 𝑏𝑖𝑗
𝑏𝑎 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑓𝑗
𝑏
 0 𝑔𝑖𝑗
𝑏𝑏  0 0 0 0 
 
0 𝑏𝑖𝑗
𝑏𝑏 0 0 0 0 
𝜕𝑄ij
b
𝜕𝑓𝑗
𝑐  0 𝑔𝑖𝑗
𝑏𝑐  0 0 0 0 
 
0 𝑏𝑖𝑗
𝑏𝑐 0 0 0 0 
𝜕𝑄ij
c
𝜕𝑓𝑗
𝑎  0 0 𝑔𝑖𝑗
𝑐𝑎 0 0 0 
 
0 0 𝑏𝑖𝑗
𝑐𝑎 0 0 0 
𝜕𝑄ij
c
𝜕𝑓𝑗
𝑏
 0 0 𝑔𝑖𝑗
𝑐𝑏  0 0 0 
 
0 0 𝑏𝑖𝑗
𝑐𝑏 0 0 0 
𝜕𝑄ij
c
𝜕𝑓𝑗
𝑐  0 0 𝑔𝑖𝑗
𝑐𝑐  0 0 0 
 
0 0 𝑏𝑖𝑗
𝑐𝑐 0 0 0 
Tabelle 9.16 zweite Ableitung 
𝜕2𝑄𝑖𝑗
𝑎𝑏𝑐
𝜕𝑓𝑗
𝑎𝑏𝑐𝜕𝑥
: die Zeile gibt die Funktion (1. Ableitung), die abgeleitet wird an 
und die Spalte gibt das Differntial, nach dem abgeleitet wird an.  
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9.2  Erstellung von idealen und realen Messwerten 
Unterstation 1 
 
Abbildung 9.1 Knotenleistung an Knoten 1. Negative und Positive Werte bedeuten jeweils, dass die 
Leistungen aus und in dem Knoten fließen. Volllinien stehen für ideale Leistungen 
und punktierte Linien entsprechen realen Leistungen, die sich aus der Summe der ide-
alen Leistungen und der Abweichungen ergeben 
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Abbildung 9.2 Leitungsleistung von Knoten 1 zu Knoten 2. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1. 
 
 
Abbildung 9.3 Leitungsleistung von Knoten 1 zu Knoten 4. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1. 
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Abbildung 9.4 Leitungsleistung von Knoten 1 zu Knoten 11. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1. 
 
Unterstation 5 
 
Abbildung 9.5 Knotenleistung an Knoten 5. Negative und Positive Werte bedeuten jeweils, dass die 
Leistungen aus und in dem Knoten fließen. Volllinien und punktierte Linien haben die 
gleiche Bedeutung wie in der Abbildung 9.1. 
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Abbildung 9.6 Leitungsleistung von Knoten 5 zu Knoten 6. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1. 
 
 
Abbildung 9.7 Leitungsleistung von Knoten 5 zu Knoten 8. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1. 
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Abbildung 9.8 Leitungsleistung von Knoten 5 zu Knoten 4. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1. 
 
Unterstation 9 
 
Abbildung 9.9 Knotenleistung an Knoten 9. Negative und Positive Werte bedeuten jeweils, dass die 
Leistungen aus und in dem Knoten fließen. Volllinien und punktierte Linien haben die 
gleiche Bedeutung wie in der Abbildung 9.1. 
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Abbildung 9.10 Leitungsleistung von Knoten 9 zu Knoten 10. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1. 
 
 
Abbildung 9.11 Leitungsleistung von Knoten 9 zu Knoten 15. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1. 
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Unterstation 12 
 
Abbildung 9.12 Knotenleistung an Knoten 12. Negative und Positive Werte bedeuten jeweils, dass die 
Leistungen aus und in dem Knoten fließen. Volllinien und punktierte Linien haben die 
gleiche Bedeutung wie in der Abbildung 9.1. 
 
 
Abbildung 9.13 Leitungsleistung von Knoten 12 zu Knoten 11. Volllinien und punktierte Linien haben 
die gleiche Bedeutung wie in der Abbildung 9.1.  
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9.3 Beispiel zur Analyse der Beobachtbarkeit aus Kapitel 
4.4 
-1 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 -1 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 -1 2 -1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 -1 3 -1 0 0 0 0 0 -1 0 0 0 0 0 0 -1 3 -1 0 0 0 0 0 -1 0 0 0 0 
-1 0 0 0 0 0 0 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 2 -1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 -1 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 -1 2 -1 0 0 0 0 0 0 
0 0 0 0 0 -1 0 0 0 0 2 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 2 0 0 0 -1 0 
0 0 0 0 -1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 -1 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 -1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 1 0 0 
0 0 0 0 0 0 0 0 0 0 -1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 1 
-1 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 -2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 -1 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 1 -2 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 -1 3 -1 0 0 0 0 0 -1 0 0 0 0 0 0 1 -3 1 0 0 0 0 0 1 0 0 0 0 
-1 0 0 0 0 0 0 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 -2 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 -1 2 -1 0 0 0 0 0 0 0 0 0 0 0 0 1 -2 1 0 0 0 0 0 0 
0 0 0 0 0 -1 0 0 0 0 2 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 -2 0 0 0 1 0 
0 0 0 0 -1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 -1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 -1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -1 0 0 
0 0 0 0 0 0 0 0 0 0 -1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 -1 0 
0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 -1 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 -1 
0 0 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 
0 0 0 -1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 1 
0 0 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 1 0 0 0 0 0 0 
0 0 0 -1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 
Tabelle 9.17 vereinfachte Jacobi-Matrix des Beispielsnetzes in Abbildung 4.7 
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2,69 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 2,69 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1,73 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 1,73 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Tabelle 9.18 Matrix 𝑺σ von der vereinfachten Jacobi-Matrix des Beispielsnetzes in Abbildung 4.7. Die 
Elemente 𝜎1, 𝜎2 … 𝜎25 in der Diagonale sind nicht null. Es bedeutet, der Rang der Jacobi-
Matrix in Tabelle 9.17 ist 25. 
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0 0 0 0 0 0 
0,06 0,03 0,05 0,01 -0,15 -0,06 
0,12 0,07 0,1 0,02 -0,3 -0,12 
0,12 0,07 0,1 0,02 -0,3 -0,12 
0,12 0,07 0,1 0,02 -0,3 -0,12 
0,12 0,07 0,1 0,02 -0,3 -0,12 
-0,63 0,33 0,5 -0,03 0,17 -0,47 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0,12 0,07 0,1 0,02 -0,3 -0,12 
0,12 0,07 0,1 0,02 -0,3 -0,12 
0,26 -0,25 0,13 0,18 0,24 -0,31 
0,26 -0,25 0,13 0,18 0,24 -0,31 
0,12 0,07 0,1 0,02 -0,3 -0,12 
0,26 -0,25 0,13 0,18 0,24 -0,31 
0,1 0,13 0,02 -0,04 0,07 0,01 
0,2 0,27 0,05 -0,08 0,14 0,03 
0,2 0,27 0,05 -0,08 0,14 0,03 
0,2 0,27 0,05 -0,08 0,14 0,03 
0,2 0,27 0,05 -0,08 0,14 0,03 
-0,1 0,39 -0,52 0,72 0 -0,2 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0,2 0,27 0,05 -0,08 0,14 0,03 
0,2 0,27 0,05 -0,08 0,14 0,03 
0 0 0,33 0,33 0 0,33 
0 0 0,33 0,33 0 0,33 
0,2 0,27 0,05 -0,08 0,14 0,03 
0 0 0,33 0,33 0 0,33 
Tabelle 9.19 Die 26-te bis 31-te Spalte von Matrix V. Alle Elemente in den Zeilen 1, 8, 9, 10, 23, 24, 
25 von den Spalten 𝑣26, 𝑣27, 𝑣28, 𝑣29, 𝑣30, 𝑣31 sind null. Nach der Aussage von Kapitel 
4.3.2 sind die Zustände 1, 8, 9, 10, 23, 24, 25 beobachtbar. 
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2 -1 0 0 0 0 0 0 2 -1 0 0 0 0 0 0 
0 -1 2 -1 0 0 0 0 0 -1 2 -1 0 0 0 0 
0 0 -1 3 -1 0 0 -1 0 0 -1 3 -1 0 0 -1 
0 0 0 0 -1 2 -1 0 0 0 0 0 -1 2 -1 0 
0 0 0 -1 0 0 0 1 0 0 0 -1 0 0 0 1 
0 0 0 0 0 -1 1 0 0 0 0 0 0 -1 1 0 
2 -1 0 0 0 0 0 0 -2 1 0 0 0 0 0 0 
0 -1 2 -1 0 0 0 0 0 1 -2 1 0 0 0 0 
0 0 -1 3 -1 0 0 -1 0 0 1 -3 1 0 0 1 
0 0 0 0 -1 2 -1 0 0 0 0 0 1 -2 1 0 
0 0 0 -1 0 0 0 1 0 0 0 1 0 0 0 -1 
0 0 0 0 0 -1 1 0 0 0 0 0 0 1 -1 0 
0 0 -1 1 0 0 0 0 0 0 -1 1 0 0 0 0 
0 0 -1 1 0 0 0 0 0 0 1 -1 0 0 0 0 
Tabelle 9.20 vereinfachtere Jacobi-Matrix vom Anteil {2, 3, 4, 5, 6, 11, 12, 15} des Beispielsnetzes in 
Abbildung 4.7 
 
