In this paper, we study entire solutions for a multi-type SIS nonlocal epidemic model in R or Z. The existence and asymptotic behavior of spatially independent solutions are first established. Some new entire solutions are then constructed by combining traveling wave fronts with different speeds and a spatially independent solution. From the viewpoint of epidemiology, the results provide some new spread ways of the epidemic.
Introduction
Due to the significant applications in several subjects, the problem on traveling wave solutions is an important issue in the study of various evolution equations. Another important topic in those equations is the interaction of traveling wave solutions, which is crucially related to the pattern formation problem, we refer to [1] [2] [3] for more details. Mathematically, this phenomenon can be described by the so-called entire solutions that are defined for all time t ∈ R and for all space points. Recently, there have been many works devoted to the interaction of traveling wave fronts and the entire solutions; see e.g., [4] [5] [6] [7] [8] [9] [10] [11] [12] for reaction-diffusion equations without delay, [13] [14] [15] for reaction-diffusion equations with nonlocal delay, [16, 17] for delayed lattice differential equations with global interaction, [18, 19] for nonlocal dispersal equations, [20] [21] [22] for a two-component Lotka-Volterra competition-diffusion system and [23] for a reaction-diffusion system modeling man-environment-man epidemics.
In order to consider the spatial spread of a deterministic epidemic in multi-types of population, Rass and Radcliffe [24] presented the nonlocal epidemic model:
and its spatially discrete version:
where x ∈ R, j ∈ Z, t ∈ R, u i (x, t) (or u i,j (t)) is the proportion of individuals for the ith population at position x (or j) who are infectious at time t, µ i ≥ 0 is the combined death/emigration/recovery rate for infectious individuals, σ k ≥ 0 is the population size of the kth population, β i,k ≥ 0 is the infection rate of a type i susceptible by a type k infectious individual, and p i,k is the corresponding contact distribution. For more details about biological meaning, we refer to [24] [25] [26] . In [24, Chapter 8] , Rass and Radcliffe analyzed completely the global dynamics of the spatially homogeneous m-dimensional system associated with (1.1) and (1.2). Weng and Zhao [25] and Zhang and Zhao [26] further considered the spreading speeds and traveling wave fronts of (1.1) and (1.2), respectively. However, the issue of the interaction of traveling wave fronts for such nonlocal systems is still open. In this paper, we consider the interaction of traveling wave fronts for systems (1.1) and (1.2) and establish some new entire solutions to describe the phenomenon. From the viewpoint of epidemiology, this provides a new spread way of the epidemic. For system (1.1), similar to [25] , we make the following assumptions: 
where 
and for any c > c * , there exists a unique
Furthermore, one can obtain from the argument of [25] that (i) for every c ≥ c * , (1.1) admits a non-decreasing traveling wave front Φ c (x + ct) = (φ c,1 (x + ct), . . . , φ c,m (x + ct)) satisfying Φ c (−∞) = 0 and Φ c (+∞) = K; and (ii) for any c > c * ,
As mentioned above, there were many results on entire solutions for scalar evolution equations. But little has been done for systems of equations except the works of [20] [21] [22] [23] , where the existence of entire solutions for some specific twocomponent reaction-diffusion model systems has been established by using comparison principle and constructing a pair of super-and subsolutions. However, it seems difficult, if not impossible, to construct appropriate supersolutions for the m-component nonlocal systems (1.1) and (1.2). To overcome the difficulty, we shall extend the method used in [9] for a scalar KPP equation to the m-component systems (1.1) and (1.2).
More precisely, the idea is to study the solutions u n (x, t) and u n j (t) of Cauchy problems for (1.1) and (1.2) starting at times −n(n ∈ N) with appropriate initial conditions, respectively. By constructing subsolutions and appropriate upper estimates, some new entire solutions satisfying some properties are obtained by passing the limit n → ∞. Although our method is similar to the work [9] for the scalar KPP equation, the technique details are different from those in [9] . For example, for the nonlocal system (1.1), since a lack of regularizing effect occurs, the sequence functions {u n (x, t)} are not smooth enough with respect to x, and hence its convergence is not ensured. To obtain a convergent subsequence, we have to make {u n (x, t)} possess a property which is similar to a global Lipschitz condition with respect to x (Lemma 3.4). For this, we impose the following assumption:
(C 4 ) µ ≫ 0 and there exists L > 0 such that for any η > 0, 
For convenience, we also define max{w 1 , w 2 ,
Our main result on the entire solutions of (1.1) are as follows. 
where Γ (t) is the spatially independent solution of (1.1) given in Theorem 2.4 and
Here, Q c = inf
Furthermore, the following statements hold.
N,a for any N, a ∈ R and converges to
For χ = 1, we denote the entire solution obtained in Theorem 1.1 by U Γ (x, t). Clearly, the entire solutions U Γ (x, t) and U c 1 ,c 2 ,h 1 ,h 2 (x, t) given in Theorem 1.1 are completely different, because they have different decay rates when t tends to minus infinity according to the assertions (iv) and (v) and Lemma 2.1.
To obtain the existence and qualitative properties of entire solutions for (1.2). We replace the condition (C 1 ) with its discrete version (C
Under the assumptions (C ′ 1 ), (C 2 ) and (C 3 ), it is easy to see that system (1.2) also has exactly two spatially homogeneous equilibria 0 and K. For any λ ∈ R, define a matrixĀ(λ) = (Ā i,k (λ)) m×m , wherē
SinceĀ(λ) is cooperative and irreducible,M(λ) := max{ℜα : det(αI −Ā(λ)) = 0} is a simple eigenvalue ofĀ(λ) with a strongly positive eigenvector v(λ) = (v 1 (λ), . . . , v m (λ)). By appealing to the theory of spreading speeds and traveling waves for monotone semiflows [28] , it is shown in [26] that there existsc * > 0 andλ * > 0 such that
and for any c >c * , there exists
and Ψ c (+∞) = K for every c ≥c * . Using the monotone iteration technique coupled with the method of upper and lower solutions as in [25] , we can further show that
n in the sense of the topology T if, for any compact set
The following theorem is our result on entire solutions for (1.2).
where Γ (t) is the spatially independent solution of (1.2) given in Theorem 2.4 and
Here, R c = inf
The rest of the paper is organized as follows. In Section 2, we prove the existence and asymptotic behavior of spatially independent solutions connecting 0 and K. We mention that the existence of such solutions can be obtained by using the monotone dynamical systems theory (see e.g., [25] ). However, these results do not give the exponential decay rate of the solution at minus infinity. To overcome the shortcoming, we shall use the standard monotone iteration technique to prove the existence and asymptotic behavior of the spatially independent solutions. Section 3 is devoted to the proof of Theorem 1.1. We first state some existences and comparison theorems, and give some prior estimates on solutions. We also establish a property for the solutions of Cauchy problem of (1.1) which is similar to a global Lipschitz condition with respect to x (Lemma 3.4). Then Theorem 1.1 is proved by using the comparison principle with appropriate subsolutions and upper estimates. In Section 4, we prove Theorem 1.2. We only sketch the outline and prove those different from Theorem 1.1.
Properties of spatially independent solutions
In this section, we consider the spatially independent solutions connecting 0 and K of (1.1) and (1.2), that is, solutions of the spatially homogeneous system
We shall use the standard monotone iteration technique coupled with the method of upper and lower solutions to prove the existence and asymptotic behavior of solutions of (2.1).
Define a matrix A = (A i,k ) m×m , where Proof. We only prove that cλ 1 (c) > λ * for any c > c * , because the other assertion is similar. For any i ̸ = k ∈ {1, . . . , m} and λ > 0, it follows from (C 1 ) that
Similarly, we can show that In what follows, we denote W = [0, 1] m . Let C (R, R m ) be the spaces of continuous real functions on R. Define the
It is easy to verify that each H i (·) is a nondecreasing map from C (R, W ) to C (R, R) with respect to the point-wise ordering.
The following observation is straightforward.
Lemma 2.2. (i)
For any fixed γ ∈ (1, 2], take
as follows:
Proof. Clearly, 0 ≤ φ(t) ≤ φ(t) ≤ K for all t ∈ R. We first show that T (φ)(t) ≥ φ(t) for all t ∈ R. Let t 0 = −
It is easy to see that T (φ) i (t) ≥ 0 for all t ∈ R. Next, we show that
where
Therefore, T (φ)(t) ≥ φ(t) for t ∈ R. Similarly, we can show that T (φ)(t) ≤ φ(t) for all t ∈ R. The proof is complete. Theorem 2.4. Let (C 2 ) and (C 3 ) hold. Then, (2.1) has a non-decreasing solution Γ (t) =  Γ 1 (t), . . . , Γ m (t)  which satisfies
Proof. By using the monotone iteration technique similar to that of [25, Theorem 4.1], we can get a non-decreasing solution
One can easily see that Γ (+∞) = K, lim t→−∞ Γ (t)e −λ * t = v * , Γ ′ (t) ≥ 0, and Γ (t) ≤ e λ * t v * for all t ∈ R. Next, we show that Γ ′ (t) ≫ 0 for all t ∈ R. In view of
we have
≥ 0 for any τ < t.
Suppose for the contrary that there exist i 0 ∈ {1, . . . , m} and t 0 ∈ R such that Γ
which contradicts the fact lim t→−∞ Γ i 0 (t)e
The proof is complete.
Remark 2.5. We mention here that the spatially homogeneous system of (1.2) is also (2.1), and thus λ *
Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. We first state some existences and comparison theorems, and give some prior estimates on solutions. We also establish a property for the solutions of Cauchy problem of (1.1) which is similar to a global Lipschitz condition with respect to x. The technique is inspired by the works of Bates et al. [29] and Li et al. [18] . Finally, Theorem 1.1 is proved by using comparison principle with appropriate subsolutions and upper estimates.
Throughout this section, we always assume (C 1 )-(C 4 ).
Preliminaries
Consider the initial value problem of (1.1)
where x ∈ R, t > τ , τ ∈ R is a given constant. In the following, we denote the solution of (3.1) by u(x, t; ϕ) and u t (x, t) = (
is called an upper solution of (3.1) if it satisfies u t ∈ C (R×[τ , +∞), R m ) and for any x ∈ R and t > τ ,
A lower solution of (3.1) is defined by reversing the inequality.
The following result on the existence and uniqueness of solutions of (3.1) and the comparison principle is a direct correspondence of [25 
The proof of Lemma 3.3 is direct. So we omit it.
As mentioned in the induction, the solution u(x, t; ϕ) of the Cauchy problem (3.1) is not smooth enough with respect to x. We show that u(x, t; ϕ) possess such a property which is similar to a global Lipschitz condition with respect to x under the conditions (C 1 )-(C 4 ). 
where M ′ > 0 is a constant which is independent of τ , ϕ and η.
Proof. For any given η > 0, let w(x, t) = u(x + η, t; ϕ) − u(x, t; ϕ). For simplicity, we denote u(x + η, t; ϕ) and u(x, t; ϕ) by u(x + η, t) and u(x, t), respectively. Clearly,
) and
Simple calculations show that, for x ∈ R and t ≥ τ ,
Similarly, we can show that −w i (x, t) ≤ w i (t) for x ∈ R and t ≥ τ . Therefore, we get
Moreover, for any x ∈ R and t ≥ τ , there holds
} and the assertion holds. The proof is complete.
Lemma 3.5. Take u
for all x ∈ R and t ≥ τ .
Proof.
The proof is similar to that of [25, Theorem 2.2]. We omit it here.
Proof of Theorem 1.1
 be the unique solution of the following initial value problem
where x ∈ R and t > −n, and
is the traveling wavefront of (1.1) for c > c * decided in [25] , and Γ (t) is the solution of (2.1) decided in Theorem 2.4. Furthermore, we denote
The following result gives an appropriate upper estimate of U n (x, t).
Proof. We only prove U n (x, t) ≤ Π χ 1 (x, t) for all x ∈ R and t ≥ −n.
Simple calculations show that
where x ∈ R and t > −n. Take
where Q c is defined in Theorem 1.1. In view of Av * = λ * v * and
it is easy to verify that
where x ∈ R and t > −n. According to Φ c 2 (z) ≤ Q c 2 e λ 1 (c 2 )z v(λ 1 (c 2 )) and Γ (z) ≤ e λ * z v * for all z ∈ R, we have
It then follows from Lemma 3.5 that Z n (x, t) ≤ V (x, t) for all x ∈ R and t ≥ −n, that is,
.
which holds obviously. The proof is complete.
Proof of Theorem 1.1. By Proposition 3.2 and Lemma 3.6, we have
for all x ∈ R and t ≥ −n. Note that the traveling wave Φ c (ξ ) = (φ c,1 (ξ ), . . . , φ c,m (ξ )) of (1.1) satisfies the wave profile
Following from (3.4) and (2.1), we have that
for all t ∈ R. Consequently, there exists a constant M > 0 such that for any η > 0, sup x∈R ∥ϕ n (x + η) − ϕ n (x)∥ ≤ Mη. It follows from Lemma 3.4 that there exists a constant M ′ > 0, independent of n, such that for any η > 0, 
The limit function is unique, whence all of the functions U n (x, t) converge to the function U(x, t) in T as n → +∞. Clearly, U(x, t) is an entire solution of (1.1) satisfying (1.5). Now we prove the assertion (i). Since lim n→+∞ U n (x, t) = U(x, t) and lim n→+∞ U n (x + η, t) = U(x + η, t), it follows from (3.5) that
′ and the assertion follows. Next, we prove the assertion (ii). Since U 
(3.6)
Suppose for the contrary that there exist i 0 ∈ {1, . . . , m} and (
The assertion (iv) follows from Lemma 2.1 and (1.5). Moreover, using (1.5), the proofs for (iii), (v)-(vii), and (xi) in Theorem 1.1 are straightforward and thus omitted.
We now prove (viii). We first show that the statement (c) holds. For simplicity, we denote U c 1 ,c 2 ,h 1 ,h 2 ,h 3 (x, t) by U(x, t; h 3 )  and denote U c 1 ,c 2 ,h 1 ,h 2 (x, t) by U(x, t; −∞), respectively. For χ ∈ {0, 1}, we denote ϕ n (x) by ϕ n (x) χ and U n (x, t) by
where x ∈ R and t > −n. Note that
It then follows from Proposition 3.
which implies that U(x, t; h 3 ) converges to U(x, t; −∞) as h 3 → −∞ uniformly on (x, t) ∈ R × (−∞, a] for any a ∈ R.
For any sequence h n 3 with h n 3 → −∞ as n → +∞, the functions U(x, t; h n 3 ) converge to a solution of (1.1) (up to extraction of some subsequence) in T , which turns out to be U(x, t; −∞). The limit does not depend on the sequence h n 3 , whence all of the functions U(x, t; h 3 ) converge to U(x, t; −∞) in T as h 3 → −∞. Similarly, we can show that (a) and (b) hold.
The proof of the assertion (ix) is similar to that of (viii). So we omit it here.
Finally, we prove (x). We first claim that cλ 1 (c) is decreasing in c ∈ [c * , +∞). Let g(λ) = M(λ)/λ for λ > 0. From [28, Lemma 3.7] , M(λ) is convex. Using the convexity of the function M, we can show that if g(λ 1 ) = g(λ 2 ) = γ > c * for some 0 < λ 1 < λ 2 < λ * , then M(λ) ≥ γ λ for λ ≥ λ 2 , whence g(λ * ) ≥ γ > c * which is a contradiction. From this, it is easy to show that the function g is decreasing in (0, λ * ] which implies that λ 1 (c) is decreasing for c ∈ [c * , +∞). We omit the details.
The proof of Theorem 1.1 is complete now.
Proof of Theorem 1.2
The proof of Theorem 1.2 is similar to that of Theorem 1.1. We only sketch the outline and prove those different from Theorem 1. where j ∈ Z, t > τ , τ ∈ R is a given constant. 
