Wearable sensor systems will soon become part of the available medical tools for remote and long term physiological monitoring. However, the set of variables involved in the performance of these systems are usually antagonistic, and therefore the design of usable wearable systems in real clinical applications entails a number of challenges that have to be addressed first. This paper describes a method to optimise the design of these systems for the specific application of cardiac monitoring. The method proposed is based on the selection of a subset of 5 design variables, sensor contact, location, and rotation, signal correlation, and patient comfort, and 2 objective functions, functionality and wearability. These variables are optimised using linear and nonlinear models to maximise those objective functions simultaneously. The methodology described and the results achieved demonstrate that it is possible to find an optimal solution and therefore overcome most of the design barriers that prevent wearable sensor systems from being used in normal clinical practice.
Introduction
Wearable Monitoring Systems (WMS) refer to the miniaturised ICT systems that are embedded in user's clothing and are devised to collect and transmit biomedical signals seamlessly and unobtrusively. The adoption of such systems is expected to grow significantly in the coming years due to the recent advances on electronics, new long term physiological monitoring requirements, and healthcare costs reduction needs. A myriad of such systems has already been described in the scientific literature [1, 2] , addressing a disparity of pathologies and clinical frameworks. Nevertheless, the design of suitable and usable WMS remains a challenge due to the number of technical and medical issues they are still faced with [3, 4] : (i) Size, weight, cost, and power consumption.
(ii) Data availability and security, interoperability, privacy, dependability, and connectivity.
(iii) User comfort, wearability, man-machine interaction, safety, user, and healthcare convenience [5] .
Among all the possible physiological monitoring applications of WMS, detection and management of cardiac conditions during daily activities are probably the most important and most studied one. Cardiovascular disease risk assessment requires continuous long term monitoring for accurate diagnosis and treatment management. WMS very well suit these needs, and with heart diseases being among the most widespread, yet preventable and costly health problems in the developed countries, investment in WMS will pay off. Heart failure is one of the leading causes of mortality, disability, hospitalization, and overall health care-related costs [6] .
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However, the advent of ubiquitous physiological WMS for cardiac pathologies is also constrained by the issues stated above. There are a number of conflicting and competing WMS features, and in order to achieve a successful clinical introduction and operation of these systems, an efficient management and optimisation scheme of the interactions among these conflicting features has to be achieved. This paper introduces a methodological approach for selecting the most appropriate WMS configuration for cardiac activity monitoring. It is based on a multiobjective framework, using regression models to define the cost functions from the design variable space: skin contact, sensor location, sensor rotation, correlation, and comfort. The objective functions chosen were functionality and wearability, as a trade-off between computational cost and performance.
Several works have been developed recently, aiming at addressing the automated WMS design. Thus, the construction of WSM prototypes is carried out in [7] [8] [9] [10] [11] , using a set of design variables previously fixed. Besides, the set of adopted variables in some cases is given through very particular models, which may restrain their generalisation to different applications. However, their major limitation is that they do not carry out an optimisation stage to confront conflicting design architectures to deal better with heterogeneous systems consisting of different sorts of components or with communication aspects. On the other hand, two works make significant efforts to automatize the optimised design of WSM applications. In [12, 13] , the focus is on codification of the specific wearable design criteria (including functionality and wearability) into formal metrics to be further included within an appropriate optimisation framework. The biggest restriction they may face in real-world applications is the linear fitting of cost functions they assume. As a matter of fact, the interaction between so wide-nature variables of design barely can be related as linear.
Methods for building the optimisation objectives from the design variable space can be divided into two categories: analytic and heuristic. The analytic methods are grounded in mathematical formalisms to represent knowledge concerning the underlying physical processes as described in [14] [15] [16] [17] . The analytical formulation provides a more accurate picture of the relationships between constraints and multiobjective statements, but it can only handle a very few design variables due to the complexity of the physical processes involved. Furthermore, they exhibit poor scalability, making the addition of new variables difficult.
On the contrary, the knowledge-based methods rely on informal models, given as a set of intuitive rules, and are particularly valuable when there is not enough quantitative information. Heuristic methods have been used for assembling cost functions from variable spaces in applications from different backgrounds. For example, a single cost optimisation scheme is presented in [18] as a sum of the cost functions computed by multicolony ant algorithms for beams and columns in reinforced concrete buildings. In [19] , a game tree search algorithm and Heuristic Route Planning are proposed for a multiobjective discretised control problem. In [20] , a branch-and-bound based conflict driven clause learning algorithm is used for optimally solving minimum cost problems. In [21] , a fast human-in-the-loop path planning strategy is proposed based on a cloud model using fuzzy and probability principles. This paper uses a heuristic approach that better matches the needs and available know-how in the cardiac WMS realm. We studied two multivariate regression models (linear and nonlinear) to encompass several input observations and more than one output variable (real-valued and categorical). We employed Feedforward Neural Networks (FNNs) for nonlinear regression modelling due to their strong ability to approximate complex mappings directly from the input samples [22] . There was more than one global optimisation design goal (objective function), each of which may have an uncooperative self-optimal decision. To cope with this issue, the solution of the multiobjective optimisation (MOOP) setup proposed is represented by a set of efficient points (Pareto optimal set), which included all decision vectors in which the corresponding objective vector could not be further improved in any dimension without degradation in another one [23] . However, the complexity of MOOP tasks turns out to be more significant as the size of the problem grows, namely, as the number of objective functions and dimension of the search space increase [24] . In the case of WMS, the MOOP-based solutions rely on empirical procedures (trial and error guessing) and experience of designers. These tasks are too demanding to be performed manually, but too complex to be carried out automatically [25] . Therefore, we propose a more efficient and scalable MOOP tool that can be of great benefit in cardiac WMS, especially when the optimisation tasks become more complex. In order to compute a solution for the MOOP, a genetic algorithm (GA) was used. For validation purposes, we carried out a set of experiments, using the proposed design variables, on 12 healthy volunteers aged between 20 and 30 years. The results show that the nonlinear regression modeling of the cost functions provides a better fitting, allowing the WSM layout design to reach an optimal trade-off between the two objective functions analysed: functionality and wearability. Therefore, our proposed methodology extends existing basic design approaches to their automated version that may be performed as a further stage to improve this class of approaches. Besides, our approach allows experimentally modeling the cost function space in a linear or nonlinear way, to fulfill more realistic conditions of design.
The remainder of this paper is organised as follows. In Section 2, we describe the set of candidate design variables, the objective function definition process based on regression modelling, and the MOOP framework employed. In Section 3, we describe a realistic study case and detail the results on performance evaluation of the WMS. Next, Section 4 provides a brief discussion about the implications of the experimental results on the WMS design. Finally, the paper ends with some concluding remarks in Section 5.
Methods
Objective functions MOOP Figure 1 : General framework for the proposed WMS optimisation. From the design variable space, a subset is selected and quantified. Then, applying regression modelling, the objective functions are defined. Finally, an optimal solution is found using evolutionary algorithms. The first two concurring stages relate to defining the available objective functions that must be modelled by means of a feasible design variable set. This definition exerts the greatest influence on the MOOP task performance, and, therefore, it is of paramount importance to achieve an effective WMS layout. The objective functions must include the domain plurality of the modelling variables (quantitative and categorical), and the decision variable domains must satisfy the assumed set of constraints. Although the individual modelling of subsystems may be more suitable in some cases, the overall WSM layout relies on the efficient integration of a larger amount of decision variables. The following subsections describe the model implementation proposed for an efficient cardiac WSM scheme.
Objective Functions.
A detailed list of the objective functions and their meaning that have been widely recommended for the design of WMS is shown in Table 1 . This information has been obtained after an extensive review of the related scientific literature.
Although the number of WSM objective functions suggested in literature is large enough, each one is usually modeled employing its own set of design variables, making the incorporation of more extensive design spaces very expensive. For the sake of a reasonable cost implementation, we validate our proposed approach using just two available cost functions : functionality (termed 1 ) and wearability ( 2 ). Based on the same ground, many studies have been carried out mainly using both design variables as seen in Table 1 . Representative examples of their use for wearable sensor systems include [8-10, 12, 13, 28, 29, 37] . It is worth noting that the proposed approach of multiobjective design devoted to wearable sensor systems for electrocardiogram monitoring is so flexible that it can be extended to other feasible design spaces without substantial changes.
The variable subset is selected as to include each measuring principle for WMS design: hardware sensors, data processing, and communications and interaction with the user. Therefore, the variable subset is chosen based on the expected influence on the objective functions 1 ( ) and 2 ( ). In the particular case of ECG monitoring, the constraints reflecting where sensors can gather useful information about the human body and the constraints of wearability should be strongly considered [37] . Moreover, the following variables have been reported as having a substantial influence on the ECG measurement: sensor location [12, 30, 33, 38] , the electrode-skin contact [30, 38, 39] , and signal quality [13, 28, 30] . Despite this reported importance, a close relationship Table 2 : List of the frequently reported variables relating to each measuring principle for WMS design.
Hardware
Processing Interaction
Size (volume) [7, 13, 28, [30] [31] [32] [33] [34] [35] Latency [12, 13] Skin irritation [8] Weight [7-9, 12, 13, 28, 30, 31, 33-35] Processing power and computational cost [16, 30, 32] Comfort, thermal aspects, heat dissipation [8-13, 30, 31, 33] Electrical resistance [8, 30] Security and privacy [8, 30, 31] User Interface [11, [30] [31] [32] Stiffness and flexural endurance [8, 30] Communication channels, networking [7, 8, 13, 30, 31, 34] Weather [11, 30] Fluid repellency [28, 40] Storage capacity and memory [7, 10] Need for survival and medical prescriptions [30, [41] [42] [43] Magnetic shielding and radiation concerns [8, 13, 28, 30] Dynamic voltage scaling techniques and power modes [16, 30] Aesthetics and form language [9, 12, 13, 30, 33, 35] Stretchability [8, 30] Sensor resolution [13, 30] Skin contact quality body fit [9, 11, 13, 28, 30, 31, 33, 35, 38] Sensitivity to changes in R-S interval [30, 39] Sensor location and body placement [12, 30, 33, 38] Correlation and mutual information with reference signals [13, 28, 30] Sensor rotation [30] Sampling rate/sampling frequency [16, 30] between them remains an open issue. Therefore, the hardware variables chosen for final design variable set are skin contact (termed 1 ), sensor location ( 2 ), and sensor rotation ( 3 ).
Correlation ( 4 ) is selected from the group of processing variables, as an indicator of the quality of the signal. Finally, comfort ( 5 ) is taken as a measure of human perception (interaction variable).
Design Variables.
A detailed list of the most frequently used WSM design variables is shown in Table 2 . They are grouped according to their role in the WMS: hardware sensors, data processing and communications, and interaction with the user. As in the previous case, this information has been obtained after an extensive review of the related scientific literature. It is not advisable to enter all of these variables into the MOOP method for practical reasons. The design variable subset should be selected according to some optimisation criteria [44] . In this work, the variable subset was chosen based on the expected influence on the objective functions
Objective Functions Regression Modelling.
Regression modelling is proposed as the method to quantify the relationship between the design variable set and the objective functions of the WMS, f( ). We propose two modelling schemes based on linear and nonlinear techniques in order to compare their performance. All the regression models are multivariate, comprising several input observations and more than one outcome variable. In addition, they can handle realvalued and categorical variables.
Linear Regression Modelling.
The objective of this modelling is to predict a response function from the design explanatory set by finding a particular linear relationship = ( | ) that should correlate maximally with (usually, by minimizing the sum of squared deviations), where (⋅) is a scalar-valued estimator and is a vector holding the corresponding model parameters. In particular, we assume the explanatory vector consisting of = + variables, with real variables ∈ R, = 1, . . . , and categorical variables ∈ {1, . . . , }, = 1, . . . , , where is the number of categories on the th variable. Thus, the following linear regression model is considered [45] :
∈ R is the vector of the coefficients associated with real variables to the output function , ∈ R are the coefficients related to the th category of variable, ∈ R is the vector of the interaction coefficients between real variables and categorical variables, and ∈ R is a constant vector.
Nonlinear Regression Modelling.
In this case, heuristic learning algorithms identify multiple levels of representation (explanatory factors), with higher-level features representing more abstract aspects of the data. Specifically, we use a FNN that is a function : R → R that maps nonlinearly the objectives into the conflicting functions as follows [46] :
where b ∈ R 1× z is the bias vector, z is the number of units in the layer, = 0, . . . , ( being the network depth), W ∈ R × z is the weighting matrix connecting the hidden layer with the hidden layer −1, z ∈ R z holds the hidden layers, and is an activation function that typically is assumed as the tanh or the logistic function. Here, we assume z 0 = as the input training set.
MOOP Solution.
The general constrained MOOP is formally stated as follows [47] :
subject to
where f(⋅) ∈ R is a vector of conflicting objective functions (cost functions) ( ) : R → R that we want to minimise simultaneously. Each objective function is defined along with ∈ N penalty functions, { : R → R}, and ∈ N equality constraints {ℎ :
⊤ containing the set of ∈ N design variables, ∈ R[ min , max ], also termed decision variables. A solution satisfying a set of + given constraints and 2 variable bounds constitute the nonempty feasible variable space X ⊂ R , where the optimal vector of decision variables, * , is the point that maximises the vector objective function f( ), generating the feasible objective space; that is, Z = {f( * ) | * ∈ X}. The optimising point, * ∈ X, is said to be Pareto optimal iff there is not another point, ∈ X, such that f( ) ≤ f( * ), and ( ) ≤ ( * ), for at least one objective function. The Pareto optimum rarely yields a single solution, but rather a set of solutions called Pareto optimal set or nondominated solutions. Therefore, all Pareto optimal points lie on the boundary of the feasible criterion space Z or in the locus of the tangent points of the objective functions, known as the Pareto front.
Experiments and Results

Design Variables Measurement. Measurements related to
1 , 2 , and 3 were taken for up to 6 or 7 minutes. The subjects had to wear the sensors using each specific configuration under test. Periods of 5-minute rest were included between each test. The maximum duration of the experiments was devised to minimise the possibility of inducing hemodynamic changes (blood flow redistribution) due to wearing compressive garments, as stated in [48] . The number of measurements for each volunteer was 160, with 8 levels of skin contact, 4 body sensor locations, and 4 different rotation angles.
In accordance with earlier reported experimental setups [39, 49] , a stepwise application of controlled compression ( 1 ) was carried out ranging from 6 to 16 mmHg by steps of 2 mmHg. The adjustment of the sensor-skin compression was performed using a Riester Katch-Kuff manometer. In addition, the measurements were repeated at the four standard chest places (see Figure 2) , which are more reliable in terms of skin contact. For every 2 , 3 was set to 0, 45, 90, and 135 ∘ . For each resulting configuration, the ECG was acquired by a device attached to the pressure cuff and located on a chest strap. The ECG monitor used was the Electrodoctor5 recorder, supplied by the company CELBIT LTDA [50] .
Experiments were carried out on 12 healthy volunteers (4 females and 8 males), aged between 20 and 35, with weight ranged from 58 Kg to 75 Kg and height between 1,58 m and 1,78 m. Measurements were taken at 2150 meters above sea level. The average temperature was 22 ∘ C. The relative humidity was between 60% and 75%.
Measurements related to 4 were based on computing the correlation ∈ R[−1, 1] between each recorded ECG signal and a fixed reference pattern [51] . The higher this correlation index, the more accurate the physiological monitoring. As a reference signal, we used records acquired in a resting state within a window of 1 s. In order to account for time shifts between the reference and the test signals, we considered the maximum correlation index obtained with a set of lagged copies of the ECG records for each compression level and the reference patterns. Figure 3 Measurements related to 5 , as well as functionality and wearability, were quantified between 0 and 1 [52] , with 1 being the highest degree of comfort, functionality, or wearability perceived by the users and 0 the lowest one. A standardized questionnaire was filled in by subjects that were trained to rate each subjective categorical variable. In this way, the score can adapt to different rating scales, such as in [29, 35, 53, 54] . Figure 4 shows additional results for wearability in terms of compression under different year season.
MOOP Optimisation Results.
The MOOP was solved in terms of 1 and 2 , individually and concurrently. Since multiobjective optimisation problems are usually formulated in terms of minimisation, we minimised the negative of functionality ( 1 ) and wearability ( 2 ) instead. The vector −f comprised two objective functions, − ( ), ∀ = 1, 2, where the first one is the lack of functionality, termed dysfunctionality (− 1 ), and the second one is lack of wearability. As wearables should be unobtrusive, hardly or not perceived by their users [55] , the opposite to wearability was termed obtrusivity (− 2 ). The following equation states the optimisation problem in these minimisation terms, including the specific penalty functions used:
Since the decision variables 2 (location) and 3 (rotation) are categorical, the objective function was estimated by using either multiple-linear or nonlinear regressors based on FNN. In order to assess the influence of the outcome design variables, the following three models were studied: a model where the design variable For implementing and solving the FNN regression defined in (2a), the function fitting neural network (fitnet) that is an embedded Matlab © procedure was used. The input parameters for this function were 2 hidden layers and Bayesian regularisation. This conventional Bayesian regularisation minimises the linear combination of the squared errors 2 and weights and yields a good generalisation. According to the estimated values of the adjusted 2 , FNN provided a better fitting than the linear regressor. However, the nonlinear procedure demanded a significantly higher computational cost.
In order to solve (3a), we used the GA-based gamultiobj solver (Matlab © Global Optimisation Toolbox). This tool applies a controlled elitist genetic algorithm that is a modification of the NSGA-II [56] and includes a nondomination criterion based selection operator to handle multiple objectives. Control parameters of the genetic algorithm were heuristically set as shown in Table 3 .
The individual results for 1 ( ) are depicted in Figure 5 . The functionality was assessed by the users for the entire Journal of Sensors Table 4 shows the results estimated for the fitting of both objective functions, 1 and 2 (significance level = 0.01). For all three models, a linear regression with categorical covariates in (1) was fitted using the fitlm procedure of the statistics Matlab © toolbox. This function uses a least-meansquares criterion to adjust the regression model parameters. To quantify how well each estimated model fits the data, the coefficient of determination ( ) was computed. 73.6% of the wearability ( 2 ) variance is explained using the linear model with the 5 predictors (LMIII). However, the goodness of fit suggests that the linear approach is not able to adequately predict the functionality. Figure 7 shows the scattered plots generated by each case of regression tested for every output variable. As depicted, FNN yields a more accurate fitting. Table 5 shows the results for the solution vectors after optimisation for all the models studied, including functionality, wearability, and the global optimisation. Each vector is referenced by a number (# 1 : 18), being the points of maximum functionality enumerated from 1 to 6 (# 1 : 6), maximum wearability from 8 to 12 (# 8 : 12) , and the best trade-off from 13 to 18 (# 13 : 18). All of these points are graphically represented in the Pareto fronts of Figure 8 . The iterative search strategy yields a set of trade-offs that shape a particular configuration for each objective function model. Every point of the Pareto front denotes one particular configuration of the WSM to be considered.
Discussion
Location at 2 = 3 yielded the highest ECG quality (Table 5) , exhibiting a linear relationship between and 1 (Figure 3(a) ). As a consequence, ECG quality improved as the compression increased within the interval ranging from 6
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NMII ( to 14 mmHg. Below 6 mmHg, the sensor adherence is weak, and the ECG may become very noisy. On the other hand, the hemodynamics may be affected when the pressure exceeds 14 mmHg, constraining the chest's expansion seriously. The rest of locations provided a significant lower correlation, mainly for 1 ≤ 12 mmHg. As for the influence of the rotation on the ECG quality (Figure 3(b) ), 3 
= 135
∘ yielded the highest correlation by far.
Regarding the individual functionality results, the skin contact increased the functionality, as seen in Figure 5(a) , but it decreased with the location (Figure 5(b) ). The maximum functionality was found for a rotation of 3 = 0 ∘ ( Figure 5(c) ). The relationship between the estimated functionality and the correlation index or the comfort was more scattered ( Figures  5(d) and 5(e) ).
Wearability decreased as skin contact pressure rose (Figure 6(a) ). This finding is in accordance with similar results, as those discussed in [57] . This relationship can vary depending on the season of the year [11] . According to the results shown in Figure 6 (e), wearability and comfort exhibit a clear direct relationship. The rest of variables seem to have a negligible influence on wearability.
The numerical solutions listed in Table 5 and graphically depicted using Pareto fronts in Figure 8 will be discussed separately next. For the maximum functionality ( 1 ), the analysis of the solutions # 1 : 3, # 7 : 9, and # 13 : 15 suggests that linear regression models are inadequate to optimise 1 . Nonetheless, the inclusion of all five variables simultaneously (LMIII) increases the level of wearability ( 2 ) as seen in # 3. A detailed analysis of solutions # 4 : 6 can conclude that the functionality is more strongly related to the quality of the data acquisition ( 4 ), although the maximum wearability is achieved when this variable is not included (NMII). In all of these cases, however, an acceptable level of wearability is achieved ( 2 > 0.68).
In the case of wearability, all solutions # 10 : 12 achieve the maximal values. However, globally, the solution # 10 is optimal in this case.
The solution to be selected for the WSM design should meet the best trade-off between both objective functions. Among the linear modelled solutions (# 13 : 15), the point including all five design variables (# 15) yields the best one for this set. However, the FNN-based solution # 16 further minimises the Euclidean norm and reaches the overall best trade-off. This solution predicts a functionality ( 1 = 0.9986) and wearability ( 2 = 1.0000) with the following input variables: compression 1 = 13 mmHg, sensor location 2 = 3, and rotation 3 = 89 ∘ . Nevertheless, solution # 16 implies the exclusion of the comfort variable ( 5 ) from the objective function modelling.
Conclusion
WMS will soon become standard practice in the physiological monitoring realm. However, there still exist a number of open design issues that can pose a real barrier to their adoption. WMS are governed by a set of antagonistic variables that are difficult to optimise in order to achieve the expected performance. This paper addresses this problem for the specific case of cardiac monitoring using WMS. We propose a multiobjective WMS design scheme for electrocardiogram recording. The MOOP framework described includes a set of design variables that must meet the requirements of the objective functions selected, enabling the optimisation of the WSM design in the context of ambulatory cardiac assessment.
Although a number of cost functions have been proposed for the design of healthcare devices (Table 1) , computationally expensive and very time-consuming criteria were not included in the present study for practical reasons. The design space recommended comprises only two objective functions, functionality and wearability, and a selected subset of five variables (see Table 2 ), skin contact, sensor location, sensor rotation, correlation, and comfort. The first three variables (hardware) were fixed (input variables), and the latter two were measured (outcome variables).
The heuristic approach was based on a regression analysis. Both linear (multiple-linear regression model) and nonlinear regressions (FNN) are studied, and categorical variables are involved. The linear fit accounted for a moderate-low variance related to each objective function. FNN-based nonlinear regression provided a better fitting than the linear regressor, but at the expense of a higher computational cost.
The estimated Pareto front depicted the best trade-off between functionality (features technical functions in an efficient and friendly manner) and wearability (ergonomics and fashionability issues). A nonlinear modelling should be used to optimise the objective functions since they reflect the required penalty functions. Although nonlinear regressors demand more computational resources, their goodness of fit justifies their use.
There was no clear relationship between the correlation variable and each objective function ( Figures 5 and 6) , especially in the case of wearability, whereas the relationship between the comfort variable and functionality is inverse and proportional for comfort wearability. As a result, the best setup for functionality was compression 12 mmHg, sensor located at location 3, and sensor rotation 100 ∘ . The best setup for wearability was compression 13 mmHg, sensor location 3, and rotation 3 = 89 ∘ .
The use of a MOOP framework is a powerful tool for the design of cardiac monitoring systems since it may interplay cost functions with very conflicting goals. A MOOP framework was used to address the estimation of the regression models to reflect penalty functions for wearability and functionality simultaneously. The Pareto front, computed using genetic algorithms, showed that the optimal solution excludes the correlation as a design variable. This conclusion is more evident for the FNN regression models as seen in Table 5 . Therefore, the best setup in terms of trade-off between both objective functions for the WSM design was compression 1 = 13 mmHg, sensor position at left clavicle (location 3), and rotation 3 = 89 ∘ .
Additional work in the WMS realm should be devoted to exploring more strategies of Pareto front computation for constrained objective function optimisation. The authors plan to extend the experimental setup to include other important
