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Abstract 
This paper examines the possibility of unit roots in the presence of endogenously 
determined multiple structural breaks in the total, female and male labour force 
participation rates (LFPR) for Australia, Canada and the USA. We extend the procedure of 
Gil-Alana (2008) for single structural break to the case of multiple structural breaks at 
endogenously determined dates using the principles suggested by Bai and Perron (1998). 
We use the Robinson (1994) LM test to determine the fractional order of integration. We 
find that endogenously determined structural breaks render the total, female and male 
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1. Introduction 
 
Recently labour economists focused on examining the time series properties of labour 
force participation rate (LFPR). Behind this interest lies the increasing realization that the 
unemployment rate may not be a good indicator of joblessness when there are variations in 
LFPR. LFPR may exhibit variations due to movement of individuals in and out of the 
labour market in response to legislative changes or business cycles. The changes in LFPR 
during the business cycles are referred to as “discouraged worker” and “added worker” 
effects observed in a number of countries. For example, during business trough, reduced 
employment rates reflect both the higher unemployment and the withdrawal from the 
labour force due to discouraged worker effect. Since unemployment rates do not take 
discouraged workers into account, they will not be informative about the state of the labour 
market. For this reason, the time series properties of the LFPR series may be more 
informative about the time series properties of the unemployment rates than the 
unemployment rate itself. The effect of the changes in unemployment rates on employment 
rates depends on the time series properties of the LFPR. For instance, if the LFPR series is 
non-stationary, that is the unemployment is characterized by hysteresis, changes in 
unemployment rates do not translate into changes in employment rates. This is because 
changes in unemployment rates will permanently shift the LFPR due to discouraged 
worker effect, if the LFPR series is not stationary. Therefore, increases or decreases in 
unemployment rates will not cause opposite changes in employment rates. Conversely, if 
the LFPR is stationary or mean reverting, changes in LFPR will not affect the 
unemployment rate since natural rate of unemployment will prevail with wage rate 
adjustment. The link between the informational value of the unemployment rates and the 
LFPR has been recently noticed by authors such as Gustavsson and Österholm (2006; 
2007) and Madsen et al. (2008). Therefore, the purpose of this paper is to examine the time 
series properties of LFPR so as to draw inferences about informational value of 
unemployment. We perform this analysis for total, female, and male LFPR separately in 
three main OECD countries, namely Australia, Canada, and the USA. We have selected 
these countries to study since the time series properties of the LFPRs of these three 
countries are studied previously with contradictory results. 
 
Gustavsson and Österholm (2006) use monthly data over the period 1951-2004 for 
Australia, Canada and the USA to examine the time series properties of total LFPR with   3
univariate and panel data unit root tests but do not consider the possibility of structural 
breaks. They initially use a series of univariate unit root tests: the Augmented Dickey–
Fuller (ADF) test of Said and Dickey (1984), the Augmented Dickey–Fuller test with GLS 
detrending of Elliott et al. (1996), the KSS test of Kapetanios et al. (2003) and the KPSS 
test of Kwiatkowski et al. (1992). They also test whether participation rates are stationary 
using two panel unit root tests: one is due to Im et al. (2003) which is based on pooled 
univariate ADF tests and the other is Johansen (1988) likelihood ratio tests. They find that 
the LFPR series of these countries are non-stationary. Madsen et al. (2008), on the other 
hand, use annual LFPR series for G-7 countries over the period 1870-2004. They relied on 
two tests: one is the unit root test in the presence of a non-linear threshold proposed by 
Caner and Hansen (2001) to test for mean reversion finding more mean reversion in the 
LFPR series than Gustavsson and Österholm (2006). The second test they use is the LM 
unit root test with one and two breaks in the intercept developed by Lee and Strazicich 
(2003; 2004) with the finding that the most of the LFPR series are trend reverting. They 
conclude that “there is at best mixed support that unemployment rates are informative” 
(Madsen et al. 2008, p.187) maintaining the conclusion of Gustavsson and Österholm 
(2006). Gustavsson and Österholm (2010) investigate the disaggregated LFPR series by 
gender, age and race for the USA. They maintain their previous finding of non-stationarity 
for the aggregate participation rate for all of the sub-populations they investigate using the 
ADF test (Said and Dickey, 1984), the ADF test with GLS detrending (Elliot et al., 1996) 
and the KPSS test (Kwiatkowski et al., 1992). 
 
In recent years, researchers are increasingly using long-memory processes, such as the 
autoregressive fractionally integrated moving average (ARFIMA), in modelling 
macroeconomic time series. Such models which imply hyperbolic rate of decay better 
describe the dependence between increasingly distant observations in time than the 
stationary autoregressive and moving average (ARMA) models which imply exponential 
rate of decay. The implied slow decay of shocks and the very slow but eventual adjustment 
to equilibrium prove fractionally integrated models attractive in modelling long-memory 
time series. Modelling persistence of macroeconomic time series has been one of the major 
research areas in the last three decades. There is a growing interest in long-memory models 
as these models offer a viable alterative to explain the strong persistence in most economic 
time series. Unit root models can be seen as a specific form of long-memory. The growing 
interest in long-memory models has been partly due to low power of unit root and   4
cointegration tests in the presence of long-memory. Strong persistence can be modelled 
using the long-memory models without abandoning the mean reversion and equilibrium 
properties of most economic models. Furthermore, fractionally integrated models may be 
able to describe the nonstationary series better than the usually employed differencing 
procedure. There are several explanations of the findings of long-memory in 
macroeconomic time series. Robinson (1978) and Granger (1980) show that aggregation of 
heterogeneous autoregressive processes results in long-memory in the aggregate series. 
Parke (1999) presents an error duration model that leads to a long-memory process. 
Diebold and Inoue (2001) develop regime-switching and structural break models that 
produce long-memory, which is of particular interest in this study. Engle and Smith (1999) 
examine the relationship between long-memory and structural breaks. Lobato and Savin 
(1998) present evidence that structural breaks are responsible for long-memory in return 
volatility. A more recent paper dealing with fractional integration and structural breaks is 
Granger and Hyung (2004). 
 
In this paper we examine the time series properties of LFPR in order to asses the 
informational value of unemployment for Australia, Canada, and the USA. We extend the 
monthly data of Gustavsson and Österholm (2006) to July 2008 and consider the LFPR by 
gender. Our contributions include the following. First, we examine the female and male 
LFPR series as well as the total LFPR series. Although the issue of stationarity of LFPR is 
studied earlier, there are no studies that explore the time series properties of LFPR by 
gender except the recent study by Gustavsson and Österholm (2010) for the USA. Since 
the gender is an important source of worker heterogeneity in the LFPR series, there may be 
differences in the time series properties of the LFPR series between females and males. For 
instance, in the countries we are examining there was unprecedented entry of woman into 
the labour force in the 1970s. Further, female and male participation dynamics may differ 
and more importantly the degree of integration of female and male LFPR series may differ. 
For this reason an investigation of the time series properties of the LFPR series 
differentiated by gender is warranted. Our second contribution is methodological in 
essence. We extend previous studies of determining the order of integration in fractionally 
integrated models while allowing endogenously determined multiple structural breaks. Gil-
Alana (2003) assumes the structural break dates are known and uses dummy variable to 
incorporate the breaks. Gil-Alana (2008) employs a procedure based on minimizing the 
residuals sum squared where a single structural break is allowed at an unknown date. We   5
extend this procedure to the case of multiple structural breaks at unknown dates. For this, 
we use the procedure of Gil-Alana (2008) and the principles suggested in Bai and Perron 
(1998). Our procedure allows multiple structural breaks in the form of level and trend 
shifts at endogenously determined dates and uses the Robinson (1994) LM test to 
determine the fractional order of integration. Since we use a grid of finite fractional 
integration orders as suggested in Robinson (1994), this may lead to inconsistent estimates 
of break dates and fractional integration if the true fractional order is not in the finite set. 
Nevertheless, all previous studies using this approach face the same limitation. 
 
The main findings of this paper are as follows. The total, female and male participation 
rates in Australia are stationary. The total and female participation rates for Canada and 
male participation rate for the USA are also stationary. The male participation rate for 
Canada and total and female participation rates for the USA are non-stationary but mean-
reverting under the preferred assumption of white noise (WN) disturbances. We find that 
structural breaks substantially affect the degree of integration of the total, female and male 
participation rates series rendering them stationary or at best mean-reverting. Thus, our 
results imply that unemployment rates are informative about joblessness in the labour 
markets of Australia, Canada and the USA. These results are contrary to the findings of 
Gustavsson and Österholm (2006; 2010) and Madsen et al. (2008). Gustavsson and 
Österholm report that total participation rates are generated by unit root processes 
indicating that total participation rates are non-stationary I(1) for the same countries. 
Madsen et al. report that the evidence is at best mixed except for the total participation rate 
for the USA which is mean-reverting. 
 
The rest of this paper is organized as follows. Next section provides a discussion of the 
methodology used in evaluating the order of integration of the LFPR series. The main 
properties of the LFPRs in Australia, Canada and the USA are given in Section 3. Section 




2.1 Testing for fractional integration with structural breaks 
   6
Robinson (1994) developed a very general procedure for testing unit roots as well as 
other nonstationary alternatives. Unlike the other unit root tests (Dickey and Fuller, 1979; 
Phillips and Perron, 1998; and many others), which test for autoregressive (AR) unit roots, 
Robinson’s procedure allows testing for fractional order of integration in addition to other 
appealing hypothesis. Klemes (1974), Künsch (1986), Hidalgo and Robinson (1996), 
Lobato and Savin (1998), Teverovsky and Taqqu (1997) and Diebold and Inoue (2001) 
draw our attention to the possibility of overstating the order of fractional integration when 
presence of structural breaks are not taken into account. Bhattacharya et al. (1983), 
Teverovsky and Taqqu (1997), Granger and Hyung (2004) and Ohanissian et al. (2008) 
show that fractional integration may be a spurious phenomenon caused by the existence of 
breaks in short-memory I(0) contexts. In line with this, other authors such as Kuan and Hsu 
(1998), Wright (1998) and Krämer and Sibbertsen (2002) show that evidence of structural 
change might be spurious since most commonly employed tests for breaks are biased 
towards an over-rejection of the null of no change when the process exhibits long memory. 
This section provides a brief account of testing for fractional integration in the presence of 
structural breaks at unknown dates due to Robinson. 
 
Consider the multiple regression of the form 
 ,1 , 2 , , tt t y zx t T      (1) 
where yt is the time series we observe,   is a k  1 vector of unknown parameters and zt is 
a  1 k  vector of observable variables which could include a constant, polynomials in time 
trend (t) and structural break dummies as we would assume in the application section of 
this paper. More generally, it may be a (kx1) vector of deterministic terms or even weakly 
exogenous variables. The presence of such deterministic regressors does not affect the 
limiting null and local distributions of the Robinson test statistic, which is an advantage 
over other unit root tests. T is the sample size. 
 
  We consider a general case where  t z includes  1 n level shift dummies  , ti DL
  at dates 
1 ,1 ,2 , ,, ,, bb b n iTT T 
     2 n  trend shift dummies  , ti DT
  at dates 
2 ,1 ,2 , ,, , , bb b n iTT T
     and  3 2n  
level and trend shift dummies  ,, , (, )
ll l
ti ti ti DLT DL DT
      at the same dates 
3 ,1 ,2 , ,, ,. bb b n iTT T
  
    Here  , 1 ti DL 
  if  , bi tT 
  and zero otherwise,  ,, ti bi DT t T
    if  , bi tT
   
and zero otherwise.  ,
l
ti DL
  and  ,
l
ti DT
  are defined analogously as level and trend shift   7
dummies at the same date  , bi iT
 
 . In order to avoid duplicates we require  ,,, bi bi bi TTT
  
  
for all possible values of i. For brevity we define  b T  as the set of disjoint break dates 
12 3 ,1 , ,1 , ,1 , {,, ,,, , ,, } . b b bn b bn b bn TT T T T T T
   






t i ti j t j l tl l tl
ijl
zD L D T D L D T
     

  
   
 The regression errors xt are given by: 
  (1 ) ,
d
tt Lx u    (2) 
where L is the lag operator, ut is an integrated of order zero, I(0), covariance stationary 
process with spectral density function which is positive and finite at zero frequency. The 
order of integration d is not restricted to integer values and can take any value on the real 
line. Indeed, our specification covers any stationary autocorrelated process not only AR(1). 
Broader processes are also possible in implementing the test. “I(0), covariance stationary 
process” includes AR(1) as well as any stationary ARMA(p,q) process. We define the 
(1 )
d L   by means of the binomial expansion. The value of d is the major interest in our 
case. For 0 < d < 0.5,  t y  is covariance stationary and invertible, but it has long memory 
since its covariance function displays a hyperbolic decay—slower decay than exponential 
decay form of a weakly stationary time series—and not absolutely summable. The unit root 
case is obtained with  1 d  . If d = 0, the process is short memory, and if d < 0,  t y  is anti-
persistent. When  0.5, d     t y  is covariance stationary but not invertible. For  0.5, d  t y  is 
nonstationary and has infinite variance.  For macroeconomic applications a particularly 
interesting interval for d is 0.5 1 d  , where  t y  displays strong persistence, but mean 
reverts in the sense that the impulse response function is decaying. When  t y  is mean 
reverting, it will eventually return to its mean in the face of a shock, although this may take 
a long time due to the presence of long-memory (Granger and Joyeux, 1980; Hosking, 
1981).  
 
The idea behind this model with structural breaks is based on the least square 
principle proposed by Bai and Perron (1998). First, a grid of values  0 d = 0, 0.05,…,1 is 
chosen for d. Then, the parameter  123 nnn n   is the number of structural breaks. The 
break dates  b T  are explicitly treated as unknown for  1 1, 2, , , in   2 1, 2, , , j n    and   8
3 1, 2, , . ln    Following the procedure as in Bai and Perron (1998) for each k-partition, 
1 {, , } k TT  ,  1, 2, , 1 kn   , denoted { } k T , the least squares estimates of  i  ,  j  ,  l   and  l   
are obtained by minimizing the sum of squared residuals in the d0-differenced models, that 










t i ti j t j l tl l tl
ti j l
L y DL DT DL DT
    
  

    
   
   
is minimized over all values of  1 {, , } k TT   yielding estimates  ˆi  ,  ˆj  ,  ˆ
l  ,  ˆ
l   and break 
dates  ˆ {} k T . The above procedure requires a prior determination of the number of breaks n. 
We use Schwarz’s (1978) Bayesian information criterion (BIC) to select the number of 
breaks. Accordingly number of breaks n is chosen to minimize the criterion 
ˆ BIC( ) ln[RSS( ) ( )] 2 ln( )/ k nT T n n T T   . The fractional order of differencing d is 
determined by calculating the test statistics of Robinson (1994) for each value of d0 in the 
grid. This procedure is outlined below. 
 
In order to test the null hypothesis: 
 , : 0 0 d d H   (3) 
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and ( ) j I   is the periodogram of  ˆt u . ( ; ) j g    is a known function of the parametric 
spectral density of ut. For fractional alternatives we have   9







v j i j i i z z z z z
3
2) cos 2 1 ( ) 1 ( ) 1 ( ) ; (
2 1 1 1         
 
for given h; for given real distinct numbers  h    , , , 2 1  , where for each j ij l  for some 
l, and for each l there is at least one j such that ij l . When xt is fractionally integrated, 
i.e., (1 ) ,
d
tt Lx u   the expression for   ) ( j    reduces to  | ) 2 / sin( 2 | log ) ( j j     . The 
parameter estimates  ˆ   are obtained with the Whittle Maximum Likelihood (WML) 
















  . (6) 
In this paper, the model for ut is restricted to the cases nested within an autoregressive 
moving average (ARMA) model with 
22 (, )2 ( ; , ) j gf        where 
2 (; ,) f    is its 
spectral density. First, the residuals 
00 0 ˆ ˆˆ ( 1) ( 1) [ ( 1)]
dd d
ttt t uL xL y L z       are 
estimated using the endogenously determined structural break dates as outlined above. 
Then, at each step of minimization of  ˆ RSS( ) k T  for given d0 the nuisance parameters  ˆ   is 
estimated from (6). 
 
Under certain regularity conditions and the null hypothesis given above, Robinson 
(1994) showed that r ˆ approaches normal distribution with zero mean and variance one as 
T approaches infinity. Note that this limiting distribution holds independently of the 
regressors included in zt and the various types of I(0) disturbances assumed for ut, which 
includes the general weakly stationary ARMA models. Robinson shows that the test 
statistic  ˆ r  is efficient in the Pitman sense. An approximate one-sided test of  00 : Hdd   is 
rejected in favor of  10 : Hdd   ) ( 0 d d   at the  level of significance, when  ˆ , rz    
( ˆ rz   ), where  is the probability that a standard normal variate exceeds z. This and 
other versions of the Robinson (1994) test are used in empirical applications recently by 
Gil-Alana and Robinson (1997, 2001) and Gil-Alana (1999, 2001a, 2001b, 2002). 
 
2.2.  Measuring persistence in long-memory models 
 
Although the presence of statistically significant d is commonly interpreted to mean 
that  t y  is a persistent time series (see for instance Baum, Barkoulas, Caglayan (1999)), d 
alone is not an informative criterion about the persistence of the shocks. In order to   10
measure the strength of the persistence we also employ the impulse response function of an 
ARFIMA model to measure persistence. An impulse response function  k c  measures the 
effect of a unit shock at time t on  tk y  . Impulse responses of a stationary process are the 
coefficients of its infinite order moving average representation. For a stationary ARFIMA 
model the impulse responses are given by the coefficients  k c  of 
 
12
12 () ( 1 ) () () 1
d CL L L L c L cL 




i i L L 
    and (L) 1 
i1
q  iL
i  are autoregressive and moving average 
polynomials in the lag operator L, respectively. In this representation, the value taken by 
kt k t cy     measures the effect of a unit shock at time t on  tk y  . Another useful 
measure of persistence may be based on how fast the effects of shocks to  t y  dissipate. 
Therefore, in addition to  k c  we use 
  sup 1 , 0 1 kt k t y             (8)   
as a measure of persistence.     aims to show the time required for a fraction  of the full 
effect of a unit shock to disappear. For  0.5,        is the period beyond which  tk t y     
no longer exceed 0.5, which is the half life of a shock. The measure     is independent of 
prior choice of k. k will be automatically determined once we decide on the value of . 
Therefore, both  k c  and     are appropriate for ARFIMA models as a measure of 
persistence. 
 
3. Data Properties and Description 
 
Seasonally adjusted monthly data on the total, female and male LFPR for Australia, 
Canada and the USA are obtained from web site of official statistical institute of each 
country. LFPR is defined as the proportion of the population that is in the labour force 
which comprises all persons classified as employed or unemployed - but actively looking 
for a job - in accordance with certain criteria. There are minor differences in these criteria 
among the three countries. These monthly data start in February 1978, January 1976 and 
January 1951 respectively for Australia, Canada and the USA and end in July 2008. Thus, 
there are 366, 391, and 691 monthly observations on the total, female and male LFPR,   11
respectively for Australia, Canada and the USA. Figures 1, 2 and 3 present the time series 
plots of the total, female and male LFPR of Australia, Canada and the USA, respectively. 
 
Ozdemir et al. (2010) discuss in detail some of the factors that might be at work in 
generating apparent or real breaks in these data. These factors may include methodological 
changes, legislative changes, compositional changes and cyclical and secular factors. For 
the methodological changes mostly the series were revised back in all three countries. Two 
very important compositional changes were the unprecedented increase in the female 
labour force participation and some declines in the male labour force participation, so that 
in all three countries we consider labour force has become more “feminized”. In all three 
countries we observe a general declining trend in the male LFPR, increasing trend in 
female LFPR and the trend in total FLPR is dominated by the female LFPR, and therefore 
decreasing because of the increase in participation among women in all three countries. 
Further, the movement of the baby-boom generation (those born between 1946 and 1964 
with the peak birth year 1957) into high-participation-rate ages contributed to the rising 
trend in the USA. In Australia the “equal pay for work of equal value” adopted in 1969 
with major amendments to it in 1972 may have affected employment opportunities for 
women, and, thus, their labour force participation rate. Similarly, over the years the USA 
has expanded disability programs, which has resulted in a decline in male participation. 
The USA has also changed both the benefit levels and the eligibility requirements for 
Social Security payments, which resulted in a decline in participation rates in older age 
groups. Most of the decline in the participation of older Americans is attributed to rising 
social security wealth. Anderson et al. (1997) found that about a quarter of the reduction in 
men’s full-time employment during the 1969-1989 period was due to employer pension 
plans and social security together. Increases in the gross replacement ratio substantially in 
all three countries over the 1961-1995 period contributed to the decline in participation 
rates of the older ages. In Canada from 2003 onwards a relatively slower growth in the 
LFPR has been attributed to several reasons such as the shortage of workers and an aging 
labour force. For the USA after 2001 the overall participation rate entered a declining 
phase due to three factors. First, the first baby boomers entered age 55 in 2001, which is 
the beginning age of traditionally lower participation rates. Second, the dramatic increase 
in the female LFPR of the previous periods has also flattened out in recent years. Finally, 
the economic crises which began in March, 2001 caused a decline in LFPR. 
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Most of the breaks that we endogenously indentified are the consequences of the 
business cycle factors. Our computations indicate that the break point dates that are 
endogenously identified for the total LFPR are exactly the same as the endogenously 
identified break point dates in the female and male LFPRs. This indicates robustness of our 
computations. These endogenously determined structural change dates are given in Table 1 
for the three countries. 
 
4. Empirical Results 
 
A number of researches showed that apparent non-stationarity may be caused by 
neglected structural changes. These include Perron (1989, 1997), Zivot and Andrews 
(1992), Banerjee et al. (1992), Christiano (1992), Perron and Vogelsang (1992), Balcilar 
(1996), Lumsdaine and Papell (1997), Clemente et al. (1998), Ohara (1999) and 
Kapetanios (2005). The stochastic permanent shifts mimic the effect of a persistent shock. 
Therefore, the long-memory models with occasional shifts may incorrectly find evidence 
of long-memory. In contrast, the STOPBREAK model of Engle and Smith (1999) is more 
flexible and models the level shifts as a component with stochastic permanent shifts. Bos et 
al.  (1999) attempt to capture the effect of level shifts by inclusion of dummy variables. In 
this paper, we allow endogenously determined multiple structural breaks in a fractionally 
integrated process to examine the series of total, female and male LFPR in Australia, 
Canada and the USA. 
 
Figures 1, 2 and 3 show the time series plot of total, female and male LFPR series of 
Australia, Canada and the USA, which suggest that the LFPR series have undergone 
several structural changes over the period of examination. The dashed lines indicate the 
level and trend shifts identified by our procedure. As discussed in section 3, the possible 
causes of the structural changes are mostly cyclical factors in the economy. For the total, 
female and male LFPR series, we will be testing the null hypothesis  0 0 : d d H   in 
equations (1) and (2) with d0 = {0.00, 0.05 ,…, 0.95, 1.00}. The dummy variables 
describing these structural break points are defined in Section 2.1. Accordingly, 
33 1, 1 , , , (1, , , , , , , )
ll ll
t t tn ti tn z t DL DL DT DT
      is defined as the regressors in equation (1) with 
constant, time trend, trend and level shift dummy variables  ,,  and 
ll
ti ti DL DT
 
  for each 
structural break point i = 1,…,n3, where n3 is the endogenously determined number of   16
simultaneous level and trend breaks. Similarly,
2 21, 1 , (, ,, ) tt t t n z z DT DT
     defines the same 
with z1t and trend shift dummy variable  , ti DT
  for each structural break point i = 1,…,n2 
where  n2 is the endogenously determined number of trend shifts. Finally, 
1 32, 1 , (, ,, ) tt t t n z z DL DL  
   defines the same with z2t and level shift dummy variable  , ti DL
  
for each structural break point i = 1,…,n1 where n1 is the endogenously determined number 
of level shifts. Regression estimates of the parameters  i  ,  j  ,  l   and  l   corresponding to 
the structural break dummies are prohibitively large for reporting. The total number of 
regression estimates for tests reported in Table 2 is 2,268 (6x18x21=2,268, where 21 is the 
number of d0 considered under the null). Incidentally in the context of the deterministic 
dummies for the breaks, the coefficients of these dummies are all statistically significant at 
five percent level or better. These results are available from the authors upon request. 
 
Table 1: Endogenously determined Structural Change Dates  















Female  Same as above  Same as above  Same as above 
Male  Same as above  Same as above  Same as above 
















Female  Same as above  Same as above  Same as above 
Male  Same as above  Same as above  Same as above 



















Female  Same as above  Same as above  Same as above 
Male  Same as above  Same as above  Same as above 
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Table 2 gives the values of the one-sided test statistic  ˆ r  defined in equation (4) for 
total, female and male LFPR of Australia, Canada and the USA in the parenthesises. The 
associated d0 values are reported before the parenthesises. In order to save space only those 
vales of  ˆ r  and the associated d0 for which the null hypothesis  0 0 : d d H   are not rejected 
are reported.  In these tables Panel (a) assumes that ut, the disturbances in equation (2), are 
a white noise process while Panel (b) assumes that they are first order autoregressive, 
AR(1), process. One should anticipate a monotonic decrease in the value of the  ˆ r  statistic 
with increasing d values. The columns for zt=0 and zt=1 are the cases of no deterministic 
term and only a constant term, respectively. zt=(1,t) is the case of a constant and a linear 
time trend term. z1t, z2t and z3t are the cases described in the previous paragraph. 
 
Table 2, Panel (a) gives the case for total LFPR for Australia. The null hypothesis of d 
= 0 is rejected at 5% significance level in favour of a positive d for all cases of zt 
considered. However, d = 0.95 and d = 1 are not rejected for zt = 0. When we include a 
constant term (zt = 1), the values of d that are not rejected are reduced to 0.80 and 0.85. 
Consideration of a constant and a linear time trend (zt = (1,t)), further reduces the values of 
d under the null hypothesis that are not rejected. Further consideration of cases z1t, z2t and 
z3t, where endogenously determined structural breaks are taken into account by including 
level and trend shift dummies or both, indicate further reductions in the values of d under 
which the null hypothesis are not rejected. The last column of Panel (a) indicates a value of 
0.30 for d that is not rejected. Similar considerations of Panel (b) lead to a value of 0.35 for 
d that is not rejected. These results suggest that the LFPR series for Australia is a 










 Table 2: Testing for Fractional Integration for total, female and male LFPR for Australia, Canada and the USA 
  zt=0  zt=1  zt=(1,t)  zt=z1t  zt=z2t  zt=z3t 
Panel (a): Disturbances in equation (2) are assumed to be white noise 
Australia 
Total 0.95
a (1.00) … 1.00
b (-0.33)  0.80
a (0.48) … 0.85
b (-1.27)  0.70
a (1.46) … 0.75
b (-0.39)  0.35
a (1.11) … 0.50
b (-1.59)  0.30
a (1.37) … 0.45
b (-1.27)  0.30
a (0.96) … 0.45
b (-1.58) 
Female 0.95
a (1.23) … 1.00
b (-0.18)  0.90
a (1.14) … 1.00
b (-1.59)  0.75
 a (1.33) … 0.80
b (-0.43)  0.45
a (0.99) … 0.60
b (-1.59)  0.40
a (1.52) … 0.55
b (-1.14)  0.40
a (1.38) … 0.55
b (-1.25) 
Male 0.95
a (0.88) … 1.00
b (-0.41) 0.80
a (0.75) … 0.85
b (-0.81) 0.65
a (1.23) … 0.70
b (-0.72) 0.25
a (1.32) … 0.40
b (-1.51)  0.20
a (1.21) … 0.35
b (-1.37)  0.15
a (1.47) … 0.30
b (-1.11) 
Canada            
Total 0.95
a (1.00) … 1.00
b (-0.39)  1.00
 a,b (0.49)  0.95
a (1.15) … 1.00
b (-0.29)  0.55
a (0.84) … 0.65
b (-1.10)  0.45
a (1.63) … 0.60
b (-1.10)  0.45
a (1.05) … 0.60
b (-1.31) 
Female 0.95
a (1.16) … 1.00
b (-0.32) 0.95
a (1.58) … 1.00
b (0.24) 0.95
a (1.42) … 1.00
b (-0.03) 0.50
a (1.32) … 0.60
b (-0.90) 0.45
a (1.07) … 0.55
b (-0.94) 0.40
a (1.50) … 0.55
b (-1.26) 
Male 0.95
a (0.91) … 1.00
b (-0.43) 0.85
a (0.07) … 0.90
b (-1.48) 0.85
a (0.42) … 0.90
b (-1.07) 0.55
a (1.14) … 0.70
b (-1.35) 0.50
a (1.37) … 0.65
b (-0.99) 0.50




 a,b (-0.16)  0.85
 a,b (-0.08)  0.75
a (1.49) … 0.80
b (-0.87) 0.55
a (1.06) … 0.65
b (-1.64) 0.55
a (0.84) … 0.60
b (-0.56) 0.50
a (1.64) … 0.60
b (-1.12) 
Female 1.00
 a,b (-0.24)  0.95
a (0.56) … 1.00
b (-1.13) 0.80
 a,b (-0.12)  0.55
a (1.48) … 0.65
b (-1.41) 0.55
a (1.12) … 0.60
b (-0.37) 0.55
a (0.70) … 0.60
b (-0.75) 
Male 1.00
 a,b (-0.08)  0.95
a (-0.05) … 1.00
b (-1.60) 0.70
a (1.31) … 0.75
b (-0.69) 0.50
a (0.88) … 0.60
b (-1.57) 0.45
a (1.57) … 0.55
b (-0.82) 0.45
a (0.93) … 0.55
b (-1.31) 
Panel (b): Disturbances in equation (2) are assumed to be an AR(1) process 
Australia 
Total …>  1
c 0.80
 a,b (-1.43)  0.70
 a,b (0.80)  0.40
a (0.64) … 0.45
b (-1.54)  0.35
a (1.50) … 0.40
b (-0.61)  0.35
a (0.61) …0.40
b (-1.45) 
Female …>  1
c …>  1
c 0.75
 a,b (1.17)  0.50
a (0.56) … 0.55
b (-1.51)  0.50
 a,b (-0.30)  0.45
a (1.50) …0.50
b (-0.60) 
Male …>  1
c 0.80
 a,b (0.66)  0.65
 a,b (0.02)  0.30
a (1.00) … 0.35
b (-1.29)  0.25
a (1.29) … 0.30
b (-0.80)  0.25
 a,b (-0.10) 
Canada 
Total …>  1
c 1.00
 a,b (-1.34)  0.95
 a,b (0.36)  0.60
 a,b (0.30)  0.55
a (0.46) … 0.60
b (-1.52)  0.55
 a,b (-0.15) 
Female …>  1
c 1.00
 a,b (0.82)  …> 1
c 0.55
 a,b (0.62)  0.50
a (0.63) … 0.55
b (-1.63)  0.50
a (-0.20) … 0.55
b (-2.20) 
Male …>  1
c 0.85
 a,b (-0.09)  0.85
 a,b (-0.71)  0.60
a (1.48) … 0.65
b (-0.53)  0.60
a (0.51) … 0.65
b (-1.28)  0.60
a (0.14) … 0.65
b (-1.55) 
USA 
Total …>  1
c 0.85
 a,b (-1.25)  …> 1
c 0.60
 a,b (-0.63)  0.60
 a,b (-1.05)  0.55
 a,b (0.79) 
Female …>  1
c …>  1
c …>  1
c 0.60
 a,b (-0.07)  0.60
 a,b (-0.80)  0.60
 a,b (-1.58) 
Male …>  1
c 0.95
 a,b (-1.63)  …> 1
c 0.55
 a,b (-0.10)  0.55
 a,b (-0.88)  0.50
 a,b (0.54) 
Notes: Table reports the lower and upper limits of the non-rejection values at the five percent significance levels with corresponding standard normal critical values. 
a Lower bound of d0 not rejected at the five percent 
significance level with corresponding standard normal critical value. 
b Upper bound of d0 not rejected at the five percent significance level with corresponding standard normal critical value. 
c Upper bound of d0 not 
rejected at the five percent significance level is greater than 1.  
We now turn to an examination of the results for Female LFPR for Australia. The 
similar considerations to the case of total LFPR indicate reductions in the values of d under 
which the null hypothesis are not rejected. The last column of Panel (a) indicates a value of 
0.40 for d that is not rejected and Panel (b) leads to values of 0.45 and 0.50 for d that are 
not rejected. We chose d = 0.45 as the highest fractional order of integration estimated. 
These results suggest that the Female LFPR series for Australia is a stationary series with 
long-memory. Assessment of the results in Table 2 for Male LFPR for Australia indicate 
that in both Panels (a) and (b) the results are similar to the cases of total and female 
LFPRs. The last columns of Panels (a) and (b) indicate a value of d equal to 0.15 and 0.25 
respectively, which is not rejected. These results suggest that the Male LFPR series for 
Australia is a stationary series with long-memory. 
 
We next consider the results for total LFPR for Canada in Table 2. As before, the 
results in Panels (a) and (b) correspond to the white noise and the AR(1) disturbances, 
respectively. Similar to the case of Australia, we observe reductions in the value of d under 
the null hypothesis that is not rejected. The last two columns of Panels (a) and (b) indicate 
a value of d equal to 0.45 and 0.55 respectively, which is not rejected. These results imply 
that the total LFPR series for Canada is a stationary series with long-memory under the 
assumption of white noise disturbances while under the assumption of AR(1) disturbances 
it is non-stationary with infinite variance, but mean reverts in the sense that the impulse 
response function is decaying. We next consider the results for female LFPR for Canada. 
Similar considerations apply to this case also. The last two columns of Panel (a) and (b) 
indicate a value of d equal to 0.40 and 0.50 respectively, which is not rejected. These 
results imply that the female LFPR series for Canada is a stationary series with long-
memory under the assumption of white noise disturbances while under the assumption of 
AR(1) disturbances it is non-stationary with infinite variance, but mean reverts in the sense 
that the impulse response function is decaying. Considering the results for male LFPR for 
Canada, as before we observe further reductions in the value of d under the null hypothesis 
that is not rejected. The last two columns of Panel (a) indicates a value of d equal to 0.50 
that is not rejected while the last two columns of Panel (b) shows a value of d equal to 
0.60, which is not rejected. These results imply that the male LFPR series for Canada is 
non-stationary with infinite variance, but mean reverts in the sense that the impulse 
response function is decaying. The male subcomponent of total LFPR series for Canada   20
seems to have an implied d in the nonstationary region, while the aggregate series has a d 
in the stationary region under the WN assumption and non-stationary under the AR(1) 
assumption. This may seem contradictory, since if a sub-component of a series is non-
stationary than the series should be non-stationary. Indeed, upper limit of d values accepted 
for the total LFPR series covers the nonstationary region. In a statistical sense, there is 
chance that the total series is still nonstationary. However, this situation may occur for two 
reasons. First, the d value implied by the model in equations (1) and (2) depends on the 
estimates of the deterministic component parameters  ˆ  . Second, in the case of AR(1) 
specification, both the AR(1) parameter and d will compete for capturing memory. The 
implied d might be smaller, if a larger AR(1) parameter is estimated. For the white noise 
specification, repeating the test with a finer grid of d0 values, the lower limit for Canadian 
male LFPR series is obtained as 0.47. In the case of AR(1) specification, the estimate of 
the AR(1) parameter for Canadian male LFPR series is 0.0508. Since this is smaller than 
the estimate 0.0782 for the total series, there will be more memory for d to capture in case 
of the male LFPR series, leading to a larger d accepted under the null. 
 
The estimation results of total, female and male LFPRs for the USA are presented in 
Table 2. In all three cases, as before in both Panels (a) and (b) successive introductions of a 
constant, a linear time trend and various combinations of level and trend shift dummies 
reduce the values of d that are not rejected. For the total LFPR the last columns of Panels 
(a) and (b) indicate values of 0.50 and 0.55, respectively, for d under the null hypothesis 
that is not rejected. These results mean that the total LFPR series for the USA is non-
stationary series with infinite variance, but mean reverts in the sense that the impulse 
response function is decaying under the both assumptions about the disturbances. For the 
female LFPR the last three columns of Panels (a) and (b) indicate values of 0.55 and 0.60, 
respectively, for d under the null hypothesis that is not rejected. These results mean that the 
female LFPR series for the USA is non-stationary series with infinite variance, but mean 
reverts in the sense that the impulse response function is decaying under the both 
assumptions about the disturbances. For the male LFPR the last two columns of Panels (a) 
and the last column of Panel (b) indicate values of 0.45 and 0.50, respectively, for d under 
the null hypothesis that is not rejected. These results mean that the male LFPR series for 
the USA is stationary under the White Noise disturbances while under the AR(1) 
disturbances, it is non-stationary series with infinite variance, but mean reverts in the sense   21
that the impulse response function is decaying under the both assumptions about the 
disturbances. 
 
In order to estimate the appropriate order of integration more precisely, we re-
compute the Robinson (1994) tests using a finer grid for values of d0 =0.20, 0.21,…, 1.30. 
In this way, we construct an acceptable confidence interval for the null hypothesis of a unit 
root. Table 3 reports the confidence intervals of those values of d0, where H0: d=d0 cannot 
be rejected at the 5% significance level for different samples and different types of 
regressors. We construct these intervals as follows. Starting from the first value of d in the 
grid, we form the statistic to test the null for this value. This value of d is discarded, if the 
null is rejected at the 5% level. Otherwise, the value is retained. We repeat this sequentially 
for all values of d in the grid and construct an interval between the lowest and highest non-
rejection values of d. These confidence intervals for all cases of the deterministic 
regressors are presented in Table 3. The first three cases ignore the structural breaks and 
allow only a constant and a constant plus a linear trend, respectively. The last three cases 
include structural break variables in the deterministic component in order to remove the 
impact of shifts in the mean and the growth rate. The confidence intervals are close and 
within  0.04 of the non-rejected values of d in Table 2. The differences between upper 
and lower limits in Table 2 and 3 are all due to finer grid of d0 values used for constructing 
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 Table 3: Confidence Intervals for Order of Fractional Integration for total, female and male LFPR of Australia, Canada and the USA 
  zt=0  zt=1  zt=(1,t)  zt=z1t  zt=z2t  zt=z3t 
Panel (a): Disturbances in equation (2) are assumed to be white noise 
Australia 
  Total  [0.94  (0.97)  1.02]  [0.94  (0.96)  1.02]  [0.94  (0.97)  1.01]  [0.39  (0.44)  0.48]  [0.34  (0.41)  0.49]  [0.29  (0.38)  0.48] 
  Female  [0.93  (0.96)  1.01]  [0.92  (0.96)  1.00]  [0.76  (0.78)  0.82]  [0.41  (0.48)  0.56]  [0.40  (0.47)  0.53]  [0.40  (0.45)  0.52] 
  Male  [0.94  (0.98)  1.02]  [0.94  (0.98)  1.02]  [0.64  (0.69)  0.72]  [0.30  (0.37)  0.44]  [0.24  (0.31)  0.39]  [0.18  (0.25)  0.33]) 
C a n a d a         
  Total  [0.95  (0.98)  1.01]  [0.96  (0.98)  1.00]  [0.96  (0.99)  1.03]  [0.56  (0.61)  0.67]  [0.47  (0.55)  0.63]  [0.48  (0.54)  0.64] 
  Female  [0.94  (0.98)  1.02]  [0.95  (0.97)  1.00]  [0.95  (0.98)  1.01]  [0.54  (0.60)  0.64]  [0.44  (0.54)  0.62]  [0.44  (0.53)  0.57] 
  Male  [0.94  (0.97)  1.02]  [0.88  (0.91)  0.94]  [0.89  (0.92)  0.94]  [0.58  (0.62)  0.68]  [0.46  (0.55)  0.63]  [0.48  (0.55)  0.64] 
USA 
  Total  [0.96  (0.99)  1.03]  [0.85  (0.87)  0.89]  [0.76  (0.78)  0.81]  [0.55  (0.60)  0.66]  [0.54  (0.57)  0.62]  [0.50  (0.53)  0.59] 
  Female  [0.97  (0.99)  1.01]  [0.92  (0.96)  1.00]  [0.76  (0.78)  0.80]  [0.54  (0.61)  0.66]  [0.54  (0.58)  0.63]  [0.48  (0.55)  0.58] 
  Male  [0.96  (0.98)  1.00]  [0.93  (0.96)  1.01]  [0.73  (0.75)  0.79]  [0.54  (0.59)  0.64]  [0.48  (0.51)  0.57]  [0.47  (0.50)  0.56] 
Panel (b): Disturbances in equation (2) are assumed to be an AR(1) process 
Australia 
  Total  [1.03  (1.09)  1.18]  [0.77  (0.81)  0.84]  [0.72  (0.70)  0.74]  [0.38  (0.41)  0.47]  [0.34  (0.38)  0.41]  [0.35  (0.39)  0.43] 
  Female  [1.04  (1.11)  1.18]  [0.88  (0.93)  0.96]  [0.71  (0.75)  0.79]  [0.42  (0.48)  0.53]  [0.47  (0.50)  0.52]  [0.37  (0.42)  0.46] 
  Male  [1.02  (1.09)  1.16]  [0.78  (0.80)  0.82]  [0.61  (0.64)  0.68]  [0.27  (0.33)  0.38]  [0.27  (0.31)  0.33]  [0.26  (0.28)  0.31] 
Canada 
  Total  [1.05  (1.11)  1.21]  [0.97  (1.02)  1.09]  [0.91  (0.95)  0.98]  [0.58  (0.60)  0.63]  [0.54  (0.58)  0.62]  [0.49  (0.54)  0.59] 
  Female  [1.05  (1.11)  1.21]  [0.96  (1.03)  1.09]  [0.99  (1.02)  1.04]  [0.51  (0.54)  0.58]  [0.48  (0.53)  0.58]  [0.47  (0.52)  0.57] 
  Male  [1.02  (1.12)  1.17]  [0.80  (0.87)  0.92]  [0.80  (0.88)  0.95]  [0.57  (0.61)  0.64]  [0.57  (0.62)  0.66]  [0.56  (0.59)  0.64] 
USA 
  Total  [1.02  (1.09)  1.13]  [0.83  (0.85)  0.89]  [0.99  (1.04)  1.10]  [0.57  (0.62)  0.64]  [0.58  (0.60)  0.62]  [0.53  (0.56)  0.60] 
  Female  [1.02  (1.07)  1.10]  [0.96  (1.01)  1.08]  [0.97  (1.02)  1.11]  [0.56  (0.60)  0.66]  [0.37  (0.60)  0.63]  [0.53  (0.57)  0.62] 
  Male  [1.04  (1.08)  1.13]  [0.92  (0.95)  0.99]  [0.97  (1.04)  1.10]  [0.51  (0.54)  0.59]  [0.51  (0.55)  0.58]  [0.51  (0.54)  0.59] 
Notes: Table reports the 95 percent confidence intervals for order of fractional integration. The confidence intervals are obtained by taking the lower and upper bounds of d0 
values in the grid d0=0.20, (0.01), 1.30 that are not rejected at 5 percent by the LM test of Robinson (1994). The value reported in parentheses corresponds to the value of d0 
that produces the lowest test statistics in absolute value across all d0 values in the grid d0=0.20, (0.01), 1.30.  
We also evaluate the estimates of impulse-response coefficients of the ARFIMA 
models and the fraction of the time needed for dissipation of the effects of a shock in the 
total, female and male LFPR series of Australia, Canada and the USA with white noise and 
AR(1) disturbances. The estimates of impulse responses may be biased particularly in 
small samples in long-memory models. The biases and the dependence of the impulse 
responses on the initial conditions can be controlled by calculating the generalized impulse 
responses ( ck  ytk t ) of Pesaran and Shin (1998) and the measure of persistence     
using bootstrap method. Standard errors of the impulse response functions are also 
obtained by means of bootstrap. The 95 percent confidence intervals are obtained via a 
parametric bootstrap with 5000 replications. Inferences on persistence are based on these 
results. 
 
In the evolution of the impulse response function we use the highest d values that are 
not rejected at 5 percent significance level and the first order correlation coefficient values 
computed from the AR(1) residuals. These values are given in Table 4. d-WN and d-AR(1) 
are the values that we select using the results in Table 2. We note two points here: one is 
that the range of values of non-rejection for d are narrower under the assumption of AR(1) 
disturbances than under the assumption of WN disturbances. Second, the first order 
correlation coefficient estimates are rather very small. Using the parameter estimates given 
in Table 4, the generalised impulse responses and their 95 percent bootstrap confidence 
intervals for LFPR series are given in Figure 4. Confidence intervals bracket zero for all 
series when impulse responses are evaluated at less than or equal to k = 1200 (100 years) 
under the WN assumptions. These results imply the effects of the shocks are temporary 
and the series are mean-reverting. Under the WN disturbance assumption the confidence 
intervals are tighter than under the AR(1) assumption. Under the assumption of AR(1) 
process the effect of the shocks take longer time to disappear implying that the series are 
mean-reverting, but with longer memory or stronger persistence than under the assumption 
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Table 4: Parameter Estimates Used for Bootstrap Impulse Responses 
  d-WN  d-AR(1) AR(1) 
Australia      
   Total  0.35  0.35  0.0368 
   Female  0.40  0.45  0.0657 
   Male  0.15  0.25  0.0291 
Canada     
   Total  0.45  0.55  0.0782 
   Female  0.40  0.50  0.0857 
   Male  0.50  0.60  0.0508 
USA      
   Total  0.50  0.55  0.0291 
   Female  0.55  0.60  -0.0188 
   Male  0.45  0.50  0.0598 
 
Figure 4: Generalised Impulse-response analysis for Australia 
Panel (A): Total LFPR 
























































Panel (B): Female LFPR 
























































Panel (C): Male LFPR   26


























































Figure 5: Generalised Impulse-response analysis for Canada 
Panel (A): Total LFPR 
























































Panel (B): Female LFPR 
























































Panel (C): Male LFPR   27


























































Figure 6: Generalised Impulse-response analysis for USA 
Panel (A): Total LFPR 
























































Panel (B): Female LFPR 
























































Panel (C): Male LFPR   28

























































Table 5 presents the estimates of     for the total, female and male LFPR series. 
Estimates for     show that a period of maximum two months is required for 30 percent of 
the effects of shocks to disappear for the total, female and male series for all countries 
under the WN and AR(1) disturbances assumption. For 50 percent of the effects of shocks 
to disappear a period of two months is required for the total, female and male for Australia, 
two months for total and female and three months for male for Canada and three months 
for total and female and two months for male under the WN disturbances. While under the 
AR(1) disturbances two months (three months for female) required for Australia, three 
months is required in Canada (four months for male) and the USA. About two years in 
total, three and a half years in female and five months in male LFPR in Australia, about 
five and a half, three and a half years for female, 10 years for total, female and male LFPR 
respectively, in Canada and about 10, 22.5 and 5.5 years for total, female and male LFPR 
respectively, for the USA are required for 95 percent of the effects of shocks to disappear 
under the WN disturbances assumption. However, under the AR(1) assumption the number 
of months required for the effect of shocks to disappear are substantially longer than under 
the WN assumption. For example, it takes about 2.25, 6 and 1 years, respectively for the 
total, female and male LFPR in Australia and about 27, 13 and 63 years, respectively for 
the total, female and male LFPR in Canada and about 24, 58 and 12 years, respectively for 
the total, female and male in the USA are required for 95 percent of the effects of shocks to 
disappear under the AR(1) disturbances assumption. These results imply that all of the 
total, female and male LFPR series of these countries are mean-reverting with long-
memory. 
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Table 5: Time required for  percent of the full effect of a unit shock to LFPR disappear 
(   ) 
Countries  =0.30  =0.50  =0.80  =0.90  =0.95 
(a) Estimates for disturbances in equation (10) are assumed to be white noise 
Australia         
   Total  2  2  4  10  25 
   Female  2  2  5  14  40 
   Male  2  2  2  3  5 
Canada         
   Total  2  2  7  20  69 
   Female  2  2  5  14  40 
   Male  2  3  9  33  129 
USA         
   Total  2  3  9  33  129 
   Female  2  3  14  59  269 
   Male  2  2  7  20  69 
(b) Estimates for disturbances in equation (10) are assumed to be an AR(1) process 
Australia         
   Total  2  2  4  10  27 
   Female  2  3  8  23  78 
   Male  2  2  3  5  12 
Canada         
   Total  2  3  16  70  322 
   Female  2  3  11  39  154 
   Male  2  4  25  134  754 
USA         
   Total  2  3  14  63  288 
   Female  2  3  21  113  632 
   Male  2  3  10  37  145 





This paper extends the previous research by considering the labour force participation rate 
(LFPR) series for Australia, Canada and the USA by gender using fractionally integrated 
models with endogenously determined multiple structural breaks. Gustavsson and 
Österholm (2006) are the first researchers to point out that if LFPR series are non-
stationary, then unemployment rates are “uninformative”. They investigate whether or not 
LFPR series for Australia, Canada and the USA are non-stationary. Their finding of non-
stationarity which implies that the informational value of unemployment may be doubtful   30
is also partially supported by Madsen et al. (2008) who reported that the evidence is at best 
mixed about the informational value of unemployment rates. Gustavsson and Österholm 
(2010) maintain their conclusion for the LFPR series disaggregated by gender, race and 
age for the USA. In this paper, we show that the apparent non-stationarity in the LFPR 
series found by previous researchers disappears when the fractionally integrated processes 
with endogenously determined multiple structural breaks are considered. We investigate 
the time series properties of the total, female and male LFPR series for Australia, Canada 
and the USA using the score test by Robinson (1994) for fractional integration under 
endogenously determined multiple structural breaks in the series. Our findings indicate that 
under the assumption of white noise disturbances the total, female and male participation 
rates in Australia and the total and female participation rates in Canada and the male 
participation rate for the USA are stationary while the male participation rate for Canada 
and the total and female participation rates for the USA are non-stationary but mean-
reverting. Under the assumption of AR(1) process the total, female and male participation 
rate series of Australia are still all stationary while the total, female and male participation 
rate series for Canada and the USA are all non-stationary but mean-reverting. Our 
conclusions are supported by the generalized impulse responses due to Pesaran and Shin 
(1998). These findings contradict the results of Gustavsson and Österholm who find that 
total participation rate series are non-stationary and Madsen et al. who find at best mixed 
evidence on the time series properties of the total participation rate series except that for 
the USA which they find is mean-reverting as we do in this paper. We find that 
endogenously determined multiple structural breaks affect the degree of integration of the 
LFPR series rendering them stationary or at best mean-reverting. Our results imply that 
unemployment rates are informative about joblessness and that long-term changes in 
unemployment rates explain long-term changes in employment rates implying one-to-one 
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