Information retrieval is becoming increasingly concerned with resource selection and data fusion for distributed archives. In distributed information retrieval, a user submits a query to a broker, which determines a solution for how to yield a given number of documents from all available resources. In this paper, we present a multi-objective model for resource selection, in which four aspects: a document's relevance to the given query, time, monetary cost, and the chance of getting document duplicates from resources, are considered simultaneously. Some variants of this multi-objective model, aimed at achieving better implementation efficiency, are also proposed.
Introduction and Motivations
With the rapid growth of information available on-line, a huge number of resources are available to users. However, users often find it difficult to select the most appropriate resources, given an information need. A Distributed Information Retrieval (DIR) architecture consisting of cooperative autonomous index resources is a viable solution to this by automating the resource selection process and making it transparent to users.
MIND (Resource Selection and Data Fusion for Multimedia International Digital Libraries) is a European project we are undertaking in the IST framework * . It includes partners from Europe and the USA. Providing methods and tools for automatic resource selection is one of its key goals to deal with the rapid proliferation of on-line resources and one of the objectives of the MIND project.
In the information retrieval and database research communities, much attention has been paid to devise methods to select those resources which could provide the largest number of relevant documents. Some methods have been proposed, for example, in 2, 3, 9, 10, 17 . More recently, and closely related to our work, Fuhr has introduced cost as a factor to be considered for resource selection 7 . In tune with Fuhr's view, we believe that in a DIR system, besides relevance, several other aspects are important and need to be considered. For example, response time and monetary costs are two important aspects. The response time for each resource to answer a given query could vary greatly because of location, calculation capability and working load of the resource server, the situation of the underneath network, and so on. Similarly, the monetary cost could vary enormously, since some resources may be available for free while some others may be very expensive. Fuhr assigns each document a cost factor. Some aspects like the cost of retrieving relevant documents versus non-relevant documents, expected retrieval quality, expected number of relevant documents in the resource, and cost for query processing and document delivery, are considered. However, Fuhr's discussion is carried out in a theoretical framework in which it is not clear how to decide the values of these cost factors for practical use.
In addition, Fuhr's model mixes many aspects into one objective cost, an approach that lacks the flexibility for meeting various kinds of user requirements. For example, a user A could be concerned mostly about relevance, and not be concerned with the monetary cost of accessing the documents or the time needed to retrieve them. User B might not care much about the number of relevant documents that could be retrieved and be mostly concerned with getting a few relevant documents quickly and at a reasonable cost. In such situations, a distinctive policy needs to be applied to each user. In addition, different policies could be applied to the same user for different query sessions.
Another important factor for resource selection in DIR is the presence of document duplicates. The issue of dealing with document duplicates in different resources has been approached by several researchers, see for example 13, 8 . It is obvious that if many duplicates are present in the fused retrieval set, it will be a waste of the user's money and time.
Based on the these considerations, we believe that a resource selection model based on a multi-objective optimisation algorithm is an appropriate solution to the above problems. The rest of this paper is structured as follows. In section 2, the basic resource selection model is described. Section 3 provides a general solution for that model. Section 4 presents some extensions of the basic model aimed at improving efficiency of implementation. Experimental results of a comparison between different algorithms are reported in Section 5. The most relevant related work is reviewed in Section 6. Finally, Section 7 concludes the paper and outlines the directions for future work.
A Basic Resource Selection Model
The Utility Function Method could be used to deal with this multi-objective optimisation problem 15 . First, we define a utility function for each of the four objectives depending on their importance, then a total utility function can be defined. In our case, we adopt a linear function by defining a coefficient for each of the objectives. A total utility function could be defined as follow:
where R res , T res , C res , and DR res are average measures for the four objectives at which we are aiming: relevance, time, cost, and duplicates ratio, respectively. For any query submitted, the broker has to make a decision about which resource server to query, and how many documents should be fetched from each selected resource. Usually the options are numerous. For each option, R res , T res , C res , and DR res will be given a corresponding value according to the formulae which we will discuss later in this section. We require all the parameters to be normalised (range in [0,1]), thus we can treat all factors equally. k 1 , k 2 , k 3 , and k 4 are coefficients,
The values of these coefficients can be adjusted for different policies. For example, user A, concerned more with relevance and less with costs and time, could set k 1 = 1, k 2 = k 3 = 0, and k 4 = −1; while a setting of k 1 = 0.5, and k 2 = k 3 = k 4 = −1 is suitable for user B, who intends to get a few relevant documents cheaply and quickly. In many cases, document duplicates are annoying so we could set -1 as a default value for k 4 . Algorithms for maximising U aimed at achieving an optimised solution to resource selection will be given in the next two sections. We assume that for any query, the user always specifies a number n, instructing the DIR system to return the top n estimated relevant documents. It is the broker's responsibility to find a retrieval solution that could meet the diversified requirements of the user.
Before going into the details of the parameter estimation, we introduce some notations which will be used in this paper. Suppose m denotes the number of available resource servers for consideration, D denotes the set of resource servers we have, and D(i) (1 ≤ i ≤ m) denotes the i-th resource server among them. In the following, all the parameters are related to the result of a given query Q. Doc(i) denotes the result set we get from D(i) with respect to Q, and x i denotes the number of documents in Doc(i). Doc(i, j) denotes the j-th document of Doc(i), and S(i) denotes the score of D(i). T all (i, j) denotes the time spent for the first j documents in Doc(i), while C(i, j) denotes the costs (charges) that the user has to pay for Doc(i, j). For Doc(i) and Doc(k), suppose both of them include an equal number of documents, then SR(i, k) denotes the duplicates ratio among these two sets of documents. All the symbols used in this paper, along with their meanings, are reported in Table 1 .
Estimation of Relevance
For the application of this model, one of the key requirements is to assign appropriate values to the parameters. In this subsection, we discuss the relevance parameter, other parameters will be discussed in the following subsections.
For making different objectives comparable, we must normalise all objectives in a certain range. In this paper, the range [0,1] is used for all objective variables. (i,j) time needed for the first j-th documents in Doc(i). Avg T(i,j) average time for each of the first j documents of Doc(i). NAT(i,j) normalised form of Avg T(i,j). Avg C(i,j) average charge for each of the first j documents of Doc(i). NAC(i,j) normalised form of Avg C(i,j).
document duplicates ratio of Doc(i) and Doc(k). U utility function.
Fuhr 7 proposes a probabilistic method to estimate the number of relevant documents to a query in a resource. A statistical method is proposed in 12 . Some other selection methods calculate a score according to their own formulae for each available resource 9,17,2 . The score is a measure of the "goodness" of the resource to that particular query. Usually, we expect that a resource with higher score will provide more relevant documents than a resource with lower score.
We could use the scores calculated by any of the algorithms mentioned above, and to simplify the discussion, we assume that the same selection algorithm is used for all resources. Suppose D(i)(1 ≤ i ≤ m) gets a score S(i) and is required to provide x i (with m i=1 x i = n) documents, then we define S max as:
S(i)
and x max as:
Based on that, we have: 
Estimation of Time and Cost
The time needed for retrieving documents from a resource server can be divided into two major parts: computation time and transmission time. The former is the time needed by the resource server to find the documents, while the latter is the time needed to transmit the documents from the resource server to the broker. It is usually the case that the number of documents we fetch from the resource server has little impact on the computation time 7 , but that number has a directly proportional effect on the transmission time. Suppose for resource D(i) that T (i, 1), T (i, 2), . . . is the time needed to fetch the first, second, . . . documents. We can expect T (i, 1) to be a relatively long time period that covers most of the the computation time, while T (i, 2) and its successors are mainly transmission time. The time can be estimated either by carrying out some sample queries or from past queries.
Suppose the value of T all (i, j), the time needed for fetching the first j documents, is known (for any j in Doc(i)), we could use it to calculate T res in the following way. First, we calculate T (i, j) and Avg T (i, j) by:
Then we define:
Thus, T res can be defined as:
A similar technique can be used for the monetary cost. Suppose we know C(i, j), which denotes the charge that the user has to pay for Doc(i, j). We define 
Finally, we have:
Estimation of Document Duplicates Ratio
The problem of document duplicates from different resource servers has not been fully considered previously. However, the presence of document duplicates may deteriorate greatly the effectiveness of the broker. In the worst case, several servers may just returns the same lists of documents.
In order to deal with document duplicates in a resource selection model, specific information needs to be stored in the broker. An ideal way is to store the estimated value of duplicates that exists between every pair of resources, for every query and a given number of documents. However, this is not a practical solution. In the following, we discuss various possible solutions that can be used assuming that every resource provides the same number of documents x.
Setting up DR(i, j) manually. In some cases, this is quite a straightforward task.
For example, for a web site and any of its mirror copies, DR(i, j) is always equal to 1. An opposite situation is that DR(i, j) equals 0, in the case of resources that cover totally different fields, or resources that cover a similar field, but where there is no overlap. For example, the ACM digital library and the AOA (American Ornithological Association) data services and publications may fall in the former category, assuming there is no document overlap.
Resource-pair general ratio. This method assumes that for any query, the duplicates ratio between documents retrieved from two different resources is always the same. By sending a predefined group of sample queries to two resources, we can identify the number of duplicates from the top x documents and average the ratios over different queries. Later on, we would use the same ratio in every case regardless of the query.
Resource-pair clustered ratio. This method divides all the documents in two resources into a common set of clusters. We estimate the ratio for each cluster by sending some sample queries to the two resources. When a new query is submitted by a user, we select the cluster whose centroid bears the most similarity to the query, and use the duplicates ratio of that cluster for the query.
Past queries-based method. Suppose the broker has a log mechanism. For every query processed, we compare the results of different resources and record each duplicates ratio into a log. When a new query is submitted, the broker finds a similar query in the log and uses the ratio of that query for the new query.
The last three methods can be implemented automatically in the broker. The rationale behind the use of a ratio is related to its direct relation to the likelihood measure, which provides an estimate of the chances of retrieving duplicates from different resources. Users find it easier to understand this measure than an absolute number. Based on the above methods, we can estimate the number of document duplicates of every pair of resource server for any query. Then DR res can be defined as:
where Const = We divide them into m − 1 groups. The i-th
. Therefore, the total duplicates in the group i is calculated by
, the maximum number of duplicates in this group is n − i k=1 x k . In Formula 2, Const is used as the normalising factor for every group. When x 1 = x 2 = ... = x m = n/m , and DR(i, j) = 1 for any i and j, DR res =1.
Solution to the Basic Resource Selection Model
Given the framework presented in the previous section, our purpose is now to maximise U . In the following, we suppose that for each resource D(i), the size of Doc(i) is always n. This could be done in the following way: if the size of the retrieved document set for D(i) is greater than n, it is sufficient to keep the first n documents and discard the rest; if the size of document set is less than n, we reach n by filling in with some "dummy" documents with very low S values (i.e. relevance score value close to 0), and very high C and T values (close to 1). In such a way, we can guarantee that these dummies will not be selected. We assume to have that a resource will have at least n documents in total. Otherwise, it will be unavoidable for the algorithm to pick up some dummy documents.
One way to get the overall optimum solution is by enumerating all possible candidates and decide which one is the best. Notice that n documents in m resources can be mapped into a m-digit number. The problem can be mapped into finding out all such numbers whose digits in all places sum to n. The following rules are always true for the numbers which satisfies our requirement: A(m) := n; 09.
while (A(0) = 1) do 10.
{ utility := CalUtility(A);
11. if (utility > best utility) 12.
{ best utility := utility; 13. • if T is a satisfied number whose digit in the units is not 0, then beyond T , T + n is the smallest one which satisfies our requirement;
• if T is a satisfied number whose low l + 1 places having a form of n 0.........0 We can further improve the above process. The utility in Equation 1 for a given solution can be divided into four parts. The first three parts have a common property, that is, for any given resource, the utility of a solution from one part is only determined by the number j of documents which is involved in the result. For example, for relevance it is j * N AS(i), if the first j documents in resource D(i) are involved in the solution. But for document duplicates ratio, the situation is different, since that part of the utility is decided by all the resources which have some documents appearing in the result list. If we pre-calculate the value of the first three parts of U for every resource i and every possible number j of documents, as:
then, for every solution, we can get its partial utility value by one scan of each x i value of every resource
However, there is no simple way of obtaining DR res , which has to be handled as described before. In such a way, CalU tility needs O(m 2 ) time for every execution. For m resources and n documents, the number of solutions that Algorithm 1 generates is given and proved by the following Theorem. The proof can not be presented here due to space limitations. 
Some Variants of the Basic Model and Related Solutions
The basic model in Section 2 reflects precisely the multi-objective resource selection problem, but the solution given in Section 3 is not efficient enough for practical use. This is due to the document duplicates ratio objective. In this section we will remove some of the requirements to improve efficiency. These variants of the basic model are still sound but are more efficient, as the evaluation reported in Section 5 will show.
The Static Variation Model
One possible way to improve the algorithm presented in Section3 is to define an average document duplicate ratio between resource D(i) and all other available resources as:
DR(i, k)
Then we can define DR res as follow:
Comparing the above equation with Equation 2, we see that in Equation 4, each addend is just decided by the resource itself rather than any other resources, as was previously the case. In this variant of the basic model, the remaining three parts of the utility function are the same. Given that the utility that each resource earns is calculated independently from other resources, we call this model static variation model. Since now we make our decision by only considering the Avg DR(i) value of any given resource and not the exact value, such a model is less accurate than the basic model. Nevertheless, we can benefit from this simplified model since Algorithm 1 can now be implemented more efficiently. We can evaluate the matrix U (i, j) using the following equation:
In such a way, CalU tility just needs O(m) time, not O(m 2 ) time, as before. In addition, in such a situation, the "divide-and-conquer" algorithm (Algorithm 2) described in Figure 2 could be used. The dividing step iterates over the number of resources, while the merging step is performed in the procedure BestU tility. Since the utility for documents in each resource is not related to any other resource which contributes to the result, we can use the maximum computed for the i-th resource in computing the maximum for the (i + 1)-th resource. The time complexity of Algorithm 2 is O(mn 2 ). This algorithm gives optimum solution provided that all parameters are accurate and U (i, j) in Equation 5 is monotonic.
The Greedy Algorithm
Suppose only one maximum exists in the utility function for each resource. Then we can use a greedy policy to speed up the algorithm of the static variation model. In practical situations, the above monotonicity assumption of utility does not always hold. However, relaxing the above restriction is rather straightforward. If P db (j) = U (i, j), for a given i, has several local maximum points, we can always take one of them with the maximum value as the global one. This greedy algorithm (algorithm 3) is described in Figure 3 .
The basic idea of the greedy algorithm is to find the maximum point 
10.
Procedure BestUtility(X',U',M') 11.
for k:=0 to n do 12.
{ M'(k) := X'(k); 13.
for j:=0 to k-1 do 14.
if our solution aims at getting a set of resources and n documents in all. Let us use two sets, one includes all the available resources and the other one is for the above solution. At first, the solution set is empty. The algorithm repeatedly removes the highest ranked D(i) from the available resource set, put it into the solution set, with its x i documents added, until the solution reaches n documents. In addition, before we add a new resource into the solution set, we try to increase the number of documents of every resource already in the result as long as its utility is no less than the newcomer's. Finally, if we cannot have just n documents, we reduce the document number of the last incomer to fit n. In Figure 3 , opt (1..m) gives the subscripts of all resources sorted by their maximum of utility function in descending order, while X(1..m) initially gives the numbers of documents in resources when they reach their maximum values. When the computation ends, the variable res n gives the total number of resources whose documents are selected in the result, in gives the total number of documents involved in the result, and X(1..res n) gives the number of documents that each resource contributes. This algorithm requires at most O(m) to get one document. Since we need n documents in all, the worst time complexity of the algorithm is O(mn).
The Dynamic Variation Model
Algorithm 3 selects resources one by one according to their utility function performance. This provides us with a possible way to improve the algorithm on document duplicates. Suppose we are processing that algorithm, having m resources {D (1), D(2) , . . . , D(m )} in the result, but the total number of documents is still less than the number of n required. In such a situation, we need to select some more documents from other resources. One way to select a new resource is to consider those resources having been included in the result, instead of all available resources,
01.
Algorithm 3: Computes a Solution by a Greedy Policy 02.
Input: m, n, opt(1..m), X(1..m), P(1..m, 1..n) 03.
Output: in, res n, X(1..res n); 04. num = 0; res n; 05.
for j:=1 to m do
06.
{//expending the number of documents 07. f1 = P(opt(j), X(j)); 07.
while(1=1) 09.
{ f := -∞; 10.
for k := 1 to j-1 do
if ( f > f1) break; 15.
else if (num ≥ n) { res n := j-1; exit; } 16.
else { num++; X(in)++; } 17. } 18.
in := in + X(j); 19.
if in ≥ n { res n := j; exit;} 20.
} Fig. 3 . The Algorithm for a Greedy Policy.
which will be more accurate for evaluating duplicated document ratios. The next D(i) we select gets the maximum value in the following equation:
where D u is the set of available resources that have not been involved in the result, x i is the number of documents in Doc(i), the number at which D(i) gets its maximum of the utility function, and m is the number of resources already in the result. Equation 3 . In contrast to the static variation model, we call this the dynamic variation model. Likewise Algorithm 3, we can design a greedy algorithm for such a model. Before adding documents of a new resource into the result, we expand the number of documents of those resources already in the result so long as it is profitable. One more thing we should consider is the first resource to be selected. Since there is no resource in the result, we do the same as in Algorithm 3 for selecting the first one. Algorithm 4 is described in Figure 4 . In Algorithm 4, line 5 can be done in O(mn) and the loop between lines 9 and 17 can be done in O(mn) as in Algorithm 3. Therefore, the total complexity of the algorithm is O(mn).
Experimental Study
We have conducted two experiments aimed at evaluating the performances of the proposed algorithms. For practical use, the effectiveness of the multi-objective if (cont ≥ n) then exit; 09.
while (1=1) 10.
{ select D(i) from D u which maximises Equation 6;
add more documents for each D(i') in Dr if U'; and change the value of count and X i accordingly; 13.
if (count ≥ n) exit; 14.
count := count+j;
16. if (count ≥ n) then exit; 17.
} Fig. 4 . The Greedy Algorithm for Dynamic Variation Model.
resource selection method mainly depends on two aspects: the efficiency of the multi-objective optimisation algorithm, and the correct estimation of the parameters needed by the optimisation algorithm. Here we focus on the former, while work is still in progress on the latter. 
The information needed as input for the optimisation algorithms are m, n, S(i), C(i, j), T (i, j), and DR
(i, k) for (1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ j ≤ n).
. = T (i, j). DR(i, k)
can be generated by one of two different situations. One is that all DR(i, k)s are distributed evenly in a given range. The other is that resources are divided into several groups, with higher duplicates ratio for resources in the same group, and lower duplicates ratio for intergroup resources.
For a given set of input, we run the optimisation algorithms proposed in this paper, each of them producing a solution X(x 1 , x 2 ,...,x m ), with m i=1 x i = n, that includes a subset of resources and a number of documents needed for each resource. The effectiveness of a solution could be evaluated by its utility value in the basic model (DR res is calculated by Equation 2). However, there is no absolute standard to distinguish a bad solution from a good one, since the utility value of a solution varies from case to case. So, we run different optimisation algorithms based on the same input and made a performance comparison between them. Algorithm 1 can always generate the best solution and the worst solution (with very little change). The first experiment aimed at finding out the exact efficiency of each algorithm. The best and worst solutions were produced by Algorithm 1. Because Algorithm 1 is very time consuming, a relatively small number of resources (8) (9) (10) and required documents (15) (16) (17) (18) (19) (20) were considered. Table 2 shows the average performance of every algorithm after 1000 runs.
In Table 2 , Performance (1) is based on "best-worst" figures, that is, for method m, the performance is calculated by P (1) m = (s m -s worst )/(s best − s worst ). Here s m , s worst , and s best denotes the utility that method m, worst, and best gets, respectively. Similarly, Performance(2) is based on "best-random" figures. Performance(2) of method m is calculated by P (2) m = (s m − s random )/(s best − s random ). For the random method, we use the average utility scores of 100 random solutions for each run.
In every run, the static variation model always outperforms both greedy and dynamic models, but it demands more time. The dynamic variation model is better than the greedy model in most runs. We distinguish between two typical situations. In the first, all the resource pairs have relatively even duplicates ratio, while in the second, resources are divided into several groups, with higher duplicates ratios for resource pairs in the same group and lower duplicates ratio for intergroup ones. The experiment suggests that in the first case both the greedy and the dynamic models have very close performance, while in the second case the dynamic algorithm is considerably better than the greedy algorithm.
The second experiment aimed at comparing the performances of every algorithm with relatively larger number of resources (50, 100) and required documents (300-400). Unfortunately, we can not afford the time for producing best and worst solutions. Instead, we use the random and static models to serve as base and top scores, respectively. Although by doing so we do not know exactly the efficiency of each model, we can however perform a comparison of the four models involved (static, greedy, dynamic, and random). The average results of 200 runs are shown in Table 3 and 4. As we can see, in all cases the static model gives the best performance, while the dynamic model is better than the greedy. In general, both the dynamic and the greedy models are about 30% -40% as effective as the static model. However, they use only less than 1% of the time needed by the static model. 
Related work
One way of ranking resources is by using term frequency data. Several approaches have been proposed by different researchers. Arguably, the best known model using this technique is the Collection Retrieval Inference (CORI) Network 2 , which uses the TF*IDF document ranking formula as an analogy for database ranking. CORI modifies the TF-IDF formula by replacing TF with DF (database frequency), and IDF with ICF(inverse collection frequency). Having ranked resources, CORI uses a clustering method to determine how many resources to consult.
The gGlOSS system 9 relies on DF data and the weight-sum of every term in a database to calculate every database's goodness with respect to a given query. A hierarchical broker structure is supported.
Yuwono and Lee 17 propose a set of CVV(Cue-Validity Variance)-based methods for database resource ranking, which relies solely on DF data. Some evaluations have been done for comparing the above models 14, 6, 4 .
Another approach is based on the use of resource section description. Chakravarthy and Hasse 3 propose a method for locating the Internet resource containing a known item. Kirk, et al. 11 propose a way of using knowledge representation technology to represent both queries and resource content. The Pharos system 5 proposed by Dolin, et al. uses decentralised, hierarchical meta-data descriptions for selecting appropriate resources.
Different methods could be used to obtain statistic information to be used for resource selection. Voorhees et al. 16 use historical information, Callan et al. 1 propose a way of sampling database contents via the normal process of running queries and retrieving documents, while Hawking and Thistlewaite 10 propose a lightweight probe method, which sends a small number of on-line terms to available resources. Fuhr 7 proposes a cost-based policy to resource selection. Several aspects including relevant/non-relevant documents, expected retrieval quality, expected number of relevant documents in the resource are considered to evaluate the cost in the model. A divide-and-conquer algorithm is given for computing optimum solution.
The approach presented in this paper is substantially different from the ap-proaches presented above since it uses a multi-objective optimisation technique. It is based on a utility function, in which different factors can be considered at the same time.
Conclusions
In this paper, we propose a multi-objective model for resource selection in distributed information retrieval, in which four aspects: document's relevance to the given query, query time, query cost, and document duplicates among resources, are considered. In the basic model, an optimised solution is achieved by comparing the performances of all possible solutions. In addition, some variants of the basic multi-objective model are proposed for more efficient implementations. The results of an experimental analysis aimed at assessing the efficiency of implementation of the different models are reported. The major contributions of the work reported in this paper are as follows:
• We use a multi-objective model to deal with the resource selection problem. Compared to Fuhr's work 7 , it is more flexible for coping with the varying requirements of different users.
• The possibility of having document duplicates from different resource servers has been addressed.
• Several optimisation algorithms have been proposed and experiments have been carried out for evaluating their performances. Experiments show that the static model is better than the greedy and dynamic models. However, both greedy and dynamic models are much quicker than static model.
Estimating the values of the parameters for the optimisation algorithm is an important issue. Much work has been done for relevance estimation, but considerably less has been devoted to estimate document duplicates ratios. This aspect certainly demands more research work. It is in this direction that we are currently working.
