We show that the 3 m multiplications in (a 0 , a 1 , ...,
Introduction
Let n ω be the time for matrix multiplication. It is trivial that ω ≤ 3. Strassen first showed that ω < 2.81 [15] . After Strassen's result there is a series of work improving the time bound. Pan [11] showed ω < 2.796. Bini et al. [3] obtained ω < 2.78. Schönhage [13] showed that ω < 2.522. Romani [12] got ω < 2.517. Coppersmith and Winograd [5] obtained ω < 2.496. In 1986, Strassen then obtained that ω < 2.479. In 1990 Coppersmith and Winograd [6] obtained the ω < 2.376 bound that lasted more than twenty years. Only until 2012 Williams [16] improved the bound to ω < 2.3727. A weaker improvement is also found by Stothers [14] .
In addition there are works on multiplying rectangular matrices. Coppersmith showed [7, 8] that an n × n 0.294 matrix can be multiplied with an n 0.294 × n matrix in n 2+ǫ time. Huang and Pan then generalized this to any rectangular matrix multiplication [10] . Very recently Gall showed [9] that an n × n 0.30298 matrix can be multiplied with an n 0.30298 × n matrix in O(n 2+ǫ ) time.
The algorithms we mentioned before are for real valued matrices. For Boolean matrix multiplication and integer matrix multiplication there are no better algorithm other than those algorithms mentioned above. However, the "Four Russians" algorithm by Arlazarov, Dinic, Kronrod, and Faradzhev [1] has time O(n 3 / log n) but can be improved to O(n 3 / log 2 n) for matrix multiplication, Bansal and Williams [2] obtained an O(n 3 (log log n) 2 / log 9/4 n) time algorithm for Boolean matrix multiplication, Chan [4] obtained an O(n 3 (log log n) 3 / log 3 n) time algorithm for Boolean matrix multiplication and Yu [17] obtained an O(n 3 (log log n) c / log 4 n) time algorithm for Boolean matrix multiplication.
In this paper we present a θ(n 2 ) time algorithm for matrix multiplication. We use a completely different approach to the problem and the design of our algorithm is via a new path of thought. We have been working on achieving fast matrix multiplication algorithms for more than five years and fortunately we have reached our goal.
The Design
Our matrix multiplication algorithm is designed through vector multiplication. We will show that we can convert the vector multiplication of a 1×3 100 vector v 1 with a 3 100 ×1 vector v 2 to the vector multiplication of a 1 × 2 100 200+5
Here the conversion from v 1 to v ′ 1 is independent of v 2 and the conversion from v 2 to v ′ 2 is independent of v 1 . These conversions take constant time. This is sufficient to warrant an optimal matrix multiplication algorithm as we can convert a 1 × n (n × 1) vector to a 1 × c (c × 1) vector in O(n) time, where c is a constant. And then the matrix multiplication AB is converted to A ′ B ′ where A ′ is an n × c matrix and B ′ is a c × n matrix.
Consider the vector multiplication of (a 0 , a 1 , a 2 )(b 0 , b 1 , b 2 ) T . We first use Fig. 1a . to obtain the first multiplication:
where p 0 , p 1 , p 2 , p 3 , p 4 , p 5 are any 6 different primes.
We then use Fig. 1b . to obtain the second multiplication:
Now adding (1) and (2) we have that
Note that there are a = 6 coefficients and they are:
Note very importantly there are b = 6 primes in these coefficients.
We have to achieve the goal of b ≥ a and reduce the number of multiplications. Note the difference when we say converting the number of multiplications and reducing the number of multiplications. When we say converting the number of multiplications, the results of the two (before converting and after converting) are the same. When we say reducing the number of multiplications it just means that the number of multiplications is reduced and the results of the two (before reducing and after reducing) need not be the same. Another important property we need is that if we replace p i by p j i , 0 ≤ i ≤ 5, there is still 6 coefficients in (3). Here we reduced 3 multiplications of a 0 b 0 + a 1 b 1 + a 2 b 2 to 2 multiplications of formula (3) . We have achieved these goals with a 1 × 3 vector multiplied with a 3 × 1 vector. Now use formula (3) to reduce n multiplications to 2n/3 multiplications. Then use formula (3) again to reduce the 2n/3 multiplications to (2/3) 2 n multiplications. Note that to keep the 6 coefficients multiplied up we need to keep every 2 multiplications in formula 3 as a set and later multiplication factors multiplied to the same set should be the same (otherwise the coefficients will break up and assume the forms of not any of f i,j 's). Thus after we reduced to (2/3) 2 n multiplications a set has 4 multiplications. After we apply formula (3) m times we reduce n multiplications to (2/3) m n multiplications. Here we consider converting 3 100 multiplications to less than 3 100 multiplications. Thus we let n = 3 100 and we can apply formula (3) 100 times to reduce 3 100 multiplications to 2 100 multiplications. We now have only 1 set left and cannot apply formula (3) any more. Let F 1 be the result of these 2 100 multiplications. Then
There are n 1 = 100+5 5
< 100 5 terms in F 1 .
Now for a fixed positive integer j replace p i by j-th power of it, i.e. p j i , 0 ≤ i ≤ 5, in formula (3) with f i,j as:
And recompute formula (3) and (4), we arrive at F j :
We will do this for j = 1, 2, ..., Proof: This is the way that we formed formula (3). When formula (3) is repeatedly applied, diagonal elements will only have coefficients of f
As an example, Fig. 2a . shows the first application of formula (3). In Fig. 2a . a 8 b 8 ) . Fig. 2b . shows the second application of formula (3). In Fig. 2b . there are 2 multiplications for Fig. 2c . shows the combined applications of formula (3). Fig. 2c . has 4 multiplications.
Another way of viewing this is to use Fig. 2d. In Fig. 2d has rank n 1 .
where i a 0 + i a 1 + i a 2 + i a 3 + i a 4 + i a 5 = 100, a is null or ′ or ′′ . Thus there are n 2 constants c 1 , c 2 , ..., c n 2 such that from the n 2 equations F 1 , F 2 , ..., F n 2 we can solve
Note that in F j , a i 0 ,i 1 ,i 2 ,0,0,0 has coefficient f
2,j f 0 3,j f 0 4,j f 0 5,j which indicates that it is the coefficient for some a u b u instead for a u b v with u = v. multiplications. Note that previously we obtained 1 set of 2 100 multiplications and we could not apply formula (3) to these 2 100 multiplications any longer.
Theorem 1: Matrix multiplication can be computed in θ(n 2 ) time.
3 Matrix M Has Rank 100+5 5 First
Note that there are n 2 = , where
, where a is null or ′ or ′′ .
Proof:
. Let P be the 
Note that now if we replace p 0 with indeterminate x in each term of P then E 2 still evaluates to 0. However, when p 0 is replaced by x then each term in E 2 is c i 0 ,i 1 ,i 2 ,i 3 ,i 4 ,i 5 f 
Each group should sum to 0. Now within each group we replace p 1 by x (p 0 is not changed). Then this further separates each group into multiple groups with each group having M 1 (i 0 , i 1 , i 2 , i 3 , i 4 , i 5 )P |(p 1 replaced by x) being a polynomial of degree e 1 of x. That is:
Further partition each group into multiple groups by replacing p 2 by x and we get:
Further partitioning. Now replace both p 0 and p 3 by x and we get:
Further partitioning. Replace both p 1 and p 4 by x and we get:
Further partitioning. Replace both p 2 and p 5 by x and we get:
Thus now each group has to satisfy (9) through (14) for 6 fixed constants e 0 , e 1 , e 2 , e 3 , e 4 , e 5 . Solving (9) through (14) we get each i j , 0 ≤ j ≤ 5, must be a fixed value. That is, each group contains only one M 1 (i 0 , i 1 , i 2 , i 3 , i 4 , i 5 )P and thus c row vectors (these row vectors can be found and we need them here just for proving a property) to M 1 to get a Let P k be the vector obtained from P by replacing each element of P by the k-th power of it. That is, P k is the 
