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RESUMO
Nesta tese utilizamos o metodo analtico n~ao perturbativo, conhecido
por teoria de perturbac~ao otimizada junto com o princpio de mnima
sensitividade, para estudar os diagramas de fases associados aos modelo
de Gross-Neveu, em 2 + 1 dimens~oes, e ao modelo de Nambu-Jona-
Lasinio, na vers~ao U (1) ; em 3 + 1 dimens~oes. Nossas abordagens s~ao
feitas atraves do calculo da densidade de energia livre de Landau (ou
potencial efetivo) em temperaturas e densidades nitas. Uma atenc~ao
especial e dedicada a revis~ao destes modelos calculados na chamada
aproximac~ao de N - grande tendo como principal motivac~ao o fato de
que nossos resultados introduzem correc~oes de N nito. Os principais
resultados apresentados, associados ao modelo de Gross-Neveu, s~ao a
localizac~ao precisa do ponto tricrtico e de uma fase mista \lquido-
gas". Com relac~ao ao modelo de Nambu-Jona-Lasinio mostramos que
nossas primeiras correc~oes contribuem nos caso em que a densidade
e diferente de zero produzindo resultados que, na aproximac~ao de N -
grande, apenas s~ao obtidos ao custo da introduc~ao de um termo extra.
Palavras-chave: Modelo de Gross-Neveu, modelo de Nambu{Jona-
Lasinio, metodos n~ao perturbativos, teoria de perturbac~ao otimizada,
temperaturas e densidades nitas, diagramas de fases.

ABSTRACT
In this thesis we use the nonperturbative analytical method, known as
optimized perturbation theory with the principle of minimal sensitivity,
to study the phases diagrams concerning to the Gross-Neveu model, in
2 + 1 dimensions, and to the Nambu-Jona-Lasinio model, in a U (1)
version, in 3+1 dimensions. Our approaches are accomplished through
the calculation of the Landau free energy density (or eective potential)
at nite temperatures and densities. A special attention is dedicated to
the revision of these models calculated in the Large N approximation
having the aim motivation in the fact that our results introduce cor-
rections of nite N . The principal results presented, associated to the
Gross-Neveu model, are the precise location of the tricritical point and
of a mixed \ liquid-gas " phase. Related to the Nambu-Jona-Lasinio
model we showed that our rst corrections contribute in the case when
the density is dierent from zero, producing results that, in the ap-
proach of Large N approximation, are just obtained at the cost of the
introduction of an extra term
Keywords: Gross-Neveu model, Nambu{Jona-Lasinio model, nonper-
turbative methods, optimized perturbation theory, nite temperatures
and densitys, phase diagrams.
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1 INTRODUC ~AO
O elevado grau de precis~ao alcancado com as previs~oes teoricas
da eletrodina^mica qua^ntica (QED - Quantum Electrodynamics), o maior
ja alcancada por uma teoria, deu o suporte necessario para que a te-
oria qua^ntica de campos (QFT - Quantum Field Theory) passasse a
ser considerada a melhor ferramenta matematica a disposic~ao para a
descric~ao da dina^mica das interac~oes fundamentais. O estabelecimento
da QED, como a teoria fundamental, que descreve a dina^mica de in-
terac~oes de partculas com carga eletrica, n~ao foi uma tarefa simples
do ponto de vista matematico mas talvez o fato mais impressione e o
de que uma teoria solucionada de uma maneira aproximada, atraves da
teoria de perturbac~ao, consiga fornecer resultados com tanta precis~ao,
conrmados pelos resultados experimentais [1].
A boa descric~ao obtida com a QED dentro do formalismo da
QFT e a evoluc~ao natural das ideias a cerca da descric~ao da interac~ao
fundamental de cor entre os quarks e gluons fez com que naturalmente
surgisse uma teoria que descrevesse tais interac~oes, ou seja, a cromo-
dina^mica qua^ntica (QCD - Quantum Chromodynamics). A exemplo
da QED, a soluc~ao da QCD tambem n~ao e uma tarefa trivial, mesmo
com o conhecimento adquirido (e organizado) no tratamento da QED.
Um dos principais obstaculos e o carater n~ao perturbativo da QCD em
baixas energias (relevantes para a fsica de hadrons) o qual n~ao permite
teoria de perturbac~ao na constante de acoplamento. Associado a este
regime temos o connamento dos quarks e gluons e a quebra dina^mica
da simetria quiral. O cenario tambem n~ao e muito diferente nos ca-
sos em que a constante de acoplamento e pequena (devido a chamada
liberdade assintotica) associado ao plasma de quarks e gluons e a res-
taurac~ao da simetria quiral. Neste regime nem sempre podemos utilizar
teoria de perturbac~ao, visto que, nos casos que envolvem investigac~oes
sobre mudancas de fases relacionadas a altas temperaturas, ocorre a
quebra da teoria de perturbac~ao devido as diverge^ncias infra-vermelhas
(presentes em teorias n~ao massivas como a QCD) [2]. Alem disso, nas
proximidades dos pontos crticos, grandes utuac~oes podem aparecer
no sistema, devido as diverge^ncias infra-vermelhas, em transic~oes de se-
gunda ordem ou mesmo, em transic~oes fracas de primeira ordem [3]. Na
tentativa de contornar tais problemas surgem os denominados metodos
n~ao perturbativos como: a expans~ao 1=N [4], tecnicas de ressoma de
diagramas, como esquemas daisy e super-daisy [2,5], metodo de opera-
dores compostos [6,7], metodos de propagadores vestidos [8,9], metodos
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numericos [10] e a teoria da perturbac~ao otimizada (OPT - Optimized
Perturbation Theory) [11], a qual sera utilizada nesta tese.
Outro aspecto importante que dever ser considerado e o de que,
atualmente, ainda n~ao temos acesso a uma formalismo matematico (ou
mesmo de calculos numericos) capaz de fornecer uma descric~ao com-
pleta do diagrama de fases da QCD (envolvendo tanto as transic~oes
de connamento/plasma como quebra/restaurac~ao da simetria quiral)
e muitas perguntas ainda est~ao em aberto como, por exemplo, se as
duas transic~oes ocorrem simultaneamente [12]. Podemos armar que o
estudo das transic~oes de fases quiral da QCD, na qual os quarks inici-
almente (aproximadamente) n~ao massivos acabam por adquirir massa,
em temperaturas e densidades nitas e de grande interesse dentro desta
area da fsica. Acredita-se que tais transic~oes est~ao relacionadas a pro-
cessos que ocorrem a altas temperaturas e densidades como nos ex-
perimentos de colis~oes de ons pesados alem de estarem presentes em
estagios primordiais do universo.
A ause^ncia de calculos da dina^mica de sistemas realistas e muitas
vezes suplementado por modelos mais simples. Neste cenario, tornam-
se importantes os modelos efetivos que, devido a sua simplicidade, po-
dem ser utilizados como laboratorios para testes das nossas tecnicas
matematicas permitindo uma melhor compreens~ao das caractersticas
relacionadas aos modelos mais realistas. Varios modelos fermio^nicos
efetivos tem sido utilizados para estudar caractersticas relacionadas a
QCD. Apresentamos aqui um estudo referente a dois deles: O modelo
de Gross-Neveu em 2+1 dimens~oes (GN3d) e o modelo de Nambu{Jona-
Lasinio (NJL), na vers~ao U (1), em 3 + 1 dimens~oes. Por outro lado,
os modelos efetivos n~ao s~ao apenas meros exemplos formais ilustrativos
mas possuem aplicac~oes na fsica de uma maneira geral. O modelo de
Gross-Neveu, em 1+1 dimens~oes (GN2d), por exemplo, esta associado a
polmeros incluindo moleculas de poliacetileno[13]. Os modelos efetivos
formulados na dimens~ao 2+ 1 geralmente est~ao associados a supercon-
dutividade a alta temperatura e ao efeito Hall qua^ntico [14], mais pre-
cisamente, o modelo GN3d e associado a supercondutores planares [15].
O modelo GN tambem pode ser considerado como prototipo da QCD
tendo em comum caractersticas importantes como, quebra de simetria
quiral (CSB - Chiral Symmetry Breaking) e liberdade assintotica [16].
Em particular, o modelo GN tem sido extensivamente estudado com
a expans~ao 1=N , onde N representa o numero de especies fermio^nicas,
em primeira ordem, que tambem e conhecida como aproximac~ao de N
grande. Esta aproximac~ao e equivalente a denominada aproximac~ao
de campo medio (MFA - Mean Field Approximation). E sabido que
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o modelo de GN3d n~ao e renormalizavel na usual expans~ao perturba-
tiva, mas e renormalizavel na aproximac~ao de N grande. No caso da
OPT, em primeira ordem, todas as quantidades s~ao nitas quando cal-
culadas utilizando regularizac~ao dimensional (uma discuss~ao detalhada
sobre o processo de renormalizac~ao, em ordem 2, pode ser encontrada
na refere^ncia [17]. O diagrama de fases obtido para o modelo GN3d,
na MFA, apresenta uma transic~ao de fase de segunda ordem em todo
o plano do potencial qumico () versus temperatura (T ), exceto em
T = 0, onde a transic~ao e de primeira ordem [15]. Posteriormente, em
1990, simulac~oes numericas de Monte Carlo (MC) indicaram a possi-
bilidade de haver uma linha de transic~ao de primeira ordem tambem
para valores n~ao nulos de T e  [18]. Contudo, devido a precis~ao destas
simulac~oes, n~ao foi possvel determinar a localizac~ao do ponto tricrtico
(o qual localiza encontro das linhas de transic~oes de segunda e primeira
ordem). Alem disso, os autores da Ref.[18] n~ao encontraram nenhuma
evide^ncia da possvel existe^ncia da transic~ao nuclear \lquido-gas" e co-
gitaram que: (i) ela pode ser extremamente fraca; (ii) muito proxima
da transic~ao quiral ou (iii) n~ao existe neste modelo.
O modelo de NJL foi originalmente construdo num perodo an-
terior ao advento da QCD como uma teoria efetiva de interac~oes entre
os nucleons [19]. Este modelo foi introduzido com a intenc~ao de des-
crever a quebra esponta^nea da simetria quiral, no vacuo, em analogia
ao mecanismo de Barden, Cooper e Schrieer (BCS) para a super-
condutividade. Posteriormente, com o desenvolvimento da QCD este
modelo passou a ser reinterpretado como um modelo fermio^nico para
quarks [20]. Um esforco consideravel tem sido feito para entender as
conseque^ncias fsicas nesta nova interpretac~ao. Um conjunto de traba-
lhos relacionados ao modelo de NJL nesse sentido pode ser encontrado
na Ref. [21]. Existe ainda a possibilidade de aplicac~oes do modelo em
quest~oes da astrofsica nuclear onde, a materia nuclear esta sujeita a
campos magneticos [22]. Nas formulac~oes usuais do modelo de NJL n~ao
se inclui graus de liberdade associados aos gluons, excluindo-se assim, a
possibilidade de descrever as propriedades associados ao connamento.
Renamentos do modelo, nesse aspecto s~ao possveis considerando-se,
por exemplo, o modelo de NJL SU (3) estendido com \loop" de Polya-
kov (PNJL) [23]. O modelo de PNJL tem sido estudado em diferentes
contextos com resultados alem da MFA [24] e na presenca de campos
magneticos[25]. Como sera visto mais adiante, o modelo de NJL, em
3 + 1 dimens~oes, n~ao e renormalizavel, sendo que, para o processo de
regularizac~ao, necessario para manipular as diverge^ncias que eventual-
mente aparecem, adotaremos o metodo conhecido por \sharp cut-o".
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Como o nome sugere, este metodo e caracterizado pelo \corte" do limite
superior das integrais nos momentos atraves de uma quantidade, usu-
almente , que passa a ser considerado como um para^metro da teoria.
Uma maneira alternativa de considerar as diverge^ncias, que aparecem
neste modelo, pode ser encontrada na Ref. [26]. Com a intenc~ao de
investigar estes problemas e, motivados pelos recentes bons resultados
obtidos no estudo do modelo GN2d [27] (onde o resultado para a tem-
peratura crtica converge ordem a ordem em direc~ao ao resultado exato
determinado pelo teorema de Landau), utilizamos no presente traba-
lho o metodo da OPT (ou expans~ao  linear, LDE) para investigar os
aspectos, acima mencionados, referentes ao modelo GN3d. Posterior-
mente, numa conseque^ncia natural, estendemos estas investigac~oes ao
modelo de NJL U (1) em 4d, um modelo mais sosticado e com pro-
priedades proximas as da QCD. Mais precisamente, investigamos quais
as contribuic~oes de N nito no diagrama de fases, na equac~ao de es-
tado (EOS - Equation Of State). A maior vantagem do metodo da
OPT e que todos os calculos s~ao feitos exatamente como em teoria de
perturbac~ao. Resultados n~ao perturbativos s~ao posteriormente gerados
atraves de um criterio variacional como, por exemplo, o princpio de
mnima sensitividade (PMS - Principle of Minimal Sensitivity) [28] e,
a converge^ncia aparentemente rapida (FAC - Fastest Apparent Conver-
gence) [28]. A OPT e conhecida pelo fato de introduzir, ja em ordens
mais baixas, correc~oes de N nito no calculo das quantidades fsicas
relevantes [27,29]. Alem do mais, a OPT juntamente com o PMS ou
a FAC, tem sido aplicada com sucesso a varios modelos de diferen-
tes areas como: materia condensada [30]; fsica nuclear [31]; teoria de
partculas e campos [32]; meca^nica qua^ntica [33], fsica estatstica [34];
super simetria [35]. Em varias situac~oes, a OPT reproduz exatamente
os resultados da aproximac~ao de N grande. No que diz respeito aos
calculos numericos, temos que o modelo GN3d apresenta sutilezas prin-
cipalmente pelo fato da proximidade das regi~oes das transic~oes. Isso
requer calculos computacionais demasiadamente longos para a deter-
minac~ao de quantidades crticas e tricrticas ocasionando tambem uma
perda na precis~ao desejada. Seria util, neste caso, a utilizac~ao de algum
metodo auxiliar, como por exemplo, a expans~ao de Landau, juntamente
com a tecnica OPT-PMS. Para o modelo de NJL temos aspectos impor-
tantes associados a escolha correta dos para^metros de massa, introdu-
zidos no momento da interpolac~ao, de maneira com que seja possvel a
manutenc~ao da estrutura de Goldstone da teoria. Levando em conta as
discuss~oes acima, organizamos o presente trabalho da seguinte maneira:
No proximo captulo faremos, por quest~oes de comparac~ao, uma breve
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revis~ao dos resultados da aproximac~ao de N grande para o modelo
GN3d. No captulo 3 descrevemos o metodo da OPT em linhas gerais,
consideramos a densidade Lagrangiana, para o modelo de GN3d inter-
polado, e a densidade de energia livre de Landau associada. No captulo
4 apresentamos os resultados, para varias situac~oes fsicas de interesse,
no estudo de problemas de quebra e restaurac~ao de simetria quiral. Efe-
tuamos tambem o calculo de quantidades termodina^micas mostrando
uma analise completa do diagrama de fases no plano (; T ), bem como,
no plano P  1= (P e a press~ao e  a densidade). Dentre os resultados
mais importantes destacamos a localizac~ao dos pontos tricrticos e a
descoberta da fase \lquido-gas". Alem disso, mostramos a compatibi-
lidade da OPT-PMS com a expans~ao de Landau. No captulo 5 e feita
uma revis~ao do modelo de NJL U (1) calculado na aproximac~ao de Nc 
grande para, no captulo seguinte, captulo 6, considerar o modelo de
NJL U (1) interpolado. No captulo 7 consideramos a otimizac~ao e os
resultados numericos, para diferentes temperaturas e densidades ni-
tas, associados ao diagrama de fases do modelo de NJL U (1). Neste
captulo apresentamos comparac~oes dos resultados da OPT e da MFA
para os casos em que  6= 0, envolvendo diferentes valores da cons-
tante de acoplamento do canal vetorial - isoescalar, isto e, GV = G,
GV = 0:2G e GV = 0:4G. No captulo 8 apresentamos as conclus~oes
e algumas perspectivas. Ao nal, apresentamos 11 ape^ndices nos quais
mostramos alguns resultados utilizados nos diferentes captulos deste
trabalho. Enfatizamos ainda que, os resultados contidos no presente
trabalho foram originalmente obtidos pelo autor e colaboradores (veja
Refs. [17,36,37], sendo que, os resultados para o NJL est~ao sendo pre-
parados como o intuito de serem submetidos para publicac~ao.
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2 RESULTADOS DA APROXIMAC ~AO DE CAMPO
MEDIO PARA O MODELO DE GROSS-NEVEU
TRIDIMENSIONAL.
2.1 O MODELO DE GROSS-NEVEU
A ideia central deste captulo e fazer uma revis~ao dos resultados,
ja estabelecidos na literatura relacionados ao modelo de GN3d para,
nos proximos captulos, calcular quantidades fsicas atraves de uma
teoria interpolada seguindo a seque^ncia apresentada aqui. Essa revis~ao
e importante pelo fato de que nossos resultados introduzem correc~oes
de N nito e, comparac~oes, no limite de N  grande ser~ao sempre
realizadas.
O modelo GN foi originalmente proposto, em 1974, como sendo
uma TQC fermio^nica em 1+1 dimens~oes, admitindo uma expans~ao do
tipo 1=N [16]. Este modelo, alem de permitir o estudo de interac~oes
fermio^nicas, apresenta uma serie de caractersticas de interesse rela-
cionadas principalmente com a QCD como, por exemplo, liberdade
assintotica, quebra dina^mica de simetria quiral e transmutac~ao dimen-
sional.
Vamos considerar agora uma breve revis~ao sobre os resultados
do modelo de GN no regime de N grande. A teoria e descrita por uma
densidade Lagrangiana para campos fermio^nicos 	k (k = 1; :::; N) dada
por:
L =  k(x) [i(@)] k(x) mF  k(x) k(x)  g
2
2

 k(x) k(x)
2
, (2.1)
onde esta implcita o somatorio sobre o numero de especies, isto e,
 k(x) k(x) =
NP
k=1
 k(x) k(x). As componentes do espinor de Dirac
 k(x) est~ao associadas a representac~ao da algebra das matrizes de Di-
rac como, por exemplo, em dimens~ao 1 + 1 espaco-temporal,  k(x) re-
presentara um espinor de Dirac de duas componentes para cada valor
de k e, para 3 + 1,  k(x) sera um espinor de Dirac de quatro compo-
nentes para cada valor de k (tomando a algebra das matrizes na sua
representac~ao fundamental).
Do ponto de vista mais geral, quando construmos uma den-
sidade Lagrangiana para uma determinada teoria, estamos interessa-
dos em descrever a dina^mica de interac~oes das partculas presentes na
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mesma, alem disso, a dina^mica e construda de modo a respeitar um
certo conjunto de simetrias que julgamos relevantes, ou seja, estamos
interessados em investigar conseque^ncias dina^micas de um certo grupo
de simetrias. Levando em considerac~ao esses fatos, vamos ent~ao imple-
mentar o conjunto de simetria discreta identicada pela transformac~ao
	! 	0 = 5	, (2.2)
que representa uma simetria quiral discreta. E necessario lembrar que,
na dimens~ao 2 + 1, quando consideramos a algebra das matrizes 
na sua representac~ao fundamental, n~ao e possvel estabelecer a ma-
triz 5 que ante-comute com as demais matrizes . Para que seja
possvel implementar a transformac~ao (2.2), vamos utilizar uma repre-
sentac~ao 44 (discuss~oes mais detalhadas sobre a algebra das matrizes
de Dirac, em 2+1 dimens~oes, podem ser encontradas no Ape^ndice E).
Percebe-se, atraves de uma algebra simples (conra ape^ndice A), que a
transformac~ao, eq.(2.2), n~ao mantem a eq.(2.1) invariante, mais preci-
samente o termo de quebra da invaria^ncia esta associado ao termo de
massa, mF , pois
	
0
	
0
=  		. (2.3)
Portanto, para que tenhamos uma express~ao invariante, precisamos
considerar a eq.(2.1) com o termo mF = 0. Dessa maneira, a teo-
ria inicial descreve a dina^mica de partculas sem massa mas, atraves
de correc~oes qua^nticas, esta simetria quiral pode ser eventualmente
quebrada, vindo a gerar termos associados a dina^mica de partculas
massivas. O estudo da quebra e restaurac~ao de simetria quiral s~ao
fundamentais para a QCD e tem implicac~oes tambem na cosmologia.
Por exemplo, a massa efetiva dos quarks \up" (u) e \down" (d) em
hadrons e da ordem de mp=3  330 MeV (onde mp = 1GeV e a massa
do proton). Ja a massa \nua"destes quarks e desprezvel (da ordem
de 5MeV ) devido ao feno^meno de liberdade assintotica onde a cons-
tante de acoplamento diminui com o aumento da energia. Acredita-se
tambem que, nos estagios iniciais do universo, quando este era quente e
denso, os quarks tinham valores de massa desprezveis (simetria quiral
aproximada) dentro do chamado plasma de quarks e gluons. Posterior-
mente, com o resfriamento do universo e o aumento da constante de aco-
plamento, os quarks passaram ao estado de connamento formando os
hadrons e adquirindo massa (quebra da simetria quiral). Um dos temas
mais atuais de pesquisa diz respeito aos detalhes (valores crticos, tipo
de transic~ao, etc.) relacionados a transic~ao plasma de quarks-gluons
(QGP-Quark-Gluon Plasma ) para a fase hadro^nica (HP -Hadronic
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Phase). Experimentalmente, tenta-se reconstruir as condic~oes para
esta transic~ao em colisores tais como o colisor relativstico de ons pe-
sados (RHIC - Relativistic Heavy Ion Collider) [38] e o grande colisor
de hadrons (LHC - Large Hadron Colider)[39].
2.1.1 A expans~ao 1=N
Nos estudos envolvendo quebra de simetrias em QFT's, um ob-
jeto matematico importante e o potencial efetivo (Vef). Este pode ser
obtido atraves de uma expans~ao funcional em termos das func~oes de
Green irredutveis de uma partcula e, leva em conta as correc~oes ra-
diativas ao potencial classico permitindo, desta maneira, entender as
relac~oes entre quebra de simetria e correc~oes radiativas. Alem disso, o
Vef , que so depende das constantes de acoplamento e dos para^metros de
ordem, pode ser entendido como a densidade de energia livre de Landau
na linguagem de meca^nica estatstica, atraves da qual, podemos calcu-
lar todas as quantidades termodina^micas necessarias para o estudo do
diagrama de fase. Para a descric~ao dos processos fsicos, utiliza-se uma
expans~ao funcional do potencial efetivo em pote^ncias da constante de
acoplamento da teoria (series perturbativas construdas com as Regras
de Feynman). Quando a constante de acoplamento e de pequena inten-
sidade (caso da QED, por exemplo), nos e permitido truncar a serie em
determinada ordem e assim realizar calculos envolvendo um numero
reduzido (e nito) de diagramas de Feynman mas, quando isso n~ao
ocorre, precisamos utilizar alguma tecnica n~ao perturbativa de modo a
calcular contribuic~oes de um numero innito de diagramas. Uma das
tecnicas analticas n~ao perturbativas largamente utilizada e a chamada
expans~ao 1=N [4] onde, N representa o numero de especies fermio^nicas.
Esta tecnica e muito utilizada na aproximac~ao N !1 a qual fornece
resultados analogos aos da MFA. Vamos implementar a Expans~ao 1=N
partindo da seguinte express~ao para a densidade Lagrangiana
L =  k(x) [i(@)] k(x)  g
2
2

 k(x) k(x)
2
. (2.4)
Torna-se conveniente introduzir a interac~ao quartica dos fermions como
g2 =

N
, (2.5)
o que torna possvel o estudo da teoria no limite de N !1 com  xo,
visto que g2 ! 0 com 1=N para N !1. Ao nal dos calculos coloca-se
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o valor nito de N . Por exemplo, para a QCD N = 3, para conden-
sados de Bose-Einstein N = 2, para moleculas de poliacetileno N = 2.
Como veremos a seguir, os calculos envolvidos para que possamos iden-
ticar os diagramas pertinentes podem ser consideravelmente simpli-
cados introduzindo um campo auxiliar de modo a alterar a densidade
Lagrangiana. Este campo auxiliar, , pode ser introduzido atraves
de uma transformac~ao de Hubbard-Stratonovich. O valor esperado no
vacuo de , hi0 = c, funciona ent~ao como para^metro de ordem que
possibilita o estudo de quebra ( hi0 6= 0) e restaurac~ao ( hi0 = 0) de
simetrias e transic~oes de fases associadas. Denimos ent~ao
L = 1
2
N


   
N
 k k
2
, (2.6)
e com isso obtemos uma densidade Lagrangiana \bosonizada"
L0 = L+ L
=  k(x) [i
(@)] k(x) +
1
2
N

2     k k; (2.7)
ou seja, a densidade Lagrangiana acaba adquirindo uma depende^ncia
do campo auxiliar.
Para o calculo da densidade de energia livre de Landau vamos
assumir a teoria descrita pela eq.(2.7). Tendo em vista a descric~ao da
dina^mica de interac~oes sob o ponto de vista da formulac~ao Lagrangiana,
uma pergunta que emerge naturalmente e quais s~ao as modicac~oes so-
fridas pelas equac~oes de movimento com a introduc~ao do campo auxiliar
 ou, de um modo reverso, qual a equac~ao de movimento para o campo
auxiliar ? Esta pergunta pode ser respondida tomando as equac~oes
de Euler-Lagrange para o campo auxiliar  denidas por
@
@x

L
(@)

  L


= 0. (2.8)
e assim obtemos
 =

N
 k k (2.9)
esta express~ao n~ao envolve componentes temporais, por isso ela n~ao ca-
racteriza uma equac~ao de movimento propriamente dita, isto e, apenas
representa uma equac~ao de vnculo. Note tambem, a partir da eq.(2.9),
que o campo escalar  e formado por um par fermion{anti-fermion e
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que hi0 6= 0 n~ao quebra a invaria^ncia rotacional do espaco. Outras
caractersticas devem ainda ser apontadas, pois ser~ao importantes nas
discuss~oes futuras. O fato mais importante a ser notado apos as mani-
pulac~oes matematicas feitas com a inclus~ao de um campo auxiliar e o
de que a nova Lagrangiana L0 descreve a mesma dina^mica daquela des-
crita por L, sendo que o mesmo n~ao ocorre com as regras de Feynman.
Teremos agora um propagador para o campo  que \carregara"todos
os fatores proporcionais a 1=N . Com a nova formulac~ao da Lagran-
giana percebemos ainda que existe uma interac~ao, do tipo \Yukawa",
entre os campos  e  k, o que permitira, eventualmente, um termo
de massa para o campo  k. Isso pode ser notado se implementarmos
novamente a transformac~ao de simetria quiral dada por (2.2), mais a
transformac~ao do campo  que, devido a eq.(2.9), sera dada por
 ! 0 =   (2.10)
o que mantem a equac~ao (2.7) invariante. Por quest~oes de renorma-
lizac~ao, podemos escrever a equac~ao (2.7) adicionando a densidade La-
grangiana dos contra-termos que, de uma maneira geral, pode ser ex-
pressa por
L00 = L0+Lct (2.11)
E sabido que o modelo de GN em 2 + 1 n~ao e renormalizavel na usual
expans~ao perturbativa, mas e renormalizavel na expans~ao 1=N , a qual
tem a propriedade de modicar n~ao perturbativamente a contagem de
pote^ncias. No caso que tratamos neste trabalho, ou seja, na MFA e na
primeira ordem da OPT, todas as quantidades s~ao nitas quando cal-
culadas utilizando regularizac~ao dimensional ( veja tambem o ape^ndice
C).
Com a teoria construda, deseja-se resolver as equac~oes de mo-
vimento e obter a descric~ao completa e detalhada relacionada com a
dina^mica de interac~oes das partculas nas quais estamos interessados.
Tal descric~ao, de maneira exata, n~ao esta a nossa disposic~ao, o que
exige a adoc~ao de algum metodo alternativo. Podemos utilizar a for-
mulac~ao de integral de trajetoria para encontrar o gerador funcional das
func~oes de Green que descrevem os processos fsicos de interesse. Um
tratamento mais direto pode ser alcancado se realizarmos a descric~ao
em termos dos diagramas de Feynman.
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2.2 A DENSIDADE DE ENERGIA LIVRE DE LANDAU NO LIMITE
DE N !1
O aparecimento de um valor esperado no vacuo, n~ao nulo, para
, isto e, hi0 6= 0 = c 6= 0, tambem conhecido como para^metro
de ordem da teoria, pode ser associado a um termo de massa para o
campo fermio^nico. Tal aspecto pode ser melhor entendido em termos
do potencial efetivo para , Vef (c). Diferentes maneiras de obter o
potencial efetivo para teorias fermio^nicas podem ser encontradas na
literatura e em livros texto [40,41,42]. Mais precisamente, o potencial
efetivo, para o modelo de GN, foi calculado e pode ser encontrado por
exemplo em [43,44]. Utilizando as regras de Feynman podemos obter a
seguinte express~ao para o Vef (c) do modelo GN em 3 dimens~oes [4,15]
Vef (c) = U (c) + U (c)
=
2c
2
+ i2
Z
d3p
(2)
3 ln
 
p2   2c

, (2.12)
onde U () e a densidade de energia classica e U () representa as
correc~oes qua^nticas. O calculo da equac~ao acima esta feita com detalhes
no ape^ndice C e o seu resultado e dado na eq.(C.22) como
V Nef (c; T; )
N
=
2c
2
+
jcj3
3
+
jcjT 2

I1 (g; b) +
T 3

I2 (g; b) ,
onde
I1 (a; b) = Li2
h
 e (a b)
i
+ Li2
h
 e (a+b)
i
; (2.13)
I2 (a; b) = Li3
h
 e (a b)
i
+ Li3
h
 e (a+b)
i
; (2.14)
e a = jcj =T , b = jj =T . A func~ao polilogartmica, Li (x), que aparece
acima e denida como
Li (x) =
1X
k=1
xk
k
: (2.15)
A express~ao, dada pela eq.(2.2) e geral permitindo uma descric~ao com-
pleta em termos de densidades e temperaturas nitas. Vamos agora
apresentar os resultados para casos especcos envolvendo diferentes
considerac~oes sobre os valores de T e .
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2.2.1 Caso em que T =  = 0
Este e o caso mais simples e teremos para a eq.(2.2) o resultado
V Nef (c; 0; 0)
N
=
2c
2
+
jcj3
3
. (2.16)
Pela g. 1 percebemos que a soluc~ao acima exibe quebra de sime-
tria apenas se  < 0. Note que, o segundo termo representa a correc~ao
qua^ntica ao potencial classico (ver eq.(2.12)) podendo quebrar (dinami-
camente) a simetria que existe no nvel classico. Percebemos ainda que
(2.16) possui simetria com relac~ao a origem, ou seja, V Nef ( c; 0; 0) =
V Nef (c; 0; 0) portanto, podemos nos concentrar apenas no caso c > 0.
Fazendo  !   jj e denindo a escala  = = jj podemos escrever
para a eq.(2.16)
Σc
Vef
Λ0 Λ0
a
ý
Figura 1 { Potencial efetivo, Vef , na aproximac~ao de N grande, em
func~ao de c para  > 0 e  < 0. Vef esta em unidades de 
3 enquanto
que c esta em unidades de .
V Nef (c; 0; 0)
N
=  
2
c
2
+
3c
3
. (2.17)
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A condic~ao de minimizac~ao da densidade de energia livre de Landau,
transcrita pela express~ao matematica
dV Nef (c; 0; 0)
dc

c=c
= 0, (2.18)
a qual tambem e chamada de equac~ao do \gap", resulta em [15]
Nc =  (2.19)
Onde Nc representa o para^metro de ordem em T =  = 0. Note,
a partir da g. 1, que o verdadeiro vacuo (estado fundamental) esta
em Nc = a e assim podemos reescrever a densidade Lagrangiana em
termos de 0 =    a obtendo
L0 =  k(x) [i(@)] k(x) + 1
2
N

02 +
N

0a
 0  k k   a  k k + 1
2
N

a2. (2.20)
Mostrando desta maneira a quebra dina^mica da simetria quiral discreta,
visto que, agora temos um termo (de massa) associado a  k k.
2.2.2 Caso em que T 6= 0 e  = 0
Considerando a eq.(2.2), com  = 0, obtemos
V Nef (c; T; 0)
N
=  
2
c
2
+
jcj3
3
+
2 jcjT 2

h
Li2

 e  jcjT
i
+
2T 3

h
Li3

 e  jcjT
i
, (2.21)
onde as func~oes polilogartmicas Li2 s~ao denidas na eq.(2.15). Utili-
zando a eq.(2.18) teremos a equac~ao do \gap"
jcj =   2T
h
ln

1 + e 
jcj
T
i
: (2.22)
Percebemos que tomando o limite T ! 0 na express~ao acima conse-
guimos reobter o resultado da eq.(2.19). A temperatura crtica, para a
qual a simetria quiral e restaurada, e denida como c
 
T = TNc

= 0.
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Impondo esta condic~ao na eq.(2.22) obtemos [15]
TNc =

2 ln 2
. (2.23)
A g. 2 mostra a restaurac~ao da simetria quiral com o aumento da
temperatura, isto e, T1 > T2 > T3, onde em T = T1 estamos na
condic~ao de CSR.
Σc
Vef
1 2 3
Figura 2 { Potencial efetivo, Vef , na aproximac~ao de N grande, em
func~ao de c, para diferentes T (com  = 0). O numeros ao lado das
curvas est~ao associados as diferentes temperaturas respeitando T1 >
T2 > T3. O Vef esta em unidades de 
3 e c esta em unidades de .
A g. 3 mostra o para^metro de ordem, c, em func~ao da tempe-
ratura. A temperatura crtica e dada por (Tc = 0; 721). Note como
c (T ) varia de maneira contnua ate c (T ) = 0 caracterizando uma
transic~ao de segunda ordem.
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Figura 3 { Para^metro de ordem, c, na aproximac~ao de N grande,
em func~ao da T para  = 0. A temperatura crtica, Tc, e dada por
(Tc = 0; 721), e a transic~ao e de segunda ordem. Todas as quantidades
est~ao em unidades de 
2.2.3 Caso em que T = 0 e  6= 0
Tomando o limite T ! 0 na eq.(2.2)(veja as eqs.(B.13) e (B.14)
no ape^ndice B) obtemos
V Nef (c; 0; )
N
=  
2
c
2
+
jcj3
3
  1
2
jcj

(jj   jcj)2(jj   jcj)
+
1
6
(jcj   jj)3(jj   jcj) . (2.24)
Onde,  (jj   jcj) e a func~ao degrau de Heaviside. O potencial qumico
crtico, Nc ; pode ser determinado comparando-se o mnimo do poten-
cial efetivo Vef(c; T = 0) com o valor do mnimo para  6= 0 e  = 0 ,
ou seja
V Nef ( = 0; T = 0;  = 
N
c ) = V
N
ef (c; T = 0;  = 0): (2.25)
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Da eq.(2.24) obtemos
V Nef
 
 = 0; 0; Nc

N
=   1
6
jj3 . (2.26)
Substituindo a eq.(2.19) na eq.(2.17) teremos
V Nef (c; 0; 0)
N
=  
3
6
. (2.27)
Portanto, atraves da eq.(2.25) juntamente com as eqs.(2.26) e (2.27)
determina-se [15]
Nc =  (2.28)
A g. 4 mostra, de maneira ilustrativa, como a simetria quiral e restau-
rada, atraves de uma transic~ao de fase de primeira ordem, com o au-
mento do potencial qumico (com 1 > 3 > 3), sendo que, em  = 1,
a simetria quiral ja esta restaurada. A g. 5 mostra o para^metro de
Σc
Vef
1
2
3
Figura 4 { Potencial efetivo (com T=0), Vef , na aproximac~ao de N
grande, em func~ao de c, para diferentes . O numeros ao lado das
curvas est~ao associados as diferentes potenciais qumicos (com 1 >
2 > 3). O Vef esta em unidades de 
3 e c esta em unidades de .
ordem, c, em func~ao do potencial qumico, , com T = 0 na apro-
ximac~ao de N grande. Neste caso, a variac~ao do para^metro de ordem,
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c; n~ao acontece de maneira contnua ate c (T ) = 0, caracterizando
uma transic~ao de fases de primeira ordem.
Μ
Σ
-
c
ë
µc
ë
Figura 5 { Para^metro de ordem, c, na aproximac~ao de N grande, em
func~ao do potencial qumico. Neste caso temos Nc =  e a linha de
transic~ao e de primeira ordem. Todas as quantidades est~ao em unidades
de .
2.2.4 Caso em que T 6= 0 e  6= 0
Este e o caso mais geral o qual determina o tipo da transic~ao
de fase do modelo. Neste caso, a equac~ao do \gap", eq.(2.18), para a
eq.(2.2) resulta em
jcj =   TI3 (a; b) ; (2.29)
onde (veja ape^ndice B)
I3 (a; b) = ln
h
1 + e (a b)
i
+ ln
h
1 + e (a+b)
i
; (2.30)
A linha de transic~ao de fases pode ser obtida de maneira analtica
impondo c = 0 na equac~ao acima, resultando em [15]
 = T ln [2 + 2 cosh (=T )] : (2.31)
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Figura 6 { Graco tridimensional mostrando o para^metro de ordem,
c, como func~ao de T e  na aproximac~ao de N grande. Todas as
quantidades est~ao em unidades de .
O graco tridimensional, g. 6, mostra o comportamento do para^metro
de ordem em func~ao da temperatura T e . A g. 7 mostra a linha de
transic~ao de segunda ordem no plano   T , que nada mais e do que a
projec~ao da g. 6 no plano    T . O diagrama de fase obtido com a
aproximac~ao de N  grande (ou campo medio) mostra uma regi~ao de
CSB em baixas T e , que corresponde a fase hadro^nica na QCD e a fase
supercondutora na materia condensada enquanto que, a fase de CSR em
alta T e , corresponde ao plasma de quarks e gluons na QCD e a fase
normal na materia condensada. Conforme enfatizado na introduc~ao,
um de nossos objetivos e investigar a possibilidade, levantada na Ref.
[18], de que uma linha de transic~ao de primeira ordem apareca no
plano   T , em T 6= 0; gerando um ponto tricrtico.
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CSB HhádronsL
CSR Hquarks e glúonsL
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æ
Figura 7 { Diagrama de fase no plano T    na aproximac~ao de N
grande. A linha tracejada representa a linha de transic~ao de segunda
ordem. O ponto escuro representa o ponto tricrtico. T e  est~ao em
unidade de .
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3 A TEORIA DE PERTURBAC ~AO OTIMIZADA
APLICADA AO MODELO DE GROSS-NEVEU
3.1 A DENSIDADE LAGRANGIANA PARAOMODELODEGROSS-
NEVEU TRIDIMENSIONAL INTERPOLADO
No captulo 2 consideramos algumas caractersticas relacionadas
ao modelo de GN3d considerado na expans~ao 1=N no limite N ! 1
mas, no entanto, poderamos nos perguntar sobre qual a importa^ncia
das contribuic~oes, que estamos negligenciando, para os valores nitos de
N ou, de modo reverso, quais seriam as contribuic~oes de N nito (como
por exemplo, na QCD onde N = 3)? Neste contexto surgem, por exem-
plo, simulac~oes de Monte Carlo apontando a possvel existe^ncia de um
ponto tricrtico associado a transic~ao de fases quiral. Ainda no mesmo
contexto citamos a existe^ncia de um metodo analtico, a expans~ao  li-
near (LDE - Linear Delta Expansion) [45], tambem denominada como
teoria de perturbac~ao otimizada (OPT), a qual e conhecida por intro-
duzir correc~oes de N nito ja em primeira ordem. Como comentamos
na introduc~ao, a tecnica da OPT ja foi aplicada a varios modelos com
bastante sucesso. Por exemplo, os valores analticos mais precisos para
a temperatura crtica, Tc, em gases de Bose homoge^neos fracamente
interagentes foram recentemente obtidos com este metodo [46]. Alem
disso, os bons resultados obtidos nos estudos do GN2d [27] motiva-
ram as investigac~oes do presente trabalho. Seguiremos uma abordagem
usual para a implementac~ao da OPT onde, a ideia central reside na de-
nic~ao da interpolac~ao da teoria original em termos de um para^metro
de expans~ao ctcio . Isso pode ser representado matematicamente
pela equac~ao
L= L+(1  )L0, (3.1)
onde L e a densidade Lagrangiana da teoria original e L0 corresponde
a densidade Lagrangiana para a teoria livre que, por raz~oes de dimen-
sionalidade, contera uma depende^ncia com relac~ao a um para^metro
arbitrario com dimens~oes de massa. Com isso teremos para o modelo
original (fermio^nico) de Gross-Neveu a seguinte densidade Lagrangiana
interpolada
L
 
 k;  k

=  k (i
@) k +  (1  )  k k +  
2N
 
 k k
2
, (3.2)
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onde  e um para^metro arbitrario. E interessante notar que, quando
 = 1 reobtemos a teoria original e para  = 0 teremos uma teoria
para fermions livres (que possui soluc~ao exata). Assim como no caso
considerado no captulo 2, o campo auxiliar  pode ser introduzido, de
uma maneira analoga, atraves da denic~ao
L =  N
2


 +

N
 k k
2
, (3.3)
e assim obteremos a densidade Lagrangiana para a teoria interpolada.
O ultimo passo acima e crucial para a interpolac~ao correta da teoria.
Poderamos, em princpio, introduzir a interpolac~ao diretamente na
teoria que ja contivesse o campo auxiliar mas teramos que tomar cui-
dado para mantermos as condic~oes da interpolac~ao, isto e, para  = 1
manter a teoria original e para  = 0 ter uma teoria para fermions
livres. Salientamos essa importa^ncia pelo fato de que, na Ref.[47], o
autor ja havia implementado (de maneira incompleta) a OPT ao mo-
delo de GN3d sendo que, a diferenca das interpolac~oes esta associado a
eq.(3.3). Seguindo a prescric~ao correta [27] para a interpolac~ao, escre-
vemos a densidade Lagrangiana
L =  k(x) (i@) k(x)  [   (   ) ]  k(x) k(x)+  N
2
2. (3.4)
Denindo ^ =    (   c)  podemos escrever a eq.(3.4) como
L =  k(x) (i@   ^) k(x) +  N
2
2. (3.5)
Voltando a nossa atenc~ao para as regras de Feynman (maneiras
formais de encontrar as regras de Feynman podem ser encontradas nos
usuais livros de TQC, como [40,41,48]) percebemos que os vertices da
interac~ao do tipo \Yukawa" carregar~ao o fator  i. O propagador 
sera agora dado por  i= (N) enquanto que, o propagador \vestido"
para o fermion sera dado por SF (p) = i= (p=  ^ + i") 8. Para o calculo
de quantidades fsicas de interesse a losoa a ser seguida se resume em
escrever a serie perturbativa (em pote^ncias de ) utilizando as novas
regras de Feynman. No nal dos calculos xa-se  = 1 e imp~oe-se o
PMS [28] que se traduz na relac~ao matematica
dk
d

=;=1
= 0; (3.6)
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       (a)        (b)        (c)
       (d)        (e)
Figura 8 { Representac~ao diagramatica das regras de Feynman. O
diagrama (a) representa o propagador \vestido"para o fermion ^, (b)
representa o propagador fermio^nico , (c) representa o propagador para
o campo escalar , (d) representa a inserc~ao (c   ) enquanto que o
diagrama (e) representa o vertice da interac~ao do tipo \Yukawa".
onde k e a quantidade fsica, calculada perturbativamente em pote^ncias
de  ate a ordem k, e  e o para^metro arbitrario introduzido na in-
terpolac~ao. A express~ao relacionada ao  que satisfaz a eq.(3.6) deve
necessariamente depender dos para^metros da teoria original para ge-
rar resultados n~ao perturbativos (isso sera explicado com mais detalhes
adiante). Ainda podemos utilizar um procedimento de otimizac~ao al-
ternativo conhecido como o FAC [28]. Neste criterio exige-se que o
k-esimo coeciente da expans~ao perturbativa
k =
kX
i=1
ci
i (3.7)
satisfaca h
k   (k 1)
i
=1
= 0
o que equivale a tomar o k-esimo coeciente (com  = 1) na eq.(3.7)
igual a zero. Aplicac~oes do FAC podem ser encontradas na Ref.[35]
sendo que, no presente trabalho, utilizaremos somente o PMS. No caso
especco do calculo do potencial efetivo ou densidade de energia li-
vre de Landau do modelo GN3d, em temperatura e densidade nitas,
precisamos selecionar os diagramas de Feynman ate ordem k dese-
jada, escrever as respectivas express~oes matematicas e, no nal, impor
o PMS. A compatibilidade da OPT com o programa de renormalizac~ao
esta discutida na Ref. [49] enquanto que a converge^ncia do metodo em
teorias crticas esta provada na Ref.[50]
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3.2 A DENSIDADE DE ENERGIA LIVRE PARAOMODELOGROSS-
NEVEU TRIDIMENSIONAL INTERPOLADO
Figura 9 { Diagramas de Feynman que contribuem para Vef ate ordem
2. O primeiro e o segundo diagrama (contribuem com 1=N0 e 1=N
respectivamente) contem a depende^ncia com ^, e precisam ser expan-
didos ate a ordem n desejada, o terceiro diagrama e da ordem 2 e
contribui com 1=N , a medida que, o terceiro e quarto s~ao ambos da
ordem 2 contribuindo com 1=N2.
Na gura, g. 9 apresentamos os diagramas que contribuem para
o potencial efetivo ate ordem 2. As linhas tracejadas representam o
propagador associado ao campo auxiliar , as linhas contnuas e -
nas representam o propagador fermio^nico  enquanto que, as linhas
contnuas e grossas representam o propagador fermio^nico ^ que pre-
cisa ser expandido ate a ordem k desejada, como mostra a g. 10.
O primeiro e o segundo diagrama da serie ( que contem a depende^ncia
com ^) precisam ser expandidos ate a ordem k desejada, contribuindo,
respectivamente, com 1=N0 e 1=N para Vef . O terceiro diagrama e da
ordem 1 e 2 e contribui com 1=N , a medida que, o quarto e quinto s~ao
ambos da ordem 2 contribuindo com 1=N2. Os calculos ate 2 foram
realizados [17] em T =  = 0, mas neste trabalho nos limitaremos a
discutir os resultados ate a ordem . As express~oes matematicas para
cada diagrama da serie podem ser obtidas atraves das regras de Feyn-
man estabelecidas na sec~ao acima. Em ordem  todos estes diagramas
s~ao nitos quando calculados com o metodo de Regularizac~ao Dimen-
sional (RD), adotado neste trabalho (no esquema de subtrac~ao mnima
modicada, MS, veja ape^ndice B). Diverge^ncias aparecem na proxima
ordem e podem ser eliminadas de maneira similar ao procedimento
adotado em teoria de perturbac~ao. A g. 10(a) mostra a expans~ao ate
ordem  do primeiro e segundo diagrama, com depende^ncia em ^, da
g. 9. A linha contnua representa o propagador fermio^nico , a linha
tracejada corresponde ao propagador do campo auxiliar c e, o ponto
escuro representa inserc~ao do vertice . O primeiro diagrama e de
ordem 0 enquanto que o segundo e terceiro s~ao de ordem .
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(a)
... ...
... ...
(b)
Figura 10 { (a) Diagramas de Feynman que contribuem para o poten-
cial efetivo, Vef , ate ordem O(). As linhas contnuas representam o
propagador fermio^nico , as linhas tracejadas representam o propaga-
dor do campo escalar c, enquanto que, o pontos escuros representam
inserc~oes de (c   ). Os diagramas de (b) representam as innitas
contribuic~oes para Vef otimizado.
Considerando as regras de Feynman para a teoria interpolada ob-
temos a seguinte express~ao para a densidade de energia livre de Landau
em ordem 
Vef (c; ^)
N
= 
2c
2
+ i
Z
ddp
(2)
d
tr ln (p=  ^)
 i1
2
Z
ddp
(2)
d
tr
P
exc ()
(p=   + i) (3.8)
onde
P
exc () e o primeiro termo para a auto energia do fermion dado
por X
exc () =  


N

i
Z
ddq
(2)
d

1
q=   + i

. (3.9)
Note que esta contribuic~ao O (1=N) e do tipo de troca (ou termo de
Fock). O segundo termo da eq.(3.8) pode ser obtido diretamente da
serie contendo todos os termos perturbativos, eq.(2.12), simplesmente
fazendo c ! ^. Podemos na seque^ncia expandir este termo ate ordem
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 obtendo para a eq.(3.8)
Vef (c; ^)
N
= 
2c
2
+ i
Z
ddp
(2)
d
tr ln (p=  )
+i
Z
ddp
(2)
d
tr
   c
(p=  ^ + i)
 i1
2
Z
ddp
(2)
d
tr
P
exc ()
(p=   + i) (3.10)
Vamos agora considerar cada um dos termos da eq.(3.10) sepa-
radamente. Por quest~oes de notac~ao vamos introduzir a denic~aoZ
p
=
Z
ddp
(2)d
; (3.11)
e assim podemos escrever o primeiro termo da eq.(3.10)como
V aef (c; ) = 2i
Z
p
ln
 
p2   ^2 . (3.12)
Lembramos que essa express~ao e semelhante aquela que encontramos
nas revis~oes do captulo 2, mais especicamente a eq.(2.2) alem disso
precisamos aqui apenas tomar o resultado que e dado pela eq.(2.2), fazer
a substituic~ao c ! ^ e expandir o resultado ate ordem . Procedendo
dessa maneira obtemos
V aef (c; ) =
jj3
3
+
jjT 2

[I1 (a; b)] +
T 3

[I2 (a; b)] , (3.13)
onde
I1 (a; b) = Li2

 e (a b)

+ Li2

 e (a+b)

; (3.14)
I2 (a; b) = Li3

 e (a b)

+ Li3

 e (a+b)

; (3.15)
e a = jj =T , b = jj =T .
Tomando agora o segundo termo da eq. (3.10) dado pela ex-
press~ao
V bef (c; ) =  i
1
2
Z
p
tr
 P
exc (^)
(p=  ^ + i)

. (3.16)
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a qual foi calculada no ape^ndice D e seu resultado dado pela eq.(D.8)
V bef (c; ) = 


N

2
82
[jj+ TI3 (a; b)]2
+
T 4
82N
[I4 (a; b)]
2
. (3.17)
onde
I3 (a; b) = ln
h
1 + e (a b)
i
+ ln
h
1 + e (a+b)
i
; (3.18)
I4 (a; b) = sgn ()

a ln

1 + e(a+b)
1 + e(a b)

+ Li2

 e(a+b)

  Li2

e(a b)

;
(3.19)
e a = jj =T , b = jj =T . Colecionando os resultados das express~oes
(3.17), (3.13) e substituindo em (2.2) obtemos o resultado para o po-
tencial efetivo
Vef (c; )
N
= 
2c
2
+
jj3
3
+
jjT 2

I1 (a; b) +
T 3

I2 (a; b)
  1

 (   c) [jj+ TI3 (a; b)]
+
2
82N
[jj+ TI3 (a; b)]2 +  T
4
82N
[I4 (a; b)]
2
.
(3.20)
Note explicitamente a depende^ncia dos ultimos dois termos da equac~ao
acima com relac~ao a N a qual, introduz correc~oes de N nito. De
posse da eq.(3.20) podemos implementar o PMS e estudar os aspectos
relacionados ao diagrama de fases do modelo e as transic~oes de fases
associadas.
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4 OTIMIZAC ~AO E RESULTADOS NUMERICOS
4.1 O PRINCIPIO DE MINIMA SENSITIVIDADE
Podemos utilizar os resultados do captulo anterior e mostrar
de que maneira obtemos resultados n~ao perturbativos atraves da OPT
para, na seque^ncia, obtermos os resultados analticos e numericos das
quantidades relacionadas ao diagrama de fases do modelo GN3d, que
sera mapeado em detalhes. Voltaremos inicialmente a nossa atenc~ao
para a express~ao (3.20) para mostrar como o PMS gera resultados n~ao
perturbativos. Primeiramente, expandindo a eq.(3.12) ate ordem  e
com o auxlio das eqs.(3.16), (D.1), percebemos que podemos reorga-
nizar a eq.(3.10) e escreve^-la como
Vef(c; )
N
= 
2c
2
+ 2i
Z
ddp
(4)d
ln
 
p2   2
+4i
Z
ddp
(2)d
(   c)
p2   2 + i
+ 
2
N
2

i
Z
ddp
(2)d
1
p2   2 + i
2
+
2
N

i
Z
ddp
(2)d
p0
p2   2 + i
2
: (4.1)
Fazendo  = 1 e aplicando a condic~ao dada pela eq.(3.6) teremos
0
=

   c +  
N
Z
ddp
(2)d
i
p2   2 + i


1 + 
d
d
Z
ddp
(2)d
i
p2   2 + i
+

N

i
Z
ddp
(2)d
p0
p2   2 + i

d
d

i
Z
ddp
(2)d
p0
p2   2 + i

=
:
(4.2)
Note que, quando N ! 1 obtemos  = c e que corresponde exa-
tamente ao resultado de N grande, conforme previsto em [29]. Pelo
resultado da eq.(B.6) podemos perceber que o ultimo termo da ex-
press~ao acima somente contribui quando  6= 0. No caso em que  = 0
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a equac~ao acima se fatora em
[   c   a(;  = 0; T )]

1 + 
d
d

i
Z
ddp
(2)d
1
(p2   2 + i)

= 0 ;
(4.3)
onde
a ((;  = 0; T )) =   
N


i
Z
ddp
(2)d
1
(p2   2 + i)

: (4.4)
E importante salientar que, o resultado, eq.(K.8), e valido para qual-
quer T e para qualquer dimens~ao. Uma soluc~ao matematicamente
possvel para a eq.(K.8) e
i
Z
ddp
(2)d
1
(p2   2 + i) = 0 (4.5)
mas sicamente n~ao aceitavel, visto que, independe dos para^metros
fsicos da teoria. Para a soluc~ao sicamente aceitavel teremos a relac~ao
auto-consistente
 =c +a(;  = 0; T ). (4.6)
A g. 11 mostra uma representac~ao diagramatica para a equac~ao acima
bem como, a g. 10(b) representa as quantidades otimizadas. Para o
= . + . .
Figura 11 { Representac~ao diagramatica da eq.(4.6). O diagrama a
esquerda da igualdade representa . O primeiro diagrama a direita
representa c enquanto que, o segundo, representa o termo de troca
(ou de Fock).
caso especco, em 2 + 1 dimens~oes, obtemos
 =c +

4N
[jj+ TI3(a; b)] (4.7)
Notemos que, fazendo N ! 1 reobtemos o resultado  =c: Neste
caso temos V Nef = V

ef . Este resultado e valido em qualquer ordem em
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 quando nos restringimos ao limite N ! 1 [29]. A eq.(4.6) pode
ser entendida como uma serie com a contribuic~ao de innitos diagra-
mas do tipo a(;  = 0; T ) (auto-energia) mostrando assim como o
\loop"fermio^nico adquire contribuic~ao contendo c e termos de auto-
energia como tambem mostra a g. 10b. Podemos agora passar para
o estudo dos diversos casos envolvendo imposic~oes sobre os valores da
temperatura T e do potencial qumico .
4.2 RESULTADOS NUMERICOS
Para a obtenc~ao dos resultados numericos consideraremos im-
posic~oes sobre T e  na eq.(3.20) para calcular as quantidades fsicas
relevantes.
4.2.1 Caso em que T =  = 0
Na express~ao para o potencial efetivo (equac~ao (3.20)) podemos
perceber que o limite T ! 0 pode ser tomado utilizando as func~oes
eqs.(B.13)- (B.16) e, associado ao limite ! 0 podemos escrever
Vef (; c)
N
= 
2c
2
+
jj3
3
   (   c) jj

+ 
2 jj2
2N (2)
2 . (4.8)
A express~ao acima contem a simetria traduzida pelo fato de que Vef(; c) =
Vef( ; c) o que nos permite investigar a evoluc~ao de (c) apenas
para c > 0 visto que, (c) =  ( c). Revela-se assim que Vef(; c)
e simetrico com relac~ao a origem. Lembramos ainda que, no captulo
2 conclumos que a quebra de simetria ocorre apenas para  < 0 sendo
que, utilizando  !   e  = =jj podemos reescrever a densidade
de energia livre de Landau como
Vef(; c)
N
=   
2
c
2
+
3
3
   (   c)
2

   
4
8N
. (4.9)
A partir deste ponto iremos considerar apenas a regi~ao c > 0 e con-
sequentemente  > 0. A condic~ao do PMS aplicada a eq.(4.9) resulta
em
 = c   
2
4N
(4.10)
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Calculando tambem a equac~ao do \gap"[17]
d
dc

Vef(; c)
N

c=c
= 0; (4.11)
obtemos
c =
2

. (4.12)
Combinando a equac~oes do \gap"(4.12) e do PMS (4.10) obtemos
 = cH(N) (4.13)
e
c =

H(N)2 , (4.14)
onde denimos
H(N) = 1  1
4N
. (4.15)
A relac~ao analtica dada na eq.(4.13) e o nosso primeiro resultado im-
portante. Repare que, este resultado permite determinar o valor do
para^metro de ordem, c, em T =  = 0, para qualquer valor nito de
N , alem disso, tomando o limite N !1 teremos H(N) = 1 reobtendo
assim, o resultado de N grande (eq.(2.19)).
Na g. 12 mostramos o resultado da OPT, c () (para diferentes
valores de N), juntamente com o resultado de N grande. A linha
tracejada corresponde ao casoN !1 enquanto que as linhas contnuas
representam os resultados da OPT (os numeros que acompanham as
linhas indicam o valor de N). Antes de considerarmos o proximo caso
vamos calcular o potencial efetivo otimizado no mnimo, isto e, c = c
e  = 
Vef(; c; T = 0;  = 0) =   
3
6H(N) . (4.16)
Esta equac~ao sera necessaria quando considerarmos quantidades rela-
cionadas ao potencial termodina^mico (sec~ao 4:4).
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Figura 12 { Para^metro de ordem adimensional (em unidades de  ),
c, em func~ao de  para T =  = 0. A linha contnua representa o
resultado da OPT. A linha tracejada corresponde ao caso N !1. Os
numeros correspondem os respectivos valores de N .
4.2.2 Caso em que T 6= 0 e  = 0
Neste caso podemos escrever a eq.(3.20)) como
Vef (; c; T )
N
=  
2
c
2
+
3
3
+
2

h
T 2Li2

 e =T

+ T 3Li3

 e =T
i
  1

 (   c)
h
 + 2T ln

1 + e =T
i
+
2
8N
h
 + 2T ln

1 + e =T
i2
. (4.17)
Da condic~ao do PMS, eq.(4.6), temos
 = c   
4N
h
 + 2T ln(1 + e =T )
i
: (4.18)
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Aplicando dVef=dc = 0 em c = c na eq.(4.17) obtemos a equac~ao
do \gap"
c =


h
 + 2T ln(1 + e =T )
i
. (4.19)
Com as equac~oes (4.19) e (4.18) encontramos  = cH(N) que, inserido
em (4.19) resulta em
c(T )H(N) = 1H(N)   2T ln
h
1 + e c(T )H(N)=T
i
: (4.20)
Podemos notar na equac~ao acima que c(T = 0) = H(N) 2 reproduz
o mesmo resultado obtido na sec~ao anterior. A temperatura crtica
para a restaurac~ao da simetria quiral e denida como c(T = Tc) = 0
que, aplicada a eq.(4.20) resulta em[17]
T 
1
c =

2 ln 2H(N) (4.21)
Este resultado e mostrado na g. 13. Novamente a linha tracejada cor-
responde ao resultado de N  grande, enquanto que, as linhas contnuas
representam os resultados da OPT (o numeros que acompanham as li-
nhas indicam o valor de N).
Na g. 14 podemos ver que a transic~ao e de segunda ordem
sendo que a previs~ao da temperatura crtica, para valores nitos de N ,
e maior do que a previs~ao da aproximac~ao de N grande. Notemos ainda
que no limite N !1 reobtemos exatamente a previs~ao de N grande,
eq.(2.23). Na tabela (1) mostramos os valores de T 
1
c para diferentes
valores de N nitos.
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Figura 13 { Tc (em unidades de ); para  = 0, em func~ao de .
A linha contnua representa o resultado da OPT. A linha tracejada
corresponde ao caso N !1. Os numeros correspondem os respectivos
valores de N .
4.2.3 Caso em que T = 0 e  6= 0
Da express~ao eq.(3.20) podemos obter o limite T ! 0 utilizando
novamente o conjunto de denic~oes eqs.(B.13)- (B.16) obtendo assim
V 
1
ef (; c; ; )
N
=  
2
c
2
+
3
3
   (   c) 
2

  
4
8N
+

1
2

 2
3
3 + 2   
3
3

  (   c)

(jj   )
  
2
16N
 
2   2+ 
32N
 
2   22(jj   jj):
(4.22)
Onde (jj   jj) e a func~ao degrau de Heaviside. Para encontrarmos
o valor do potencial qumico crtico c para a restaurac~ao da simetria
quiral precisamos comparar os valores do potencial efetivo no mnimo
Vef(c; T = 0) com o valor do mnimo para  6= 0 com  = 0 [17,27],
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Figura 14 { Os resultados de N grande e da OPT para c em func~ao
de T (para  = 0). A linha tracejada corresponde ao resultado da
aproximac~ao de N grande e a contnua ao resultado da OPT para N =
3. As temperaturas crticas correspondentes s~ao dadas por: TNc =
0:721 e T 
1
c = 0:787. Todas as quantidades est~ao em unidades de .
ou seja
Vef( = 0;  = c; T = 0) = V
1
ef (c;  = 0; T = 0) : (4.23)
A partir da eq.(4.22) encontramos
Vef( = 0; c; T = 0)
N
=   1
6
jj3

1 +
3
16N
jj

: (4.24)
Substituindo (4.13) em (4.9) obtemos
Vef(c;  = 0; T = 0)
N
=
jj3


1
2H(N)  
2
3
  
8N

=  jj
3
6
;
(4.25)
na ultima passagem utilizamos tambem o fato de que  = =H(N) e a
eq.(4.15). Da igualdade entre (4.24) e (4.25) resulta
jcj = H(N)

1 +
3
16N
jcj

 1=3
: (4.26)
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Podemos perceber novamente que, no limite N ! 1, reobtemos o re-
sultado da aproximac~ao de N grande. A eq.(4.26) e de quarta ordem
em jcj e pode ser facilmente resolvida por iterac~ao numerica, resul-
tando, para N = 3, em c = 1:06767. Como podera ser visto na
proxima sec~ao, este resultado esta de acordo com os calculos numericos
para express~ao geral dada na eq. 3.20.
4.2.4 Caso em que T 6= 0 e  6= 0
Nesta situac~ao, temos a seguinte express~ao para a densidade livre
de energia de Landau, dada pela eq.(3.20) do captulo 3.
Vef; (c; ; ; T )
N
= 
2c
2
+
jj3
3
+
jjT 2

I1 (a; b) +
T 3

I2 (a; b)
  1

 (   c) [jj+ TI3 (a; b)]
+
2
82N
[jj+ TI3 (a; b)]2 +  T
4
82N
[I4 (a; b)]
2
.
(4.27)
O estudo deste caso, o mais geral possvel, permite obter o diagrama de
fases completo para o modelo GN3d. Neste caso, calculamos a equac~ao
do PMS e a equac~ao do \gap" atraves de rotinas numericas imple-
mentadas no programa mathematica [51]. A g. 15 mostra o graco
tridimensional de c em func~ao de  e T . Notemos que, uma diferenca
consideravel aparece para baixas temperaturas se comparada a g. 6.
Como pode ser visto, temos agora uma transic~ao de primeira ordem
para T 6= 0. A g. 16 mostra como o diagrama de fases, projetado no
plano    T , e afetado com a inclus~ao de correc~oes de N (N = 1; 3)
nito. A linha tracejada representa a linha de transic~ao de segunda or-
dem enquanto que a linha contnua esta associada a linha de transic~ao
de primeira ordem. Os pontos escuros indicam a localizac~ao dos pontos
tricrticos (cujos valores podem ser encontrados na tabela (2)). A -
gura tambem mostra que a regi~ao onde a simetria quiral esta quebrada
e maior quanto menor for o numero de N , o que ja pode ser visto nos
resultados obtidos para as quantidades Tc; c e c. Em termos quanti-
tativos, nossos resultados preve^em um aumento da regi~ao em torno de
5% para N = 3 e um aumento de aproximadamente 2% com N = 12,
sendo que, os autores da refere^ncia [52] previram um decrescimo de
10%: Essa diferenca e devido a utilizac~ao de diferentes fatores de nor-
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Figura 15 { Graco tridimensional mostrando o para^metro de ordem,
c, em func~ao de  e T , obtido pela OPT (com N = 3).
malizac~ao. Na Ref. [52] quantidades fsicas foram normalizadas atraves
do para^metro de ordem obtido com as simulac~oes numericas de MC. Se
mapearmos nossos resultados com o mesmo fator de normalizac~ao uti-
lizado naquela refere^ncia isto e, utilizando as eqs.(4.14), (4.21) e (4.26)
nos podemos escrever para N = 3: Tc=c ' 0:661 e c=c ' 0:897;
e para N = 12: Tc=c ' 0:707 e c=c ' 0:976; mostrando assim,
que os resultados concordam levando em considerac~ao o nvel de pre-
cis~ao alcancado nas simulac~oes. Um dos resultados mais importantes
que deve ser notado e o aparecimento do ponto tricrtico para valores
nitos de N . Lembramos que a transic~ao de fase obtida com a apro-
ximac~ao de N grande (7) e de segunda ordem em todo o plano   T ,
exceto em T = 0, onde ela passa a ser de primeira ordem. Investi-
gando o diagrama de fase do modelo GN3d atraves de simulac~oes de
MC, os autores da Ref. [18] concluram que, para N = 4, poderia
haver um ponto tricrtico no diagrama de fase na regi~ao denida por
T=TNc  0:230 e =Nc  0:930. Com os nossos resultados somos ca-
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Figura 16 { Diagrama de fase no plano  T obtido pela OPT (todas as
quantidades em unidades de ). A linha tracejada representa a linha
de transic~ao de segunda ordem enquanto que, a linha contnua esta
associada a linha de transic~ao de primeira ordem. Os pontos escuros
indicam a localizac~ao dos pontos tricrticos (cujos valores podem ser
encontrados na tabela (2))
pazes de localizar o ponto tricrtico para qualquer valor de N , sendo
que, para N = 4 encontramos tcr ' 1:024 e Ttcr ' 0:222, en-
quanto que, que a previs~ao de [18] esta 10% abaixo de nossa previs~ao
para . Ao mesmo tempo, a previs~ao da regi~ao da temperatura esta
25% abaixo de nossos valores. Na g. 17 apresentamos tambem um
conjunto de curvas mostrando a evoluc~ao de c () para diferentes tem-
peraturas. As linhas contnuas representam o resultado da OPT para
N = 3 sendo que as letras representam as diferentes temperaturas:
Ta = 0:050, Tb = 0:100, Tc = 0:150; Td = 0:200 e Te = 0:250: A
linha tracejada corresponde ao resultado de N grande. Nas gs. 18 e
19 mostramos a ocorre^ncia das linhas de metaestabilidade relacionadas
as linhas de transic~ao de primeira ordem para os valores de N = 3; 4
respectivamente. As linhas tracejadas correspondem as linhas de meta
estabilidade enquanto que a linha contnua corresponde a transic~ao de
primeira ordem. Vale a pena ressaltar aqui a proximidade entre os
pontos A, B e C. Com N = 3 o ponto A ocorre para um valor de 
que e apenas 2% < c, enquanto que, C ocorre num ponto em torno
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Figura 17 { Para^metro de ordem, c, em func~ao de , para diferentes
temperaturas: Ta = 0:050, Tb = 0:100, Tc = 0:150; Td = 0:200
e Te = 0:250, mostrando como a transic~ao de primeira para segunda
ordem ocorre de maneira suave, ao contrario das previs~oes de MFA.
Todas as quantidades est~ao em unidades de .
de 3% > c. Para N = 4 as diferencas s~ao ainda menores, ou seja,
de A para c a diferenca e de aproximadamente 1; 7% e de 
C para
c aproximadamente de 2%. Estes valores associada a normalizac~ao
escolhida, explicam o fato da diculdade encontrada na localizac~ao do
ponto tricrtico atraves das simulac~oes numericas.
A g. 20 mostra a forma do potencial na regi~ao correspondente
a transic~ao de primeira ordem. O graco da esquerda corresponde a
linha Pt   A enquanto que o central e o direito correspondem as linhas
Pt   B e Pt   C respectivamente.
4.3 A EXPANS~AO DE LANDAU PARA A DENSIDADE DE ENER-
GIA LIVRE
Nas sec~oes que se antecederam pudemos ver que todas as quan-
tidades fsicas de interesse podem, de alguma maneira, ser obtidas a
partir do potencial efetivo o qual, tambem corresponde a densidade de
energia livre de Landau do sistema. Os calculos numericos envolvidos
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Figura 18 { Parte do diagrama de fases correspondente a regi~ao da
transic~ao de primeira ordem para N = 3. As linhas correspondem a
congurac~ao na densidade de energia livre de Landau da g. 20 sendo
que, as linhas tracejadas correspondem a regi~ao de metaestabilidade ao
mesmo tempo em que a contnua representa a transic~ao de primeira
ordem.
na determinac~ao de certas quantidades s~ao simples porem sutis, como
e o caso da determinac~ao do ponto tricrtico alem disso, a obtenc~ao
das linhas de transic~ao de fases pode despender tempos de calculos
numericos consideraveis. Neste caso, podemos tentar utilizar a ex-
pans~ao de Landau aplicando-a ingenuamente ao potencial efetivo para
obter os resultados de interesse. A ideia central da expans~ao de Landau
e postular uma func~ao do tipo
Vef(c; ; T ) ' V0 + 1
2
a(; T )2c +
1
4
b(; T )4c +
1
6
c(; T )6c ; (4.28)
como valida para pequenos valores do para^metro de ordem c. Nesta
relac~ao V0 representa um termo constante, independente de c. Os coe-
cientes a, b e c podem ser obtidos atraves de derivadas (em c = 0) da
mesma ordem da pote^ncia de c ao qual est~ao associados. As transic~oes
de fases s~ao regidas por diferentes combinac~oes dos coecientes da ex-
pans~ao. Como exerccio podemos tomar qualquer func~ao (ide^ntica a
(4.28)) e impor condic~oes sobre os coecientes. O resultado e que ob-
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Figura 19 { Parte do diagrama de fases correspondente a regi~ao da
transic~ao de primeira ordem para N = 4. As linhas correspondem a
congurac~ao na densidade de energia livre de Landau da g. 20 sendo
que, as linhas tracejadas correspondem a regi~ao de metaestabilidade a
medida que a contnua representa a transic~ao de primeira ordem.
temos uma transic~ao de segunda ordem se inicialmente a < 0 e b > 0
e c > 0; uma transic~ao de primeira ordem se inicialmente a > 0, b < 0
e c > 0. O ponto tricrtico pode ser encontrado impondo a = 0 =
b e c > 0. Vale lembrar que a condic~ao c > 0 e necessaria para que
tenhamos uma func~ao ligada inferiormente. Em geral, a utilizac~ao da
expans~ao de Landau esta baseada em argumentos simples como o de
que a energia livre Vef deve conter apenas a depende^ncia com relac~ao ao
para^metro de ordem, c; e das constantes de acoplamento, bem como,
as simetrias do modelo original que devem estar presentes na func~ao
postulada. Mas percebemos na eq.(4.27) que Vef(; c; ; T ) e func~ao
do para^metro  (o qual n~ao aparece na teoria original, visto que ele
e fruto da interpolac~ao) precisamos portanto, utilizar a condic~ao de
PMS para gerar  (c) e ent~ao reescrever Vef(c; ; T ). Para elucidar
estas sutilezas vamos iniciar considerando o caso mais simples, isto e,
o resultado de N grande para Tc. Neste caso precisamos considerar
apenas ate a ordem 4c na eq.(4.28) com b > 0 e calcular a(0; Tc) = 0.
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Figura 20 { Forma da densidade de energia livre de Landau correspon-
dente a regi~ao metaestavel.
Considerando o limite N !1 na eq.(4.17) obtemos
Vef(; c; T )
N
=  
2
c
2
+
2

h
T 2Li2

 e =T

+ T 3Li3

 e =T
i
;
(4.29)
enquanto que a condic~ao do PMS, eq.(4.18), resulta em c =  (para
N !1). Substituindo na equac~ao acima
Vef(c; T )
N
=  
2
c
2
+
2

h
cT
2Li2

 e c=T

+ T 3Li3

 e c=T
i
;
(4.30)
Calculando agora a derivada segunda (associada ao termo a(0; Tc)) da
seguinte maneira
@2
@2c
Vef;(c; T )

c=0
= 0;
obtemos o resultado Tc = =2 ln 2 desejado (correspondendo ao resul-
tado da eq.(2.23)). No entanto, pela eq.(4.18) notamos que, para N
nito, a depende^ncia entre  e c n~ao e linear fazendo com que, em
princpio, a utilizac~ao da expans~ao de Landau conjuntamente com a
OPT-PMS n~ao possa ser realizada de maneira direta. Para tentar con-
tornar este problema vamos comecar considerando a primeira ordem
da iterac~ao da soluc~ao do PMS (PMS1) em (4.18) de modo que
1 ' c   
4N
h
 + 2T ln(1 + e =T )
i
=c
; (4.31)
e tambem a segunda ordem (PMS2) fazendo  ! 1 na eq.(4.18). Os
resultados numericos obtidos pelas aproximac~oes PMS1 e PMS2 s~ao
mostradas na tabela (1) juntamente com o valor obtido na soluc~ao
analtica dada na eq.(4.21). Estes valores revelam que os resulta-
dos fornecidos pelas aproximac~oes est~ao em boa concorda^ncia com os
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analticos. Para o caso da determinac~ao do ponto tricrtico precisamos
inserir 1 em Vef , posteriormente calcular
@2
@2c
Vef;(c; T )

c=0
= 0; (4.32)
para determinar a (; T ) e
@4
@4c
Vef;(c; T )

c=0
= 0; (4.33)
para determinar b (; T ), ao nal impor, simultaneamente, a(trc; Ttrc) =
0 = b(trc; Ttrc). Na tabela (2) mostramos os resultados para diferentes
quantidades fsicas utilizando a expans~ao de Landau e a aproximac~ao
PMS1, seguindo o procedimento descrito acima. Percebemos ainda
que, estes valores concordam com aqueles obtidos atraves de calculos
numericos na Ref [37]. Recentemente, a compatibilidade da OPT-PMS
com a expans~ao de Landau foi estabelecida na Ref.[36].
N Tc,(eq.(4.21)) T
PMS2
c T
PMS1
c
1 0.961797 0.963087 0.979106
2 0.824397 0.824398 0.824792
3 0.786925 0.786926 0.786926
6 0.752710 0.752711 0.752713
10 0.739844 0.739844 0.739844
Tabela 1 { Temperatura crtica, Tc, em unidades de , em  = 0, para
diferentes valores de N obtida com a OPT-PMS aplicada em conjunto
com a expans~ao de Landau.
N Tc, = 0 T = 0, c Ttcr tcr c
1 0.979 1.243 0.640 0.903 1.778
3 0.787 1.067 0.252 1.029 1.190
4 0.769 1.050 0.222 1.024 1.138.
10 0.740 1.019 0.168 1.011 1.058
1 0.721 1.000 0.000 1.000 1.000
Tabela 2 { Grandezas fsicas relevantes (em unidades de ) para dife-
rentes valores de N .
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4.4 O POTENCIAL TERMODINA^MICO E A FASE \LIQUIDO-GAS"
A descric~ao do comportamento termodina^mico do modelo de
GN3d sera feito em termos do uma densidade de potencial termo-
dina^mico 
 (T; ) otimizado, relacionando-o com a densidade de energia
livre de Landau, otimizada em seu mnimo, atraves da denic~ao

 (; T ) = Vef; (; T; c; ) (4.34)
permitindo calcular as grandezas termodina^micas (otimizadas) atraves
deste. Uma maneira alternativa seria denir o potencial termodina^mico
n~ao otimizado, denindo-o com relac~ao a Vef; (; T; c; ), isso impli-
caria em otimizar as grandezas fsicas, calculadas a partir deste, sepa-
radamente. Ainda e usual normalizar o potencial termodina^mico de
modo que ele se anule a T =  = 0 . Neste caso, da eq.(4.16), temos
que

 (0; 0) =   
3
6H(N)3 ;
e consequentemente o potencial termodina^mico normalizado sera dado
por

 (; T ) = 
 (; T ) +
3
6H(N)3 (4.35)
. Atraves da eq.(4.35) podemos obter todas as quantidades termo-
dina^micas otimizadas e normalizadas como, por exemplo, a press~ao
que e denida por
P (; T ) =  
 (; T ) (4.36)
Com a equac~ao acima obtemos a densidade pela relac~ao
 =
@
@
P (; T ) ; (4.37)
e a densidade de entropia atraves da equac~ao
S =
@
@T
P (; T ) . (4.38)
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Devido a equac~ao, @P=@c = 0; e da condic~ao do PMS, @P=@ = 0,
podemos reescrever as duas ultimas equac~oes como [17]
 =   T
2

I1;   T
3

I2; +
(   c) 

TI3;
  
2
(2)2N
T ( + TI3) I3;   T
4
(2)2N
I4I4; ; (4.39)
e
S =  2 T

I1   T
2

I1;T   3T
2

I2   T
3

I2;T
+
(   c) 

I3 +
(   c) 

TI3;T
  
2
(2)2N
( + TI3) (I3 + TI3;T )  T
3
(2)2N
(2I24 + TI4;T );
(4.40)
onde Ii;  @Ii=@, Ii;T  @Ii=@T . e Ii, i = 1; : : : ; 4, s~ao dadas
pelas eqs.(B.7) - (B.10). As grandezas acima est~ao relacionadas entre
si atraves da densidade de energia que e dada por
E =  P + TS +  (4.41)
Estamos agora em condic~ao de estudar o diagrama de fases em diferen-
tes planos sicamente mais acessveis.
As guras 21 e 22 mostram o diagrama de fases no plano P 1=.
para os valores N = 3; 4 respectivamente. Em cada um dos gracos
s~ao mostradas duas isotermas: a linha contnua e grossa corresponde
a isoterma para T = 0 a qual delimita a regi~ao sicamente acessvel
( a regi~aoN=A n~ao e acessvel). A linha tracejada corresponde a iso-
terma para a temperatura tricrtica, Ttrc = 0:251 para N = 3 e
Ttrc = 0:222 para N = 4. A linha pontilhada esta relacionada ao
mapeamento da linha de transic~ao de segunda ordem. A regi~ao de si-
metria quiral quebrada (CSB) corresponde a fase \gasosa" enquanto a
fase simetrica (CSR) relaciona a fase \lquida". Mas o resultado mais
importante e a presenca da fase \lquido-gas" associada a regi~ao das
gs. 21 e 22 denominada LG. A linha contnua que delimita tal regi~ao
representa o mapeamento da linha de transic~ao de primeira ordem. Nas
guras percebemos que a linha de transic~ao de primeira ordem e mar-
cada pela presenca de dois mnimos degenerados (para c > 0) que
produzem a mesma press~ao mas que necessariamente n~ao produzem a
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Figura 21 { Diagrama de fases no plano P   1= para N = 3. A linha
contnua e grossa corresponde a isoterma para T = 0. A linha tracejada
corresponde a isoterma para a temperatura tricrtica Ttrc = 0:251.
A linha pontilhada esta relacionada ao mapeamento do da linha de
transic~ao de segunda ordem enquanto que, a linha contnua representa
o mapeamento da linha de transic~ao de primeira ordem. A regi~ao N=A
n~ao e acessvel ao sistema sendo que, a regi~ao de simetria quiral que-
brada, CSB, corresponde a fase \gasosa" enquanto a fase simetrica,
CSR, e associada a fase \lquida" sendo que, LG esta associada a fase
\lquido-gas"..
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mesma densidade, fazendo com que a linha se divida em duas partes
(isso pode ser visualizado melhor na g. 23). Na Ref. [18] os autores
argumentaram que a fase mista deveria ser (i) extremamente fraca , (ii)
muito proxima da transic~ao quiral ou (iii) n~ao existente neste modelo.
A g. 22 (que correspondente a N = 4 o mesmo utilizado em [18])
mostra que a fase de transic~ao \lquido-gas" realmente e muito fraca,
com P ' 0:0233, dando grande suporte a hipotese (i).
As g. 21 e 22 ainda indicam que se escolhermos uma tempe-
ratura menor do que temperatura Ttrc, a isoterma gerada ira cruzar
a linha de coexiste^ncia. Isso pode ser visto na g. 23 onde, a linha
horizontal mostrada foi construda conectando o valor da press~ao nas
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Figura 22 { Diagrama de fase no plano P   1= para N = 4. A linha
contnua e grossa corresponde a isoterma para T = 0. A linha tracejada
corresponde a isoterma para a temperatura tricrtica Ttrc = 0:222.
A linha pontilhada esta relacionada ao mapeamento do da linha de
transic~ao de segunda ordem enquanto que, a linha contnua representa
o mapeamento da linha de transic~ao de primeira ordem. A regi~ao N=A
n~ao e acessvel ao sistema sendo que, a regi~ao de simetria quiral que-
brada, CSB, corresponde a fase \gasosa" enquanto que a fase da sime-
tria quiral restaurada, CSR, e relacionada a fase \lquida" sendo que,
LG esta associada a fase \lquido-gas".
fronteiras. A linha tracejada corresponde a isoterma para a T = 0:194
(menor do que a temperatura tricrtica, Ttrc = 0:251). Os pontos
est~ao unidos por uma linha numa construc~ao de Maxwell (contida no
formalismo da teoria) a qual e obtida pela condic~ao de igualdade do
potencial qumico nas fronteiras das duas fases.
A g. 24 mostra E=T 3 e P=T 3 em func~ao da temperatura para
 = 0. Para altas temperaturas temos E=T 3 !  3(3)= ' 1:14,
enquanto que P=T 3 !  3(3)=(2) ' 0:57 (onde (3) ' 1:202). Nes-
tes regimes temos (T > Tc) c = 0 e  ! 0. A presenca de uma
transic~ao de primeira ordem imprime uma assinatura na densidade
de energia associada a presenca do calor latente. Isso pode ser ve-
ricado na g. 25 onde mostramos, para N = 3, a E em func~ao
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Figura 23 { Detalhe da fase mista no plano P 1= para N = 3. A linha
pontilhada esta relacionada ao mapeamento do da linha de transic~ao de
segunda ordem. A linha contnua representa o mapeamento da linha
de transic~ao de primeira ordem enquanto que, a linha tracejada cor-
responde a isoterma para a T = 0:194 (menor do que a temperatura
tricrtica, Ttrc = 0:251). Os pontos est~ao unidos por uma linha numa
construc~ao de Maxwell (presente no formalismo da teoria). A press~ao
P esta em unidades 3 enquanto que a densidade  esta em unidades
de 2.
de T para o valor  = 1:040 < trc = 1:029. A linha trace-
jada corresponde ao resultado de N grande, enquanto que, a linha
contnua representa o resultado da OPT. A assinatura da presenca do
calor latente esta associada a descontinuidade correspondente ao ponto
T = Tc( = 0:140) = 0:194:
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Figura 24 { E=T 3 e P=T 3 em func~ao da temperatura para  = 0. A li-
nha tracejada corresponde ao resultado para N !1 e a linha contnua
representa o resultado da OPT para N = 3. T esta em unidades de .
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Figura 25 { Densidade de energia E em func~ao da temperatura (ambas
em unidades de ). A linha tracejada corresponde ao resultado de N
grande e a linha contnua representa o resultado da OPT para N = 3.
A descontinuidade ocorre em T = Tc ( = 0:140) = 0:194.
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5 O MODELO DE NJL NA APROXIMAC ~AO DE
CAMPO MEDIO
5.1 O MODELO DE NAMBU{JONA-LASINIO
Como foi mencionado na introduc~ao, o modelo de NJL foi ori-
ginalmente proposto, em 1961, como uma teoria efetiva capaz de des-
crever as interac~oes entre os nucleons [19]. A motivac~ao inicial estava
baseada na tentativa de descrever a quebra dina^mica da simetria quiral,
no vacuo, em analogia ao mecanismo BCS da supercondutividade. Pos-
teriormente, com o surgimento da QCD este modelo passou a ser rein-
terpretado como um modelo fermio^nico para quarks [20]. Um esforco
consideravel tem sido feito para entender as conseque^ncias fsicas nesta
nova interpretac~ao. Um conjunto de trabalhos relacionados ao modelo
de NJL nesse sentido pode ser encontrada nas Refs. [21]. Existe ainda
a possibilidade de aplicac~oes do modelo em quest~oes de astrofsica nu-
clear onde a materia nuclear esta sujeita a campos magneticos [22] o
que ocorre, por exemplo, em estrelas de ne^utrons.
A vers~ao U (1) para o modelo de NJL e dada pela densidade
Lagrangiana
L = 	 (i@  mc)	 G
h 
		
2    	i5	2i ; (5.1)
onde 	 representam os operadores de campo dos quarks (com osndices
de cor e sabor suprimidos, ou seja, 	 representa um isodubleto de sa-
bor \up" e \down" e um Nc \plet" de cor), mc e a matriz de massa
de corrente dos quarks (esta implcito que mup = mdown) A densi-
dade Lagrangiana acima e invariante frente as transformac~oes globais
do grupo U (1)LU (1)R dada pela transformac~ao contnua denida por
	! 	0 = exp [( i5) =2]	. O modelo de NJL, na vers~ao acima con-
siderada, n~ao possui em sua formulac~ao graus de liberdade associados
aos gluons, sendo incapaz de descrever transic~oes ligadas ao conna-
mento. De maneira analoga a descrita acima, e possvel considerar o
modelo NJL na representac~ao SU(2) e SU(3), os quais s~ao mais realis-
tas estando proximo da formulac~ao da QCD. Sendo que, a inclus~ao de
quarks estranhos inclui diculdades extras como, por exemplo, o fato
de que a massa do quark estranho n~ao pode ser escolhida como sendo
igual a massa dos n~ao estranhos. Isso nos leva a uma quebra explcita
da simetria SU (3) [53,54]. Espera-se que um modelo efetivo realista
para a QCD tenha includo tambem a possibilidade de descrever sa-
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tisfatoriamente o mecanismo do connamento. O modelo de NJL, nas
vers~oes acima consideradas, e incapaz de descrever as propriedades rela-
cionadas a este feno^meno. Tal cenario pode ser modicado tomando-se
o modelo de NJL estendido com \loop" de Polyakov (PNJL) ou seja,
para incluir, no modelo de NJL SU (3), aspectos relacionados ao con-
namento introduz-se um campo de fundo temporal homoge^neo com
um acoplamento SU (3) invariante de calibre [23]. No limite de quarks
estaticos o \loop" de Polyakov serve como para^metro de ordem da
transic~ao de connamento.
Devido ao termo de interac~ao (quartica nos campos) da eq.(5.2),
a teoria n~ao e renormalizavel em 3+1 dimens~oes (uma inspec~ao dimen-
sional revela que G possui dimens~oes de eV 2), isso quer dizer que, as
eventuais diverge^ncias n~ao podem ser eliminadas atraves de uma rede-
nic~ao consistente dos para^metros originais da teoria (campos, massas e
constantes de acoplamento). A necessidade da renormalizac~ao surge no
calculo das integrais nos momentos que representam \loops" de Feyn-
man e, neste processo, somos levados a adotar algum metodo de regu-
larizac~ao (como por exemplo regularizac~ao dimensional, Pauli-Villars,
implcita, \sharp cut-o", etc.) os quais s~ao maneiras formais de con-
siderar as diverge^ncias. No entanto, estes procedimentos introduzem
para^metros arbitrarios com dimens~oes de energia que n~ao aparecem na
densidade Lagrangiana da teoria original. Posteriormente (o que n~ao
e o caso do 3 + 1 NJL), quando o modelo estiver renormalizado, po-
demos escolher qualquer valor para as escalas de energia arbitrarias,
sendo que, os para^metros originais passam a variar com tais escalas de
uma maneira ditada pelo grupo de renormalizac~ao. Para o modelo de
NJL e comum a escolha de um \sharp cut-o" () e, tendo em vista o
fato de que o modelo n~ao e renormalizavel, abre-se m~ao da parte cor-
respondente a altas energias (ou momentos) xando  para um valor
relacionado ao espectro fsico em considerac~ao. Esta estrategia torna
o modelo de NJL 3 + 1 um modelo efetivo enquanto que  e tratado
como um para^metro. Os valores de quantidade medidas experimental-
mente como, a massa do pon (m = 135MeV) e a sua constante de
decaimento (f = 92:4MeV) s~ao utilizadas para xar ambos,  e G.
Com o objetivo de obter a densidade de energia livre de Landau
Vef , para os quarks e conveniente considerar a vers~ao bosonizada do mo-
delo NJL a qual pode ser obtida atraves da introduc~ao de campos auxi-
liares (; ) por meio de uma transformac~ao de Hubbard-Stratonovich.
A saber, Vef e calculada utilizando a aproximac~ao de Nc  grande a
qual e equivalente a MFA. Com a intenc~ao de introduzir os campos
auxiliares, tornando a teoria mais palpavel na considerac~ao da apro-
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ximac~ao de Nc- grande e conveniente denir G = =2Nc tratando Nc
como um numero grande sendo xado ao valor Nc = 3 no nal dos
calculos. Portanto, na vers~ao bosonizada escrevemos
L1 = 	 (i@)	 	 (0+ i5)	  Nc
2
 
2 + 2

; (5.2)
onde denimos 0 =  +mc. Por simplicidade consideraremos nossas
analises iniciais no limite quiral, isto e, limite em que mc ! 0, sendo
que futuramente mc sera reintroduzida, quando for conveniente, por
meio de uma denic~ao apropriada.
5.1.1 A Densidade de Energia Livre de Landau
Como pode ser visto na Ref. [55], por exemplo, que utilizando
tecnicas de integrac~ao funcional podemos, para a densidade Lagrangi-
ana eq.(5.2), escrever a seguinte express~ao para a densidade de energia
livre de Landau no limite de Nc- grande
Vef () =
Nc
2
2 + 2iNcNf
Z
d4p
(2)
4 ln
  p2+2 ; (5.3)
onde denimos  =
p
2c + ~
2
c .
Considerando agora a formulac~ao de tempo imaginario, dado
pela eq.(B.1) podemos reescrever a integral no momento p da eq.(5.3),
a temperatura e potencial qumico nitos, como
2i
Z
d4p
(2)
4 ln
  p2+2= 2T 1X
n= 1
Z
d3p
(2)
3 ln
h
(!n   i)2+a2
i
;
(5.4)
onde denimos !p =
p
p2+2 e p e o vetor momento em 3 dimens~oes
espaciais. Efetuando as somas sobre as freque^ncias de Matsubara e com
algumas manipulac~oes algebricas podemos escrever para a eq.(5.3)
Vef (; T; )
Nc
=
2
2
  2Nf
Z
d3p
(2)
3!p
 2Nf
Z
d3p
(2)
3

T ln

1 + exp

 !p + 
T

+T ln

1 + exp

 !p   
T

: (5.5)
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A passagem da eq.(5.4) para eq.(5.5) pode ser acompanhada no ape^ndice
(eq.(5.5)). O segundo termo da equac~ao acima representa a contri-
buic~ao divergente (diverge^ncia ultra violeta) que sera regularizada atraves
de um \cut-o" n~ao covariante, . A eq.(5.5) e geral e nos permite
analisar diferentes possibilidades, envolvendo imposic~oes sobre os va-
lores da temperatura T e do potencial qumico , o que sera feito na
seque^ncia. Vale a pena ressaltar que, assim como no caso do modelo de
NJL SU (2) ; existe uma grande variedade de escolhas possveis para os
para^metros da teoria xando os valores para a constante de decaimento
do pon (f = 92:4) e de sua massa (m = 135MeV) bem como o valor
do condensado ( h		i1=3 = 250MeV), sendo que, aqui adotaremos:
mc = 5:36MeV;  = 620MeV;G
2 = 3:00. O leitor mais interessado
deve acompanhar, na literatura, publicac~oes dos autores para encontrar
maiores detalhes referentes as escolhas dos para^metros.
5.1.2 Caso em que T = 0 e  = 0
Neste caso mais simples, tomando o limite T ! 0 e  ! 0 na
eq.(5.5) obtemos
Vef (; 0; 0) =
Nc
2
2   2NcNf
Z
d3p
(2)
3
p
p2+2: (5.6)
A integral nos momentos e altamente divergente o que nos leva a neces-
sidade da adoc~ao de algum metodo de regularizac~ao, adotaremos aqui
a regularizac~ao introduzindo um \cut-o" n~ao covariante , de modo
que podemos escrever (apos a integrac~ao da parte angular)
Vef (; 0; 0) =
Nc
2
2   2NcNf (4)
Z 
0
p2dp
(2)
3
p
p2+2: (5.7)
Esta integral esta resolvida no ape^ndice e seu resultado e dado por
(eq.(G.1))
Z 
0
p2dp
(2)
3
p
p2+2 =
1
162
np
2+2
 
23+2

(5.8)
  
4
2
ln
264

+
p
2+2
2
2
375
9>=>; : (5.9)
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Com isso podemos escrever a eq.(5.7) como
Vef (; 0; 0) =
Nc
2
2 +
NcNf
162
n
 2
p
2+2
 
23+2

+ 4 ln
264

+
p
2+2
2
2
375
9>=>; : (5.10)
A equac~ao do \gap" e denida atraves da relac~ao dVef (;0;0)d

=
= 0 e,
aplicada a eq.(5.10), nos fornece
0 =
Nc

+
NcNf
162
8><>: 8
p
2+2 + 43 ln
264

+
p
2+2
2
2
375
9>=>;
 =
NcGNf
2

8><>:
p
2+2   
2
2
ln
264

+
p
2+2
2
2
375
9>=>; :
Considerando o caso em que  = 0 e o caso em que mc 6= 0 obtemos
 =
NcGNf
2
0
(

p
2+02   0
2
2
ln
" 
+
p
2+022
02
#)
: (5.11)
Denindo a massa efetiva dos quarks atraves deM0 = mc+ obtemos,
para a eq.(5.11), a relac~ao auto consistente
M0 = mc+
GNcNf
2
M0
8><>:
q
2+M20  
M0
2
2
ln
264

+
p
2+M20
2
M20
375
9>=>; :
(5.12)
Com a nossa escolha para os valores dos para^metros e, com Nc = 3
e Nf = 1, obtemos M0 = 341MeV, enquanto que, no limite quiral
(mc = 0) este valor passa a ser M0 = 328MeV:
5.1.3 O potencial termodina^mico
Para as considerac~oes futuras, relativas a normalizac~ao da press~ao
e interessante denir a press~ao no caso em que T = 0 = . Como ja
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foi visto anteriormente (captulo 4 sec~ao 4:1), a densidade de potencial
termodina^mico esta relacionada a energia livre de Landau atraves da
denic~ao

 (0; 0) = Vef (; 0; 0) : (5.13)
Este, por sua vez, esta relacionado a press~ao atraves
P (0; 0) =  
(0; 0) =  Vef (; 0; 0) : (5.14)
Teremos portanto, para a eq.(5.10), a express~ao corresponde a press~ao
P (0; 0) =   1
4G
[M0  mc]2   NcNf
162

 2
q
2+M20
 
23+M20

+M0
4 ln
264

+
p
2+M20
2
M20
375
9>=>; ; (5.15)
onde M0 e soluc~ao da eq.(5.12).
5.1.4 Caso em que T = 0 e  6= 0
Tomando o limite T ! 0 na eq.(5.5) por etapas. Considerando
primeiramente !p +  > 0 obtemos para o termo
lim
T!0

T ln

1 + exp

 !p + 
T

= 0 (5.16)
Para o outro termo da eq.(5.5) temos
lim
T!0

T ln

1 + exp

  (!p   )
T

(5.17)
os que nos leva a duas possibilidades: !p >  e !p < . No caso em
que !p >  recamos no mesmo caso da eq.(5.16), sendo que, para o
77
caso em que !p <  teremos x = (  !p)
lim
T!0
n
T ln
h
1 + exp
 x
T
io
= lim
T!0
(
T ln
"
1 + exp
   xT 
exp
   xT 
#)
= lim
T!0
n
T ln
h
1 + exp

  x
T
i
  T ln
h
exp

  x
T
io
= lim
T!0
(x) = x
= (  !p) : (5.18)
O que permite concluir que o limite acima pode ser escrito em termos
das propriedades da func~ao degrau de Heaviside, isto e
 (x) =

0; se x < 0
1; se x > 0

: (5.19)
Com as eqs.(5.16), (5.18) juntamente com a propriedade dada na eq.(5.19)
podemos reescrever a eq.(5.5) como
Vef (; 0; )
Nc
=
2
2
  2Nf
Z
d3p
(2)
3 [!p +(  !p) (  !p)]
=
2
2
  2Nf
Z
d3p
(2)
3
p
p2+2
 2Nf
Z
d3p
(2)
3
h


 
p
p2+2

 
p
p2+2
i
:
(5.20)
A tarefa que ainda resta e o calculo da integrais que aparecem acima.
A primeira integral, a qual e independente da temperatura, ja foi con-
siderada na sec~ao anterior e aqui apenas utilizaremos o seu resultado
enquanto que, a ultima e calculada no ape^ndice, sendo seu resultado
dado pela eq.(H.5). Podemos assim, com as eqs.(G.1), (H.5) escrever a
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eq.(5.20) como
Vef (; 0; ) =
Nc
2
2 +
NcNf
162
n
 2
p
2+2
 
23+2

+ 4 ln
264

+
p
2+2
2
2
375
9>=>;
 NcNf
162

4
3

 
2   2 32   22p2   2
+ 4 ln
264

+
p
2   2
2
2
375
9>=>; ; (5.21)
onde esta implcita a depende^ncia com 
 
2   2 de todos os ter-
mos associados a  (esta depende^ncia sera omitida daqui em diante,
sendo que ela deve ser levada em considerac~ao na realizac~ao de calculos
numericos, por exemplo). Aos dois ultimos termos da equac~ao acima,
associados ao potencial qumico, podemos somar e subtrair o termo
23
p
2   2 de modo que podemos escrever
Vef (; 0; ) =
Nc
2
2 +
NcNf
162
n
 2
p
2+2
 
23+2

+ 4 ln
264

+
p
2+2
2
2
375
9>=>;
 NcNf
162

10
3

 
2   2 32  23p2   2
4 ln
264

+
p
2   2
2
2
375
9>=>; : (5.22)
Atraves da eq.(5.22) podemos minimizar a densidade de energia livre
de Landau calculando
@Vef (; 0; )
@

=
= 0
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0 =
Nc

+
NcNf
42
8><>: 2
p
2+2 + 3ln
264

+
p
2+2
2
2
375
9>=>;
+
1
42
8><>:2
p
2 2   3ln
264

+
p
2 2
2
2
375
9>=>; : (5.23)
O que resulta na relac~ao
 =
Nf 
22
8><>:
q
2+2   
2
2
ln
264

+
p
2+2
2
2
375
 
p
2 2 + 
2
2
ln
264

+
p
2 2
2
2
375
9>=>; : (5.24)
Como e usual, podemos escolher o ponto  =  com  = 0 e para levar
em considerac~ao massa de corrente n~ao nula nos denimos a massa
efetiva dos quarks atraves M = mc +  (; 0), assim sendo, podemos
escrever a eq.(5.24) como
M = mc +
NfM
22
8><>:
q
2+M2  
M2
2
ln
264

+
q
2+M2
2
M2
375
  
q
2 M2 +
M2
2
ln
264

+
q
2 M2
2
M2
375
9>=>; : (5.25)
Essa equac~ao auto-consistente pode ser resolvida por iterac~ao numerica
e seu resultado sera apresentado futuramente juntamente com as com-
parac~oes dos resultados da OPT. Podemos perceber que, no limite em
que ! 0 na eq.(5.24) conseguimos reobter o resultado da sec~ao ante-
rior (eq.(5.12)).
80
5.1.5 Potencial Termodina^mico
Levando em considerac~ao as discuss~oes da ultima sec~ao acima,
relativas ao potencial termodina^mico e a press~ao temos, pela eq.(5.22),
a seguinte express~ao para a press~ao
P (; 0) =   1
4G
(M  mc)2   NcNf
162
8><>:M4 ln
264

+
q
2+M2
2
M2
375
 2
q
2+M2
 
23+M2
o
+
NcNf
162

10
3

 
2  M2
 3
2  23
q
2  M2
+M4ln
264

+
q
2  M2
2
M2
375
9>=>; : (5.26)
Finalmente, em T = 0 e  6= 0, a equac~ao de estado para os quarks e
dada por E =  Pef (; 0) +  (; 0) onde  (; 0) = dP (; 0) =d e a
densidade na MFA
 (; 0) =
NcNf
32

2 M2
3=2
:
A press~ao efetiva, Pef (; 0) = P (; 0)   P (0; 0), com P (0; 0) dada
pela eq.(5.15) e denida de modo que ambos, a press~ao e a densidade
de energia, se anulem quando  = 0. Tambem podemos denir uma
constante de \bag", em analogia ao modelo de sacolas, por
B = P (0;M0)  P (0;mc)
onde M0 e a soluc~ao da eq.(5.25) com  = 0. Assim como e enfatizado
na Ref. [53] e importante observar que, como no modelo de sacolas, B,
representa a diferenca de press~ao entre o vacuo trivial e o n~ao trivial
sendo que isso n~ao e uma imposic~ao do modelo mas uma conseque^ncia
da dina^mica das interac~oes levando M0 6= mc. Com as nossas escolhas
dos para^metros obtemos B = 0:25fm 4. Os gracos das quantidades
de interesse ser~ao apresentados no proximo captulo, visto que s~ao im-
portantes para efeitos de comparac~ao com os resultados da OPT.
81
5.1.6 Caso em que T6= 0 e  = 0
Tomando o limite em que  ! 0 na eq.(5.22) (este limite e
imediato) camos com
Vef (; T; 0)
Nc
=
2
2
  2Nf
Z
p
!p
 2NfT
Z
p
n
ln
h
1 + exp

 !p
T
i
+ ln
h
1 + exp

 !p
T
io
;
onde denimos
R
p
=
R
d3p
(2)3
. Utilizando o resultado das sec~oes anteri-
ores para a integral que independe da temperatura podemos escrever
Vef (; T; 0)
Nc
=
2
2
+
Nf
162
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 2
p
2+2
 
23+2

+ 4 ln
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
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p
2+2
2
2
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 4Nf
Z
p
(
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 
rp
T
2
+

T

2
!#)
:
(5.27)
A integral que ainda resta n~ao possui uma express~ao analtica reque-
rendo, portanto, algum metodo alternativo. Se tivermos o objetivo
de obter a temperatura crtica podemos contornar esse inconveniente
implementando a chamada expans~ao de altas temperaturas, tendo em
vista que, quando T ! Tc o para^metro de ordem ! 0. Como abor-
dagem alternativa, para descrever num graco o para^metro de ordem
em func~ao da T , podemos resolver o problema atraves de integrac~ao
numerica a qual tambem permite obter Tc. Neste trabalho considera-
mos essas duas abordagens. Iniciando com a expans~ao de altas tempe-
raturas podemos obter o resultado (como pode ser visto no ape^ndice,
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eq.(F.8))
Vef (; T; 0) =
Nc
2
2 +
NcNf
162
n
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
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   2 ln ()  3
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
(T)
2   7
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
:
onde  e a constante de Euler-Mascheroni. Assim a equac~ao do \gap"
@Vef (; T; 0)
@

=
= 0;
sera dada por
 =
Nf
42
8><>:2
p
2+2   
3
2
ln
264

+
p
2+2
2
2
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9>=>;
+Nf
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2 + 22
   32 + 2   2ln ()+ 22ln 2T 2
82
9=; :
(5.28)
Consequentemente, a massa efetiva dos quarks, MT = mc + (T ), e
dada por
MT = mc +
NfMT
42
(
2
q
2+M2T  
MT
2
2
ln
" 
+
p
2+MT 2
2
MT 2
#)
+NfMT

T 2
6
+M2T + 2M
2
T

 3
2
+ 2   2ln ()

+
M2T
42
ln

M2T
T 2

: (5.29)
Utilizando os valores para os para^metros escolhidos para este
trabalho obtemos uma Tc ' 174MeV com mc = 0; enquanto que,
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para o caso em que mc 6= 0 obtemos apenas um comportamento de
\cross-over". Utilizando integrac~ao numerica podemos obter dois re-
sultados diferentes, dependendo da implementac~ao da regularizac~ao:
se regularizarmos apenas a parte divergente reobtemos o resultado
da expans~ao de altas temperaturas enquanto que, se regularizarmos
tambem a parte nita obtemos, no caso em que mc = 0, o resultado
Tc ' 196MeV. Este cenario e semelhante ao que pode ser obtido no
caso do NJL SU (2) como pode ser visto na Ref.[53]. Nesta Ref. o
autor obtem uma Tc ' 222MeV (para  = 587:9MeV; G2 = 2:44)
sendo que, este resultado esta acima daquele obtido por simulac~oes
na rede, a qual fornece o resultado de Tc ' 170MeV. Em contra-
partida, obtem-se o resultado de Tc ' 185MeV considerando todas as
integrais limitadas superiormente a . Na mesma refere^ncia o autor
justica que a diferenca no valor encontrado atraves da MFA e da si-
mulac~ao na rede se deve ao fato da transic~ao de fases ser gerada pelos
graus de liberdade incorretos mas, pelo que conclumos aqui, isso e
uma conseque^ncia da implementac~ao matematica do processo de regu-
larizac~ao. Na g. 26 mostramos os gracos da massa efetiva em func~ao
da temperatura no caso em que mc = 0. Nesta podemos perceber
as implicac~oes das diferentes maneiras de implementar a regularizac~ao
visto que, a linha contnua corresponde ao resultado com todas as in-
tegrais com \cut-o" (Tc ' 196MeV), enquanto que, a linha tracejada
corresponde ao limite original das integrais nitas (Tc ' 174MeV).
Na g. 27 apresentamos a massa efetiva em func~ao da temperatura
para 4 casos diferentes. No painel superior implementamos a regula-
rizac~ao apenas nas integrais divergentes, o que nos leva a obter uma
temperatura crtica, Tc ' 174MeV (linha tracejada que corresponde
a mc = 0 ). A linha contnua indica o comportamento assintotico
caracterizando uma variac~ao pequena da massa efetiva em func~ao da
temperatura. O painel inferior corresponde a gura gerada tomado
todas as integrais regularizadas com , independentemente de serem
divergentes ou n~ao, sendo que, a linha tracejada corresponde ao caso
em que mc = 0 e Tc ' 196MeV, enquanto que, a linha contnua foi
obtida com mc = 5:36MeV.
5.1.7 Caso em que T 6= 0 e  6= 0
Para nalizar as revis~oes concernentes ao modelo NJL U (1) na
aproximac~ao de Nc  grande vamos considerar o caso em que ambas,
a temperatura e a densidade, s~ao nitas. A aplicac~ao de integrac~ao
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Figura 26 { Massa efetiva dos quarks em func~ao da temperatura com
mc = 0. A linha contnua corresponde ao resultado com todas as
integrais com \cut-o" enquanto que, a linha tracejada corresponde ao
limite original das integrais nitas.
numerica e posteriormente o calculo da equac~ao do \gap" nos permite
uma completa descric~ao do diagrama de fases. Os resultados numericos
para as quantidades tricrticas s~ao dados por tcr ' 275MeV e Ttcr '
85MeV; sendo que, o graco do diagrama de fases sera apresentando
no proximo captulo juntamente com as comparac~oes dos resultados da
OPT.
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Figura 27 { Massa efetiva em func~ao da temperatura. No painel supe-
rior somente as integrais divergentes foram regularizadas: linha trace-
jada corresponde ao limite quiral enquanto que a contnua representa
mc = 5:36MeV. No painel inferior todas as integrais foram regula-
rizadas: linha tracejada corresponde ao limite quiral enquanto que a
contnua representa mc = 5:36MeV.
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6 A TEORIA DE PERTURBAC ~AO OTIMIZADA
APLICADA AO MODELO DE
NAMBU{JONA-LASINIO
6.1 A DENSIDADE LAGRANGIANA PARA A TEORIA INTERPO-
LADA
No captulo 3 ressaltamos a importa^ncia da correta implementac~ao
da OPT ao modelo fsico do qual se esta interessado em descrever a
dina^mica de interac~oes. Com o intuito de implementar a OPT ao mo-
delo de NJL U (1) poderamos ser guiados, ingenuamente, pelas mes-
mas ideias descritas naquele captulo, no entanto, os autores da Ref.[11]
mostraram que algumas abordagens alternativas precisam ser adotadas
(uma maneira alternativa de implementar a OPT ao modelo de NJL
pode ser encontrada na Ref.[56], alem disso, a OPT ja foi aplicada
ao modelo de NJL em diferentes contextos [57]). Com a intenc~ao de
ressaltar alguns aspectos da OPT vamos apresentar resumidamente os
resultados daquele trabalho no ape^ndice J. Seguindo a losoa correta
de implementac~ao da OPT podemos escrever a seguinte densidade La-
grangiana interpolada
L= L+(1  )L0, (6.1)
aplicando a eq.(5.2) teremos
L1 = 	 fi@   [ ( + i5) +mc +  (1  )]g	  Nc
2
 
2 + 2

:
(6.2)
Observando a express~ao acima podemos denir, por quest~oes de prati-
cidade, a quantidade
^ = 
   [   ( + i5)] ; (6.3)
onde denimos ainda 
 = mc + . Um resultado bem estabelecido
na literatura, referente as aplicac~oes da OPT no calculo de densidades
de energia e o fato de que, no limite de N grande,  e xado como
sendo igual aos campos de fundo, de modo que, as duas aproximac~oes
coincidem neste limite ctcio. Por exemplo, se xarmos  = 0 o mo-
delo de NJL e similar ao modelo de GN mostrando CSB discreta e, as
inumeras aplicac~oes nos captulos anteriores mostraram que, no limite
de N  grande,  = c. No entanto, com o modelo de NJL alem do
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canal escalar temos que lidar com canal pseudoescalar. Esta situac~ao
foi considerada em detalhes na Ref. [11] onde foi mostrado que, com
a intenc~ao de manter a estrutura de Goldstone da teoria original, o
para^metro de massa da interpolac~ao, , precisa ser denido de modo a
levar em considerac~ao correc~oes no canal pseudoescalar. Isso pode ser
alcancado denindo
 = + i5 (6.4)
onde  e  s~ao para^metros de massa arbitrarios. Agora nos temos
2 para^metros de massa,  a componente de , e consequentemente
duas condic~oes de PMS s~ao necessarias. Apos o calculo de Vef em
determinada ordem-k nos impomos
dV
(k)
ef
d

;;=1
= 0 ;
dV
(k)
ef
d

;;=1
= 0 : (6.5)
Utilizando a eq.(6.3) obtemos para a express~ao eq.(6.2) uma forma
reduzida dada por
L1 = 	 (i@   ^)	  Nc
2
 
2 + 2

: (6.6)
6.2 A DENSIDADE DE ENERGIA LIVRE DE LANDAU PARA O
MODELO DE NJL U (1) INTERPOLADO
Neste caso, para obtermos a express~ao para a densidade de ener-
gia livre de Landau podemos seguir o mesmo procedimento efetuado
na considerac~ao do modelo de GN3d. Com a serie de diagramas apre-
sentados na g. 28e as regras de Feynman associadas temos seguinte
express~ao matematica para a densidade de energia livre de Landau
Vef (; ^) =
Nc
2
2 + i
NcNf
2
Z
p
trln (p= ^)
+
1
2
Nf
Z
p;q
tr

1
p=  ^ + i

5
1
q=  ^ + i5

 1
2
Nf
Z
p;q
tr

1
p=  ^ + i

1
q=  ^ + i

; (6.7)
onde 2  2c + 2c . Por convenie^ncia, tambem efetuamos a denic~aoR
p;q
 R d4p
(2)4
R
d4q
(2)4
. Podemos notar, na eq.(6.7), a presenca dos dois
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Figura 28 { Diagramas de Feynman que contribuem para Vef (^) ate or-
dem . As linhas fermio^nicas contnuas e grossas representam os termos
dependentes de ^ (que precisam ser expandidos); as linhas tracejadas
representam o propagador associado ao campo  e o propagador do
campo  e representado pela linha pontilhada-tracejada. O primeiro
contribui com 1=N0c , o segundo e terceiro () contribuem com 1=Nc.
Figura 29 { As linhas contnuas (fermio^nicas) representam termos de-
pendentes de ^ os quais precisam ser expandidos, enquanto que, a linha
contnua e na representa propagadores fermio^nicos dependentes de ;
as linhas tracejadas representam o propagador associado ao campo  e o
propagador do campo  e representado pela linha pontilhada-tracejada.
termos correspondentes as auto-energias mostradas na g. 29. To-
mando o segundo termo da express~ao acima e expandindo ^ ate ordem
 obtemosZ
p
trln (p= ^) =
Z
p
trln (p= 
)+
Z
p
tr


  (c   i5c)
p= 


;
e dessa maneira
Vef (; ^) =
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NcNf
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NcNf
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Z
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1
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: (6.8)
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Ou de outra forma, podemos tomar o resultado obtido na aproximac~ao
de Nc  grande dado na eq.(7.8), isto e,Z
p
trln (p= )=i2NfNc
Z
p
ln
  p2+2: (6.9)
Realizando a mudanca ! ^ e expandindo ate ordem  obtemosZ
p
ln
  p2+2 = Z
p
ln
  p2+
2
 2
Z
p
(+mc) (  c) +  (   )
 p2 +
2 :
(6.10)
Com isso percebemos que, assim como no caso do modelo de GN, po-
demos tomar o resultado da eq.(6.9) que em termos de  e  pode ser
escrita na forma
Z
p
ln
  p2+2 = Z
p
n
ln
h
 p2 + (+mc)2 + 2
i
 2(+mc) (  c) +  (   c)
 p2 + (+mc)2 + 2
)
:
(6.11)
Assim, com a (6.10), a eq.(6.8) ca da forma (sendo que, para
os dois ultimos termos, consideramos ^ = 
, visto que, estes termos ja
est~ao em ordem )
Vef (;
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2 + i2NcNf
Z
p
ln
 p2+
2
+i4NcNf
Z
p
(+mc) (  c) +  (   c)
( p2 +
2)
+
1
2
Nf
Z
p;q
tr

1
p=  


5
1
q=  
5

 1
2
Nf
Z
p;q
tr

1
(p=  
)

1
q=  


; (6.12)
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e em termos da eq.(6.11) temos
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; ) =
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: (6.13)
Podemos ainda denir por quest~oes de notac~ao
0 = 0+ i5 e
0 = +mc
e reescrever eq.(6.13) como
Vef (; ; ) =
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2 + i2NcNf
Z
p
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:
(6.14)
O calculo dos tracos pode ser visto no ape^ndice, com o resultado para
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a equac~ao acima, dado pela eq.(J.16)
Vef (; ; ) =
Nc
2
2 + i2NcNf
Z
p
ln

 p2+ j0j2

 i4NcNf
Z
p
0 (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 (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 p2+ j0j2
 4Nf
Z
p;q
p  p
p2   j0j2 + i

q2   j0j2 + i
 :
(6.15)
Uma caracterstica importante a ser notada e o fato de que, devido
ao cancelamentos entre fatores vindos dos dois canais, contribuic~oes
alem de Nc ser~ao notadas quando  6= 0; como sera visto mais adi-
ante. No ape^ndice J mostramos ainda que o ultimo termo da express~ao
acima pode ser escrito numa forma compacta, utilizando o resultado
da eq.(J.16) escrevemos
Vef (; ; ) =
Nc
2
2 + i2NcNf
Z
p
ln
  p2+02 + 2
 i4NcNf
Z
p
0 (  c) +  (   c)
 p2 + 02 + 2
 4Nf
Z
p
p0
 p2 + 02 + 2
2
: (6.16)
O passo seguinte a ser efetuado e introduzir o formalismo de
temperatura nita, efetuar as somas sobre as freque^ncias de Matsu-
bara e realizar as integrac~oes dos momentos, para obter uma express~ao
analtica, em temperaturas e densidades nitas, para a eq.(6.16). An-
tes disso, para facilitar as considerac~oes futuras, vamos considerar as
implicac~oes das condic~oes de PMS.
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7 OTIMIZAC ~AO E RESULTADOS NUMERICOS
Antes de prosseguirmos os estudos e conveniente analisar, neste
nvel (antes de efetuar as somas sobre as freque^ncias de Matsubara
e integrais nos momentos), as conseque^ncias das condic~oes de PMS.
Comecaremos considerando
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d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;
e posteriormente
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: (7.1)
Onde omitimos temporariamente, por quest~oes de notac~ao, o argu-
mento (; ; ) que aparece na func~ao Vef : Percebemos que obtivemos
duas equac~oes de PMS e que a implementac~ao disso e uma tarefa bas-
tante complicada do ponto de vista de calculos numericos ou mesmo
de express~oes analticas. Vamos tentar outra possibilidade que vem
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acompanhada da pergunta: Se c = 0 )  = 0 e uma soluc~ao? Se
isso for verdade recamos em apenas uma equac~ao de PMS. Tomando
a eq.(7.1) e fazendo c = 0 obtemos
0 =  i4NcNf
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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;
ou seja, uma das soluc~oes e  = 0. A outra e dada por
0 =  i4NcNf
Z
p
1  p2 + 02 + 2
+i4NcNf

0 (  ) + 2 Z
p
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02 + 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 8

Nf
Nc
"Z
p
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02 + 2
# Z
p
2p0
( p2 + (02 + 2))2
(7.2)
Sob este ponto de vista, e devido a simetria entre  e  consideraremos
apenas o caso em que  = 0:
7.1 RESULTADOS NUMERICOS
Para considerar a soluc~ao formal da eq.(6.15) teramos que uti-
lizar a substituic~ao eq.(B.1), efetuar a soma sobre as freque^ncias de
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Matsubara para, posteriormente, efetuar as integrais nos momentos.
Nosso trabalho pode ser facilitado tomando o resultado obtido na con-
siderac~ao do modelo de NJL na aproximac~ao de Nc grande, dado pela
eq.(5.5), realizar a substituic~ao  ! ^ e posteriormente expandir ate
ordem  (exceto o primeiro termo que n~ao deve ser expandido). Fa-
zendo isso e com auxlio da eq.(K.6) obtemos
Vef (; ; )
=
Nc
2
2   2NcNf
Z p
!p (0) + T ln
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!p (0) fcosh (=T ) + cosh [!p (0) =T ]g
+Nf
Z p  sinh (=T )
cosh (=T ) + cosh [!p (0) =T ]
2
; (7.3)
onde
R p  R d3p
(2)3
: Pelo fato de tomarmos a soluc~ao  = 0 e c = 0
como valida podemos reescrever a equac~ao acima como
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+T ln

1 + exp

 !p (0) + 
T

+2NcNf0 (  c) 
Z p sinh [!p (0) =T ]
!p (0) fcosh (=T ) + cosh [!p (0) =T ]g
+Nf
Z p  sinh (=T )
cosh (=T ) + cosh [!p (0) =T ]
2
; (7.4)
onde
!2p (0)  p2 + j0j2
Express~oes analticas, para a eq.(7.4), n~ao est~ao disponveis no caso em
que T 6= 0 e  6= 0, o que torna conveniente investigar as diferentes
condic~oes impostas sobre a temperatura e o potencial qumico caso
a caso. Como ja foi mencionado anteriormente, o ambos os canais
induzem cancelamentos cujo o resultado e o de que os termos de ordem
1=Nc s~ao relevantes no caso em que  6= 0, isso pode ser agora facilmente
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visualizado tomando o ultimo termo da eq.(7.4) (o qual se anula com
 = 0). Vale a pena ressaltar que estamos considerando a OPT em
primeira ordem e que, como foi mostrado na Ref. [11], isso pode ser
modicado considerando correc~oes de ordem superiores. Para elucidar
alguns aspectos relacionados a OPT aplicada ao modelo de NJL U (1)
e a sua relac~ao com a MFA, vamos considerar, na seque^ncia, o caso
mais simples em que T = 0 e  = 0 para, posteriormente, considerar
os casos T = 0 e  6= 0 e nalmente o caso T 6= 0 e  6= 0
7.1.1 Caso em que T = 0 e  = 0
Neste caso, o resultado para a densidade de energia livre de
Landau (eq.(7.3)) pode ser obtida atraves do resultado, dado pela a
eq.(5.10), fazer a substituic~ao conveniente, isto e,  ! ^ e posterior-
mente expandir ^ ate ordem  (com  = 0 e c = 0). Fazendo isso
obtemos
Vef (; ) =
Nc
2
2c +
NcNf
162
n
 2
p
2+02  22 + 02
+ 04 ln
" 
 +
p
2+022
02
#)
 NcNf
42
0 (  c)
n
 2
p
2+02
+ 02 ln
" 
 +
p
2+022
02
#)
: (7.5)
Aplicando a condic~ao do PMS a eq.(7.5) teremos
0 =
NcNf (  c)
42
p
2+02
(
2
 
2 + 302  30 ln"  +p2+022
02
#)
;
(7.6)
sendo que, a condic~ao de minimizac~ao, isto e, dVef (c;)dc

c;
resulta em
0 =
Nc

c +
NcNf
42
0
n
 2
p
2 + 02
+ 02 ln
" 
 +
p
2+022
02
#)
;
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ou seja
c =  Nf
42
0
(
 2
p
2 + 02 + 02 ln
" 
 +
p
2+022
02
#)
:
Denindo a massa constituinte dos quarks comoM = mc+c e levando
em considerac~ao a soluc~ao da eq.(7.6) temos portanto
M = mc +
NfNcG
2
M
(

p
2 +M2   M
2
2
ln
" 
 +
p
2+M2
2
M2
#)
:
O que corresponde ao mesmo resultado da MFA dado pela eq.(5.12).
7.1.2 Caso em que T = 0 e  6= 0
Percebemos anteriormente que, exceto o ultimo termo, todos os
termos da eq.(7.4) podem ser obtidos atraves do resultado de campo
medio fazendo  ! ^ e posteriormente expandir ^ ate ordem  (com
 = 0 e c = 0). Executando esse procedimento na eq.(5.22) obtemos
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+Nf
(Z k  sinh (=T )
cosh (=T ) + cosh [!k () =T ]
)2
:(7.7)
Continuando pelo ultimo termo da eq.(7.7) podemos, utilizando as pro-
priedades da func~ao sinal e da func~ao degrau de Heaviside, escrever
lim
T!0
Z
k2dk
sinh (=T )
cosh (=T ) + cosh
hp
k2+02
T
i
=
1
3
sgn ()
 
2   023=2  2   02 : (7.8)
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Incorporando o resultado da eq.(7.8) na eq.(7.7) temos
Vef (; ; ) =
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 NcNf
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+Nf
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364
 
2   023  2   02 : (7.9)
Fica claro, a partir da eq.(7.9) que, na condic~ao de  = 0, o resul-
tado da OPT e igual ao resultado da MFA. Neste contexto podemos
nos perguntar se as correc~oes de N nito em  6= 0 s~ao do tipo que
geram um potencial qumico efetivo? E sabido que, na formulac~ao La-
grangiana de uma TQC podemos escrever uma innidade de termos
dependendo das caractersticas que estamos interessados em descrever.
E permitido e conveniente considerar um termo vetorial isoescalar do
tipo GV
 
		
2
: Na MFA, como pode ser visto no ape^ndice eq.(I.17),
a introduc~ao deste canal extra efetua um deslocamento no potencial
qumico gerando um potencial qumico efetivo. O efeito lquido disto e
induzir o mecanismo de saturac~ao tornando a materia de quarks mais
estavel [58] e, alem disso, permite gerar, atraves das EOS, estrelas com
massas mais realistas [53,59,60]. Para estudar as correc~oes da OPT,
em primeira ordem, e comparar com os resultados da MFA, iremos
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considerar na seque^ncia,  = 1 e impor a condic~ao de PMS dada por
dVef (; ; )
d

=
= 0;
o que resulta em
0 =
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 
2   022 : (7.10)
Onde utilizamos  = 2NcG. Tambem minimizando Vef (c; ; ) com
relac~ao a c obtemos
c =
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(7.11)
Denindo a massa efetiva dos quarks comoM = mc+c nos podemos
escrever a eq.(7.11) como
M = mc +
Nf
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(7.12)
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A densidade de potencial termodina^mico para os quarks, 
, que esta
relacionado a press~ao, P; atraves 
 =  P e denido com o a densidade
de energia de Landau otimizada calculada em seu mnimo, ou seja,
P () =  Vef(; ; ). Usando   2NcG podemos escrever a equac~ao
para a press~ao como
P ()
=   (M  mc)
2
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 
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A densidade pode ser obtida atraves (; 0) = dPf (; 0)=d resultando
em
() =  GNcNf
34

 
2   022
+
NcNf
32
p
2 02 2+0 (20   3M) : (7.14)
Finalmente, em T = 0 e  6= 0; a equac~ao de estado para os
quarks e dada por
E() =  Pef() + (); (7.15)
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onde Pef() = P ()  P (0) e
P (0)
=   (M  mc)
2
4G
(7.16)
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(7.17)
de modo que, ambos, a press~ao e a densidade de energia, se anulem
em  = 0. Agora, com a intenc~ao de calcular a eq.(7.17) precisamos
resolver as eq.(7.10) e eq.(7.12) com  = 0. A g. 30 mostra a den-
sidade de barions (em unidades da densidade da materia nuclear) em
func~ao do potencial qumico mostrando que, o resultado da OPT cor-
responde, aproximadamente, ao valor da MFA com GV = 0:2G (GV e
a constante de acoplamento para o termo vetorial isoescalar). Na g 31
nos mostramos as transic~oes de fases de primeira ordem comparando os
resultados obtidos com aqueles fornecidos pela MFA nos diversos casos
envolvendo imposic~oes sobre os valores de GV . Nesta gura ca claro,
novamente, que os resultados da OPT correspondem aos resultados da
MFA com termo GV  0:2G: A Fig. 32 mostra algumas propriedades
da equac~ao de estado importantes para a nossa analise: a variac~ao da
press~ao com o potencial qumico mostra que o nosso resultado (linha
contnua) torna a equac~ao de estado mais \dura" assim como o termo
vetorial isoescalar o faz (linha pontilhada) sem no entanto, introduzir
novos para^metros na teoria. Um resultado que tambem aponta nesta
direc~ao e mostrado na g. 33.
7.1.3 Caso em que T 6= 0 e  6= 0
Para nalizar as considerac~oes referentes aos calculos efetuados
com a OPT aplicada ao modelo de NJL U (1) vamos analisar o di-
agrama de fases em temperatura e densidade nitas no limite quiral
(mc = 0). Na ause^ncia de resultados analticos nos adotamos roti-
nas numericas para obter o diagrama de fases descrito em termos das
linhas de transic~ao de primeira e segunda ordem. Na Fig 34 apre-
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sentamos a comparac~ao dos diagramas de fases, no plano   T , ob-
tidos atraves da aproximac~ao de Nc  grande e da OPT. No limite
quiral os pontos tricrticos podem ser localizados e identicados pelos
pontos: tcr ' 275MeV e Ttcr ' 85MeV, na aproximac~ao de Nc 
grande, enquanto que, na OPT, o ponto tricrtico esta localizado em
tcr = 312:5MeV; Ttcr = 63:5MeV sendo que, a linha tracejada repre-
senta a linha de transic~ao de segunda ordem, enquanto que, a linha
contnua esta associada a linha de transic~ao de primeira ordem.
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Figura 30 { Densidade de barions (em unidades da densidade nuclear,
0 = 1:30  106MeV3) em func~ao do potencial qumico . A linha
contnua indica o resultado da OPT com mc = 4:65MeV; o resultado
Nc  grande com mc = 5:36MeV e com GV = 0 (linhas tracejadas)
enquanto que, as linhas pontilhadas se referem ao Nc  grande com
GV = 0:2G painel superior e GV = 0:4G painel inferior.
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Figura 31 { Massa constituinte dos quarks em func~ao de  mostrando
transic~oes de primeira ordem correspondentes aos resultados: OPT (li-
nha contnua) com mc = 4:65MeV; Nc  grande com mc = 5:36MeV e
com GV = 0 (linha tracejada) enquanto que a linha pontilhada corres-
ponde ao resultado de Nc  grande com GV = 0:2G (painel superior )
e GV = 0:4G (painel inferior ).
106
350 360 370 380 390 400
0.00
0.05
0.10
0.15
Μ HMeVL
P
Hfm
-
4 L
350 360 370 380 390 400
0.00
0.05
0.10
0.15
Μ HMeVL
P
Hfm
-
4 L
Figura 32 { Press~ao como func~ao do potencial qumico. Resulta-
dos: OPT (linha contnua) com mc = 4:65MeV; Nc  grande com
mc = 5:36MeV com GV = 0 (linha tracejada) enquanto que a linha
pontilhada corresponde ao resultado de Nc  grande com GV = 0:2G
(painel superior ) e GV = 0:4G (painel inferior ).
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Figura 33 { Equac~ao de estado para a materia de quarks. OPT (linha
contnua) com mc = 4:65MeV; Nc  grande com mc = 5:36MeV e com
GV = 0 (linha tracejada) enquanto que a linha pontilhada corresponde
ao resultado de Nc  grande com GV = 0:2G (painel superior ) e GV =
0:4G (painel inferior ).
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Figura 34 { Diagrama de fases no plano   T no limite quiral (com
mc = 0). A linha tracejada representa a linha de transic~ao de se-
gunda ordem enquanto que, a linha contnua esta associada a linha
de transic~ao de primeira ordem. Os pontos escuros indicam a loca-
lizac~ao dos pontos tricrticos (tcr = 275MeV; Ttcr = 85MeV) (MFA)
e, (tcr = 312:5MeV; Ttcr = 63:5MeV) (OPT). A curva interna e o re-
sultado da OPT enquanto que a externa e o resultado da aproximac~ao
de Nc  grande.
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8 CONCLUS~AO E PERSPECTIVAS FUTURAS
A aplicac~ao da OPT ao modelo de GN3d e ao modelo de NJL
mostrou que essa tecnica fornece resultados com varias vantagens em
relac~ao aos resultados encontrados na literatura, obtidos atraves de
outros metodos n~ao perturbativos como a expans~ao de N grande (ou
MFA) e simulac~oes numericas de MC. Uma destas vantagens apresenta-
das e, para a qual, chamamos atenc~ao e o de que as quantidades fsicas
podem ser calculadas para qualquer numero de especies fermio^nicas,
N , o que n~ao e alcancado pela expans~ao de N grande (largamente uti-
lizada) sendo que, em todos os casos, o resultado de N grande pode ser
reobtido atraves de um limite adequado.
Dentre todos os resultados, que obtivemos relacionados ao mo-
delo de GN3d, podemos destacar os mais importantes: a determinac~ao
do ponto tricrtico no plano (; T ) (sendo que podemos determina-lo
para qualquer valor nito de N) e a descoberta da fase \lquido-gas".
A existe^ncia de um ponto tricrtico ja havia sido cogitada na Ref. [18]
mas, devido a precis~ao utilizada naquelas simulac~oes a localizac~ao pre-
cisa n~ao pode ser alcancada. Enquanto isso, a fase \lquido-gas" era
desconhecida havendo apenas evasivas especulac~oes a respeito. Es-
tes fatos exaltam a robustez com o qual conseguimos determinar os
valores para as grandezas de interesse, mesmo para regi~oes extrema-
mente pequenas, como e o caso da regi~ao de coexiste^ncia \lquido-gas".
Alem disso, com o formalismo mostrado neste trabalho demonstramos
uma mudanca drastica na congurac~ao do diagrama de fases obtido
com a expans~ao de N grande associando apenas uma fase supercondu-
tora e normal. Mostramos ainda que e possvel aplicar, na densidade
de energia livre de Landau, a OPT-PMS juntamente com a expans~ao
de Landau de modo a obter quantidades crticas e tricrticas. Sendo
que, isso se torna possvel se considerarmos aproximac~oes nas equac~oes
otimizadas. No entanto, os resultados numericos mostraram que tais
aproximac~oes podem ser negligenciadas ja na primeira ordem. Para o
modelo de NJL mostramos que, atraves de uma adequada escolha para
a forma do para^metro de massa da interpolac~ao, o resultado da apro-
ximac~ao de Nc  grande pode ser exatamente reobtido e a estrutura
de Goldstone preservada. As contribuic~oes, na ordem mais baixa da
OPT, alem de Nc  grande, do canal escalar e vetorial se anulam sem-
pre que  = 0. No entanto, as contribuic~oes Nc nito s~ao importantes
em situac~oes como T = 0 e  6= 0 (materia nuclear densa e fria que e
caso das estrelas de ne^utrons) e T 6= 0 e  6= 0 (materia nuclear densa
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e quente associado ao estagio inicial do universo ou a colisores de ons
pesados). Nos comparamos os resultados obtidos pela MFA aplicada
ao NJL na presenca/ause^ncia de um canal vetorial extra (proporcional
ao acoplamento GV ). Usualmente, este termo e includo quando se
esta interessado em descrever propriedades em densidades n~ao nulas,
obtendo assim equac~oes de estado que gerem estrelas de ne^utrons mais
proximas da realidade. No que se refere as equac~oes de estado, nossas
comparac~oes mostram que, com a OPT, obtemos equac~oes mais \du-
ras" o que implica, por exemplo, no contexto da astrofsica nuclear, a
obtenc~ao de relac~oes entre massa e raio de estrelas de ne^utrons mais
proximas da realidade. Nossos estudos mostram tambem que o resul-
tado da OPT, obtidos com um para^metro a menos, est~ao na mesma
direc~ao daqueles fornecidos pela MFA aplicada ao NJL com GV 6= 0
sendo que, varias quantidades, como a densidade e a massa efetiva dos
quarks, concordam quando GV  0:2G.
No decorrer deste estudo mencionamos que o tratamento do mo-
delo de NJL U (1) por meio da OPT ainda n~ao esta completo. Tendo em
vista as contribuic~oes do termo GV pretendemos implementar, a OPT
juntamente com o PMS, diretamente no modelo na presenca deste ca-
nal. Neste caso, o que exige uma analise mais cuidadosa e o modo
correto de escolher os para^metros de massa da teoria interpolada, visto
que isso e de suma importa^ncia para manter as estruturas das sime-
trias originais do modelo. Outro aspecto relevante e a inclus~ao do
campo magnetico, cuja contribuic~ao e tornar a materia de quarks mais
estavel. Acreditamos que, com a considerac~ao do modelo de NJL U (1)
com termo do campo magnetico atraves da OPT obteremos como re-
sultado uma materia ainda mais estavel. Espera-se que um modelo
efetivo realista para a QCD tenha includo tambem a possibilidade
de descrever satisfatoriamente o mecanismo do connamento. O mo-
delo de NJL, nas vers~oes acima consideradas e incapaz de descrever tal
feno^meno. Tal cenario pode ser modicado tomando-se o modelo de
NJL estendido com \loop" de Polyakov (PNJL). Pretendemos conside-
rar o PNJL junto com a OPT e vericar quais as contribuic~oes alem da
MFA neste cenario para, na seque^ncia, tambem considerar a presenca
de um campo magnetico. Uma extens~ao natural deste trabalho, relativo
ao GN3d e o calculo dos expoentes crticos e a sua comparac~ao com os
valores encontrados na literatura [61], alem disso, com a localizac~ao do
ponto tricrtico, podemos estudar os expoentes tricrticos associados.
Sabemos tambem que uma vers~ao n~ao relativstica do modelo GN3d
pode ser utilizada para o estudo de propriedades de supercondutores
planares e sistemas fermio^nicos em baixas dimens~oes como, por exem-
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plo, gases fermio^nicos na fsica ato^mica, o que justica uma eventual
aplicac~ao da OPT neste caso. Como discutido anteriormente, nos te-
mos desenvolvido o maquinario completo da OPT com vistas a realizar
calculos de energias livres para quaisquer valores de N , T e  para
diversos modelos, inclusive para o estudo da materia hadro^nica.
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A.1 TRANSFORMAC ~AO DA EQUAC ~AO (2.1) FRENTE A UMA
TRANSFORMAC ~AO DE SIMETRIA QUIRAL DISCRETA.
Neste ape^ndice iremos mostrar de que maneira a eq.(2.1) se
transforma frente a uma transformac~ao de simetria quiral discreta. Par-
timos ent~ao da express~ao
L =  k(x) [i(@)] k(x) mF  k(x) k(x) 
g2
2

 k(x) k(x)
2
,
(A.1)
sendo que a transformac~ao quiral e dada por
	! 	0 = 5	. (A.2)
Na algebra envolvida para colocar a equac~ao de Dirac na forma invari-
ante de Lorentz somos obrigados a denir 	 como [62]
	 = (0	)
y
. (A.3)
Com isso, a transformac~ao quiral para 	 ca
	! 	0 = (05	)y = 	y50. (A.4)
Visto que, pela realizac~ao da algebra das matrizes  temos y5 = 5 e
y0 = 0. Utilizando a propriedade de anti-comutac~ao (eq.(E.3))
f; 5g = 0 (A.5)
temos para a eq.(A.4)
	
0
=  	+05 =   (0	)+ 5, (A.6)
e dessa maneira
	! 	0 =  	5. (A.7)
Pelas eqs.(A.2) e (A.3) teremos
		! 	0	0 =  	55	. (A.8)
Pelas propriedades das matrizes  de Dirac (eq.(E.3)) temos ainda que
55 = 1, (A.9)
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portanto
	
0
	
0
=  		. (A.10)
Consequentemente 
	
0
	
02
=
 
		
2
. (A.11)
Considerando agora o termo
	@
	!	0@	0 =  	5@5	, (A.12)
que pode ser reescrito como
	
0
@
	
0
=  	55@	. (A.13)
Utilizando a eq.(A.5)) e, avaliando apenas o termo que envolve as ma-
trizes  de Dirac, podemos escrever
55 =  , (A.14)
com isso obtemos
	
0
@
	
0
=  	 ( ) @	 = 	@	. (A.15)
Colecionando os resultados das eqs.(A.10), (A.11) e (A.15) obtemos a
seguinte express~ao
L 6=
L0 =  k(x) [i(@)] k(x) +mF  k(x) k(x) 
g2
2

 k(x) k(x)
2
.
(A.16)
Percebendo, desta maneira que, o termo associado a mF quebra a
invaria^ncia da eq.(A.1) frente a transformac~ao quiral discreta visto que
	
0
	
0 6= 		.
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B.1 SOMAS DE MATSUBARA E INTEGRAIS RELEVANTES
Nos captulos 2, 3 e 4 percebemos que, apos a construc~ao dos
diagramas de Feynman e do calculo do traco das matrizes  de Dirac,
recamos num conjunto reduzido de express~oes matematicas em termos
das quais podemos descrever os processos fsicos de interesse relacio-
nados ao modelo de GN3d. Neste ape^ndice mostraremos os resultados
para as somas Matsubara e do calculo das integrais sobre os momen-
tos. Seguindo os procedimentos usuais [63] podemos realizar a soma de
Matsubara realizando as associac~oes e substituic~oes comumente encon-
tradas na literatura [63]:Z
ddp
(2)
d
f (p0;p) ! iT
XZ
f [i (!n   i) ;p]
= iT
X
n
Z
dd 1p
(2)
d 1f [i (!n   i) ;p]
(B.1)
onde !n = (2n+ 1)T , n = 0;1;2; :::; s~ao as freque^ncias de
Matsubara para fermions. Na express~ao (B.1) percebemos que eventu-
almente podemos obter integrais que apresentem contribuic~oes diver-
gentes ultra-violetas (quando p!1). Para contornar tal problema se
faz necessario adotar algum metodo de regularizac~ao que, como men-
cionamos anteriormente, para o presente trabalho, sera o metodo da
Regularizac~ao Dimensional(RD) num espaco arbitrario, isto e, para
d   1 ! 2! = 2   . Posteriormente para levarmos em conta a
renormalizac~ao adotamos o metodo de subtrac~ao mnima modicada
[48]. Isso nos permite escrever as integrais no espaco dos momentos
como Z
ddp
(2)
d
=
Z
p
! T
X
n
Z
dd 1p
(2)
d 1 =
Z (T )
p
; (B.2)
onde Z
dd 1p
(2)
d 1 !

eEM2
4
 
2
Z
p
d2!p
(2)
2! ; (B.3)
e d   1 ! 2! = 2   , M e uma escala de massa arbitraria e
E ' 0:5772 e a constante de Euler-Mascheroni. Para os casos em que
T 6= 0 e  6= 0, obtemos os resultados para as express~oes relevantes
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para o modelo de GN3d
i
Z (T )
p
ln(p2 2+ i) = jj
3
3
+
jj

T 2 [I2 (a; b)]+
T 3

[I3 (a; b)] ;
(B.4)
i
Z (T )
p
1
(p2   2 + i") =  
T
4
 jj
T
+ I3 (a; b)

; (B.5)
 
i
Z (T )
p
p0
p2   2 + i
!2
=   T
2
4
I4 (a; b) ; (B.6)
onde denimos
I1 (a; b) = Li2

 e (a b)

+ Li2

 e (a+b)

; (B.7)
I2 (a; b) = Li3

 e (a b)

+ Li3

 e (a+b)

; (B.8)
I3 (a; b) = ln
h
1 + e (a b)
i
+ ln
h
1 + e (a+b)
i
; (B.9)
I4 (a; b) = sgn ()
(
a ln
"
1 + e(a+b)
1 + e(a b)
#
+ Li2

 e(a+b)

  Li2

e(a b)
o
(B.10)
e a = jj =T , b = jj =T . As func~oes sinal, sgn (x), e polilogartmica,
Li (x), que aparecem acima, s~ao denidas como [64]
sgn (x) =
8<:  1 se x < 00 se x = 0
1 se x > 0
(B.11)
e
Li (x) =
1X
k=1
xk
k
: (B.12)
Para as func~oes encontradas acima e interessante estabelecer o limite
T ! 0, o que resulta em
lim
T!o
T 2I1 (a; b) =  
1
2
(jj   jj)2(jj   jj) ; (B.13)
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lim
T!o
T 3I2 (a; b) =
1
6
(jj   jj)3(jj   jj) ; (B.14)
lim
T!o
TI3 (a; b) = (jj   jj) (jj   jj) ; (B.15)
lim
T!o
T 2I4 (a; b) =
1
2
sgn ()
 
2   2(jj   jj) ; (B.16)
onde (jj   jj) e a func~ao degrau de Heaviside.
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C.1 CALCULO DA EQUAC ~AO (2.12)
Quando estudamos a densidade de energia livre de Landau para
o modelo GN3d, na sec~ao 2:2, recamos na seguinte express~ao ma-
tematica
V Nef ()
N
=
2c
2
+ 2i
Z
d3p
(2)
3 ln
 
p2   2c

: (C.1)
Para estudarmos o diagrama de fases precisamos introduzir a depende^ncia
da temperatura e do potencial qumico. Isto pode ser feito atraves da
eq.(B.1). Portanto, podemos escrever para eq.(C.1) a express~ao
V Nef (c; T; )
N
=
2c
2
  2T
Z (T )
p
ln
h
(!n   i)2 + p2 + 2c
i
;
(C.2)
Introduzindo a seguinte notac~ao
!2p (c) = p
2 + 2c ; (C.3)
podemos escrever a eq.(C.2) como
V Nef (c; T; )
N
=
2c
2
  2T
Z (T )
p
ln
h
(!n   i)2 + !2p (c)
i
:
(C.4)
Utilizando a propriedade ln
 
x2

= 2ln (x) podemos reescrever a parte
que depende do ln da equac~ao acima como
2T
Z (T )
p
ln
n
(!n   i)2+a2
o
= T
Z (T )
p
ln
h
(!n   i)2+!2p (c)
i2
(C.5)
Utilizando a identidade
1X
n= 1
ln
h
(!n   i)2+!2p (c)
i
=
1X
n= 1
ln
h
( !n   i)2+!2p (c)
i
: (C.6)
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Esta identidade e valida tendo em vista que !n = (2n+ 1)T e a
soma sobre n e realizada sobre valores positivos e negativos. Substi-
tuindo a eq.(C.6) na eq.(C.5) obtemos
2T
Z (T )
p
ln
n
(!n   i)2+a2
o
= T
Z (T )
p
ln
nh
(!n   i)2+!2p (c)
i h
(!n + i)
2
+!2p (c)
io
:
(C.7)
O argumento do ln pode agora ser convenientemente fatorado percebendo-
se que h
(!n   i)2+!2p (c)
i h
(!n + i)
2
+!2p (c)
i
=
n
!2n+ [!p (c)  ]2
on
!2n+ [!p (c) + ]
2
o
:
Dessa maneira eq.(C.7) ca
T
Z (T )
p
ln
n
(!n   i)2+a2
o
= T
Z (T )
p
ln
n
!2n+ [!p (c)  ]2
o
+T
Z (T )
p
ln
n
!2n+ [!p (c) + ]
2
o
:
(C.8)
Para realizar a soma eq.(C.8) utilizamos o seguinte truque
 (x) =
1X
n= 1
ln

!2n+x
2

(C.9)
onde x = [!p (c)  ] e
@
@x
 (x) =
1X
n= 1
2x
!2n+x
2
	 = 1
T
tanh

x
2T

: (C.10)
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Utilizando agora
tanh (x) =
exp (x)  exp( x)
exp (x) + exp( x) ; (C.11)
obtemos para a eq.(C.10)
@
@x
 (x) =
1
T
exp
 
x
2T
  exp(  x
2T
)
exp
 
x
2T

+ exp(  x
2T
)
=
2
T
"
1
2
  1
exp
 
x
T

+ 1
#
: (C.12)
Integrando ambos os lados em relac~ao a x
 (x) =
2
T

x
2
 

x  T ln

1 + exp

x
T

=
2
T
(
x
2
 
"
x  T ln
"
1 + exp
   x
T

exp
   x
T
 ##)
=
2
T

x
2
+ T ln

1 + exp

 x
T

: (C.13)
Com isso a eq.(C.8) pode ser escrita na forma
2T
Z (T )
p
ln
n
(!n   i)2+!2p (c)
o
=
Z p 
2!p (c) + 2T ln

1 + exp

 !p (c) + 
T

+
Z p
2T ln

1 + exp

 !p (c)  
T

; (C.14)
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e, consequentemente, a eq.(C.4) ca na forma
V Nef (c; T; )
N
=
2c
2
  2
Z p
!p (c)
+2T
Z p
ln

1 + exp

 !p (c) + 
T

 2T
Z p
ln

1 + exp

 !p (c)  
T

:
(C.15)
Resolvendo a primeira integral separadamenteZ
p
!p (c) =

eEM2
4
 
2
Z
d2p
(2)
2
 
p2 + 2c
 1
2 (C.16)
A integral e divergente (como pode ser vericado por uma contagem
de pote^ncias). Podemos utilizar o metodo da Regularizac~ao Dimensi-
onal para encontrar a soluc~ao da mesma. Para tanto, faremos uso da
seguinte express~ao,
I(Q;n) =
Z
dnp
(2)
n
1
(p2  Q2  H2) (C.17)
que, calculada com a regularizac~ao dimensional resulta em
I(Q;n) =
 (  !)
(4)! ()( Q2  H2) ! : (C.18)
Comparando a eq.(C.16) com a eq.(C.17) podemos identicar as se-
guintes relac~oes
 =  1
2
! = 1  
2
Q = 0 e H2 =  2c : (C.19)
135
Com as relac~oes, eq.(C.19), e o resultado da eq.(C.18) obtemos a se-
guinte express~ao para a eq.(C.16)Z
p
!p (c) =

eEM2
4
 
2  ( 1
2
  1 + 
2
)
(4)1 

2 ( 1
2
)(2c)
  12 1+ 2
=

eEM2
4
 
2  ( 
2
  3
2
)
(4)1 

2 ( 1
2
)(2c)

2  32
=

eEM2
2c
 
2 jcj3  
 

2
  3
2

(4)  
  1
2
 (C.20)
Realizando a expans~ao em torno de  = 0 obtemosZ
p
!p (c) =  
jcj3
6
: (C.21)
Percebendo, dessa maneira, como os resultados da integrac~ao das partes
divergentes, no modelo de GN3d, n~ao dependem da escala introduzida
no processo de regularizac~ao. A integral da eq.(C.15) que ainda resta
pode ser integrada analiticamente (ou mesmo calculada com a ajuda
de um computador ) resultando em
V Nef (c; T; )
N
=
2c
2
+
jcj3
3
+
jcj T 2

I1 (a; b)
+
T 3

I2 (a; b) , (C.22)
onde
I1 (a; b) = Li2

 e (a b)

+ Li2

 e (a+b)

; (C.23)
I2 (a; b) = Li3

 e (a b)

+ Li3

 e (a+b)

; (C.24)
e a = jcj =T , b = jj =T . A func~ao polilogartmica, Li (x), que
aparece acima e denida na eq (B.12).
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D.1 CALCULO DA EQUAC ~AO (3.16)
Para o calculo do potencial efetivo para o modelo GN3d atraves
da OPT obtemos a express~ao
V bef () =  i
1
2
Z
p
tr
P
exc ()
p=  

. (D.1)
onde
R
p
=
R
p
d3p
(2)3
. Utilizando a eq.(3.9) obtemos
V bef ()N

=  1
2

Z
p;q
tr

1
p=  

1
q=  

. (D.2)
Na seque^ncia precisamos calcular os tracos, para tal, podemos utilizar
a identidade
1
p=   =
p=+ 
p2   2 ; (D.3)
que tambem e valida para o momento q de modo que
V bef ()N

=  1
2
Z
p;q
tr

p=+ 
p2   2

q=+ 
q2   2

. (D.4)
Onde xamos  = 1: Utilizando as propriedades da algebra das matri-
zes 4 4 de Dirac (ape^ndice E) obtemos, para a eq.(D.4) a express~ao
V bef ()N

=  2
Z
p;q

p0q0   (p1q1 + p2q2) + 2
 
p20   p21   p22
  2  q20   q21   q22  2 .
(D.5)
Utilizando o formalismo de temperatura nita atraves da relac~ao dada
pela eq.(B.1), juntamente com as denic~oes (B.4) e (B.5), teremos para
a eq.(D.5)
V bef (c; )N

= 2
Z (T )
p;q
  (!n   i) (!m   i)  (p1q1 + p2q2) + 2h
(!n   i)2 + p2 + 2
i h
(!m   i)2 + p2 + 2
i ,
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com p2=p21 + p
2
2. Tanto as integrais quanto as somatorios s~ao feitas
num intervalo simetrico, resta assim apenas o termo
V bef (c; )N

= 2
Z (T )
p;q
  (!n   i) (!m   i) + 2h
(!n   i)2 + !2p ()
i h
(!m   i)2 + !2q ()
i ,
onde utilizamos tambem as denic~ao, eq.(C.3). Podemos ainda rees-
crever a equac~ao acima como
V bef (c; )N

= 22
Z (T )
p;q
1h
(!n   i)2 + !2p ()
i h
(!m   i)2 + !2q ()
i
 2
Z (T )
p;q
(!n   i) (!m   i)h
(!n   i)2 + !2p ()
i h
(!m   i)2 + !2q ()
i .
(D.6)
Os somatorios que aparecem (bem como as integrais) s~ao independentes
e sobre o mesmo intervalo, podemos ent~ao escrever
V bef (c; ) = 2
2


N
8<:
Z (T )
p
1h
(!n   i)2 + !2p ()
i
9=;
2
 2


N
8<:
Z (T )
p
(!n   i)h
(!n   i)2 + !2p ()
i
9=;
2
:
(D.7)
Utilizando as eqs.(B.5) e (B.6) teremos a seguinte express~ao nal para
a eq. (D.7)
V bef (c; ) =


N

2
82
[jj+ TI3 (a; b)]2 +
T 4
82N
[I4 (a; b)]
2
.
(D.8)
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onde I3 e I4 s~ao dadas nas eqs.(B.9) e (B.10), e a = jj =T , b =
jj =T .
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E.1 ALGEBRA DAS MATRIZES DE DIRAC
Toda vez que desejamos descrever a dina^mica fundamental de
partculas relativsticas de spin 1
2
somos remetidos a equac~ao de Di-
rac. Em tal equac~ao aparecem as chamadas matrizes  de Dirac que
obedecem a uma algebra n~ao comutativa. Em raz~ao disto na denic~ao
e no decorrer dos calculos das amplitudes fsicas que consideramos no
contexto do GN3d, somos obrigados a fazer uso de propriedades que en-
volvem manipulac~oes com as matrizes . Se tomarmos a comparac~ao da
algebra das matrizes  da dimens~ao 3+ 1 (ou qualquer dimens~ao par)
com o da dimens~ao 2+1 (ou qualquer dimens~ao mpar), em suas repre-
sentac~oes fundamentais, perceberemos diferencas importantes. Neste
trabalho consideramos as matrizes e suas propriedades para o caso es-
pecco, 2 + 1, numa representac~ao 4  4 n~ao fundamental analoga,
portanto, com a algebra efetuados em 3 + 1. Comecaremos ent~ao por
denir uma representac~ao para as matrizes  =
 
0; 1; 2

. Ado-
taremos [65]
0 =

3 0
0  3

1 = i

0 1
1 0

2 =

0 2
 2 0

. (E.1)
As matrizes i, s~ao as usuais matrizes de Pauli. Nesta representac~ao
teremos duas matrizes que anticomutam com as matrizes  denidas
acima, sendo elas dadas por
3 = i

0 1
1 0,

5 = i

0 1
 1 0

. (E.2)
O conjunto das matrizes satisfaz a relac~ao de anticomutac~ao
f; g =  +  = 2gI, (E.3)
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onde I e a matriz identidade, e
g =
0BB@
1 0 0 0
0  1 0 0
0 0  1 0
0 0 0  1
1CCA , (E.4)
e a relac~ao de comutac~ao
[;  ] =     = 2i". (E.5)
Na equac~ao acima, " e o tensor totalmente anti-simetrico de Levi-
Civita normalizado a 1 para  = 012 e as correspondentes per-
mutac~oes pares e a  1, para as permutac~oes mpares . Das relac~oes,
eqs.(E.3) e (E.5) decorre que
 = gI   i". (E.6)
Com isso podemos estabelecer relac~oes uteis para as manipulac~oes pre-
tendidas nas amplitudes. Como tal teremos

 = 4 (E.7)

 =  2. (E.8)
A contrac~ao de matrizes  com quadrivetores e representada por
k = k
: (E.9)
Podemos facilmente estabelecer as identidades
kp=+ p=k= = 2k  p, (E.10)
k=+ k= = 2k, (E.11)
kp= = p=k + 2k  p, (E.12)
k =  k, (E.13)
e
kp=q= =  2q=p=k + kp=q=. (E.14)
Consideremos agora os tracos envolvendo as matrizes . Teremos
Tr fIg = 4, (E.15)
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Tr fg = 0, (E.16)
Tr fg
2
= g , (E.17)
Tr fg
2
=  i",
Tr fg
2
= gg   "",
Tr fg
2
=  ig"   gi" + i"!"!"!,
(E.18)
e
Tr fg
2
= ggg   g""   ""
 g"" + ""!"!".
(E.19)
A construc~ao das matrizes que obedecem a algebra denida em
(E.3) e (E.5) pode ser feita em qualquer dimens~ao previamente esco-
lhida. Diferencas signicativas existem quando as dimens~oes s~ao pares
ou mpares [66]. Como tal, podemos ver que n~ao e possvel estabelecer
uma matriz 3+1 (analoga a matriz 5 na dimens~ao 3 + 1) que an-
ticomute com todas as matrizes  estabelecidas no conjunto acima.
O que se materializa no fato de n~ao ser possvel denir transformac~oes
quirais (e consequentemente simetria quiral), em seu sentido mais fun-
damental, na dimens~ao 2 + 1 (e demais dimens~oes mpares).
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F.1 OMODELODE NJL COMOTERMOVETORIAL-ISOESCALAR
Vamos revisar agora o comportamento do modelo de NJL U (1)
na presenca deste termo. Para tanto, pegamos a densidade Lagrangiana
dada na eq.(5.1) acrescido do termo correspondente ao canal vetorial-
isoescalar. Assim podemos escrever
L2 = 	 (i@)	+G
h 
		
2
+
 
	i~5	
2i GV  		2 :
Para implementar a aproximac~ao de Nc  grande podemos seguir o
mesmo roteiro como no caso discutido nas ultimas sec~oes denindo
G = =(2Nc), GV = V =(2Nc). Podemos, na seque^ncia bosonizar
o modelo adicionando um campo vetorial , V, como
L1 = 	 (i@)	 	 (+ i~  ~5 + V)	
 Nc
2
 
2 + ~2
  Nc
2GV
VV
; (F.1)
a qual e semelhante a eq.(5.2). Posteriormente, podemos integrar sobre
os campos fermio^nicos e obter a densidade de energia livre de Landau
na aproximac~ao de Nc  grande como
Vef =
Nc
2
2
  Nc
2V
VV
+i
NcNf
2
Z
d4p
(2)
4 trln [p=  (   V)] ;
onde, por simplicidade, xamos ~ = 0 e consideramos o limite quiral.
Com a intenc~ao de obter o potencial termodina^mico precisamos extre-
mizar a densidade de energia livre de Landau com respeito aos campos
vetoriais e escalares. Considerando apenas o canal vetorial isoescalar
nos obtemos
V0 = VNf i
Z
d4p
(2)
4 tr
0
p   c + V 00
 ; (F.2)
onde eliminamos as componentes espaciais com a intenc~ao de preservar
a invaria^ncia translacional do vacuo. O traco pode ser tomado com o
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auxlio da identidade
0
p   c + V 00
= 0
 
p
 + c + V
00
p2   2c + 2p0 V 0 + V 20
!
; (F.3)
que substituda na eq.(F.2) resulta em
V 0 =
V
Nc
i
Z
d4p
(2)
4 tr
 
0p
 + c
0 + V 00
0
p2   2c + 2p0 V 0 + V 20
!
:
Fazendo uso das propriedades das matrizes de Dirac em 3 + 1 [66]
f ; g = 2g
tr () = 4g
obtemos
V 0 = VNf
Z
dip0d
3p
(2)
4
 
4p0 + 4V 0
p20 + 2p0 V
0 + V 20   p2   2c
!
:
(F.4)
Utilizando o formalismo de tempo imaginario dado pela eq.(B.1) pode-
mos escrever a eq.(F.4) na forma
V 0
NfV
= i
Z (T )
p
"
i4 (i!n + ) + 4 V0
(i!n + )
2
+ 2 (i!n + )V0 + V
2
0   p2   2c
#
= 4i
Z (T )
p
8<:

!n   i
 
+ V0
h 
!n   i
 
+ V0
2
+ p2 + 2c
i
9=; : (F.5)
Prestando atenc~ao nesta equac~ao podemos perceber que V0 atua como
um deslocamento em , para vericar isso explicitamente basta utilizar
o somatorio sobre as freque^ncias de Matsubara dada pela relac~ao
T
+1X
n= 1
!n   i
(!n   i)2 + !2p
=
i
2
sinh(=T )
cosh(=T ) + cosh(!p=T )
;
(F.6)
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e escrever a eq.(F.5) como
V 0
VNf
=
Z
p
8><>:   (8) sinh


 
+ V 0

cosh
h

q 
p2 + 2c
i
+ cosh


 
+ V 0

9>=>; ;
(F.7)
onde  = 1=T . Levando em considerac~ao o caso em que T = 0 e
 6= 0 (tomando o limite T ! 0 na eq.(F.7) e integrando no momento
p) obtemos
V0 =  
VNf
32

~2   2c
3=2
(F.8)
onde ~ =
 
+ V0

. Este e o resultado mais importante desta revis~ao
e sera considerado, em quest~oes de comparac~ao. Vale a pena ressaltar
que a introduc~ao do termo vetorial-isoescalar corresponde a introduzir
mais um para^metro na teoria o que n~ao e muito desejavel, tendo em
mente que a teoria e n~ao renormalizavel.
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G.1 CALCULO DA INTEGRAL DA EQUAC ~AO (5.27)
Tomando somente a integral que aparece na eq.(5.7)
I (0; 0) =
Z
d3p
(2)
3

p2+
2
 1
2
:
Introduzindo o limite de integrac~ao e resolvendo a parte angular escre-
vemos
I (0; 0) =
1
22
Z 
0
p2dp

p2+
2
 1
2
:
Procedendo a integrac~ao normalmente e substituindo os limites de in-
tegrac~ao obtemos
I (0; 0) =
1
162


q
2+2

22+
2

  4 ln

+
q
2+2

+
1
322
4 ln
 
2

e, por nal
I (0; 0) =
1
162
q
2+2
 
23+2

  
4
2
ln
26664

+
q
2+2
2
2
37775
9>>>=>>>; : (G.1)
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H.1 CALCULO DA INTEGRAL DA EQUAC ~AO(5.20)
Na eq.(5.20) nos deparamos com o calculo da integral dada por
I (0; ) =
Z
d3p
(2)
3

   p2+2 12 h   p2+2 12 i
=
1
22
Z 
0
p2dp

   p2+2 12 ; (H.1)
onde integramos a parte angular e, devido as propriedades da eq.(5.19),
 = pF =
p
2   2, ou seja, o momento de Fermi, pF , serve como
um \cut-o" natural. Separando as duas integrais acima temos
I (0; ) =
1
22

Z 
0
p2dp  1
22
Z 
0
p2dp
p
p2+2: (H.2)
Podemos notar agora que a primeira integral e trivial, sendo que a
segunda ja e bem conhecida nossa portanto (com o resultado dado pela
eq.(G.1), podemos escrever
I (0; ) =

62
3   1
322
n
2
p
2+2
 
23+2

  4 ln
264

+
p
2+2
2
2
375
9>=>; : (H.3)
Substituindo  pelo momento de Fermi obtemos
I (0; ) =

62
 
2   2 32
  2
322
h
2
 
2   2 32 +2p2   2i
+
4
322
ln
264

+
p
2   2
2
2
375 : (H.4)
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Com mais algumas manipulac~oes algebricas temos
I (0; ) =

242
 
2   2 32   1
322
n
22
p
2   2
  4 ln
264

+
p
2   2
2
2
375
9>=>; : (H.5)
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I.1 CALCULODA INTEGRAL DA EQUAC ~AO (5.27) UTILIZANDO
A EXPANS~AO DE ALTAS TEMPERATURAS
Da discuss~ao referente a quebra e restaurac~ao da simetria qui-
ral, no modelo de NJL U (1), no caso em que T 6= 0 e  = 0 nos
deparamos com a seguinte equac~ao
Vef (; 0; T ) =
Nc
2
2 +
NcNf
162
n
 2
p
2+2
 
23+2

+ 4 ln
264

+
p
2+2
2
2
375
9>=>;
 4NcNf (4) I (p; ) ; (I.1)
onde denimos convenientemente
I (p; ) =
Z 1
0
p2dp
(2)
3
8<:T ln
241 + exp
0@ 
s
p2
T 2
+
2
T 2
1A359=; :
Tendo em vista que uma das intenc~oes e obter a temperatura crtica
I (p; ) = I (x; y) =
Z 1
0
T 4x2dx
(2)
3
n
ln
h
1 + exp

 
p
x2 + y2
io
(I.2)
com x = p=T e y = =T . Tomando a relac~ao dada por [63]
hn =
1
  (n)
Z 1
0
xn 1dx
1p
x2 + y2 exp
p
x2 + y2
 : (I.3)
Derivando a eq.(I.2) com relac~ao a y obtemos
I' (x; y) =
Z 1
0
T 4dx
(2)
3
8<:  e 
p
x2+y2x2y
1 + e 
p
x2+y2
p
x2 + y2
9=;
=
Z 1
0
T 4dx
(2)
3
8<:  x2ypx2 + y2 epx2+y2 + 1
9=; :(I.4)
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Fazendo n = 3 na eq.(I.3)
h3 (y) =
1
  (3)
Z 1
0
dx
x2p
x2 + y2 exp
p
x2 + y2

=
1
2
Z 1
0
dx
x2p
x2 + y2 exp
p
x2 + y2
 : (I.5)
Sendo assim
I' (x; y) =  T
4y
43
Z 1
0
8<:12dx x2px2 + y2 e+px2+y2 + 1
9=;
=  T
4y
43
h3: (I.6)
As integrais ainda obedecem
d
dy
fn+1 =  
yfn 1
n
d
dy
f2+1 =  
yf2 1
2
d
dy
f3 =  
yf1
2
=  y
2

 1
2
ln

y


  1
2
 + :::

=
y
4

ln

y


+  + :::

=
1
4

y ln

y


+ y + C:::

f3 =  
y2
16
+
y2
8
+
1
8
y2 ln

y


+ C+::: (I.7)
Utilizando a eq.(I.7) a eq.(I.6) ca
I' (x; y) =  T
4y
43

 y
2
16
+
y2
8
+
1
8
y2 ln

y


+ C+:::

=  T
4y3
323

 1
2
+  + ln

y


+
8C
y2
+ :::

: (I.8)
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Para determinar a constante utilizamos o fato de que
@2I (x; y)
@y2

y2=0
=   T
4
83
Z 1
0

dx
x
(ex + 1)

=   T
4
96
: (I.9)
Derivando eq.(I.8) com relac~ao a y temos
@2I (x; y)
@y2

y2=0
=   T
4
43
C =   T
4
96
C = 
2
24
: (I.10)
Portanto a eq.(I.8) ca
I' (x; y) =  T
4y
43

 y
2
16
+
y2
8
+
1
8
y2 ln

y


+
2
24
+ :::

=  T
4y3
323

 1
2
+  + ln

y


  T
4
96
y + ::: (I.11)
Integrando em y
I (p; ) =   T
4
1283

1
4
( 3 + 4)y4 + y4 ln

y


  T
4
192
y2 + c (I.12)
A ultima constante pode ser determinada visto que
I (x; y)jy2=0 =
Z 1
0
T 4x2dx
(2)
3 fln [1 + exp ( x)]g
=
7T 4
2880
= c; (I.13)
com isso a eq.(I.11) ca
I (p; ) =   T
4
1283

1
4
( 3 + 4)y4 + y4 ln

y


  T
4
192
y2 +
7T 4
2880
:
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Substituindo y = =T
I (p; ) =   T
4
1283
"
1
4
( 3 + 4)


T
4
+


T
4
ln


T
#
  T
4
192


T
2
+
7T 4
2880
=   1
1283

1
4
( 3 + 4)4 + 4 ln


T

  T
2
192
2 +
7T 4
2880
: (I.14)
Dessa maneira a eq.(I.1) ca
Vef (; 0; T ) =
Nc
2
2 +
NcNf
162
n
 2
p
2+2
 
23+2

+ 4 ln
264

+
p
2+2
2
2
375
9>=>;
+NcNf
1
82

1
4
( 3 + 4)4 + 4 ln


T

+NcNf
T 2
12
2  NcNf
72T 4
180
: (I.15)
Organizando o termo
+NcNf
1
82

1
4
( 3 + 4)4 + 4 ln


T

= NcNf
1
82
"
( 3
4
+ )4 +
1
2
4 ln


T
2
  4 ln ()
#
= NcNf
1
162
"
( 3
2
+ 2)4 + 4 ln


T
2
  24 ln ()
#
= NcNf
1
162
"
(+2   2 ln ()  3
2
)4 + 4 ln


T
2#
:
(I.16)
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Obtemos dessa maneira para a eq.(I.15)
Vef (; 0; T ) =
Nc
2
2 +
NcNf
162
n
 2
p
2+2
 
23+2

+ 4 ln
264

+
p
2+2
2
2
375
9>=>;
+
NcNf
162
"
(2   2 ln ()  3
2
)4 + 4 ln


T
2#
+NcNf
T 2
12
2  NcNf
72T 4
180
: (I.17)
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J.1 A OPT APLICADA AO NJL - REVIS~AO
Com a intenc~ao de ressaltar alguns aspectos da OPT vamos apre-
sentar resumidamente os resultados do trabalho [11]. Seguindo uma -
losoa inge^nua de implementac~ao da OPT podemos escrever a seguinte
densidade Lagrangiana interpolada (no limite quiral)
LI = 	 (i@    ( + i5)   (1  ))	 
Nc
2
 
2 + 2

:
(J.1)
Trabalhando um pouco a express~ao acima podemos denir
^ =     [   ( + i5)] ; (J.2)
e assim obter numa notac~ao mais compacta escrevendo
LI = 	 (i@   ^)	  
Nc
2
 
2 + 2

(J.3)
Neste caso xamos o para^metro, , atraves da condic~ao do PMS dada
por
dVef
d

;=1
Com isso a equac~ao para a densidade de energia livre de Landau (eq.(5.3))
ca da forma
Vef () =
Nc
2
2 + 2iNcNf
Z
p
ln

 p2+ j^j2

+
1
2
Nf
Z
p;q
tr

1
p=  ^

5
1
q=  ^ 5

 1
2


Nf
Nc
Z
p;q
tr

1
p=  ^

1
q=  ^

: (J.4)
Novamente Z
p
=
Z
d4p
(2)
4 e
Z
p;q
=
Z
d4p
(2)
4
Z
d4q
(2)
4 : (J.5)
Para obter uma express~ao em ordem  podemos expandir o segundo
termo ate essa ordem e no terceiro termo considerar ^ =  (visto que
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este termo ja e proporcional a  ). Sendo assim obtemos
Vef () =
Nc
2
2 + 2iNcNf
Z
p
ln
  p2+2
 4iNcNf
Z
p
 (   c)
( p2+2)
+
1
2
Nf
Z
p;q
tr

1
p=  ^

5
1
q=  ^ 5

 1
2


Nf
Nc
Z
p;q
tr

1
p=  ^

1
q=  ^

: (J.6)
Vale a pena notar que a expans~ao do termo Nc ln

 p2+ j^j2

n~ao
gerou nenhuma contribuic~ao para o termo ~ pelo fato simples fato de
que
j^j2 = 2   2 (   ) :
Tomando os tracos da eq.(J.6) obtemos a seguinte forma
Vef () =
Nc
2
2 + 2iNcNf
Z
p
ln
  p2+2
 4iNcNf
Z
p
 (   c) 
( p2+2)
 2

Nf
Nc
"Z
p
p0
 p2 + 2
2
+
Z
p
2
 p2 + 2
2#
:
(J.7)
Pela eq.(J.7) ca claro de que, a condic~ao de PMS n~ao trara contri-
buic~ao na direc~ao de  o que nos leva a concluir que a maneira de
implementar a OPT como foi feita aqui n~ao esta correta.
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J.2 CALCULO DOS TRACOS DA EQUAC ~AO (6.14)
Para a obtenc~ao da densidade de energia livre de Landau para o
modelo de NJL U (1) encontramos a equac~ao
Vef (; 0) =
Nc
2
2 + i2NcNf
Z
p
ln
h
 p2+ j0j2
i
+i4NcNf
Z
p
0 (  c) +  (   c)
 p2+ j0j2
+
1
2
Nf
Z
p;q
tr

1
p=  0

5
1
q=  05

 1
2
Nf
Z
p;q
tr

1
p=  0

1
q=  0

; (J.8)
onde subentende-se a denic~ao dada na eq.(J.5). Vamos agora efetuar
o calculo dos tracos. Comecaremos inicialmente com o termo
I = tr

1
p=  0

5
1
q=  05

: (J.9)
Utilizando a identidade
1
(p=  0) =
1
(p=  0)
(p=+ 0)
(p=+ 0)
=
1
[p=  (0+ i5)]
[p=+ (0   i5)]
[p=+ (0   i5)]
; (J.10)
onde 0 = (0   i5). Trabalhando somente com o denominador
da equac~ao acima
D = [p=  (0+ i5)] [p=+ (0   i5)]
= pp
   j0j2 = p2   j0j2 (J.11)
Com isso a eq.(J.10)ca
1
(p=  0+ i) =
[p=+ (0   i5)]
p2   j0j2 : (J.12)
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Substituindo a eq.(J.12) em eq.(J.9)
I = tr
240@ p=+ 0
p2  j0j2

1A 5 q=+ 0
q2  j0j25
35 : (J.13)
Agora, A= = A
I = tr
" 
p
 + 0
p2   j0j2
! 
 q + 0
q2   j0j2
!#
= tr
24 pq   q (0   i5) 
p2   j0j2
 
q2   j0j2

35
+tr
24p (  i5) + (0)2
p2   j0j2
 
q2   j0j2

35
=
 pqtr ()
p2   j0j2 + i
 
q2   j0j2

+
tr
 
02
p2   j0j2
 
q2   j0j2

=
 4pqg
p2   jj2 + i
 
q2   jj2

  tr
 
02 + 2i50   2

p2   j0j2
 
q2   j0j2

I =   4p  q   4
 
02   2
p2   j0j2
 
q2   j0j2
 : (J.14)
Tratamento semelhante pode ser dado ao termo
I2 = tr

1
p=  0+ i

1
q=  0+ i

;
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que, com a identidade dada na eq.(J.12), pode ser colocada na forma
I2 = tr
8<: [p=+ (0   i5)]p2   j0j2 [q=+ (0   i5)]q2   j0j2
9=;
Com um pouco de algebra obtemos
I2 =
4p  q + 4  02   2
p2  j0j2 q2  j0j2 (J.15)
Com as eqs.(J.12), (J.15) escrevemos a eq.(J.8) como
Vef (;; ) =
Nc
2
2 + i2NcNf
Z
p
ln

 p2+ j0j2

+i4NcNf
Z
p
0 (  c) +  (   c)
 p2+ j0j2

+
1
2
Nf
Z
p;q
 4p  q + 4  02   2
p2   j0j2
 
q2   j0j2

 1
2
Nf
Z
p;q
4p  q + 4  02   2
p2  j0j2
 
q2  j0j2

=
Nc
2
2 + i2NcNf
Z
p
ln

 p2+ j0j2

 i4NcNf
Z
p
0 (  c) +  (   c)
 p2+ j0j2

 4Nf
Z
p;q
p  p
p2   j0j2
 
q2   j0j2
 :
(J.16)
Nas manipulac~oes algebricas acima salientamos um cancelamento im-
portante na ultima passagem, resultado no fato de que contribuic~oes
alem de Nc ser~ao notadas quando  6= 0.
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K.1 CALCULO DA INTEGRAL QUE APARECE NA EQUAC ~AO
(6.15)
Quando consideramos o modelo de NJL utilizando a OPT nos
deparamos com a seguinte integral
V 3ef (0) =  4Nf
Z
p;q
p  q
p2   j0j2 + i
 
q2   j0j2

que ainda pode ser escrita na forma
V 3ef (0) =  4Nf
Z
p;q
p0q0   (p1q1 + p2q2   p3q3)
p2   j0j2 + i
 
q2   j0j2
 : (K.1)
Utilizando o formalismo de temperatura nita eq.(B.1) podemos escre-
ver a eq.(K.1) como
V 3ef (0)
Nf
=  4
Z (T )
p;q
(!n   i) (!m   i) + p1q1 + p2q2 + p3q3h
(!n   i)2 + !2p (0)
i h
(!m   i)2 + !2q (0)
i
(K.2)
onde utilizamos a notac~ao
!2p (0) = p2 + j0j2 ,
T
X
n;m
Z
p;q
= T
X
n
X
m
Z
d3p
(2)
4
Z
d3q
(2)
4
Podemos observar que os denominadores da express~ao acima s~ao pares
(tanto para o momento p quanto para o momento q) e no numerador
temos os termos mpares associados aos momentos p e q, sendo que, as
duas integrais s~ao feitas num intervalo simetrico, portanto estes termos
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ser~ao nulos. Restando assim apenas o termo
V 3ef (0)
Nf
= 4
Z (T )
p;q
  [(!n   i) (!m   i)]h
(!n   i)2 + !2p (0)
i h
(!m   i)2 + !2p (0)
i
=  
24Z (T )
p
(!n   i)h
(!n   i)2 + !2p (0)
i 
Z (T )
q
(!m   i)h
(!m   i)2 + !2q (0)
i
35 : (K.3)
Os somatorios que aparecem (bem como as integrais) s~ao independentes
e sobre o mesmo intervalo, podemos ent~ao, escrever a express~ao acima
como
V 3ef (0)
Nf
=  4
8<:
24Z k TX

(!   i)h
(!   i)2 + !2k (0)
i
9=;
2
: (K.4)
Os somatorios
P

sobre as freque^ncias de Matsubara podem ser reali-
zadas utilizando
T
X

(!   i)h
(!   i)2 + !2k (0)
i = i
2

sinh (=T )
cosh (=T ) + cosh [!k (0) =T ]

:
(K.5)
Substituindo na equac~ao acima obtemos
V 3ef (0)
Nf
=
(Z
d3k
(2)
3

sinh (=T )
cosh (=T ) + cosh [!k (0) =T ]
)2
:
(K.6)
A integral cima, para o caso em que T 6= 0 e  6= 0, n~ao possui
soluc~ao analtica portanto, quando este for o caso, faz-se necessario uso
de calculos numericos.
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K.2 VERIFICANDO O LIMITE NC !1
Neste caso teremos para a eq.(6.15), no limite quiral, a express~ao
Vef (;; ) =
Nc
2
2 + i2NcNf
Z
d4p
(2)
4 ln

 p2+ jj2

 i4NcNf
Z
d4p
(2)
4
 (  c) +  (   c)
 p2 + jj2
 :
(K.7)
Aplicando agora o procedimento de otimizac~ao, para o qual obtemos
quatro equac~oes de PMS, ou seja,
dVef
d

;;=1
= 0 e (K.8)
dVef
d

;;=1
= 0: (K.9)
Aplicando a eq.(K.8) na eq.(K.7) obtemos
dVef (;; )
d

;;=1
= i4NcNf
Z
p
(
2
 
2 + 2   c   c
  ( c)  p2+2 + 22
)
:
Com isso temos que
 = c e
 = c: (K.10)
Para a segunda equac~ao do PMS, eq.(K.9), teremos a mesma soluc~ao.
Substituindo a eq.(K.10) na eq.(K.7) obtemos
Vef (;; ) =
Nc
2
2 + i2NcNf
Z
d4p
(2)
4 ln
  p2+2 ; (K.11)
onde 2 = 2c + 
2
c . O que corresponde ao resultado da MFA.
