Sedimentation processes are generally modelled using an equivalent continuum approach based on the coupling of the Navier-Stokes and the advection-dispersion equations; the sediment concentration within an elementary fluid volume is the variable of interest. Continuous advances in computational capabilities have brought up a new type of modelling that simulates the individual motion and contact interactions of grains: the Discrete Element Method (DEM). In this work, DEM interacts with the simulation of flow using the well known one-way-coupling method, a computationally affordable approach for the time-consuming numerical simulation of the ASTM-D422, buoyancy and pipette sedimentation tests. These tests are used in the laboratory to determine the particle-size distribution of fine-grained aggregates. Five samples with different particle-size distributions are modelled by about six million rigid spheres projected on two-dimensions, with diameters ranging from 2.5 × 10 −6 m to 70 × 10 −6 m, forming a water suspension in a sedimentation cylinder. DEM simulates the particle's movement considering laminar flow interactions of hydrostatic thrust, drag and lubrication forces. The simulation provides the temporal/spatial distributions of densities and concentrations of the suspension.
Nomenclature
List of symbols with sub-and supra-indices by order of appearance in the article. The units of these symbols are in the base-unit SI system.
Introduction
Numerical continuum approaches have traditionally been employed to simulate the suspension sedimentation of a large number (millions) of particles in a flow. The concentration evolution is often analyzed using advectiondispersion equations (see [1, 2, 3, 4] ). The traditional continuum approach (see Fig. 1 , right top) is a simplification of reality, that nonetheless, has provided good results in many applications [5, 6, 7, 8] ; however, the real physics of the problem is better represented by individual particles transported by a fluid, with flow interacting with the particles that, in turn, interact among themselves.
In this work, the granular media is analyzed as a discontinuous structure with rigid particles and voids between them, see Fig. 1 , right bottom. The formulation of the Discrete Element Method (DEM) [9] probably is the most suitable to simulate the behavior of granular materials in these situations, since it is based on the study of the individual particles and their contact interactions. Additionally, DEM can capture other information such as arrangements of particles or global constitutive laws (contact algorithms in this context, see [10] ), aspects very difficult to account for with numerical methods based on continuum media.
Nowadays, and thanks to the increased computational resources, it is possible to conceive the modelling of the sedimentation of a large number of particles by addressing the physics of the problem at -or approximately-the grain scale. Next, we revise some of the methods that have been developed to analyze the particle-fluid interaction and motion of particles inside a fluid.
Lagrangian computational fluid dynamics (CFD) methods are based on multiphase continuum techniques, see [11] , and are applied to analyze the behaviour of sprays, small bubbles and dust particles; processes in which the contact interactions are negligible. The Immersed Bound- ary Method, see [12] , simulates the fluid-particle interactions: fluid and structure are represented by Eulerian and Lagrangian coordinates, respectively. In turn, the NavierStokes equations are solved in a structured grid so that the effort needed to generate a body-fitted grid is avoided, and, at the same time, body resistant forces are obtained. The method requires an accurate discretization of particles and fluid, therefore, its application is limited to problems with a small number of particles. Stokesian Dynamics, see [13, 14] , simulates the flow and particles subjected to stochastic Brownian forces, but again requires a high computational cost for a relatively small number of particles, see [15] . The computational cost for a large number of particles was recently reduced by the combination of DEM and CFD, see [16] . In the CFD-DEM models of fluid-particles systems, the solid motion is obtained by DEM but the flow motion is described by locally averaged Navier-Stokes equations solved using a CFD approach. The coupling be- Finally, the coupling of the Lattice-Boltzmann method with DEM, see [17] , is also suitable to simulate motion of particles in a flow but requires an accurate and refined discretization, not computationally suitable for the problems studied here as explained in [18] .
In this work, flow and particles are coupled using the one-way-coupling method, see [19] . This technique substantially reduces computation, considering that flow does modify particle movement but particles do not substantially modify flow: see [20] for the application of this technique to the analysis of inclined sediment beds. The assumption is acceptable to simulate sedimentation of finegrained materials due to the small size and low deposition velocities of the particles. In addition, the action of the flow is analytically represented by the flow-particle interaction modelled by the drag force taking into account concentration of the neighboring particles, see [21] , and by the squeezing of the intermediate flow when two particles are close, see [22, 23] . These two models permit the calculation of forces other than the contact forces that are included into DEM, allowing a good representation of the long time deposition process at an affordable CPU cost. Due to the dissipative character of the drag forces, the equations are solved using the time integration scheme from [24] , which offers a stable and physically consistent framework to model dissipation phenomena. Finally, the contact interactions between particles are simulated using the penalization technique from [25] . This paper is centered on the numerical simulation of the ASTM D-422 [26] sedimentation test; in addition and for comparison purposes the less used buoyancy, [27, 28] , and pipette [29] tests are also studied. The three tests are used in the laboratory to determine the particle size distribution of granular samples with diameters ranging from 2.5 × 10 −6 m to 70 × 10 −6 m; distributions that cannot be easily measured by standard sieving methods as explained in [30] . DEM incorporates the particle kinematics and therefore the temporal and spatial distributions of densities and concentrations of the suspension. These data along with the laws of hydrostatics are used to numerically reproduce the measurements of a hydrometer 152-H, a buoyancy sphere and a pipette.
The target of the work is to numerically replicate the experiments, providing a better understanding of the sedimentation and of the data collected from the three tests. A comparison of the results derived by the numerical simulation of the laboratory experiments to the five original a-priori known distributions is performed with good agreement, validating the simulations and identifying several issues regarding the interpretation of the laboratory observations.
Although tests based in sedimentation are widely used due to their simplicity and relatively low cost, it is important to remark that other expensive and sophisticated techniques have been developed for the particle size analysis using x-rays, see [31] or a combination of x-rays and centrifugation, see [32] .
The remaining of the paper has the following structure: Sect. 3 introduces the DEM method, its formulation and the terms necessary for the one-way coupling of the particle-flow interaction. Section 4 analyzes the sedimentation test, and describes its numerical implementation, including the forces acting on the particles and how to project the real axisymmetric geometry into a twodimensional (2D) one. Finally, Sect. 5 presents and analyzes the results of the numerical simulations, with discussions on the accuracy of the laboratory experiments and on the quality of the measurement techniques.
Discrete element method
DEM is a numerical tool that naturally simulates the behaviour of particle materials. It is able to model the geometry of each particle and to capture the mechanical response without the necessity of complex constitutive laws; the global response of a set of particles is a consequence of multiple contact/friction interactions among a large number of particles (micro-mechanics). Multiple simultaneous and long-lasting contacts might be produced generating particle clusters; an appropriate technique to simulate the contact interaction among particles is penalization, see [25] . This technique does not increase the number of unknowns and produces only small particle overlaps, see Fig. 2 left. In addition, these unphysical overlaps are minimized by a proper tuning of the numerical parameters used in the penalization approach.
The DEM detects contacts between particles through a gap function g ik N that measures the minimum distance or maximum overlap between two particles numbered i and
where X, Y are the coordinates of the two points, one in each particle, that give the minimum distance (if particles are not in contact) or the maximum penetration (if they overlap). The penetration, when happens, is always minimal, although it has been exaggerated in Fig. 2 for clarity. When this penetration occurs, or if the gap function is zero, we will say that the particles are in contact. N ik =−N ki is the normal unit vector at the contact point, see Fig. 2 .
In case of contact, the relative motion between the contact points in the tangential component is measured by the tangential gap g
where U i (X) and U k Y are the displacements of the contact points of i and k corresponding to a time increment ∆t, while T ik is the tangential unit vector at the contact point as in Fig. 2 .
The contact particle interactions are mechanically modelled by defining the contact force as
where f ik cN and f ik cT are the components of the contact force that act against the interpenetration in the normal direction and control the motion in the tangential direction, respectively. For spherical and rigid particles the contact can be represented by a point force applied at a single point. Defining
where, according to Coulomb's law µ f ik cN is the maximum friction force, with µ = tan ϕ being the friction coefficient, and ϕ, the friction angle; we can distinguish between motion by rolling if Φ ik < 0 (lack of relative motion at the contact point) or by sliding if Φ ik ≥ 0. The penalization technique used to determine the contact forces between the two particles consists on introducing two virtual high stiffness elastic springs at the contact points X, Y along the normal and tangential directions (see T and µ coefficients are the constitutive parameters of the model, the first two being artificial numerical parameters representing the stiffnesses of the elastic springs. These stiffnesses must be chosen according to the prescriptions given in [33] .
The governing equations of DEM for a system of n tt particles are formulated by the translational and rotational dynamic equilibrium (see Fig. 3 ) of each particle with mass m i and inertia
where u i = {u i is the only non-zero moment generated by the friction contact forces: the other forces do not create moments for spherical particles. (5) is carried out by an implicit single-step algorithm proposed in [34, 24] . The choice is based on the algorithm capability to simulate the dissipation produced by friction and drag forces in a physically consistent manner.
The sedimentation tests

Description
This experiment is traditionally performed to obtain the grading size distribution of samples with particles of diameters of less than 70 × 10 −6 m. The standard ASTM-D422 describes the procedure to obtain the grading size distribution using the sedimentation test: a sample of total solid (particles) mass m tt of 60×10 −3 Kg is poured into a cylinder full of water. The cylinder is shaken during 60 s, so that the particles are dispersed forming a suspension with homogeneous concentration. Then, the cylinder rests in vertical position and the particles start sinking with velocities dependent to their sizes. The concentration of the suspension progressively gradates in the vertical direction as a function of the particles' sizes. After several hours, most of the large and intermediate particles settle at the cylinder bottom, while the finer particles are still at the top and middle.
ASTM-D422 provides the grading size distribution at different instants through the measurements of a hydrometer, composed of bulb and stem. The hydrometer immersed in a suspension measures the concentration around the bulb, which sinks a certain depth. As particles concentrate towards the bottom, the hydrometer gradually sinks deeper since the concentration around the bulb reduces. The depth of the hydrometer measured from the bulb center to the water surface taken at different instants provides and indirect measurement of the time variation of fluid density (and consequently of particle concentrations) at the bulb level; depth is related to fluid density using the analytical laws of flotation from [35] .
The buoyancy and pipette tests provide the grading size distribution differently, measuring the concentration of the suspension at different instants but at a fixed depth.
The buoyancy test measures the suspension concentration at a specific and constant depth y bt as described in [27] . A Teflon sphere of diameter 2.5×10 −2 m and weight 20×10 −3 Kg attached to a nylon line connected to a sensitive scale is submerged into the liquid. The scale measures the apparent mass of the sphere.
The pipette test is conceptually the most simple and accurate test, see [29] , although requires the additional use of a drier and a precision scale. At prescribed times, particle concentrations are measured by weighing the dry residual resulting from 35 ml samples taken at a specified and constant depth y pt using a standard pipette.
In the three tests, limiting diameters and accumulated weights are determined (as it will be explained later) up to ten times, and with them an approximation of the particle size distribution is obtained. The limiting diameter φ o is the maximum diameter of the particles above a certain depth. The accumulated weight w o is the weight of all particles with a diameter smaller than φ o . The pairs φ o , w o observed at different times provide the particle size distribution, commonly called granulometry of the sample.
The target of the numerical simulation described in this section (and to the best of our knowledge not published by other authors) is to numerically replicate the physics of the three sedimentation tests: hydrometer ASTM D422, buoyancy and pipette. The numerical simulations start with a given grading size distribution and simulates the sedimentation providing the position, velocities and accelerations of all particles at all instants. From these results, it is relatively simple to reproduce the measurements as they would have been observed during each of the three tests. The grain distributions resulting from the numericallyreproduced test measurements differ only slightly from the starting one, indicating that the experiments may not yield an exact granulometry of the sample.
The remaining of this section describes the physics and the numerical implementation of the experiments.
Fluid-particle interaction
The experiments simulated in this work include particles with small Reynolds numbers, more precisely, the Reynolds numbers for the particles in all samples analyzed range from 1.2 × 10 −5 to 0.28 as determined from the observed minimum and maximum terminal velocities. Therefore, the flow is laminar, a consequence of the small size of the particles and their small depositional velocity. We can assume that particles do not perturb the fluid, although the fluid does affect the particles as they move. This "one-way coupling" is a computationally affordable assumption that allows the simulation of the interactions between fluid and particles. The action of the fluid on the particles is represented by the Stokes' drag force, f 
Stokes' drag forces
Forces created by fluid-particle interaction have traditionally been modelled using Stokes' law, see [36] , a simplified model that does not take into account the interactions of other particles in the surrounding. This law is not completely valid to study sedimentation, but provides the basis for the analytical formulation of the ASTM D-422, buoyancy and pipette tests. For the numerical modeling, the more sophisticated formulation from [21] solves the previous deficiency, resulting in the drag force f i d acting on i as
This expression is the one used in the numerical simulation of Eq. (5). The symbol C i d represents the drag coefficient and depends on the particle Re i . Both are given by 
In the numerical simulation, the concentration c i of particles around i is calculated by discretizing the space into a regular grid and computing the volume of particles inside each cell, see [37] and Sect. 4.4.
Lubrication forces
Each pair of approaching particles experience a repulsive lubrication force due to the squeezing of the flow between them. According to [22, 23] , this force can be defined as
where the constant 10 is a parameter that represents the intensity and the range of the repulsive force, valid for very small spheres in water. The coefficient r
is the ratio between the particle diameter i and the average diameter of the two interacting particles.
Simple model of sedimentation
While for the numerical modeling of sedimentation we will use the more precise expression of the drag force given by Eq. (7), the interpretation of the experiments is performed using the same simplified analytical formulation as in the sedimentation tests. We will review next this simplified model, and the procedure to infer the particle grain distribution. (Additionally, this simplified model allows us to estimate the number of time steps to be used for the numerical modeling.) The approach from [38] is based on Stokes' law for a single spherical particle, with a simplified drag force given by
Now, we can establish Newton's second law for a single sphere, assuming that the only forces at which is subjected are weight, drag and buoyancy:
where ρ p is the particle density and g is the gravity constant. Had we included the lubrication forces or the contact forces in Eq. (12), it would have been impossible to obtain an analytical solution due to the high non-linearities introduced by these two forces. As already mention, these forces are accounted for in the numerical simulation, which should give a more accurate physical model. Equation (13) left is the general solution of Eq. (12), for the initial conditionu i (0) = 0. 
This expression is the one reported in the standard for the interpretation of the experiments. Notice that to derive the diameter from Eq. (14) 
Numerical generation of the sample
As mentioned in Sect. 4.1, after the cylinder is shaken, the suspension of particles is homogeneous. Then, these particles start sedimenting under the action of gravity and interacts with the flow under drag and squeezing forces, see Eq. (7) and Eq. (10) . Prior to the beginning of the simulation, a homogeneous distribution of particles has to be defined as initial conditions for the numerical modelling.
The samples are composed of a set of particles, whose sizes follow a specific distribution. The set is defined by: i) several different diameters φ n with n ranging from 1 to n φ n = 220, and ii) the number of particles n| φ n associated to each φ n . Figure 5: Continuous (thick) and discretized piecewise (dotted line) grading size distribution: accumulated weight w in % vs. particle diameters. Figure 5 schematizes the granulometry; the abscissa represents the diameter φ and the ordinate the percentage of accumulated weight w (weight of particles with diameters less than or equal to a given one defined by a subindex). The figure plots with a thick line the particle size distribution of a generic sample. Since the real distribution is continuous but DEM must manage a finite number of sizes, the curve is discretized into n φ n points represented by the solid black bullets. The weight above the diameter φ n is approximated by the average of w l f n corresponding to φ l f n = (φ n−1 + φ n )/2 and w rt n corresponding to a φ rt n = (φ n + φ n+1 )/2 from the original distribution. These left and right diameters are represented in the curve by hollow circles. Given a sample of mass m tt and a set of φ n , the number of particles corresponding to each diameter is obtained as
where w l f n , w rt n are the accumulated weights (in percent) of the left and right diameters around the midpoint. Therefore, the original distribution is replaced by the discrete (dotted line) defined by the relations φ n ↔ w n . The piecewise distribution tends to the original one as n φ n increases.
In the laboratory test, a total of n tt = n φn n=1 n pφ n particles representing the 60×10 −3 Kg of the sample is poured and shaken in a standard cylinder of height H = 0.457 m and diameter B = 0.0635 m with a geometrical ratio r cy = B/H = 0.14.
The particle motion in the three tests is approximately vertical and axisymmetric due to the small size and the negligible horizontal post-collision velocities of the particles. Therefore, a 2D rectangular model of the cylinder vertical section is used for simulation, reducing the CPU cost since a much lower number of particles is required, without compromising the reproduction of the physics of sedimentation. We choose to model the equivalent of two opposing wedges of 1
• , that is, 180 th of the total volume; these two wedges are projected onto a 2D rectangle of width B and height H. The rectangle is divided onto a regular 2D ma- trix of n num × n num , with n num equal to √ n tt /180 rounded up to the next integer (see Fig. 6 left) . The cells have the same aspect ratio as the cylinder. The particles, amounting to a total mass of 60 gr/180
• , are randomly stratified inside the cells, see Fig. 6 right.
Simulation of tests
As particles settle they are progressively gradated in the cylinder according to its size and therefore particle concentration varies within the cylinder and in time. The one-way coupled DEM computes the positions of the several-million particles by integrating Eqs. (5) at all time steps. At any given time step particle concentrations can be computed for specified volumes at given depths in the cylinder. Next, we describe how the results from DEM are used to mimic the laboratory tests.
Simulation of the ASTM-D422 hydrometer test
To measure fluid density (or equivalently particle concentration) at different instants, an ASTM-E100 hydrometer model 152-H (dimensions in Fig. 7 ) is sunken in a standardized cylinder full of water with a particle suspension. This type of hydrometer is suitable for measuring the range of densities expected in the simulation. Although it would have been possible to include the hydrometer itself as another particle in the numerical model, it would have required specific formulation for its equilibrium equation and would increase the CPU time as explained in [39] . We decide not to include it in the simulation since its presence does not affect the particles' sedimentation. (Including the hydrometer in the simulation could help to optimize its shape, weight, etc.) Figure 8 depicts the physical functioning of the hydrometer. In the real experiment, depicted in the left side, the hydrometer would sink to a depth y o at certain above y o is determined by the following expression:
(An expression very similar to that in (3) .) The accumulated weight for all particles with diameters below this limited diameter φ o is given by
with c 0 the particle concentration at time zero, which is known, and c o the particle concentration at time t o , which is given by
where ρ s is the suspension density, which is read at the hydrometer stem as a function of y o . Combining the previous expressions, the accumulated weight equation of the projected parallelepiped is obtained by
where r s = ρ s /ρ f , given by [40] 
where A is the cross-sectional area of the hydrometer stem and y ow the depth at which the same hydrometer would sink in pure water. As a summary, to obtain the diameter φo and the associated accumulated weight w o it is necessary to measure, in the laboratory, the depth of the center of gravity of the bulb and the density of the suspension around the bulb.
The standard prescribes that depths y o must be measured at ordered instants t o = {2, 5, 15, 30, 60, 250, 1440} min, and the resulting pairs (φ o , w o ) obtained after equations (16) and (17) the granulometric curve is established.
The numerical simulation of the experiment proceeds first by computing the depth at which the hydrometer would sink, establishing the equilibrium of the hydrometer weight w hd and the resultant of hydrostatic forces f j h as schematized in Fig 8 right. The density of the suspension, and therefore the pressure exerted on the hydrometer, is not constant as explained in [35] . For this reason, the computation of the y o is not straightforward; it is computed from the positions of the particles as described next • Discretization of H in n ly equally spaced layers of height h ly , see Fig. 8 left.
Each layer must contain a statistically representative number of particles; by trial and error we choose n ly = 4000 with a resulting h ly = H/n ly = 115 × 10 −6 m, that is, each layer is as thick as about 46 particles of the minimum diameter and as about 1.5 particles of the maximum per layer. For the purpose of computing solution densities, it is necessary to assign a thickness h z to the 2D projection of the two 1• wedges, this thickness must be such that the total volume of the resulting parallelepiped coincides with that of the two wedges, which results in h z = πB/720 = 2.26 × 10 −4 m.
• For layer j ( j = 1, . . . , n ly , counting down from the liquid free surface), the density of the suspension ρ j s is given by
where v j tt = B h ly h z is the total volume of the layer, and v j p = v j tt −v j f is the volume of the particles in the layer, which is calculated using DEM. The density of the suspensions only has to be calculated for the layers that comprise the bulb.
• The vertical hydrostatic force is the resultant of the pressures acting on the hydrometer bulb.
For a layer j, the pressure is the weight of a unit-area column from the bottom point of the layer to the liquid free surface, which is computed by adding up the weights of all layers above
where v n co is the volume of layer n. This pressure is a vector orthogonal to the bulb surface.
The hydrostatic force acting on the bulb is the summation of the pressures exerted by each layer on the horizontal projection of the intersection of the layer with the hydrometer bulb. Therefore, for a hydrometer with its tip immersed in j, and with its bulb intersecting n jh layers the total hydrostatic force is
where j is the unit vertical vector, the dot · represents the scalar product and b n the bulb radii at the intersection with the layer boundaries.
• In equilibrium, the tip of the hydrometer sinks to y o (located inside a layer j), and the hydrometer weight
The equilibrium depth is found iteratively varying the position of the bulb tip until f j−1 h < |w hd | < f j h , corresponding to a depth y o between ( j − 1) h ly and j h ly . If the number of layers is large (as is the case of this experiment), that is, the thickness of the layers is small, we can assume that the tip of the hydrometer is at the bottom of the layer, but if the layer thicknesses are large it is best to assume a varying pressure within the layer and linearly interpolate the position of the tip as
Once the depth of the tip of the hydrometer is known, the depth of its center of gravity is computed, and the density of the solution is obtained using (20) considering a single layer extending the height of the bulb. From these two parameters, the pairs (φ o , w o ) are obtained as in the standard.
During the DEM simulation, particle positions are stored every 10 s. Therefore we could simulate the position of the bulb, and the suspension density at any instant after the initial shaking.
Simulation of the buoyancy test
In this variation of the previous test, a precision dynamometer (Fig. 9 left) measures the tensile force f bt acting on the line, which must be equal to w sp − f h , where w sp is the sphere weight, and f h = −v sp ρ s g is the (time varying) hydrostatic force at the depth of the sphere y bt , where v sp is the volume of the sphere and ρ s is the suspension density at that depth. The apparent mass of the sphere is therefore m sp = f bt / |g|. The suspension density is numerically computed by DEM following the same procedure described for the previous test and Eq. (20) . Again, to reduce the CPU cost, the sphere is not simulated as an additional particle for the same reasons as we did not simulate the hydrometer in the ASTM test.
The apparent mass m sp (t o ) is measured in this test at the ordered instants t o = {0.5, 1, 2, 4, 15, 30, 60, 120, 240, 480} min. At each time, a diameter φ o is determined with equation (16) but replacing y go by y bt , which remains constant through the experiment. And the percentage of accumulated weight of particles with diameter ≤ φ o is given by
where m sp w is the apparent mass that the sphere would have if immersed in pure water to the same depth, and m sp a is the mass of the sphere in air.
In the numerical simulation, we determine the apparent mass of the sphere by subtracting from the mass of the sphere, the mass of the solution which occupies the same volume as the sphere. 
Simulation of the pipette test
This test measures the concentration c o of the suspension at a fixed depth y pt and at the axis of symmetry of the cylinder for several ordered instants t o by extracting a small amount of suspension with a standard pipette, see Fig. 9 right; we have not found in the literature any data of the times that should be used for the sampling. The subsample is dried and the mass m pt weighted; then, the concentration is directly calculated dividing this weight by the subsample volume.
The accumulated weight is calculated with the same expressions as those of ASTM-D422 with y go ≡ y pt . Again, a set of data pairs (φ o , w o ) provides the particle size distribution as in Fig. 5 .
In the numerical simulation, The composition of the suspension is calculated from the simulation of DEM by sampling the particles' position and diameters inside a circle centered at the vertical centerline of the cylinder and at the prescribed position of the pipette tip y pt , see Fig. 9 right. The circle radius is chosen so that the sampling volume is equivalent to that of the experiment accounting for the fact that we simulate only two wedges of one • of the whole cylinder.
Numerical solution
The procedure to obtain the numerical solution starts with the input of material, numerical parameters and the initial location of particles described in Sect. 4.4. The initial velocity is set to zero;, the computer code simulates the sinking through changes of positions and velocities for all particles taking into account gravity w i , drag f In this work, the efficient procedure described by [41] has been used, checking particle contacts only with the closest particles and/or boundaries.
The contact and lubrication forces are used in the governing Eqs. (5), forming a set of non-linear differential equations, which are solved through time with an iterative finite-difference algorithm. We have used a time integration scheme specifically designed for the consistent energy dissipation of contact, drag and lubrication non-linearities, see [42] and [34] . The CPU time is further reduced using a variable time step ∆t, with an upper limit to suppress spurious oscillations in particle velocities. The terminal velocity u i tr and its related terminal time t i tr from Sect. 4.3 defines the initial time increment used to integrate the Eqs. (5): ∆t has to be smaller than the t i tr of the smallest particle. Furthermore, to ensure accuracy besides stability, we use ∆t ≤ 0.1 min(t i tr ). At certain chosen time step, a computer routine checks that all particles have reached theiru tr ; then, the ∆t from the previous iteration is progressively increased until unstable changes in the velocity appear again, then this ∆t is reduced a small amount and the check is repeated.
The set of equations is linearized with standard NewtonRaphson iterative techniques. 
Numerical sedimentation and particle size distribution
This section presents the results of the numerical analysis for the particle sedimentation and describes their most important features. Additionally, the simulations provide useful insight into the performance and quality of the three test designs.
Initial granulometry
Five grading size distributions or "samples" have been studied, see Fig. 10 . A sample is taken from each distribution, all samples have the same mass, and contain particles with diameters ranging from 2.5 × 10 −6 m to 70 × 10 −6 m and at least one particle for each φ n in which the grading curve has been discretized; the range of sizes can be seen in Fig. 10 . The size distributions have been chosen to be very different among them and to include discontinuities in order to investigate the measurement capabilities of the test methods.
The first sample is composed mostly of very small particles with diameters from 2.5 × 10 −6 m to 20 × 10 −6 m with some large ones of minimum diameter of 60 × 10 −6 m; the large particles amount for 40% of the total weight; two rising limbs and a plateau in between can be observed in the size distribution curve. In the second sample, large diameters from 50 × 10 −6 m to 70 × 10 −6 m are prevalent, comprising 95% of the weight; the distribution has a single rising limb. In sample 3, small particles from 2.5 × 10 −6 m to 15 × 10 −6 m are dominant, accounting for 95% of the total weight; the distribution has a single rising limb. In sample 4, 92% is composed by particles with diameters between 25 × 10 −6 m to 35 × 10 −6 m, 5% of the sample has smaller diameters, and 3% larger ones. Finally, sample 5 has a smooth distribution with gradated diameters of approximately equal contribution to the total weight.
Before carrying out the simulation, terminal velocities and the times to reach them are calculated for several representative particle sizes using Eqs. (13) . Table 1 shows |u tr | and t tr for single particles sedimenting in water. It can be appreciated that both quantities strongly depend on size and that the highest velocity is three orders of magnitude larger than the smallest one.
ASTMD-422 requires that measurements must be taken once all particles have reached terminal velocity and transient phenomena have disappeared, prescribing that the first measurement must be done after the first minute of sedimentation.
General simulation
For all samples, the penalty parameters are K N = K T = 10 3 N/m, values based on trial and error to avoid numerical ill conditioning due to the very small size of some particles. As mentioned in Sect. 4.6, the initial ∆t must be small enough to capture the transient particle motion shown in Fig. 4 ; thus, an initial ∆t ≈ 2.6 × 10 −7 s is adopted. The other parameters have been given in the previous sections.
In Fig. 11 the numerical sedimentation simulation is shown for 60, 300 and 900 s (from top to bottom) and for the five samples (from left to right); the long rectangles represent the cylinder. For display purposes, a zoom is made at the top, intermediate and bottom areas of the cylinder, with magnification rates of 25, 25 and 62.5, respectively, at 900 s; the smallest particles cannot be seen due to limited resolution.
The grey scale in the cylinders represent the mass proportion with respect to the total mass of 60 gr, averaged every 100 layers out of the total 4000 in which the cylinder was discretized, see Sect. 4.5.1. Right after the initial shaking, the particles' positions are equally distributed; for this reason, at 60 s in most of the samples the grey intensity is fairly uniform, except at the top where all intermediate and large particles have sedimented and at the bottom, where some of these particles rest without movement. The exception is for sample 2, in which the prevalence of large particles shows a small or very small concentration in the upper half of the cylinder.
At 300 s (middle figures), sedimentation is in an intermediate state, with particles distributed within most of the cylinder except in sample 2 for which the sedimentation is nearly finished. The granulometry of the samples starts to be evident, for example in number 5 the gradation is linear and in sample 3 most of the particles still fill the cylinder.
At 900 s (bottom figures), only small sizes remain at the top and middle of the cylinder; at the bottom there is a mixture of small, intermediate and large particles, the latter the most abundant due to their high deposition velocity. Therefore, and except for sample 3, most of the mass is at the cylinder base as shown by the almost black intensity.
In accordance to the experimental observations from [43] , the particles progressively gradate in horizontal layers. This can be visually verified in the first sample and especially in the third one, in which large, intermediate and small particles group in sets due to the similar deposition velocity of similar sizes.
During the simulation, the fluid interacts with the particles, mostly with the large ones due to their higher Reynolds number. The contact interactions are also important, large particles sediment with higher terminal velocity |u tr | (Fig. 4) and, therefore, overtake the smaller ones. In this process, clusters of particles with different sizes but with almost the same high velocity may form: small particles are "trapped" by the large ones. Some clusters can be appreciated in the middle zooms of samples 1 and 5 but, we have concluded that, for the sedimentation analyses considered here, there is no need for a special treatment of the clusters since they occur towards the lower part of the cylinder, away from the area in which the experimental measurements are modeled.
Although the CPU time of each simulation is reduced using incrementally larger time steps and restricted contact search (see Sect. 4.6), this time is still very high when the whole process is simulated. For sample 3, the simulation takes about 420 hours in an Intel R station Core i7-4930K, with 12 cores running at 3.40 GHz and with 32 Gb of RAM memory. This is due to the large number of small particles and time steps. The fastest simulation occurs for sample 2, the one with the smallest number of particles, which takes 60 hours.
Every 10 −4 s the positions and velocities of all particles are recorded, and they are used, together with the particle diameters, to compute the intermediate data, densities, concentrations, depths and apparent masses needed to apply the analytical laws from Sects. 4.5.1, 4.5.2 and 4.5.3 to infer the particle size distributions as if the experiments had been carried out. Figure 12 shows, for different times, the limiting diameter of all particles above depth y cy as given by Eq. 16 together with the minimum diameter of the particles actually above y cy as modeled numerically. Depth varies from the free surface y cy = 0 to the bottom of the cylinder y cy = H = 0.457 m, (geometry in Fig. 6 ) and the times displayed are 60 s, 120 s, 300 s, and 900 s. Since the samples have the same maximum diameter the curves will coincide for the five of them.
Preliminary measurements
The agreement between the values given by Eq. (16) and the maximum diameter observed in the numerical experiments is remarkable, with the following exceptions. At 60 s, the numerical values are below the analytical results, but this is consistent with the fact that Eq. (16) does not pretend to give the exact value but an upper bound (see Sect. 4.5), and, therefore, it can overestimate the actual value. For instance, this equation predicts that at a depth of 0.4 m, the limiting diameter is 90 × 10 −6 m, but we do not have any sample with such a diameter, so the numerical results are bounded by the maximum diameter in the sample.
Finally, at 300 s and at 900 s, the agreement is good for the upper part of the cylinder, but it fails at the bottom, because sediment accumulate and Eq. (16) is for a bottomless cylinder, and it does not account for a possible accumulation of sediments.
For later times the three curves become flatter since only very small particles would remain in suspension. They also would tend to collapse to the minimum diameter except close to the bottom zone, in which the numerical method "knows" that all particles are accumulating there. Figure 13 shows the variability of the suspension density along the height of the bulb, from top to bottom 0 ≤ h hd ≤ 0.14 (see Figs. 7 and 8 for geometry) , for the different samples and at different times. The average suspension density along the height of the bulb is the key variable in Eq. (18) to determine the weight percentage of the particles above the limiting diameter associated to the bulb-center depth. Also notice that since the bulb sinks as the experiment progresses, the curves correspond to different depths in the sedimentation cylinder. The curves at time t = 0 are approximately horizontal and equal for all samples corresponding to the density of a homogeneous suspension of density 1015 kg/m 3 . For t = 900 s, the curves are again almost horizontal and with densities getting closer to the fluid density, samples 1, 3 and 5, which contain a larger proportion of fine material than the other two samples have a density higher than the fluid density since the finest particles are still in suspension. For the intermediate times, we can observe different density distributions: for sample 1, the coincidence of the curves at times 60 s and 180 s is associated to the discontinuity in the particle size distribution; for sample 2, at time 60 s, there is an approximately linear variability along the bulb, all particles have already passed the upper part of the bulb, and a few of the smaller ones are still sedimenting around the bulb center and below; for sample 3, the coincidence of the curves at times 0 and 60 s is due to the small diameter of the larger particles in the sample, at time 60 s, at the depth of the bulb there has not been a differentiation of the particles, at times 180 s and 300 s it is when a linear variability of the density can be observed, corresponding to a moment in which the small and intermediate particles are passing by the bulb; for sample 4, the behavior is exactly the same as for sample 3, at the beginning, all particles are too small and have not displayed their differential velocities at the bulb depth, sometime between 60 s and 180 s, the suspension should have displayed a linear variation similar to the one observed for sample 3, but which was not captured given the larger diameters of the particles for this sample; for sample 5, it is at time 60 s when the linear variability of the suspension density is observed, after that the density diminishes with time in an almost constant distribution along the bulb.
Comparing the average densities about the bulb computed by averaging the curves in Fig. 13 and those obtained by the approximate expression given by Eq. (19) , their values are almost exactly equal except for samples 3 and 4, for which there are some deviations as shown in Fig. 14 . The differences are due to the fact that the approximate expression assumes a homogenous suspension density, whereas, as discussed above, in the curves in Fig. 13 the suspension density varies approximately linearly for some time steps.
Tests measurements
This subsection presents relevant intermediate results for the three tests described in Sect. 4.5. In Fig. 15 the hydrometer depth y go , limiting diameter φ o and accumulated weight percentage w o computed after the numerical simulation of the ASTM hydrometer test are shown for the five samples. Through the duration of the test, the suspension density ρ s decreases at the top and middle of the cylinder and increases at the bottom, with the corresponding spatial variation of pressure and hydrostatic force (see Fig. 8 ) on the bulb. Due to the progressive decrease of ρ s around the bulb, the hydrometer sinks with time (y go increases), since to reach equilibrium, a higher depth is needed to balance the weight with the decreasing hydrostatic force. The slope of the curves in the top graph defines the sinking velocity.
Samples 2 and 3 show the highest and lowest sinking velocities at early times, due to their respective preeminence of largest and smallest particle diameters. For sample 1 the slope is zero in the interval 80 to 400 s, for its lack of intermediate particles; during this time interval there is short stationary situation in which similar concentrations of small and large particles are traveling by the bulb. The curve of sample 4 is similar to that of 2 and lies between those of samples 2 and 3. Finally, for sample number 5, the hydrometer sinks progressively, due to its particle size gradation. After a sufficient time, y go asymptotically tends to y w , the depth at which the hydrometer would sink in clear water, meaning that most of the particles are concentrated at the cylinder bottom, with the solution density about the bulb approximately equal to that of water, ρ s ≈ ρ f . When y w is reached, quickly for sample 2 and slowly for 3, the hydrometer stops sinking.
The progressiveness of sedimentations is also observed in Fig. 15 , middle. As particles sink, the large ones rapidly overpass the center of gravity of the bulb, y go due to their high deposition velocity; this fact can be appreciated with the high slope of the curves at the initial instants, up to 100 s. The values of φ o are calculated with Eq. (16); at any given time, the resulting limiting diameters are different for the different samples since they vary according to the square root of y go . Again all curves are delimited by those of samples 2 and 3 with the largest and smallest sizes, respectively. Although out of scale in the figure, the asymptotic value slowly approaches the minimum diameter.
The curves in Fig. 15 , bottom, show the opposite variation from that observed in the top one. Initially, the concentration is homogeneous and no particle has sedimented and the accumulated weight is the total one. As time passes, the concentration decreases above y go , very fast for samples 2 and 4 and slowly for 1 and 3; therefore the weight percentage of particles that are in suspension decreases (see Eq. (17)). The value of w o asymptotically tends to zero with time since all particles sediment pass the hydrometer. Again in sample 1 and now in 3 there is a zone of zero slope: a negligible amount of mass passes the bulb in this interval. Figure 16 shows the apparent mass m sp of the sphere, the limit diameter and the accumulated weight w o vs. time computed for the buoyancy test. The difference between this and the previous tests is that the sphere does not change its position (at y bt = 0.3H = 13.71×10 −2 m) and its weight is balanced by the hydrostatic force and the tension of the line. For reasons discussed in the previous paragraphs, m sp increases when ρ s decreases and, therefore, the hydrostatic force decreases at the depth of the sphere y go through time.
The top graph in Fig. 16 is similar to the top one in Fig. 15 since both are based in force equilibrium of the same samples, although the response is less smooth in the second. For all samples, the first value is about 1.52 gr, which corresponds to the apparent mass of the sphere submerged in a completely homogeneous suspension, and tends to 1.62 gr, which is the apparent mass of the sphere in clear water. The limiting particle diameters φ o as given by Eq. (16) reduce to a single value for all samples and a given time since the depth is fixed. The bottom graph in Fig. 16 is also very similar to the corresponding one of Fig. 15 although the decrease in accumulated weight is, in this case, faster for all samples, since the depth of the measurement device is smaller than that of the hydrometer, see again Eq. (16) .
The first and last graphs in Fig. 16 show oscillations, specially the top one since the method measures the density of a small portion of suspension close to the sphere, a volume much smaller than that of the hydrometer. In the top graph these oscillations are very visible for sample 3 since the effect of the small measurement area couples with the small diameter of most particles.
Finally, Fig. 17 shows limiting diameters (top) and accumulated weights (bottom) computed with the pipette test at a constant depth equal to the sphere depth in the previous experiment y pt = y bt . Both variables follow the same tendency as that of the buoyancy test. The bottom figure is almost equal to that of Fig. 16 although the oscillations are more pronounced, due to the even more reduced sampling volume.
Although not quantified in this work, the higher the measurement point of buoyancy and pipette the better and faster the obtained values are, since the gradation is faster and the inhomogeneities also disappear faster. 
Final granulometry
Figs. 18 compare the original particle size distributions with those numerically calculated, for the three tests and the five samples. These figures are not a validation of the numerical approach but rather a study of the precision of the laboratory tests, since they are based on approximations of some of the physical laws governing the sedimentation process of a group of particle as explained before.
The agreement between the numerically simulated distributions and the original one is very good for small and medium particle sizes, but differences can be found for the large particles since they are measured mostly at the beginning of the experiment when the suspension is composed of a homogeneously mixture of particles of all sizes. This mismatch is an intrinsic shortcoming of the design of these laboratory tests.
The hydrometer test "smoothes" the granulometry and is not capable of capturing discontinuities or the abrupt end of the curve, whereas the buoyancy and pipette tests oscillates for large sizes. This oscillation is due to small and local inhomogeneities at the initial stages of the experiment: even if the particles are supposed to be homogeneously distributed these unavoidable inhomogeneities are relevant in tests that measure locally. The effect is noticeable for samples 4 and 5 that include a fair amount of intermediate particles. The hydrometer test does not have oscillation problems for any sample due to the relatively large volume that it measures, but in exchange tends to predict smaller sizes and slightly lower weights.
The intrinsic inhomogeneities at the beginning are also the cause of the incorrect prediction of accumulated weights above 100% for the buoyancy and pipette tests: in the relation (17) introduced in Sect. 4.5.1, the local c o , at the early stages, can be slightly larger than the average initial c 0 . Note that for all tests, we can compute the weight associated with particle diameters larger than 70 × 10 −6 m (in a real situation we do not know which is the largest particle size), resulting always in percentages of 100% except for the already mentioned fluctuations.
Conclusions
The Discrete Element Method (DEM) is a powerful tool for the numerical modelling of systems of large number of particles. Therefore, its application to the numerical simulation of the sedimentation of granular materials is natural and immediate using a "one-way coupling" between fluid and particles. In this work, DEM has permitted to mimic the determination of the particle size distribution of several granular samples by the hydrometer, buoyancy and pipette tests using numerical data and analytical laws of hydrostatics.
The simulation uses the position and velocities of all particles and the description of the real experiments. The particle size distributions using the three tests have been compared with the original ones obtaining a good agreement and most importantly, identifying the strong and weak points in the design of the tests. The detected errors of the real experiment cannot easily be identified with the experimental data. The numerical experiment could be used to optimize the setup and monitor the sedimentation laboratory test in the future with the aim of defining the duration of the experiment, the shape and size of the recipient, or the mass of the sample. We can also envision that this simulation approach could be used to retrieve the exact distribution of the sample from the approximate one obtained in the laboratory by an iterative process based on inverse modelling.
It is worth to emphasize that this work does not intend to supersede the laboratory experiments but permits to understand better their strong and weak points.
The important conclusions from the numerical simulations are:
• Inside the range allowed by the standards, small particles are easier to measure than large ones • The hydrometer test smoothes the real granulometry, the buoyancy, pipette tests give oscillatory predictions • All tests tend to predict larger particles than in reality, although with an associated small accumulated weight • In the buoyancy and pipette tests, the higher the position of the measurement point, the more accurate the prediction • Although a large simulation time has been used, a much smaller one can give reasonable results if a small mass and only the initial instants are simulated Finally, we believe that the use of DEM with sophisticated couplings could be directly applicable to the study of other fluid-particle interaction problems, such as sediment transport, dune evolution or reservoir sedimentation.
