Transverse jets enjoy a wide range of engineering applications, from propulsion and power generation to exhaust dispersion. This study seeks a mechanistic understanding of vorticity structure and evolution in the transverse jet in order to develop actuation strategies that manipulate the geometry and rate of mixing between jet and crossflow.
Introduction
The mixing properties of the transverse jet-a jet issuing normally into a uniform crossflow-are important to a variety of engineering applications. Transverse jets may function as sources of fuel in industrial furnaces, or as diluent jets for blade cooling or exhaust gas cooling in industrial or airborne gas turbines. Other industrial applications include pipe tee mixers and jets of oil and gas entering the flow in oil wells. Transverse jets have also been studied extensively for their relevance to V/STOL aerodynamics and to environmental problems such as pollutant dispersion from chimneys or the discharge of effluents into the ocean.
Enhancement of the mixing rate between jet and crossflow can lead to significant improvements in many performance aspects. In gas turbines, for instance, better trans-verse jet mixing is essential to achieving a wider range of operability, lower emissions, smaller size, and lower noise output. The ultimate objective of this work is to develop control strategies for the transverse jet that manipulate the mixing rate between the jet fluid and the crossflow. To this end, this thesis develops computational models that capture the fundamental processes responsible for entrainment and subsequent mixing of fluid from the crossflow into the jet and the response of these processes to actuation.
Three-dimensional vortex methods provide an attractive framework for simulation of the transverse jet, first of all for their explicit link to the formation and dynamics of vortical structures in the flow. Vorticity introduced at the boundary is tracked through the flow field, providing a clear, mechanistic view of its evolution. Moreover, vortex methods are well-suited to high Reynolds number flows for their ability to simulate convection without numerical diffusion, through the advection of Lagrangian computational elements. Also, inherent in the grid-free nature of the method is a dynamic clustering of computational points only where they are needed, i.e., over the small support of the vorticity field.
We construct a computational vortex model of a spatially evolving transverse jet in which actuations may be imposed as time-dependent boundary conditions. Significant effort is applied to derivation of boundary conditions that compactly describe the interaction of crossflow boundary layer vorticity with jet vorticity. We also develop a flexible partial-filament description of the vorticity field for efficient evaluation of vortex stretching, in conjunction with hairpin removal and other algorithms for local inviscid remeshing.
In this framework, computation functions both as a testbed for proposed actuation mechanisms and as an investigative tool for the fundamental physics; before control can be intelligently designed, we must understand the dynamic response of flow structures to each mode of actuation, and the resulting impact on mixing. Analysis of both the unactuated and actuated flows is aided by extracting and examining the evolution of material lines and vorticity isosurfaces, streamlines, and trajectories; these efforts encompass comparison with both similarity theory and experiment.
A complementary component of this work focuses on the computational issues presented by highly-resolved vortex particle simulations like those described above. The primary cost of vortex methods is incurred in evaluation of the vortical velocity field. Velocities induced by all the vortex elements must be evaluated at each vortex element through solution of a Poisson equation. The result is an N-body problem on an irregular particle distribution of non-uniform density; similar N-body problems arise in astrophysics (e.g., gravitational cluster interactions) and molecular dynamics. Direct solution of these problems yields a computational complexity of O(N 2 ), which becomes prohibitive for large N . Yet simulations with N = 10 6 or greater are necessary for resolution and scale.
Hierarchical methods for N-body problems, detailed in §2.3, reduce this computational complexity to O(N log N ) or O(N ). Many sequential hierarchical methods have been developed [4, 24, 45] , but parallel methods expose additional computational issues, chief among these the impact of domain geometry and cell geometry on computational cost. This thesis constructs a massively parallel N-body treecode, and in doing so, introduces new algorithms, based on k-means clustering, for partitioning and dynamic load balancing of hierarchical N-body simulations.
Background

Physics of the transverse jet
Numerous experiments over the past fifty years have addressed the trajectory, scaling, and structure of jets in crossflow [36] . The overall structure of the flow field is governed by the jet-to-crossflow momentum ratio
written here as an effective velocity ratio, where ρ j and V j are the density and mean velocity of the jet, while ρ ∞ and U ∞ are the density and velocity of the crossflow. Prospects for control are supported by experimental studies which report the presence of large-scale coherent structures in the flow field [48, 28] . Experimental observations by Fric and Roshko [21] identify four such structures in the transverse jet: jet shear layer vortices; "wake vortices" arising from interaction between the jet and the channel wall boundary layer; horseshoe vortices that wrap around the jet exit; and a counter-rotating vortex pair that forms as the jet bends into the crossflow, persisting far downstream. The first two structures are inherently unsteady, while the last two are present in the mean flow, though with significant unsteady components [44] .
Penetration of the jet into the crossflow increases with r. For relatively strong jets (e.g., r > 5), typical of engineered systems, interactions with the wall downstream of the jet nozzle thus have a diminished role in mixing [48] . Our modeling efforts therefore focus on the first and last of the coherent vortical structures listed above: the jet shear layer and the counter-rotating vortex pair. We would like to capture the dynamics of these structures at high Reynolds number, to understand their formation mechanisms and follow them downstream as they mature. For simplicity, we focus on incompressible flow, and for relevance to mixing in engineered systems we consider r 1. Despite these simplifications, the transverse jet presents several subtle physical issues of relevance to mixing and dynamic response to actuation. Chief among these is the origin of the counter-rotating vortex pair (CVP). Differing accounts of the mechanism by which the counter-rotating vortices form still persist. Recent experimental work [29, 20, 33] suggests that the CVP is initiated just above the jet exit as jet shear layer vorticity folds onto itself and Kelvin-Helmholtz instability leads to a simultaneous roll-up. The resulting flow pattern can be interpreted as the tilting and folding of vortex rings as they are ejected from the nozzle, where the downstream side of each vortex ring is approximately aligned with the jet trajectory. Various other studies support this view [49, 7, 28, 13] . A different, though not contradictory, mechanism [52] points to quasi-steady "hanging vortices" formed in the skewed mixing layers on lateral edges of the jet. An adverse pressure gradient causes these vortices to break down into a weak CVP.
Water-tunnel flow visualizations by Kelso, Lim and Perry [29] suggest that the CVP also contains vorticity generated in the channel wall boundary layer. Though the relative magnitude of this contribution must decrease with higher r, it has not been clear whether jet shear layer vorticity alone is sufficient to characterize the dynamics of the CVP in our parameter range of interest. These questions will be addressed in the present work through careful construction of vorticity flux boundary conditions. Finally, with regard to the design of actuation strategies, many of the dynamic characteristics of the transverse jet are unknown. For free jets or co-flowing jets, for instance, the jet natural modes are well-known, and actuation typically consists of exciting the jet at a corresponding frequency or harmonic. Analogous modes for the transverse jet and their relation to jet properties largely have yet to be determined [14] . Simulations developed in this thesis will explore the natural dynamics of the transverse jet, as well as the relationship between these dynamics and possible actuations.
Numerical formulation
Vortex methods are a computational approach to systems governed by the NavierStokes or Euler equations, employing a particle discretization of the vorticity field and transporting vorticity along particle trajectories [32, 30, 35, 15] . Originally conceived of for high Reynolds number flows [9] and flows dominated by vortex dynamics, these methods have received significant attention over the past thirty years, maturing into tools for direct simulation, supported by several convergence results and a rigorous error analysis [26, 5, 1, 15] .
The essence of a vortex method is the discretization of the vorticity field onto Lagrangian computational elements, or particles. In three dimensions, these particles have vector-valued weights α i (t) ≡ (ωdV ) i (t) and trajectories χ i (t).
The vorticity associated with each element is typically desingularized with a radiallysymmetric core function f δ (r) of radius δ, where
The function f must be smooth and rapidly decreasing, and satisfy the same moment properties as the Dirac delta up to order m > 1 [6] .
In the present work, we formulate a three-dimensional vortex method for simulations of an unsteady, incompressible transverse jet at large Reynolds number [38] . Equations of motion for inviscid, incompressible flow may be written in vorticity transport form, where ω = ∇ × u:
In this Lagrangian description, the right-hand side of Equation (3) accounts for stretching and tilting of the vorticity as it is convected by the flow. Using the Helmholtz decomposition of the velocity field, we write
where u ω is the curl of a vector potential u ω = ∇ × ψ, and u p is the velocity of a potential flow, u p = ∇φ. Given a distribution of vorticity ω, the vortical velocity u ω may be recovered from the Biot-Savart law
Here K thus denotes the matrix-valued Biot-Savart kernel. Equations 3-6 are closed by choosing a divergence-free potential velocity field to satisfy a prescribed normal velocity n · u on the boundary of the given domain D:
Together, Equations 3-7 completely specify the motion of an incompressible, inviscid fluid [12] .
Given a regularized particle discretization of the vorticity field as in Equation 2, the Biot-Savart law (Equation 6) may be rewritten as follows:
where the regularized kernel K δ results from componentwise convolution with the core function,
Vortex methods solve the inviscid equations of motion via numerical integration for the particle trajectories χ i (t) and weights α i (t). Computing particle trajectories χ i (t) requires evaluations of the velocity at each particle at every timestep. In threedimensional vortex methods, one must also evaluate velocity gradients in order to compute the vortex stretching term, whether through a finite-difference operator or through differentiation of the Biot-Savart kernel.
Additional, important physics have been built on the foundation outlined above. New particle methods for solving the diffusion equation, coupled with viscous splitting, have extended the applicability of vortex methods to flows of finite Reynolds number [22, 16, 47, 41] , enabling direct simulation of the Navier-Stokes equations, including boundary layer phenomena. We also mention a range of techniques for dealing with complex boundaries [43] , as well as extensions to stratified flows, aeroacoustics, and reacting flows [31] .
Contributions to vortex particle methods developed in the present work, centered on flexible filament representations of vorticity in inviscid flow and on methods for localized, accurate inviscid remeshing, will be described in §4, the Research Plan.
Fast methods for N-body problems
Hierarchical methods for N-body problems construct approximations for the influence of a cluster of particles and, where possible, use these approximations to replace particle-particle interactions with a smaller number of particle-cluster or cluster-cluster interactions. The construction of these approximations is typically organized by a recursive tree structure. Treecodes, introduced for gravitational problems by Appel [3] and Barnes and Hut [4] , organize a group of N particles into a hierarchy of nested cells, e.g., an oct-tree in three dimensions. At subsequent levels of the tree, each "parent" cell is divided into smaller "child" cells representing finer spatial scales.
Treecodes of Barnes-Hut type have found wide application in particle methods. The original Barnes-Hut (BH) algorithm employs an oct-tree with a monopole moment calculated at each cell. Tree construction proceeds until leaf nodes each contain only a single particle. The tree is traversed once for every particle using a divide-and-conquer strategy of particle-cell interactions; if the monopole approximation at a given cell cannot provide the force on the target particle to a sufficient level of accuracy, the contribution of the cell is replaced by the contribution of its child cells. The total computational cost scales as O(N log N ). Variations on this treecode algorithm have been numerous; broadly speaking, these differ in terms of physics-i.e., the kernel describing the influence of each particle [50, 17, 23] -and in the type and order of series approximation used to describe the influence of a cluster [2, 34] . Other variations encompass adaptive features of the tree construction and more sophisticated error estimates [45] .
Fast multipole methods (FMM), introduced by Greengard and Rokhlin [24, 25] , employ additional analytical machinery to translate the centers of multipole expansions and to convert far-field multipole expansions into local expansions, reducing the total operation count to O(N ). Like many BH-type codes, these codes also use higher-order approximations, typically a multipole expansion involving spherical harmonics in three dimensions, although other schemes have been proposed [8] .
Parallelization of these hierarchical methods presents a number of challenges, many of them associated with parallel domain decomposition and its implications for efficient organization of particle-cluster interactions across processors, as well as the impact of domain geometry on the shape and composition-i.e., the multipole moments-of clusters. Load balance is another crucial issue in parallel implementation of treecodes. Computational costs may vary dramatically from particle to particle, due to irregular particle distributions and wide variations in particle density; moreover, grid refinement in vortex methods requires that new elements constantly be introduced throughout the domain, modifying the computational cost of neighboring elements. Recently developed frameworks for treecode parallelization have relied on one of two schemes for domain decomposition. The first, orthogonal recursive bisection (ORB), performs bisections along successive coordinate directions to build a binary tree partitioning the data over processors. While this approach has resulted in several successful implementations [18] , it comes with some limitations-including a hard partition that does not control the multipole moments of the resulting tree cells and difficulty in using data-dependent error criteria [50] . The hashed-oct-tree (HOT) framework takes a different approach, directly performing domain decomposition on the leaf nodes of a global, distributed oct-tree; particles coordinates are mapped to keys and sorted along a space-filling curve (Morton ordering). While this scheme preserves some data locality, processor domains can still span spatial discontinuities [46] and issues of computationally efficient domain geometry are not addressed.
This thesis will introduce k-means clustering as a tool for partition of N-body interactions. Clustering creates an adaptive partition based on the particle locations and weights, reducing the absolute moments of the resulting domains for good parallel efficiency. (See §4, item #6.)
Objectives
The objectives of this work are as follows:
• Develop and validate a three-dimensional vortex simulation of the transverse jet, capturing the essential vorticity generation mechanisms in the flow field and describing the formation of large-scale vortical structures relevant to entrainment and mixing.
• Characterize vortex dynamics in the unforced transverse jet, developing the appropriate codes for extracting material surfaces, integral quantities, and vorticity diagnostics. Compare results to scaling laws and experiment.
• Identify mechanisms for actuating the flow field, and formulate boundary conditions that describe these mechanisms. Where possible, develop reduced-order models for the response of the flow to actuation inputs.
• Analyze the mixing characteristics of the transverse jet, both forced and unforced, using velocity data as well as recent tools for extracting distinguished Lagrangian structures [27] .
• Develop numerical tools for fast, accurate long-time vortex simulation. In particular, develop parallel algorithms for scalable hierarchical evaluation of vortical velocities.
More broadly speaking, this research seeks to construct the computational and analytical tools and the physical understanding necessary for control and optimization of mixing in three-dimensional vortical flows.
Research Plan
A sequence of research focuses and goals constituting this thesis is outlined below. Some of these issues have already been addressed.
1. Vortex simulation of the transverse jet. The computational platform underlying the present work is a three-dimensional vortex simulation of the transverse at high Reynolds number. This code is being developed and validated over the course of the thesis [38, 39] . Details are as follows: Vorticity boundary conditions (see #2 below) are formulated such that vorticity lies either on partial, open filaments or closed filaments. Filaments are described by cubic splines supported by a finite set of nodes. Nodes are advected by the local velocity field; a secondorder predictor/corrector method with timestep control is used for this purpose. Advecting the nodes accounts for deformation of the material line δχ i , and thus for stretching and tilting of the vorticity ωdV i , since vortex lines and material lines coincide. When the length |δχ i | of a given element exceeds 0.9δ, a new node is added at the midpoint of the element, thus splitting the element into two connected elements. Cubic spline interpolants are used to calculate the location of new nodes, and, indeed, to calculate δχ i itself from the tangent vector at each element center. A potential velocity field imposes the crossflow and the outflow of the jet, while images enforce a no-flow boundary condition along the channel wall.
In addition to local insertion of elements/nodes, we have implemented several other techiques for localized inviscid remeshing. These include filament-based hairpin removal algorithms to curb the numerical proliferation of small length scales [10, 11] and algorithms to merge neighboring small elements, all in a symmetry-preserving fashion.
Nearly every phase of these calculations-filament construction, hairpin removal, potential flow evaluation-has been parallelized with MPI. Fast parallel evaluation of vortical velocities constitutes a separate research effort, described in #6 below. The code runs on massively parallel supercomputers, currently the IBM SP/2 and prior to that, the Cray T3E.
Current work, somewhat beyond the scope of this thesis [51] , examines globalized remeshing schemes and exact diffusion for more economical, highly-resolved simulations at finite Reynolds number.
2. Vorticity boundary conditions. While our first-generation code introduced only azimuthal jet-BL vorticity into the flow, this simplification led to poor prediction of jet trajectories and near-field dynamics. We now derive boundary conditions that account for both channel wall vorticity and jet boundary layer vorticity, advancing the state of the art over previous computational studies [14, 38] and analytical models [13] . The new construction captures key subtleties in the physics of the unforced transverse jet, and also provides a general framework with which to describe the vorticity associated with actuation processes. Straightforward actuation, such as pulsing of the jet, alters the interplay of jet boundary layer vorticity and channel wall vorticity, particularly during periods of low r.
A vorticity-based model of pulsed actuation must necessarily account for these dynamics. Indeed, we show that the jet trajectory may be altered dramatically by small changes in the non-azimuthal vorticity entering the flow [40] .
In conjunction with these new boundary conditions, we have derived an analytical model of closed vortex filaments in the near field of the jet and confirmed this model in numerical simulations. This model provides a compact, physically revealing description of key actuation inputs. The shape and circulation of filaments entering the flow is shown to depend on the distribution of axial and azimuthal vorticity along the nozzle edge and on the jet-to-crossflow velocity ratio r.
3.
Simulations of the unactuated flow; analysis of the flow physics. We perform simulations of the unactuated (i.e., steady r) jet in the range of r = 5 − 15. A key result obtained thus far is the mechanism of formation of the counter-rotating vortex pair (CVP). At high Reynolds number, Kelvin-Helmholtz instability on the jet shear layer leads to rollup and formation of vortex rings one to two diameters from the jet exit. As each ring is convected downstream, its lee section is lifted upwards and tilted upstream relative to its windward section, morphing a ring into two arcs connected with straight segments aligned with the local jet trajectory. Lee and windward sides of neighboring vortex rings merge on the windward side of the jet, cancelling vorticity in a plane normal to the jet trajectory and initiating a counter-rotating vortex pair [40] .
Other diagnostics provide insight into the flow physics and allow comparision with scaling analysis [28] and experiment: these include centerline tractories (e.g., instantaneous and time-averaged centerplane streamlines), time-resolved evolution of vorticity isosurfaces, vortex-pair trajectories and circulations, the tracking of material lines, and velocity spectra at critical points throughout the flow.
4. Lagrangian analysis of mixing. Recent work by Haller has provided criteria for identifying coherent structures in three-dimensional aperiodic flows, in a Lagrangian sense [27] . We will compute the largest finite-time Lyapunov exponent of particle trajectories over various time intervals, either using velocity field data at generic locations in the flow, or taking advantage of vortex element trajectories to simplify the calculation (though necessarily restricting the domain). Local extrema of this scalar field coincide with Lagrangian coherent structures. The role played by these distinguished material structures in organizing mixing in a complex vortical flow, particularly in light of the CVP formation mechanism described above, is expected to be quite interesting.
5.
Simulations of the actuated flow. Candidate actuation processes, other than pulsing of the jet flow, include perturbations (steady or time-dependent) to the azimuthal or wall-normal components of vorticity along the nozzle edge; these perturbations may be realized with tabs or micro-actuators. Having constructed a computational model incorporating these flow inputs, we would like to explore flow actuations via parametric runs, characterizing their impact on vortex dynamics.
Preliminary computations have shown that jet pulsing can create vortex rings that penetrate further into the crossflow, a behavior confirmed in experiments [42] ; in certain regimes, however, this excitation of the jet shear layer may inhibit CVP formation. These dynamics, and their effect on entrainment and mixing, merit further exploration.
6. Parallel hierarchical methods, clustering, and dynamic load balancing. As described in the Introduction, the largest computational cost in a vortex method is incurred in evaluation of the vortical velocity field; evaluating the vortical velocity at all the elements is a classical N-body problem. Sequential treecodes for hierarchical evaluation of velocities in N-body problems have been developed by other groups [34] ; we have modified and implemented a serial adaptive treecode using Taylor expansions of the velocity kernel in Cartesian coordinates. Scalable parallel implementation of this treecode, however, presents interesting and fundamental computational challenges.
We propose a new approach for parallel domain decomposition of vortex particles, based on k-means clustering of the particle coordinates. Clustering procedures are essential tools for multivariate statistical analysis, data mining, and unsupervised machine learning [19] ; k-means clustering (MacQueen67) is a classical algorithm in these contexts. In the new context of domain decomposition, however, we develop a variant of the k-means algorithm yielding a partition with many desirable properties. The partition minimizes cluster moments that control the error bound for treecode velocities, thus insuring that our domain decomposition has good geometry.
We also develop several heuristics for dynamic load balancing of k-means clusters. The first of these introduces scaling factors s k into the weighted k-means cost function along with a rule to adapt their values in time:
Here x i are the particle coordinates and {y 1 , . . . , y k } are cluster centroids. The factors s k scale the squared Euclidean distance between each cluster centroid and the surrounding particles, and thus modify the assignment at each k-means iteration. Other heuristics for load balancing include localized k-means splitting of the highest-cost cluster at the end of each timestep. Details on these algorithms will be provided in [37] .
