Abstract-In this paper, variational iteration method is applied for finding the analytic approximate solution of Logistic equation with piecewise constant arguments. A correction functional is constructed by a general Lagrange multiplier, which can be identified by variational theory. Moreover, the iteration formula is obtained. The flexibility and adaptation provided by this method have been verified by an intuitive numerical example.
INTRODUCTION
In recent years, differential equations with piecewise constant arguments (EPCA) have attracted great deal of attention of researchers in mathematical and some other fields in science. EPCA are useful to describe certain actual phenomena from physics, biology, control science and the other scientific fields [1] [2] [3] [4] . Some analytical results for EPCA have been presented by many authors (see [5] [6] [7] ). A detailed introduction to the theory of EPCA can be found in Wiener's monograph [8] .
Generally speaking, it is difficult or even impossible to obtain an exact solution of EPCA. Hence, in recent years, efforts have been made to develop various numerical methods to solve them and study the corresponding algorithmic theory. Liu et al. [9] first investigated the numerical stability of the Runge-Kutta methods for the most basic EPCA. Next, numerical treatment of EPCA has developed rapidly. The oscillation of numerical solution in the  -method and the Runge-Kutta methods for a linear retarded type EPCA was considered in [10, 11], respectively. Wang and Li [12] analyzed the numerical dissipativity of neutral EPCA, some sufficient conditions for the dissipativity of the equation were given. In [13] , asymptotical stability of Runge-Kutta methods for the advanced linear impulsive EPCA was studied. As far as authors' knowledge goes, only few results are presented in the case of analytical approximate treatment of EPCA. In this paper we will study the problem of how to get the approximations of Logistic EPCA by use of variational iteration method.
The variational iteration method (VIM) [14] [15] [16] [17] , which is a well-established technique with wide applications for ordinary differential equations, partial differential equations and delay differential equations, etc. More materials of the classical solution techniques that are most commonly used to solve equations and systems, such as the Adomian decomposition method (ADM) [18] , Differential transformation method (DTM) [19] , Homotopy analysis method (HAM) [20] and the Homotopy perturbation method (HPM) [21] . The VIM is the most effective and convenient one for both weakly and strongly nonlinear equations. This method has been shown to effectively, easily, and accurately solve a large class of linear and nonlinear problems.
In this paper we consider a Logistic EPCA 
II. PRELIMINARIES

Definition 1[8] A solution of (1) on [0, )
 is a function ( ) u t that satisfies the conditions:
, with the possible exception of the point  t n , 0,1,   n , where one-sided derivatives exist,
Next, we will introduce the idea of VIM. The VIM is the general Lagrange method, in which an extremely accurate approximation at some special point can be obtained, but not an analytical solution. To illustrate the basic idea of the VIM we consider the following general differential equation
where L and N are linear and nonlinear operator, respectively, and ( ) g x is the inhomogeneous term. Moreover, the author proposed the VIM where a correction functional for (2) can be written as The above analysis yields the following theorem.
Theorem 1
The VIM solution of (1) can be determined by (8) with the iteration (7).
In the next section, the VIM is successfully applied for solving a nonlinear EPCA. (8), we can obtain the approximate analytical solution. Usually, the 1  m th approximation is used for numerical purposes.
IV. ONE EXAMPLE
In Table 1 . From this table we can easily see that the VIM method has good convergence even though with the lower times of iterations. It is obvious that this method gives rapid convergent successive approximations without any restrictive assumptions or transformation that may change the physical behavior of the problem. 
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