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Abstract
A growing interest is emerging towards the use of electron spins to carry information.
It promises applications in spintronics for instance, to realize non-volatile devices with
reduced power consumption. For this purpose, significant efforts are made to generate and
transport spin-polarized electrons in semiconductors. Another promising application is the
use of single electron spins isolated in quantum dots for quantum information processing.
In this thesis, we explore the possibility to transport single electron spins between distant
quantum dots as a mean to transfer quantum information. This is a promising way to
interconnect different nodes of a quantum nanoprocessor. The principle is to generate a
surface acoustic wave (SAW) in order to induce dynamical quantum dots propagating in
the sample.
The injection of a single electron from a static to a dynamical quantum dot has first been
characterized, studying in particular the influence of the SAW amplitude and the confining
potential. The control of the single electron transfer at a nanosecond timescale has been
achieved thanks to a fast engineering of the confinement potential. Next, we demonstrate
the preparation of a coherent spin superposition in an isolated double quantum dot, in a
position compatible with the SAW transfer. We show that such an isolated system offers
more liberty in terms of control. A new scheme for coherent spin manipulation taking
advantage of this feature has been implemented and proved to have reduced noise sensitivity.
Finally, transfer of information encoded in a single or two-electron spin magnetization has
been achieved. The transfer fidelity reaches 30%. A mechanism responsible for this partial




Utiliser le degré de liberté de spin de l’électron pour coder de l’information est aujourd’hui
un vaste sujet de recherche, motivé par les nombreuses applications qui peuvent en découler.
La spintronique, par exemple, tente d’en tirer profit pour développer des dispositifs non-
volatiles et moins coûteux en énergie. Dans cette perspective, d’importants efforts sont
faits pour générer des courants d’électrons polarisés en spin dans des semiconducteurs. Un
autre exemple d’application est la manipulation de spins d’électrons uniques, isolés dans
des boîtes quantiques, permettant de réaliser un traitement quantique de l’information.
L’objectif de cette thèse est d’étendre le concept de transfert de spin à l’échelle de
l’électron unique. Pour cela, nous cherchons à accomplir le transport cohérent d’un spin
d’électron entre deux boîtes quantiques. Cela permettrait de transférer de l’information
entre les différents nœuds d’un nanoprocesseur quantique. Le principe utilisé repose la
génération de boîtes quantiques en mouvement à partir d’une onde acoustique de surface
(OAS).
L’étude de l’injection d’un électron dans une boîte quantique en mouvement a tout
d’abord été effectuée. Le déclenchement à la nanoseconde du transfert a été démontré
grâce à un contrôle rapide du potentiel de confinement. Dans un deuxième temps, la
préparation d’une superposition cohérente d’états de spin a été réalisée à l’aide d’une
double boîte quantique isolée, dans une position compatible avec le transfert par OAS.
Enfin, le transport d’information d’aimantation, en utilisant le spin d’une paire ou d’un
unique électron, a été accompli avec une fidélité atteignant 30%. Un mécanisme pouvant
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Introduction
Over the last decades, the constant miniaturization of electronic and photonic components
have led to an impressive improvement in computing power. The fabrication of nanometer
size devices has become common and current developments in silicon technology are
reaching the atomic scale [Fue12]. At such a small scale, quantum mechanics is necessary
to understand device properties. For some people, these appearing quantum phenomena
constitute an additional difficulty towards further scale reduction. On the contrary, it is
for some others an incredible opportunity to access more powerful information processing.
Feynman was one of the first to introduce this idea and proposed an abstract model
showing how a quantum system could be used to do computation [Fey82]. He suggested
that such a machine could be particularly efficient for quantum mechanics simulations.
This is of significant interest since a classical computer suffers from the exponentially
growing complexity with the number of particles contained in a quantum system. The
Feynman’s conjecture was confirmed more than one decade later with the proof that
universal quantum simulators can be built from quantum mechanical systems [Llo96]. It
promises a large number of potential applications in the study of many-body problems in
physics and chemistry [Geo14].
A further milestone in the development of quantum computing was then the discovery
of the Shor’s algorithm for prime number factoring [Sho94]. The major impact it could
have on today’s cryptography protocols gave rise to a tremendous interest even outside the
physics community. Some other algorithms taking advantage of the potential of quantum
computing have later been proposed. A famous one is for instance the Grover’s algorithm
[Gro96], that allows for searching an unsorted database faster than a conventional computer.
For the physical realization of such quantum information processing, any system is
not suitable. DiVincenzo proposed a set of five requirements for the implementation of
quantum computation [DiV00]. These criteria are the following:
1. A scalable physical system with well characterized qubits. A quantum bit or qubit is a
quantum mechanical two-level system, as the two spin states of a spin 12 particle for
instance. These two states are usually denoted |0⟩ and |1⟩. The essential difference
compared to a classical bit is that a qubit can be a superposition of these two states.
A general state can therefore be written as 𝑎 |0⟩+ 𝑏 |1⟩, where 𝑎 and 𝑏 are complex
numbers. This is the essence of the quantum computing speed-up. All the parameters
of these qubits (state energies and the different coupling mechanisms involved) have
to be known with high accuracy.
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2. The ability to initialize the state of the qubits. Before the start of a computation,
the system has to be initialized with a known value. Therefore, it must be possible
to prepare each qubit in at least one particular state. Most of the time, a simple
solution consists in preparing the qubit to its ground states by cooling down the
system.
3. Low decoherence relative to the gate operation time. Decoherence is the mechanism
by which the classical limit emerges from a quantum system. As a result, this
decoherence time should be as long as possible compared to the computation time in
order to take advantage of the quantum properties of the system. One could worry
that long computations are thus made impossible. However, some error correction
codes can be applied to quantum computation [Sho95; Ste96] in order to counteract
the effect of decoherence. One of the less stringent approach for error correction,
known as surface codes [Bra98; Den02; Fow12], gives estimated permissible error rate
on the order of 10−2, which sounds experimentally accessible1.
4. A universal set of quantum gates. In principle, it has to be possible to produce any
unitary operation involving arbitrary numbers of qubits, but this sounds unrealistic
from an experimental point of view. However, it has been shown [Bar95] that any
unitary operation can be decomposed into one and two-qubit gates, that are much
more accessible for experimentalists. Again, the errors on these transformations should
be as small as possible, and at least below 10−2 for surface codes implementation.
5. The ability to measure specific qubits. Measuring a qubit without disturbing the rest
of the system is necessary both for the management of error correction codes and, not
surprisingly, to readout the outcome of a computation. What is considered as an ideal
measurement performed on a state 𝜌 = 𝑝 |0⟩ ⟨0|+ (1− 𝑝) |1⟩ ⟨1|+ 𝛼 |0⟩ ⟨1|+ 𝛼* |1⟩ ⟨0|
should yield to the outcome 0 with probability 𝑝 and 1 with probability (1 − 𝑝)
independently of 𝛼, the state of neighbor qubits or any other parameter of the system.
In general, a measurement scheme has not a perfect efficiency and errors may occur.
However, the reliability of the procedure can be increased by repeating the same
computation several times.
Experimentally, it is not easy to find a system that fulfills all these requirements. A
typical problem is that a qubit should be extremely well isolated from its environment
in order to manage long coherence times. But reciprocally, one should also have some
means to couple to it in order to manipulate the stored information, and these traits tend
to be in opposition. In the search for a "perfect" qubit (that is both easy to control and
hard to alter), a large number of physical systems have been examined by researchers,
each having their own advantages and drawbacks. An extensive review of all the studied
implementations would be too long. We can name just a few examples like trapped ions
[Cir95; Haf08; Roo99], superconducting circuits using Josephson junctions [Jef14; Koc07;
Nak99], nuclear spins controlled with Nuclear Magnetic Resonance (NMR) techniques
1 However, the price to pay for this high error tolerance is that surface code implementation involves
much higher numbers of physical qubits (see discussion in [Fow12]).
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[Ger97; Jon11], Nitrogen Vacancy (NV) centers in diamonds [Jel04; Ken02], and electron
spins trapped in semiconductor quantum dots [Kop06; Los98; Pet05]. Even with a given
system, many different implementations of a qubit are possible. In the case of spin-based
computing for instance, single-electron [Los98; PL08], two-electron [Fol09; Han07b; Pet05;
Tay05] or three-electron spins [Lai10; Med13] have been proposed as qubits.
In the frame of this thesis, we will consider the case of confined electron spins as a medium
for quantum information. Exciting progress has recently been achieved in this research
field. First, the use of isotopically purified materials offers an extremely small coupling of
the isolated spins to their environment, resulting in extremely promising coherence times
around a second [BG13; Tyr12]. In addition, the confinement of single-electron spins in
lithographically-defined quantum dots allows for a controlled coupling between neighbor
spins that can be precisely engineered. This provides means for achieving relatively easily
spin manipulations, and the "universal set of quantum gates" has been demonstrated
[Kop06; Pet05]. Another main advantage of this scheme lies in its potential scalability.
Indeed, the fabrication of the quantum dots that are used to isolate single electron spins
involves very similar technology to the one employed in the microelectronic industry. This
is especially true with the recent switch to silicon Metal-Oxide-Semiconductor (MOS)
structures [Ang07; Vel14]. Therefore, developing qubits in semiconductors sounds like a
very promising route to realize scalable quantum information devices.
Since the basic requirements for spin-based quantum computing have been demonstrated,
a trend in this research field is now trying to fabricate and to control devices containing
more and more qubits. To that purpose, a first track that is followed is the development of
large arrays of quantum dots [Del14; Tha12], where coupling between neighbor spins (and
possibly on a further extent [Bra13; Meh14; San14]) could be controlled. However, the
large number of parameters to tune and the direct capacitive coupling between the different
parts of such devices make its design and manipulation significantly more complicated.
Reducing the complexity of the device tuning could be a first means towards the
manipulation of large arrays of quantum dots. In this perspective, we propose a way to
tackle a specific issue that is the coupling of the system to electron reservoirs. Usually,
the number of electrons in a quantum dot array is fixed (with typically one electron
per quantum dot) and should not vary. This requirement implies large constraints on
the range of parameters that can be used and is detrimental for the full control of the
system. As a solution, we investigated the possibility to work with quantum dots in a
metastable configuration, completely isolated from the electron reservoirs. It presents the
great advantage that the number of electrons in the system cannot vary, allowing for a
much wider range of tuning parameters to be explored.
A second possibility for a facilitated control of a large qubit number could be to further
space the different nodes of quantum dot arrays. One can imagine for instance a chip
with quantum dots widely spaced from each others, where some long distance coupling
would then be necessary in order to mediate the entanglement between the different
nodes of the device. However, the very small coupling to the environment that makes the
strength of spin-based qubits becomes a large impediment in that case. Some schemes
have been proposed consisting in the interconnection of the different nodes of the device
with cavity resonators [Bur06; Chi04; Tri08], similarly to what has been developed in
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superconducting qubits [Maj07; Sil07]. It has been investigated in many groups now [Del11;
Fre12; Pet12], but achieving sufficient coupling through this way seems very challenging.
It exists other proposals for achieving distant spins coupling, such as the use of floating
electrodes mediating electrostatic [Tri12] or magnetic [Tri13] coupling. No experimental
realization of such a scheme has been done until now.
In our case, we investigate a quite different approach, inspired from the research in
spintronics. Researchers in this field are developing devices aiming at spin-based information
processing and storage. In that context, the generation and utilization of spin-polarized
currents in semiconductors is intensively investigated to convey spin information [Bra12].
We consider a similar development at the single-electron level, in order to directly displace
the qubits on a chip and transfer the information. The main advantage is that no conversion
of spin information to another propagating medium would be necessary. However it must
be found a way to achieve spin-preserving transfer of single electrons between different
quantum dots of a device. This implies to keep a single electron isolated from any other
one during its transport in order to prevent any spin mixing.
Although displacing electrons is one of the most common tasks for physicists, the control
of the displacement of a single electron is quite challenging. Nevertheless, the transfer of a
single electron between distant quantum dots has been achieved in 2011 [Her11; McN11].
In these works, two quantum dots separated by a few micrometers are connected by an
empty one-dimensional channel along which a single electron can propagate. In order to
overcome localization of the single electron in the channel, a surface acoustic wave (SAW)
is excited. The potential modulation induced by the SAW when passing through the device
results in the formation of moving quantum dots that can transfer the electron between the
two quantum dots. This process allows to transfer single electrons over a few micrometers
on a nanosecond timescale, that is faster than spin coherence time. In addition the electron
remains confined during its transfer, which enhances the spin coherence length compared
to the free displacement case [Dya72; Sto05; Sto08]. As a result, the information encoded
on the electron spin should be preserved.
During this PhD work, described in the next chapters, I investigated the possibility to
transport spin information encoded in individual electrons using such SAW-assisted electron
transfer. In chapter 1, the basics of electronics at the single electron level are reviewed:
the means of isolating a single electron in a quantum dot is first explained; the different
methods to readout an electron spin and the procedures to coherently manipulate it are
then described; finally, the on-demand transfer of an electron between distant quantum
dots is discussed. In chapter 2, the experimental set-up that was used for the measurements
is presented. In chapter 3, the electron injection process from a static to a SAW-defined
moving quantum dot is investigated. In particular, we demonstrate that we can reach a
regime where a single electron can be controllably injected in a specific moving quantum dot
with unity probability. Next in chapter 4, coherent spin manipulations are demonstrated
using a double quantum dot in metastable position. Such coherent manipulations are
immediately compatible with a SAW electron transfer. These two chapters are important
milestones towards the achievement of coherent transfer of a single electron spin. Finally
in chapter 5, the first experiments of spin information transfer using individual electrons
are presented.
CHAPTER 1
State of the art of the control over a single electron and its
spin
In this chapter, a review of the electronics at the single electron level is done. In particular,
we will discuss the way a single electron can be trapped in a quantum dot. It will then
be explained how the spin state of the trapped electron can be measured and how it can
be coherently manipulated. Finally, the on-demand transfer of a single electron between
distant quantum dots is presented. This introduces all the basic concepts necessary to
understand the work accomplished in this thesis.
1.1 Isolating a single electron in a quantum dot
A quantum dot is an artificially structured system that behaves as a potential trap. It can
be filled with electrons (or reciprocally with holes) and confines them in a small region of
space (on the order of the Fermi wavelength of the electrons). It is usually coupled via
tunnel barriers to reservoirs with which it can exchange electrons.
It exists a large variety of systems that have been studied in which quantum dots can
be formed, such as single molecules trapped between electrodes [Par02], nanoparticles of
noble-metal [Pet01], superconducting [Ral95; VD01] or ferromagnetic materials [Gue99],
self-assembled quantum dots [Kle96], semiconductor lateral [Kou97] or vertical dots [Kou01],
and also semiconducting nanowires or carbon nanotubes [Bjo04; Dek99; McE00].
The work presented in this thesis has been done on lateral quantum dots realized in
a GaAs/AlGaAs heterostructure. These dots are electrostatically defined with negative
voltages applied on nanometer gates and have the advantage of being tunable to a large
extent. In this section, we will first discuss the fabrication of such quantum dots. Their
basic properties will then be recalled and the technique used to probe the charge of a
quantum dot will be presented.
1.1.1 Fabrication of lateral quantum dots
Two-dimensional electron gas
The fabrication of lateral quantum dots starts with a junction between two semiconductors
of different gap, called heterostructure. One of the most widely used for several decades
is made from GaAs and AlGaAs. A difference in band gap combined with a low lattice
5
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mismatch (< 0.05%) between the two materials allows for band engineering (see for instance
[Dav98] for further details). A quantum well can be formed at the interface between the
two semiconductors in which electrons accumulate (see Fig. 1.1). The well has a typical
width smaller than the electrons wavelength, implying that their motion becomes quantized
in the direction perpendicular to the interface at cryogenic temperatures. Under these
conditions, the confinement is so tight (∼ 16meV) that only the first of these quantized
levels is occupied. The electron system in the well can therefore be considered as purely
two-dimensional. As will be detailed in the following, very high quality devices can be
achieved using these kind of structures. One of the main applications is the realization of
high electron mobility transistors (HEMTs), but for physicists it constitutes above all an
extraordinary test bed for exploring fundamental physics in two dimensions.
The fabrication of very high quality heterostructures relies on molecular beam epitaxy
(MBE). This technique allows to deposit very thin films, which are grown layer by layer at
an atomic scale. It results in extremely regular interfaces and very abrupt composition
gradients in the growth direction. The quality of the obtained interface is much higher
than the oxide grown Si/SiO2 interface of the metal-oxide-semiconductor (MOS) devices
for instance. Another key ingredient to obtain high quality structures lies in the spatial
separation between the AlGaAs/GaAs interface and the doping impurities providing the
electrons forming the 2DEG. Indeed, ionized impurities are responsible for a major part
of the electron scattering events. Putting them far from the plane where the electrons













































Figure 1.1: (left) Schematic of the Al0.34Ga0.66As/GaAs heterostructure used to fabricate
the device studied in this work. (right) Schematic of the band structure as a function of depth
below the surface of the wafer. The substitution of part of the gallium atoms by aluminum
atoms allows to reach a higher band gap than for pure GaAs. This is used to tailor the
conduction band of the structure. The electrons of the 2DEG are provided by the silicon-doped
(negative doping) AlGaAs layer. A 40 nm undoped AlGaAs layer is used as a spacer to further
separate the electrons from the donors. The electric field coming from the ionized Si atoms is
responsible for the bending of the bands, which results in the confinement of the electrons at
the interface between the two materials.
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The AlGaAs heterostructures used during my Ph.D. have been grown by our collaborator
A.D. Wieck from the Ruhr-University Bochum. The two-dimensional electron gas has a
mobility 𝜇𝑒 of 1.5× 106 cm2V−1s−1 and an electron density 𝑛𝑒 of 1.35× 1015m−2. We can
deduce from this the mean free path of an electron:






where 𝑣𝐹 is the speed of the electrons at the Fermi energy and 𝜏𝑒 is the momentum
relaxation time. Therefore there should be on average only one impurity every few microns
in the 2DEG. This relatively large distance allows to define micron-sized structures that
are free of these defects. In our case, this is of importance to ensure the full tunability of
the quantum dots that will be defined in the structure and to avoid defects on the path
used for the electron transport.
Lateral confinement
As we have seen, the AlGaAs/GaAs heterostructure provides an excellent confinement
along the growth direction. In order to obtain a quantum dot, the confinement along
the other two directions of space remains to be achieved. In lateral quantum dots, the
confinement is ensured by metallic gates deposited on the surface of the heterostructure1.
The metal-semiconductor contact that is formed exhibits a Schottky behavior which allows
to apply a relatively large negative voltage on a gate without having current flowing
from it to the 2DEG. Therefore the equivalent of a capacitor is formed, with the two
conducting plates being the metal gate and the 2DEG. Changing the voltage applied on
a gate modulates the charge density of the electron gas underneath. It can be entirely
depleted by this way, giving rise to a tunnel barrier that splits the 2DEG. If several of these
gates are used, it is possible to completely isolate some regions of the 2DEG (see Fig. 1.2).
The relevant length scales at which the potential seen by the electrons has to be shaped






This is a relatively high value for the Fermi wavelength (it is around a hundred times larger
than in metals for instance). In particular, it is wider than the resolution of the electron
beam lithography technique that is used to deposit the thinnest parts of the metal gates2.
Therefore it will be possible to confine the electrons in patterns smaller than the Fermi
wavelength and so to create quantum dots.
Many different gates are necessary to form a quantum dot. The characteristics of each
resulting tunnel barrier as well as the shape and size of the dot can thus be precisely
defined by properly tuning the voltages applied on the different gates. This is the origin of
1 Alternatively, confinement can also be realized by etching of the structure.
2 The typical resolution of EBL is around 2 nm. The main restriction arises from the lift-off step which is
limited to ∼ 20 nm.
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the exceptional tunability of this kind of quantum dots.
1.1.2 Model of a quantum dot
The small size of the quantum dots has two impacts on the energy scales involved. First, as
it has been said, the electrons are confined into a region smaller than the Fermi wavelength
and therefore their wave-like behavior becomes preponderant. It induces the appearance
of discrete energy levels equivalent to the orbitals in an atom [Kou01]. Because of the
Pauli principle, it is forbidden for two electrons to occupy the same quantum state. Taking
into account the spin degeneracy, there can be only two electrons per orbital. Higher
energy orbitals will therefore be occupied when filling the quantum dot with more and









where 𝑚* = 0.067𝑚0 is the effective mass of an electron in GaAs, and 𝐿 is the dimension
of the quantum dot. For 𝐿 ∼ 100 nm, that gives an energy scale around half a milli-
electronvolt, equivalent to a temperature of a few kelvins. As a comparison, the base
temperature reached by a dilution refrigerator is several orders of magnitude smaller (a few
tens of milli-kelvins) and therefore makes possible the experimental observation of these
distinct energy levels.
The second consequence of the small dot size is the large energy cost for adding an extra
electron into a quantum dot because of Coulomb repulsion. This electrostatic energy is
called the charging energy. It is one of the largest energy associated with this system. As







Figure 1.2: (left) 3D schematic illustrating the depletion of the 2DEG by a metal gate
deposited on the surface of the wafer. Electrons are represented as the red layer. (right)
Schematic of the use of multiple gates to confine the electron gas in the two dimensions of the
2DEG and form a quantum dot. The design presented here is similar to the one that is used
for the sample. The lowest gate serves for the charge sensing of the dot (see 1.1.3).
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in the energy spectrum, such as the "Coulomb Diamond" structure in single quantum dots.
This is well described by the constant interaction (CI) model [Kou97; VH92; Wan11].
This model is based on two assumptions. First, the Coulomb interactions are parametrized
by a single capacitance corresponding to the sum of the capacitances between the dot and
its environment (neighbor reservoirs and gates, see Fig. 1.3). The second assumption is
that the single-particle energy-level spectrum is independent of these Coulomb interactions
and therefore of the number of electrons.
From these assumptions, the expression of the electrostatic energy of the system can be
derived. The typical picture used to model a quantum dot is represented on Fig. 1.3. The
dot is represented as an island coupled to two electron reservoirs (a source S and a drain
D) with which electrons can be exchanged. The tunnel barriers separating the dot from
the reservoirs are modeled as "leaking" capacitors. In addition, the dot is also coupled to a
gate G that can be used to vary the dot chemical potential. The electrostatic energy of
the quantum dot is then given by:
𝑈 = 12𝐶𝑉
2 (1.4)
where 𝐶 = 𝐶𝐺+𝐶𝑆 +𝐶𝐷 is the sum of all the contributions to the dot capacitance, and V
is the voltage of the island. If 𝑁 electrons are contained in the quantum dot, the opposite
charge lies on the surrounding capacitors. This can be written as:
−𝑁𝑒 = 𝐶𝐺(𝑉 − 𝑉𝐺) + 𝐶𝑆(𝑉 − 𝑉𝑆) + 𝐶𝐷(𝑉 − 𝑉𝐷) (1.5)
Finally by combining the equations 1.4 and 1.5, one obtains:
𝑈(𝑁) = (−𝑁𝑒+ 𝐶𝐺𝑉𝐺 + 𝐶𝑆𝑉𝑆 + 𝐶𝐷𝑉𝐷)
2
2𝐶 (1.6)
This corresponds to the electrostatic energy of the quantum dot. In order to have the
total energy, one should also take into account the energy cost for the occupation of the




where the 𝐸𝑛 are the single-particle orbital energies of the quantum dot.
As the number of electrons in a quantum dot can vary, the relevant term to look at
is not the energy of the dot but rather its electrochemical potential. It is defined as the
energy required to add the 𝑁 𝑡ℎ electron to the island. In the case where the two reservoirs
are grounded (𝑉𝑆 = 𝑉𝐷 = 0), the calculation leads to




where 𝐸𝐶 = 𝑒
2
𝐶 is the charging energy of the system; 𝐸𝑁 is the cost in orbital energy for
the addition of a new electron to the dot; 𝐶𝐺𝐶 gives the conversion factor from gate voltage
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into energy, also called the 𝛼-factor or gate lever arm.
The order of magnitude of the charging energy can be estimated through geometrical
considerations. The quantum dot can be seen as a charge disk of radius 𝑅. In this case,
the self capacitance is known to vary as
𝐶 = 8𝜀0𝜀𝑟𝑅 (1.9)
where 𝜀0 is the vacuum permittivity and 𝜀𝑟 the relative permittivity of GaAs. For a radius
of 50 nm, the resulting capacitance is around 50 aF leading to a charging energy of 3.5meV1.
This is an order of magnitude larger compared to the estimation of the orbital energy,









Figure 1.3: Scheme of the Quantum dot description used in the CI model. 𝑁 electrons
are contained in an island capacitively coupled to its environment (source, drain and gate).
Electrons can be exchanged with the source and drain contacts.
1.1.3 Charge sensing of a quantum dot
Different methods can be used to probe the charge state of a quantum dot. A first one
consists in measuring the current flowing through the quantum dot. Depending on the
relative position between the source, drain and dot chemical potential, the current can
be allowed or blocked (Coulomb Blockade mechanism). Since no work relying on this
technique is presented in this thesis, we will not describe it into details. Further information
can be found in [Kou01; Wie02].
A second method to determine the charge state of a quantum dot system consists in
using a local charge sensor [Fie93], such as a quantum point contact (QPC). A QPC is
a small one-dimensional constriction (see Fig. 1.2 for instance). It can be viewed as the
equivalent for electrons of a waveguide in optics. In 1988, it has been observed that the
conductance 𝐺𝑄𝑃𝐶 through a QPC is quantized [Wee88; Wha88]. At the transition between
two conductance plateaus, 𝐺𝑄𝑃𝐶 becomes very sensitive to the electrostatic environment.
When a QPC is located very close to a quantum dot, it can even be sensitive to the charge
state of the dot. This has been exploited to determine the absolute number of electrons in
1 This is an upper estimation for the charging energy since the presence of the metal gates and the
adjacent 2DEG increases the dot capacitance.
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single [Spr02] and coupled lateral quantum dots [Elz03].
This technique constitutes a major technological improvement mainly due to its non-
invasive nature, which enabled many experiments that could not be performed using
standard transport measurements. A first advantage arises for establishing the proof that
the single-electron regime is reached. Indeed, reducing the number of electrons in a quantum
dot usually implies shaping thick tunnel barriers between the dot and its electron reservoir.
At some point, it will no longer be possible to detect a current flowing through the quantum
dot, and transport measurement becomes insensitive. On the contrary, QPC-based charge
sensing will not be affected by this effect. Another advantage in the case of a quantum dot
connected to only one reservoir is that charge sensing using a QPC is still possible whereas
transport measurement will be impossible to set up.
We will now discuss in more details the characteristics and the way to process the signal
of a QPC. The part of the sample on which a dot has been defined is shown on Fig. 1.4
(see inset of the bottom right diagram). On the left part, one can recognize a structure
similar to the one presented on Fig. 1.2. The quantum dot is defined by the four blue
gates, and the lower red gate defines the QPC. The two green gates prevent any coupling
with an electron reservoir on the right side of the dot. We have thus here a single lead
quantum dot.
The top left plot of Fig. 1.4 shows a typical measurement of the QPC current when
varying the voltage applied on V𝑄𝑃𝐶 . As V𝑄𝑃𝐶 is set more and more negative, the
constriction where the current is forced to pass gets more and more pinched and the
measured current is reduced. Plateaus start appearing when pinching is almost complete,
revealing the quantized nature of G𝑄𝑃𝐶 . The setting point for the sensor to be efficient is
highlighted in red. As it has been said, the QPC current is highly affected by a change in
the electrostatic environment at this position.
Once the QPC is tuned to this specific position, one can now vary the voltage applied
on a gate defining the quantum dot. Figure 1.4 represents the evolution of G𝑄𝑃𝐶 when
sweeping the voltage applied on gate V𝐿. The general trend of the curve (lower current for
more negative V𝐿) is the effect of direct capacitive coupling between the gate voltage that
is swept and the QPC. On top of that, small jumps in the current are observed. Each of
them is the result of the tunneling of an electron from the dot to the reservoir. Indeed as
V𝐿 is swept more negative, the dot chemical potential is progressively raised, and at some
point the number of electrons in the dot will be reduced.
All the information we need is then contained in these jumps of the QPC current. A
switch to a larger (resp. smaller) current will mean less (resp. more) electrons in the dot.
It is therefore more clever to look at the derivative of the signal: one will get rid of the
trend imposed by the direct capacitive coupling to the gates, and the changes in the dot
occupation will be highlighted (see bottom left plot of Fig. 1.4).
It is now possible to perform a characterization of the charge state of a quantum dot by
studying G𝑄𝑃𝐶 as a function of the gate voltages applied to 𝑉𝐿 and 𝑉𝑅. This so-called
charge stability diagram constitutes usually the first step of an experiment on a quantum
dot. An example of such a diagram is shown on the bottom right plot of Fig. 1.4. The
voltages applied on gate 𝑉𝐿 and 𝑉𝑅 are respectively swept and stepped, while the current
of the QPC is recorded and numerically derived. The lines that can be seen on the diagram
12 1 State of the art of the control over a single electron and its spin
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Figure 1.4: (top left) Pinching of the QPC and observation of a few conductance plateaus.
The bias applied between the two ohmic contacts of the QPC is around 30 µV. The position
to use for optimal sensitivity is circled in red. (top right) Observation of steps in the QPC
current indicating a change in the number of electrons contained in the quantum dot. (bottom
left) Derivative of the top right plot. The derivative is achieved numerically. A smoothing
function (moving averaged) is first applied to the signal to improve the quality of the result.
(bottom right) Charge stability diagram of the quantum dot. V𝐿 is swept (going to more
negative values) while V𝑅 is stepped. QPC current is averaged for 3ms for each data point.
(inset) SEM picture of the part of the sample of interest. Ohmic contacts are indicated by the
white squares.
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correspond to the peaks in the QPC current derivative, and therefore stand for changes
in the number of electrons in the dot. On the left of the diagram, there is no charge
degeneracy line anymore, indicating that the dot has been completely emptied. It is then
possible to deduce how many electrons are in the dot for each part of the diagram (it is
labeled in white on the diagram for the first regions).
It can also be seen that the degeneracy lines are disappearing for the most negative
values of V𝐿. In this region, the tunnel coupling between the dot and its reservoir becomes
too weak (typically < 1 kHz). One obtains an isolated dot and no change in the electron
number can be observed anymore (within the measurement timescale). Using this feature,
it has been shown that a quantum dot with very large tunnel barriers can trap electrons
for minutes or even hours in nonequilibrium conditions [Coo00]. A further study of this
isolated dot configuration will be the subject of chapter 4. On the contrary, the lines
are broadened on the top right part of the diagram. This is the result of a very strong
tunnel coupling (which typically overcomes the temperature broadening around ∼ 1GHz).
This change of the tunnel coupling over many orders of magnitude emphasizes the great
tunability of these systems.
1.2 Spin states in a single quantum dot
We have seen in section 1.1 how to confine a single or a few electrons into a quantum
dot, and how the charge of the dot can be probed and controlled. However, we are also
interested in the spin state of the system. In this section, the different spin states that are
found for a single or a two-electron system will be described as well as the techniques used
to measure them.
1.2.1 One-electron spin states
This is the simplest case that can be faced. The two eigenstates for the electron spin
are spin up (|↑⟩) or spin down (|↓⟩). In the absence of magnetic field, these two states
are degenerated. When a magnetic field is applied, all the orbitals of the dot split into
Zeeman doublets. The relative shift of the energy levels is given by the Zeeman energy,
𝐸𝑍 = 𝑔𝜇𝐵𝐵, where 𝜇𝐵 = 9.27 · 10−24J/T is the Bohr magneton, and 𝑔 is the effective
Landé factor. In bulk GaAs, the value of 𝑔 is −0.44, which results in an energy splitting
around 25µeV/T. Because of its negative sign, the lowest energy state corresponds to the
electron spin pointing up, i.e. parallel to the magnetic field, and the excited state to the
spin pointing down, i.e. anti-parallel to the magnetic field.
1.2.2 Two-electron spin states in a single quantum dot
We consider now the case of two electrons in a single quantum dot. In this case, the two
electrons will be indistinguishable, and it is now necessary to construct a wavefunction
describing both particles. For fermions, the overall wavefunction (product of an orbital
part and a spin part) must be anti-symmetric with respect to exchange of the particles.
Therefore the states must have a symmetric orbital part and an anti-symmetric spin part
or vice versa. If we restrict the discussion to the two lowest orbitals of a quantum dot
(a ground orbital |𝑔⟩ and an excited orbital |𝑒⟩), only a few authorized states can be
constructed.
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At zero magnetic field, the ground state of a two-electron dot is always a singlet state
(total spin number 𝑆 = 0) with the two electrons occupying the lowest orbital [Ash76]. It
can be written
|𝑆⟩ = |𝑔𝑔⟩ ⊗ |↑↓⟩ − |↓↑⟩√
2
(1.10)
This is the only state where the electrons are allowed to both occupy the lowest orbital. It
can be noted that the orbital part is symmetric while the spin part is anti-symmetric.
For the next possible states, at least one electron has to occupy the excited orbital.
Three states called the spin triplets (with total spin number 𝑆 = 1) can be written, which
have a symmetric spin part. They are referred as follows:
|𝑇+⟩ = |𝑔𝑒⟩ − |𝑒𝑔⟩√2 ⊗ |↑↑⟩ (𝑚𝑠 = +1) (1.11a)
|𝑇0 ⟩ = |𝑔𝑒⟩ − |𝑒𝑔⟩√2 ⊗
|↑↓⟩+ |↓↑⟩√
2
(𝑚𝑠 = 0) (1.11b)
|𝑇−⟩ = |𝑔𝑒⟩ − |𝑒𝑔⟩√2 ⊗ |↓↓⟩ (𝑚𝑠 = −1) (1.11c)
At zero magnetic field, they all have the same energy. This degeneracy is lifted by the
Zeeman energy in finite magnetic field because of their different quantum number 𝑚𝑠
(corresponding to the spin 𝑧 component).
Finally, the last two states that can be found using only two orbitals are excited singlets
with one or both electrons occupying the higher energy orbital:
first excited singlet : |𝑔𝑒⟩+ |𝑒𝑔⟩√
2
⊗ |↑↓⟩ − |↓↑⟩√
2
(1.12a)
second excited singlet : |𝑒𝑒⟩ ⊗ |↑↓⟩ − |↓↑⟩√
2
(1.12b)
Even though the triplets and the first excited singlet all have one electron on each orbital,
the energy of the excited singlet is higher (at zero magnetic field). Indeed, given the orbital
part associated with the excited singlet, the two electrons tends to be at the same position
while they tend to avoid each other for the anti-symmetric orbital of the triplets. When
adding to this description the effect of the Coulomb interaction between the electrons, the
energy of the excited singlet will therefore be further lifted up.
1.2.3 Spin readout techniques
The magnetic moment associated with the spin of a single electron is extremely small and
it is very challenging to measure it directly (but has been achieved in [Rug04]). On the
contrary we have seen in section 1.1.3 that it is relatively easy to measure the charge state
of a quantum dot. The procedure to allow for single spin measurements relies therefore on
the engineering of a spin dependent tunneling. This is called a spin-to-charge conversion.
In the following, two different procedures realizing spin-to-charge conversion are presented.
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Energy selective readout
This method requires an energy difference between the spin states that are involved. It has
been used to probe the state of either a single [Elz04] or a two-electron spin [Meu06a]. We
will generalize the principle of the measurement by talking about the excited |𝐸⟩ and the
ground |𝐺⟩ spin state of the system. In the case of a single electron spin, |𝐺⟩ corresponds
to |↑⟩ and |𝐸⟩ to |↓⟩. For the case of a two-electron spin state, |𝐺⟩ will stand for the singlet
ground state |𝑆⟩ and |𝐸⟩ represents any of the three triplet states.
We consider a quantum dot coupled to a reservoir and with its charge state monitored
by a QPC. The position of the quantum dot chemical potential relative to the Fermi level
of the reservoir (E𝐹 ) can easily be adjusted by changing gate voltages. The principle of
the measurement is to set the dot chemical potential such that E𝐹 lies between the ground
and the excited spin states. If the system is initially in |𝐺⟩, (see bottom left sketch of Fig.
1.5), we are in the most energetically favorable configuration and nothing happens. In
contrast, in the case where the system is in |𝐸⟩ (see top left sketch of Fig. 1.5), it will be
possible for an electron of the dot to relax to the reservoir. A new electron can next enter
the quantum dot to occupy the |𝐺⟩ state. Temporarily, the quantum dot has contained one
electron less. This change in the dot electron number can be observed on the QPC signal.
The right plot of Fig. 1.5 shows two typical traces obtained for a dot containing an excited
spin state (blue) and a ground spin state (green). For the green curve, the QPC current
does not vary, meaning that the number of electrons in the dot remains constant. For the
blue curve, it can be observed a sudden jump of 𝐼𝑄𝑃𝐶 to a more positive value revealing
that an electron tunneled off the dot. Then the current switches back to its initial value,
indicating that a new electron tunneled into the dot.
This technique enables to measure a spin state in a single-shot manner. This is especially
valuable for applications in quantum information processing. However it also suffers from
several limitations. The first one is that for a clear readout, the energy splitting between
the spin states must be larger than the thermal energy of the electrons in the reservoir.
Thus for a single spin, the readout will be effective only for very large magnetic fields
(𝑔𝜇𝐵𝐵 >> 𝑘𝐵𝑇 ). A second limitation arises from the trade-off on the tunnel coupling
rate that must be done. On the one hand if the tunneling time is too large compared
to the spin relaxation time, the spin can relax before a tunneling event occurs and the
measurement of an excited state will fail. On the other hand if the tunneling time is faster
than the measurement bandwidth, the time spent by the dot with 𝑁 − 1 electrons can
be too short to be detected. Finally this technique requires a precise positioning of the
spin levels with respect to the Fermi level of the reservoir. As a consequence it is very
sensitive to background charge fluctuations, which can be a major issue if the sample is
not perfectly stable.
Tunnel-rate selective readout
An alternative solution that has been developed is tunnel-rate selective readout. The
main ingredient necessary for this technique is a spin-dependent tunnel rate. It has been
pioneered in 2005 by Hanson et al. [Han05]. Similarly to the previous method, changes in
gate voltages allow to control the position of the dot chemical potential. It is set such that
both the ground and excited spin states lie above the Fermi energy of the reservoir (see




















Figure 1.5: Principle of energy-selective readout. (left) Schematics of a quantum dot in a
readout position. The top sketch corresponds to the case of an excited spin state present in
the dot. Tunneling to the reservoir is energetically possible and a new electron can tunnel onto
the dot to occupy the ground state. The bottom sketch corresponds to a ground spin state
in the dot. Tunneling to the reservoir is not possible. (right) Typical QPC current traces
obtained in energy-selective readout position (two-electron spin measurement). The blue curve
corresponds to a excited spin state and the green curve to a ground spin state. A threshold
(red dotted line) can be defined to distinguish between the two kinds of traces.
left sketch of Fig. 1.6). Regardless of the initial spin state, an electron will tunnel off the
quantum dot. However if the tunnel rate for an excited state (𝛤𝐸) is much larger than for
the ground state (𝛤𝐺), then at a suitably chosen time the dot will have a large probability
to be already empty if the spin state was |𝐸⟩, but a large probability to be still occupied if
the spin state is |𝐺⟩. An example of measurement is presented on the right plot of Fig. 1.6.
The main advantage of this scheme is its robustness against charge switches, since no
precise positioning of the dot levels with respect to the lead is required: both levels simply
have to be above E𝐹 . Also, switches have a small influence on the tunnel rates themselves,
as they tend to shift the whole potential landscape up or down, rather than modulating
a single tunnel barrier [Jun04]. Of course, the measurement visibility will depend on the
difference in tunnel rates that can be achieved1.
For two-electron spin states, a difference of tunnel rates is often present. In the singlet
state, the two electrons occupy the ground orbital whereas for a triplet state, one of the
electrons is in the first excited orbital. As higher orbitals of a dot have more weight near
the edges of the confining potential, the coupling to the reservoir is generally stronger for
a triplet state than for a singlet. Nevertheless, this is strongly dependent on the precise
dot configuration, and in some cases the rates will be too similar to use this procedure.
A difference in tunnel rate for spin-up and spin-down electrons has also been measured
[Ama08c; Hou13; Yam14], usually more pronounced at larger magnetic field. However
1 Similarly to the energy selective readout, the relaxation rate can also affect the measurement visibility.




















Figure 1.6: (left) Illustration of the principle of tunnel-rate selective readout. The ground
and excited spin states are set above the Fermi level of the reservoir. The figure corresponds
to the case where the tunneling rate of the excited state is much larger than the ground state.
(right) Typical QPC traces obtained in tunnel-rate readout configuration (two-electron spin
measurement). The blue curve corresponds to an excited spin state and the green to a ground
spin state. A threshold can be defined to distinguish between the two kinds of events (red
dotted line).
there is for the moment no clear explanation to understand this behavior. Contrary to
the two-electron case, it is observed that the ground state is more strongly coupled to the
reservoir than the excited state, which is not preventing tunnel rate selective readout in
principle. Nevertheless, the effect remains modest, and the spin-selectivity achieved does
not allow for clean single-shot spin measurement. In principle, a much larger spin-selectivity
is possible in a perpendicular magnetic field, i.e. in the quantum Hall regime (see [Cio00;
Cio02]).
The main drawback of the two readout schemes we have described is that an electron
(and therefore the spin) is lost after tunneling to the reservoir. It would be preferable to
have a measurement protocol that leaves the spin state unaffected. That would allow a
so-called quantum nondestructive (QND) measurement. One thing that can be done is to
re-initialize the spin to the state it was before the electron tunneling [Meu06b]. Another
solution would be to be able to keep trace of the electron after its tunneling. Instead of
having an electron tunneling to a reservoir, it is possible to have it tunneling to a second
dot where it can remain isolated. This is the purpose of the Pauli spin blockade readout in
double quantum dots, and it will be the object of section 1.3.2.
1.3 Spin states in a double quantum dot
1.3.1 Two-electron spin states in a double quantum dot
We consider now two coupled quantum dots (with a tunnel coupling 𝑡𝑐), and we will
restrict the study to the case of two-electron systems. On a first approximation, we can
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consider the case of 𝑡𝑐 = 0. An electron is either on the left or on the right minimum of
potential. When working with two electrons, three different charge configurations are then
encountered: the two electrons can be located on the left (resp. right) minimum or there
can be one electron in each minimum of the double dot. In the following, the different
charge configurations will be labeled (2,0), (1,1) or (0,2), where the (i,j) notation refers to







Figure 1.7: Evolution of the double quantum dot potential shape as a function of detuning.
A (2,0), (1,1) and (0,2) charge configuration is more favorable for the left, middle and right
case respectively.
When the double dot potential is symmetric, the (1,1) configuration is the most favorable
in energy since the Coulomb interaction between the electrons is minimized (the cost of the
charging energy is reduced). It is then possible to change the charge configuration of the
double dot by making one side more favorable in energy. The energy difference between
the two minima is called the detuning of the double dot and is noted 𝜀. An illustration
of the shape of the potential profile for different values of this parameter is represented
on Fig. 1.7. For large values of detuning, the energy cost of Coulomb interaction can be
overcome so that the two electrons will be in the same minimum of potential. In this case,
the eigenstates will be equivalent to those of a single quantum dot. The ground state at
zero magnetic field is the singlet state with the two electrons occupying the lowest orbital.
The triplet states are higher in energy since one electron must occupy a higher energy
orbital. In the case of a (1,1) charge state, it is still possible to define the singlet and triplet
states. Only the orbital part will be modified to construct symmetric or anti-symmetric
combinations of each single-dot orbital state. It has to be noted that it is no longer
necessary to have an electron occupying a higher energy orbital to form a triplet, and in
the absence of magnetic field, all spin states are degenerate.
This discussion can be summarized on the energy diagram represented on the top plot
of Fig. 1.8. When the detuning is changed by a value 𝜀, it is considered that the left dot
chemical potential has been raised by 𝜀2 and the one of the right dot has been lowered
by the same amount. As a result, the energy of a (1,1) state is constant for any value of
detuning while the energy of the (2,0) and (0,2) states are linearly shifted with detuning.
Since we do not consider any magnetic field for the moment, the three triplet states are
degenerate and are simply labeled |𝑇 ⟩.
We can now start to take into account the tunnel coupling 𝑡𝑐 between the dots (see also
[Wie02] or [CT77]). Since a tunneling process is spin conservative, only the states with
similar spin part will be coupled. We will focus more specifically on the case of the |𝑆(1,1)⟩
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and |𝑆(0,2)⟩ states. We define the origin of the 𝜀 axis as the crossing point of these two
unperturbed states (see Fig. 1.8). In the {|𝑆(0,2)⟩ , |𝑆(1,1)⟩} basis, the Hamiltonian can







The new eigenstates are now the analogous of bonding (|𝜓𝐵⟩) and anti-bonding (|𝜓𝐴⟩)















where 𝛺± = − 𝜀±
√
𝜀2+(2𝑡)2
2 . Their respective energies are
𝐸𝐵 =
−𝜀−√︀𝜀2 + (2𝑡𝑐)2
2 = 𝛺− (1.15a)
𝐸𝐴 =
−𝜀+√︀𝜀2 + (2𝑡𝑐)2
2 = 𝛺+ (1.15b)
For 𝜀 = 0, the bonding and antibonding states are the symmetric and anti-symmetric
superposition of |𝑆(0,2)⟩ and |𝑆(1,1)⟩, with an energy splitting of 2𝑡𝑐. It can also be verified
that for |𝜀| ≫ 𝑡𝑐, the two eigenstates tend towards the |𝑆(0,2)⟩ and |𝑆(1,1)⟩ states with
respective energies of −𝜀+ 𝑡𝑐2𝜀 and − 𝑡𝑐
2
𝜀 . A similar behavior will be observed at each level
crossing involving two states with identical spin parts. The resulting energy diagram is
represented on the center plot of Fig. 1.8.
The two-spin system can be described by the Heisenberg Hamiltonian 𝐻 = 𝐽𝑆1.𝑆2,
where 𝑆𝑖 is the electron-spin operator. In this mapping procedure, 𝐽 corresponds to the
energy difference between the lowest energy singlet and the |𝑇0⟩ triplet state. It will depend
on the tunnel coupling 𝑡𝑐 and the single-dot charging energy E𝐶 . In the position where the
two dots are aligned, 𝐽 = 4𝑡𝑐2/𝐸𝐶 in the Hubbard approximation [Bur99; Hu00; Los98].
This is consistent with the result we obtained on the above calculation. This exchange
interaction can therefore be modulated from very small to very large values either by
modifying the interdot tunnel coupling or by changing the detuning of the system.
Finally, if a finite magnetic field is now applied to the system, the degeneracy between
the triplet states is lifted. The states 𝑇+ (resp. 𝑇−) is shifted down (resp. up) by the
Zeeman energy 𝛥𝐸𝑍 . This is commonly used to work in the S and 𝑇0 subspace with no
risk of feeling the influence of the other triplet states.
As it has already been discussed, triplet states are much higher in energy (usually a few
hundreds of µeV) for the (0,2) and (2,0) configurations. Consequently the avoided crossing
of the triplets are pushed relatively far away from the singlet anticrossing. This induces a






































Figure 1.8: Energy diagrams of the different spin states in a double quantum dot as a function
of detuning 𝜀, for different values of the interdot tunnel coupling 𝑡𝑐 and magnetic field 𝐵0.
(top) 𝑡𝑐 = 0 and 𝐵0 = 0 (middle) 𝑡𝑐 ̸= 0 and 𝐵0 = 0 (bottom) 𝑡𝑐 ̸= 0 and 𝐵0 ̸= 0.
range of detuning where the lowest energy state for a singlet is in a (0,2) (or (2,0)) charge
configuration while it is energetically favorable for the triplets states to be in a (1,1) charge
configuration. This is highlighted by the red region on the energy diagram. This specific
position can therefore be used for spin readout of the system [Eng04] (see section 1.3.2).
1.3.2 Spin Blockade readout
This effect was first observed in experiments on vertically coupled quantum dots [Ono02]
and later applied to lateral quantum dots [Joh05b]. It was originally probed with transport
measurement across a double dot system. We will not discuss extensively about spin
blockade here but only give its basic principle and how to use it for spin readout.
We consider a two-electron system in a double dot initially in a (1,1) configuration
(for simplicity, the magnetic field is assumed to be zero). The double dot detuning is
then increased (see arrows on the bottom left energy diagram of Fig. 1.9). Basically, it
consists in tuning the system to the position where it is energetically favorable for a singlet
state to be in a (0,2) charge configuration whereas it is favorable for a triplet state to


























Figure 1.9: (top left) Schematics of a double quantum dot in a spin blockade configuration.
It is favorable for a singlet to be in a (2,0) configuration whereas a triplet remains in a
(1,1) configuration. (bottom left) Corresponding energy diagram. Spin blockade position
is highlighted in red. (right) Typical QPC current traces obtained in spin blockade readout
configuration. The blue curve corresponds to a triplet and the green to a singlet. A threshold
can be defined to distinguish between the two kinds of events (red dotted line).
remain in a (1,1) configuration (see top left diagram of Fig. 1.9 and the red regions on the
energy diagram). If the electrons were initially forming a singlet state |𝑆(1,1)⟩, the electron
in the left dot can tunnel to the right dot to form the |𝑆(0,2)⟩ state (since tunneling is
spin-preserving). On the contrary, if electrons were initially forming one of the triplet
states |𝑇 (1,1)⟩, the electron in the left dot will be blocked because |𝑇 (2,0)⟩ is too high in
energy, and the system remains in the (1,1) charge configuration. This blockaded position
will be held until the electron spin relaxes to the singlet state, which requires a spin flip
and can be as long as a few milliseconds. From a standard QPC charge measurement, it is
therefore possible to distinguish between the two different situations and deduce the spin
state of the system. An example of QPC measurement is shown on the right graph of Fig.
1.9. At 𝑡 = 0ms, the system is pulsed from the (1,1) region to the measurement position.
For the singlet state (green curve) the tunneling to the (0,2) region occurs faster than the
measurement bandwidth and cannot be observed. A constant current corresponding to
the (0,2) charge state is measured. For the triplet states (blue curve), the QPC current
remains at a higher value (corresponding to the (1,1) charge state) for a few milliseconds
before reaching the (0,2) configuration.
When such direct observation through QPC charge sensing is possible, single-shot spin
readout can be achieved. Successive spin measurements of the same two electrons can
therefore be performed (see for instance [Bar09] or [Pra12]). In principle a non-destructive
measurement of the spin state can be set up since no exchange with a reservoir is required
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anymore.
1.4 Couplings to the environment
1.4.1 Relaxation, dephasing and decoherence
Until now we have considered a quantum system, a single or two-electron spin, without
taking into account its interaction with the environment. In GaAs/AlGaAs lateral quantum
dots, two main interactions are encountered: spin-orbit and hyperfine interactions. If control
over these interactions is achieved, they can provide means of coherent spin manipulations
[Fol09; Now07] and prove to be very useful. However if this is not the case, they will
disturb the quantum system and result in the loss of the stored information.
Meeting the accuracy thresholds for fault tolerant quantum computation in any physical
system is very challenging, and consists most of the time in reducing the detrimental effects
of such uncontrolled interactions. In that sense, a detailed understanding of the processes
that lead to information losses is of direct interest. They are by now well understood for
GaAs/AlGaAs quantum dots, and we will describe the main features in the following.
Let us first introduce a convenient way to picture these processes by using the Bloch
sphere representation (see [Nie10] and left sketch of Fig. 1.10). Mathematically, the
physical state |𝜓⟩ of a two-level system, is written as:
|𝜓⟩ = 𝛼 |0⟩+ 𝛽 |1⟩ (1.16)
where |0⟩ and |1⟩ are respectively the ground and excited states of the two-level system,
and 𝛼 and 𝛽 are complex numbers satisfying the normalization criterion |𝛼|2 + |𝛽|2 = 1.
This normalization makes it natural to think of |𝜓⟩ as a point on a sphere (referred to as























Figure 1.10: (left) Representation of a quantum state on a Bloch sphere. The angles are
defined in equation 1.17. (middle) Illustration of a relaxation process. (right) Illustration of
a decoherence process.
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The information that is stored into the qubit can be viewed as the position of the state
on this Bloch sphere. The mechanisms we want to identify are thus processes that affect
the position of the state on the sphere. The coupling of the qubit to its environment leads
to two kind of processes.
First, a system in an arbitrary superposition will relax over time into its ground state1. On
the Bloch sphere, it can be viewed as a collapse of the state towards the pole corresponding
to the ground state (see center sketch of Fig. 1.10). During this process, characterized by
a timescale called T1, the qubit exchanges energy with its environment. For an electron
spin in a GaAs dot, the energy will be dissipated mainly to the phonon bath [Meu07].
The second process consists in a loss of phase information. In contrast with relaxation,
this dephasing occurs without energy exchange, i.e. the latitude on the Bloch sphere
remains constant (see right sketch of Fig. 1.10). Phase noise can be separated into two
types, dephasing (described by a timescale called T*2) and decoherence (T2 timescale).
Dephasing corresponds to how fast an ensemble of qubits2 loses phase information. It
occurs when members of this ensemble experience different conditions, for instance varying
local magnetic or electric fields. This will imply slightly different Hamiltonians for each
qubit, resulting in a distribution of phases across the ensemble. Contrary to relaxation or
decoherence, the effect of dephasing can be mitigated through clever qubit manipulation
using so-called dynamical decoupling techniques. This will allow to cancel out static or
slow variations in the Hamiltonian across the ensemble, restoring coherence. The simplest
and most familiar of these techniques is the Hahn Echo [Hah50]. Decoherence corresponds
to how fast an individual qubit loses its phase information. Experimentally, a lower
bound can be estimated through the longest coherence time T2 that is achievable with
dynamical decoupling techniques. Mechanisms responsible for decoherence can be for
instance entanglement with the environment, or classical noise that occurs too rapidly to
be corrected by dynamical decoupling sequence. This sets T2 ≥ T*2 as a bound on the
dephasing time, while the relaxation rate by definition limits the coherence time to be
T2 ≤ 2T1.
In the following, we will consider more precisely the spin-orbit and hyperfine interactions
and show how they can induce relaxation and dephasing of an electron spin.
1.4.2 Spin-Orbit interaction
The spin of an electron moving with a momentum p in an electric field E experiences an
internal magnetic field proportional to E× p. As a consequence, the spin of the electron
couples to its momentum. This is the case e.g. for an electron “orbiting” around a positively
charged nucleus. It is well known that atomic spectra are strongly affected by the spin-orbit
coupling. In solids, the electrons also experience electric fields coming from the charged
atoms in the lattice and from the band structure. Two major contributions to spin-orbit
coupling are known and present in GaAs/AlGaAs heterostructures.
1 Except for temperatures higher than the qubit level splitting, for which the system will evolve into an
incoherent statistical mixture of |0⟩ and |1⟩ states in thermal equilibrium with the environment.
2 This is true for single qubit as well. The repetition of an experiment with time fluctuating environment
is equivalent to the case of an ensemble of qubits in space fluctuating experimental conditions.
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The first one is known as the Dresselhaus spin-orbit interaction [Dre55; Par55]. It
occurs in crystals that exhibit bulk inversion asymmetry (BIA), which is the case of the
Zinc Blende structure of GaAs. For two-dimensional systems, the Dresselhaus spin-orbit
Hamiltonian can be written as
𝐻𝑆𝑂,𝐷 = 𝛽(−𝑝𝑥𝜎𝑥 + 𝑝𝑦𝜎𝑦) (1.18)
where 𝛽 is a constant depending on the material properties and on ⟨𝑝𝑧2⟩.
Secondly, the electric fields coming from asymmetric confining potentials can also give
rise to a spin-orbit contribution. This contribution, due to so-called structural inversion
asymmetry (SIA), is known as the Rashba term [Byc84; Ras60]. In our system, the
triangular shape of the confinement at the GaAs/AlGaAs interface allows for such an effect
(see Fig. 1.1). In two-dimensional systems with a confinement along the z-axis, we have
𝐻𝑆𝑂,𝑅 = 𝛼(𝑝𝑥𝜎𝑦 − 𝑝𝑦𝜎𝑥) (1.19)
where 𝛼 is a constant depending on the material and the value of the confining electric
field.
In 2DEG, the contribution of both terms are comparable and they have to be added to
picture the whole spin-orbit interaction. It can be noted that the strength of the spin-orbit
will be sensitive to the direction of the electron momentum (the terms can tend to sum or
cancel each other, see [Gol08]).
To understand the effect of this interaction, it is often pictured as the occurrence of an
effective magnetic field (𝐵𝑆𝑂) that will be directly proportional to the electron momentum.
The faster the electron moves, the larger is 𝐵𝑆𝑂 and the faster the spin will precess around.
However as the dependence with momentum is linear, the spin will always rotate the
same amount over a given distance. A convenient way to quantify the magnitude of the
spin-orbit interaction is therefore by defining the spin-orbit length 𝑙𝑆𝑂. It corresponds to
the length after which a spin has undergone a 𝜋-rotation when moving under the influence
of the spin-orbit interaction. This has been measured in 2DEG [Zum02] and is on the
order of 𝑙𝑆𝑂 = 1 to 10 µm. As the size of quantum dots is much smaller (𝑙𝑑𝑜𝑡 ∼ 100 nm), it
is reasonable to expect that spin-orbit interaction weakly affects the electron spin states in
a quantum dot (the coupling is scaling as 𝑙𝑑𝑜𝑡/𝑙𝑆𝑂).
We will now consider more quantitatively the case of a single electron in a quantum dot.
Its average motion is zero and ⟨𝑝𝑥⟩ = ⟨𝑝𝑦⟩ = 0. As the spin-orbit Hamiltonian 𝐻𝑆𝑂 only
consists of terms of the form 𝑝𝑥,𝑦𝜎𝑥,𝑦 for both the Rashba and Dresselhaus contributions,
this implies that
⟨𝜑𝑛 ↑|𝐻𝑆𝑂 |𝜑𝑛 ↓⟩ ∝ ⟨𝜑𝑛| 𝑝𝑥,𝑦 |𝜑𝑛⟩ ⟨↑|𝜎𝑥,𝑦 |↓⟩ = 0 (1.20)
where 𝜑𝑛 stands for the orbital part of the state. Therefore, there is no direct coupling
between the two spin states of the same dot orbital. Spin-orbit interaction will be effective
only to couple states having both different orbital and spin parts [Kha00]. The perturbed
eigenstates can be written as an admixture of different states using first order perturbation
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theory [Han07a]:
|𝜑𝑛 ↑⟩(1) = |𝜑𝑛 ↑⟩+
∑︁
𝑛′ ̸=𝑛
⟨𝜑𝑛′ ↓|𝐻𝑆𝑂 |𝜑𝑛 ↑⟩
𝐸𝑛′ − 𝐸𝑛 −𝛥𝐸𝑍 |𝜑𝑛
′ ↓⟩ (1.21a)
|𝜑𝑛 ↓⟩(1) = |𝜑𝑛 ↓⟩+
∑︁
𝑛′ ̸=𝑛
⟨𝜑𝑛′ ↑|𝐻𝑆𝑂 |𝜑𝑛 ↓⟩
𝐸𝑛′ − 𝐸𝑛 −𝛥𝐸𝑍 |𝜑𝑛
′ ↑⟩ (1.21b)
where 𝐸𝑛 is the energy of the orbital 𝜑𝑛 and 𝛥𝐸𝑍 is the Zeeman splitting of unperturbed
states.
The situation is a bit different for a two-electron state in a quantum dot. We have seen
that the two electrons can be on the ground orbital to form a singlet state, but one electron
must occupy a higher energy orbital to form a triplet because of Pauli principle. Therefore,
singlet and triplet states have both different orbital and spin parts, and it results in direct
coupling of some of the states through spin-orbit interaction (for instance between the
|𝑇±⟩ and |𝑆⟩ states or between |𝑇0⟩ and |𝑇±⟩). It can be noted however that no coupling is
present (to the lowest order) between |𝑆⟩ and |𝑇0⟩ or between |𝑇+⟩ and |𝑇−⟩. Rigorously,
a similar reasoning than for the single electron case needs to be included since the first
order corrections are generally non-negligible, and the new perturbed states can be written
down. A detailed discussion can be found in [Gol08].
In any case, pure spin states are no longer the eigenstates of the system. An important
consequence is that these pseudo-spin states will allow coupling of an electron spin to
electric fields. This opens a channel for any source of electric noise to induce spin relaxation
or decoherence. In that sense spin-orbit interaction is detrimental for the preservation
of a spin state. In GaAs quantum dots, there exist various sources of electric noise. For
instance, there can be noise from the gate potentials (such as Nyquist noise [Mar05]),
background charge fluctuations [Jun04], charge fluctuations caused by electrons passing
through the QPC [Bor06] or the electric-field fluctuations created by the lattice phonons.
This latter source is often the major cause of spin relaxation and has been extensively
studied in [Gol04; Kha01; Kha00; Woo02].
The relaxation rate depends on two factors:
• First, the phonon density of states at the energy 𝛥𝐸 corresponding to the difference
between the initial and final state (energy conservation is ensured by emission of a
phonon). This scales as 𝛥𝐸2.
• Second, the strength of the pseudo-spin state coupling to the phonons. This is most
of the time given by the coupling to acoustic phonons via piezoelectric effect, and
scales as 𝛥𝐸3.
In the end a relaxation rate dependency of 𝛥𝐸5 is expected [Kha01] and it is consistent
with experimental observations [Ama08b; Elz04].
However as we said, such coupling can also have some advantages. The benefit is that it
is possible to control spin transitions by use of electric fields only (which are much easier
to produce than local magnetic fields), either coherently as proposed by [Deb05; Fli06;
Lev03]. This will be briefly introduced in section 1.5.
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1.4.3 Hyperfine interaction
Hyperfine interaction is well known in atomic physics: the magnetic moments of the
electrons bound to a nucleus interact with the magnetic moment of that nucleus. This
leads to the so-called hyperfine structure, consisting of a small splitting of an atom energy
levels. In a quantum dot, an electron is confined on a much larger scale than in a single
atom and can therefore interact with many nuclear spins of the host material (see Fig.
1.11). The nuclei of Gallium, Arsenic, and Aluminum all possess non-zero spins. Given
the typical size of a quantum dot, the number 𝑁 of nuclei that the electron overlaps can
be estimated around 106. These nuclear spins interact with the electron spin through the









where 𝜇0 is the vacuum permeability, 𝑔0 is the free electron g-factor, 𝛾𝑛,𝑗 is the gyromagnetic
ratio of the nuclear spin 𝑗 at the position r𝑗 , I𝑗 is the operator of this nuclear spin, S is
the electron spin operator, and 𝜓 is the electron wave function.
Instead of treating individually the contribution of each spin, a semi-classical description
consists in treating the ensemble of nuclear spins as an apparent magnetic field 𝐵𝑁 . The
interaction can then be re-written as
𝐻𝐻𝐹 = 𝑔*𝜇𝐵BN.S = ~𝛾𝑒BN.S (1.23)
where 𝑔* is the effective electron g-factor, 𝛾𝑒 is the gyromagnetic ratio of the electron spin










This effective field is referred to as the Overhauser field. If the nuclear spins were all
polarized, 𝐵𝑁 would be expected around 5T. However, the thermal energy in experimental
conditions (𝑘𝐵𝑇 ∼ 10µeV for a temperature of 100mK) is much larger than the splitting
between energy levels of nuclear spins (𝑔*𝜇𝐵𝐵 ∼ a few 10 neV for a 1T external field
applied). The nuclear spins are therefore in a high temperature regime and their spin
polarization fluctuates. This allows us to consider the Overhauser field as a classical random
variable exhibiting a Gaussian distribution centered on zero and with a typical width of
𝛥𝐵 ∼ 𝐵𝑁,𝑚𝑎𝑥√
𝑁
= 5mT for 𝑁 = 106.1 The statistical distribution of the nuclear field has
been measured in different kind of systems (optical [Bra05; Dut05] and electrical dots
[Joh05c; Kop05]) and it varies from 1 to a few 10mT. The timescale of these fluctuations
is around 1 s or more in the z direction, and around 10 − 100 µs in transverse direction
[Bar09; Rei08; Tay07]. It is thus a good approximation to consider the Overhauser field
1 The fact that the electron is confined to a quantum dot limits the number 𝑁 of nuclear spins interacting
with the electron and thus enhances the effect of the hyperfine interaction. It is contrasting in that
sense with the case of spin-orbit interaction.
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as constant during a single experiment, but subject to fluctuations between successive





Figure 1.11: (left) The spin of an electron is coupled to 𝑁 ∼ 106 nuclear spins. The
contribution of this ensemble of spins is modeled as an effective magnetic field BN that adds
up to the static magnetic field 𝐵0 (applied by convention along the z direction). (right) The
z component of this effective field adds up to the static magnetic field and will affect the
precession frequency. The x and y components can affect the precession axis, depending on
the magnitude of 𝐵0.
This varying effective field has a major impact on the temporal evolution of the electron
spin. In presence of an external magnetic field 𝐵0 (applied by convention along the z
direction), an electron spin will precess at the Larmor frequency 𝜔 = 𝛾𝑒𝐵0 around the field
direction. The Overhauser field adds up to the external field, and therefore the z component
of the nuclear field will directly affect the spin precession frequency. An additional 5mT
along the z component of the magnetic field will induce a 30MHz shift of the precession
frequency, resulting in a 𝜋 additional phase after only 16 ns.
The impact of the x and y component of the nuclear field will depend on the external
field applied. If 𝐵0 >> 𝐵𝑥,𝑦𝑁 , it will slightly tilt the total field axis but will not affect its
magnitude on the first order. For instance, with simply 100mT of external field applied,
an additional 5mT along the x or y component will result in an additional 𝜋 phase after
0.65 µs. On the contrary, if no external field is applied, the axis of precession can be in the
xy plane and the electron spin will alternately be changed from spin up to spin down.
At any given time, the nuclear field thus assumes a random and unknown value and
orientation, and this randomness in the nuclear field directly leads to a randomness in the
electron-spin time evolution. During free evolution, the electron spin will thus pick up a
random phase depending on the value of the nuclear field. Averaging over many realization
will result in a decay of the coherent evolution. The shape of the decay (exponential,
Gaussian, power law, etc.) is determined by the distribution of nuclear field values. For
a longitudinal nuclear field 𝐵𝑧𝑁 that is randomly drawn from a Gaussian distribution
of nuclear fields with standard deviation 𝛥𝐵𝑧𝑁 (e.g., when every nuclear spin had equal
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For 𝛥𝐵𝑧𝑁 = 5mT, T*2 would be as short as 7 ns.
Interesting developments on feedback mechanisms have been demonstrated that reduce
the randomness of the nuclear fields, resulting in T*2 extended by a factor of 10 [Blu10].
Dynamic nuclear decoupling using a series of echo pulses further extends the coherence
time (extended by a factor of almost 104), and T2 larger than 200 µs have been observed
[Blu11].
Singlet-triplet mixing by nuclear spins in a double quantum dot
The effect of the hyperfine interaction in the case of two electrons separated in a double
quantum dot can be studied in more details [Jou06; Tay07]. Each part of the double dot
will experience a different effective magnetic field, respectively 𝐵𝐿𝑁 and 𝐵𝑅𝑁 for the left and























SL − SR)︀]︀ (1.26b)
where SL(R) is the spin operator of the left (right) electron. The effective nuclear field
has been decomposed in a symmetric and an anti-symmetric part. The symmetric part
simply adds vectorially to the external field 𝐵0, and will have the same effect as what
we explained just before. On the other hand, the anti-symmetric part is responsible
for some coupling between the |𝑇 (1,1)⟩ and the |𝑆(1,1)⟩ spin states. For the coupling
between |𝑇±(1,1)⟩ and |𝑆(1,1)⟩, only the in-plane components of the nuclear field gradient




The longitudinal component of the nuclear field gradient couples the states |𝑇0(1,1)⟩ and
|𝑆(1,1)⟩ with a strength 𝑔*𝜇𝐵𝛥𝐵𝑧𝑁 . These coupling terms are generally on the order of
100 neV, and will be mostly relevant when spin states are degenerate. The conservation of
the total angular momentum requires spin exchange between the electrons and nuclei.
1.5 Coherent spin manipulations
The key element towards possible use in spintronics and spin-based quantum information
processing is the ability to control the state of a single electron spin in a quantum dot. By
control, it is meant inducing transitions between the spin-up and spin-down states of a
localized electron spin and to prepare arbitrary superpositions of these two states. For
application in quantum logics, it is also required to realize two-qubit operations. In the
following, we will briefly describe the principle of pioneering experiments that have been
achieved towards these objectives.
1.5.1 Single-spin rotation
The most commonly used technique for inducing spin flips is electron spin resonance (ESR)
[Poo96]. Its concept is very similar to the one of nuclear magnetic resonance (NMR).
Electron spins are rotated by applying a transverse oscillating magnetic field 𝐵𝐴𝐶 that
is resonant with the spin precession frequency in an external magnetic field 𝐵𝑒𝑥𝑡. This
1.5 Coherent spin manipulations 29
technique is well developed to probe and manipulate ensembles of spins, but the control
of a single one is very challenging because of the coupling strength. It has been realized
for the first time in 2006 [Kop06]. In order to address a single electron spin trapped in a
quantum dot, a microfabricated coplanar stripline was precisely placed above the quantum
dot. The application of RF-bursts to the stripline induces a local oscillating magnetic field
that allows for the spin rotation. The fastest demonstrated rotations are about 10MHz
although in principle much faster rotations should be possible. The great advantage of this
method is that a change of the relative phase of 𝐵𝐴𝐶 from one RF burst to the next allows
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Figure 1.12: Measurement scheme used to probe single-spin manipulation. A spin up is
initialized by setting the dot in a spin blockade configuration. The dot is then set in a protected
position during the application of the microwave pulse aimed at rotating the spin. The readout
is done by setting back the system in spin blockade configuration.
However, this method remains difficult to set up and might be hard to scale up since
it involves fabrication of extra control lines on the sample (e.g. for the striplines). AC
electric fields are easier to localize and can be generated simply by adding an excitation
to one of the gates that is used to define the dot. Electric fields do not directly couple to
spins but we have seen in section 1.4 that this becomes possible with the help of spin-orbit
interaction. If an AC electric field moves the electron back and forth inside its quantum
dot, the electron spin will feel an oscillating effective magnetic field 𝐵𝑆𝑂. When this is
done resonantly with the spin precession frequency, it will induce as well a rotation of the
spin [Gol06]. This variant of ESR is known as electric-dipole spin resonance (EDSR). It
has been demonstrated experimentally in 2007 [Now07]. However, the rather low spin-orbit
coupling in GaAs is here a limitation, and the best frequencies obtained for Rabi oscillations
were only of a few megahertz.
Further improvements can be done using materials with stronger spin-orbit interaction
(InAs [NP10] or InSb [Ber13] for instance). Alternatively, a position-dependent Zeeman
energy can be engineered: if an electron moves back and forth, this will be equivalent
to having an oscillating magnetic field [Tok06]. This can be achieved by different means.
A micromagnet can be deposited to induce a slanted magnetic field [PL08], a position
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dependent g-tensor can be engineered [Kat03], or this can be achieve through hyperfine
interaction [Lai07]. The price to pay for these options is often a higher complexity in the
device fabrication or in the manipulation.
1.5.2 Two-spin exchange
Another kind of demonstrated spin manipulation is the exchange of a quantum of spin
between two adjacent electrons. This constitutes a two-qubit gate, and is usually called
exchange gate or SWAP gate. It was first realized by Petta et al. [Pet05] with two
electrons trapped in a double quantum dot. Swap operations down to just a few hundreds
of picoseconds have been demonstrated.
The basic principle for the spin manipulation done here relies on the use of adiabatic and
non-adiabatic change of basis. We will first briefly present this concept before explaining















Figure 1.13: Illustration of an avoided crossing. The coupling between the states |1⟩ and |2⟩
opens a gap of typical energy 𝛥. The Landau-Zener probability (see equation 1.29) defines if
the passage through such a crossing will be adiabatic or non-adiabatic.












The evolution of the eigenstate energies as a function of the parameter 𝜀 is shown on Fig.
1.13. The dashed lines represent the case of 𝛥 = 0, i.e. when there is no coupling between
the states |1⟩ and |2⟩. In the presence of finite coupling terms, an avoided crossing arises
and opens a gap 𝛥 (see continuous lines).
We consider the case of a state initially prepared in |1⟩, with the parameter 𝜀 linearly
increased with time so that the system is swept through the avoided crossing. The question
is to know towards which state it will evolve. For a fast sweep, the system has no time to
"feel" the interaction and ends up in the |1′⟩ state. On the contrary, for a slow enough sweep,
the interaction has to be taken into account and the state will end up in |2⟩. Therefore,
the final state after such a process depends on the experimental timescales. On the one
hand, the typical timescale associated to the interaction is given by ~/𝛥. On the other
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hand, the typical timescale for the passage through the crossing is given by 𝛥/𝑑𝐸𝑑𝑡 . The
transition between the two regimes will thus depend on the ratio between these two values.
The Landau-Zener theory [Lan32; Zen32] tells us that this is given by an exponential law
that can be written




where 𝑃𝐿𝑍 is the probability to end up in the |1′⟩ state, i.e. the probability of a non-
adiabatic passage. Finally, if the system is brought in a non-adiabatic way right at the
crossing point it will also remain in state |1⟩, but this is no longer an eigenstate of the








where 𝑃|1⟩ is the probability to measure the system in the state |1⟩.
We have now the tools to describe the principle of the spin exchange experiment. The
first part of the sequence consists in initializing the system in the |↓↑⟩ state. The idea is to
take advantage of the nuclear field gradient between the two parts of the double dot induced
by the hyperfine interaction. In a configuration where 𝐽 ≪ 𝑔*𝜇𝐵𝛥𝐵𝑧, the eigenstates of
the system will no longer be |𝑆⟩ and |𝑇0⟩ but |↓↑⟩ and |↑↓⟩. Such a configuration can be
obtained deep in the (1,1) charge configuration where the electrons are well separated. The
initialization in the |↓↑⟩ state is then achieved thanks to a slow adiabatic ramp to this
configuration. Here are the detailed steps of the initialization procedure:
• To begin, the system is prepared with both electrons on the same dot in the singlet
ground state |𝑆⟩ (see point A on Fig. 1.14). It can easily be done by waiting for the
system to relax.
• The double dot detuning is then pulsed to point B (see Fig. 1.14) to pass the crossing
between the |𝑆⟩ and |𝑇+⟩ states non-adiabatically (within ∼ 1 ns). The system
therefore remains on the singlet branch after this step.
• Next, the detuning is gently swept towards more negative values (within ∼ 1 µs) up
to a position where the exchange interaction 𝐽 becomes negligible (point C on Fig.
1.14). The system will thus adiabatically follow its ground state and end up in the
|↓↑⟩ state1.
Once this state is prepared, the exchange pulse can be applied. It consists of a non-
adiabatic pulse (with duration varying between a few 100 ps and a few 10 ns) to a region
where 𝐽 ≫ 𝑔*𝜇𝐵𝛥𝐵𝑧, and so where the eigenstates of the system are |𝑆⟩ and |𝑇0⟩ (point
D on Fig. 1.14). As we have seen, this will induce a rotation of the state between |↓↑⟩
and |↑↓⟩ (see corresponding Bloch sphere on Fig. 1.14). The speed of this rotation will be
proportional to 𝐽 . For the right choice of this pulse duration, the spins will be completely
1 In fact it could also be the |↑↓⟩ state, depending on the sign of the magnetic field gradient between
both dots. However, this will have no impact on the output of the measurement
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exchanged and the SWAP operation is performed. For a duration half as long, the spins will





















































Figure 1.14: (top) Representation of the spin state evolution on a Bloch sphere during a
swap experiment. (middle) Description of the sequence used to realize a SWAP experiment.
(bottom) Energy diagram with reference to the specific positions indicated on the sequence
description.
After such a rotation, it is not possible to directly readout the spin state obtained. Indeed,
we have seen that the only measurement schemes available enable us to distinguish between
|𝑆⟩ and |𝑇 ⟩ states. Therefore, a mirror sequence of the initialization one is performed in
order to convert |↓↑⟩ back into |𝑆⟩ and |↑↓⟩ into |𝑇 ⟩.
Now that the essential building blocks for universal quantum computation have been
demonstrated with spins in quantum dots, the focus is on integrating all the elements in
one device and on extending the number of controlled qubits. To that purpose, transferring
quantum information between distant nodes (i.e. quantum dots in our case) is of great
interest. An option is to coherently transport individual electron spins, and the envisaged
principle is introduced in the next section.
1.6 Transport of a single electron with moving quantum
dots
1.6.1 Surface acoustic waves moving quantum dots
A surface acoustic wave is a type of mechanical wave which travels along the surface of a
solid material. This special type of waves was discovered in 1885 by Lord Rayleigh and is
often named after him. Rayleigh pointed out that SAWs could explain some seismological
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signals due to an earthquake that were not previously understood [Ray85].













Figure 1.15: Position of the atoms of a material during the propagation of a surface acoustic
wave (taken from [Bau14]). The deformation of the material extends on a depth corresponding
roughly to the SAW wavelength.
Figure 1.15 shows a SAW traveling along the plane surface of a solid material. As the
wave passes, each atom of the material follows out an elliptical path, repeating this path
for every period of the wave. The motion amplitude of the atoms is getting smaller as one
looks deeper into the material. In fact it is exponentially decaying away from the surface
with a typical length corresponding to the wavelength of the SAW. In the simplest case
(an isotropic material), the atoms move in the so-called sagittal plane, i.e. the plane which
includes the surface normal and the propagation direction.
Nowadays, these acoustic waves are often used in electronic devices. At first sight it
seems odd to use an acoustic wave for an electronic application, but these waves have some
particular properties that make them very attractive for specialized purposes1. In our case,
we are interested in their potential applications for electronics at the single-electron level,
and we will develop this aspect in the following.
Generation of surface acoustic waves
The first prerequisite to use surface acoustic waves is to have a way to control their
emission. The most convenient would be to be able to trigger it from an electrical input
signal. The conversion process (electric to acoustic, or reciprocally acoustic to electric)
is called transduction, and is ensured by piezoelectricity. The piezoelectric effect offers a
coupling between electrical and mechanical disturbances. As a consequence, the application
of an electric field to a piezoelectric material induces mechanical stresses and strains.
Conversely, a mechanical stress gives rise to an electric field, and hence a voltage. A surface
acoustic wave propagating on a piezoelectric material will therefore have an electric field
associated to it.
A basic SAW emitter consists of an interdigital transducer (IDT) on a piezoelectric
substrate. The IDT consists of interleaved metal electrodes alternately connected to two
1 Among all the possible applications, we can cite the use for sensors, delay lines, pulse compression filters,
and the realization of band-pass filters for cellular telephones [Mor10].




Figure 1.16: Basic geometries of Inter-Digital Transducers. (left) So-called "single finger"
IDT. The alternation of the metal gates results in a 𝜆/4 modulation of the surface properties.
(right) So-called "double finger" or "split finger" IDT. This geometry permits a doubling of
the surface properties modulation.
contacts (see left sketch of Fig. 1.16). When a voltage is applied between these two contacts,
electric fields are induced in the gaps between the electrodes, and via the piezoelectric
effect this induces mechanical stresses. If an oscillating voltage is applied, each pair of
fingers will thus generate a surface wave. When the frequency of the signal applied to
the IDT is chosen such that the SAW wavelength equals the transducer pitch, the waves
generated by subsequent finger pairs are all in phase and therefore reinforce each other.




where 𝑐𝑆𝐴𝑊 is the propagation speed of SAWs in the material and 𝜆𝐼𝐷𝑇 is the period of the
IDT. As the piezoelectric effect is relatively weak in GaAs, a large number of electrodes
can be used to obtain higher amplitude waves. The price to pay will be a longer rise time
for the amplitude.
This basic geometry is not ideal for several reasons and some improvements can be
made. First, with the geometry we described, the IDT has electrodes alternating with a
𝜆
2 periodicity. This results in a
𝜆
4 modulation of the surface properties, which will form
the equivalent of a Bragg mirror [Oka10] for the acoustic wave. Hence this basic design
intrinsically exhibits a cavity effect. This enhances the insertion losses of the IDT and is
also detrimental for the rise time of the SAW amplitude. A possible improvement is to use
a split-finger IDT [Bri72; DV72], as shown on the right sketch of Fig. 1.16. The doubling
of the surface properties modulation enables to avoid the Bragg reflections at the resonant
frequency. It should also lead in principle to a slightly higher conversion efficiency between
electrical and mechanical power. The drawback is that the realization of a split-finger IDT
is more challenging in terms of nanofabrication (since fingers twice as thin compared to
standard IDTs must be done to work at similar frequency).
Another point is that with such symmetric designs, IDTs are emitting waves on two
directions (which is responsible for 3 dB conversion loss). It could be possible to add a
Bragg grating (or use more complex IDT geometries) to make the IDT unidirectional
[Mor10]. On top of it, it should also be possible to use curved fingers in order to focus the
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wave at the point of interest on the sample [Lim03].
For the sample used in this thesis, basic single-finger IDTs have been used, but double-
finger IDTs should be available for the upcoming samples.
Dynamical quantum dots
As a surface acoustic wave has an associated electric field, a coupling to the charge carriers
of the material emerges. This leads to what is called acoustoelectric effects [Wei57], where
currents (or voltages) are induced as a result of energy and momentum transfer from the
SAW to the carriers.
In 1996, Shilton et al. investigated on the acoustoelectric effects in a 2DEG and studied
more specifically the acoustic charge transport through a quantum point contact [Shi96a;
Shi96b]. For sufficiently negative voltages applied on the split-gate electrodes (see Fig.
1.17), the constriction is completely pinched-off, meaning that the top of the resulting
potential barrier gets above the Fermi level of the reservoirs. A bias-driven current flow is
therefore prohibited. However for sufficiently powerful SAW applied, an acoustoelectric
current was measured and in addition, it was found to be quantized in units of e𝑓 (where
e is the electron charge and 𝑓 the SAW frequency). This was attributed to the trapping
of a single or few electrons in the traveling minima of the SAW potential (see Fig. 1.17).
Such charge packets are then transferred across the potential barrier of the QPC as the
wave propagates. The number of electrons residing in each of the wave minima depends on
the potential barrier defined by the QPC and the SAW amplitude.
This experiment showed that the equivalent of quantum dots can be formed, with the gate
potential ensuring the confinement in the direction perpendicular to the wave propagation
and the SAW potential ensuring the confinement in the direction of propagation. In
addition, the SAW propagation provides to these dots a dynamical aspect that led to the
term of moving or dynamical quantum dots.
Many different proposals taking advantage of such moving quantum dots have emerged
since then:
• First, it is envisaged to use the quantization of the SAW-induced single-electron
transport in order to define a quantum standard of current [Cun99; Cun00; Zim03].
The existence of such a standard would be a great advancement enabling the closure
of the quantum metrology triangle (definition of electrical units of current, voltage
and resistance)1.
• The SAW induced moving quantum dots could also be used as a key component
towards an on-demand single photon source [Fod00]. The idea is to bring moving
quantum dots transporting single electrons into a p-type region, where the electrons
can recombine with holes and emit single photons. Such single-photon sources are
of high interest for optical quantum information processing [Kni01] and quantum
cryptography [Bev02].
1 Very similar options have been developed where static dots are used instead, and where the pumping
effect is obtained by modulation of the dot tunnel barriers, either by SAW [Fle03] or by gigahertz signals
directly applied on gates [Blu07; Ros14]
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Figure 1.17: Schematics of the mechanism responsible for the formation of moving quantum
dots, adapted from [Shi96a]. (top) top view of the potential induced by a split gate under
SAW irradiation. The split gate is represented by the two yellow rectangles. The red parts on
the left and right correspond to the electron reservoirs, and the red circles represent electrons.
(bottom) Slice of the potential across the split gate potential barrier. The number of electrons
confined in a minimum of the wave is progressively emptied as it arrives to the barrier. Under
good conditions 𝑛 electrons will remain in each wave minimum resulting in a quantized current.
• Another interesting proposal [Bar00; Fur04; Gum04] suggests using the spins of single
electrons trapped in moving quantum dots as quantum bits, where successive gate
operations are performed while the SAW propagates (the name of "flying qubits" is
often used).
• Finally, these moving quantum dots could also be used as communication medium
between logical quantum nodes, by directly transporting spins of single electrons
between static dots. Compared to the previous proposal, it has the advantage that
all the basic spin manipulations are already commonly achieved in static dot systems.
Considering the application of moving quantum dots to spin-based quantum information
processing, a legitimate question that remains is to know whether coherence is compatible
with this transport.
A first encouraging point can be made from the dynamical quantum dots characterization
that has been done in [Ast07]. It was measured that the energy spectrum of the dynamical
dots they used was comparable to what is measured in usual static few-electron quantum
dots. This suggests that static and dynamical dots can be made to have similar properties,
and so dynamical dots should be suitable to transport a single electron and its spin. Then
more recently, a first evidence of coherent charge dynamics has been obtained [Kat09].
Regarding spin, one of the best achievements so far is the work of [Sto05]. In this paper, it
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is presented coherent spin transport in dynamical quantum dots over lengths exceeding
100 µm. However, it was achieved using ensemble of photo-generated carriers. A later work
[Sto08] showed that the coherence time of the electron spins is independent of the number
of charges transported within a dynamical dot, suggesting the possibility of coherent
long-range transport of single electron spins.
1.6.2 On-demand single electron transfer between static quantum dots
A last major advancement has recently been done by [Her11] and [McN11]. In these
two papers, it is demonstrated the controlled transfer of a single electron between two
static dots by the use of SAW-defined moving quantum dots. This proves that transfer
between static and moving quantum dots can be achieved and could constitute a major
advancement towards interconnection of distant nodes of a spin-based quantum information
nanoprocessor. In the following, we will describe in more details the principle of these
experiments.
Two quantum dots are defined and are connected by a channel of a few micrometers
(see top picture of Fig. 1.18). The voltage applied on the two gates defining the channel is
set negative enough to fully deplete the 2DEG between the two static dots. In this way,
the path between the dots is free of electrons. This prevents any electron interaction that
could induce a loss of spin information.
The first step consists in the initialization of the system (see bottom left panel of Fig.
1.18). The source dot (left) is coupled to its reservoir in order to be loaded with a single
electron. Similarly, the reception dot (right) is also coupled to its reservoir but one makes
sure that it is completely emptied. This position cannot directly be used for the transfer
for two reasons. First, if the dots are too coupled to the reservoir, the modulation of
potential induced by the SAW passage could repeatedly cause population and depopulation
of the quantum dots [Kat07]. Second, the potential of the channel usually lies several
milli-electronvolt above the Fermi level. As a result, there is a large potential gradient
between the dot and the channel. It prevents the formation of moving quantum dots and
thus the electron transport.
To solve these issues, the solution consists in applying a very negative voltage on the
gates 𝑉𝐿 and 𝑉 ′𝐿 to reach the so-called transfer position (see bottom left panel of Fig. 1.18).
In this position, the source dot electron is trapped in a metastable position where the
influence of the reservoir can be disregarded. Therefore exchange of electrons with the
reservoirs during the application of the SAW burst will be prevented. Moreover, transfer of
the electron through the channel is facilitated since the dot chemical potentials are lifted
up closer to the channel one.
To achieve the electron transfer, a SAW burst is applied. This will induce moving
quantum dots traveling along the channel, similarly to the experiments of Shilton et al.
previously described. The electron of the source dot will be captured by a dynamical
quantum dot and brought to the reception dot.
The efficiency of this transfer procedure can be determined by looking at the charge
of each dot before and after the application of a SAW burst. Typical QPC traces are
represented on the bottom right panel of Fig. 1.18. The correspondence between the
measured currents and the electron number in the dots are labeled on the graphs. The top



























































Figure 1.18: (top) Scanning Electron Microscope (SEM) image of the sample. The two large
gates define a 1D channel connecting two quantum dots located on each side. Each purple
gate defines a QPC used to monitor the charge of a dot. The IDT is located 2mm away from
the sample. (bottom left) Sketch of the potential shape for the different steps used for the
transfer of a single electron. First an electron is loaded to the source quantum dot. Large
barriers are then induced between the dots and their reservoirs and the chemical potential
of each dot is raised close to the channel one. Application of a SAW burst finally allows the
transfer of the electron through a moving quantum dot. (bottom right) Typical QPC current
measurements observed during transfer experiment. The vertical gray line indicates the time
at which is applied the SAW burst. The corresponding charge states of each dot are precised
on the plots.
left plot shows the current traces corresponding to a successful transfer: one electron is
removed from the source dot and added in the reception dot. In the best configuration, this
is observed more than 90% of the cases. It can be checked that if no electron is initially
present on the source dot, no electron arrives to the reception dot (see top right plot). This
can be reproduced over many runs with almost perfect correlations between sending and
reception events. It permits to confirm that this is indeed the same electron that is sent
and received. Two sources of failure have been identified: either the electron is not sent
from the source dot (bottom left plot) or not received in the reception dot (bottom right
plot). These errors are both smaller than 5%.
This definitely proves that a single electron can efficiently be transferred between two
static quantum dots using this procedure. The last remaining point is to demonstrate that




As it has been seen in section 1.1, the typical energy scale in lateral quantum dots is
relatively small. For instance, the energy splitting between spin states that we want to
probe is on the order of 0.1meV. Regarding temperature, this energy is equivalent to 1K.
It will therefore be necessary to reach a much smaller temperature, on the order of 100mK
or less to conveniently observe this effect. Such temperature range is commonly achieved
using dilution refrigerators. This will be the object of the first part of this chapter.
Regarding the electronics used for the experiment, the precision of the voltages used
on the system must be also small compared to this energy scale. By considering a gate
lever arm 𝛼 (ratio for the conversion from a gate voltage into energy) equal to 20 (being
the typical order of magnitude of the gate lever arm), it means that the voltage sources
should have ∼ 1 µV stability in order to minimize detrimental fluctuations. In addition,
the typical signal extracted from this kind of systems is relatively small (QPC current
variations are on the order of a few 100 pA). Therefore all the acquisition chain has to
be engineered in order to be able to detect such small signals. The second section of this
chapter will be dedicated to describe the electronics used to address and probe the system.
2.2 Cryogenics
We first briefly review the basic principle of a dilution refrigerator which allows for a
temperature around 10mK and for specific details we refer the reader to [Lou74; Pob07].
Below 0.87K, the dilution of 3He into 4He is an endothermic process1. The idea is thus
to impose a flow of pre-cooled 3He that will dilute in 4He.
In practice, the dilution unit is surrounded by 4K liquid helium2. Since the dilution
temperature should go below 4K, it is isolated from the helium bath by vacuum. It is then
organized around different stages that are presented in Fig. 2.1. We will quickly describe
them going from higher to lower temperatures.
1 which cooling power scales with T2
2 in the case of a "wet" dilution fridge
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• The inlet of 3He is first pre-cooled by the 4K bath of liquid helium.
• The 3He flow is further cooled to 1.5K by the 1K-pot. This stage is a pumped
reservoir of 4He which is continuously refilled from the helium bath.
• The two following stages allow to transfer heat from the 3He inlet to the cold 3He
outlet. First the continuous heat exchanger allows to go below 100mK and then the
step heat exchangers allow to go down to a few millikelvins.
• The 3He flow finally reaches the mixing chamber where the dilution process takes
place.
The fridge used for the work presented in this thesis has a base temperature around 20mK.
The available cooling power is on the order of 1mW at 100mK and gets approximately an
order of magnitude larger for each stage presented in Fig. 2.1 (cold plate, still and 1K
pot).
In order to connect the room temperature electronics of the setup to the sample, different
cables are going down the dilution fridge. Many precautions have to be taken in order
to bring as little heat as possible to the sample. It is especially true for the electrons
temperature, which exceeds most of the time that of the cryostat because of the insufficient
thermal contact and the external noise which produces parasitic heating. Therefore, a
careful choice of the materials is needed and a thorough thermal anchoring to every stage
of the fridge is achieved. We detail in the following the different techniques used depending
on the type of line.
We first consider the DC lines. In that case, long Thermocoax™ coaxial cables are used.
The dielectric (MgO or Al2O3) is quite dissipative for high frequency signals (it exhibits
a low-pass filter behavior with cutoff frequency around ∼ 100MHz [Zor95]). This allows
to dissipate into heat the high frequency noise. If these modes were not dissipated, they
would be directly coupled to the sample and the electron temperature would rise. The heat
load is then absorbed by the fridge at its different stages thanks to the thermal anchoring
of both the inner- and outer-conductor of the coaxial lines.
For the high frequency lines, this technique is no longer possible since we want the RF
signals to reach the sample. In order to preserve a relatively low electron temperature,
the usual technique is to attenuate the signal along the line. Attenuators, from XMA
Corp., are placed at 1K (−20 dB) and at the mixing chamber (−10 dB). The price to
pay as a counterpart will be a limited amplitude of the pulses reaching the sample. For
the generator we use (a Tektronix 5014B Arbitrary Waveform Generator) the maximal
amplitude is 4.5V peak-peak. With a 30 dB attenuation, the pulse amplitude reachable at
the sample will be only around 140mV.
In the case of the IDT feed line, less precautions are needed. Since the bandwidth of the
IDT is only a few megahertz and the signal does not couple directly to the electrons, the
noise amplitude actually reaching the electrons via the piezoelectric effect is limited. We
thus chose to apply only 6 dB of attenuation at 1K. For the study of metastable double
dots (see chapter 4) this was even reduced to 1 dB attenuation.
The final temperature of the cryostat measured close to the sample was around 50mK
for all the experiments. In order to estimate the final electron temperature on the sample,
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Mixing chamber (50 mK)
4He from bath
Cold plate
Figure 2.1: The 3He flow is first cooled to 4K by the helium bath. The 1K-pot cools it
further to 1.5K. This one pumps liquid 4He from the 4K helium bath around. Further cooling
is ensured by the counter-flowing 3He. The dilution (cooling process) happens in the mixing
chamber. The outermost limit designs the inner vacuum chamber (IVC), which thermally
isolates the dilution from the 4K liquid 4He bath around.
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a simple experiment can be done. The principle is to monitor the time-averaged population
of one of the quantum dots as a function of its energy (see [Sch04]).
A quantum dot has thus been formed by polarizing a few gates on the sample, and its
charge is monitored using a nearby QPC. The voltage of a gate (V𝐺) is varied to change
the number of charges contained in the dot. The QPC current is averaged for the different
values of V𝐺. The resulting signal is plotted on Fig. 2.2 (the linear trend has been removed
and signal has been normalized to the corresponding number of electrons for clarity).
The signal is fitted with a Fermi-Dirac step function. The conversion from gate voltage













The output of the fit gives an electron temperature of 103mK± 5mK. This should be
sufficient for the experiment we want to perform.



































Figure 2.2: Electron temperature estimation from time-averaged quantum dot population.
(inset) Time averaged QPC current as a function of gate voltage. A linear trend is present
because of the cross-talk between the QPC and V𝐺. Each data point corresponds to an average
time of ∼ 2.7 s. The tunnel barrier between the dot and the reservoir is on the order of ∼ 1 kHz
coupling. (main) Detrended and normalized signal as a function of V𝐺. The signal is fitted
with a Fermi-Dirac function (green line) and an 𝛼 factor equal to 20 (see Eq. 2.1). The output
of the fit gives an electron temperature of 103mK and 𝑉0 = −0.543V. The temperature of the
fridge was around 50mK.
2.3 Electronics
2.3.1 Voltage sources
The sample that has been used for the work presented here is defined by twelve electrostatic
gates and six ohmic contacts. This constitutes many parameters to vary, and thus a need
for a large number of independent voltage sources. In our case, a specific requirement for
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these sources is the possibility to vary the different voltages applied on a fast time scale
(microsecond). Of course a fine resolution, low noise and high stability characteristics are
also welcome.
The first reason for this is that because of the large number of gates on the sample, the
parameter space to be explored is imposing. Characterization of the sample will thus be
faster if the different voltages can quickly be changed. Secondly, this would facilitate the
preparation of the metastable configurations that are required for the electron transfer.
The main voltage sources used in our experiment are based on a commercial digital-to-
analog converter (DAC) chip (Linear Technology LTC2604). This chip is embedded on
a home-made printed circuit board (PCB) including low-voltage power-line filtering and
a low-noise amplification stage of the output. Optical isolation of the system allows to
reduce problems related to ground loops and resulting 50Hz noise. Each PCB hosts in the
end eight voltage sources.
Each source has a 16 bits resolution for an operating range of −5V to 5V (resulting in a
153µV minimal voltage step). The typical noise is around 25 nVHz−1/2. A voltage can be
changed every 16 µs, and the rise time for the voltage is slew rate limited to 300mV µs−1.
The sources have a thermal drift of 0.25 ppm/∘C, and they exhibit a drift smaller than
10µV in ten hours.
Finally, two low-pass filters (with cut off frequencies of 120MHz, and 1.9MHz) have
been put at the output of the voltage sources. By considering the present bandwidth
(1.9MHz), the voltage noise due to the source can be estimated around 35µV.
2.3.2 High frequency signals
Nanosecond gate voltage pulses
As we have seen just above, a DAC device is used to set the base voltages of each gate of
the sample and enables microsecond manipulations. However this is not always sufficient
and some experiments will require to apply nanosecond pulses to the gates.
These high-frequency pulses are generated with a Tektronix 5014B arbitrary waveform
generator (AWG). It allows to generate arbitrary 14-bit signals, with a peak-peak amplitude
up to 4.5V. The sampling rate goes up to 1.2GHz, but its rise time (10% to 90%) is
limited to 950 ps.
In order to add these RF signals to the relevant gates, some homemade bias tees are
used. A bias tee is a device with two inputs, one for the DC and one for the RF voltages
(see Fig. 2.3). Its output gives the sum of these two voltages. In our case, it is simply
composed of a resistor and a capacitance, in order to form either a high pass or a low pass
filter depending on the input port.
SAW burst generation
We consider now the generation of the SAW bursts. A oscillating signal at the resonant
frequency of the IDT has to be generated for a short and controllable time. The initial
setup that was used to produce such signal is described on Fig. 2.4.
A continuous-wave generator (Agilent E8257D) is used to generate the SAW excitation
at the resonant frequency. In order to get a fast gating of this signal, the output of the
continuous wave generator is sent through a mixer (Marki M8-0420LS). A gate signal of






Figure 2.3: The RF input is coming from an AWG channel through a RF coaxial line. The
DC input is coming from a DAC voltage source through a Thermocoax cable. The output goes
to the sample and is the sum of both contribution. The values used for each component are
𝑅 = 5kΩ and 𝐶𝐷𝐶 = 0.15 nF. It gives cutoff frequencies around 200 kHz.
CW source L R to fridge
I
-20 dB +30 dB SwitchMixer
AWG (3) AWG (4)
Figure 2.4: Description of the primary setup used for SAW bursts generation. In order to
get a fast gating of the SAW excitation, the output of the continuous wave generator is sent
through a mixer, Marki M8-0420LS, and two cascaded RF transistors (Switch), Skyworks
AS186-302LF. The signal is amplified between the two stages, since the mixer can only work at
a limited power. The switch, slower (rated 30 ns), allows more power (around 30 dBm). The
command signal is generated by a Tektronix 5014B (AWG).
the desired duration is generated by the AWG and sent to the other input of the mixer.
The burst obtained at the output of the mixer has a 10% to 90% rise time slightly above
1 ns. A problem was that a high power is usually required to excite the SAW but the mixer
can only work at a limited power. The signal is therefore attenuated before the mixer and
re-amplified afterwards.
The switch (Skyworks AS186-302LF) that is finally used is required for its on/off ratio
of 80 dB that prevents power from being continuously shined through the line. Another
AWG channel is required to gate it. Because of its slower rise time (30 ns from 10% to
90%), the switch is triggered 30 ns in advance compared to the mixer in order to obtain
sharp pulses.
This setup was satisfying for intermediate power values and has been used for the first
experiments performed on the sample. However, some limitations emerged for the highest
power values. The output of the SAW burst generation line is presented on the left plot of
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Fig. 2.5 for 18 dBm applied on the source. It can clearly be seen that the envelope of the
burst is characterized by a rise time around 15 to 20 ns. In addition, the final amplitude of
the signal is saturating. This has been studied in more details on the right plot of Fig. 2.5.
The steady-state amplitude of the burst has been measured for different powers applied on
the source. It is compared to the expected amplitude taking into account the attenuation
or gain of each element of the setup. As can be seen, the maximal amplitude that can be
achieved is saturating around 2V.
































Figure 2.5: (left) Shape of the SAW burst generated with the earliest setup. Signal is
recorded with a Lecroy WaveMaster 830Zi, with a 30GHz bandwidth and a 80GS/s sampling
rate. An 18 dBm power is used on the source. The envelop is fitted with a 15 ns (resp. 20 ns)
characteristic time for its top (resp. bottom) part. Such non-negligible rise times are observed
for powers of −10 dBm and more). The bump in the signal at 𝑡 = −30 ns is attributed to
the gating of the switch. The RF switch is turned on from −30 ns to 40 ns and the mixer is
gated from 0 ns to 40 ns. (right) Amplitude of the generated signal as a function of the power
applied on the source. The black curve corresponds to the expected amplitude taking into
the attenuation or gain of the different elements of the chain. The red curve corresponds to
the actual amplitude measured. A saturation occurs at 2V amplitude. This is attributed to
saturations of the amplifier and the switch.
In order to solve these issues, a new signal generator (Rohde-Schwarz SMB 106A) has
been used instead of the continuous-wave generator. This signal generator is able to
internally generate the type of burst we need to use. In its pulse generation mode, it is
claimed an on/off ratio > 80 dB and a rise time (10% to 90%) < 5 ns typically. This has
led to a great simplification of the setup (see top left sketch on Fig. 2.6). A single AWG
channel is now required to gate the microwave circuit, and the output of the source is
directly connected to the RF line of the fridge. It can be seen on the right plot of Fig. 2.6
that there is no longer any issue regarding the rise time of the burst. The steady-state
amplitude is reached within less than 1 ns. It can also be noted that the reached amplitude
is larger than the saturation value of the previous setup.
It must be kept in mind that the signal shown on Fig. 2.5 and 2.6 is the signal that is
sent to the IDT. The actual shape of the SAW should be the convolution of this signal
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Figure 2.6: (top left) Sketch of the new setup used for SAW bursts generation. The AWG is
used to gate the signal generator which internally manage the RF switching. (right) Example
of a burst generated with this new setup (21 dBm used on the source). Amplitude can be varied
within the generator specifications (−120 dBm to 30 dBm) without saturation. (bottom left)
Close-up on the rising part of the burst. The full amplitude is reached within a nanosecond.
with the response function of the IDT. Typically, one can expect a 27 ns gate function for
the IDT (because of its 70 pairs of fingers).
2.3.3 Measurement
All the information relative to the experiment is obtained by measuring the current that is
flowing through the QPCs designed on the structure.
These currents are pre-amplified thanks to homemade current-to-voltage (I/V) converters,
based on a Texas Instruments TLC2201 operational amplifier. The bandwidth of the I/V
converters starts from DC and goes from 0.8 kHz to 1.4 kHz while the gain is changed from
106VA−1 to 109VA−1.
For standard measurements, the output voltage is then directly measured by two Keithley
K2000. The averaging time per sample is 2ms, with a sampling rate of 3ms per sample
(i.e. the K2000 have a down time of 1ms).
For faster measurements, the I/V converters are set to a 107VA−1 gain and an amplifi-
cation stage of gain 100 is added. This amplification stage relies on an Analog Devices
AD620 operational amplifier. The strong common-mode rejection ratio of this chip allows
to decouple the grounds of the experiment from the one of the measurement device used
afterwards.
After this amplification, the signal is then RC filtered (𝑅 = 517Ω and 𝐶 = 100 nF for
a cutoff frequency around 3 kHz) before being sampled by a LeCroy WaveRunner 6050A.
Further software filtering (moving average) is applied to the signal. The rise time of the
amplification chain is around 𝜏 = 150µs.
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2.3.4 Control software
This software is built in two major parts: one is embedded in the FPGA chip in order to
realize the microsecond control of the voltage sources and to trigger the AWG and the
voltmeters. The other part of software is a Labview program running on the host computer
of the experiment. This computer is linked to the FPGA via an Ethernet network.
The major feature of the Labview program is the possibility to create so-called "fast-
sequences". It allows to control the voltage sources to achieve arbitrary voltage shifts, and
manages the triggering of the different instruments of the setup. This allows for instance
to realize complex trajectories along the stability diagrams of the dot.
The complete experiment is implemented by building a list of orders that will be executed
sequentially. Different types of orders are possible:
• shifting the output of a voltage source by a certain amount (a 16µs time lapse is
waited between two of these orders, corresponding to the DAC limitation).
• waiting a certain amount of time. This time delay can be varied between 1µs and
35 h. The resolution is on the order of 1 µs, and progressively increases for the largest
delays.
• triggering one of the measurement instruments or the AWG. This allows to synchronize
the nanosecond voltage pulses and the SAW burst (which are controlled by the AWG)
with the rest of the experiment.
• jumping to another slot of the sequence. This can be useful to implement some loops
for instance.
Once such a sequence has been written, it is possible to repeat it while stepping some
parameters (or in the same conditions for averaging). Up to three nested loops are available
to explore different configurations of the device.

CHAPTER 3
Injection of a single electron from a static to a dynamical
quantum dot
3.1 Introduction
The transfer of a single electron between two distant quantum dots by a SAW has been
proven to be a very efficient process [Her11; McN11]. This is promising in the development
of electronic circuits at the single electron level. In particular it could be an elegant way
to transfer quantum information between nodes of a spin-based quantum nanoprocessor.
However, the preservation of the electron spin coherence during such a transfer remains to
be proven and represents a real experimental challenge. In this context, having a precise
knowledge of the processes involved in the electron injection mechanism would be of great
interest. Especially, the injection mechanism from a static quantum dot to a dynamical
quantum dot needs to be clarified.
For example, the experiments of SAW-assisted single electron transfer achieved up to
now have been done using SAW bursts of a hundred nanoseconds or more. It corresponds
to the formation of several hundreds of dynamical quantum dots. In principle the electron
can be transferred in any of these dynamical dots and the resulting uncertainty on the
electron emission time is large compared to the spin coherence time. This constitutes a
major impediment to achieve and probe coherent spin transfer.
The work presented in this chapter aims at having a better understanding on how
an electron is transferred from a static into a moving quantum dot. The underlying
motivation is to investigate and come up with solutions about possible processes that could
be detrimental for the preservation of the electron spin. In particular, the control of the
electron injection to a specific moving quantum dot has been achieved with a probability
close to unity.
3.2 Electron transfer regimes
Charge transport through a one-dimensional channel [Kat06] and depopulation of a static
quantum dot [Kat07] by a SAW excitation have already been studied. Two different
mechanisms allowing an electron to overcome a potential barrier under SAW irradiation
are suggested in these works.
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Figure 3.1: (left) Illustration of interplay between ∇𝑚𝑎𝑥𝑆𝐴𝑊 and ∇𝑚𝑎𝑥𝑝𝑜𝑡 in the formation of
moving quantum dots. Different static potential are represented as the dashed lines. The
resulting potential with the SAW potential modulation superimposed is shown as the continuous
lines. Moving quantum dots are defined only when ∇𝑚𝑎𝑥𝑆𝐴𝑊 is larger than the static potential
slope. (center and right) Illustration of the mechanism inducing SAW-assisted depopulation
of a static quantum dot. A SAW with increasing amplitude (from bottom to top) is added to
the static potential of a quantum dot. Both modulation of the tunnel barriers (center) and
the dot chemical potential (right) can facilitate the electron tunneling-off.
On the first case, an electron crosses a wide potential barrier being transported by
a SAW-defined moving quantum dot. The ability to transport electrons in such a way
relies on the difference between the maximum gradient of the SAW potential modulation
(∇𝑚𝑎𝑥𝑆𝐴𝑊 ) and the maximum gradient of the static potential (∇𝑚𝑎𝑥𝑝𝑜𝑡 ). This is illustrated on
the left plot of Fig. 3.1. As long as ∇𝑚𝑎𝑥𝑆𝐴𝑊 overcomes ∇𝑚𝑎𝑥𝑝𝑜𝑡 , a moving quantum dot can
be defined. The larger is the gradient difference, the deeper are the generated moving
quantum dots. When the two parameters begin to be comparable, the moving quantum
dots are defined with relatively small barriers and it becomes possible for an electron to
tunnel off the moving quantum dot, implying a regime of stochastic transfer. Finally if
there is a point in the static potential that is steeper than the SAW potential (∇𝑚𝑎𝑥𝑝𝑜𝑡 larger
than ∇𝑚𝑎𝑥𝑆𝐴𝑊 ), the electron confinement is no longer ensured at this point and the electron
will be back-scattered with certainty.
Usually the potential barriers that define a quantum dot are rather steep. Therefore, a
very large SAW amplitude is required to allow this first mechanism. The second mechanism,
more effective in this case, is direct tunneling through the quantum dot barrier facilitated
by the SAW. Indeed, the SAW burst excitation (for relevant wavelength and amplitude)
periodically lowers the height of the dot barriers and modulates the dot chemical potential,
resulting in an increased tunneling probability. A sketch of the SAW influence on a dot
potential is shown on the right part of Fig. 3.1 for different wave amplitudes. Raising the
SAW amplitude reduces the dot tunnel barriers and so enhances the tunneling probability.
Of course this is only happening once per wave period. Extending the SAW duration will
increase the number of attempts for an electron to tunnel-off and will therefore lead to



























Figure 3.2: Illustration of different possible regimes of electron transfer. The potential of the
sample added with SAW modulation is drawn for different times as the SAW is propagating.
The curves are offset for clarity, with increasing time going from up to down. An electron
initially trapped in the static quantum dot is represented as a red dot. (left) Example of a
stochastic regime: a tunneling event is required to inject the electron to a moving quantum
dot and there is a small transfer probability for each wave minimum. Such stochastic regime
can also emerge because of electron back-scattering, as explained in the main text. (right) A
moving quantum dot adiabatically drags the electron and carries it away.
a larger escape probability. It can be noted that for reasonable SAW amplitudes, this
mechanism will also imply a stochastic process.
In our system, the electron must be extracted from the source quantum dot and
transported in a dynamical dot along the one-dimensional depleted channel. It is likely that
both mechanisms we have presented are involved. In that case, preventing the stochastic
processes that could emerge should lead to a better efficiency of the transfer procedure. It
would also avoid any jitter on the emission time of the electron. This is illustrated on Fig.
3.2. Two possible shapes of the static potential are pictured. Their evolution while a SAW
propagates along the sample are pictured for regular time intervals (going from the top to
the bottom of the plots). On the left graph, the static dot potential confines too strongly
the electron. The bottom of the quantum dot remains at any time a local minimum of
potential. No direct transfer of the electron is possible without crossing a tunnel barrier; a
SAW-assisted dot depopulation should therefore be involved. This is most favorable each
time a SAW maximum coincides with the minimum of the dot, and is thus repeated once
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every SAW period (see arrows on the figure). It is no longer the case for a static potential
such as the one on the right graph. Here, the local minimum of potential is following the
minimum of the SAW, and the electron can "adiabatically" be transferred.
It is now clear that the shape of the static potential as well as the SAW amplitude are
crucial parameters in the electron injection from a static to a moving quantum dot. This
can easily be tuned, and finding a regime where the transfer becomes adiabatic constitutes
a first path to improve the transfer efficiency.
3.3 Influence of the static potential shape on the electron
emission
In order to study the influence of the static potential shape on the electron transfer, the
idea will be to vary the gate voltages used for the source dot transfer position. We will
start by precisely describing the successive steps used to prepare an electron at the transfer
position.
• First, the source quantum dot is coupled to its reservoir, in a position where one
electron can be loaded. A charge stability diagram of the source dot is shown on Fig.
3.3. This loading position is labeled L1 on the diagram. The tunnel coupling to the
reservoir in this position is estimated between 10 kHz and 100 kHz.
• Once initialized with an electron, a negative voltage pulse (with ∼ 1 µs rise time)
is applied on the gate 𝑉𝐿 to rapidly bring the dot to an intermediate metastable
position indicated by the point I on Fig. 3.3. At this position, the tunnel barrier
between the quantum dot and the reservoir is large enough to keep the electron in
the dot for hundreds of milliseconds. This time is sufficient to readout the charge
state of the dot before transfer1 and make sure that the electron has not been lost
during the microsecond pulse.
• The voltages on the dot gates have then to be set much more negative to achieve the
electron transfer. This is done by applying an additional microsecond pulse to the
gates 𝑉𝐿 and 𝑉𝑅 to further lift the dot potential. On Fig. 3.3, it corresponds to a
pulse from I to T. This position T is hold only for a short time (20µs) during which
the SAW burst is applied2.
• The system is then set back to point I. A new charge measurement is performed in
order to learn whether the electron has left the dot or not.
A similar sequence is applied to the reception dot in order to capture the transferred
electron, except that the dot is initialized with 0 electron. This is described in details in
appendix B.
1 A measure of the QPC current for a fraction of millisecond is usually sufficient. The data showed in
this chapter were usually averaged for a few tens of milliseconds to improve the signal quality.
2 In principle it would be possible to directly reach the transfer position and readout the dot charge there
before and after the SAW burst. However, it has been observed that the stability of the sample was
improved by limiting the time spent with very negative voltages applied. The use of an intermediate
metastable position for the charge readout is therefore more convenient.


































Figure 3.3: (main) Stability diagram of the source quantum dot. One electron is loaded
into the quantum dot in point L1 before pulsing the dot potential to point I within 1 µs. This
point I is the reference point where charge measurement is performed before and after the
SAW burst. A further negative pulse is applied (1 µs rise time and held for 20µs) to reach the
transfer position T. (inset) SEM picture of the source quantum dot showing the two gate
voltages varied.
The 𝑉𝑅 and 𝑉𝐿 voltages of the position T define the static potential seen by the electron
during the injection process. In the following experiments, we investigated the role of the
static potential by varying these two parameters. Several mappings are presented on Fig.
3.4. The x and y axis correspond to the relative position of T in the (𝑉𝑅,𝑉𝐿) space, using
the position I as a reference. The color corresponds to the variation 𝛥𝐼𝑄𝑃𝐶 of the source
dot QPC current before and after the voltage pulse (each data point corresponds to the
outcome of a single transfer realization).
First, the experimental sequence is performed with no SAW burst applied, and the
resulting data is presented on the top left mapping. Two very distinct regions are observed
on this figure. The top left corner (in yellow, with 𝛥𝐼𝑄𝑃𝐶 > 0) corresponds to the escape
of the electron from the source dot. The other region (in blue, 𝛥𝐼𝑄𝑃𝐶 = 0) corresponds to
the situation where the electron remains in the source dot. Since no SAW is applied, no
electron transfer is possible and therefore the yellow region is necessarily a signature that



















































Figure 3.4: Mappings of the quantum dot charge variation with respect to the transfer
position used. Different SAW parameters are used for the top four mappings. (top left) No
SAW is applied. (top right) a 10 dBm (1V) SAW burst of 200 ns is applied. (bottom left)
a 20 dBm (3.16V) SAW burst of 100 ns is applied. (bottom right) a 20 dBm (3.16V) SAW
burst of 200 ns is applied. The values of power and amplitude given correspond to the value
set on the RF source. The QPC current is averaged for 5ms before and after the pulse (while
being in position I on Fig. 3.3). The color corresponds to the difference between the two values.
Each data point corresponds to a single-shot realization.
the electron has tunneled to the reservoir1.
The other three mappings on Fig. 3.4 (top right, middle left and middle right figures)
correspond to the situation where SAW bursts are applied with different power and duration.
The same region corresponding to the electron tunneling to the reservoir is retrieved on the
top left corner of each diagram. In addition, a new region corresponding to the electron
loss is present on the bottom left corner. This region is attributed to the SAW transfer of
1 It can be understood as follows: for the less negative voltages on 𝑉𝐿, the tunnel barrier between the dot
and the reservoir is relatively thin, while a strongly negative voltage on 𝑉𝑅 lifts up the dot chemical
potential. At some point, the dot/reservoir barrier becomes too thin to prevent the electron tunneling.
This is consistent with the slope of the boundary between the two regions: if 𝑉𝐿 is pushed more negative,
the dot/reservoir barrier is thickened, preventing the electron loss, and 𝑉𝑅 has to be set more negative
to lift further up the dot chemical potential and counteract this effect.
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the electron. It corresponds to the most negative values applied on both gates, and so the
highest chemical potential reached for the electron in the quantum dot. In this position
the dot and channel chemical potentials are most likely aligned. Therefore the potential
gradient between the dot and the channel is greatly reduced, making the SAW transfer
achievable. The fact that a more negative pulse on 𝑉𝑅 is facilitating the electron emission
suggests that the chemical potential of the dot is here a more relevant parameter than the
tunnel barrier between the dot and the channel. Indeed, an increase of 𝑉𝑅 is both raising
the dot chemical potential (which should facilitate the electron transfer) and making the
dot/channel tunnel barrier thicker (which should oppose to the electron transfer).
In order to confirm this interpretation, we looked at correlations between the source dot
depopulation and the population of the reception dot after transfer. This is presented on
Fig. 3.5. These mappings were obtained on another run of experiments (different cool
down and sample tuning). On the left graph is plotted 𝛥𝐼𝑄𝑃𝐶 of the source QPC for
varying transfer positions of the source dot. The right graph corresponds to 𝛥𝐼𝑄𝑃𝐶 of the
reception QPC that has been measured simultaneously. Positive current shifts (red region
on the source dot data) refer to the events where the electron has been removed, whereas
negative current shifts (blue region on the reception dot data) refer to the events where an
electron has been received. On the upper part of the mappings, the loss of an electron on
the source dot is never correlated with a reception event on the other dot. On the contrary,
the correlation is almost perfect for the lower part. This is entirely consistent with our
interpretation.
These mappings are a good illustration of the crucial influence of the potential shape
on the injection mechanism. It constitutes a very fast and efficient way to determine the
transfer position where the electron extraction from the source quantum dot is the easiest.
However, we have seen that the potential shape is not the only relevant parameter and
δVR (V)
























Figure 3.5: Simultaneous signal of the charge variation in the source (left) and reception
(right) quantum dots for varying transfer positions of the source dot. The source (resp.
reception) dot is initialized with one (resp. 0) electron. A 15 dBm SAW burst is applied for
70 ns. The variation of the QPC currents before and after the SAW burst is displayed. Each
data point corresponds to a single-shot realization.
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the SAW amplitude should also play an important role in the electron transfer. This
dependence with the SAW parameters can be seen on the mappings of Fig. 3.4: all the
"electron loss" regions become larger (shifted to less negative values of 𝛿𝑉𝑅) for a higher
SAW power or for a longer SAW duration.
In the next section, the study of the electron emission efficiency as a function of the
SAW parameters is done more thoroughly and a model accounting for the SAW burst
amplitude and its duration is described.
3.4 Influence of the SAW parameters on the electron
emission
In this section the influence of the different SAW parameters on the transfer efficiency is
examined in further details. We will consider especially the influence of the SAW power and
duration1. The first one changes the wave amplitude and therefore the maximum gradient
of the SAW modulation. As already discussed, a larger amplitude will thus allow the
moving quantum dots to be better defined and overcome steeper static potential gradients.
For its part, the SAW duration defines the number of possible attempts for transfer (one per
period) and therefore also influences the transfer efficiency if a tunnel process is involved.
It also allows the SAW burst to reach a higher amplitude when working with burst of
duration comparable to the IDT rise time.
The relative influence of these two parameters on the electron emission efficiency has
been studied. To that purpose, the following experiment is realized:
• The source quantum dot is coupled to its reservoir in order to load one electron.
• The system is then brought to the intermediate position I (see Fig. 3.3) within a
microsecond. Charge readout of the source dot is performed.
• The source dot is then pulsed to its transfer position for 20 µs while the SAW burst
is applied. We make sure to be in the regime where SAW-assisted transfer is possible
(see Fig. 3.5).
• The dot is finally set back to point I, and a new charge measurement is performed in
order to learn whether the electron has left the dot or not.
This measurement is repeated 500 times for varying SAW amplitude and duration. The
transfer position has not been varied.
The result is plotted on the top left panel of Fig. 3.6. For small SAW amplitude and
duration, the burst has no impact and the electron remains in the source quantum dot
(blue region in the bottom left corner). On the contrary the probability to emit the electron
is reaching unity for a large amplitude and duration (red region in the top right corner).
To understand more specifically the influence of each parameter, we analyze two slices
(horizontal and vertical) indicated by the dashed white lines. They are represented on the
two bottom graphs of Fig. 3.6. We first concentrate on the SAW amplitude dependence of
1 A study of the SAW excitation frequency is presented in appendix A. The following results have been
obtained at the optimal frequency value, found to be 2.6322GHz.
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Figure 3.6: (top left) Influence of SAW parameters on the electron emission probability.
The x and y axis correspond respectively to the RF signal amplitude and duration sent to the
IDT. The color corresponds to the probability that the electron left the source dot after the
passage of the SAW burst. For each data point the experiment has been repeated 500 times.
(top right) Result of the fitting computation using the model described in the main text. The
fit parameters found are 𝜏𝐼𝐷𝑇 = 63.3 ns, 𝐴𝑇ℎ = 0.979V and 𝛿𝐴 = 0.0623V. (bottom left)
Slice of the top left figure along the x axis (horizontal white dashed line) representing the
counts of emitted electrons as a function of the SAW amplitude (the SAW duration is fixed to
110 ns). (bottom right) Slice of the top left figure along the y axis (vertical white dashed
line) representing the number of emitted electrons as a function of the duration of the SAW
burst (the SAW amplitude is fixed to 0.794V). A model assuming a constant wave amplitude
is plotted (continuous red line).
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the electron emission probability (bottom left plot). We can see that no electron leaves the
dot for a too weak amplitude. Around 0.8V, the transfer rate suddenly increases to finally
reach 1. This behavior suggests that a threshold amplitude 𝐴𝑇ℎ has to be passed to allow
for the electron transfer.
We now examine the SAW duration dependence of the electron emission probability
(bottom right plot of Fig. 3.6). A similar threshold behavior is also observed here. The
electron emission probability remains close to 0 until 100 ns of SAW irradiation, and then
rapidly rises close to unity. Such behavior is not consistent with a mere increase of the
attempt number for the electron capture. In that case, the emission probability should
immediately start rising (see red curve on the bottom right plot of Fig. 3.6). The observed
behavior is however consistent with a bandwidth limitation of the IDT1: the SAW excitation
needs some time to get established and reach the threshold amplitude 𝐴𝑇ℎ.
To model the injection process, we consider a simple situation where a tunneling event
enabled by the SAW modulation of a barrier is required to transfer the electron (as seen on
the right plot of Fig. 3.2). We define 𝑝 as the probability per period of the wave that this
tunneling event occurs. In order to model the threshold behavior, 𝑝 is assumed to depend







For 𝐴 ≪ 𝐴𝑇ℎ, 𝑝(𝐴) is almost zero and the electron transfer is not possible. When 𝐴 is
approaching the threshold value 𝐴𝑇ℎ, 𝑝(𝐴) is finite and the transfer mechanism is stochastic.
The extent of this regime is given by the parameter 𝛿𝐴. Finally, for 𝐴 ≫ 𝐴𝑇ℎ, 𝑝(𝐴) is
nearly one and a single SAW period should be required to ensure the electron transfer.
This is illustrated on the lower panel of Fig. 3.7.










where 𝐴0 is the continuous wave amplitude and 𝜏𝐼𝐷𝑇 the IDT rise time. This is illustrated
on the top panel of Fig. 3.7. Each curve represents the amplitude evolution for different
values of 𝐴0. An horizontal red line represents the threshold that has to be crossed to have
the electron transferred by the SAW. For a too small value of 𝐴0, the threshold is never
crossed and applying a longer SAW duration will have no effect. For a sufficiently large 𝐴0,
the threshold can be crossed. Typically, the larger 𝐴0 the sooner the threshold is reached.
It can be noted that a passage through a regime of stochastic transfer cannot be avoided.
Combining all these elements, the probability for the electron to be transferred after 𝑛
1 The contribution of the 70 finger pairs (of 1 µm pitch) of the IDT have to sum up to reach the maximum
amplitude of the burst. This imposes a lower bound of 70 µm/𝑐𝑆𝐴𝑊 = 30ns for the IDT rise time.
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Figure 3.7: (top) Illustration of the SAW envelope rise for different amplitudes applied to
the IDT. The IDT rise time is the same for all the curves. The threshold amplitude is pictured
as the red dashed line. (bottom) Model of the transfer probability per wave minimum as
a function of the SAW amplitude. The different transfer mechanisms are attributed to the
corresponding probabilities.
periods of SAW can finally be computed as




where 𝐴(𝑖) is the SAW amplitude of the 𝑖𝑡ℎ period of the wave. This probability can be
calculated for varying 𝐴0 and 𝑛 in order to reconstruct the complete set of data shown on
the top left panel of Fig. 3.6. The only fit parameters are the threshold amplitude 𝐴𝑇ℎ,
the "width" of the threshold 𝛿𝐴 and the rise time of the IDT 𝜏𝐼𝐷𝑇 . The output of the fit
procedure is shown on the top right panel of Fig. 3.6.
This model is relatively well fitting the data. It yields to an estimation of the IDT
characteristic rise time of 𝜏𝐼𝐷𝑇 = 63.3 ns. This is consistent with the 2.4MHz width of the
resonance measured on Fig. A.1 which gives a 65 ns characteristic time1. This value is
1 Using 12𝜋𝜏 as bandwidth definition for a first order model.
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larger than the 30 ns estimated from the 70 periods of the IDT. This is attributed to the
cavity behavior induced by the single-finger geometry of the IDT used (see section 1.6.1).
In summary, this model suggests that the probability to inject the electron to a moving
quantum dot is slowly rising from zero to unity during a SAW burst as its amplitude gets
larger. This implies that to emit the electron, the system necessarily transits through a
stochastic transfer regime. In the next part, we will see that a nanosecond pulsing of the
quantum dot potential allows to control the electron injection in a precise moving quantum
dot. This enables to access directly the probability 𝑝(𝐴(𝑡)) to inject the electron in a given
SAW minimum.
3.5 Nanosecond electron emission from the source dot
In order to control the exact time of the electron emission, the idea is to engineer a time
dependent dot potential during the SAW burst. We have seen that the electron transfer is
not possible when the dot potential is too deep and confines too strongly the electron. On
the contrary it will be enabled for a shallow dot with its chemical potential sufficiently close
to the channel one. By switching for a very short time (limited to ∼ 1 ns with the present
set-up) between these two positions, the control of the electron emission time should be
possible.
Due to the limited amplitude of the nanosecond pulses, the position where the electron
is protected from the SAW influence must be found close to the transfer position to be
able to switch between these two positions with a nanosecond pulse. For that purpose, a
mapping similar to those presented on section 3.3 has been done and is shown on Fig. 3.8.
We recall that two regions can be identified, the blue (resp. yellow) one corresponding to
the electron remaining on (resp. leaving) the source dot. Ideally, the "protected" position
should be as deep as possible into the blue region to have a dot confining strongly the
electron whereas the transfer position should be deep into the yellow region. The two
positions that have been used for the following experiments are indicated by the point P
(protected) and T (transfer) on Fig. 3.8.
The new pulse sequence that is used to perform the nanosecond triggering of the transfer
is as follows (see also the lower panel of Fig. 3.8):
• The source quantum dot is coupled to its reservoir in order to load one electron.
• The system is then brought to the intermediate position I (see Fig. 3.3) within a
microsecond. Charge readout of the source dot is performed.
• The source dot is then pulsed to the position P for 20 µs. During that time, the SAW
burst is applied as well as a 1 ns negative pulse on 𝑉𝐿 to reach position T.
• The dot is finally set back to point I, and a new charge measurement is performed in
order to learn whether the electron has left the dot or not.
If the electron is transferred, it must be during the nanosecond when the system is in
position T. Of course, this nanosecond voltage pulse should have an effect only if it reaches
the quantum dot simultaneously with the SAW. In order to tune this synchronization, the
time interval 𝛥𝑡𝑠 between the nanosecond pulse triggering and the SAW burst triggering
3.5 Nanosecond electron emission from the source dot 61
P
T
SAW time of flight































Figure 3.8: (top) Mapping of the transfer efficiency with respect to the gate voltages of
the transfer position. One electron is prepared in the intermediate metastable position of the
source quantum dot. The system is then pulse for 20µs in the transfer position and a 15 dBm
SAW burst of 70 ns is applied. The charge variation before and after the SAW burst is reported
on this diagram. Each data point correspond to a single experiment run. (bottom) timing
schematics of the experiment. The SAW time of flight is the time required for the SAW to
travel from the IDT to the quantum dot. It represents around 2mm, corresponding roughly
to a 700 ns delay given the wave velocity (2800ms−1). An additional delay of about 100 ns is
internal to the RF signal generator. On the same time, the source dot is pulsed to position P
for ∼ 20 µs. In addition a 1 ns pulse to position T is applied, with a delay 𝛥𝑡𝑠 relative to the
SAW burst triggering.
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can be varied. 𝛥𝑡𝑠 has to compensate the time for the SAW to propagate from the IDT
to the quantum dot (see lower panel of Fig. 3.8). By changing 𝛥𝑡𝑠, one can then change
the part of the SAW burst that is probed. In the end we should recover qualitatively the
variation of the transfer probability 𝑝(𝐴(𝑡)) with time.
The results of this experiment are presented on the top plot of Fig. 3.9. The number
of successful electron emissions (over 200 repetitions of the experiment) is shown as a
function of 𝛥𝑡𝑠. The same measurement procedure has been reproduced for different SAW
parameters. For too short (resp. too large) values of 𝛥𝑡𝑠, the nanosecond pulse reaches
the dot before (after) the passage of the SAW. The dot is thus in a protected position
when the SAW passes and indeed, no electron emission is observed. On the contrary, when
the nanosecond pulse and the SAW excite simultaneously the dot system, a peak in the
electron emission appears. The value of 𝛥𝑡𝑠 at which this is occurring on the data is
consistent with the estimation of the SAW propagation time from the IDT to the system.
We now study in more details the influence of the SAW parameters on these curves. First
we consider a change in the SAW duration1 (we compare the curves with similar 1.50V
amplitude but different duration on the top plot of Fig. 3.9). A longer SAW duration
will of course result in a wider observed peak. In addition, it will also enable the SAW
amplitude to reach a value closer to its steady state. Therefore, not only the width but
also the height of the peaks should be increased when raising the SAW burst duration.
This is consistent with the data. The rising parts of the curves obtained with 1.50V SAW
amplitude are perfectly matching. Only the peaks fall, attributed to the end of the SAW
burst, is delayed as the SAW burst duration is increased. After that point, the wave
amplitude decays back to zero and so does the electron emission probability.
We can now consider a change in the SAW excitation amplitude (𝐴0 on eq. 3.2). To
this aim, we compare the green and orange curves on Fig. 3.9, done with similar SAW
burst duration but different amplitudes (respectively 1.78V and 1.50V). As expected
a larger amplitude results in a higher emission probability. In addition, increasing 𝐴0
implies an earlier crossing of the transfer threshold 𝐴𝑇ℎ (see Fig. 3.7) and consequently,
the electron emission probability starts rising at shorter delays. This explains the width
difference between the two curves. For the 1.78V SAW amplitude curve, the electron is
sent 97± 1.2% of the time within the nanosecond pulse at the moment the SAW amplitude
reaches its maximum (𝛥𝑡𝑠 = 865 ns). An almost complete on/off of the electron sending
is thus achieved. This gives a precision of less than three wave periods for the transfer
triggering (and an estimate for the emission probability per wave minimum 𝑝(𝐴) between
0.7 and 0.8).
In principle, it should be possible to achieve even better performance either by working
with a larger SAW amplitude or by reducing the static potential gradient. The results
1 It can be noted that the SAW duration used here is comparable to the IDT rise time we determined in
section 3.4. As a result, the SAW amplitude does not reach a steady state but continuously rises. It
explains first why the observed peaks are much narrower compared to the overall SAW burst duration:
the amplitude threshold 𝐴𝑇ℎ is certainly crossed only in the end of the burst. Only this last part of the
burst with an amplitude larger than 𝐴𝑇ℎ contributes to the electron transfer and will have a visible
effect.
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Figure 3.9: (top) Successful electron emission counts as a function of the gate pulse delay
for different SAW parameters. A −4.5V pulse is applied by the AWG with a duration of
1 nanosecond. The experimental sequence is repeated 200 times for each data point. The
different SAW parameters used are indicated on the legend. (bottom left) Variation of the
sending efficiency as a function of the SAW amplitude. The SAW duration was set to 70 ns.
The 1 ns gate pulse is applied at 𝛥𝑡𝑠 = 870 ns. The red line corresponds to a fit of the data
with a Fermi-Dirac-like function. (bottom right) Variation of the sending efficiency as a
function of the nanosecond gate pulse amplitude for two different "starting points" (point P on
Fig. 3.8). This was measured for a 1.78V SAW burst of 70 ns, and with the nanosecond pulse
applied at 𝛥𝑡𝑠 = 870 ns. Data are fitted with Fermi-Dirac functions to estimate precisely the
shift in voltage between the curves.
64 3 Injection of a single electron from a static to a dynamical quantum dot
relative to the SAW amplitude variation are shown on the bottom left plot of Fig. 3.9.
The SAW duration has been set to 70 ns, the nanosecond pulse is applied at 𝛥𝑡𝑠 = 870 ns
and the SAW amplitude is varied between 1.26V and 1.78V. The number of emitted
electrons over 500 experiment repetitions is shown as a function of the SAW amplitude.
The data can be fitted (see red curve on the graph) with a Fermi-Dirac-like function (eq.
3.3), resulting in a threshold value 𝐴𝑇ℎ = 1.44V and 𝛿𝐴 = 0.048V.
The equivalent results relative to the static potential variation are shown as the black
curve on bottom right plot of Fig. 3.9. The SAW power and duration have been fixed to
1.78V and 70 ns, and the nanosecond pulse is applied at 𝛥𝑡𝑠 = 870 ns. The number of
emitted electrons over 500 experiment repetitions is shown as a function of the nanosecond
pulse amplitude. Again a clear threshold behavior is observed. If the amplitude of the pulse
is close to zero, the quantum dot remains in the protected position and the electron cannot
be transferred. As the pulse amplitude is set more negative, the position reached by the
dot is closer and closer from its transfer position (point T on Fig. 3.8) and the probability
to send the electron increases. The blue curve corresponds to the same measurement
reproduced for a slightly different position P (see Fig. 3.8) from which the nanosecond
pulse is applied. Since point P has been shifted a little further away from the transfer
position (less negative values on 𝑉𝐿), a higher pulse amplitude must be applied as a
compensation. This trick allows to deduce the actual amplitude of the signal that reaches
the sample: one needs to apply almost 1V more with the AWG to compensate the 20mV
change of the reference position.
In these last experiments, 100% efficiency of the electron emission has been achieved
for the highest SAW and gate pulse amplitude data points. Given the statistics of the
measurement, an estimate for the injection efficiency per wave minimum is now around
94%. This is a good indication that we can overcome the stochastic regime shown on Fig.
3.2 and reach the "adiabatic" one where the electron injection is done in a single wave
period. Nevertheless in order to definitely prove it, the realization of a gate pulse as short
as a single SAW period (0.38 ns) would be required.
3.6 Conclusion
In this chapter, we have studied the interplay of the static potential and the SAW parameters
on the electron transfer efficiency. A simple model has been proposed, combining an RC
rise time of the SAW burst amplitude and a SAW amplitude threshold above which transfer
becomes possible. This model is in a relatively good agreement with the experimental
observations. It revealed a rather long timescale associated with the SAW rise time, that
could be problematic to achieve fast control of the electron transfer with minimal excitation.
It also implies that the system undergoes a transitional regime where the electron emission
is stochastic, even for large SAW amplitude used. This induces uncertainties on the electron
emission time.
A solution that has been developed consists in compensating this slow variation of the
SAW amplitude by fast operations on the static potential. A nanosecond triggering of the
electron emission with unity probability has been demonstrated and could be in principle
extended down to a single wave period.
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Such a fast control of the electron transfer could be used to keep the system in a position
where the electron is deeply confined in a quantum dot during most of the passage of SAW.
We expect that this should limit the possible influence of the SAW on the electron spin. In
addition, it could be very useful in the perspective of coherent spin transfer experiments
(where control of the transfer must be achieved faster than T*2).
This nanosecond pulsing procedure can also be applied to the reception dot in order
to control the time at which the electron is received. By combining it with the source
dot triggering, it is possible to verify that the electron time of flight between the dots is
consistent with the SAW propagation speed. This point is investigated in appendix B.

CHAPTER 4
Coherent spin manipulations in an isolated double quantum
dot
4.1 Introduction
We have seen in chapter 3 that the SAW transfer of an electron requires to bring the source
and reception quantum dots in a metastable position, well isolated from their electron
reservoirs. With this technique, a high transfer efficiency and a precise control of the
electron emission time have been demonstrated. However, no proof has been done that this
procedure is not detrimental for the spin degree of freedom of the electron. In particular,
the spin coherence must be preserved during the transfer in order to be useful for quantum
information processing. As a first step towards this goal, it is of interest to demonstrate
that a given spin state can be initialized and manipulated in a way compatible with the
transfer procedure.
For that purpose, a thorough study of the metastable configuration used during a transfer
sequence has been done. We have demonstrated that in such a position the sample can
exhibit a double dot behavior. The charge stability of this metastable double dot has been
studied, and is first presented. In particular, it is shown that such a system exhibits an
enhanced tunability compared to usual double dots coupled to reservoirs. In a second part,
it is then exposed how standard spin readout techniques can be adapted to recover the
spin information in this metastable position. We take advantage of the enhanced tunability
offered by an isolated double dot system to implement a new scheme for coherent spin
manipulation, reproducing the original proposal of Loss and Divincenzo [Los98]. It is
shown that this scheme presents a reduced noise sensitivity.
4.2 Observation of a double dot behavior in the metastable
position
4.2.1 Potential numerical simulations
To get a better understanding of the potential experienced by the electron in the metastable
position, numerical simulations have been performed to model it as a function of the voltage
applied on the different gates of the sample. To that purpose, each gate is decomposed
in multiple triangles and rectangles thanks to an ear clipping algorithm. The effect on
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the 2DEG potential of these elementary pieces can then be calculated following [Dav95].
The interested reader can refer to [Bau14] for further details on the software used. The
output of such a computation is shown on the top right plot of Fig. 4.1. The different gate
voltages have been chosen to be consistent with the values used during the experiments.
In order to describe more precisely the dot potential shape, slices of the potential profile
can be done along the white dashed line shown on the plot.
This has been done for two different 𝑉𝐿 values, and the corresponding potential profiles
are presented on the two lower panels of Fig. 4.1. We recall that during a transfer sequence,
a negative pulse is used on 𝑉𝐿 in order to bring the dot to a metastable position. This
gate defines the dot/reservoir tunnel barrier and has also an influence on the dot chemical
potential. Typically, the lower left slice corresponds to the loading position of the quantum
dot where the dot is coupled to its reservoir, whereas the right slice corresponds to the
metastable position where the dot is well isolated from the reservoir. It can be noted
that for both positions we obtain a potential profile characterized by a double well. The
left minimum is at the expected quantum dot position whereas the right one sits at the
entrance on the 1D channel. The gate 𝑉𝑅 defines the potential barrier separating the two
minima while 𝑉𝐿 controls their relative alignment. In the following, we refer to the left
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Figure 4.1: Numerical simulations of the electrostatic potential of the device. (top left)
SEM picture of the part of the sample that is modeled. (top right) Numerical simulations of
the potential shape with the gates polarized with voltages similar to the experimental ones.
Red color stands for a large potential value while blue stands for a low one. (bottom left)
Slice of the potential along the white dashed line in the top right figure, with a relatively low
negative voltage applied on gate 𝑉𝐿. (bottom right) Same slice of the potential for a more
negative voltage applied on gate 𝑉𝐿. On these two slices, the Fermi level has been arbitrarily
added.
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4.2.2 Additional patterns in standard stability diagrams
The first experimental signature of this double dot behavior in the metastable position
has been observed on charge stability diagrams. We start recalling briefly the main
characteristics observed so far on the stability diagrams (see top diagram of Fig. 4.2).
On the top part of the diagram (low negative 𝑉𝐿), there is a large coupling between the
reservoir and the loading dot, and the electron number it contains can easily vary while 𝑉𝐿
is swept. As a result we observe clear charge degeneracy lines. On the bottom part (large
negative 𝑉𝐿), the coupling to the reservoir becomes too small and the electron exchange
between the loading dot and the reservoir is no longer possible. This is the metastable
region. In this position no charge degeneracy line is observed anymore. During a sweep
of 𝑉𝐿 the charge contained in the dot gets frozen at some point and a given number of
electrons are then kept in the dot until the end of the sweep. This diagram has been
obtained with the two channel gates polarized with a large negative value (−0.55V, which
is nearly 80mV below the channel gates pinch-off value).
For lower negative values on the channel gates (−0.505V for the bottom diagram of Fig.
4.2), it is possible to see new charge degeneracy lines appearing in the metastable region.
The position of these lines can be shifted to more negative 𝑉𝐿 values when the voltage
on the channel gates is set slightly more negative. This suggests that the corresponding
tunneling events are not done towards the reservoir. On the contrary, we assume this is
due to electron exchange between the two minima of the double dot that appeared on the
numerical simulations. The more negative the channel gates are polarized, the higher the
channel dot potential should be and the more negative must be 𝑉𝐿 to have the loading and
channel dots in a resonant position. Similar patterns in a stability diagram have already
been observed in an isolated double dot containing a large electron number [Rus04].
It can be seen on the stability diagram that the number of lines present in the metastable
region directly depends on the number of electrons that are brought to this position. On
the left part of the diagram, no electron is present in the dot at the beginning of a 𝑉𝐿 sweep.
Therefore no electron can be trapped to the metastable position and no line is observed.
For less negative values on 𝑉𝑅, one electron is brought to the metastable position, and a
single charge degeneracy line is observed, delimiting the two possible charge configurations
of the double quantum dot. The charge states of the metastable double dot are reported on
the diagram as the (i,j) labels, where i (resp. j) stands for the number of electrons stored
in the loading (resp. channel) part of the double quantum dot. For two electrons trapped
and brought to the metastable region, two different charge degeneracy lines can be seen,
delimiting the (2,0), (1,1) and (0,2) charge states. Finally, on the right hand part of the
diagram, three electrons are trapped. The (3,0), (2,1) and (1,2) regions can be seen. The
(1,2)-(0,3) degeneracy line is missing here, either occurring at a too negative 𝑉𝐿 or being
too broadened because of a large interdot tunnel coupling. The dependence of the interdot
tunnel rate is consistent with the geometrical expectations. For the most negative 𝑉𝑅, the
tunnel barrier between the two dots is relatively thick. In this situation, the tunneling time
is long compared to the measurement timescale and this leads to the stochastic jumps that
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are observed in the one-electron region1. On the contrary, the interdot coupling is very
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Figure 4.2: (top) Example of the measured stability diagram for a quantum dot coupled to
a single lead. Data obtained by sweeping gate 𝑉𝐿 towards more negative values, and stepping
gate 𝑉𝑅. Acquisition speed is 3ms per point. Data is numerically smoothed and derived to
highlight the changes in the QPC conductance. (bottom) Similar stability diagram obtained
with the same experimental protocol but for a different tuning of the sample. Mainly, the two
channel gates are polarized with less negative values. Signature of double dot is observed on
the lower part of the diagram.
4.2.3 Metastability diagrams with fixed number of electrons
In order to allow for further manipulations, it would be interesting to control the number
of electrons brought to this metastable position.
The procedure is rather straightforward. The desired number of electrons is prepared in
1 In addition, the charge degeneracy line seems to be shifted to more negative 𝑉𝐿. This is due to tunneling
to an excited state of the channel dot. This point is investigated in appendix C.
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the loading dot. One must make sure to be in a position where the coupling to the reservoir
is not too strong (typically ≪ 1MHz). In that case, 𝑉𝐿 can rapidly be shifted to a large
negative value (using a microsecond voltage pulse) in order to bring the system to the
metastable configuration without losing any electron. A control of this procedure efficiency
is presented on Fig. 4.3. The lower part of the graph (shorter times) corresponds to the
electron loading step. The 𝑉𝐿 voltage used for the loading position is varied in order to
change the number of electrons initialized in the loading dot. Three different QPC current
values are observed, corresponding either to zero (yellow), one (light blue) or two (dark blue)
electrons loaded into the dot. The horizontal switch at 19.5ms corresponds to the moment
when 𝑉𝐿 is pulsed to a large negative voltage to reach the metastable position (here 200mV
more negative). The difference in the QPC signal can still be observed after this pulse. We
deduce that the red, orange and green regions correspond respectively to zero, one and two
electrons brought to the metastable configuration. There is a perfect correlation between
the charge of the dot just before and after the voltage pulse, confirming that the electrons
are never lost during this procedure. One can note that on this experiment timescale, the
charge is completely frozen once in the metastable position. Similar experiments were done
































Figure 4.3: Electron pumping to metastable state. The x-axis corresponds to the relative
voltage used on 𝑉𝐿 for the loading position of the dot (lowest part of the diagram). After ∼ 8ms,
𝑉𝐿 is shifted by 200mV towards more negative values within 1µs to reach the metastable
position. The cross-talk between 𝑉𝐿 and the QPC is numerically corrected on the lowest part
of the diagram for a better visibility.
We have just shown that we are able to control the charge initialization of the system in
the metastable position. We can use this procedure to characterize the metastable double
dot charge stability with a fixed electron number over a wide gate voltage range.
Typical measurements with a constant charge are presented on Fig. 4.4. The top and
bottom diagrams correspond respectively to an initialization with a single and two electrons.
They are realized as follow:
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• First a single or two electrons are initialized in the loading dot.
• Next, 𝑉𝐿 is pulsed to a large negative value (up to 𝑉𝐿 = −0.8V in the case of Fig.
4.4) to reach the metastable position.
• 𝑉𝑅 can then be changed without affecting the electron number of the system, contrary
to the case of Fig. 4.2.































































Figure 4.4: Large extent metastability patterns with fixed number of electrons. One (top)
or two (bottom) electrons are pumped to metastable position (𝑉𝑅 = −0.455V;𝑉𝐿 = −0.8V)
following the method presented on Fig. 4.3. The 𝑉𝑅 voltage is then shifted to the value
indicated by the x-axis before sweeping 𝑉𝐿 from −0.8V to −0.5V. The initialization step is
reproduced for each sweep. Acquisition speed is 3ms per point. Data are numerically smoothed
and derived.
If we look at the resulting stability diagram obtained with single electron initialization
(top diagram of Fig. 4.4), only a single line is observed in the metastable region. It delimits
the (1,0) and (0,1) charge states of the double dot. We can note the degeneracy line is
almost horizontal, meaning that the double dot detuning is almost independent of 𝑉𝑅.
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However, this gate has a strong impact on the interdot tunnel coupling. We can see that the
degeneracy line becomes less visible for low negative 𝑉𝑅, revealing an increasing interdot
coupling.
The bottom diagram corresponds to the very same measurement with only the charge
initialization changed to two electrons. Two charge degeneracy lines can now be seen in
the metastable region, delimiting the (2,0), (1,1) and (0,2) configurations. In addition,
it can be seen an additional region on the top left part of the diagram. In this position,
𝑉𝐿 reaches values for which the dot/reservoir tunnel barrier becomes too thin to prevent
the relaxation of an electron to the reservoir. The red points delimiting this region are
the signature of an electron tunneling from the dot to the reservoir. It shows the limit
over which one can work with two electrons in the metastable state (for a timescale on the
order of a few milliseconds).
Since we are working with a fixed number of charges, these stability diagrams characteriz-
ing the metastable double dot are much simpler compared to those obtained with standard
double dots coupled to reservoirs (see Fig. 4.5). For 𝑛 electrons in the system, only 𝑛
parallel degeneracy lines will be observed. More generally, this concept can be applied to
larger arrays of quantum dots. The general formula that will quantify the complexity of
the stability diagram is given by:
𝑁 =
(︂




where 𝑁 is the maximal number of regions that can be present on the diagram, 𝑁𝑑𝑜𝑡 is the


















Figure 4.5: (left) Schematic of the stability diagram of standard double dot coupled to
electron reservoirs (for intermediate interdot coupling [Wie02]). (middle) Only one line
remains (solid line) for an isolated double dot initialized with a single electron. The dashed
lines serves as comparison with the standard double dot diagram. (right) Same schematic as
for the middle plot for an isolated double dot initialized with two electrons.
The other striking advantage of the metastable double dot is the facility to tune the two
relevant parameters that are the dot detuning and the interdot tunnel coupling at a fixed
electron number. With a double dot coupled to electron reservoirs, it is relatively easy to
vary the dot detuning but the interdot tunnel coupling can only be varied on a limited
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range without varying the total number of electrons in the system. On the contrary, this is
no longer a problem in metastable dots since the charge number cannot vary. Moving along
a degeneracy line allows to change the tunnel coupling while moving on the perpendicular
direction changes the relative detuning of the dots.
4.3 Spin measurement and relaxation in metastable position
So far, it has been shown that a double dot behavior can be observed when bringing
electrons to a metastable position. This is of great interest towards the objective of spin
information transfer. Indeed, this could provide a very convenient way to manipulate spin
states close to the position used for the electron transfer. However one needs first to be
able to measure spin properties in such a metastable dot. The point of this section is to
present the different methods that can be used to readout electron spin states in such a
position. We will concentrate on the case of two-electron spin states.
As a first step, we set-up spin measurement with the dot in a standard position, coupled
to the electron reservoir. The first thing we need in order to tune and calibrate the readout
procedure is the ability to prepare different spin states. In the case of two-electron spin
states, we have seen that four different states are possible: a singlet state (ground state)
and three triplets states. When two electrons are loaded into a dot, the probability that a





where 𝛤𝑆 and 𝛤𝑇 are the singlet and triplet tunnel-rates respectively. The factor 3 is due
to the triplet degeneracy. We have seen (section 1.2.3) that the coupling to the reservoir
of a triplet state is usually stronger than for a singlet. This implies that 𝛤𝑇 ≫ 𝛤𝑆 and
yields to a triplet probability close to 1 just after loading of the two electrons. In order
to prepare a singlet state, one simply has to wait for relaxation of the system (usually
a few milliseconds [Han05; Meu06a]) since the ground state is a singlet state. Therefore
by studying the triplet to singlet spin relaxation, any singlet/triplet proportion can be
prepared and measured, and this constitutes a way to estimate the readout efficiency.
In order to achieve spin readout, we have seen (section 1.2.3) that a precise positioning
of the dot chemical potential relative to the Fermi level of the reservoir is required. In
order to determine the correct position to use, the following experiment is then performed:
• First two electrons are loaded into the dot (point L2 on Fig. 4.7). The dot/reservoir
tunnel rate in this position is sufficient to ensure the loading of the dot faster than
100µs.
• It is then waited a time 𝑡𝑤𝑎𝑖𝑡 of either 0.1ms or 20ms. In the 0.1ms case, 𝑡𝑤𝑎𝑖𝑡 is much
smaller compared to the spin relaxation time and there will be a high probability to
have a triplet state in the dot. On the contrary in the 20ms case, 𝑡𝑤𝑎𝑖𝑡 is relatively
long compared to the relaxation time and there will be a high probability to have a
singlet state.
• The system is finally pulsed to different measurement positions around the 1-2
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Figure 4.6: (2,0)-(1,0) transition scans for singlet and triplet spin states. (top) Schematics
of the relative alignment between the dot energy levels and the Fermi energy of the reservoir
for different positions on the two bottom plots. (bottom left) The system is initialized with
two electrons in a singlet state by waiting 15ms in the loading position (the two electrons
are loaded in a time much shorter relative to 100µs). Each vertical line corresponds to a
single-shot measurement. The cross-talk between 𝑉𝐿 and the QPC is numerically compensated
for clarity. (bottom right) Same measurement performed only 100 µs after the loading of the
two electrons (initialization in a triplet state).
The result of this experiment is presented on Fig. 4.6. The left graph corresponds to the
preparation in a singlet state (𝑡𝑤𝑎𝑖𝑡 = 20ms) and the right graph to a triplet preparation
(𝑡𝑤𝑎𝑖𝑡 = 0.1ms). On the x axis is varied the 𝑉𝐿 voltage used for the measurement position.
The blue (resp. orange) color corresponds to two (resp. one) electrons present in the dot.
For 𝛿𝑉𝐿 between 2mV and 6mV, both singlet and triplet chemical potentials are below
the Fermi level and the two electrons remain in the dot. For 𝛿𝑉𝐿 between 0mV and 2mV,
the singlet chemical potential is still below the Fermi level but the triplet one is above
(see Fig. 1.5). An electron tunnels off the dot only in the triplet initialization case (and a
new one tunnels into the dot after a short time, forming a singlet state). In this position,
energy-selective readout is performed. For 𝛿𝑉𝐿 < 0mV both the singlet and triplet chemical
potentials are above the Fermi level and in any case an electron tunnels off the dot (see Fig.
1.6). A tunnel rate difference is observed between the singlet and triplet cases, allowing for
tunnel-rate readout in this position.
For the following experiments we have opted for energy-selective readout, and the system
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is thus set to 𝛿𝑉𝐿 = 1mV. This measurement point is indicated as point M on Fig. 4.7.
We can now measure the triplet to singlet relaxation as follows:
• Two electrons are loaded into the dot (point L2 on Fig. 4.7).
• It is then waited a time 𝑡𝑤𝑎𝑖𝑡 which is varied between 0.1ms and 20ms.
• The system is finally pulsed to point M (see Fig. 4.7) to readout the spin state.
The result of this experiment is shown on the top right plot of Fig. 4.7. The exponential
decay depicting the relaxation of the triplet states into the singlet can clearly be seen,
and the visibility of the measurement is slightly better than 80%. The limitation of the
visibility can have two different sources. First, the initialization can be imperfect if the
tunnel-rate difference between singlet and triplets is not large enough. In that case, there is
a non-zero probability to initialize the two electrons in a singlet state and the probability to
detect a triplet for short t𝑤𝑎𝑖𝑡 is reduced. The second limitation arises from imperfections of
the measurement. Some tunneling events observed during the energy-selective readout can
occur too fast compared to the measurement bandwidth (∼ 1 kHz in our case) and are not
detected. These missed events also lower the signal. Alternately, some thermally-activated
tunneling events can be falsely attributed to triplet tunneling. These events result in a
residual triplet probability measured even after a long relaxation time.
Now that spin readout has been implemented, the question is to know whether the spin
is affected or not when the system is switched between a position coupled to the reservoir
and a metastable position. To that purpose, a new experiment is realized:
• Two electrons are loaded into the dot (point L2 on Fig. 4.7).
• It is waited a time 𝑡𝑤𝑎𝑖𝑡 which is varied between 0.1ms and 20ms.
• The system is then pulsed to the metastable position and this position is held for
100µs.
• The system is finally set to the readout position (point M on Fig. 4.7).
If the spin relaxation signal remains unchanged, that would be a good indication that the
transition between the coupled and the isolated metastable position is not detrimental for
the spin.
Two different metastable positions have been tested. For the first one, labeled A20 on
the stability diagram of Fig. 4.7, the signal obtained is almost identical compared to the
previous case. For the second position however (labeled A11 on the figure), an exponential
decay can still be seen but the measurement visibility is significantly reduced. This visibility
reduction can be explained by hyperfine mixing. When the two electrons are separated, the
|𝑆⟩ and |𝑇0⟩ states are degenerate (the degeneracy with |𝑇+⟩ and |𝑇−⟩ is lifted by a 100mT
field in this experiment). Each electron experiences a different effective magnetic field due
to the different nuclear environment (see section 1.4.3) that will induce a randomization of
the spin phases. As a result, if the spin state was initially in |𝑆⟩ or |𝑇0⟩, one will obtain
after recombination of the two electrons a statistical mixture of these two states. In the
end, the measurement will only be sensitive to the |𝑇+⟩ and |𝑇−⟩ contributions. If the
three triplets states are equally populated at the beginning of the experiment, a complete
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Figure 4.7: Influence of large gate voltage variations on triplet to singlet relaxation mea-
surements. (top left) stability diagram of the system. Two electrons are loaded in point L2.
Load time is much shorter compared to 100µs. The 𝑡𝑤𝑎𝑖𝑡 waiting is done in this position.
Energy-selective readout is achieved by switching to point M within 1 µs. (top right) Triplet
to singlet relaxation curve. Each data point is the triplet probability deduced after repetition
of 500 single-shot measurements. The system is directly moved from L2 to point M. The data
is fitted with an exponential decay of 82± 3% visibility and 3.55± 0.4ms relaxation time T1.
(bottom left) Similar measurement with the system pulsed for 100µs to point A20 before
moving to the measurement position. The fit gives a 76± 3% visibility and T1 = 3.45± 0.4ms.
(bottom right) Similar measurement with the system moved to point A11 for 100 µs before
going to the measurement position. The exponential decay obtained has a 38± 4% visibility
and 3.6 ± 1ms for T1. All the data were obtained under application of a 100mT magnetic
field in the sample plane.
78 4 Coherent spin manipulations in an isolated double quantum dot
|𝑆⟩− |𝑇0⟩ mixing is expected to lead to a two-thirds reduction of the measurement visibility.
This is in qualitative agreement with the measurement.
As a conclusion, the ability to readout the spin state of the system is not affected by
transitions between the (2,0) metastable position and the position coupled to the reservoir.
A reduction of the signal visibility is observed when electrons are separated in the (1,1)
charge state, but this is explained by the mixing of the |𝑆⟩ and |𝑇0⟩ states. Only a
distinction between the parallel (|𝑇+⟩ and |𝑇−⟩) and antiparallel (|𝑆⟩ and |𝑇0⟩) spin states
can be done in this case. A complementary study on how is affected the spin relaxation
process in the (2,0) metastable configuration can be found in appendix D. Eventually, spin
state measurement of the metastable system can be achieved simply by re-establishing the
coupling to the reservoir and using then any of the standard readout techniques. Another
interesting option could be to keep the system in the metastable configuration all along
the measurement procedure by implementing a spin blockade readout. This is explored in
appendix E.
4.4 Coherent spin manipulations in a metastable double
quantum dot
In the previous section it has been shown that the conventional spin measurement techniques
are still applicable to readout the electrons spin state in a metastable quantum dot. It has
also been demonstrated that single-shot spin measurements are achievable. In addition
as far as relaxation is concerned, no unexpected detrimental effect for the spin states has
been observed in the metastable position. However, the influence on the spin coherence
has not been probed yet.
Coherent spin manipulations in usual double dot systems (coupled to a reservoir) require
the ability to rapidly vary the double dot detuning in order to modulate the exchange
interaction between the electrons [Pet05]. In the case of the metastable double dot we
have seen that both the detuning 𝜀 and the interdot tunnel coupling 𝑡𝑐 can easily be
varied. Therefore, the modulation of the electrons exchange interaction could be achieved
by directly changing 𝑡𝑐, as initially proposed by Loss and DiVincenzo [Los98]. We will see
that in such a configuration the sensitivity to charge noise is reduced.
4.4.1 Mapping of the spin mixing regions
We have seen in section 4.3 that spin mixing occurred between the |𝑆11⟩ and |𝑇 011⟩ states
because of the hyperfine interaction. In a first experiment, we will try to quantify how fast
this phase randomization occurs, following the method developed by Petta et al. [Pet05].
The employed procedure is as follows:
• The system is initialized in a (2,0) singlet state. It is prepared by loading two
electrons in the dot (point L2, see top diagram of Fig. 4.8) and waiting long enough
to be sure that the system has relaxed to the singlet ground state. The waiting time
is 20ms in our case1.
1 This is relatively long but could easily be improved by loading the electrons in a position where the dot
is more strongly coupled to the reservoirs for instance.
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• The 𝑉𝐿 voltage is then changed within a microsecond to reach the metastable position,
making sure to remain in the (2,0) configuration (point A20 on Fig. 4.8).
• From this position, a nanosecond pulse is added (reaching point A11 on Fig. 4.8)
to separate the two electrons during a controlled time 𝜏𝑠. The passage between
the two positions is done quickly (< 1 ns) compared to the nuclear mixing time
(∼ ℎ/(𝑔*𝜇𝐵𝛥𝐵𝑧) ∼ 40 ns), to be certain that a (1,1) singlet is obtained.
• Finally energy-selective spin readout is performed by setting the system back to the























































Figure 4.8: (top) Stability diagram of the metastable double dot initialized with two electrons.
(bottom) Evolution of the singlet probability as a function of the time spent with the two
electrons separated (point A11 of the stability diagram). The data are fitted with a Gaussian
decay, giving a characteristic time T*2 = 17ns. Data obtained under application of a 100mT
magnetic field in the sample plane. (inset) Schematics of the pulse sequence played on gate 𝑉𝐿.
By varying the separation time 𝜏𝑠, one can then measure how long the electrons can
be spatially separated before losing their phase coherence. The probability to measure
a singlet as a function of 𝜏𝑠 is shown on the bottom plot of Fig. 4.8. A Gaussian decay
is observed. For the shortest times, the singlet probability is close to 1, limited by the
measurement fidelity. For longer times, it saturates close to 0.5, meaning that the phase
has been lost and one measures either a |𝑆⟩ or a |𝑇0⟩ state with equal probability. The fit
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gives a characteristic time of 17 ns, consistent with previous measurements realized on a
double dot coupled to the reservoir [Pet05].
This mixing occurs because the relevant energy in the (1,1) configuration is no longer
the exchange energy 𝐽 but the Zeeman energy relative to the random effective field 𝛥𝐵𝑧
induced by the hyperfine interaction (𝐽 ≪ 𝑔*𝜇𝐵𝛥𝐵𝑧). We recall that far in the (1,1)






where 𝑡𝑐 stands for the interdot tunnel coupling and 𝑈 is the on-site charging energy. In
principle, this could be made arbitrarily large by increasing 𝑡𝑐, so that it finally overcomes
the nuclear field gradient (𝐽 ≫ 𝑔*𝜇𝐵𝛥𝐵𝑧) and prevents any mixing of the separated singlet.
For a charging energy on the order of a few meV and 𝛥𝐵𝑧 ∼ 0− 5mT, it yields to a tunnel
coupling that must be large compared to ∼ 1GHz.
In order to find out if such a regime can be achieved here, a mapping of the singlet-triplet
mixing as a function of gate voltages has been realized.
• First, two electrons are injected in the loading dot and initialized in the singlet
ground state by waiting longer than the relaxation time.
• Second, the electrons are brought to the metastable position with the use of a
microsecond 𝑉𝐿 shift, as previously explained. The reached position is varied to
explore different positions on the stability diagram, remaining in the (2,0) region (see
red dotted rectangle on Fig. 4.8).
• Third, from the reached position, a fast pulse (∼ 1 ns rise time) is applied on gate 𝑉𝐿
for 50 ns, with an amplitude on the sample estimated to 80mV. This pulse is used to
bring the system in the (1,1) charge configuration and probe the spin mixing (see
red arrow on Fig. 4.8).
• Finally, the system is set to the point M (see Fig. 4.9) to perform energy-selective
spin readout.
The part of the stability diagram that is explored during the 50 ns pulse has been
reproduced at the top diagram of Fig. 4.9. The spin measurement results are presented on
the middle panel of Fig. 4.9. Each data point represents the average triplet probability
over 200 single-shot readouts.
On the top right corner of this diagram, the system remains in the (2,0) configuration
during the 50 ns pulse. As can be expected, no mixing occurs in this case and a singlet
state is measured almost every time. On the center of the diagram, the (1,1) charge
configuration is reached during the nanosecond pulse. In this case, two different regimes
are observed. For the most negative 𝑉𝑅 values (left part of the diagram), spin mixing arises
during the 50 ns pulse and is characterized by an equal probability of singlet and triplet
afterwards. This is consistent with the fact that the interdot tunnel coupling 𝑡𝑐 is weak
for relatively negative 𝑉𝑅 values, resulting in 𝐽 ≪ 𝑔*𝜇𝐵𝛥𝐵𝑧. On the contrary for less
negative 𝑉𝑅 (right part of the diagram), no mixing is observed anymore (the probability to
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Figure 4.9: (top) close-up on the part of the stability diagram that is explored with the
50 ns pulse (see main text). (middle) Spin mixing mapping of the system. A singlet state
is pumped to a varying position in the (2,0) metastable region with the use of a 1µs pulse.
A 3V amplitude pulse (on the AWG) is added to project the system for 50 ns into the (1,1)
region, before moving back to point M for spin measurement. A matching with the stability
diagram (top plot) permits to estimate the effective amplitude of the nanosecond pulse on the
sample to 𝑉𝑛𝑠 ∼ 80mV. Data obtained under application of a 100mT magnetic field along the
sample plane. (bottom) Schematics of the evolution of the energy levels of a double dot as a
function of detuning. On the left plot, tunnel coupling is relatively low, implying degeneracy
of the |𝑇0⟩ and |𝑆⟩ states in the (1,1) region. On the right plot, tunnel coupling is stronger
and allows to lift this degeneracy.
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detect a singlet after the pulse is almost 1). In this position, 𝑡𝑐 is sufficiently large so that
𝐽 ≫ 𝑔*𝜇𝐵𝛥𝐵𝑧. This ensures that |𝑆11⟩ and |𝑇 110 ⟩ remain good eigenstates of the system,
therefore preventing dephasing of the separated singlet.
In this 𝐽 ≫ 𝑔*𝜇𝐵𝛥𝐵𝑧 region, it is possible to distinguish a line where spin mixing still
happens. This line is attributed to the crossing of the |𝑆⟩ and |𝑇+⟩ states (see inset of Fig.
4.10). Indeed, we have seen that a coupling between the |𝑆11⟩ and |𝑇 11+ ⟩ states emerges
because of the in-plane components of the hyperfine induced magnetic field gradient (𝛥𝐵𝑥,𝑦
terms, see section 1.4.3). Due to the relatively small magnitude of this coupling, the
resulting |𝑆⟩-|𝑇+⟩ mixing will be relevant only close to the degeneracy of these two states.
The crossing position depends on both the interdot tunnel coupling and the external
magnetic field applied. The lower is the magnetic field, the smaller is the Zeeman splitting
𝐸𝑧 between the |𝑇+⟩ and |𝑇0⟩ states and the deeper into the (1,1) region will be the |𝑆⟩-|𝑇+⟩
crossing. In order to confirm our interpretation, the position of this line with respect to
the magnetic field has been studied. A slice of the spin mixing mapping (at 𝑉𝑅 = −0.37V)
is reproduced for different magnetic field values. The result of this experiment is presented
































Figure 4.10: (main) Evolution of the |𝑆⟩ − |𝑇+⟩ crossing with magnetic field. The data
has been obtained at 𝑉𝑅 = −0.37V. Each data point is the average over 100 single-shot
measurements. The red line depicts the trend of the observed peaks position with magnetic
field. (inset) Energy diagram showing the position of the |𝑆⟩ − |𝑇+⟩ crossing. This position
depends on the Zeeman shift E𝑧 of the |𝑇+⟩ level.
It can be noted that the magnitude of the observed peaks is decaying when the magnetic
field is increased. A possible interpretation is as follows. In a general way, the singlet state
at the |𝑆⟩-|𝑇+⟩ crossing can be expressed as a linear combination of |𝑆11⟩ and |𝑆20⟩. The
larger is 𝐵, the closer to the (2,0) region is occurring the crossing and the smaller will be
the |𝑆11⟩ weight on the singlet branch. As a consequence the hyperfine induced coupling
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will be smaller (since it couples the |𝑆11⟩ and |𝑇 11+ ⟩ states).
4.4.2 Coherent oscillations on a sweet spot
In the previous section, we have identified a region of strong interdot tunnel coupling where
𝐽 ≫ 𝑔*𝜇𝐵𝛥𝐵𝑧. What is of particular interest in this configuration is the presence of a
specific point where 𝐽 has a finite value and where 𝑑𝐽𝑑𝜀 cancels out. This so-called sweet spot
is indicated on the bottom right energy diagram of Fig. 4.9. So far, exchange oscillations
in double quantum dots have been studied on a wide range of the detuning parameter 𝜀
(see [Dia13]). It has been shown that the observed coherence time (T*2) is limited by noise
in 𝐽 and is proportional to (𝑑𝐽/𝑑𝜀)−1. In that context, such a sweet spot can be of direct
interest to improve the coherence time of the system. In the following, we will adapt the
method developed by Petta et al. [Pet05] to our system in order to quantify this effect.
• The first step consists in the initialization in the (2,0) singlet state. This is done
similarly to the previous experiments by loading two electrons in the dot and waiting
(20ms) for the system to relax in the ground state.
• After this relaxation process, the gate voltages of the dot are shifted within a
microsecond to reach the metastable position, stopping just before the |𝑆⟩-|𝑇+⟩
crossing (up to point B on Fig. 4.9).
• Then the |𝑆⟩-|𝑇+⟩ degeneracy point must be crossed fast enough to be non-adiabatic
relative to the |𝑆⟩-|𝑇+⟩ coupling but remaining adiabatic relative to the tunnel
coupling. This is achieved here by applying a nanosecond pulse on gate 𝑉𝐿 to reach
the (1,1) region (moving from B to C on the mapping of Fig. 4.9)1.
• The next step consists in sweeping the system slowly as compared to the nuclear mixing
time up to a region where 𝐽 ≪ 𝑔*𝜇𝐵𝛥𝐵𝑧. This allows the adiabatic transformation
of the singlet into the |↑↓⟩ state. In our case, in order to reach a region where
𝐽 ≪ 𝑔*𝜇𝐵𝛥𝐵𝑧 (going from point C to D on Fig. 4.9), one has to reduce the tunnel
coupling. The voltage on 𝑉𝑅 is thus swept to more negative values within 100 ns to
120 ns (see Fig. 4.11).
• Once initialized in the |↑↓⟩ state, the application of a finite exchange 𝐽 for a time 𝜏𝐸
rotates the spin state around the z-axis of the Bloch sphere (see Fig. 4.11), in the
plane containing |↑↓⟩ and |↓↑⟩, by an angle 𝜑 = 𝐽𝜏𝐸/~. Here, pulsing the exchange 𝐽
to stronger values can be achieved in principle by two different ways (see Fig. 4.11).
The first one, comparable to what is usually done in standard double dots, consists in
pulsing the system along the detuning (𝜀) direction (∼ 𝑉𝐿). For the second way, the
detuning remains constant and the pulse is applied on the interdot tunnel coupling
(𝑡𝑐) direction (∼ 𝑉𝑅). The two methods have been tried and will be discussed in the
following.
1 Since this is done in the region where 𝐽 ≫ 𝑔*𝜇𝐵𝛥𝐵𝑧, the tunnel coupling is much larger than ∼ 1GHz,
and it is reasonable to consider the gate movement adiabatic with respect to tunnel coupling. On the
contrary, an estimate of the |𝑆⟩ − |𝑇+⟩ coupling is given by and ⟨𝑆11|𝐻ℎ𝑓 |𝑇 11+ ⟩ ∼ 𝑔*𝜇𝐵 𝛥𝐵𝑥−𝑖𝛥𝐵𝑦√2 ,
leading to a few tens of MHz coupling. The voltage pulse should therefore be non-adiabatic relative to
the |𝑆⟩ − |𝑇+⟩ coupling.
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• Finally, the mirror sequence is applied to bring back the system in the (2,0) region
(point B), and the system is then set to the measurement position where the usual



























































Figure 4.11: Illustration of the two possible exchange pulses. (top) Schematics of the voltage
sequence used on gates 𝑉𝐿 and 𝑉𝑅. The exchange pulse can be applied either on 𝑉𝐿 or 𝑉𝑅
in order to reach position E𝜀 or E𝑡𝑐 respectively (see Fig. 4.9). The evolution of the spin
state is depicted on a Bloch sphere for the different steps. (bottom left) Energy diagram
showing the effect of a pulse on 𝑉𝐿. The exchange interaction is increased by moving along
the 𝜀 direction, and the coherent oscillations are done in a position where 𝑑𝐽𝑑𝜀 is large. The
system will be highly sensitive to noise fluctuations of 𝜀. (bottom right) Energy diagram
showing the effect of a pulse on 𝑉𝑅. The exchange interaction is increased by changing the
interdot tunnel coupling. It is possible to stay in a position where 𝑑𝐽𝑑𝜀 = 0, protecting the
system against the detuning noise.
The two different methods to apply the exchange pulse are now investigated. First the
exchange pulse is applied on 𝑉𝐿, i.e. on the detuning 𝜀 of the double dot (see top panel of
Fig. 4.12). The triplet probability is measured for different 𝜏𝐸 values and Rabi oscillations
between singlet and triplet are observed (lower panel of Fig. 4.12). For larger exchange
4.4 Coherent spin manipulations in a metastable double quantum dot 85
pulse amplitudes (i.e. moving point 𝐸𝜀 to less negative values), the oscillations frequency
slightly increases as expected. The associated T*2 is in each case around 40 ns. However,
only a really small number of oscillations are visible. Following [Dia13], we can define
the quality of the oscillations (number of coherent oscillations observed) by 𝑄 ≡ 𝐽T*2/2𝜋~
which is between 1.2 and 1.5 in this case. When trying to achieve larger exchange pulses,







































Figure 4.12: Rabi oscillations between |↑↓⟩ and |↓↑⟩ with an exchange pulse along the
detuning direction. (top) Description of the pulse sequence applied on gates 𝑉𝐿 and 𝑉𝑅.
Switching between position B and C is done within 1 ns to ensure non-adiabaticity through
the |𝑆⟩ − |𝑇+⟩ crossing. Ramp time 𝜏𝐴 between C and D is 100 ns. (bottom) Evolution of
the measured triplet probability as a function of the exchange pulse duration 𝜏
𝐸
. Each data
point is the average over 400 single-shot measurements. Characteristic decay times are close to
40 ns for each curve. Curves are offset for clarity.
As we explained the limitation of the coherence time is attributed to the influence of
electrical noise. Small changes in the electrostatic environment can slightly displace the
system along the detuning axis. These changes induce fluctuations of the Rabi frequency
since 𝐽 is dependent on 𝜀. The larger 𝑑𝐽𝑑𝜀 , the larger the 𝐽 fluctuations (for a constant
noise in 𝜀) and so the faster the disappearance of the signal.
We consider now the application of the exchange pulse on 𝑉𝑅, i.e. on the interdot tunnel
coupling 𝑡𝑐 of the double dot. It should allow us to take advantage of the sweet spot in
order to cancel the contribution of detuning noise1. The result of this experiment is shown
on Fig. 4.13.




86 4 Coherent spin manipulations in an isolated double quantum dot
Contrary to the previous case, a larger frequency and coherence time can be obtained. 𝑄
is linearly increasing from 2 to more than 12 as the exchange pulse amplitude is increased.
An almost linear dependence of the Rabi frequency with the exchange pulse amplitude
is observed. This suggests that 𝑑𝐽/𝑑𝑉𝑅 is constant in the studied range. Regarding the
dephasing time T*2, it seems that it is not affected by a change in the exchange pulse
amplitude, and remains between 60 and 80 ns in all the experiments. This is consistent with
a T*2 dependence in (𝑑𝐽/𝑑𝑉𝑅)−1. In principle, it should be possible to keep on increasing
the pulse amplitude without observing a degradation of T*2 as long as the 𝐽(𝑉𝑅) remains
linear.

































































Figure 4.13: Rabi oscillations between |↑↓⟩ and |↓↑⟩ with an exchange pulse along the interdot
tunnel coupling direction 𝑡𝑐. (top) Description of the pulse sequence applied on gates 𝑉𝐿
and 𝑉𝑅. Switching between position B and C is done within 1 ns to ensure non-adiabaticity
through the |𝑆⟩− |𝑇+⟩ crossing. Ramp time 𝜏𝐴 between position C and D is 125 ns. (bottom)
Rabi oscillations obtained for different amplitudes of the exchange pulse. Curves are offset
for clarity. Each data point is the average over 200 single-shot measurements. The evolution
of the Rabi frequency and the characteristic decay time as a function of the exchange pulse
amplitude are summarized on the two subplots on the right.
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In order to further characterize the influence of this sweet spot on the charge noise
sensitivity, an additional experiment has been done. The idea is to perform coherent
oscillations in a similar way as the previous experiment but with the system shifted away
from the sweet spot. The experimental protocol consists in the following: the exchange
pulse is applied on the gate 𝑉𝑅 with a constant amplitude of 1.6V. The resulting Rabi
oscillations are recorded for different detuning values. In other words, the exchange pulse
sequence is done at different 𝑉𝐿 voltages (shifting the position of points C, D, and 𝐸𝑡𝑐
along the vertical direction on the mapping of Fig. 4.9). The expected dependence of
𝐽 with 𝜀 is empirically found to be exponential [Dia13; Pet05]. As the position of the
exchange point 𝐸𝑡𝑐 is progressively shifted toward higher 𝜀 values (closer to the (1,1)-(2,0)
degeneracy), 𝐽 (and consequently the oscillation frequency) should exponentially increase.
However, this also raises 𝑑𝐽/𝑑𝜀 and the observed coherence time should fall.







































Figure 4.14: Rabi oscillations between |↑↓⟩ and |↓↑⟩ with an exchange pulse along 𝑡𝑐 at
different 𝜀 values. Curves are offset for clarity. The pulse sequence is similar to the one used
on Fig. 4.13 (exchange pulse applied on 𝑉𝑅 only). The amplitude of the exchange pulse is
1.6V for each curve. The 𝑉𝐿 value from which the pulse sequence is run is varied between
the different curves. This allows to move the exchange position 𝐸𝑡𝑐 along the detuning axis.
Each data point is the average over 200 single-shot measurements. The evolution of the Rabi
frequency and the characteristic decay time as a function of the base position 𝑉𝐿 value are
summarized on the two subplots on the right.
The results of this experiment are presented on Fig. 4.14. As the system is moved
away from the sweet spot (less negative 𝑉𝐿 values), the oscillation frequency is increasing.
The variation of the Rabi frequency with 𝑉𝐿 is consistent with the expected exponential
dependence of 𝐽 with detuning. This confirms that the further away from the sweet spot,
the larger 𝑑𝐽𝑑𝜀 . As can be seen on the bottom right panel of the figure, this results in a
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significant drop of T*2 as 𝑑𝐽𝑑𝜀 increases.
In summary, it has been shown that coherent spin manipulations can be performed on
metastable double dots. This position is directly compatible with a SAW-assisted electron
transfer. The impact that might have a SAW burst on spin manipulations and coherence
is studied in appendix F. In addition, thanks to the greater tuning possibilities that the
system offers, and especially the ability to vary the interdot tunnel coupling independently
of the detuning over many orders of magnitude, spin manipulations can be achieved on
a sweet spot with respect to detuning noise. This noise source suppression leads to an
improvement in dephasing time and in the number of visible coherent oscillations.
CHAPTER 5
Transfer of individual electron spins
5.1 Introduction
In this chapter, we present the first attempts aiming at probing spin conservation during
SAW-assisted transfer. As a first step, the objective is only to probe the spin magnetization
conservation. For that purpose, two different options have been investigated.
First, the transfer of a two-electron spin state has been considered. The major advantage
of working with two-electron spins consists of a much easier spin readout, facilitated by
the large energy difference between the singlet and triplet states even at low magnetic field.
However, it requires beforehand the adaptation of the transfer procedure in order to work
with two electrons instead of one.
The second option that has been explored is the transfer of a single electron spin state.
On that case, transfer is already well controlled and straightforward, but spin measurement
is more complicated to implement. The application of a large magnetic field is necessary to
induce a sufficient energy difference between the spin states and perform energy-selective
spin readout (see section 1.2.3).
5.2 Two-electron spin state transfer
We start presenting the results obtained working with two-electron spin states. In the first
place, we concentrate on the adaptation of the transfer procedure to the two-electron case.
The successive steps of the transfer sequence used are detailed, and the differences relative
to the single-electron case are examined. We then show preliminary experiments aiming
at calibrating the spin initialization and readout. Finally, the results of the spin transfer
experiment are presented and discussed.
5.2.1 Two-electron transfer
The transfer procedure used to ensure two-electron transfer is very similar to the one
employed for the single-electron case.
• The first step consists in a reset of the system. The two quantum dots are completely
emptied by maintaining them for a sufficient time (a few milliseconds are usually
enough) in the zero-electron region of the stability diagrams (see points R and R’ on
the stability diagrams of Fig. 5.1).
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• Two electrons are then loaded into the injection dot (point L2 on Fig. 5.1). At the
same time, the reception dot is set to an intermediate metastable position (point I’)
making sure that the dot remains empty.
• Next, the injection dot is brought to an intermediate metastable position (point I)
within a microsecond. It has been shown in section 4.2.3 (see Fig. 4.3) that it is
possible to preserve the initial charge of the dot (zero, one or two electrons) during
this pulse. As already explained, the system (injection dot, channel, reception dot)
is completely isolated from the electron reservoirs at this step. No electron can be
added to it, and no electron can exit on the experiment timescale. This position is
held for a few milliseconds to perform a charge measurement on each quantum dot.
• Both dots are then pulsed for a short time (a few microseconds) to the position used
for the electron transfer (points T and T’). During this pulse, the SAW burst is
applied for a controlled duration 𝜏𝑆𝐴𝑊 .
• Finally, once each dot is set back to its intermediate metastable position (point I and






























































Figure 5.1: Stability diagrams of the injection (left) and reception (right) quantum dots.
Point R indicates the reset position of the source dot. One or two electrons can be loaded
in points L1 and L2. Spin readout for single and two-electron spin states is performed in
points M1 and M2 respectively. I refers to the intermediate metastable position used for charge
readout before and after the transfer, and T stands for the position used during the transfer.
Equivalent positions for the reception dot are indicated on the right diagram.
Examples of the QPC current traces obtained on both dots are presented on Fig. 5.2.
The left graph refers to the injection dot and the right one to the reception dot.
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The first 10ms of the measurement are recorded in the intermediate metastable position
before the electron transfer. The pulses to the transfer positions as well as the SAW burst
are applied at 𝑡 = 10ms. It results in the large current drops that can be seen on both
QPC signals. Finally, the last 10ms of the measurement are done with the two dots back
to the intermediate position.
It can be checked that initially, the injection dot contains two electrons and the reception
dot is empty. After the SAW burst, zero, one or the two electrons have left the injection
dot. Reciprocally, zero, one or two electrons are recovered in the reception dot.








































Figure 5.2: Single-shot traces of the QPC current for both dots during two-electron transfer
experiments. (left) Typical signal obtained for the injection dot. (right) Corresponding signal
recorded for the reception dot. The SAW burst is applied at 𝑡 = 10ms. Both dots are set
to their intermediate metastable position with two electrons initially prepared on the source
dot and zero on the reception dot. The large drop in the current at 𝑡 = 10ms is due to the
microsecond pulse to the transfer position.
In order to quantify the transfer efficiency, we study the correlations between the charge
variations of both dots. All the different possible events are labeled 𝑁𝛼𝛽𝛾𝛿 where 𝛼 (resp.
𝛽) stands for the number of electrons in the source dot before (resp. after) the transfer
and 𝛾 (resp. 𝛿) is the equivalent for the reception dot.
By studying the probability of these different types of events as a function of 𝜏𝑆𝐴𝑊 , we
can obtain some information about the transfer process. The results for the most relevant
types of events are summarized on Fig. 5.3.
The probability to send only one electron out of the two (𝑁21XX) is shown as the dotted
blue line. It rises rapidly and saturates close to one for short SAW duration (< 150 ns). In
most of the cases, this is associated with the arrival of an electron on the reception dot
(𝑁2101). The efficiency (> 96%) is comparable to the one of the single-electron transfer.
When 𝜏𝑆𝐴𝑊 reaches 150 ns, the probability to send a single electron drops and in return,
the probability to emit both electrons (𝑁20XX) rises and rapidly reaches 1.
The probability to jointly send and receive the two electrons (𝑁2002) first follows the
𝑁20XX curve, but finally saturates slightly above 80% before falling back to zero. In return
the probability to send both electrons and recover only one of them (𝑁2001) progressively
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increases as 𝜏𝑆𝐴𝑊 is increased.

















Figure 5.3: Evolution of the transfer events 𝑁𝛼𝛽𝛾𝛿 as a function of the SAW duration 𝜏𝑆𝐴𝑊 .
𝑁𝛼𝛽𝛾𝛿 refers to the counts for the source (reception) dot loaded with 𝛼 (𝛾) electrons, ending
up with 𝛽 (𝛿) electrons after the SAW burst. For each data point, the experiment has been
reproduced 1000 times.
This graph is interpreted as follows. When the first electron is transferred, the chemical
potential of the system is reduced by the charging energy. Therefore, the remaining electron
lies much lower in energy and is thus more difficult to extract. For that reason, there are
two different SAW amplitude thresholds corresponding to the extraction of the first and
then the second electron. Because of the rather long IDT rise-time, the amplitude of the
wave is progressively increasing as the burst duration is extended (see section 3.4). As a
result, the SAW amplitude thresholds to transfer the first and then the second electron
are successively reached (the first one between 10 ns and 60 ns, and the second between
140 ns and 180 ns). Once the electrons are caught in the reception dot, the SAW excitation
can induce the tunneling of an electron to the neighbor reservoir. As a consequence, 𝜏𝑆𝐴𝑊
must be precisely set in order to obtain the best efficiency for the two-electron transfer.
In summary, this experiment shows that a rather efficient two-electron transfer is
achievable. Nevertheless the two electrons are transferred sequentially in two different
moving dots with a separation time on the order of 100 ns between the two transfers.
Such a long separation time can be an issue for the spin of the system. Indeed, for these
100 ns, the two electrons are located in two different dots 4 µm away. This situation is
equivalent to the (1,1) charge configuration of a double quantum dot with 𝐽 = 0. We have
seen in section 4.4.1 that in such a configuration, the hyperfine interaction induces mixing
between |𝑆⟩ and |𝑇0⟩ within a characteristic time around 17 ns. Therefore, it should no
longer be possible to distinguish between these two states after such a transfer. Hopefully,
this long separation time should not affect |𝑇+⟩ or |𝑇−⟩ (when an external magnetic field
is applied to lift the degeneracy between the three triplet states) and consequently a part
of the signal should remain after transfer of the electrons.
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5.2.2 Calibration of the spin detection
We will now consider the additional tools required to probe the spin conservation during the
transfer. The basic principle of the experiment is to prepare a spin state in one quantum
dot, transfer the electrons to the other dot and measure whether the spin state has changed
or not. It is therefore necessary to be able to prepare a given spin state and measure it.
The initialization scheme is the same as the one presented in section 4.3 for the measure-
ment of two-electron spin relaxation. The tunnel rate to load two electrons in a triplet
state is usually much larger than for a singlet state. Therefore, just after the loading of two
electrons, there is a high probability for the system to be initialized in one of the triplet
states. By waiting a time t𝑤𝑎𝑖𝑡 sufficiently long, the system will relax to the singlet state.
It is thus possible by this mean to initialize the injection dot with either a singlet or one of
the triplet states (or any mixture of singlet and triplet). This constitutes the initialization
step.
For the spin measurement, the quantum dot is coupled to its reservoir in a configuration
allowing energy-selective readout, similarly to what has been presented in section 4.3. This
measurement techniques enables to differentiate between the system being in the singlet
ground state or in one of the excited triplet states.
The measurement of the triplet to singlet relaxation enables to access directly how efficient
are both the spin initialization and readout. The successive steps of this experiment are
recalled here:
• First, the dot is emptied (point R on Fig. 5.1).
• Two electrons are rapidly loaded (∼ 1− 10µs) in point L2.
• A time t𝑤𝑎𝑖𝑡 is waited.
• The system is set to the measurement position (point M) to readout the spin.
This has been done in each dot of the sample. The results of these experiments are presented
on Fig. 5.4. The green curve on the left (resp. right) graph is the signal obtained for the
injection (resp. reception) dot. The two curves look very similar, with each measurement
visibility around 60% and characteristic times of the spin decay of a few milliseconds.
Because of the similar geometry of each dot and the great similarity between both
relaxation signals, it is reasonable to assume that the factors limiting the measurement
visibility are the same in each case. Therefore, a similar visibility would be ideally expected
for the spin transfer experiment.
Before achieving this spin transfer experiment, an additional calibration measurement
can be performed. It consists in checking that the system can be brought to and back
from the transfer position without being affected. Indeed, it can be seen on Fig. 5.1
that this implies very large voltage shifts that can significantly affect the shape of the
confinement potential. Verifying that this is not affecting the prepared spin state or the
readout procedure is therefore a relevant consideration. The sequence of the experiment is
the following:
• The dot is emptied (reset to zero electron in point R).
• Two electrons are rapidly loaded (∼ 1− 10µs) in point L2.










































Figure 5.4: Spin relaxation measurements on both injection and reception dots. (left) Data
corresponding to the injection dot. The green curve is the standard spin relaxation signal.
Each data point is the average of 500 single-shot measurements. The data is fitted with an
exponential decay with 4.2ms ± 0.5ms relaxation time and 59.5% ± 2.65% visibility. The
red curve is the same measurement with the dot pulsed to its transfer position for 100 µs just
before the spin readout. Each data point is the average of 7400 single-shot measurements. It is
fitted with an exponential decay of 16.5%± 1.1% contrast and 6ms± 1.2ms relaxation time.
(right) Equivalent results obtained for the reception dot. The spin relaxation signal (green
curve) has 66.2% ± 1.65% visibility, with a relaxation time of 4.6ms ± 0.35ms. Each data
point is the average over 680 repetitions. For the red curve (same measurement with the dot
pulsed to its transfer position for 100 µs just before the spin readout), each data point is the
average over 4865 repetitions. It is fitted with an exponential decay of 18.8%± 1.6% contrast
and 6.2ms± 1.6ms relaxation time.
All these experiments have been done under a 100mT magnetic field perpendicular to the
sample plane (z-direction).
• A time t𝑤𝑎𝑖𝑡 is waited.
• The system is pulsed (∼ 1 µs pulse) to the position used for the electron transfer
(point T). This position is hold for 100 µs.
• The dot is finally set to the spin readout position (point M).
This experiment has been done on both dots. The results are shown as the red curves on
Fig. 5.4. A large contrast reduction of the spin relaxation curves is observed. This looks
similar to the result that has been obtained on Fig. 4.7. The interpretation is therefore that
when reaching the transfer position, the two electrons are separated such that hyperfine
interaction mixes the |𝑆⟩ and |𝑇0⟩ spin states.
We now discuss more precisely what should be the impact of this |𝑆⟩-|𝑇0⟩ mixing on the
relaxation curves. We call 𝑃𝑇 the probability to detect a triplet state. We assume that
𝑃𝑇 = 𝛼+ 𝑣
(︀
𝑃𝑇0 + 𝑃𝑇+ + 𝑃𝑇−
)︀
(5.1)
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where 𝑃𝑇𝑖 is the probability to have the state |𝑇𝑖⟩ in the dot, 𝛼 is the residual background
due to thermally activated tunneling and 𝑣 is the measurement visibility. If we consider
the same relaxation time 𝜏 for the three triplet states, we can write






where 𝑃𝑇𝑖(0) is the probability to initially prepare the state |𝑇𝑖⟩ in the dot. If we do not
take into account the |𝑆⟩-|𝑇0⟩ mixing, this results in
𝑃𝑇 (𝑡) = 𝛼+ 𝑣
(︀








We then model the spin randomization due to the |𝑆⟩-|𝑇0⟩ mixing by simply assuming an
equal probability for these two states:





















If we assume that the initial probabilities of the three triplet states are equal, the
amplitude of the exponential decay is reduced by a factor 3 between equation 5.3 and 5.5.
This is consistent with the order of magnitude of the contrast reduction that is observed in
our case.
In summary, we have evaluated through these spin relaxation measurements how well we
are able to initialize and measure a two-electron spin state. The contrast of the observed
exponential decay is reduced after the large voltage shifts used to bring the system to the
transfer position. This is explained by a temporary separation of the electrons allowing the
mixing of the |𝑆⟩ and |𝑇0⟩ states. It does not constitute a major issue since we expect this
mixing to occur during the transfer anyway (because of the long separation time between
the emission of the first and second electron). The measurement contrast finally expected
for the spin transfer experiment is therefore around 19%.
5.2.3 Spin measurement after transfer
We consider now the complete spin transfer experiment. Spin initialization is ensured by
relaxation in the source dot, and the signal is probed in the reception dot after transfer
of the electrons. This requires to integrate the initialization and readout steps to the
transfer sequence. It is also important to reduce as much as possible the sequence duration
between these two steps. For this reason, some control measurements are removed (e.g. the
charge measurement in position I before the transfer). The detailed steps of the performed
experiment are listed in the following:
• The two quantum dots are completely emptied for the reset of the system (point R
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and R’).
• Two electrons are then loaded into the injection dot (point L2), while the reception
dot is brought to metastable position (point I’) making sure it remains empty.
• A time t𝑤𝑎𝑖𝑡 is waited in order to vary the singlet-triplet proportion, and therefore
initialize the system in a specific spin state.
• The injection dot is brought to its intermediate metastable position (point I). This
step is reduced to only a few microseconds.
• Immediately after, the dots are pulsed (for a few microseconds also) to the transfer
position (points T and T’) while the SAW burst is applied.
• The two dots are set back to their intermediate metastable positions (point I and I’).
This step is reduced to ∼ 1ms. This is sufficient to allow for post-selection of the
successful transfer events (see below).
• The reception dot is set to the measurement position (point M’) to readout the spin
of the transferred electrons.
The transfer statistics as a function of the SAW duration corresponding to this set of
data is represented on the left plot of Fig. 5.5. The maximal efficiency for the two-electron
transfer is around 80% for a SAW burst duration close to 70 ns. Since we do not have a
perfect efficiency, a post-selection step has to be implemented in order to remove the runs
where the two-electron transfer failed. Just after the transfer of the electrons, one waits a
short time in position I’ (0.5ms) to measure the charge of the reception dot. Typical QPC
current traces are displayed on the right plot of Fig. 5.5. Three different current levels
appear, attributed to zero, one or two electrons received in the reception dot. Only the
curves passing through the two-electron current level are kept for later statistics (see green
curves on the figure). The downside is that ∼ 1ms waiting time allows for a small fraction
of spin to relax. This is expected to slightly reduce the measurement contrast, and we
expect in the end between 0.85 and 0.9 times the total expected contrast. By taking it into
account, one should ideally obtain a signal with contrast around 16.5% instead of 19%.
The results of the measurements after transfer are shown on Fig. 5.6. We first concentrate
on the left graph. The red curve corresponds to the calibration done with pulsing to the
transfer position (no electron transfer here), and is reproduced as a reference. It accounts
for the remaining signal after |𝑆⟩-|𝑇0⟩ mixing in the transfer position. The blue curve
corresponds to the spin signal measured after transfer of the two electrons. The data can
be fitted with an exponential decay. This characteristic decay time is a few milliseconds
long and remains similar to the one obtained for the calibration. However, it can be seen
that the contrast of the exponential decay is substantially reduced, lying around 5% only.
In order to be sure that the observed trend is indeed a spin relaxation signal and not a
measurement artifact, a control experiment has been realized. Up to now, the magnetic
field was set to 100mT in order to lift the degeneracy of the three triplet states. We can
now reproduce the same experiment with zero magnetic field. In this case, we expect the
three triplets to mix with the singlet state when the electrons are separated. In the end,
the memory of the initial state should be completely erased. Therefore, no dependence
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Figure 5.5: (left) Evolution of the transfer events 𝑁𝛼𝛽𝛾𝛿 as a function of 𝜏𝑆𝐴𝑊 obtained with
the same tuning as for the spin transfer experiment of Fig. 5.6. 𝑁𝛼𝛽𝛾𝛿 refers to the counts for
the source (reception) dot loaded with 𝛼 (𝛾) electrons, ending up with 𝛽 (𝛿) electrons after the
SAW burst. The SAW power used is 18 dBm. The SAW duration has been set around 75 ns
that corresponds to a transfer efficiency close to 80%. (right) I𝑄𝑃𝐶 traces on the reception
dot, with a close-up on the post-selection step used after the electrons transfer. Between
𝑡 = 0.5ms and 1ms, the reception dot is in metastable position, preventing any exchange of
charge with the reservoir. This allows to read how many electrons have been received. The
different current levels and the associated number of charges are indicated on the figure. Only
the events where two electrons have been received (green curves) are used afterwards.
with the relaxation time waited should be observed. The result of this experiment is
shown as the purple curve on Fig. 5.6. As expected, no clear trend can be seen anymore.
This confirms that the residual signal on the 100mT experiment is spin related. It can
therefore be claimed that spin information has been transfer between the two quantum
dots. However, we have to explain now why such a contrast reduction is happening.
A first conjecture has been to attribute this effect to spin-orbit interaction during the
electron transfer. When an electron travels between the two dots, the spin-orbit interaction
will induce an effective magnetic field in the sample plane. At the SAW traveling speed, it
has been measured that this field can reach few 10mT [San13]. Adding this contribution
to the static magnetic field might tilt the precession axis of the electron spins during
the transport. This could result in the end in a partial rotation away from the z-axis
(direction of the external mangetic field applied) for each electron spin during their transport.
Assuming similar spin-orbit coupling as in [San13], the upper bound of the angle that can
be acquired by a spin over 4 µm is around 25°.
We calculated the influence that such a rotation would have on the measurement contrast.























































Figure 5.6: Results of the two-electron spin transfer experiment.
(left) 100mT results. The red curve is the calibration signal previously obtained (with a
100µs pulse to transfer position inducing |𝑆⟩ − |𝑇0⟩ mixing), and is used as a reference. It
is fitted with an exponential decay of 18.8%± 1.6% contrast and 6.2ms± 1.6ms relaxation
time. The signal obtained after electron transfer is plotted in blue. An exponential decay, with
5.4%± 1% contrast and a 7.7ms± 4.2ms relaxation time is found. Each data point is the
average over 18620± 100 single-shot measurements. The purple curve has been obtained by
doing the spin transfer experiment with 𝐵 = 0mT. This confirms the spin related nature of
the observed signal (see main text).
(right) 200mT results. Calibration of the spin measurement (with a 100µs pulse to transfer
position inducing |𝑆⟩ − |𝑇0⟩ mixing) has been reproduced with this new value of magnetic
field. A 19.4%± 2% contrast and 4.9ms± 1.6ms relaxation time have been obtained. This is
comparable to the values found for 100mT, showing that spin detection has not been affected
by the increase of the magnetic field. Each data point is the average over 1920 single-shot
measurements. This curve has been offset by −5% for clarity. The signal obtained after
electron transfer is plotted in blue. An exponential decay, with 5.4%± 0.9% contrast and a
relaxation time of 6.5ms± 3.6ms is found. Each data point is the average over 13700± 100
single-shot measurements. The 0mT control curve (in purple) is reproduced on this graph for
comparison.
The magnetic fields for the different experiments are applied perpendicular to the sample plane.
The curves relative to transfer experiments are shifted by 0.6ms in order to compensate for
the duration of the post-selection step.
The electron transfer is ensured by a 75 ns SAW burst of 18 dBm.
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The new spin distribution after this transformation can be calculated by doing a similar
operation on all the spin states.
In order to determine the impact it will have on our experiment, the evolution of the
relaxation signal is studied. As an initial state, a mixture of the three triplet states with
equal probability is assumed. The decay to the singlet state is modeled with a relaxation
time similar to the one experimentally measured. Both the mixing between the |𝑆⟩ and
|𝑇0⟩ states and the spin rotations during the transfer are taken into account, and the triplet
probability that should be observed experimentally can finally be deduced.
The resulting relaxation signal (triplet probability as a function of t𝑤𝑎𝑖𝑡) is plotted on Fig.
5.7 for different rotation angles. The greenest and reddest curves correspond respectively
to a spin rotation angle 𝜃 of 0° and 90°. In order to be in agreement with the experimental
result observed on Fig. 5.6, a 60° rotation of each spin during the transport has to be


























Figure 5.7: Calculation of spin-orbit induced spin rotation during the electrons transfer.
(left) Calculation of the expected relaxation signal taking into account |𝑆⟩ − |𝑇0⟩ mixing and
spin rotation during the transfer. The rotation angle 𝜃 is varied from 0 (green) to 90° (red)
between the different curves, with 10° step between each curves.
(right) Schematics of the considered mechanism. Displacement of an electron implies the
emergence of an effective magnetic field B𝑆𝑂 that will add up to the static field and can induce
rotation of the spin away from the z-axis.
In order to confirm experimentally this theory, we changed the external magnetic field
𝐵0. In principle, the impact of the effective spin-orbit field should be reduced for a larger
𝐵0, and thus a better measurement contrast would be expected. The same spin transfer
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experiment has therefore been reproduced for 𝐵0 = 200mT. At this field value, the
measurement contrast should be improved by a factor ∼ 2.3 compared to the 100mT
experiment. The result of this experiment is shown on the right panel of Fig. 5.6.
First the calibration curve with pulsing to the transfer position has been reproduced
under 200mT (see red curve). The contrast of this measurement is comparable to the
one performed under 100mT magnetic field, suggesting that the performances of the spin
readout has not varied much.
The blue curve corresponds to the signal measured after transfer of the two electrons
with 𝐵0 = 200mT. Once again, the data can be fitted using an exponential decay that
has similar characteristic time as the calibration curve. A contrast reduction can still
be observed. The contrast of the remaining signal is around 5% similarly to the 100mT
experiment. As a consequence, a spin-orbit mediated spin rotation during the transfer
seems unlikely to be the actual origin of the contrast reduction.
A second mechanism that we considered as a potential source for spin randomization is
illustrated on the top diagram of Fig. 5.8. We have seen that when reaching the transfer
position, the electrons are separated and hyperfine mixing occurs between the states |𝑆⟩
and |𝑇0⟩. This suggests that a double dot behavior is present, similarly to what we saw in
chapter 4. It is therefore reasonable to consider a double dot energy diagram to describe
our system. As can be seen on Fig. F.2, the influence of the SAW on the system will
induce a modulation of the double dot detuning that can result in successive passages
through energy level crossings (see top diagram of Fig. 5.8). With the SAW duration used
for the transfer experiment, the total number of passages through these crossings could be
as high as 400.
As a first approximation, we restrict the study to only a single |𝑆⟩-|𝑇+⟩ level crossing. It
is known from the Landau-Zener theory [Lan32; Zen32] that the final state after passage
through such a crossing will depend on the rate at which it is passed. In our case, the








where 𝛺𝑆𝑇+ is the coupling between the two spin states and 𝑑𝜀𝑑𝑡 is the slew rate across
the avoided crossing. For a 1meV SAW modulation within a typical time around 0.1 ns,
we have 𝑑𝐸𝑑𝑡 ∼ 107 eV s−1. In addition, the coupling between the two states is around
𝛺𝑆𝑇+ ∼ 𝑡𝑐 𝑙𝑑𝑜𝑡𝑙𝑆𝑂 ∼ 400 neV for a 1GHz interdot tunnel coupling. With these parameters, one
obtains an estimate of 𝑝𝐿𝑍 = 0.9998.
The multiple SAW-induced passages through this crossing is a problem very similar
to Landau-Zener-Stückelberg interferometry [Pet10; Rib10; She10; Stu32]. In our case
however, we assume that coherent effects will be wiped out because of the large number
of passages through the crossing and the long timescale involved (∼ 100 ns ≫ T*2). As
a consequence, a classical treatment of the problem should be sufficient. We consider a
state initially prepared in |𝑆⟩. For each passage through the |𝑆⟩-|𝑇+⟩ crossing, there is a
probability 𝑝𝐿𝑍 to remain on the same spin state (and a probability 1− 𝑝𝐿𝑍 to change).


























































Figure 5.8: Impact of imperfect passages through the |𝑆⟩-|𝑇+⟩ crossing on measurement
contrast. (top) Energy diagram of a double dot occupied with two electrons. (bottom left)
Evolution of the singlet probability (for a state initially in |𝑆⟩) as a function of the number of
passages through a Landau-Zener crossing for different values of (1− 𝑝
𝐿𝑍
). (bottom right)
Calculation of the expected relaxation signal for different magnitudes of the |𝑆⟩-|𝑇+⟩ mixing.
The greenest curve corresponds to no |𝑆⟩-|𝑇+⟩ mixing whereas the reddest curve corresponds
to a complete |𝑆⟩-|𝑇+⟩ mixing. A complete |𝑆⟩-|𝑇0⟩ mixing is assumed for all curves.
After 𝑛 passages, the probability to retrieve a singlet can be written as:
𝑃𝑆(𝑛) =
1
2 (2𝑝𝐿𝑍 − 1)
𝑛 + 12 (5.9)
The evolution of 𝑃𝑆(𝑛) as a function of 𝑛 is plotted on the bottom left plot of Fig. 5.8
for different values of 𝑝𝐿𝑍 (the values indicated on the graph correspond to 1− 𝑝𝐿𝑍 ). The
singlet probability is exponentially decreasing until saturating to 0.5 for large values of 𝑛,
revealing a complete randomization of the spin states. The smaller is 1− 𝑝𝐿𝑍 , the longer
survives the memory of the initial spin state. It can be seen that for values of 1 − 𝑝𝐿𝑍
above 10−4 (which is the case with our estimation of 𝑝𝐿𝑍 ), there is a non-negligible mixing
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of the |𝑆⟩ and |𝑇+⟩ states.
To illustrate the impact of such a mechanism, we show on the bottom right plot of Fig.
5.8 the expected relaxation signals for the transfer experiment with varying magnitude of
the |𝑆⟩-|𝑇+⟩ spin mixing. The greenest curve takes into account only the |𝑆⟩-|𝑇0⟩ mixing
contribution (1−𝑝𝐿𝑍 = 0) while the reddest curve corresponds to a complete randomization
of the |𝑆⟩, |𝑇0⟩ and |𝑇+⟩ states. In that case, the remaining signal corresponds to the |𝑇−⟩
state contribution.
This simple model where only the impact of multiple passages through the |𝑆⟩-|𝑇+⟩
crossing is considered allows to capture the essence of the mechanism that we think is
responsible for the contrast reduction observed in our experiment. To be more precise, a
similar treatment should be done for all the different Landau-Zener crossings that could be
encountered, like for instance the one between the |𝑇−⟩ state and the upper branch of the
|𝑆⟩ state for instance.
In summary, we have seen that spin information stored on two-electron spin states can
be transferred between distant quantum dots using SAW-assisted electron transport. A
fraction of the information is nevertheless lost during this procedure. A model considering
spin-orbit mediated spin rotation during the motion of the electrons seems not consistent
with our observations. We speculate that another model where multiple passages through
level crossings of the metastable double dot can lead to spin randomization. These passages
can be mediated by the perturbation of the SAW burst when the electrons are confined in
the source or reception quantum dots. If this interpretation is correct, it would mean that
the loss of spin information is not happening during the transfer itself but just before or
after it.
5.3 Single electron spin transfer
We have seen in the previous part that at least a fraction of spin information stored on
a two-electron state can be preserved after a SAW-assisted transfer. Contrary to the
two-electron case, working with a single electron should greatly simplify the problem as
far as spin states are concerned. For instance, the |𝑆⟩-|𝑇0⟩ mixing induced by hyperfine
interaction occuring both during the transfer and in the dots should no longer be an issue.
However, the measurement of a single electron spin is more challenging.
In this section, it is first presented the developments that have been done to perform
single-electron spin readout. The single-electron spin transfer experiment is then presented
and the results are discussed.
5.3.1 Adaptation of the spin readout technique to single-electron states
The realization of a spin transfer experiment requires the development of both spin
initialization and readout steps that have to be combined to the electron transfer sequence.
Compared to the two-electron spin case, these two steps are more challenging when working
with a single electron spin.
Spin initialization
We first discuss the single electron spin initialization. In the two-electron case, highly
efficient preparation in the excited spin state was obtained thanks to a stronger tunnel
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coupling to the reservoir relative to the ground spin state. In the single electron case, the
ground and excited spin states occupy the same orbital, and have in principle the same
tunnel coupling to the reservoir1. As a result, it is not possible to load more (excited)
spin-down than (ground) spin-up electrons, and we are not able to initialize properly the
excited spin state. Just after the electron loading, we should therefore have an equal
proportion of up and down spins. Nevertheless, initialization in the ground spin state is
still possible. The simplest scheme, similarly to the two-electron case, consists in waiting
for the spin relaxation.
In summary, we are able to initialize either an equal mixture of up and down spins or
a pure spin-up. The observation of the spin-down to spin-up relaxation is still possible.
However the signal will be intrinsically reduced by a factor of two relative to the ideal case
because of this imperfect initialization.
Magnetic field influence
We will now focus on the second requirement, which is single electron spin measurement.
The technique used is energy-selective readout, similarly to the two-electron case. This
type of measurement requires to lift the degeneracy of the spin states. This is done by the
application of a large magnetic field. It is applied in the sample plane in order to avoid the
quantum Hall regime and not to affect the quantum dot orbital states.
The larger the magnetic field, the larger the splitting and the easier should be the
energy-selective spin readout. This is the reason why the very first measurements of a
single spin relaxation were done at very high magnetic field, between 7T and 11T (see
[Han03] for transport measurement and [Elz04] for single-shot readout). Such fields allow
to reach a few 100µeV, and have an equivalent energy splitting as for two-electrons spin
states at zero field. However, the relaxation times found for these magnetic fields are only
of a few hundreds of microseconds and might be too fast for the experiment we plan2 and
our measurement bandwidth. However, it has been shown [Gol04] that the relaxation rate
is varying as 𝐵5. Therefore at a lower field, the relaxation time will be more compatible
with our requirements. Such relaxation measurements at low magnetic fields have been
achieved by Amasha et al. [Ama08b] and are consistent with this prediction.
There is thus a trade-off between large energy splitting and slow relaxation time. As
a compromise, a 3T magnetic field has been chosen, for which a relaxation time around
10ms is expected [Ama08b].
Temperature influence
The resulting Zeeman splitting3 for this field value is about 75µeV. This is somewhat
smaller than the |𝑆⟩-|𝑇 ⟩ splitting in the two-electron case. As a result, the influence of
1 In fact, spin-dependent tunnel coupling has already been observed [Ama08c; Hou13; Yam14], usually at
very high magnetic field. However in these experiments, the tunnel coupling to the ground spin state is
stronger and cannot be used to initialize an excited spin state.
2 The transfer sequence duration is limited around 100µs, and the post-selection step is around 1ms.
3 The value is calculated using the g-factor of bulk GaAs (𝑔 = −0.44). In quantum dots systems, smaller
g-factors are usually observed [Bev05; Han03]. This value is thus an upper bound to the actual Zeeman
splitting.
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the electronic temperature of the lead becomes much more critical in this case. In an
optimal configuration (see left sketch of Fig. 5.9), the excited spin state is well above the
Fermi energy. All the states of the reservoir at the corresponding energy are empty. On
the contrary, the ground state is below the Fermi sea with all the reservoir states at the
corresponding energy being occupied. Therefore, an electron on the ground state cannot










Figure 5.9: (left) Ideal measurement configuration with 𝛥𝐸 ≫ 𝑘𝐵𝑇 . Tunneling off the dot
is allowed for excited state only. (right) Configuration with 𝛥𝐸 ∼ 𝑘𝐵𝑇 . Tunneling off the
dot is allowed for both excited and ground state.
When the temperature is no longer negligible compared to the energy splitting of the dot
levels (right sketch of Fig. 5.9), there will exist some available states in the lead resonant
with the ground state of the dot. This enables an electron in the ground state to tunnel off
of the dot. Such events will be wrongly interpreted as an excited spin state signature and
will alter the measurement.
Tunnel rates study
In order to deal with this side effect, the idea is to investigate about the different tunnel
rates involved, similarly to the work of Amasha et al. [Ama08a; Ama08b]. Indeed, as
can be seen on the right sketch of Fig. 5.9, the number of resonant available states in the
reservoir is not the same for each spin state. This difference can be seen on the tunnel-off
rate, which is given by
𝛤𝑜𝑓𝑓 = 𝛤 (1− 𝑓(𝐸)) (5.10)
where 𝛤 is the bare tunneling rate through the barrier and (1− 𝑓(𝐸)) is the density of
empty states in the reservoir. Basically, a tunneling event associated with an excited spin
state should happen in average sooner than for a ground state. In the following, we present
a study aiming at checking whether we are able to make a distinction between these two
types of tunneling and therefore distinguish the different spin states.
The experiment that is realized follows the standard procedure for spin relaxation
measurement:
• The quantum dot is emptied (point R’).
• One electron is loaded into the dot (point L1’).
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• A time t𝑤𝑎𝑖𝑡 of either 0.5ms or 250ms is then waited (remaining in L1’).
• The dot is finally brought to the spin readout position (point M1’).
Examples of typical QPC current traces observed at the readout position are shown
on Fig. 5.10. We define the dwell time 𝑡𝑑𝑤𝑒𝑙𝑙 as the time it takes before the electron
contained in the quantum dot tunnels off. For each current trace, an arrow indicates the
deduced dwell time. It can be noted that multiple events are often present. These are
attributed to thermally activated tunneling-off of the ground spin state and it illustrates
how measurement is affected by the temperature.




























Figure 5.10: Measurement of the tunneling rates for ground and excited spin states. (left)
Example of typical QPC current traces obtained with the dot in the spin readout position.
The dwell time of an electron can be determined (indicated by the arrows). (right) Event
probability as a function of the dwell time. Red data has been obtained after t𝑤𝑎𝑖𝑡 = 250ms.
The fit model is 𝐴 exp(−𝑡/𝜏), and results in 𝐴 = 9.13× 10−3 and 𝜏 = 48ms. Blue data has
been obtained after t𝑤𝑎𝑖𝑡 = 0.5ms. The fit model is 𝐴 exp(−𝑡/48ms) + 𝐵 exp(−𝑡/𝜏), and
results in 𝐴 = 8.31× 10−3, 𝐵 = 9.98× 10−3 and 𝜏 = 4.74ms.
The time axis is then divided into different time bins, and the probability to find 𝑡𝑑𝑤𝑒𝑙𝑙
within a given time bin is computed. This experiment has been done for two different
waiting times (t𝑤𝑎𝑖𝑡 = 0.5ms and t𝑤𝑎𝑖𝑡 = 250ms). The results obtained are displayed on
the right plot of Fig. 5.10.
We first concentrate on the t𝑤𝑎𝑖𝑡 = 250ms data (plotted in red). We expect this time to
be long compared to the characteristic spin relaxation time. In that case, a ground spin
state should occupy the dot, and only thermally activated tunneling events of the ground
state should be probed. We can extract from this measurement the characteristic time of
the ground state tunneling-off. The data is fitted with a decaying exponential of 48ms
characteristic time (see red continuous line).
We switch now to the t𝑤𝑎𝑖𝑡 = 0.5ms data (plotted in blue). In this case, we should be
sensitive to both ground and excited state contributions. Therefore, two different tunnel
rates should be observed. Compared to the t𝑤𝑎𝑖𝑡 = 250ms case, it can clearly be seen that
there is an excess of events detected for the shortest dwell times, suggesting an additional
106 5 Transfer of individual electron spins
contribution with a shorter tunnel rate. To be more quantitative, the data is fitted with a
sum of two decaying exponential functions, one associated with the tunneling of the ground
state, the other with the tunneling of the excited state. One of the decay time is fixed to
the 48ms previously found. The other one, as well as the weight of each exponential are fit
parameters. The result of the fit corresponds to the blue curve. A 4.7ms characteristic
time is found for the excited state tunneling.
The observation of these two different tunnel rates proves that we are indeed able to
probe the spin of a single electron. All the signal indicating the presence of an excited
spin state is acquired during the first ∼ 10ms after the beginning of the measurement. If
the measurement window 𝛥𝑡𝑑𝑤𝑒𝑙𝑙 is chosen too short, one will recover only a fraction of
this signal. From this point of view, it is preferable to have a large measurement window.
However, the longer 𝛥𝑡𝑑𝑤𝑒𝑙𝑙, the more parasitic tunneling-off events from the ground state
are taken into account, lowering the global contrast. Since the two mechanisms have
different timescales, the best trade-off for the measurement duration should be at an
intermediate timescale. This can be studied in more details in order to find out the optimal
value for 𝛥𝑡𝑑𝑤𝑒𝑙𝑙.
The same experiment has been done once again with values of t𝑤𝑎𝑖𝑡 varying now between
0.1ms and 50ms. The QPC current is recorded for 50ms after reaching the measurement
position. The data treatment is done for different values of 𝛥𝑡𝑑𝑤𝑒𝑙𝑙. For each value, the
probability to detect an event within the measurement window as a function of t𝑤𝑎𝑖𝑡 is
computed. The resulting data are fitted with an exponential decay function in order to
extract the amplitude of the decay signal (referred to as the "measurement contrast") and
its characteristic time.
The top two graphs of Fig. 5.11 show examples of the obtained relaxation curve. The
left one corresponds to 𝛥𝑡𝑑𝑤𝑒𝑙𝑙 = 50ms and the right one to 𝛥𝑡𝑑𝑤𝑒𝑙𝑙 = 12ms (using strictly
the same set of data). Similar decay times are found in both cases (11.5ms for the left
and 16.5ms for the right plot). However, the measurement contrast for 𝛥𝑡𝑑𝑤𝑒𝑙𝑙 = 12ms
(10.6%) is more than twice as high as for 𝛥𝑡𝑑𝑤𝑒𝑙𝑙 = 50ms (4.6%).
On the lower two graphs are represented the measurement contrast (left) and the
relaxation time (right) evolution as a function of 𝛥𝑡𝑑𝑤𝑒𝑙𝑙. Regarding the evolution of the
contrast, it can be seen that it first rises as the measurement window is enlarged, then
reaches a maximum and finally decreases. This is consistent with our expectations. The
optimal point can precisely be determined at 𝛥𝑡𝑑𝑤𝑒𝑙𝑙 = 12ms. On the contrary, there
should not be a large dependence of the relaxation time with 𝛥𝑡𝑑𝑤𝑒𝑙𝑙. It can be seen on
the graph that T1 undergoes some fluctuations that remain within the errorbars of the
measurement. No particular dependence with the measurement window is observed.
In summary, it has been shown that we are able to perform measurements of single
electron spin relaxation. Despite the problem of spin initialization and the relatively low
energy splitting of the spin states, a decent measurement contrast can be obtained. This is
sufficient to start working on single electron spin transfer.
5.3.2 Spin measurement after transfer
First, similarly to the two-electron case, a calibration measurement has been done. The
objective is to be sure that all the steps used for the transfer procedure are not affecting
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Figure 5.11: Influence of the measurement window on the signal contrast. (top left) Data
obtained using the complete measurement window (50ms). Signal contrast is 4.6%± 0.88%
and T1 = 11.53ms ± 6.6ms. (top right) Data obtained using the optimal measurement
window (12ms). Signal contrast is 10.6% ± 1% and T1 = 16.5ms ± 4.3ms. (bottom left)
Evolution of the measurement contrast as a function of the size of the measurement window
𝛥𝑡𝑑𝑤𝑒𝑙𝑙. (bottom right) Evolution of the relaxation time T1 as a function of the size of the
measurement window 𝛥𝑡𝑑𝑤𝑒𝑙𝑙. For these two bottom graphs, each point is obtained by fitting
the data with a decaying exponential. Error bars corresponds to the 95% confidence bound of
the fitting parameters.
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the measurement efficiency. To that purpose, the following experiment is realized:
• The two quantum dots are completely emptied to reset the system.
• The reception dot is set to its intermediate metastable position.
• One electron is loaded on the injection dot (point L1’). This position is held for
0.1ms. A statistical mixture of |↑⟩ and |↓⟩ is therefore expected after this step.
• The injection dot is then brought to its intermediate metastable position.
• A few microseconds after, the dots are pulsed (for a few microseconds also) to their
transfer positions while a SAW burst is applied.
• The two dots are set back to their intermediate metastable positions. A ∼ 1ms
waiting step is done in order to check whether the transfer was successful or not. In
addition, one waits a time t𝑤𝑎𝑖𝑡 varied between 0.1ms and 50ms.
• The reception dot is finally set to the measurement position to readout the spin of
the transferred electron.
This calibration experiment has the advantage to contain all the steps that will be used
for the spin transport experiment. The only change is that the waiting step used to vary
the prepared spin state is performed in the reception dot after the electron transfer. The
post-selection step is adding ∼ 1ms to this waiting time, which should slightly reduce the
measurement contrast (by a factor 0.92).
The resulting relaxation signal is shown as the red curve on Fig. 5.12. A contrast around
8% is obtained with a relaxation time of 13.6ms. This is comparable with the previous
spin measurement presented (see Fig. 5.11). It can be concluded that the large gate
movements and the post-selection step have no significant impact on the spin nor on the
readout efficiency.
We can now perform the spin transfer experiment, using the same sequence as previously,
but the waiting step (aiming at changing the prepared spin state) is now performed on the
source dot, before the electron transfer:
• The two quantum dots are completely emptied (reset of the system).
• The reception dot is set to its intermediate metastable position.
• One electron is loaded on the injection dot.
• The injection dot is brought to its intermediate metastable position.
• A time t𝑤𝑎𝑖𝑡 is waited in order to vary the proportion of up and down spins prepared.
• A few microseconds after, both dots are pulsed (for again a few microseconds) to
their transfer positions while the SAW burst is applied.
• The two dots are set back to their intermediate metastable positions for ∼ 1ms, to
allow for post-selection of the successful transfers.
• The reception dot is set to the measurement position to readout the spin of the
transferred electron.
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Figure 5.12: Result of the single electron transfer experiment. (top) Description of the
sequence used for the calibration and transfer measurements. Steps where the spin initialization
is performed are highlighted in red. (bottom left) The red curve corresponds to the calibration
measurement done with the electron transfer on and with the waiting step aimed at varying
the spin state performed after the electron transfer, in the reception dot. The measurement
contrast is 8.5%± 0.8%, with a T1 time of 13.6ms± 4.1ms. The blue curve corresponds to
the signal obtained with the electron transfer on and with the waiting step aimed at varying
the spin state performed in the source dot before the electron transfer. The measurement
contrast is 2.5%± 0.5% with a T1 time of 14.5ms± 10ms. Both curves are shifted by 1ms to
compensate for the time of the post-selection step. (bottom right) Evolution of the successful
transfer counts as a function of the SAW burst duration (1000 repetitions for each data point).
A SAW burst of 110 ns and 28 dBm was used for the transfer.
110 5 Transfer of individual electron spins
In order to work with a SAW duration as short as possible, the system was set to a
position with non-perfect transfer efficiency (see bottom right plot of Fig.5.12). This is
why a post-selection step was employed here also.
The result of this experiment is shown as the blue curve on Fig. 5.12. The data can
be fitted by an exponential decay. It gives 2.5% measurement contrast (corresponding
to nearly 30% of the calibration measurement contrast) and a relaxation time of 14.5ms.
Similarly to the two-electron spin experiments, a significant reduction of the measurement
contrast is observed after transfer.
Since a very large magnetic field was applied (relative to the spin-orbit effective field),
we can now clearly claim that this is not due to spin-orbit interaction during the transfer.
However, there is still a possibility to have spin mixing caused by multiple passages through
level anti-crossings, similarly to what has been discussed for the two-electron case. This
point will be detailed in the following part.
5.3.3 SAW impact on the electron spin
The energy diagram of a double quantum dot occupied with a single electron as a function
of detuning is represented on the bottom left panel of Fig. 5.13. By changing the detuning
value, the occupation of the left or right part of the double dot can be made energetically
more favorable. The degeneracy between spin-up and spin-down states is lifted by the
application of the 3T in-plane magnetic field. Using the GaAs bulk value for the 𝑔 factor
(𝑔 = −0.44), the Zeeman splitting is estimated around 18.5GHz. Assuming that the
interdot tunnel coupling is smaller than this value, it results in two crossings between
up and down branches (highlighted by the red circles on the diagram). Similarly to the
two-electron case, multiple passages through these crossing points could be a reason for
the measurement contrast reduction.
The following experiment has then been done to try to observe this SAW-mediated spin
randomization when the electron remains in the reception dot (see also top part of Fig.
5.13):
• One electron is loaded in the source dot and transferred to the reception dot, similarly
as for the previous calibration measurement.
• A time t𝑤𝑎𝑖𝑡 is waited, either 0.1ms or 50ms, in order to end up with either a mixture
of ground and excited states or a pure ground state.
• The reception dot is then pulsed (for a few microseconds) to the transfer position,
and a SAW burst of varying duration is applied.
• The reception dot is set back to its intermediate metastable position for ∼ 1.5ms in
order to post-select the runs when the electron remained in the reception dot.
• The reception dot is finally set to the measurement position to readout the spin of
the electron.
This experiment should allow to probe the effect of the SAW irradiation on a single
electron spin confined in a static dot. The result is shown on the bottom right plot of Fig.
5.13. The measured spin signal is plotted as a function of the SAW burst duration for the
two different spin initializations (t𝑤𝑎𝑖𝑡 = 0.1ms in light blue and t𝑤𝑎𝑖𝑡 = 50ms in green).
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The difference between the two curves should correspond to the contrast that would be
obtained for a spin relaxation measurement.














































Load Int. Tr. Int.
Int. Tr. Int.Int. Meas.





Preparation of a mixed or a ground spin state 




















Figure 5.13: Influence of SAWs on spin measurement contrast. (top) Description of the
sequence used for the measurements. The step where the spin initialization is performed is
highlighted in red. (bottom left) Energy diagram of a double quantum dot occupied with a
single electron as a function of detuning. Crossings between different spin states occur when
the Zeeman splitting is larger than the interdot tunnel coupling. (bottom right) Evolution
of the excited spin state probability as a function of the SAW burst duration. The reception
dot is prepared with one electron and brought to its transfer position while the SAW burst is
applied. The spin initialization is performed in the reception dot just before the application
of the SAW burst. The blue (resp. green) curve has been obtained for t𝑤𝑎𝑖𝑡 = 0.1ms (resp.
t𝑤𝑎𝑖𝑡 = 50ms). The power used for the generation of the SAW burst is 28 dBm.
For the shortest SAW burst values, we can see that the difference between the two curves
is around 8%, consistently with the contrast of the calibration measurement of Fig. 5.12.
Then as the SAW duration is increased, the probability to detect an event is rising for
both curves and they end up approximately at the same value, meaning that no spin signal
remains.
We assume that this final value corresponds to a complete spin randomization, i.e. an
equal probability of |↑⟩ and |↓⟩ in the dot. The fact that the t𝑤𝑎𝑖𝑡 = 0.1ms curve is not
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completely flat could be explained by several reasons. First, a fraction of spin-down may
have the time to relax before we perform the spin readout, especially during the post-
selection step that lasts around 1.5ms. In addition, there might also be a small contribution
due to a slightly higher tunnel-rate for spin-up compared to spin-down electrons, similarly
to what has been reported in [Yam14]. In that case, the probability to have a spin-up
just after the electron loading should be a little larger than for a spin-down. More precise
investigation would be required to quantitatively estimate this tunnel rate difference in our
system.
This measurement proves that the SAW has an impact on a spin confined in the
reception dot at the transfer position. After a too long irradiation, the initial spin state
seems completely randomized. However, the measurement contrast is only reduced from
∼ 8% to ∼ 6% for a 110 ns SAW burst (similar to the one used in the transfer experiment).
Therefore, it explains only partially the contrast reduction observed after transfer (only 2%
measurement contrast remaining). The additional signal loss might be due to a stronger
effect of this mechanism for an electron spin confined in the source dot.
5.4 Conclusion
In this chapter, we have demonstrated that spin information can be transferred between
distant quantum dots using individual electrons. This has been achieved using either single
or two-electron spin states. In both cases, the fidelity of the spin transfer is close to 30%.
We believe that this is limited by depolarization occurring before and after the transfer
when the electrons are confined in the static dots. The parasitic double dot behavior, that is
present on both sides of the sample, allows for multiple passages through spin level crossings
that we think induces spin mixing (see appendix F). This interpretation is strengthened
by the observation of SAW-induced spin randomization in the case of a single electron
confined in the reception dot. Different approaches have been imagined to prevent this
effect. A new sample geometry with double dots orthogonal to the propagation direction
of the SAW could be used. The dots potential could also be controlled on a nanosecond
timescale to bring the system to the transfer configuration only for the minimum required
time.
Conclusion and perspectives
The aim of my PhD was to explore the feasibility of transferring spin information between
distant quantum dots by displacing individual electrons. Single electrons can indeed be
transported from a dot to another using dynamical quantum dots induced by surface
acoustic waves. If such a transfer is shown to preserve the electron spin coherence, it could
facilitate the scaling of spin-based quantum computing by providing a way to achieve long
distance entanglement.
In the presented work, the spin magnetization preservation during the electron transfer
has been demonstrated (see chapter 5). It has been observed by implementing a "non-local
measurement" of spin relaxation. To that purpose, an initial spin state is prepared, and can
be changed using spin relaxation. The electron spin is transferred to a second quantum dot
where spin readout is performed. We interpret the spin relaxation signal that is measured
after the transfer as a proof of spin information transport.
This experiment has been achieved using either single-electron or two-electron spin states.
In each case, the magnitude of the spin relaxation signal after transfer is lower than what
is expected from the calibration measurements. We attribute this contrast reduction to a
partial information loss occurring before and after the actual electron spin transfer. Indeed,
a parasitic double dot behavior has been revealed in both the source and reception dots
when they are tuned to their respective transfer positions. The SAW passage across these
double dots results in a periodic modulation of their detuning parameters that we think
induces mixing between the different spin states. By getting rid of these parasitic dots, a
better spin magnetization transfer should be achievable.
The final objective does not only consist in transferring spin magnetization but also to
preserve its quantum phase. This requires further developments. In particular, it will be
needed to control the electron spin transfer on a faster timescale than the spin coherence
time (∼ 10 ns). In that context, we investigated the injection process from a static to a
dynamical quantum dot (see chapter 3).
It has been found that the shape of the static potential has a crucial effect on the
electron transfer efficiency. As a result, the electron contained in the source quantum dot
is protected from the SAW influence for a given tuning, while its transfer is enabled for a
slightly different one. A nanosecond voltage pulse can thus be used to switch between these
two positions and control with unity probability the time at which the electron is emitted.
Combining this triggered electron emission with the two electron transfer experiment
presented in chapter 5, we can envision a first experiment to probe the spin coherence
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Figure 5.14: SEM picture of a new sample under development. Double quantum dots are
present on each side of the sample to allow for coherent spin manipulation of two-electron spin
states. They are aligned orthogonal to the channel to prevent any deleterious effect from the
SAW modulation.
preservation during the transfer. Basically, it would consist in a "non-local measurement"
of the separated singlet dephasing. Two electrons in a singlet state could be prepared in
the source quantum dot. They would then be transferred to the reception dot, with a
controlled time 𝜏𝑆 between the emission of each of them from the source dot1. The spin
state that is obtained in the reception dot should depend on the time 𝜏𝑆 during which the
two electrons have been separated. For a separation time shorter than the dephasing time,
a singlet should be recovered whereas for long separation times, spin mixing should occur.
Such an observation would constitute a first proof of coherent spin transfer.
In order to go one step further probing coherent spin transfer, double dots have to be
engineered on the source and reception sides. It should then be possible to prepare a
coherent superposition of two-electron spin states on the source double dot, transfer it and
measure it on the reception double dot, performing in some sens a "non-local measurement"
of Rabi oscillations. In chapter 4, the first steps towards the realization of this experiment
1 The relevant timescale for the capture of an electron in a moving quantum dot is expected to be a
fraction of the SAW period (𝑇𝑆𝐴𝑊 = 380 ps). This is very short compared to the hyperfine effective
magnetic field that is typically up to 5mT, giving a timescale around 30 ns. This ensures that the
electron separation and recombination are done in a non-adiabatic way.
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have been achieved with the preparation and measurement of coherent spin states in a
position compatible with the SAW-assisted transfer. It has been performed by taking
advantage of the parasitic double dot behavior that emerges when tuning the dots to their
metastable positions. We have seen that working with such isolated double dots results in
a striking simplification of the device tuning, and provides an extended control over the
system. First, this should greatly facilitate the work with many-dots systems, and so opens
an interesting perspective towards the realization of larger arrays of coherently coupled
quantum dots. Second, it enables spin manipulations on a sweet spot with respect to
detuning noise. This was achieved by modulating the tunnel barrier between the neighbor
dots, similarly to the original proposal of Loss and Divincenzo [Los98]. Such isolated
dots are thus an efficient way to improve the coherence of the system and simplify its
manipulation.
Nevertheless, it does not seem possible to go further towards the realization of the
non-local Rabi oscillations measurement with the current sample. Indeed, we have seen
that a double dot orientated along the SAW propagation direction is detrimental since spin
mixing can easily be induced. A sample is in preparation, taking advantage of a new design
(see Fig. 5.14). The parasitic dots should be suppressed and double dots are engineered
instead, orthogonal to the SAW propagation direction.
If coherent SAW-assisted transfer is demonstrated, such a sample could then be used to
perform the entanglement of two distant electron spins. A proposal for such an experiment
is described below. Two electrons are prepared in a singlet state and are stored in the dot
S (see Fig. 5.14). In addition, one electron is loaded in the dot A, and another in dot B.
We assume for simplicity that these two electrons are in a |↑⟩ state, but the same operation
can be done with any arbitrary spin state. The complete system is then written as:
|↑𝐴⟩ ⊗ |𝑆⟩𝑆 ⊗ |↑𝐵⟩ = |↑𝐴⟩ ⊗
1√
2
(|↑↓⟩𝑆 − |↓↑⟩𝑆)⊗ |↑𝐵⟩ (5.11)
where the subscripts indicate the location of the particles. One electron of the singlet pair
is then transferred to the dot R. We can rewrite the system as:
|↑𝐴⟩ ⊗ 1√2 (|↑𝑆↓𝑅⟩ − |↓𝑆↑𝑅⟩)⊗ |↑𝐵⟩ =
1√
2
(|↑𝐴↑𝑆↓𝑅↑𝐵⟩ − |↑𝐴↓𝑆↑𝑅↑𝐵⟩) (5.12)
It is now possible to perform a SWAP operation on each double quantum dot of the sample
(A and S on one side, and R and B on the other side). We recall that this operation
exchanges the spins of two electrons. It is finally obtained:
1√
2
(|↑𝐴↑𝑆↑𝑅↓𝐵⟩ − |↓𝐴↑𝑆↑𝑅↑𝐵⟩) = 1√2 (|↑𝐴↓𝐵⟩ − |↓𝐴↑𝐵⟩)⊗ |↑𝑆↑𝑅⟩ (5.13)
It can be seen that the entanglement originally between the particles in S and R has been
induced between the spins in A and B. Very similar experiments, using a separated singlet
pair, could then be done to achieve a quantum teleportation scheme [Bou97].
All these perspectives are just a part of the possible developments to come, but already
promise very exciting research over the coming years.
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APPENDIX A
Frequency dependence of the transfer efficiency
In order to generate a SAW, the IDT must be driven at its resonant frequency. It is
usually determined by reflection measurements (see [Her12]) or by SAW-assisted transport
experiments. However, it can also be done by looking at the dependence of the transfer
efficiency with the IDT excitation frequency. The results obtained with this approach are
presented in this appendix.
On the top left plot of Fig. A.1 the number of successful transfer (electron emitted
from the source dot and recovered in the reception dot) is recorded as a function of the
frequency of the signal applied on the IDT. It reveals several resonant frequencies, each
being more or less significant. The existence of more than one resonant frequency was not
expected. It might be due to cavity effect that can be encountered with single finger IDTs
(see section 1.6.1). Considering the IDT width of 𝐿 = 70 µm and the SAW velocity around
𝑐 = 2800m s−1, the spectral range between two modes of the cavity can be estimated by
𝛥𝜈 = 𝑐2𝐿 = 20MHz. This looks consistent with the separation between the two major
peaks observed on the data.
As the transfer efficiency is saturating close to 1 for two peaks it is not possible to
know which resonance is the best to achieve the electron transfer. In order to compare
their relative magnitude, the SAW burst duration is reduced to lower the electron transfer
efficiency. This new measurement is presented on the bottom left plot of Fig. A.1. It is
now clear that the best position corresponds to the peak at 𝑓𝑅𝐹 = 2.632GHz. It can be
noted that the sensitivity to smaller amplitude signals has been lost as a counterpart. A
finer scan of the left resonance (right plot of Fig. A.1) allows to determine the optimal
frequency at 2.6322GHz. In principle, this resonance should have a Lorentzian shape.
However, this poorly fits to the data in our case (see red line). We conjecture that the
base of the resonance does not appear in this curve. Indeed away from the resonance, the
amplitude reached by the generated SAW gets smaller, it will not be sufficient at some
point to ensure the electron transfer and appear in the data. This effect can be taken into
account by adding a constant parameter to the fit model in order to assume that only the
top of the resonance is seen here. This is in better agreement with the data. The −3 dB
bandwidth of the resonance is found to be 2.4MHz. This result is consistent with the IDT
rise time determined in section 3.4.
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Figure A.1: (top left) Number of successful electron transfers as a function of the RF
frequency applied on the IDT (25 dBm applied for 170 ns). Experiments are repeated 200 times
for each data point. (bottom left) Same scan using a 25 dBm burst of only 140 ns in order to
reduce the transfer efficiency and avoid the signal saturation. Experiments are repeated 100
times for each data point. (right) Close up scan on the largest IDT resonance (200 repetitions
per point). Data are fitted with two Lorentzian models. The models, fit parameters and
coefficients of determination are listed below the plot.
APPENDIX B
Extending nanosecond triggering to the reception dot and
time of flight measurements
Nanosecond pulsing on the reception dot
The work presented here consists in adapting to the reception dot the triggering develop-
ments that have been achieved on the source dot (see section 3.5). The interest is a proof of
principle for time of flight experiments. In our case it should enable to check the time spent
by the electron within the 1D channel. Up to now it has been shown that under proper
conditions, less than 1 ns is required to initiate the electron emission from the source dot,
but there is no proof that the transfer is straightforward after that (electron traveling in
the same moving dot from one side to another). For instance, irregularities in the channel
potential might hinder the transfer to the reception dot and therefore might increase the
electron traveling time (for instance need of several SAW periods to pass across impurities
in the channel).
In order to allow triggering on each side of the sample, another run of experiments has
been done with both source and reception dots equipped with bias tees. We will first focus
on the reception dot. As a start we explain in details the gate voltage sequence that is
used on the reception dot without nanosecond pulsing. This is very similar to what is done
on the injection side:
• First the reception quantum dot is completely emptied (point 𝐿′0 on the stability
diagram of Fig. B.1).
• It is then rapidly (microsecond timescale) brought to an intermediate metastable
position (point I’). Charge measurement is performed at this point.
• A 20 µs negative pulse is finally used on 𝑉𝐿′ to bring the dot to point T’. This voltage
pulse aims at engineering a large tunnel barrier with a slope as steep as possible
between the reception dot and its reservoir, in order to stop the transferred electron
in the reception dot.
• Once back in position I’, the charge is monitored again in order to check whether the
electron has been received or not.
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Figure B.1: Sequence used on the reception dot in order to recover the transferred electron.
(top left) Stability diagram of the reception dot. The different positions used during a transfer
sequence are indicated. (top right) Evolution of the successful transfer counts (out of 250
repetitions) as a function of the relative voltage applied on the reception gate 𝑉𝐿′ (position I’
used as reference). The experiment is done with a SAW burst of 28 dBm and 170 ns. (bottom)
Timing schematics of the nanosecond pulsing experiment. The reception dot is pulsed to
position T’ for ∼ 20 µs. In addition a 5 ns pulse to position U’ is applied, with a delay 𝛥𝑡𝑟
with respect to the SAW burst triggering.
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To characterize the reception efficiency, a transfer experiment has been done for different
positions of the point T’ (𝛿𝑉𝐿′ corresponds to the relative shift with respect to point I’).
The standard procedure has been used to prepare an electron in transfer position on the
source quantum dot (no nanosecond pulse applied). The result is shown on the top right
plot of Fig. B.1. The number of successful transfer (i.e. electron emitted from the source
dot and recovered in the reception dot) is plotted as a function of 𝛿𝑉𝐿′ . The transfer
efficiency increases as the position of T’ is made more negative. This is interpreted as
follows: if the 𝛿𝑉𝐿′ coordinate of T’ is large enough, the tunnel barrier that is induced
becomes too thick and steep to be crossed and the electron ends up blocked in the reception
dot. Without this pulse, the electron will not be stopped in the reception dot but will end
up in the reservoir (and therefore will not be detected).
We now consider the engineering of some triggering on the reception dot. We have seen
that a change on the 𝑉𝐿′ voltage has an impact on the reception efficiency. Similarly to
the injection case, it should be possible to vary this parameter at a nanosecond timescale
during the passage of the SAW. The pulse sequence used on the reception dot is then as
follows (see also bottom right of Fig. B.1):
• The reception quantum dot is emptied (point L0’ on Fig. B.1 stability diagram).
• It is brought (microsecond timescale) to the intermediate metastable position (point
I’). Charge measurement is performed at this point.
• The dot is then pulsed to the position T’ for 20 µs. During that time, the SAW burst
is applied as well as a 5 ns positive pulse1 on 𝑉 ′𝐿 to reach position U’.
• The dot is finally set back to point I’, and a new charge measurement is performed
in order to learn whether the electron has been received or not.
Point T’ is used as a base position while the SAW burst is applied. The coordinate used
for this point in the following is 𝛿𝑉𝐿′ = −0.48V. In this position the electron is stopped in
the reception dot. On top of it, the nanosecond pulse to position U’ temporarily reduces
the dot/reservoir potential barrier and disables the capacity to retain the electron under
SAW irradiation. The estimated amplitude of the nanosecond pulse gives a coordinate of
𝛿𝑉𝐿′ = −0.3V for this point (see top right plot of Fig. B.1). Similarly to the injection case,
the coincidence of the gate voltage pulse and the SAW excitation arrival to the dot can be
adjusted through the delay parameter 𝛥𝑡𝑟 (see bottom right schematics of Fig. B.1).
There are two main differences compared to the case of the injection triggering. First,
the effect of the nanosecond pulse should be seen as a reduction of the transfer efficiency
since it will prevent the good reception of the electron. Therefore, we should not observe
a peak but a dip in the transfer efficiency. Second, this procedure does not give access
to the probability for an electron to arrive during the nanosecond pulse, but rather to
the probability that it arrived before that time. This is in some sense equivalent to a
cumulative probability. In principle, it should be possible to recover the arrival time
probability through the signal derivative.
1 The nanosecond pulse is elongated to 5 ns instead of 1 ns in order to achieve better signal visibility.



































































Figure B.2: Calibration of the nanosecond triggering on the reception dot. The source dot
is maintained in position T during the transfer (no nanosecond pulse is used on the source
dot). On the reception dot, a 5 ns positive pulse is applied on gate 𝑉𝐿′ in order to set the dot
for a short time in the unprotected position U’. (left) Raw signal obtained for different SAW
duration. SAW power is 28 dBm on the RF source. The signal background for the 120 ns SAW
burst data (blue curve) corresponds to the usual transfer efficiency around 95%. For the 150 ns
SAW burst data (green curve), the background transfer efficiency drops around 80%. This
is due to the fact that the probability to preserve an electron in the reception dot is lowered
for longer SAW duration. Indeed a longer SAW burst reaches a higher amplitude and offers
more attempts for the electron to leave the reception dot. (right) Same data with removed
background and rescaled signal for better comparison of the curves.
In order to calibrate the effect of this procedure, the transfer efficiency dependence as a
function of 𝛥𝑡𝑟 has been measured. The source dot is maintained at position T during the
whole passage of the SAW (no electron emission triggering is implemented). The electron
emission efficiency achieved is close to unity. The results of this experiment are shown on
the left plot of Fig. B.2. The transfer efficiency is plotted as a function of 𝛥𝑡𝑟. It has been
done for two different SAW duration values, respectively 120 ns and 150 ns.
For 𝛥𝑡𝑟 ≤ 940 ns, the transfer efficiency remains at a background value around 95% (resp.
80%). A large decrease of the transfer efficiency is then observed until 𝛥𝑡𝑟 = 970 ns (resp.
𝛥𝑡𝑟 = 1000 ns) and finally reaches back its initial background value. The interpretation is
as follows. For 𝛥𝑡𝑟 ≤ 940 ns, the nanosecond voltage pulse to position U’ is applied before
the arrival of the electron. The reception dot remains therefore in position T’ during all the
passage of the SAW burst, ensuring a high probability to catch the transferred electron. A
high transfer efficiency is thus measured. When the reception dot pulse to U’ and the SAW
excitation coincides, the transferred electron can be removed, resulting in the observed
drop of the transfer efficiency. Finally for too large values of 𝛥𝑡𝑟, the nanosecond voltage
pulse is applied after the passage of the SAW burst and has no effect again. This confirms
that the nanosecond pulse has to coincide with the SAW excitation in order to empty
the reception dot (via SAW-assisted tunneling of the electron through the dot/reservoir
barrier). It is worth noting that the successful transfer probability is indeed similar for the
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shortest and largest values of 𝛥𝑡𝑟.
We can now look at the influence of the SAW duration on the signal. Two different SAW
bursts have been used with duration of either 120 ns or 150 ns. In order to be able to better
compare the two experiments, the background difference is suppressed and the curves are
renormalized (see right plot of Fig. B.2). It can be seen that the falling edges of both curves
coincide perfectly. Consistently with our interpretation, the return to the background value
is postponed by 30 ns when the SAW duration is increased by this amount.
In summary, this first experiment proves that the reception dot can be emptied at a
specific time during the SAW burst thanks to the application of a nanosecond pulse. If the
electron is already present in the dot, the SAW modulation of the potential will allow it to
tunnel off the dot and relax to the reservoir. This tends to lower the transfer efficiency.
On the contrary if the pulse is applied before the electron arrives, it will have no effect and
the transferred electron remains blocked in the reception dot. In that case the transfer
efficiency stays high.
Measurement of the electron transfer time
The objective is now to implement nanosecond pulsing on the source dot and combine it
to the nanosecond pulsing of the reception dot. Indeed, we have demonstrated that the
source dot pulsing procedure enables to trigger the electron emission time. Reciprocally,
the reception dot pulsing procedure provides information about its arrival time. Using
both procedures simultaneously should permit to estimate the electron time of flight. The
sequence used for the experiment is as follows:
• The source quantum dot is coupled to its reservoir in order to load one electron. On
the same time the reception quantum dot is emptied.
• Both dots are brought to their intermediate metastable positions in a microsecond
timescale (point I and I’). Charge measurements are performed at this point.
• The source dot is then pulsed to the position P for 20µs. In parallel, the reception
dot is pulsed to the position T’. During that time, the SAW burst is applied as well
as a 3 ns negative pulse on 𝑉𝐿 (to reach position T, see Fig. B.3) and a 5 ns positive
pulse on 𝑉 ′𝐿 (to reach position U’, similarly to the experiment of Fig. B.2).
• The dots are finally set back to point I and I’, and new charge measurements are
performed in order to learn about the transfer outcome.
The result of this experiment is shown on the top left plot of Fig. B.4 (blue curve). The
3 ns pulse on the source dot is applied at 𝛥𝑡𝑠 = 963 ns. The 5 ns pulse on the reception dot
is applied with varying 𝛥𝑡𝑟. The successful transfer number (out of 1000 repetitions) is
represented as a function of 𝛥𝑡𝑟. The background value is around 60% transfer efficiency,
which is consistent with the transfer efficiency measured at 𝛥𝑡𝑠 = 963 ns on Fig. B.3.
As we have seen on Fig. B.3, the electron emission triggering is not perfect and it
remains a probability that the electron leaves the source dot at a non-controlled time (i.e.
while the dot is in the protected position P). The influence of these events on the data
can be deduced by doing the same measurement but removing the nanosecond pulse on
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Figure B.3: Evolution of the transfer efficiency as a function of the nanosecond pulse delay
𝛥𝑡𝑠. The triggering of the source dot has been implemented similarly to what has been
presented in section 3.5. However during this experiment the voltage difference between the
protected and transfer position was larger than the achievable amplitude of the nanosecond
pulse. As a result a perfect on/off of the electron emission was not possible and a trade-off
had to be done. A 3 ns pulse applied on 𝑉𝐿 (instead of 1 ns) in order to achieve better signal
visibility. A transfer efficiency of more than 70% is achieved when working around 𝛥𝑡𝑠 = 965 ns.
However, the curve background is not zero but 20% (see shortest and largest values of 𝛥𝑡𝑠). It
reveals that a finite probability remains for an electron to be emitted at another time that
during the nanosecond pulse. This is due to an imperfect "protected" position. In the end one
can only claim a lower bound of 50% for the probability to send the electron during the 3 ns
pulse. A 28 dBm SAW burst of 120 ns is used.
the source dot (i.e. maintaining it in position P during the whole passage of the SAW
burst). Only non-triggered events will therefore be detected. The result of this experiment
corresponds to the black curve on the top left plot of Fig. B.4. Subtracting this signal to
the previous curve will allow to keep only the triggered events contribution.
The remaining contribution of the triggered events is shown on the top right plot of
Fig. B.4. The background signal is removed and the signal amplitude is normalized. It is
interpreted as follows. At the very beginning of the curve (point A), the nanosecond pulse
on the reception dot is applied before the electron emission and has thus no effect (see
timing schematics on the bottom of Fig. B.4). One has to wait for this pulse to overlap
with the time window during which the electron arrives to the reception dot (see point B)
in order to start having electrons lost to the reservoir. For larger delays, it is more and
more likely that the electron gets cleared out, until saturating when the reception pulse
is applied after all the electrons arrived (point D). The count of electrons that remained
in the dot is then constant up to the moment when the SAW amplitude starts decaying
(point E). Indeed we have seen that the impact of the reception pulse is suppressed if the
SAW amplitude becomes too small. This is why the signal is finally back to its initial value
for large 𝛥𝑡𝑟 (point F).
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Figure B.4: Experimental transfer results with triggering on both quantum dots. (top left)
Successful transfer counts as a function of the reception dot nanosecond pulse (T’-U’) delay
(𝛥𝑡𝑟). The duration of this nanosecond pulse is 5 ns. For the blue curve, a 3 ns pulse (P-T) is
used to trigger the electron emission time. For the black curve, the source dot remains in the
protected position P (no nanosecond pulse is applied). The SAW amplitude and duration are
28 dBm and 120 ns on both curves. (top right) Difference between the two curves of the top
left graph. This allows to select only the contribution of triggered emissions. The remaining
signal is normalized. (bottom) timing schematics of the experiment. The different reception
gate pulse delays drawn are labeled on the top right figure.
146 B Extending nanosecond triggering to the reception dot and time of flight measurements
In order to determine the electron time of flight, we can look at the 𝛥𝑡𝑟 value of specific
points we have defined. We call 𝜏𝑓𝑙𝑖𝑔ℎ𝑡 the electron travel time between the quantum dots,
𝜏𝑠 the source pulse duration and 𝜏𝑟 the reception pulse duration. Using the basic model
shown on Fig. B.4, we should have:
𝛥𝑡𝑟(𝐵) = 𝛥𝑡𝑠 + 𝜏𝑓𝑙𝑖𝑔ℎ𝑡 − 𝜏𝑟 (B.1a)
𝛥𝑡𝑟(𝐷) = 𝛥𝑡𝑠 + 𝜏𝑠 + 𝜏𝑓𝑙𝑖𝑔ℎ𝑡 (B.1b)
In our case, the experiment parameters are 𝛥𝑡𝑠 = 963 ns, 𝜏𝑠 = 3ns and 𝜏𝑟 = 5ns, and
we measure 𝛥𝑡𝑟(𝐵) ≈ 960 ns and 𝛥𝑡𝑟(𝐷) ≈ 968 ns. It results in 𝜏𝑓𝑙𝑖𝑔ℎ𝑡 ≈ 2 ns.
Similar curves have been measured for different values of the 𝛥𝑡𝑠 (see Fig. B.5). It can
be seen that a change in the electron emission time results in a shift of the same value of
the falling part of the signal (BD segment). This is consistent with our interpretation.
Each curve of the dataset has been fitted using an elementary model. It is assumed that
the electron have zero probability to leave the source dot in position P, and a constant
probability per unit of time 𝑝𝑒 to be emitted during the 3 ns pulse to position T. This
results in a step-like occupancy probability of the reception dot, with a linear rise of 3 ns
starting at 𝛥𝑡𝑠 + 𝜏𝑓𝑙𝑖𝑔ℎ𝑡. Since we consider normalized signals, 𝑝𝑒 is set to 13 ns−1. On
the reception side, it is considered a constant probability 𝑝𝑟 per unit of time to remove
an electron initially present in the dot when it is set to position U’ (i.e. between 𝛥𝑡𝑟






























Figure B.5: Transfer efficiency signal as a function of 𝛥𝑡𝑟 for different electron emission
triggering time (𝛥𝑡𝑠). Similar data post-treatment as for the top right plot of Fig. B.4 has
been done for all the curves. Dashed lines corresponds to the data and continuous lines are fits
computed with the toy model described in the main text. The SAW parameters are 28 dBm
for 120 ns.
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and 𝛥𝑡𝑟 + 5ns). 𝑝𝑟 is assumed to be zero otherwise. The fit procedure consists in the
convolution of the reception dot occupancy and 𝑝𝑟 in order to interpolated the falling part
of the signals. The fit parameters are the background value of the signal, the value of 𝑝𝑟
during the reception pulse and the electron time of flight 𝜏𝑓𝑙𝑖𝑔ℎ𝑡. The decay of the SAW
burst amplitude at large 𝛥𝑡𝑟 (i.e. the "EF" part of the data) is not modeled here and is
manually adjusted afterward.
The 𝜏𝑓𝑙𝑖𝑔ℎ𝑡 values extracted from the fits of the different curves are ranging between
1.2 ns and 2.4 ns, with an average value of 1.6 ns. Given the distance separating the two
quantum dots (around 4.1 µm) and the SAW velocity equals (2800m s−1), it results in an
expected time of flight of 1.5 ns, consistent with the output of the fit.

APPENDIX C
Probing the excited states of the metastable double
quantum dot
In order to further characterize the metastable double dot system, it could be interesting to
reveal the excited charge states on both parts of the double dot. To that purpose, a usual
technique for quantum dots consists in transport measurement across the system. When
changing the relative alignment of the different chemical potentials, the conductance of the
system varies and can be measured [Kou97; Wie02]. In the case of an isolated quantum dot,
transport measurement through the system is not possible. The equivalent of transport in
our case is the transfer of a single charge from one minimum of potential to the other. If
one is able to access the typical time of this single charge transfer, it is possible to deduce
an equivalent of the conductance of the system. The method presented here is equivalent
to the pulse-sense method proposed in [Joh05a], but with much smaller interdot coupling
that allows for a real-time detection of the tunneling events.
The procedure is as follows:
• First, the charging dot is coupled to the reservoir and loaded with two electrons. It
is waited 15ms in this position.
• Next, the system is brought within a microsecond to the metastable position in the
(1,1) (resp. (2,0)) configuration. 200 µs are waited in this position.
• The system is then set in a microsecond close to the (2,0)-(1,1) degeneracy line. This
is done for varying 𝑉𝐿 in order to scan across the degeneracy line. Tunneling of an
electron between the two parts of the double dot will be induced when reaching the
(2,0) (resp. (1,1)) region. The interdot tunnel coupling is chosen to be comparable to
our measurement bandwidth (kHz). The QPC signal is monitored for 20ms.
The results of such an experiment are presented on Fig. C.1. On the x-axis is indicated the
𝑉𝐿 voltage shift relative to the charge degeneracy line (labeled 𝛿𝑉𝐿), the y-axis corresponds
to the time elapsed after setting the system to this position, and the color refers to
the current monitored by the QPC. Each vertical line is the average of 200 single-shot
measurements.
On the left graph, the system is initialized in the (1,1) metastable region before being
pulsed close to the degeneracy line. For the most negative values of 𝛿𝑉𝐿, the ground state
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Figure C.1: Double dot spectroscopy through interdot tunneling to excited states. (top)
Schematics of the relative alignment of the two minima of the double dot in different positions
on the two lower plots. (bottom left) Each vertical line corresponds to the average of 200
single-shot measurements. For each measurement, the system is initialized in the (1,1) charge
configuration. It is then pulsed to a small interdot coupling position within 1µs close to
the (1,1)-(2,0) degeneracy. Different values of 𝑉𝐿 are tried around the degeneracy point,
corresponding to 𝛿𝑉𝐿 = 0mV. The energy levels configuration of the double dot is depicted
on the upper schematics for different 𝑉𝐿 values. (bottom right) Same scan with the system
initialized in the (2,0) charge configuration before the measurement.
is still (1,1) after the pulse (see detuning value 𝜀1 on the top sketch). No tunneling can
happen. At 𝛿𝑉𝐿 = 0, the (1,1) and (2,0) ground states are resonant (case 𝜀2). It is therefore
possible for an electron to alternately tunnel between both parts of the double dot and a
QPC current corresponding to the mean of the (1,1) and (2,0) values is measured. For
slightly positive values of 𝛿𝑉𝐿, it becomes energetically favorable for the system to be in a
(2,0) configuration. However no state is available at the corresponding energy (case 𝜀3).
Inelastic tunneling is thus required to reach a (2,0) state and will result in long tunneling
times. Around 𝛿𝑉𝐿 = 10mV, the (1,1) ground state is resonant with the first (2,0) excited
state (case 𝜀4). Resonant tunneling happens on a much faster timescale and cannot be seen
on this measurement. After tunneling, the system relaxes to the (2,0) ground state and the
charge is blocked. For even more positive values of 𝛿𝑉𝐿, one can see another alternation
between resonant and off-resonant situations. It can be noted that inelastic tunneling
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becomes faster and faster as 𝛿𝑉𝐿 is increased, which prevents us from probing the higher
excited states. The reason might be that the overlap between the reservoir and the dot
orbital becomes larger when dealing with higher excited states, inducing a stronger tunnel
rate. A similar reasoning can be done to explain the right graph by simply reversing the
initial and final charge configurations. The equivalent position 𝜀1 to 𝜀4 are reported on the
graph.
On the left graph, tunneling occurs from right to left and allows to probe the left dot
excited states while on the left graph, tunneling is from left to right and enables the
spectroscopy of the right dot. Taking into account the lever arm of the gate 𝑉𝐿, the
energy of the first excited states for each part of the double dot can be estimated around
400− 500 µeV. Since we find comparable energies for both parts of the system, it can be
concluded that the size of the channel dot is comparable to the one of the loading dot.

APPENDIX D
Observation of long relaxation times in metastable position
In the experiments presented in section 4.3, only a very short time is spent in the isolated
metastable position. The relaxation process was occurring in the position L2, i.e. coupled
to the electron reservoir. It could be interesting to check how is affected the spin relaxation
process when the system is in the metastable position. To that purpose, we have performed
a very similar experiment as in section 4.3 but with the relaxation process occurring in the
metastable position. The successive steps of the experiment are as follows:
• Two electrons are loaded into the dot (point L2 on Fig. 4.7).
• After 100 µs (to ensure that the two electrons are loaded) the system is pulsed to
a metastable position, remaining in the (2,0) region. Therefore, a triplet state is
prepared in the metastable position.
• It is then waited a time 𝑡𝑤𝑎𝑖𝑡, still in the metastable position.
• The system is finally set to the readout position (point M on Fig. 4.7).
The data are shown on Fig. D.1. The dark blue curve corresponds to the relaxation in
point L2. For the other curves, the waiting step is done in the metastable position. The
𝑉𝐿 shift relative to point L2 (labeled 𝛿𝑉𝐿) is given in the legend for each curve. The more
metastable is the waiting position, the longer is the relaxation time. The evolution of T1
as a function of the relative gate voltage is shown on the right plot. An increase of almost
two orders of magnitude is observed. On a different cool-down, no significant reduction of
the triplet probability was observed after 500ms, suggesting a decay on the order of the
second or more. There is no clear understanding of this phenomenon for the moment. It
might be related to a variation of the shape of the loading dot when varying 𝑉𝐿.
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Figure D.1: (left) Triplet to singlet relaxation in the metastable position. Two electrons are
loaded in point L2. This position is held for 100 µs. For each curve presented, the 𝑉𝐿 voltage
is then shifted within 1 µs by the value indicated in the legend. This voltage is maintained for
a varying time 𝑡𝑤𝑎𝑖𝑡 corresponding to the x-axis of the figure. The system is finally brought
back to the measurement point within 1 µs. Data obtained under application of a 100mT
magnetic field in the sample plane. (right) Evolution of the relaxation times extracted from
the exponential decay fits of the left plot as a function of the voltage shift of the waiting
position.
APPENDIX E
Spin-blockade readout in metastable position
In section 4.3, a spin readout procedure has been developed to recover the spin state
of the system in the metastable configuration. It proved to be very efficient, but it is
necessary to couple the system back to the electron reservoir to perform the measurement.
In order to limit the number of large voltage shifts applied during an experiment, it could
be interesting to readout the spin while keeping the system in the metastable position.
In section 1.3.2, we have seen that the coupling to an electron reservoir is not necessary
anymore if a spin-blockade procedure is used. In principle, such a measurement should be
compatible with the metastable configuration.
This is investigated in the following. The experiments have been performed on the
reception quantum dot, where a similar metastable double dot as for the source dot has
been observed. A stability diagram showing the (2,0)-(1,1) charge degeneracy line is
represented on the left part of Fig. E.1.
To achieve spin-blockade measurement, the system has to be set in a position where it
is favorable for a singlet to be in a (2,0) configuration while it is favorable for triplets to
be in a (1,1) configuration. This specific position is encountered close to the (1,1)-(2,0)
transition, as illustrated on the energy diagram of Fig. E.1 (right plot). The corresponding
position on the stability diagram is indicated by the point 𝑀𝑆𝐵.
In order to observe such an effect in a single-shot way, the time required for a |𝑇 11⟩ state
to relax to the ground |𝑆20⟩ state must be larger than the measurement bandwidth. On
the energy diagram of Fig. E.1, it can be seen that the |𝑆11⟩ and |𝑇 110 ⟩ states are almost
degenerated (this is true for relatively weak interdot tunnel coupling 𝑡𝑐). As was already
explained, this will result in a mixing of these two states on a very fast timescale (a few
10 ns [Pet05]). Therefore, the relaxation rate from |𝑇 110 ⟩ to |𝑆20⟩ state will scale as 𝑡𝑐. The
value of 𝑡𝑐 is estimated around a few 100 kHz in the measurement position. As a result,
the |𝑆20⟩ should be reached too fast compared to the measurement bandwidth and a (2,0)
charge state will be detected.
On the contrary, the degeneracy with the |𝑇 11+ ⟩ and |𝑇 11− ⟩ states is lifted thanks to the
application of an 100mT magnetic field. In this case, coupling between |𝑇 11± ⟩ and |𝑆20⟩
is ensured by spin-orbit interaction. This coupling scales as 𝑡𝑐𝑎/𝑙𝑆𝑂 [Dan13], where 𝑎 is
the distance between the two dots and 𝑙𝑆𝑂 is the spin-orbit length. Since 𝑙𝑆𝑂 ≫ 𝑎, this
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Figure E.1: (left) Stability diagram showing the (2,0)-(1,1) degeneracy line in the metastable
position of the reception dot. The different positions where spin blockade has been observed are
labeled on the figure. (right) Energy diagram of the system showing the position where spin
blockade is observed. The relaxation from |𝑇 11+ ⟩ and |𝑇 11− ⟩ to |𝑆20⟩ seen in the measurement
position is illustrated by the two arrows. Relaxation from |𝑆11⟩ and |𝑇 110 ⟩ to |𝑆20⟩ is faster
than the bandwidth and therefore not detectable.
relaxation of the |𝑇 11± ⟩ should be smaller than the measurement bandwidth. In that case,
a (1,1) charge state should be detected until the state finally relax to |𝑆20⟩.
The different steps of the experiment that has been realized are listed below:
• The dot is coupled to its reservoir in order to load two electrons.
• It is waited in this loading position a time 𝑡𝑤𝑎𝑖𝑡 in order to vary the singlet/triplet
proportion initialized.
• The system is then pulsed to the metastable position, in the (1,1) configuration. This
position is held for 100 µs.
• It is finally set to the readout position (point M𝑆𝐵 on Fig. E.1) and the QPC current
is recorded for a few 10ms.
Some single-shot traces of the QPC current recorded in the readout position are shown
on the top left plot of Fig. E.2. Two current levels can be distinguished, with the highest
and lowest levels corresponding to the (1,1) and (2,0) charge configurations respectively.
It is possible to define a current threshold between these two values (see red dotted line).
If a curve passes above this threshold, it is attributed to the |𝑇±⟩ states. Otherwise, it is
attributed to a |𝑆⟩ or |𝑇0⟩ state. It can be seen that at some point, the curves initially
at the (1,1) current switch to the (2,0) value. These switches, that can be referred to as
"quantum jumps", correspond to the relaxation from a |𝑇 11± ⟩ state to the |𝑆20⟩ state.
This spin decay process at the measurement position can be analyzed directly by the
average traces shown on the top right plot of Fig. E.2. The different curves have been
obtained by averaging 1200 single-shot traces (as those shown on the top left plot of Fig.
E.2). Each curve corresponds to a different 𝑡𝑤𝑎𝑖𝑡, i.e. different singlet/triplet proportion
157
prepared. When a triplet is initialized, exponential decays can be seen, accounting for the
|𝑇 11± ⟩ to |𝑆20⟩ relaxation. A characteristic relaxation time of a few milliseconds is obtained.
On the contrary, when a singlet is prepared, the average trace remains flat.
The maximum value 𝐼𝑚𝑎𝑥 reached by the averaged curves should be proportional to the
triplet probability initially prepared: the higher the probability of being in a |𝑇±⟩ state,
the more likely it is to measure a current corresponding to the (1,1) charge configuration
and the higher will be 𝐼𝑚𝑎𝑥. Therefore, this should provide information about the spin
decay that occurs in the loading position.
The variation of 𝐼𝑚𝑎𝑥 as a function of 𝑡𝑤𝑎𝑖𝑡 has been plotted on the lower left panel of Fig.
E.2 (blue curve). An exponential decay traducing the relaxation of the spin states in the
loading position is observed. As a reference, a triplet to singlet relaxation curve obtained
with a standard energy-selective readout is superimposed (green curve on the plot). There
is a relatively good agreement between the two curves, confirming the interpretation of the
data.
Finally, the same experiment has been reproduced at different measurement points
(point M1𝑆𝐵 to M4𝑆𝐵 on the stability diagram of Fig. E.1) corresponding to different values
of interdot tunnel coupling. The average current curves obtained for 𝑡𝑤𝑎𝑖𝑡 = 0.5ms and
𝑡𝑤𝑎𝑖𝑡 = 20ms are represented on the bottom right plot of Fig. E.2. The values of 𝑉𝑅′ for
the different measurement points are indicated in the legend. The more negative is 𝑉𝑅′ ,
the weaker is the interdot tunnel coupling and the longer should be the |𝑇 11± ⟩ to |𝑆20⟩
relaxation (∝ 𝑡𝑐𝑎/𝑙𝑆𝑂). This is consistent with our measurement.
In summary, these results show that spin blockade measurements can be achieved in a
metastable position. This is promising to implement some readout procedure very close to
the position used for the electron transfer. In our case it was only possible to differentiate
between parallel and anti-parallel spin states. In principle, measurement could be done at
higher interdot tunnel coupling in order to lift the degeneracy between |𝑆11⟩ and |𝑇 011⟩ in
the measurement position, and thus also be able to differentiate between these two states
[Bar09]. However the measurement bandwidth of the setup was not sufficient in our case
to achieve it.
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Figure E.2: (top left) Observation of quantum jumps from |𝑇+⟩ or |𝑇−⟩ to the S(2,0) state.
The curves are single-shot traces of the QPC current after reaching the measurement position.
Each one has been taken for a different waiting time 𝑡𝑤𝑎𝑖𝑡 (indicated in the legend) spent in
the loading position (point L2). A measured current around 2.29 nA corresponds to the (1,1)
charge configuration whereas a current around 2.24 nA stands for the (2,0) charge configuration.
(top right) Average over 1200 spin-blockade measurements (similar to the curves on the top
left panel) for different 𝑡𝑤𝑎𝑖𝑡. Exponential decays are observed (with 2.3ms characteristic
time), corresponding to the decay of the |𝑇+⟩ and |𝑇−⟩ states toward the (2,0) singlet state.
(bottom left) The maximum value of the QPC current on the average measurement (top
right figure) is plotted as a function of 𝑡𝑤𝑎𝑖𝑡 (blue curve). A standard energy-selective readout
of the spin state as a function of 𝑡𝑤𝑎𝑖𝑡 is superimposed to it (green curve), and matches quite
well the previous curve after scale adaptation. The curves are fitted with exponential decays of
3.7ms (blue) and 4.5ms (green). (bottom right) Similar curves as in the top left figure for
different values of 𝑉𝑅, i.e. for varying tunnel coupling. For each value of 𝑉𝑅, the curve for
𝑡𝑤𝑎𝑖𝑡 = 0.5ms (continuous) and 𝑡𝑤𝑎𝑖𝑡 = 20ms (dotted lines) are shown. Small offsets between
the curves have been compensated to have the 𝑡𝑤𝑎𝑖𝑡 = 20ms curves superimposed. All the
data were obtained under application of a 100mT magnetic field along the sample plane.
APPENDIX F
SAW influence on the spin of the system
In the perspective of coherent spin transport in dynamical quantum dots, the impact of a
SAW on the coherence of the system is of direct relevance. In this appendix, it is presented
a few experiments that were realized with the objective of revealing possible detrimental
effects of a SAW on the system coherence.
In a first experiment, dephasing of the separated singlet is measured (similarly to the
experiment of Fig. 4.8) with a SAW burst simultaneously passing across the dot. The
pulse sequence used for the dephasing experiment is depicted on the top left sketch of Fig.
F.1.
• As usual, two electrons are loaded and initialized in a singlet state by waiting for
relaxation.
• A microsecond voltage pulse is used to bring the system in the metastable position
(point B on Fig. 4.9).
• The electron are separated by pulsing the system within a nanosecond to position
C (using gate 𝑉𝐿, see Fig. 4.9). In this position, 𝐽 ≫ 𝑔*𝜇𝐵𝛥𝐵𝑧 and no dephasing
occurs.
• An additional nanosecond pulse (on 𝑉𝑅) is used to bring the system to a position
where 𝐽 ≪ 𝑔*𝜇𝐵𝛥𝐵𝑧 (point D on Fig. 4.9). This position is held for a time 𝜏𝑆 ,
before going back to point C.
• A 100 ns SAW burst is also applied in such a way to pass across the dot simultaneously
with the beginning of this nanosecond pulse.
• The system is finally brought back to point B in a nanosecond timescale before
performing energy-selective spin readout (point M on Fig. 4.8).
The experiment is done with a 100mT magnetic field applied. The dephasing curves
measured for different SAW powers are shown on the lower part of Fig. F.1. First of all, it
can be seen that a Gaussian decay (resulting from the coupling to the nuclear spin bath) is
observed for all the curves. The decay characteristic time is similar for all the SAW powers,
and corresponds to the value found for the experiment without SAW applied (see Fig. 4.8).
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This suggests that the spin coherence is not affected by the application of a SAW burst in
this experiment.
However, the dephasing signal becomes less clear for SAW powers of 1 dBm and larger.
It seems that two effects are present. First, the signal background is shifted to higher
singlet probability (see the 3 dBm and 5 dBm curves). This suggest enhanced protection
of the singlet state. This feature is not understood for the moment. Second, there is a
reduction of the signal amplitude due to a decrease of the singlet probability (clearly seen
comparing the −1 dBm and 1 dBm curves). This is attributed to mixing of the |𝑆⟩-|𝑇+⟩
states and is described in the following.

































































Figure F.1: Impact of SAWs on spin coherence. (top) Description of the pulse sequence
applied on gates 𝑉𝐿 and 𝑉𝑅 with respect to the SAW passage time. 𝑉𝐿 pulse duration is
150 ns. Position C corresponds to 𝑉𝐿 + 𝑉𝑛𝑠 = −0.725V and 𝑉𝑅 = −0.4V. 𝑉𝑅 pulse duration
is varied from 𝜏
𝑆
= 0ns to 50 ns. The SAW burst duration is 100 ns. (bottom) Dephasing
of the separated singlet as a 𝜏
𝑆
for varying SAW power. Each data point corresponds to the
average of 250 single-shot measurements.
The passage of the SAW burst on the sample is periodically modulating the static
potential defined, and in particular the confining potential of the double dot. The impact
of such a modulation is illustrated on the left panel of Fig. F.2. A sinusoidal potential
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corresponding to the SAW influence is superimposed to a double well potential. The
successive curves correspond to the shape of the potential for increasing times. It can
clearly be seen that both the interdot tunnel coupling 𝑡𝑐 and the detuning 𝜀 are affected
by the wave. The impact on 𝜀 (resp. 𝑡𝑐) will be maximal for the curves highlighted in blue
(resp. red). The modulations on each parameter are in quadrature. This means that the
system will follow an elliptical path in the 𝜀-𝑡𝑐 space. Two comments can be made:
• Since the wavelength of the SAW is larger compared to the size of the double dot, we
expect the effect on 𝑡𝑐 to be relatively weak. This ellipse should be more elongated
on the 𝜀 direction.
• The size of the elliptical path will depend on the amplitude of the wave. The larger
the amplitude, the larger is the modulation of the double dot parameters.
The expected trajectory followed by the system during the application of the SAW burst
is represented on the top right panel of Fig. F.2. This is represented for two different base
positions. The spiral shape illustrates the progressive rise of the wave amplitude.
For the upper base position (red trajectory), it can be seen that passage through the
|𝑆⟩ − |𝑇+⟩ crossing can be induced. The time spent close to this degeneracy point can be
sufficient to result in some mixing of the two spin states. In addition, passage through the
crossing in an imperfect adiabatic or non-adiabatic way can also result in mixing of the
spin states.
The following experiment has been done in order to confirm this theory:
• Similarly to previous experiments, two electrons are loaded and prepared in a singlet
state by waiting for spin relaxation.
• The system is then brought to the metastable position (point B on Fig. 4.9) with
the use of microsecond pulsing.
• A nanosecond pulse is used on 𝑉𝐿 to reach the (1,1) region. In this position 𝐽 ≫
𝑔*𝜇𝐵𝛥𝐵𝑧, preventing mixing between the states |𝑆⟩ and |𝑇0⟩.
• This position is held during the application of a 100 ns SAW burst.
• The system is pulsed back to point B within a nanosecond, and energy selective spin
readout is performed.
The 𝑉𝐿 value of the system during the application of the SAW burst and the SAW amplitude
are varied. The measured triplet probability is represented as a function of these two
parameters on the bottom right panel of Fig. F.2.
For 𝑉𝐿 = −0.71V, the system is quite close to the |𝑆⟩-|𝑇+⟩ degeneracy during the
application of the SAW burst. It can be seen that some singlets are turned into triplets
even for the lowest SAW amplitude used. As 𝑉𝐿 is shifted to more negative values, the
system gets deeper into the (1,1) region and a more and more important SAW amplitude
is required to observe an increase of the triplet probability. In the end, for 𝑉𝐿 = −0.74V
no triplet state is measured except for the highest SAW amplitude value. This is consistent
with our expectations that SAW induced transition crossing can alter the spin states.
162 F SAW influence on the spin of the system
A line where the triplet probability is maximum (around 25%) is observed. We attribute
this line to the matching of the |𝑆⟩-|𝑇+⟩ crossing and an extremity of the trajectory imposed
by the SAW. Indeed in that case, the |𝑆⟩-|𝑇+⟩ degeneracy line and the elliptical path
followed by the system overlap maximally, allowing for a longer mixing time. Above this
line, mixing occurs but is less effective since the |𝑆⟩ − |𝑇+⟩ crossing is passed more quickly.

































































Figure F.2: SAW influence on double dot parameters and induced transition crossing. (left)
Modification of a double dot potential with addition of a sinusoidal potential. The phase of the
sin function is changed on the different curves. In blue and red are highlighted the maximum
variations of detuning and interdot tunnel coupling respectively. (top right) Stability diagram
and spin mixing mapping are superimposed. In green and red are schematized trajectories
followed by the system under SAW irradiation. For the red one, the initial position of the
system is too close to the (2,0)-(1,1) degeneracy and the |𝑆⟩ − |𝑇+⟩ mixing line can be crossed.
(bottom right) Spin signal after SAW irradiation as a function of 𝑉𝐿 voltage and SAW
amplitude (on the source). The system is initialized in singlet, and brought within 1 ns in the
(1,1) region at 𝑉𝑅 = −0.375V. SAW burst duration is 100 ns. Each data point is the average
of 500 single-shot measurements.
The effect of this SAW modulation of the dot parameters is therefore detrimental for
preservation of a spin state. We further investigate on this effect in a last experiment. The
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idea is to induce coherent oscillations through the SAW induced variation of detuning.
It has been realized with a similar gate sequence than for coherent spin rotation experi-
ments, except that the exchange pulse is replaced by the application of a SAW burst (see
left panel of Fig. F.3):
• Two electrons are loaded and prepared in a singlet state (waiting 20ms for spin
relaxation)
• A microsecond voltage pulse on gate 𝑉𝐿 is applied to reach the metastable position
(point B on Fig. 4.9).
• An additional nanosecond pulse on 𝑉𝐿 allows to reach the (1,1) region (point C on
the mapping of Fig. 4.9).
• 𝑉𝑅 is then swept within 100 ns to reach the point D on Fig. 4.9, where 𝐽 ≪ 𝑔*𝜇𝐵𝛥𝐵𝑧.
This allows the adiabatic transformation of the singlet into the |↑↓⟩ state.
• A 100 ns SAW burst is applied.
• The mirror sequence is finally applied to bring back the system in the (2,0) region
(point B) before performing the usual energy-selective readout of the spin state.






























Figure F.3: SAW induced spin exchange. The system is brought in point D following the
same procedure than for the previous Rabi oscillations experiments. A 0 dBm SAW is applied
once in this position, with its duration varied from 0 ns to 120 ns. The red curve corresponds
to a fit of an oscillation whose frequency increases with a 66 ns rise time. Each data point is
the average over 500 single-shot measurements.
The final triplet probability is measured as a function of the duration of the SAW
burst applied. It is represented on the right panel of Fig. F.3. Oscillations of the triplet
probability are observed. The interpretation is the following. At each period of the wave,
𝜀 is modulated and so does 𝐽(𝜀). This periodic change in 𝐽 can be seen as a succession of
short exchange pulses that in the end can induce coherent oscillations between |↑↓⟩ and
|↓↑⟩. The evolution of the oscillations frequency is consistent with the expected rise time of
the wave amplitude. For the shortest values of 𝜏𝑆𝐴𝑊 , the SAW amplitude is relatively weak
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and should have a limited effect on the system. On the contrary for longer 𝜏𝑆𝐴𝑊 values,
the SAW can reach its steady state amplitude and its impact will become larger. The red
line corresponds to a fit of the expected oscillations taking into account the rise time of the
SAW determined in the section 3.4. This is in relatively good agreement with the data.
These last experiments have shown that the application of a SAW burst can cause a
large disturbance on the system that can affect a spin state in many different ways. In
the perspective of transporting a coherent spin superposition, this can be a major issue
and we need to find a way to circumvent it. A first mean to reduce the impact of a SAW
burst would be to engineer very deep quantum dots. In that case, the influence of the
SAW would be negligible compared to the confinement potential of the dots. The system
could then be set to a position allowing the electron transfer for only a very short time (as
we have seen in section 3.5). In addition, concerning coherent manipulations in a double
dot, a very simple way to get around the SAW modulation of detuning has been found.
It consists in designing a new sample with the two minima of the quantum dot aligned
perpendicularly to the wave direction of propagation (instead of parallel as it is in our
case). Indeed in that way, the SAW will modulate both parts of the double quantum dot
simultaneously and therefore no change in dot tuning should be observed. Samples are
currently realized with a new geometry that should be compatible with these requirements,




Les dernières décennies ont vu une miniaturisation toujours plus importante des composants
électroniques et photoniques, qui a amélioré de façon impressionnante la puissance de
calcul des ordinateurs. La réalisation de composants de taille nanométrique est aujourd’hui
bien maitrisée ; de récents développements de la technologie silicium atteignent même
l’échelle atomique [Fue12]. À de si petites échelles l’utilisation de la mécanique quantique
devient alors nécessaire pour décrire les propriétés des dispositifs utilisés. Pour certains,
l’émergence de ces phénomènes quantiques constitue une difficulté supplémentaire vers une
plus grande réduction d’échelle de l’électronique. Au contraire, c’est pour d’autres une
formidable opportunité d’accéder à un traitement de l’information plus puissant.
L’un des premiers à introduire cette idée a été Feynman, qui posa les bases d’un modèle
montrant comment effectuer des calculs en utilisant les lois de la mécanique quantique
[Fey82]. Cela pourrait s’avérer particulièrement intéressant pour la simulation de systèmes
quantiques. En effet, mener de telles simulations avec un ordinateur classique est rendu
extrêmement difficile de par le fait que la complexité d’un système quantique croît de
manière exponentielle avec le nombre de particules qu’il contient. La conjecture de Feynman
fut confirmée une décennie plus tard avec la preuve que des simulateurs quantiques universels
peuvent être construits à partir de systèmes quantiques [Llo96]. Cela laisse envisager un
grand nombre d’applications potentielles en physique ou en chimie par exemple, pour
l’étude de problèmes à plusieurs corps [Geo14].
Un autre évènement marquant dans l’essor de l’information quantique fut la découverte
de l’algorithme de Shor qui permet une accélération exponentielle de la factorisation
en nombres premiers [Sho94]. L’impact considérable que cet algorithme pourrait avoir
sur les protocoles de cryptographie actuels a donné lieu à un énorme intérêt, s’étendant
désormais bien au-delà de la communauté des physiciens. D’autres algorithmes profitant
des propriétés de l’information quantique ont plus tard été proposés. Un exemple souvent
cité est l’algorithme de Grover [Gro96], qui permet d’effectuer une recherche dans une base
de données non triée de manière plus rapide qu’un ordinateur classique.
Le choix du système physique est un point clé pour la réalisation concrète d’un tel
traitement quantique de l’information. Tout système ne convient pas forcément et à cet
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égard, DiVincenzo propose un ensemble de cinq prérequis pour sa mise en œuvre [DiV00] :
1. Un système physique et des qubits bien définis. Un bit quantique, ou « qubit », est
un système quantique à deux niveaux, comme par exemple le spin 12 de certaines
particules. Ces deux états sont généralement notés |0⟩ et |1⟩. La différence essentielle
par rapport à un bit classique est qu’un qubit peut être préparé dans une superposition
de ces deux états. On peut donc l’écrire de manière générale sous la forme 𝑎 |0⟩+𝑏 |1⟩,
où 𝑎 et 𝑏 sont des nombres complexes. Cette propriété constitue l’essence du potentiel
de l’information quantique. Tous les paramètres des qubits (l’énergie des différents
états et les mécanismes de couplage mis en jeu) doivent être connus avec une grande
précision.
2. La capacité d’initialiser un qubit. Avant le début d’un calcul, le système doit être
initialisé avec une valeur connue. Il doit donc être possible de préparer chaque qubit
dans au moins un état déterminé. La plupart du temps, une solution simple consiste
à préparer un qubit dans son état fondamental en refroidissant le système.
3. Une faible décohérence. La décohérence est le mécanisme conduisant à l’émergence
des propriétés classiques d’un système quantique. Afin de tirer parti de ses propriétés
quantiques, le temps de décohérence doit donc être aussi grand que possible par
rapport au temps de calcul. On pourrait donc craindre que de longs calculs soient
alors rendus impossibles. Afin de contourner ce problème, des codes de correction
d’erreurs [Sho95; Ste96] ont été développés et peuvent être utilisés pour compenser
l’effet de la décohérence. Une des approches les plus robustes, connue sous le nom
"surface code" [Bra98; Den02; Fow12], autorise une probabilité d’erreur de l’ordre de
10−2, ce qui semble expérimentalement accessible.
4. Un ensemble universel de portes logiques quantiques. En principe, il doit être
possible d’appliquer au système des transformations unitaires impliquant un nombre
arbitraire de qubits, mais un tel contrôle semble hors de portée. Cependant, il a été
montré [Bar95] que n’importe quelle transformation unitaire peut être décomposée
en opérations de bases impliquant un ou deux qubits, ce qui parait beaucoup plus
raisonnable expérimentalement. Encore une fois, les erreurs sur ces transformations
doivent être aussi faibles que possible, et au moins en-dessous du seuil de 10−2
nécessaire à la mise en œuvre d’un "surface code".
5. La capacité de mesurer des qubits spécifiques. Mesurer un qubit sans perturber le
reste du système est nécessaire à la fois pour la gestion des codes de correction
d’erreurs et, bien entendu, pour lire le résultat d’un calcul. La mesure d’un état
𝜌 = 𝑝 |0⟩ ⟨0|+ (1 − 𝑝) |1⟩ ⟨1|+ 𝛼 |0⟩ ⟨1|+ 𝛼* |1⟩ ⟨0|, si elle est idéale, devrait donner
0 avec une probabilité 𝑝 et 1 avec une probabilité (1 − 𝑝) indépendamment de 𝛼,
de l’état des qubits voisins ou de tout autre paramètre du système. En général,
une procédure de mesure n’est pas parfaitement efficace et des erreurs peuvent se
produire. Toutefois, la fiabilité de la procédure peut être augmentée en répétant le
même calcul plusieurs fois.
Expérimentalement, il n’est pas facile de trouver un système répondant à toutes ces
exigences. Par exemple, l’obtention de longs temps de cohérence requiert que le qubit
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soit extrêmement bien isolé de son environnement ; inversement il faut aussi avoir un
moyen de se coupler à ce dernier afin de manipuler l’information qu’il contient, et ces
deux critères sont en général antagonistes. Dans la recherche d’un qubit "idéal" (i.e. qui
serait à la fois facile à contrôler et peu sensible au bruit de son environnement), un grand
nombre de systèmes physiques sont étudiés, chacun présentant ses propres avantages et
inconvénients. Passer en revue l’ensemble de ces systèmes serait trop long. Nous pouvons
citer rapidement quelques exemples comme les ions piégés [Cir95; Haf08; Roo99], les
circuits supraconducteurs à base de jonctions Josephson [Jef14; Koc07; Nak99], les spins
nucléaires contrôlés par résonance magnétique nucléaire (RMN) [Ger97; Jon11], les centres
NV ("Nitrogen-Vacancy") du diamant [Jel04; Ken02], ou encore les spins d’électrons piégés
dans des boîtes quantiques [Kop06; Los98; Pet05]. Même pour un système donné, de
nombreuses implémentations différentes d’un qubit sont possibles. Dans le cas de spins
d’électrons par exemple, il a été proposé d’utiliser le spin d’un unique électron [Los98;
PL08], de deux électrons [Fol09; Han07b; Pet05; Tay05] ou de trois électrons [Lai10; Med13]
pour définir un qubit.
Dans le cadre de cette thèse, nous allons nous intéresser au cas de spin d’électrons comme
support de l’information quantique. D’impressionnants progrès ont récemment été réalisés
dans ce domaine. Le confinement d’électrons uniques dans des boîtes quantiques définies
par lithographie est désormais bien maîtrisé. Il est possible de contrôler précisément le
couplage entre deux spins électroniques voisins, ce qui rend possible leur manipulation
de manière cohérente et a permis la démonstration de l’«ensemble universel de portes
quantiques" nécessaire à l’information quantique [Kop06; Pet05]. Par ailleurs, l’utilisation
de matériaux isotopiquement purifiés a permis de réduire considérablement l’influence des
spins nucléaires environnants, donnant lieu à des temps de cohérence très prometteurs
autour de la seconde [BG13; Tyr12]. Un autre avantage de ce système réside dans sa
potentielle scalabilité. En effet, la fabrication de ces boîtes quantiques nécessite une
technologie très similaire à celle utilisée dans l’industrie microélectronique. Cela devient
d’autant plus vrai depuis le passage récent vers des structures métal-oxyde-semiconducteur
(MOS) sur silicium [Ang07; Vel14]. Par conséquent, le développement de ces qubits dans
les semiconducteurs apparait comme une voie particulièrement attractive.
Étant donné la maîtrise actuelle autour de l’informatique quantique à base de spin, un
champ d’investigation est maintenant la fabrication et le contrôle de dispositifs contenant
un nombre de plus en plus important de qubits. Dans cette optique, une première
approche est la réalisation de réseaux de boîtes quantiques couplées entre elles [Del14;
Tha12], où le couplage entre spins voisins (voire au-delà [Bra13; Meh14; San14]) peut être
contrôlé. Cependant, le grand nombre de paramètres de réglage et le couplage capacitif
entre les différentes parties de ces dispositifs rendent leur conception et leur manipulation
extrêmement complexes. Simplifier leur contrôle pourrait ainsi être un premier moyen
d’accéder à de plus grands réseaux de boîtes quantiques. À cet égard, nous proposons
une simplification reposant sur la suppression du couplage du système avec les réservoirs
d’électrons. Le nombre d’électrons à utiliser dans un réseau de boîtes quantiques est
habituellement fixe (typiquement un électron par boîte quantique) et ne doit pas varier.
Cela induit de grandes contraintes sur l’ensemble de paramètres de réglage qui peut être
utilisé, ce qui est préjudiciable pour le contrôle parfait du système. Comme solution, nous
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avons étudié la possibilité de travailler avec des boîtes quantiques dans une configuration
métastable, complètement isolé des réservoirs d’électrons. Cela assure que le nombre
d’électrons dans le système ne varie pas et lève toutes les contraintes sur la gamme de
paramètres utilisable.
Une deuxième approche possible pour augmenter le nombre de qubits implémentés
serait d’utiliser des boîtes quantiques plus largement espacées les unes des autres. Cette
approche permet en principe un contrôle beaucoup plus simple des différents qubits, mais
elle requiert un couplage longue distance pour assurer l’intrication entre les différents nœuds
du dispositif. Sur ce point, le très faible couplage d’un spin à son environnement, qui fait
la force de ces qubits, devient alors un obstacle majeur. On pourrait imaginer des boîtes
quantiques distantes interconnectées via des cavités résonnantes [Bur06; Chi04; Tri08], de
façon similaire à ce qui a été développé pour coupler les qubits des circuits supraconducteurs
[Maj07; Sil07]. Cette approche est étudiée dans de nombreux groupes [Del11; Fre12; Pet12],
mais un couplage suffisant n’a pas encore été obtenu et semble très difficile à atteindre.
D’autres propositions pour assurer le couplage de spins distants existent, comme l’utilisation
d’électrodes flottantes servant d’intermédiaire pour un couplage électrostatique [Tri12] ou
magnétique [Tri13]. Cependant, aucune réalisation expérimentale d’un tel système n’a été
démontrée pour l’instant.
Dans notre cas, nous étudions une approche très différente s’inspirant de la recherche
en spintronique. Les chercheurs de ce domaine réalisent des dispositifs visant à manipuler
de l’information stockée sur le spin d’un ensemble d’électrons. Pour cela, la génération
et la propagation de courants polarisés en spin dans des structures de semiconducteurs
est intensivement étudiée [Bra12]. Notre objectif est d’étendre ce concept à l’échelle
de l’électron unique, afin de directement déplacer des qubits de spin et de réaliser le
transfert d’information quantique. Le principal avantage de cette approche est qu’elle évite
d’avoir à convertir l’information de spin en une nouvelle forme pour assurer sa propagation.
Cependant, un moyen de réaliser le transport cohérent du spin d’un électron unique entre
deux boîtes quantiques distantes doit être mis au point. En particulier, cela implique de
maintenir un électron totalement isolé au cours de son transport, afin d’empêcher tout
mélange de l’information de spin avec d’autres électrons de la structure.
Bien que déplacer des électrons soit une tâche courante pour les physiciens, le contrôle
du déplacement d’un électron unique constitue un véritable défi. Néanmoins, le transfert
d’un électron unique entre deux boîtes quantiques distantes a été réalisé en 2011 [Her11;
McN11]. Dans ces expériences, deux boîtes quantiques séparées par quelques micromètres
sont reliées par un canal unidimensionnel le long duquel un électron peut se propager. Afin
d’éviter la localisation de ce dernier dans le canal, une onde acoustique de surface (OAS)
est excitée. La modulation du potentiel induit par l’OAS lors de son passage donne lieu
à la formation de boîtes quantiques en mouvement qui assurent le transfert de l’électron
entre les deux boîtes quantiques statiques. Ce processus permet de transférer des électrons
uniques sur plus de quelques micromètres en une nanoseconde, un temps inférieur au temps
de cohérence du spin. De plus, l’électron reste confiné pendant son transfert, ce qui accroît
la longueur de cohérence de spin par rapport au cas d’un déplacement libre [Dya72; Sto05;
Sto08]. Par conséquent, l’information codée sur le spin de l’électron devrait être préservée.
Au cours de ce travail de thèse, décrit dans les chapitres qui suivent, j’ai étudié la
169
possibilité de transporter de l’information de spin codée sur des électrons individuels en
utilisant ce type de transfert assisté par OAS. Dans le chapitre 1, les bases de l’électronique
à l’échelle de l’électron unique sont examinées : les moyens d’isoler un électron unique dans
une boîte quantique sont d’abord expliqués ; les différentes méthodes utilisées pour la lecture
du spin d’un électron ainsi que les procédures pour le manipuler de manière cohérente sont
ensuite décrites ; enfin, le transfert à la demande d’un électron entre des boîtes quantiques
distantes est discuté. Dans le chapitre 2, le dispositif expérimental qui a été utilisé pour
les mesures est présenté. Dans le chapitre 3, le processus d’injection d’électrons depuis
une boîte quantique statique vers une boîte quantique en mouvement définie par l’OAS est
étudié. En particulier, nous démontrons que nous pouvons atteindre un régime où l’électron
peut être injecté de manière contrôlée dans une boîte quantique en mouvement avec une
probabilité unitaire. Dans le chapitre 4, la manipulation cohérente du spin d’une paire
d’électron est démontrée en utilisant une double boîte quantique isolée dans une position
métastable. Ce type de manipulation cohérente est immédiatement compatible avec un
transfert d’électrons par OAS. Ces deux chapitres démontrent d’importants prérequis
vers l’accomplissement du transfert cohérent d’un spin d’électron unique. Enfin dans
le chapitre 5, les premières expériences de transfert d’information de spin utilisant des
électrons individuels sont présentées.
État de l’art du contrôle d’électrons uniques et de leurs
spins
Ce chapitre passe en revue l’état de l’art du contrôle d’un électron unique et de son spin, et
a pour but d’introduire les concepts de base nécessaires à la compréhension du manuscrit.
Dans un premier temps, les boîtes quantiques latérales réalisées à partir d’hétérostructures
d’arséniure de gallium sont présentées. La variation de bande interdite des différents
semiconducteurs utilisés dans ce type d’hétérostructure donne naissance à un gaz d’électron
bidimensionnel situé à une centaine de nanomètres en dessous de la surface (cf. Fig. 1.1).
Il est alors possible de dépeupler localement le gaz d’électrons en appliquant des tensions
négatives sur des grilles métalliques déposées à la surface. En utilisant une géométrie
de grilles adaptée, des boîtes quantiques peuvent être définies dans lesquelles un petit
nombre d’électrons sont confinés (cf. Fig. 1.2). Le modèle à interaction constante est alors
introduit [Kou97; VH92; Wan11]. Les interactions électrostatiques entre la charge contenue
dans la boîte quantique et les charges des différents réservoirs et grilles sont modélisées par
un réseau de capacités (cf. Fig. 1.3). On suppose également dans ce modèle que le spectre
de la boîte quantique ne dépend pas du nombre d’électrons qu’elle contient. Ce modèle
permet de décrire les propriétés de base d’une boîte quantique et donne en particulier son
énergie de charge.
Pour observer ces effets expérimentalement et accéder au spin des électrons piégés, il
est nécessaire de mettre en place des méthodes de détection de charge et de spin. La
charge contenue dans une boîte quantique est généralement détectée en utilisant un contact
ponctuel quantique formé à proximité. Le couplage capacitif entre la boîte et le contact
ponctuel implique une modulation de la conductance de ce dernier en fonction du nombre
de charges présentes dans la boîte (cf. Fig. 1.4). Afin de réaliser une mesure de spin,
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l’idée est de traduire cet état de spin en une information de charge. Cela peut se faire en
utilisant une différence d’énergie (cf. Fig. 1.5) ou de couplage tunnel (cf. Fig. 1.6) entre
les différents états de spin.
Différentes interactions vont se coupler au spin d’un électron. Une première interaction
est le couplage spin-orbite. Dans les matériaux utilisés, le déplacement d’un électron
va induire un champ magnétique effectif auquel son spin va être sensible. Lorsqu’il est
confiné à l’intérieur d’une boîte quantique, son déplacement est nul en moyenne et le spin
est relativement bien protégé. Cependant, un traitement perturbatif met en évidence un
couplage entre les différents états de spin qui est impliqué dans le phénomène de relaxation
de spin. Une deuxième interaction qui entre en jeu dans la structure utilisée est l’interaction
hyperfine, i.e. le couplage aux spins nucléaires du matériau. Cela a souvent un effet délétère
sur la cohérence du système. La présence de ces deux interactions peut néanmoins s’avérer
utile pour la réalisation de manipulations cohérentes de spins.
Enfin, une dernière partie traite du transport d’électrons uniques par l’intermédiaire
d’ondes acoustiques de surface (OAS). Une OAS est une onde mécanique qui se propage à
la surface d’un solide. Une telle onde est générée à partir d’un transducteur inter-digité.
Ce dispositif est constitué de peignes d’électrodes qui s’interpénètrent (cf. Fig. 1.16).
L’application d’une tension entre ces deux peignes va induire une déformation du matériau
due aux propriétés piézoélectriques de l’arséniure de gallium. En utilisant une tension
sinusoïdale, il est alors possible de générer une OAS. Par effet piézoélectrique inverse, la
propagation de cette onde va s’accompagner d’une modulation du potentiel électrique qui
peut être utilisée pour déplacer des électrons. En particulier, au niveau d’une constriction
unidimensionnelle du gaz d’électrons vont se former des boîtes quantiques en mouvement
capables de piéger un nombre donné d’électrons par période de l’onde (cf. Fig. 1.17).
Récemment, ce mécanisme a été utilisé pour assurer le transfert d’un électron entre deux
boîtes quantiques statiques [Her11; McN11] (cf. Fig. 1.18). L’objectif de cette thèse est
d’étudier la possibilité d’appliquer ce type de transfert pour transporter de l’information
de spin stockée à l’échelle de l’électron unique.
Dispositif expérimental
Comme nous avons vu au chapitre précédent, les énergies typiques associées aux boîtes
quantiques latérales sont relativement faibles. Par exemple, les différences d’énergies
relatives au spin que nous souhaitons mesurer sont de l’ordre de 0.1meV, i.e. équivalent à
une température de 1K. Il est donc nécessaire de porter le système à une température très
inférieure, au moins en dessous de 100mK, pour observer ces effets. Une telle température
peut être obtenue en se servant d’un réfrigérateur à dilution. Le principe de fonctionnement
repose sur la dilution d’3He dans de l’4He, qui est endothermique à basse température.
Pour les expériences présentées dans cette thèse, le réfrigérateur à dilution était porté à
une température entre 50mK et 60mK. La température électronique est estimée à environ
100mK.
L’électronique utilisée pour les expériences doit aussi être adaptée pour permettre de
sonder d’aussi petites échelles d’énergies. La polarisation de l’échantillon s’effectue via
des sources de tension continue (implémentées par le service électronique du laboratoire
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à partir de convertisseurs numérique-analogique Linear Technology LTC2604) ayant un
bruit de l’ordre de 25 nVHz−1/2. Les lignes de mesures sont filtrées autour du mégahertz,
permettant des fluctuations de tension au niveau de l’échantillon de l’ordre de quelques
dizaines de microvolts. Un générateur arbitraire de signal (AWG Tektronix 5014) est
également utilisé et permet d’appliquer des signaux au gigahertz sur certaines grilles
de l’échantillon. L’excitation microonde nécessaire à la génération des pulses d’ondes
acoustiques de surface est assurée par un générateur de signal (Rohde-Schwarz SMB 106A)
commandé par une des sorties de l’AWG.
Les courants électriques circulant dans l’échantillon sont mesurés via des convertisseurs
courant-tension (réalisés par le service électronique du laboratoire à partir d’amplificateurs
opérationnels Texas Instruments TLC2201) assurant un gain variable entre 106VA−1 et
109VA−1. Les tensions sont ensuite enregistrées par des voltmètres Keithley K2000, ou
par un oscilloscope Lecroy WaveRunner 6050A (dans ce cas, des amplificateurs réalisés à
partir d’amplificateurs opérationnels Analog Devices AD620 sont ajoutés, principalement
pour découpler la masse de l’expérience de celle de l’oscilloscope).
L’ensemble de l’expérience est contrôlée d’une part par un FPGA, gérant les différentes
sources de tension et le déclenchement des appareils, et d’autre part depuis un programme
Labview, chargé de l’initialisation des différents appareils et de la récupération des données.
Injection d’un électron unique d’une boîte quantique
statique vers une boîte quantique en mouvement
Dans ce chapitre, nous étudions le mécanisme d’injection d’un électron confiné dans une
boîte quantique statique vers une boîte quantique en mouvement. En effet, les pulses d’ondes
acoustiques utilisés pour transférer un électron doivent durer une centaine de nanosecondes
ou plus pour obtenir des taux de réussite proches de l’unité. Cela est problématique pour
plusieurs raisons quant à l’application d’un tel processus pour le transfert cohérent d’un
spin d’électron. Premièrement, il est souhaitable de pouvoir déterminer exactement le
minimum de l’onde dans lequel est injecté l’électron, afin de contrôler le transfert plus
rapidement que le temps de cohérence de spin. Deuxièmement, le grand nombre de périodes
nécessaire pour capturer l’électron sous-entend la présence d’un mécanisme stochastique,
impliquant probablement le passage d’une barrière tunnel. Cela pourrait potentiellement
porter l’électron sur des états excités de charge, et affecter son spin par l’intermédiaire du
couplage spin-orbite.
Dans un premier temps, des considérations géométriques sur la forme du potentiel
statique permettent de mettre en évidence deux régimes de transfert différents (cf. Fig.
3.2). Le premier est le cas déjà évoqué où l’injection de l’électron nécessite le franchissement
d’une barrière tunnel. Dans le second cas, l’injection se produit de manière "adiabatique",
l’électron suit en permanence le minimum local de potentiel et l’injection ne nécessite en
principe qu’une seule période de l’onde.
Le régime relevant est déterminé par la comparaison entre le gradient de potentiel
maximal à franchir et le gradient induit par l’onde acoustique de surface. Pour atteindre le
régime adiabatique, il faut donc minimiser ce gradient de potentiel statique (notamment
en faisant correspondre au mieux les potentiels chimiques de la boîte quantique et du
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canal) et travailler avec une amplitude d’OAS suffisamment élevée (cf. Fig. 3.4). Toutefois,
l’amplitude de l’onde est soumise à un temps de montée relativement long, de plusieurs
dizaines de nanosecondes (cf. Fig. 3.6), ce qui implique qu’un régime de transfert
stochastique va impérativement précéder le passage à un régime adiabatique (cf. Fig. 3.7).
Ce problème peut néanmoins être contourné par la modulation du potentiel de la boîte
quantique à la nanoseconde. L’idée est de confiner fortement l’électron pendant le temps de
montée de l’onde acoustique, et ainsi empêcher son transfert. Puis, une fois que l’amplitude
atteint une valeur suffisante, le potentiel de la boîte quantique est amené pendant une
nanoseconde dans une configuration autorisant le transfert (cf. Fig. 3.8). Les résultats
expérimentaux obtenus avec un tel protocole montrent qu’il est possible d’atteindre une
probabilité de transfert unitaire pendant cette nanoseconde (cf. Fig. 3.9). Cela démontre
qu’un peu plus de deux périodes de l’OAS sont suffisantes pour assurer l’injection de
l’électron dans une boîte quantique en mouvement. Ces résultats sont cohérents avec une
entrée dans un régime de transfert adiabatique.
Manipulations cohérentes de spin dans une double boîte
quantique isolée
Nous avons vu dans le chapitre précédent que la séquence expérimentale à effectuer pour
assurer le transfert d’un électron unique nécessite une variation rapide et sur une grande
amplitude du potentiel de confinement. Cela permet d’alterner entre des configurations où
les boîtes quantiques sont couplées ou au contraire isolées de leurs réservoirs. Cependant,
il n’est pas certain qu’une telle procédure soit sans effet sur le spin de l’électron. Dans ce
chapitre, nous allons montrer qu’il est possible de préparer une superposition cohérente de
spin dans le régime isolé où s’effectue le transfert par onde acoustique de surface.
Des simulations du potentiel électrostatique de l’échantillon dans ce régime sont d’abord
présentées et montrent l’émergence d’un comportement de double boîte quantique (cf. Fig.
4.1). L’étude de diagrammes de stabilité confirme expérimentalement cet effet (cf. Fig.
4.2). Nous montrons que le nombre d’électrons préparés dans cette double boîte quantique
isolée est facilement contrôlé. L’impossibilité d’échanger des électrons avec un réservoir
entraine une simplification substantielle du diagramme de stabilité et assure un contrôle
parfait des paramètres de la double boîte quantique (alignement relatif 𝜀 et couplage tunnel
𝑡𝑐 entre les deux minimums de potentiel, cf. Fig. 4.4). Une telle approche pourrait être
bénéfique pour augmenter la taille des réseaux de boîtes quantiques couplées.
Une technique de détection de spin est ensuite mise en place. Une méthode usuelle
consiste à induire l’échange d’un électron par effet tunnel avec un réservoir : dans certaines
positions spécifiques, cet échange est dépendant de l’état de spin considéré (cf. Fig. 4.6).
Nous montrons que le spin d’une paire d’électrons n’est pas affecté par une transition entre
les positions couplée et isolée tant que les électrons ne sont pas séparés dans la double
boîte quantique pendant la procédure (cf. Fig. 4.7).
Dans le cas contraire, certains états de spins peuvent être dégénérés et vont se mélanger
avec un temps caractéristique de quelques dizaines de nanoseconde. Il est possible de lever
cette dégénérescence, et donc d’empêcher ce mélange, en travaillant avec une valeur de
𝑡𝑐 suffisamment importante. Une cartographie du passage entre ces différents régimes est
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réalisée (cf. Fig. 4.9).
Enfin, nous présentons la réalisation d’oscillations de Rabi entre les états de spin |↑↓⟩
et |↓↑⟩. Nous montrons que ces oscillations peuvent être réalisées d’une part de manière
similaire à l’état de l’art actuel, en modulant 𝜀 (cf. Fig. 4.12), et d’autre part en modulant 𝑡𝑐
(cf. Fig. 4.13), rendu possible dans notre cas par la suppression du couplage aux réservoirs
d’électrons. Cette dernière méthode permet de se placer dans une position optimale où
l’influence du bruit de charge sur le paramètre 𝜀 est supprimée. Nous observons à cette
position une augmentation significative lu nombre d’oscillations visibles.
Transfer de spin à l’échelle de l’électron unique
Dans ce chapitre, nous présentons les premières expériences réalisées sur le transport du
spin d’électrons individuels par onde acoustique de surface. L’objectif de cette étape
préliminaire est de vérifier si l’aimantation de spin est préservée lors du transfert. L’idée
de base consiste à préparer un état de spin dans la boîte quantique source et mesurer cet
état après transfert dans la boîte quantique de réception. Différentes proportions d’états
de spin excité ou fondamental peuvent être obtenues en variant le temps laissé au système
pour relaxer. On cherche donc à mesurer de manière non-locale (i.e. après transfert) ce
phénomène de relaxation.
Dans un premier temps, une expérience a été effectuée en utilisant les états de spin d’une
paire d’électron sous faible champ magnétique (100mT). La procédure de transfert de
deux électrons d’une boîte quantique à l’autre est d’abord mise en place, et un taux de
réussite de 80% est atteint. On peut cependant noter que les électrons sont transférés
séquentiellement dans différents minimums de l’onde acoustique, séparés par plusieurs
dizaines de nanosecondes (cf. Fig. 5.3). L’efficacité de la mesure est ensuite calibrée en
observant les signaux de relaxation sans transfert d’électron (un contraste de 18.8% est
obtenu, cf. Fig. 5.4). Enfin l’expérience complète est réalisée et un signal de relaxation est
mesuré avec un contraste de 5.4% (cf. Fig. 5.6). Cela prouve que de l’information de spin
est bien transférée. La fidélité du transfert approche 30%.
Une explication plausible pour expliquer cette faible fidélité est l’impact de l’interaction
spin-orbite. Différents régimes de champ magnétique ont alors été explorés. L’expérience
précédente est d’abord reproduite à 200mT, mais aucun changement notoire n’est observé.
Nous reproduisons ensuite le même type d’expérience en utilisant un spin d’électron unique.
Cela permet de travailler sous un champ magnétique plus élevé (3T), mais là encore, une
fidélité autour de 30% est obtenue (cf. Fig. 5.12). Ces observations réfutent l’hypothèse
d’une dépolarisation due à l’interaction spin-orbite pendant le transfert.
Un deuxième modèle proposé suppose une dépolarisation ayant lieu juste avant ou après
le transfert, lorsque les électrons sont confinés dans les boîtes quantiques statiques. Nous
avons vu au chapitre précédent qu’un comportement de double boîte quantique apparaissait
près de la position de transfert. Les modulations de potentiel induites par le passage de
l’onde acoustique de surface peuvent dans ce cas entrainer de multiples passages à travers
des anti-croisements entre différents états de spin (cf. Fig. 5.8). Si ces passages ne sont
pas parfaitement non-adiabatiques, un mélange des différents états de spin est possible.
Une expérience est alors réalisée pour mettre en évidence ce mécanisme. Un électron est
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préparé dans la boîte quantique de réception placée en position de transfert. Une onde
acoustique de surface est alors générée avec une durée variable. Nous observons un mélange
des différents états de spin lorsque la durée de l’onde devient trop importante, ce qui est
cohérent avec le modèle proposé (cf. Fig. 5.13).
Conclusion
L’objectif de ma thèse était d’explorer la possibilité de transférer de l’information de spin
à l’échelle de l’électron unique. Il est possible de transporter sur demande des électrons
individuels entre deux boîtes quantiques distantes en générant des boîtes quantiques en
mouvement à partir d’ondes acoustiques de surface. Si la cohérence d’un spin d’électron
s’avère préservée lors d’un tel transfert, cette approche pourrait être une avancée majeure
vers la réalisation de circuits manipulant de l’information quantique codée sur des spins
d’électrons.
Le travail présenté ici démontre plusieurs étapes préliminaires, en particulier la conser-
vation de l’aimantation de spin au cours du transfert (cf. chapitre 5). Ce résultat a été
obtenu via l’accomplissement d’une "mesure non-locale" de relaxation de spin : un état
de spin donné est préparé dans une boîte quantique, et peut être varié en laissant ou non
au système le temps de relaxer ; la mesure de cet état de spin est réalisée après transfert
vers la seconde boîte quantique. Le signal de relaxation ainsi mesuré est une preuve du
transfert d’information de spin.
Cette expérience a été réalisée en utilisant le spin d’un électron unique ou d’une paire
d’électrons. Dans chaque cas, l’amplitude du signal de relaxation après transfert est
inférieure aux valeurs attendues extraites des calibrations. Nous attribuons cette perte
de contraste à une dépolarisation partielle des spins se produisant juste avant et après le
transfert. En effet, l’émergence d’un comportement de double boîte quantique se produit
pour chaque boîte quantique, près de leurs configurations utilisées lors du transfert. Le
passage de l’onde acoustique de surface entraine une modulation du potentiel de ces doubles
boîtes qui peut être responsable d’un mélange des différents états de spin. En évitant ce
comportement de double boîte quantique, l’efficacité du transfert de spin devrait donc être
améliorée.
L’objectif final n’est pas seulement d’effectuer le transfert d’aimantation de spin, mais
également de s’assurer que la cohérence du spin est maintenue. Pour atteindre ce but, des
développements supplémentaires sont nécessaires. En particulier, il doit être possible de
contrôler le transfert d’un électron à une échelle de temps plus courte que le temps de
cohérence de spin (∼ 10 ns). Dans cette optique, nous avons étudié le mécanisme d’injection
d’un électron entre une boîte quantique statique et dynamique (cf. chapitre 3).
Il a été montré que la forme du potentiel statique a un impact crucial sur l’efficacité du
transfert. En particulier, l’électron peut être protégé de l’influence de l’onde acoustique de
surface pour un potentiel donné ou être transféré pour un potentiel légèrement différent.
Un pulse de tension d’une nanoseconde peut donc être utilisé pour alterner entre ces deux
configurations et permet ainsi un contrôle précis de l’instant auquel un électron est émis.
Ce contrôle à la nanoseconde de l’émission des électrons, combiné au transfert d’une
paire d’électrons, laisse envisager des expériences permettant de sonder la cohérence de
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spin. Pour commencer, une "mesure non-locale" du déphasage d’un singulet peut être
effectuée : deux électrons sont préparés dans un état singulet dans la boîte quantique
source ; les électrons sont ensuite transférés successivement avec un temps contrôlé 𝜏𝑆 entre
l’émission de chaque électron ; l’état de spin est ensuite mesuré, et dépend en principe
du temps pendant lequel les électrons ont été séparés. Pour un temps court par rapport
au temps de déphasage, un état de spin singulet doit être retrouvé tandis que pour un
long temps de séparation, un mélange entre états singulet et triplet se produit. Une telle
observation constituerait une première preuve de cohérence du transfert d’électrons.
Pour aller plus loin dans cette étude, il pourrait être intéressant d’utiliser des doubles
boîtes quantiques de part et d’autre du canal de transfert. Il serait alors possible de
préparer une superposition cohérente d’états de spin d’une paire d’électrons, de transférer
et finalement de mesurer cet état de spin dans la double boîte de réception, effectuant d’une
certaine manière une "mesure non local" d’oscillations de Rabi. Dans le chapitre 4, une
première étape a été accomplie avec la réalisation d’oscillations de Rabi dans une position
isolée, compatible avec le transfert d’électrons par onde acoustique de surface. Nous avons
vu que travailler avec ces doubles boîtes isolées entraine simplification considérable au
niveau du contrôle de la structure, ce qui présente plusieurs avantages. Tout d’abord, cette
approche devrait amplement faciliter le contrôle de systèmes plus complexes, et ouvre
donc une perspective intéressante vers la réalisation de réseaux plus importants de boîtes
quantiques couplées. Deuxièmement, cela permet d’effectuer les manipulations cohérentes
de spin dans une position où le système n’est plus sensible à une partie du bruit de charge.
Pour cela, le couplage tunnel entre les deux parties de la double boîte est modulé de façon
similaire à la proposition initiale de Loss et Divincenzo [Los98]. Par conséquent, ce type
de boîtes quantiques isolées est un moyen efficace pour gagner à la fois en simplicité de
manipulation et sur la cohérence du système.
Néanmoins, il ne semble pas possible d’utiliser l’échantillon actuel pour aller plus loin
vers la réalisation d’une mesure non local d’oscillations de Rabi. En effet, un alignement
de la double boîte selon la direction de propagation de SAW est incompatible puisque qu’il
va induire un mélange des différents états de spin. Un nouvel échantillon est donc en cours
de préparation (cf. Fig. 5.14), sur lequel les doubles boîtes quantiques sont orientées de
manière orthogonale à la direction de propagation de l’onde.
Si le transfert cohérent d’électrons est démontré, un tel échantillon pourrait alors
permettre l’intrication de deux spins d’électrons distants. Cela serait possible de la manière
suivante. Deux électrons sont préparés dans un état singulet et stockés dans la boîte
quantique S (cf. Fig. 5.14). Un électron est également préparé dans la boîte A, et un
dernier dans la boîte B. On suppose par souci de simplicité que ces électrons sont dans un
état |↑⟩, mais le même résultat peut en principe être obtenu quel que soit l’état de spin de
ces deux électrons. Le système complet s’écrit de la manière suivante :
|↑𝐴⟩ ⊗ |𝑆⟩𝑆 ⊗ |↑𝐵⟩ = |↑𝐴⟩ ⊗
1√
2
(|↑↓⟩𝑆 − |↓↑⟩𝑆)⊗ |↑𝐵⟩ (G.1)
Où les indices indiquent la boîte contenant la particule. Un électron de la paire formant le
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singulet est alors transféré vers la boîte R. Le système se réécrit alors sous la forme :
|↑𝐴⟩ ⊗ 1√2 (|↑𝑆↓𝑅⟩ − |↓𝑆↑𝑅⟩)⊗ |↑𝐵⟩ =
1√
2
(|↑𝐴↑𝑆↓𝑅↑𝐵⟩ − |↑𝐴↓𝑆↑𝑅↑𝐵⟩) (G.2)
Il suffit alors d’effectuer une opération de SWAP ("échange") de part et d’autre du canal
(entre A et S d’un côté, et R et B de l’autre). Cette opération va simplement échanger les
spins de deux électrons. On obtient finalement :
1√
2
(|↑𝐴↑𝑆↑𝑅↓𝐵⟩ − |↓𝐴↑𝑆↑𝑅↑𝐵⟩) = 1√2 (|↑𝐴↓𝐵⟩ − |↓𝐴↑𝐵⟩)⊗ |↑𝑆↑𝑅⟩ (G.3)
On peut noter que l’intrication initialement partagée par les particules en S et R est
désormais induite sur les spins en A et B. Des procédures très similaires, utilisant une paire
d’électrons singulet séparés, pourrait alors être employées pour réaliser des expériences de
téléportation quantique [Bou97].
Toutes ces perspectives ne représentent qu’une partie des applications possibles, mais
promettent déjà des recherches passionnantes pour les années à venir.
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