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ABSTRACT
Speaker verification systems often degrade significantly when there
is a language mismatch between training and testing data. Being able
to improve cross-lingual speaker verification system using unlabeled
data can greatly increase the robustness of the system and reduce hu-
man labeling costs. In this study, we introduce an unsupervised Ad-
versarial Discriminative Domain Adaptation (ADDA) method to ef-
fectively learn an asymmetric mapping that adapts the target domain
encoder to the source domain, where the target domain and source
domain are speech data from different languages. ADDA, together
with a popular Domain Adversarial Training (DAT) approach, are
evaluated on a cross-lingual speaker verification task: the training
data is in English from NIST SRE04-08, Mixer 6 and Switchboard,
and the test data is in Chinese from AISHELL-I. We show that with
the ADDA adaptation, Equal Error Rate (EER) of the x-vector sys-
tem decreases from 9.331% to 7.645%, relatively 18.07% reduction
of EER, and 6.32% reduction from DAT as well. Further data anal-
ysis of ADDA adapted speaker embedding shows that the learned
speaker embeddings can perform well on speaker classification for
the target domain data, and are less dependent with respect to the
shift in language.
Index Terms— Speaker Verification, Adversarial Training, Do-
main Adaptation, Speaker Representation
1. INTRODUCTION
Speaker verification (SV) offers a natural and flexible option for bio-
metric authentication. The text-independent SV system, which does
not require the fixed input voice content, is a flexible and challenging
task. In real-world scenarios, however, speaker verification systems
may degrade significantly when training on one language and test it
on another. Language mismatch falls into two scenarios that include
(i) the speaker verification system is trained on one language, but the
enrollment and test data for speakers are in a second language, and
(ii) the enrollment data is in one language, but the test data is in a
second language. This study focused on the first scenario where the
speaker model is trained on English data, but the enrollment and test
materials for speakers are in a new language, Chinese. Since it is not
desirable to re-train the speaker model on a new language, the chal-
lenge is to find an alternative solution which would allow such an
existing system to maintain performance when enrollment and test
speaker data are from a new language.
Recently, the speaker representation models have moved from
the commonly used i-vector model [1, 2, 3], with a probabilistic lin-
ear discriminant (PLDA) back-end [4, 5] to a new paradigm: speaker
embedding trained from deep neural networks. Various speaker em-
beddings based on different network architectures [6, 7] , attention
mechanism [8, 9], loss functions [10, 11], noise robustness [12, 13],
and training paradigms [14, 15] have been proposed and greatly im-
prove the performance of speaker verification systems. Snyder et
al. [6] recently proposed the x-vector model, which is based on a
Time-Delay Deep Neural Network (TDNN) architecture that com-
putes speaker embeddings from variable-length acoustic segments.
This x-vector model has become very successful in various speaker
recognition tasks. We use it as the baseline in this study.
However, models trained with these deep neural networks may
not generalize well to other datasets in different domains. To alle-
viate the domain mismatch problem, we can use domain adaptation
methods to reduce the domain shift. We can compensate the mis-
match by estimating the compensation model [16, 17, 18, 19] us-
ing unlabeled data and source domain data. Adversarial adaptation
methods [20, 21, 12, 22] were also applied to ensure that the net-
work cannot distinguish the distributions of training and testing ex-
amples. Wang et al. [23] proposed an unsupervised approach based
on Domain Adversarial Training (DAT) to address speaker recogni-
tion problem in domain mismatched conditions.
In this study, we introduce the unsupervised Adversarial Dis-
criminative Domain Adaptation (ADDA) [24] approach. It was orig-
inally tested on image classification tasks. We adapt the ADDA
approach to the cross-lingual unsupervised adaptation for text-
independent speaker verification. Unsupervised adaptation without
requiring target domain labels largely reduces labeling costs and
utilizes a large amount of publicly available online data. Our ap-
proach only requires source and unlabeled target domain data to
learn an asymmetric mapping that adapts the target domain feature
encoder to the source domain. Furthermore, the ADDA uses sep-
arate encoders for the source and target domain without assuming
that source and target domain data has a similar class distribution.
We show that ADDA is more effective yet considerably simpler than
other domain-adversarial methods: the source data is in English from
NIST SRE04-08, Mixer 6 and Switchboard, and the target data is in
Chinese from AISHELL-I. We show that with the ADDA adapta-
tion, Equal Error Rate (EER) of the x-vector system decreases from
9.331% to 7.645%, relatively 18.07% reduction on EER. ADDA also
has 12.54% relative reduction of EER compared to DAT.
In the following sections, we describe the ADDA approach and
corresponding baseline systems in Section 2. We provide detailed
explanations of our experiments in Section 3, as well as results and
discussions in Section 4. Finally we conclude in Section 5 with fu-
ture work.
1.1. Related work
A number of domain adaptation approaches have been proposed to
alleviate the domain shift problem. For example, Wang et al. [23] ap-
ply the DAT technique to alleviate the i-vectors mismatch across dif-
ferent domains. They use a multi-task learning framework to jointly
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Fig. 1: Overview of the Domain Adversarial Training (DAT) frame-
work. Adversarial domain classifier has a gradient reversal layer.
Speaker classifier and domain classifier both take input from the joint
feature extractor, are optimized to excel in their own tasks.
learn a shared feature extractor and two classifiers. With a gradi-
ent reversal layer in the domain classifier, the shared feature extrac-
tor can extract domain-invariant and speaker-discriminative features.
In [16, 17], the authors proposed an Inter-Dataset Variability Com-
pensation (IDVC) technique to remove the mismatch using Nuisance
Attribute Projection (NAP). First, a subspace is computed represent-
ing all different data-sets and then NAP is used to remove that sub-
space as an i-Vector pre-processing step. All these work were on
i-vectors for speaker verification, while our work is on the recently
proposed x-vectors and shows very promising results.
2. SPEAKER VERIFICATION SYSTEMS
2.1. The X-vector system
We use a recently proposed successful speaker model called X-
vector [6], to extract speaker representations, and a Probabilistic
Linear Discriminant Analysis (PLDA) back-end to compare pairs
of enrollment and test speaker embeddings. The X-vector model
is based on a Time-Delay Deep Neural Network (TDNN) architec-
ture that computes speaker embeddings from variable-length acous-
tic segments. The network consists of layers that operate on speech
frames, a statistics pooling layer that aggregates over the frame-level
representations, additional layers that operate at the segment-level,
and finally a softmax output layer. The embeddings are extracted
after the statistics pooling layers.
2.2. Cross-lingual adversarial training baseline
In order to address the cross-lingual speaker verification problem, we
first implement a Domain Adversarial Neural Network (DANN) [23]
using Domain Adversarial Training (DAT) [20] to transfer speaker
information from labeled English data to another language where
only unlabeled data exists, for example, Chinese. DANN in Fig. 1
is a Y-shaped network with two discriminative branches: a speaker
recognizer and an adversarial language classifier. Both branches take
input from a shared feature extractor that aims to learn hidden rep-
resentations that capture the underlying information of the speaker
and are independent of languages.
We can implement the language independent speaker verifica-
tion system assuming that DANN can learn features that perform
well on speaker classification for the source and target language data,
are independent with respect to the shift in language. This can be
done by minimizing the speaker classification loss and maximizing
the domain classification loss with a gradient reversal layer. DANN
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Fig. 2: Overview of the proposed Adversarial Discriminative Do-
main Adaptation (ADDA) approach. Source DNN encoder is fixed
during the adversarial adaptation.
mainly has two components: 1) a speaker recognizer y for the source
data; 2) an adversarial language classifier d that predicts a scalar in-
dicating whether the input speech is from the source language or
the target language. The two classifiers take input from the shared
feature extractor f , which operates on the average of the speaker
embeddings. The loss function of DANN is a multi-task loss which
combines the loss of the speaker classifier and the domain classifier
with a weight λ. Training DANN consists in optimizing,
E(θf , θy, θd) =
1
n
n∑
i=1
Liy(θf , θy)− λ[ 1
n
n∑
i=1
Lid(θf , θd)
+
1
n′
N∑
i=n+1
Lid(θf , θd)],
(1)
where θf , θy, θd are parameters of the joint feature extractor and two
classifiers, and Ly,Ld are the prediction and the domain loss func-
tions. n and n′ are the number of samples of the source and target
domain data respectively. We can optimize this loss function using
stochastic gradient descent to get the parameters, Using this DAT ap-
proach, we are able to minimize the divergence between the source
and target feature distributions. Therefore, the learned embeddings
are less dependent on the shift in language.
2.3. Adversarial discriminative domain adaptation
Different from the DAT method which applies a gradient reversal
layer to confuse the domain classifier, we apply the Adversarial Dis-
criminative Domain Adaptation (ADDA) approach to directly learn
an asymmetric mapping, in which we modify the target model in or-
der to match the source distribution. A summary of this entire train-
ing process is provided in Fig. 2. Unlike the DAT method which
uses a shared feature encoder, our proposed ADDA approach uses
separate encoders for the source and target domain data. When there
is a significant domain shift, the DAT method may not work well
since it inherently assumes that source and target domain data has a
similar class distribution.
We define input samples x ∈ X with data labels y ∈ Y, where
X and Y are input space and output space, respectively. In our
speaker verification experiments, xandy are x-vectors and speaker
labels. The probabilistic distribution D(x, y), however, might be
different between training and evaluation dataset due to various do-
main mismatch such as language mismatch. We denote S(x, y) and
T (x, y) as source domain and target domain distribution respec-
tively. Our goal is to minimize the distance between the empirical
source and target mapping distributions. We firstly learn a source
mapping Ms, along with a source classifier C, and then learn to map
the target domain encoder to the source domain.
We train the source classification model using a standard cross
entropy loss defined below,
min
Ms,C
Lcls(Xs, Ys) =
− E(xs,ys)∼(Xs,Ys)
K∑
k=1
1[k=ys] log C(Ms(xs)),
(2)
In order to minimize the source and target representation dis-
tances, we use a domain discriminator D to classify whether a data
point is drawn from the source or the target domain. We optimize D
using an adversarial loss LadvD (Xs, Xt,Ms,Mt), defined below:
min
D
LadvD (Xs,Xt,Ms,Mt) =
− Exs∼Xs [logD(Ms(xs))]− Ext∼Xt [log(1−D(Mt(xt)))],
(3)
The DAT method uses a gradient reversal layer [20] to learn the
mapping by maximizing the discriminator loss directly, where its
adversarial loss LadvM = −LadvD . Different from DAT, in order
to train the mapping, we use the loss function LadvM defined below.
This objective has the same fixed-point properties as the minimax
loss but provides stronger gradients to the target mapping.
min
Ms,Mt
LadvM (Xs,Xt,D) = −Ext∼Xt [logD(Mt(xt))]. (4)
We can optimize this objective function in two steps. First, we
need to train a discriminative source classification model, we choose
to use a three-layer Deep Neural Network (DNN) and the input fea-
tures are x-vectors. We start optimizing classification loss Lcls over
source domain mapping function Ms and classifier C by training
with the labeled source English data, Xs and Ys. Because we
make Ms fixed while learning Mt, we can then optimize LadvD
and LadvM without revisiting the first objective term.
Through this unsupervised adversarial discriminative domain
adaptation approach, we can adapt the target encoder to the source
domain. In the next section, we will present promising results
on cross-lingual text-independent speaker verification tasks using
ADDA.
3. EXPERIMENTAL SETUP
3.1. English Corpora
We use Speaker Recognition Evaluation (SRE) 04-08, Mixer 6, and
Switchboard (SWBD) to train the x-vector model. SRE corpus is
part of the Mixer 6 project, which was designed to support the devel-
opment of robust speaker recognition technology by providing care-
fully collected speech across numerous microphones. Switchboard
is a collection of about two-sided telephone conversations among
thousands of speakers from all areas of the United States.
3.2. Chinese Corpora
AISHELL-1 [25] is a subset of the AISHELL-ASR0009 corpus,
which is a 500 hours multi-channel mandarin speech corpus de-
signed for various speech/speaker processing tasks. Speech utter-
ances are recorded at 44.1kHz via microphones, 16kHz via Android
phones and 16kHz via iPhones.
There are 360 participants in the recording, and speakers’ gen-
der, accent, age, and birth-place are recorded as meta-data. About 80
percent of the speakers are from age 16 to 25. Most speakers come
from the Northern area of China. The entire corpus includes train-
ing and test sets, without speaker overlap. Though the training data
provides speaker labels, we do not use any speaker label information
of the training data or include it in training our x-vector model. We
only use it for unsupervised domain adaptation. We call it AISHELL
unlabeled training set.
The training set contains 120,098 utterances from 340 speak-
ers; Test set contains 7,176 utterances from 20 speakers. For each
speaker, around 360 utterances (about 26 minutes of speech in to-
tal) are released. In order to test our proposed unsupervised ADDA
approach, we don’t use any speaker labels of the training data. We
train our x-vector based speaker model on the SRE04-08, Mixer 6,
and switchboard dataset, and evaluate on the Chinese AISHELL test
143520 trials.
3.3. Evaluation setup
We use SRE04-08, Mixer6 and Switchboard data to train the TDNN
based x-vector model. We follow the Kaldi SRE16 recipe to aug-
ment the training data by adding noises and reverberations. We use
an energy based VAD and the raw feature to train the model are
23-dimensional MFCCs. Having established the x-vector system us-
ing English data, we now try to address the challenge of evaluation
enrollment and test speakers for a mismatched language, Chinese.
To accomplish this, A set of unlabeled data for the new language
is needed. We use the target domain AISHELL unlabeled training
data. We extract x-vectors on source domain SRE and SWBD data
and target domain AISHELL unlabeled data to train the adaptation
network.
We train the Adversarial Domain Adaptation Network (ADAN)
in two steps. First, we train a DNN encoder and classifier on SRE
and SWBD x-vectors. Next, we use the pre-trained source model
as an initialization for the target DNN encoder and perform adver-
sarial adaptation to learn a target domain mapping on the AISEHLL
unlabeled x-vectors.
During testing, we use AISHELL evaluation set enrollment x-
vectors and test x-vectors as the input to the ADDA, and extract
the new vectors xˆe, xˆt using the trained target encoder of ADDA.
Adapted embeddings xˆe, xˆt are therefore expected to be domain-
invariant and speaker discriminative representations which stay in
the same subspace. We apply mean and length normalization on the
adapted embeddings. For the back-end, we train a Probabilistic Lin-
ear Discriminant Analysis (PLDA) model on combined SRE clean
and noise augmented data, and compute log-likelihood ratio scores
of enrollment and test trials. We also perform unsupervised PLDA
adaptation using Kaldi to utilize the AISHELL unlabeled data.
3.4. Model configuration
For this experiment, our base architecture is a three-layer Deep Neu-
ral Network which is fine-tuned on the source domain for 100 epochs
using a batch size of 128. When training ADDA, the adversarial
discriminator consists of three additional fully connected layers: 2
hidden layers and an adversarial discriminator output. With the ex-
ception of the output, these additionally fully connected layers use a
ReLU activation function. ADDA target encoder training then pro-
ceeds for another 100 epochs with a batch size of 128. For the DAT
training, the shared feature encoder is a three-layer DNN. We use
an Adam optimizer with a learning rate 10−4. The speaker classi-
fier and the language classifier are two-layer DNNs. To confuse the
language domain classifier, the language classifier has a gradient re-
versal layer. We use a multi-task loss with equal weights to combine
the two cross entropy losses.
4. RESULTS AND DISCUSSIONS
4.1. Results
In this section, we show experimental results using x-vector, x-
vector with DAT and x-vector with ADDA training with and without
PLDA adaptations in Table 1. We use Linear Discriminant Analysis
(LDA) to reduce all three embeddings to 256 dimension for compar-
ison. Also, we concatenate the DAT embedding with the x-vector
since we find it always performs better than a single DAT embed-
ding. From Table 1, we observe that our proposed method, ADDA,
greatly improves Equal Error Rate (EER) on AISHELL test trials.
After ADDA adaptation, EER of the x-vector system decreases from
9.331% to 7.645%, relatively 18.07%. The ADDA approach also
achieves relatively 12.54% improvement compared with the concate-
nated x-vector and DAT embedding. The major reason that ADDA
works better might be that it uses an adversarial discriminator to
adapt the target encoder to the source domain. Also, by initializing
the target representation space with the pre-trained source model, we
can effectively learn the asymmetric mapping function.
Fig. 3 shows the Detection Error Trade-off (DET) curve of our
speaker recognition system at three different settings without PLDA
adaptation. From the figure, we see after DAT or ADDA adapta-
tion, the overall speaker verification system performance improves
significantly compared with the x-vector system. Further, both False
Positive Rate (FPR) and False Negative Rate (FNR) of the ADDA
embedding system reduce by a large margin compared with the x-
vector+DAT embedding system. It indicates that ADDA embedding
has more invariance to language shift.
EER(%) MinDCF
x-vector 9.331 0.7755
x-vector + DAT 8.741 0.7475
ADDA embedding 7.645 0.7257
x-vector + PLDA adaptation 9.162 0.7095
x-vector + DAT + PLDA adaptation 7.799 0.6989
ADDA embedding + PLDA adaptation 7.504 0.7062
Table 1: Speaker verification results using different models with a
PLDA back-end.
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Fig. 3: DET curve results with different speaker representations.
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Fig. 4: Visualizations of x-vector and ADDA speaker embeddings
using t-SNE
4.2. Visualization of speaker embeddings
To investigate the effect ADDA has on speaker verification, we
further assess the quality of the learned speaker features, using t-
SNE [26], we plot embeddings after LDA from same K speakers of
the AISHELL test set. The results are presented in Fig. 4. Fig. 4 (a)
is the visualization of x-vectors, and Fig. 4 (b) is the visualization of
ADDA embedding. It can be seen that the ADDA embeddings have
more discriminative ability to separate different speakers. However,
for x-vectors, we observe that some utterances from different speak-
ers are grouped together and not well separated in the embedding
space. Also, for speaker “0764”, it is difficult to separate it from
speaker “0765” using both methods. It is probably because these
two speakers have very similar speaker information.
4.3. Clustering analysis
In order to quantitatively analyze the quality of adapted speaker rep-
resentations, we also perform clustering on the adapted embeddings.
Since t-SNE cannot maintain distance information, which is nec-
essary to apply most clustering algorithms, we perform K-means
clustering after LDA transformed x-vectors and ADDA embeddings.
Given the knowledge of the ground truth speaker labels, we com-
pute the Normalized Mutual Information (NMI) [27] of the K-means
clustering assignment. NMI is a metric that measures the agreement
of the ground truth labels and the clustering results. The NMI score
of x-vectors is 0.787, and the NMI score of ADDA embeddings is
0.802, relatively 1.9% higher. This result is consistent with the vi-
sualization using t-SNE. Therefore, we can conclude that with the
ADDA adaptation, we can learn more speaker discriminative and
language independent speaker embeddings.
5. CONCLUSIONS AND FUTURE WORK
We presented a discriminative adversarial unsupervised adaptation
method in this paper. By exploiting how to alleviate the domain
mismatch problem in an English-Chinese cross-lingual speaker ver-
ification task, we showed that our proposed unsupervised ADDA
approach can perform well on speaker classification for the target
domain data. Additional data analysis indicated that the representa-
tions learned via ADDA can be well separated and are less dependent
with respect to the shift in language.
In the future, we would like to investigate the influence of pho-
netic content on cross-lingual text-independent speaker verification.
We intend to use a phoneme decoder to analyze the linguistic factor
of speaker models.
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