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Abstract
Given a group G, the problem of synchronization over the group G is a constrained
estimation problem where a collection of group elements G∗1, . . . , G
∗
n ∈ G are estimated
based on noisy observations of pairwise ratios G∗iG
∗
j
−1 for an incomplete set of index
pairs (i, j). This problem has gained much attention recently and finds lots of ap-
plications due to its appearance in a wide range of scientific and engineering areas.
In this paper, we consider the class of synchronization problems over a closed sub-
group of the orthogonal group, which covers many instances of group synchronization
problems that arise in practice. Our contributions are threefold. First, we propose a
unified approach to solve this class of group synchronization problems, which consists
of a suitable initialization and an iterative refinement procedure via the generalized
power method. Second, we derive a master theorem on the performance guarantee of
the proposed approach. Under certain conditions on the subgroup, the measurement
model, the noise model and the initialization, the estimation error of the iterates of
our approach decreases geometrically. As our third contribution, we study concrete ex-
amples of the subgroup (including the orthogonal group, the special orthogonal group,
the permutation group and the cyclic group), the measurement model, the noise model
and the initialization. The validity of the related conditions in the master theorem
are proved for these specific examples. Numerical experiments are also presented. Ex-
periment results show that our approach outperforms existing approaches in terms of
computational speed, scalability and estimation error.
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Cyclic Group, Generalized Power Method, Estimation Error
∗Imperial College London. E–mail: huikang.liu@imperial.ac.uk
†The Hong Kong Polytechnic University. E–mail: manchung.yue@polyu.edu.hk
‡The Chinese University of Hong Kong. E–mail: manchoso@se.cuhk.edu.hk
1
ar
X
iv
:2
00
9.
07
51
4v
1 
 [m
ath
.O
C]
  1
6 S
ep
 20
20
1 Introduction
In many real-world estimation problems, the signals of interest are constrained to lie in a
group1. One such example is the group synchronization problems (or simply called syn-
chronization problems) where a collection of group elements are estimated based on noisy
pairwise ratios of the elements. More precisely, the synchronization problem over a group
G consists of estimating n group elements G∗1, . . . , G∗n ∈ G, together called the ground truth,
based on noisy observations of pairwise ratios G∗iG
∗
j
−1 (with respect to the binary operation
of the group G) for some index pairs (i, j) ∈ [n]2.
Synchronization problems have found applications across a wide range of areas, such as
social science, distributed network, signal processing, computer vision, robotics, structural
biology, computational genomics and machine learning, and hence gained much attention
over the past decade. Indeed, many important problems from the above areas can be
formulated as a group synchronization problem, including community detection [3, 15]
where G is the Boolean group; ranking [16] and distributed clock synchronization [19] where
G is the group of 2D rotations; sensor network localization and cryo-electron microscopy
where G is the group of orthogonal matrices or special orthogonal matrices [17, 39]; the pose
graph estimation problem [37] where G is the group of Euclidean motions; the haplotype
phasing problem [13, 40] where G is the cyclic group (integers with modulo arithmetics);
and the multi-graph matching problem [22, 33] where G is the group of permutations.
Numerical approaches to synchronization problems are roughly divided into three cat-
egories: the spectral estimator, the SDP relaxation and the non-convex approach. In the
context of synchronization problems, the spectral estimator was first introduced in [41]
for phase synchronization (i.e., G is the group SO(2) of 2D rotations). It has later been
generalized to synchronization problems over other subgroups of the orthogonal group,
see [1, 6, 27, 33], and even over general compact groups [35]. The main computational cost
of this approach comes from two parts. First, the eigenvectors corresponding to the first
few eigenvalues of the graph connection Laplacian [6] or a data matrix C constructed using
the noisy observations (see Sections 2 and 8 for its construction) are computed. Second, a
certain rounding procedure is invoked for to ensure that the returned estimator lies in the
feasible set Gn. The major advantages of the spectral estimator are its low computational
cost and ease of implementation.
The SDP relaxation approach is based on convex relaxations of either the least squares
formulation or the least unsquared deviation formulation of the synchronization problem,
which are both non-convex optimization problems. These convex relaxations are semidefi-
nite programming problems (and hence its name) that are obtained via the by-now classic
lifting technique (see, e.g., [31]) and shown to be tight — the optimal solutions to the
1In mathematics, a group is a set together with a binary operation on the set satisfying certain axioms.
For example, the set of orthogonal matrices together with the usual matrix multiplication as the binary
operation forms a group, called the orthogonal group. For the precise definition of a group, readers are
invited to [36].
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relaxed problem are also optimal for its non-relaxed counterpart — under certain assump-
tions on the observation and noise models [1, 3, 4, 23, 37, 46]. A major drawback of the
SDP relaxation approach is that it does not scale well with n since it requires solving a
semidefinite programming problem with an N × N matrix decision variable, where N is
linear in n. Hence, this approach is impractical when a large number of group elements
are to be estimated. One remedy to this is to devise specialized optimization algorithms
for solving the large SDP problem. For example, an alternating direction augmented
Lagrangian method has been developed in [46] solving for a semidefinite programming
relaxation of the least unsquared deviation formulation of synchronization problems over
the special orthogonal group. However, the computational time is still not satisfactory
when the number n of target group elements is beyond a few hundreds. Furthermore,
these specialized optimization algorithms often require sophisticated tuning of multiple al-
gorithmic parameters such as the step sizes or the penalty parameter in the augmented
Lagrangian term. Another possible remedy is to solve the large SDP problem by using the
Burer-Monteiro approach [10, 11], which amounts to replacing the large semidefinite matrix
variable Z ∈ RN×N by some factorization Y Y > with Y ∈ RN×f and solving the resulting
optimization problem in the smaller matrix variable Y . However, the Burer-Monteiro ap-
proach is prone to sub-optimality due to local minima, unless the factorization dimension
f is sufficiently large [5, 8, 9, 28].
The non-convex approach directly solves the non-convex least squares formulation with-
out relaxing it. It is a two-stage approach that consists of a carefully designed initialization,
which ensures the initial point is close enough to the ground truth, and an iterative refine-
ment procedure via the generalized power method (GPM) [24, 30, 32]. The idea of applying
GPM to synchronization problems was first introduced in [7] for phase synchronization and
then in [13] for the joint alignment problem. Improved analysis of GPM for phase syn-
chronization can be found in [29, 49]. The advantage of the non-convex approach is that
it is much faster and more scalable than the SDP relaxation approach since each itera-
tion involves only matrix-vector multiplications and projections onto the group G. As we
shall see later, these projections can be computed extremely efficiently for many concrete
groups G of practical relevance. Also, the non-convex approach is easy to implement and
requires no parameter tuning. Despite that the spectral estimator has been shown to be
already rate-optimal in certain settings [7, 27], as observed in our experiments, the quality
of the estimator returned by the non-convex approach initialized by the spectral estimator
can be substantially better (see Section 9). In other words, we can greatly improve the
performance of the spectral estimator by paying a small amount of extra computational
cost.
Interestingly, the spectral estimator approach is an approximation algorithm for the
non-convex least squares formulation, in the same spirit as Trevisan’s algorithm for the
MAX-CUT problem [42]. In fact, syncrhonization over the Boolean group is equivalent
to the MAX-CUT problem [46]. The approximation accuracy of the spectral estimator
(i.e., the gap between the objective value of the spectral estimator and the optimal value)
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is intimately related to the smallest non-zero eigenvalue of the graph connection Lapla-
cian [6]. However, since the optimal solution to the least squares formulation is in general
different from the ground truth, a more relevant and faithful measure for the quality of an
estimator to a synchronization problem would be the estimation error which is defined as
the deviation of the estimator from the ground truth. Results on the estimation errors of
the optimal solutions to the least squares formulation and the least unsquared deviation
formulation can be found in [4] and [46], respectively. In the case of SO(2)-sync, it has
been shown in [29] that GPM produces iterates with decreasing estimation error.
Finally, we remark that a powerful framework has recently been developed in [26] for
“cleaning” the input data to general synchronization problems by leveraging the so-called
cycle-edge consistency. More precisely, let E ⊆ [n]2 be the subset containing all the index
pairs (i, j) for which the noisy observation Cij of the ratio G
∗
iG
∗
j
−1 is available. The
pair ([n], E) is called the measurement graph of the synchronization problem. Unreliable
observations Cij are then removed by detecting a certain inconsistency of the observations
Cij along cycles on the measurement graph, see [26] for details. It would be interesting
to investigate the practical performance of combining our non-convex approach with their
framework. We leave this as our future work.
1.1 Contributions
This paper considers synchronization problems over closed subgroups of the orthogonal
group O(d), which include, e.g., the orthogonal group O(d) itself, the special orthogonal
group SO(d), the permutation group P(d) and the cyclic group Zm (see Section 2.1.1 for
their definitions). Our contributions are threefold.
• First, we propose a unified, non-convex approach for solving this class of synchroniza-
tion problems, namely, the GPM with a particular spectral estimator as initialization.
Not only is our approach easy to implement but also enjoys faster computational
speed and better scalability. Therefore, it is particularly suitable for applications of
synchronization problems where the number n of target group elements is large.
• Second, we derive a master theorem for the proposed non-convex approach. Under
certain conditions that are related to the group, the noise, the measurement graph
and the initialization, the master theorem upper bounds the estimation error of the
iterates of the GPM and hence provides performance guarantees for the proposed
non-convex approach (see Theorem 1). The master theorem is applicable to general
closed subgroups of the orthogonal group, measurement graphs and noise.
• Third, in Sections 5 to 8, we verify the conditions required by the master theorem
for concrete subgroups (O(d), SO(d), P(d) and Zm), a random measurement graph
model (the Erdo¨s-Re´nyi graphs), a noise model (the sub-Gaussian noise) and a par-
ticular initialization by a novel spectral estimator. As a consequence of the validity of
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these conditions, the master theorem provides a strong theoretical guarantee for the
performance of our non-convex approach to a large class of practically relevant group
synchronization problems. For cyclic synchronization Zm-sync, another non-convex
approach is developed in [13]. However, unlike the one in [13], the dimension of the
iterate and computational cost of our non-convex approach do not increase with m.
Therefore, ours is much more efficient.
Although the idea of solving synchronization problems using GPM is natural in view of the
above discussion, due to the non-commutativity of the orthogonal group O(d), many of the
key steps in [29] that rely on the commutativity of SO(2) break down. Hence, extending
the theoretical results in [29] to synchronization problems over general subgroups of O(d)
is highly non-trivial. Furthermore, the measurement and noise settings in this paper are
also significantly more general than those considered in [29].
1.2 Organization
The rest of the paper is organized as follows. We formally introduce the group synchro-
nization problem and some definitions related to it in Section 2. In Section 3, we propose
a unified non-convex approach for the class of synchronization problems over closed sub-
groups of the orthogonal group. We then prove a master theorem on the performance
guarantee for the proposed approach in Section 4. There are four conditions required by
the master theorem, which are related to the group, the measurement graph model, the
noise model and the initialization. Sections 5 and 8 are respectively devoted to the verifica-
tion of these four conditions by focusing on concrete examples. Section 9 presents numerical
experiments on the proposed approach. Finally, we conclude the paper in Section 10.
1.3 Notations
We use the following notations throughout the paper. For any nd × nd (nd × d) block
matrix Y , we denote by [Y ]ij ([Y ]i) its ij-th (i-th) d× d block. For two matrices X and Y
of conformable dimensions, 〈X,Y 〉 = Tr(X>Y ). Also, ‖X‖ and ‖X‖F denote the operator
norm and Frobenius norm, respectively. For any integer k ≥ 1, the k × k identity matrix
is denoted by Ik. Unimportant numerical constants appeared in mathematical statements
and their proofs are denoted by c and ci, i ≥ 1. Their values may change from appearance
to appearance. For a graph with nodes [n] := {1, . . . , n}, we denote by (i, j) its edge
between the nodes i and j.
2 Group Synchronization Problems
Let G ⊆ Rd×d be a group with matrix multiplication as the binary operation. The problem
of group synchronization over G, denoted by G-sync, is to estimate some unknown group
5
elements G∗1, . . . , G∗n ∈ G of interest based on noisy observations of their pairwise ratios:
Cij ≈ G∗iG∗j−1, (i, j) ∈ E,
where E ⊆ {(i, j) ∈ [n]2 : i < j} is a collection of index pairs. This is a constrained
estimation problem and the feasible set is the Cartesian product Gn. We treat the set Gn
as a subset of Rnd×d. The target elements can then be represented collectively as a block
matrix G∗ ∈ Gn ⊆ Rnd×d with [G∗]i = G∗i . Note that if we multiply the target elements
G∗1, . . . , G∗n by a common group element Q ∈ G from the right, the resulting elements
G∗1Q, . . . , G∗nQ would yield precisely the same set of measurements since
G∗iQ(G
∗
jQ)
−1 = G∗iQQ
−1G∗j
−1 = G∗iG
∗
j
−1. (1)
Therefore, we can at best recover the target elements up to some unknown common trans-
formation Q ∈ G from the right. Thus, the estimation error (G) of any estimator G ∈ Gn
is defined as
(G) = min
Q∈G
‖G−G∗Q‖F . (2)
The pair ([n], E) forms a graph, called the measurement graph of the synchronization
problem G-sync. We assume that the measurement graph is connected. To formally model
the noisy observations of the pairwise ratios, we suppose that there exist matrices Θij for
(i, j) ∈ E such that
Cij = G
∗
iG
∗
j
−1 + Θij . (3)
The matrices Θij for (i, j) ∈ E are called the noise matrices of the synchronization problem.
The noise model (3) is called the additive noise model and adopted frequently in the
literature of group synchronization problem, see, e.g., [4, 7, 23, 29, 33, 34, 41]. Another
popular noise model is the multiplicative noise model [13, 35, 46]:
Cij = G
∗
iG
∗
j
−1Θij .
For compact group G, a special case of the multiplicative noise model is the so-called
outlier noise model where Θij is a random element distributed uniformly over G (i.e.,
with respect to the Haar measure) with a certain probability and otherwise the identity
element of G (i.e., Cij = G∗iG∗j−1). Although the theory in this paper does not cover the
case of multiplicative noise model, experiment results indicate that our proposed approach
performs very well for both additive and multiplicative noise models.
2.1 Synchronization over Subgroups of O(d)
In this paper, we focus on synchronization problems over closed subgroups of the orthogonal
group O(d) which is defined as
O(d) :=
{
Q ∈ Rd×d : QQ> = Q>Q = Id
}
.
This class of synchronization problems covers a wide range of applications, see Section 1.
6
2.1.1 Some Examples of Closed Subgroups of O(d)
An obvious example of closed subgroups of O(d) is of course the group O(d) itself. Another
example is the Boolean group {+1,−1}, in which case d = 1. The special orthogonal group
SO(d) is also a closed subgroup of O(d), which is defined as
SO(d) :=
{
Q ∈ Rd×d : QQ> = Q>Q = Id,det(Q) = 1
}
.
The fourth example is the permutation group P(d) which is defined as
P(d) :=
{
Q ∈ {0, 1}d×d : QQ> = Q>Q = Id
}
.
The final example that we present is the cyclic group Zm of order m, which is defined as
Zm :=
{(
cos 2kpim − sin 2kpim
sin 2kpim cos
2kpi
m
)
: k = 0, . . . ,m− 1
}
.
2.1.2 The Least Squares Estimator
For any subgroup G of the orthogonal group, since Q−1 = Q> for any Q ∈ G, the least
squares estimation problem associated with G-sync is given as
min
G∈Rnd×d
∑
(i,j)∈E
‖[G]i[G]>j − Cij‖2F
subject to [G]i ∈ G, i = 1, . . . , n.
Any optimal solution2 to this optimization problem is said to be a least squares estimator to
the problem G-sync. By the orthogonality of the blocks [G]i, one can equivalently re-write
the least squares estimation problem as
max
G∈Rnd×d
Tr
(
G>CG
)
subject to G ∈ Gn,
(4)
where C ∈ Rnd×nd is the block matrix defined by
[C]ij =

Cij if (i, j) ∈ E,
C>ji if (j, i) ∈ E,
Id if i = j,
0 otherwise.
2By the same argument as in (1), it can be seen that the least squares estimator is not unique.
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Since problem (4) is non-convex, it is in general hopeless to compute a global minimizer
in a reasonable amount of time. Indeed, even in the simplest case that d = 1 and G =
{+1,−1} is the Boolean group, problem (4) is equivalent to a non-convex quadratically
constrained quadratic programming which is known to be NP-hard. A standard idea to
tackle problem (4) is to consider its semidefinite programming relaxations [1, 4, 23, 37, 46],
which are (convex) semidefinite optimization problems and can be solved by off-the-shelf
solvers in polynomial time. However, this approach is impractical as it requires solving a
semidefinite programming problem with an nd× nd matrix variable.
3 The Non-Convex Approach
Instead of convexification, we directly tackle the non-convex problem (4) by a two-stage
approach. An important step in our approach is the projection of a d× d matrix onto the
group G. This projection, denoted by Π, is defined as
ΠG (X) := argmin
Q∈G
‖X −Q‖F = argmax
Q∈G
〈X,Q 〉, X ∈ Rd×d. (5)
In other words,
dist(X,G) := min
Q∈G
‖X −Q‖F = ‖X −ΠG(X)‖F .
Using the projection ΠG , we can send any nd× d matrix onto the feasible region Gn of the
synchronization problem via the block-wise projection ΠnG . Specifically, Π
n : Rnd×d → Gn
is the mapping3 defined as[
ΠnG (Y )
]
i
= ΠG ([Y ]i) ∀i = 1, . . . , n.
From now on, we omit the subscript G from the notations ΠnG and ΠG if the group G is
clear from the context. We record a useful property of the projection Π before we move
on.
Lemma 1. For any matrix X ∈ Rd×d and any scalar η > 0, it holds that
Π(η ·X) = Π(X).
The proof of Lemma 1 is straightforward and thus omitted.
We can now describe the details of the two stages of our approach. The first stage aims
at finding a feasible point G0 ∈ Gn that has a sufficiently small estimation error (G0).
Theorem 1 below provides an explicit upper bound on the estimation error (G0) that
our non-convex approach requires. In Section 8, we propose a novel spectral estimator for
3Strictly speaking, ΠnG and ΠG are not mapping as in general there can be multiple minimizers to the
minimization problem in the definition. However, when there are multiple minimizers, all the results in this
paper hold by taking an arbitrary one.
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general group synchronization problems and show that under certain stochastic models for
the measurements and noise, the proposed spectral estimator satisfies the said upper bound
on the estimation error with overwhelming probability and hence can be used as G0 in the
first stage. Furthermore, the proposed spectral estimator can be computed efficiently.
In the second stage, starting with the initial point G0 obtained from the first stage, we
iteratively refine the estimates by using the following generalized power method.
Algorithm 1 Generalized Power Method for G-sync
1: Input: The matrix C and the initial point G0.
2: for t = 0, 1, 2, . . . do
3: Gt+1 = Πn(CGt).
4: end for
The name generalized power method of Algorithm 1 comes from its close resemblance
with the classical power method [20] for computing the dominant eigenvector of a matrix. In
fact, problem (4) can be seen as a constrained eigenvalue problem. More precisely, in prob-
lem (4), each column v of G is not only normalized to a fixed length (‖v‖2 =
√
n in this case)
and orthogonal to all other columns, as in the usual eigenvalue problem, but also subject
to an extra constraint that the d-dimensional sub-vectors v1:d, vd+1:2d, . . . , v(n−1)d+1:nd are
all of unit length (here the Matlab notation vk:` for denoting the sub-vector (vk, · · · , v`)>
of v is used). Despite this resemblance, solving group synchronization problems and ana-
lyzing the generalized power method are highly non-trivial, owing to the extra non-convex
constraints.
Overall, the proposed non-convex approach enjoys several computational advantages
and is very efficient. The main cost for computing the spectral estimator lies in the com-
putation of the first d eigenvectors of the matrix C, which can be done efficiently by a host of
modern eigen-solvers. As for the second stage, we can see from Algorithm 1 that the GPM
has no tuning parameters and can be implemented extremely easily. The computational
cost at each iteration consists of two parts: d matrix-vector multiplications for forming the
product CGt and the block-wise projection Πn which can be decomposed into n projections
Π onto the group G. Therefore, the GPM is well-suited for parallelization. As we will see
in Section 5, for the orthogonal group O(d), the special orthogonal group SO(d) and the
permutation group P(d), the projection Π reduces to a d-dimensional linear programming
problem or singular value decomposition. Also, for the cyclic group Zm, the projection Π
can also be computed using a simple, explicit formula involving trigonometric functions.
Numerical experiments in Section 9 also demonstrates the superior computational speed
and scalability of the proposed approach.
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4 A Master Theorem
We present a master theorem on the estimation performance of the non-convex approach.
Towards that end, we need the following notations. Let E¯ = E∪{(1, 1), . . . , (n, n)}. Then,
every node of the graph ([n], E¯), called the extended measurement graph, has precisely one
self-loop. Let wij = 1 if either (i, j) ∈ E¯ or (j, i) ∈ E¯; otherwise wij = 0. The degree ri of
node i of the extended measurement graph is then given by ri =
∑n
j=1wij . Note that for
any i ∈ [n], ri ≥ 1 since wii = 1. For j, k = 1, . . . , n, let µjk =
∑n
i=1
wijwik
r2i
. We define the
following parameters for the measurement graph:
κ1 = n ·max
j<k
∣∣∣∣µjk − 1n
∣∣∣∣ , and κ2 = maxj=1,...,n.
(
µjj − 1
n
)
and κ = κ1 + κ2.
The parameters κ1 and κ2 (and hence κ) are related to the connectedness of the mea-
surement graph ([n], E), see the discussion after Theorem 1. We also let D ∈ Rnd×nd be
the diagonal matrix given by D = BlkDiag (r1 · Id, . . . , rn · Id) and ∆ ∈ Rnd×nd the block
matrix defined by, for i, j = 1, . . . , n,
[∆]ij = [C]ij − wij ·
[
G∗G∗>
]
ij
=

Cij −G∗iG∗j> if (i, j) ∈ E,
C>ji −G∗iG∗j> if (j, i) ∈ E,
0 otherwise.
For any t ≥ 0, we define
Qt := argmin
Q∈G
∥∥Gt −G∗Q∥∥
F
= argmax
Q∈G
〈G∗>Gt, Q〉 = Π
(
G∗>Gt
)
, (6)
where the last equality follows from the definition (5) of Π. Thus, (Qt) =
∥∥Gt −G∗Qt∥∥
F
for all t ≥ 0.
The following theorem is the first main theoretical result of this paper, which shows that
under certain conditions, the estimation error of the iterates of the proposed non-convex
approach enjoys an increasingly better bound.
Theorem 1 (Master Theorem for GPM). Suppose that the following hold:
(i) there exists ρ ≥ 1 such that for any t ≥ 0,
‖G∗>Gt − n ·Qt‖F ≤ ρ · Tr(n · Id −Qt>G∗>Gt);
(ii) κ ≤ 11024 ;
(iii)
∥∥D−1∆∥∥ ≤ 132 and ∥∥D−1∆G∗∥∥F ≤ √n32ρ ;
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(iv) (G0) ≤
√
n
2ρ .
Then, it holds that
(Gt) ≤
(
5
8
)t+1
(G0) +
16
3
∥∥D−1∆G∗∥∥
F
∀t ≥ 1.
We discuss the assumptions and implication of Theorem 1 before we prove it. Condition (i)
reflects the geometry of the subgroup G through the projection map ΠG. When G is the or-
thogonal group O(d), the special orthogonal group SO(d), or the permutation group P(d),
we can take ρ = 1, see Section 5. We conjecture that condition (i) is actually true for arbi-
trary closed subgroups of the orthogonal group, see Conjecture 1. Condition (ii) is related
to the measurement graph ([n], E) and represents the requirement that the measurement
graph needs to be sufficiently connected. In particular, κ = 0 when the measurement
graph is a complete graph (i.e., wij = 1 for all i < j). Condition (iii) depends on both the
measurement graph (through the matrix D) and the noise model (through the matrix ∆).
Roughly speaking, modulo the effect of D, this condition requires that the measurement
noise cannot be too large. For the special case of SO(2)-sync with a complete measure-
ment graph, a similar condition is used in the analysis of the SDP relaxation approach,
see [4, Definition 3.1]. Condition (iv) captures the requirement that the GPM needs to be
initialized with a point G0 of sufficiently small estimation error.
The result of Theorem 1 (with condition (iii)) implies that, as t→∞,
(Gt) ≤ 16
3
∥∥D−1∆G∗∥∥
F
≤
√
n
6ρ
. (7)
It may seem that the bound (7) does not improve by much the bound
√
n
2ρ on the initial
estimation error. However, the numerical constants 132 ,
5
8 and
16
3 in the statement of
Theorem 1 are not important. They can be improved by bootstrapping the analysis.
After all, the condition
∥∥D−1∆G∗∥∥
F
≤
√
n
32ρ used to obtain inequality (7) is only a very
weak requirement for the conclusion of Theorem 1 to hold and may not reflect the true
magnitude of
∥∥D−1∆G∗∥∥
F
. The key message conveyed by Theorem 1 is that the estimation
error of the iterates produced by the suitably initialized GPM decreases geometrically to
some parameter characterized by the measurement graph and the noise.
4.1 Proof of Theorem 1
The proof of Theorem 1 requires the following Lemma 2 which asserts that the projection
map Π satisfies a certain contraction-type property and is a generalization of [29, Propo-
sition 3.3] from SO(2) to arbitrary closed subgroups of the orthogonal group. Since [29,
Proposition 3.3] has already been applied in a number of works to study phase synchro-
nization problems [49] or even other estimation problems [18, 44], we believe that Lemma 2
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will find further applications in synchronization problems or other estimation or optimiza-
tion problems over general subgroups of the orthogonal group. Furthermore, the proof of
Lemma 2 is different from and much simpler than that of [29, Proposition 3.3].
Lemma 2. For any r > 0, X ∈ Rd×d and Q ∈ G,
‖Π (X)−Q‖F ≤ 2
∥∥r−1X −Q∥∥
F
.
Proof. Using Lemma 1 and the definition of Π, we have
‖Π (X)−Q‖F =
∥∥Π (r−1X)−Q∥∥
F
≤ ∥∥Π (r−1X)− r−1X∥∥
F
+
∥∥r−1X −Q∥∥
F
≤ ∥∥Q− r−1X∥∥
F
+
∥∥r−1X −Q∥∥
F
= 2
∥∥r−1X −Q∥∥
F
,
which completes the proof.
The proof of Theorem 1 also relies on the following technical lemma.
Lemma 3. Let ρ ≥ 1. If for some t ≥ 0,∥∥∥G∗>Gt − n ·Qt∥∥∥
F
≤ ρ · Tr
(
n · Id −Qt>G∗>Gt
)
,
then
(Gt+1) ≤ 2
(
ρ · (Gt)
2
√
n
+
√
κ+
∥∥D−1∆∥∥) (Gt) + 2 ∥∥D−1∆G∗∥∥
F
.
Proof. Using Lemma 2 and the fact that G∗iQ
t ∈ G, we have that for any t = 1, 2 . . . , and
i = 1, . . . , n, ∥∥Π ([CGt]
i
)−G∗iQt∥∥F ≤ 2 ∥∥[r−1i · CGt]i −G∗iQt∥∥F . (8)
Then, we have
(Gt+1) = min
Q∈G
‖Gt+1 −G∗Q‖F ≤ ‖Gk+1 −G∗Qt‖F = ‖Πn
(
CGt
)−G∗Qt‖F
≤ 2∥∥D−1CGt −G∗Qt∥∥
F
≤ 2 ∥∥D−1(C −∆)Gt −G∗Qt∥∥
F
+ 2
∥∥D−1∆Gt∥∥
F
≤ 2∥∥D−1(C −∆)Gt −G∗Qt∥∥
F
+ 2
∥∥D−1∆(Gt −G∗Qt)∥∥
F
+ 2
∥∥D−1∆G∗Qt∥∥
F
≤ 2∥∥D−1(C −∆)Gt −G∗Qt∥∥
F
+ 2
∥∥D−1∆∥∥ · (Gt) + 2 ∥∥D−1∆G∗∥∥
F
,
(9)
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where the second inequality follows from inequality (8). Using the definitions of C, ∆ and
µjk, we have that
∥∥D−1(C −∆)Gt −G∗Qt∥∥2
F
=
n∑
i=1
∥∥[D−1(C −∆)Gt −G∗Qt]
i
∥∥2
F
=
n∑
i=1
∥∥∥∥∥∥ 1ri
n∑
j=1
[C −∆]ij [Gt]j −G∗iQt
∥∥∥∥∥∥
2
F
=
n∑
i=1
∥∥∥∥∥∥ 1ri
n∑
j=1
wij ·G∗iG∗j> [Gt]j −G∗iQt
∥∥∥∥∥∥
2
F
=
n∑
i=1
∥∥∥∥∥∥ 1ri
n∑
j=1
wij ·G∗j> [Gt]j −Qt
∥∥∥∥∥∥
2
F
=
n∑
j=1
n∑
k=1
µjk ·
〈
G∗j
>[Gt]j −Qt, G∗k>[Gt]k −Qt
〉
=
1
n
·
〈
n∑
j=1
(
G∗j
>[Gt]j −Qt
)
,
n∑
k=1
(
G∗k
>[Gt]k −Qt
)〉
+
∑
j 6=k
(
µjk − 1
n
)〈
G∗j
>[Gt]j −Qt, G∗k>[Gt]k −Qt
〉
+
n∑
j=1
(
µjj − 1
n
)〈
G∗j
>[Gt]j −Qt, G∗j>[Gt]j −Qt
〉
.
(10)
We handle the terms in the last line of equation (10) separately. The first term in the last
line of (10) can be bounded as
1
n
·
〈
n∑
j=1
(
G∗j
>[Gt]j −Qt
)
,
n∑
k=1
(
G∗k
>[Gt]k −Qt
)〉
=
1
n
〈
G∗>Gt − n ·Qt, G∗>Gt − n ·Qt
〉
=
1
n
·
∥∥∥G∗>Gt − n ·Qt∥∥∥2
F
≤ ρ
2
n
·
(
Tr
(
n · Id −Qt>G∗>Gt
))2
=
ρ2
4n
·
(∥∥Gt∥∥2
F
− 2 〈Gt, G∗Qt〉+ ∥∥G∗Qt∥∥2
F
)2
=
ρ2
4n
∥∥Gt −G∗Qt∥∥4
F
=
ρ2
4n
· ((Gt))4 ,
(11)
where the inequality follows from the supposition. The second and third terms in the last
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line of (10) can be bounded as∑
j 6=k
(
µjk − 1
n
)〈
G∗j
>[Gt]j −Qt, G∗k>[Gt]k −Qt
〉
+
n∑
j=1
(
µjj − 1
n
)〈
G∗j
>[Gt]j −Qt, G∗j>[Gt]j −Qt
〉
≤ κ1
n
∑
j,k
∥∥∥G∗j>[Gt]j −Qt∥∥∥
F
∥∥∥G∗k>[Gt]k −Qt∥∥∥
F
+ κ2
n∑
j=1
∥∥∥G∗j>[Gt]j −Qt∥∥∥2
F
= (κ1 + κ2)
n∑
j=1
∥∥∥G∗j>[Gt]j −Qt∥∥∥2
F
= κ · ∥∥Gt −G∗Qt∥∥2
F
= κ · ((Gt))2 ,
(12)
where the first inequality follows from the definitions of κ1 and κ2 and the Cauchy-Schwarz
inequality. Substituting (12) and (11) into (10), we get
∥∥D−1(C −∆)Gt −G∗Qt∥∥
F
≤
√
ρ2
4n
· ((Gt))4 + κ · ((Gt))2 ≤ ρ · ((G
t))2
2
√
n
+
√
κ · (Gt),
which, combined with (9), yields the desired inequality.
Armed with Lemma 3, we can now prove the master theorem.
Proof of Theorem 1. We first show by induction that
(Gt) ≤
√
n
2ρ
∀t ≥ 0. (13)
For t = 0, it follows from the supposition that (G0) ≤
√
n
2ρ . Next, we assume that
(Gt) ≤
√
n
2ρ for some t ≥ 0. Then, by Lemma 3, conditions (ii)-(iii) and the induction
hypothesis, we have that
(Gt+1) ≤ 2
(
ρ · (Gt)
2
√
n
+
√
κ+
∥∥D−1∆∥∥) (Gt) + 2 ∥∥D−1∆G∗∥∥
F
≤ 2
(
1
4
+
1
32
+
1
32
) √
n
2ρ
+
√
n
16ρ
<
√
n
2ρ
,
which yields inequality (13). Using Lemma 3, conditions (ii)-(iii) and inequality (13), we
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have that
(Gt+1) ≤ 2
(
ρ · (Gt)
2
√
n
+
√
κ+
∥∥D−1∆∥∥) (Gt) + 2 ∥∥D−1∆G∗∥∥
F
≤ 5
8
· (Gt) + 2 ∥∥D−1∆G∗∥∥
F
≤ 5
8
·
(
5
8
· (Gt−1) + 2 ∥∥D−1∆G∗∥∥
F
)
+ 2
∥∥D−1∆G∗∥∥
F
=
(
5
8
)2
(Gt−1) +
(
1 +
5
8
)
2
∥∥D−1∆G∗∥∥
F
≤
(
5
8
)t+1
(G0) +
(
1 +
5
8
+
(
5
8
)2
· · ·
)
2
∥∥D−1∆G∗∥∥
F
=
(
5
8
)t+1
(G0) +
16
3
∥∥D−1∆G∗∥∥
F
,
which completes the proof.
We shall demonstrate the usefulness of Theorem 1 by studying concrete examples of
the subgroup G, the measurement graph and the noise model that are commonplace in
applications of synchronization problems. Specifically, from Sections 5 to 8, we will show
that the conditions (i) to (iv) of the theorem hold for these particular examples, thereby
demonstrating that Theorem 1 encompasses a large class of synchronization problems in
practice.
5 Four Specific Subgroups G
Four specific subgroups G, namely O(d), SO(d), P(d) and Zm, are considered in this
section. We will show that the projection ΠG associated with these can be easily computed
(in polynomial time) and that condition (i) holds for all of them. The main results of this
section is summarized in the following theorem.
Theorem 2. Let the group G be O(d), SO(d), P(d) or Zm for m ≥ 1. Also, let {Gt}t≥1 be
the iterates of GPM for G-sync and Qt be defined as in (6). Then, there exists a constant
ρ ≥ 1 such that for any t ≥ 0,∥∥∥G∗>Gt − n ·Qt∥∥∥
F
≤ ρTr
(
n · Id −Qt>G∗>Gt
)
. (14)
In particular, ρ = 1 if G is O(d), SO(d), P(d) or Zm for m = 1, 2; and ρ = (sinpi/m)−1
if G is Zm for m ≥ 3. Furthermore, in the case of O(d) and SO(d), the projection ΠG can
be computed in closed form via the singular value decomposition of a d × d matrix; in the
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case of P(d), the projection ΠG can be computed via a d-dimensional linear programming
problem; and in the case of Zm, the projection ΠG can be computed in closed form via some
trigonometric function as in Proposition 1.
We prove Theorem 2 for the groups O(d), SO(d), P(d) and Zm in Sections 5.1, 5.2, 5.3,
and 5.4 respectively.
Motivated by Theorem 2, the following conjecture is formulated.
Conjecture 1. Let G be a closed subgroup of the orthogonal group O(d) and its convex
hull be denoted by conv(G). Then, there exists a constant ρ ≥ 1 such that
dist(X,G) ≤ ρTr(Id −X>ΠG(X)) ∀X ∈ conv(G). (15)
The validity of Conjecture 1 would imply that condition (i) of the master theorem is
superfluous and hence that the theoretical results of this paper apply to arbitrary closed
subgroups of the orthogonal group. Indeed, by taking X = 1nG
∗>Gt, one readily verifies
inequality (14) from inequality (15).
5.1 O(d)-sync
The projection ΠO(d) is given by the well-known orthogonal Procrustes problem [21], i.e.,
for any X ∈ Rd×d with singular value decomposition UXΣXV >X , the projection is given by
ΠO(d)(X) = UXV >X .
Next, we prove the Conjecture 1 forO(d). SinceX ∈ conv(O(d)), by the Carathe´odory’s
theorem, there exist Q1, . . . , QL ∈ O(d) and α1, . . . , αL ≥ 0 such that
L∑
`=1
α` = 1 and X =
L∑
`=1
α`Q`.
Then, for any j = 1, . . . , d,
σj(X) = σj
(
L∑
`=1
α`Q`
)
≤
L∑
`=1
α`σj (Q`) =
L∑
`=1
α` = 1. (16)
Using the above inequality, we have that Id − ΣX is positive semidefinite and that
dist(X,O(d)) = ∥∥X −ΠO(d)(X)∥∥F = ∥∥∥UXΣXV >X − UXV >X ∥∥∥F = ‖Id − ΣX‖F
≤ Tr (Id − ΣX) = Tr
(
Id − VXΣXVX>
)
= Tr
(
Id −X>ΠO(d)(X)
)
,
which yields inequality (15) for O(d)-sync.
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5.2 SO(d)-sync
We adopt a similar strategy to prove inequality (14) for SO(d)-sync. To do so, we need
an analytic expression for the projection operator ΠSO(d), which is given by the Kabsch
algorithm [25].
Lemma 4. Let X ∈ Rd×d be a matrix with singular decomposition X = UXΣXV >X . Define
IX =

1
. . .
1
det(UXV
>
X )
 ∈ Rd×d.
Then
ΠSO(d) (X) = UXIXV >X .
We can now prove inequality (15) similarly to the case of O(d). Specifically, using
Lemma 4, we have
dist(X,SO(d)) = ∥∥X −ΠSO(d)(X)∥∥F = ∥∥∥UXΣXVX> − UXIXVX>∥∥∥F = ‖Id − ΣXIX‖F
≤ Tr (Id − ΣXIX) = Tr
(
Id − VXΣXIXVX>
)
= Tr
(
Id −X>ΠSO(d)(X)
)
,
where the inequality follows from (16). This shows that inequality (15) holds for SO(d)-
sync.
5.3 P(d)-sync
Given any X ∈ Rd×d, the projection ΠP(d)(X) is given by an optimal solution of the
assignment problem [12]:
max
Q∈P(d)
〈Q,X〉,
which can be solved in polynomial time by linear programming or the Hungarian algorithm,
also known as the KuhnMunkres algorithm.
To prove the inequality (15) for P(d), we first note that for any permutation matrix
P ∈ P(d), either d = Tr(P ) or d− Tr(P ) ≥ 2. Then,
‖Id − P‖2F =
d∑
i=1
d∑
j=1
(Id − P )2ij =
d∑
i=1
d∑
j=1
|(Id − P )ij |
=
∑
i 6=j
Pij +
d∑
i=1
(1− Pii) = 2d− 2 Tr(P ) ≤ (d− Tr(P ))2.
(17)
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For any Y ∈ conv(P(d)), by the Carathe´odory’s theorem, there exist P1, . . . , PL ∈ P(d)
and α1, . . . , αL ≥ 0 such that
L∑
`=1
α` = 1 and Y =
L∑
`=1
α`P`.
By inequality (17), we have that
‖Id − Y ‖F ≤
L∑
`=1
α` ‖Id − P`‖F ≤
L∑
`=1
α` (d− Tr (P`)) = d− Tr(Y ). (18)
Let X ∈ conv(P(d)). Then, ΠP(d)(X)>X ∈ conv(P(d)). Using inequality (18) with
Y = ΠP(d)(X)
>X, we obtain
dist(X,P(d)) = ∥∥X −ΠP(d)(X)∥∥F = ∥∥∥ΠP(d)(X)>X − Id∥∥∥F
≤ d− Tr
(
ΠP(d)(X)
>X
)
= Tr
(
Id −X>ΠP(d)(X)
)
,
which yields inequality (15) for P(d)-sync.
5.4 Zm-sync
We first prove that Conjecture 1 holds for Zm for any positive integer m. In particular, we
will show that
dist(X,Zm) ≤
Tr
(
Id −X>ΠG(X)
)
if m = 1, 2,
1√
2 sin( pim)
Tr
(
Id −X>ΠG(X)
)
if m ≥ 3.
To do so, we note that for any X ∈ conv(Zm), X is of the form
X =
(
x −y
y x
)
.
For any 2×2 matrix of the above form, we let zX ∈ C be the complex number zX = x+ iy,
where i is the imaginary unit. Let <(z) be the real part of any complex number z ∈ C,
Qk =
(
cos 2kpim − sin 2kpim
sin 2kpim cos
2kpi
m
)
, k = 0, . . . ,m− 1, (19)
and
kˆ(X) ∈ argmin
k=0,...,m−1
‖X −Qk‖2F .
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For m = 1, kˆ(X) = 0 for any X ∈ conv(Z1) and hence ΠZ1(X) = Q0 = I2. It follows that
dist(X,Z1) = ‖X − I2‖F ≤ Tr(I2 −X) = Tr(I2 −X>ΠZ1(X)),
which yields the desired inequality (15). For m = 2, if <(zX) = x ≥ 0, then kˆ(X) = 0 and
ΠZ1(X) = Q0 = I2; if <(zX) = x < 0, then kˆ(X) = 1 and ΠZ1(X) = Q1 = −I2. Therefore,
dist(X,Z2) =
{ ‖X − I2‖F
‖X + I2‖F
≤
{
Tr(I2 −X)
Tr(I2 +X)
≤
{
Tr(I2 −X>ΠZ1(X)) if x ≥ 0,
Tr(I2 −X>ΠZ1(X)) if x < 0,
which yields the desired inequality (15).
Now we assume m ≥ 3. We have that
dist(X,Zm) =
∥∥∥X −Qkˆ(X)∥∥∥F = √2 ∣∣∣zX − zQkˆ(X)∣∣∣ = √2
∣∣∣∣zX − e 2kˆ(X)piim ∣∣∣∣ , (20)
where | · | denotes the modulus of complex numbers. On the other hand,
Tr
(
I2 −X>ΠZm(X)
)
= 2− Tr(X>Qkˆ(X)) = 2
(
1−<
(
zX · e−
2kˆ(X)pii
m
))
. (21)
Therefore, we would like to upper bound the ratio∣∣∣z − e 2kpiim ∣∣∣(
1−<
(
z · e− 2kpiim
)) (22)
subject to the constraint that z = zX for some X ∈ conv(G) with kˆ(X) = k. By symmetry,
we can assume without loss of generality that kˆ(X) = 0 and consider the shaded region
R0 shown in Figure 1(a), which is defined as
R0 =
{
z ∈ C : z ∈ conv(G), 0 ∈ argmin
k=0,...,m−1
∣∣∣z − e 2kpiim ∣∣∣} .
Over the region R0, the ratio (22) reduces to
|1− z|
(1−< (z)) . (23)
Let z1 and z2 be the midpoints between 1 and its two neighboring group elements e
2pii/m
and e−2pii/m, respectively. We claim that any point in the line segments [1, z1] ∪ [1, z2]
(see Figure 1(a)) is a maximizer of the ratio (23) over R0. To see this, we consider the
polar representation z′ = |z′| · eiφ of the transformed variable z′ = 1 − z, which lies in
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(a) R0 (b) 1−R0
Figure 1: Regions R0 and 1 − R0. In Figure (a), blue points are the group elements of
the cyclic group Zm; while points on the two red line segments are the maximizers of the
ratio (23).
the region 1 − R0 (see Figure 1(b)). By the angle sum formula for the regular m-gon,
φ ∈ [−pi(12 − 1m), pi(12 − 1m)]. Then,
max
z∈R0
|1− z|
(1−< (z)) = maxz′∈1−R0
|z′|
<(z′) = maxφ∈[−pi( 1
2
− 1
m
),pi( 1
2
− 1
m
)]
1
<(eiφ)
= max
φ∈[−pi( 1
2
− 1
m
),pi( 1
2
− 1
m
)]
1
cosφ
≤ 1
cos(pi(12 − 1m))
=
1
sin
(
pi
m
) . (24)
This proves the claim since
|1− z|
(1−< (z)) =
1
sin
(
pi
m
) ∀z ∈ [1, z1] ∪ [1, z2].
Using (20), (21) and (24), we get
dist(X,Zm) ≤ 1√
2 sin
(
pi
m
) Tr(Id −X>ΠG(X)) ,
which shows that Conjecture 1 holds for G = Zm.
Next, we derive an explicit formula for computing projections onto the group Zm.
Proposition 1. For any
X =
(
x11 x12
x21 x22
)
∈ R2×2,
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not necessarily in conv(G), define
θ =
arccos
x21−x12√
(x11+x22)2+(x21−x12)2
if x11 + x22 ≥ 0,
2pi − arccos x21−x12√
(x11+x22)2+(x21−x12)2
if x11 + x22 < 0,
which always lies in [0, 2pi). Then, for any m ≥ 1,
ΠZm(X) =
Qround(m4 −mθ2pi ) if 0 ≤ θ ≤
pi
2 +
pi
m ,
Qround( 5m4 −mθ2pi ) if
pi
2 +
pi
m < θ < 2pi,
where round( · ) rounds a number to its closest integer and Qk is defined in (19).
Proof. The case of m = 1 is trivial. We assume that m ≥ 2. Then,
argmin
k=0,...,m−1
‖X −Qk‖2F = argmin
k=0,...,m−1
〈X,Qk〉
= argmin
k=0,...,m−1
(x11 + x22) cos
2kpi
m
+ (x21 − x12) sin 2kpi
m
= argmin
k=0,...,m−1
sin
(
θ +
2kpi
m
)
.
(25)
Since θ can take any value in [0, 2pi) and 2kpim lies inside [0,
2(m−1)pi
m ], we have that
0 ≤ θ + 2kpi
m
≤ 2pi + 2(m− 1)pi
m
< 4pi.
There are two peaks of the function sin(·) on [0, 2pi + 2(m−1)pim ): pi2 and 5pi2 . By the above
observation and (25), we have that
argmin
k=0,...,m−1
‖X −Qk‖2F = argmin
k=0,...,m−1
min
{∣∣∣∣θ + 2kpim − pi2
∣∣∣∣ , ∣∣∣∣θ + 2kpim − 5pi2
∣∣∣∣} . (26)
We first consider the case 0 ≤ θ ≤ pi2 + pim . Then,
θ +
2kpi
m
≤ pi
2
+
pi
m
+
2(m− 1)pi
m
=
5pi
2
− pi
m
,
which implies that ∣∣∣∣θ + 2kpim − 5pi2
∣∣∣∣ ≥ pim.
Also, since
m
4
− mθ
2pi
≥ m
4
− m
2pi
(pi
2
+
pi
m
)
= −1
2
,
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we have round(m4 − mθ2pi ) ∈ {0, . . . ,m− 1}. Setting k = round(m4 − mθ2pi ), then∣∣∣∣k − (m4 − mθ2pi
)∣∣∣∣ ≤ 12 ,
and hence ∣∣∣∣θ + 2kpim − pi2
∣∣∣∣ ≤ pim.
By (26),
argmin
k=0,...,m−1
‖X −Qk‖2F = argmin
k=0,...,m−1
∣∣∣∣θ + 2kpim − pi2
∣∣∣∣
= argmin
k=0,...,m−1
∣∣∣∣k − (m4 − mθ2pi
)∣∣∣∣ = round(m4 − mθ2pi
)
.
Next, we consider the case pi2 +
pi
m < θ < 2pi. Then,
θ +
2kpi
m
− pi
2
>
pi
2
+
pi
m
− pi
2
=
pi
m
,
which implies that ∣∣∣∣θ + 2kpim − pi2
∣∣∣∣ ≥ pim.
Also, since
5m
4
− mθ
2pi
<
5m
4
− m
2pi
(pi
2
+
pi
m
)
= m− 1
2
,
we have round(5m4 − mθ2pi ) ∈ {0, . . . ,m− 1}. Setting k = round(5m4 − mθ2pi ), then∣∣∣∣k − (5m4 − mθ2pi
)∣∣∣∣ ≤ 12 ,
and hence ∣∣∣∣θ + 2kpim − 5pi2
∣∣∣∣ ≤ pim.
By (26),
argmin
k=0,...,m−1
‖X −Qk‖2F = argmin
k=0,...,m−1
∣∣∣∣θ + 2kpim − 5pi2
∣∣∣∣
= argmin
k=0,...,m−1
∣∣∣∣k − (5m4 − mθ2pi
)∣∣∣∣ = round(5m4 − mθ2pi
)
.
This completes the proof.
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6 The Erdo¨s-Re´nyi Measurement Graphs
We verify condition (ii) for a random graph model for the measurement graphs ([n], E): the
Erdo¨s-Re´nyi graphs. More precisely, recall that {wij}i<j are the upper-triangular entries of
the adjacency matrix of the extended measurement graph ([n], E¯). If {wij}i<j are random
variables distributed independently and identically as
wij =
{
1 with probability p,
0 with probability 1− p, for i < j,
then the measurement graph of the synchronization problem is said to be Erdo¨s-Re´nyi.
The parameter p ∈ (0, 1) is called the observation rate. The following result asserts that
condition (ii) of the master theorem holds for such a measurement graph with overwhelming
probability.
Theorem 3. Suppose that the synchronization problem has an Erdo¨s-Re´nyi measurement
graph with observation rate p. Then, there exist numerical constants c1, c2, c3 ∈ (0, 1) and
c4 > 0 such that if p ≥ c4n , we have
κ ≤ 1
1024
,
with probability at least
1− 2n exp (−2c21np2 + 4c1p)− n(n− 1) exp(− c224 np2 + c2)− n exp (−2c23np2 + 4c3p) .
Proof. Recall that
ri =
n∑
`=1
wi`, µjk =
n∑
i=1
wijwik
r2i
, κ1 = n ·max
j 6=k
∣∣∣∣µjk − 1n
∣∣∣∣ and κ2 = maxj
(
µjj − 1
n
)
,
where wij = wji for i > j; and wii = 1 for all i = 1, . . . , n. We first note that there exist
numerical constants c1, c2, c3 ∈ (0, 1), c4 > 0 such that
1− 1
2048
≤ 1− c2
(1 + c1)2
and
1 + c2
(1− c1)2 ≤ 1 +
1
2048
, (27)
and that for p ∈ [ c4n , 1],
1 + c3
pn(1− c1)2 ≤
1 + c3
c4(1− c1)2 ≤
1
2048
≤ 1
n
+
1
2048
. (28)
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Using the definitions of κ, κ1, κ2 and inequalities (27) and (28), we have
Pr
(
κ ≤ 1
1024
)
≥ Pr
(
κ1 ≤ 1
2048
and κ2 ≤ 1
2048
)
= Pr
(
1
n
(
1− 1
2048
)
≤ µjk ≤ 1
n
(
1 +
1
2048
)
∀j < k, and µjj ≤ 1
n
+
1
2048
∀j ∈ [n]
)
≥ Pr
(
1
n
· 1− c2
(1 + c1)2
≤ µjk ≤ 1
n
· 1 + c2
(1− c1)2 ∀j < k, and µjj ≤
1 + c3
pn(1− c1)2 ∀j ∈ [n]
)
.
(29)
To bound the last probability, we define the random variable
bjk :=
n∑
i=1
wijwik.
By the definition of wij ,
ri = 1 +
∑
6`=i
wi` and bjk =

2wjk +
∑
i 6=j,k
wijwik if j 6= k,
1 +
∑
i 6=j
w2ij if j = k.
We first bound ri. For any s1 ∈ (0, 1), we have
Pr (np(1− s1) ≤ ri ≤ np(1 + s1)) ≥ Pr
np(1− s1) ≤∑
`6=i
wi` ≤ np(1 + s1)− 1

≥ Pr
∣∣∣∣∣∣
∑
` 6=i
wi` − (n− 1)p
∣∣∣∣∣∣ ≤ s1np− 1

≥ 1− 2 exp (−2s21np2 + 4s1p) ,
(30)
where the last inequality follows from the Hoeffding’s inequality. Next, we bound bjk for
j < k. For any i ∈ [n] \ {j, k}, the random variable wijwik − p2 satisfies that
|wijwik − p2| ≤ 1, E[wijwik − p2] = 0 and E[(wijwik − p2)2] ≤ p2.
By Bernstein inequality, for any s2 ∈ (0, 1), we have that
Pr
∣∣∣∣∣∣
∑
i 6=j,k
wijwik − (n− 2)p2
∣∣∣∣∣∣ > s2np2 − 2
 ≤ 2 exp( −12(s2np2 − 2)2
(n− 2)p2 + 13(s2np2 − 2)
)
≤ 2 exp
(
−s
2
2np
2 − 4s2
2(1 + s23 )
)
≤ 2 exp
(
− s224 np2 + s2
)
,
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which implies that
Pr
(
np2(1− s2) ≤ bjk ≤ np2(1 + s2)
)
≥ Pr
np2(1− s2) ≤ ∑
i 6=j,k
wijwik ≤ np2(1 + s2)− 2

≥ Pr
∣∣∣∣∣∣
∑
i 6=j,k
wijwik − (n− 2)p2
∣∣∣∣∣∣ ≤ s2np2 − 2

≥ 1− 2 exp
(
− s224 np2 + s2
)
.
(31)
For bjj , since wij is a Bernoulli random variable, bjj has the same distribution as rj .
Therefore, for any s3 ∈ (0, 1), we have
Pr (np(1− s3) ≤ bjj ≤ np(1 + s3)) ≥ 1− 2 exp
(−2s23np2 + 4s3p) . (32)
Finally, substituting the definition of µjk into (29), we get
Pr
(
κ ≤ 1
1024
)
≥ Pr
(
np2(1− c2)
n2p2(1 + c1)2
≤
n∑
i=1
wijwik
r2i
≤ np
2(1 + c2)
n2p2(1− c1)2 ∀j < k,
and
n∑
i=1
w2ij
r2i
≤ np(1 + c3)
n2p2(1− c1)2 ∀j ∈ [n]
)
≥ Pr
(
np(1− c1) ≤ ri ≤ np(1 + c1) ∀i ∈ [n], and bjj ≤ np(1 + c3) ∀j ∈ [n],
and np2(1− c2) ≤ bjk ≤ np2(1 + c2) ∀j < k
)
≥ 1− 2n exp (−2c21np2 + 4c1p)− n(n− 1) exp(− c224 np2 + c2)− n exp (−2c23np2 + 4c3p) ,
where the last inequality follows from (30), (31), (32) and union bounds. This completes
the proof.
Although the proof of Theorem 3 requires only p ≥ c4n , in order for the conclusion of
the theorem to be non-trivial, the probability has to be positive, which in turn requires
p ≥ c
n1/2
for some constant c > 0.
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7 Additive Sub-Gaussian Noise
Recall that the measurements are given by
Cij = G
∗
iG
∗
j
> + Θij , (i, j) ∈ E.
The purpose of this section is to show that condition (iii) of Theorem 1 holds for a large
and useful class of noise {Θij}(i,j)∈E . Specifically, we focus on the case where each noise
matrix Θij is a random matrix with entries given by i.i.d. sub-Gaussian random variables.
Definition 1 (Sub-Gaussian Random Variable). A random variable ξ is said to be sub-
Gaussian if there exists a constant K > 0 such that
E
[
exp
(
ξ2
K2
)]
≤ 2.
The sub-Gaussian norm of ξ is defined to be the smallest K satisfying this inequality.
The class of sub-Gaussian random variables is rich and well-studied. It contains, for exam-
ple, the Gaussian, uniform, Bernoulli and all bounded random variables, see [45, Example
2.5.8]. In particular, the sub-Gaussian norm of a Gaussian random variable with standard
deviation δ > 0 is δ.
We first establish a tail inequality for the operator norm of the matrix ∆, which will
be useful for validating the condition (iii) in the master theorem.
Proposition 2. Suppose that the entries of the noise matrix (Θij)k`, (i, j) ∈ E, k, ` =
1, . . . , d, are i.i.d. zero-mean sub-Gaussian random variables with sub-Gaussian norm K.
Furthermore, suppose that the measurement graph is a random graph that is independent
of the noise matrices Θij, (i, j) ∈ E, and that satisfies
rˆ := (n− 1) max
i<j
E [wij ] ≥ 1.
Then, there exist numerical constants c1, c2 > 0 such that
Pr
(
‖∆‖ ≤ sK
√
drˆ
)
≥ 1− n(n− 1) exp (−drˆ)− 2nd exp
(
−1
2
s2
c1s+ c2
)
∀s > 0.
Proof. First, note that for any i < j,
[∆]ij = wij
(
[C]ij −
[
G∗G∗>
]
ij
)
= wij
(
Cij −G∗iG∗j>
)
= wijΘij .
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For i < j, let Sij ∈ Rnd×nd be the symmetric matrix defined by
Sij =

[∆]ij︸︷︷︸
(i,j)−th block
[∆]>ij︸︷︷︸
(j,i)−th block

= wij

Θij
Θ>ij
 .
In particular, E[Sij ] = 0. Using [45, Theorem 4.4.5] and the fact that ‖Sij‖ = ‖∆ij‖, there
exists a constant c1 > 0 such that
Pr
(
‖Sij‖ ≤ c1K(2
√
d+ s′
√
d)
)
≥ 1− 2 exp
(
−ds′2
)
∀s′ > 0.
Taking s′ =
√
rˆ ≥ 1 and using the union bound, we get
Pr
(
‖Sij‖ ≤ 3c1K
√
rˆd ∀i < j
)
≥ 1− n(n− 1) exp (−rˆd) . (33)
Also, for i < j, we have that if (i, j) 6∈ E, S2ij = 0; and that if (i, j) ∈ E,
S2ij =

[∆]ij [∆]
>
ij︸ ︷︷ ︸
(i,i)−th block
[∆]>ij [∆]ij︸ ︷︷ ︸
(j,j)−th block

= wij

ΘijΘ
>
ij
Θ>ijΘij
 .
By [45, Proposition 2.5.2], the variance of any of the i.i.d. entries of Θij is upper bounded
by c2K
2 for some numerical constant c2 > 0. Therefore, we have
E
[
ΘijΘ
>
ij
]
,E
[
Θ>ijΘij
]
 c2dK2Id,
which implies that
∥∥∥∥∥∥
∑
i<j
E
[
S2ij
]∥∥∥∥∥∥ ≤ c2dK2
(
max
i<j
E[wij ]
)∥∥∥∥∥∥∥∥∥∥
∑
i<j

Id
Id

∥∥∥∥∥∥∥∥∥∥
= c2dK
2
(
max
i<j
E[wij ]
)
‖(n− 1)Ind‖
= c2dK
2rˆ
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Since ∆ =
∑
i<j Sij , it follows from [43, Theorem 6.1.1] that for any s > 0,
Pr
(
‖∆‖ ≥ sK
√
drˆ
∣∣∣ ‖Sij‖ ≤ 3c1K√rˆd ∀i < j) ≤ 2nd exp(−1
2
s2
c2 + c1s
)
.
By inequality (33) and the law of total probability, for any s > 0,
Pr
(
‖∆‖ ≤ sK
√
drˆ
)
≥ 1− n(n− 1) exp (−drˆ)− 2nd exp
(
−1
2
s2
c2 + c1s
)
.
This completes the proof.
The following theorem, which is a substantial generalization of [4, Proposition 3.3],
shows that condition (iii) of Theorem 1 is satisfied with high probability if the entries
of the noise matrices Θij are i.i.d. sub-Gaussian random variables and the measurement
graph is Erdo¨s-Re´nyi.
Theorem 4. Let ρ ≥ 1. Suppose that the entries of the noise matrix (Θij)k`, (i, j) ∈
E, k, ` = 1, . . . , d, are i.i.d. zero-mean sub-Gaussian random variables with sub-Gaussian
norm K. Furthermore, suppose that the synchronization problem has an Erdo¨s-Re´nyi mea-
surement graph with observation rate p ≥ 1n−1 , which is independent of the noise matrices
Θij, (i, j) ∈ E. Then, we have∥∥D−1∆∥∥ ≤ 1
32ρ
and
∥∥D−1∆G∗∥∥
F
≤
√
n
32ρ
with probability at least
1−exp
(
−np
2
2
+ 2p
)
−n(n−1) exp (−dp(n− 1))−2nd exp
(
− p(n− 1)
c1ρ2d2K2 + c2ρdK
√
p(n− 1)
)
.
Proof. We first bound
∥∥D−1∆∥∥. Similarly to (30), we can prove that
Pr (ri ≥ np(1− s1)) ≥ 1− exp(−2s21np2 + 4s1p) ∀s1 ∈ (0, 1).
Taking s1 =
1
2 , with probability at least 1− exp(−np
2
2 + 2p), it holds that∥∥D−1∥∥ = max
i=1,...,n
1
ri
≤ 2
np
. (34)
Next, it follows from the definitions of rˆ and Erdo¨s-Re´nyi measurement graph that rˆ =
p(n − 1). Using Proposition 2 with s = √rˆ/64ρKd, there exist some numerical constants
c1, c2 > 0 such that
‖∆‖ ≤ p(n− 1)
64ρ
√
d
(35)
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holds with probability at least
1− n(n− 1) exp (−dp(n− 1))− 2nd exp
(
− p(n− 1)
c1ρ2d2K2 + c2ρdK
√
p(n− 1)
)
.
Combining inequalities (34) and (35), we have
∥∥D−1∆∥∥ ≤ ∥∥D−1∥∥ ‖∆‖ ≤ 2
np
p(n− 1)
64ρ
√
d
≤ 1
32ρ
with probability at least
1−exp
(
−np
2
2
+ 2p
)
−n(n−1) exp (−dp(n− 1))−2nd exp
(
− p(n− 1)
c1ρ2d2K2 + c2ρdK
√
p(n− 1)
)
.
To bound
∥∥D−1∆G∗∥∥
F
, we first note that ‖G∗‖F =
√
nd since all of the n blocks G∗i are
d× d orthogonal matrices. Again using inequalities (34) and (35), we have that
∥∥D−1∆G∗∥∥
F
≤ ∥∥D−1∥∥ ‖∆‖ ‖G∗‖F ≤ 2np p(n− 1)64ρ√d √nd ≤
√
n
32ρ
.
This completes the proof.
In order for the conclusion of Theorem 4 to be non-trivial, the observation rate p should
satisfy p ≥ c
n1/2
for some constant c > 0.
8 Spectral Estimator
In order for our non-convex approach to enjoy the theoretical guarantee offered by the
master theorem, we need to initialize the GPM by a point G0 whose estimation error
satisfies (G0) ≤
√
n
2 . To that end, we propose the initialization
G0 = GC := Π
n(VC),
where VC ∈ Rnd×d is a matrix whose j-th column is the eigenevector associated with the
j-th largest eigenvalue of C for j = 1, . . . , d. We call GC the spectral estimator of the
synchronization problem G-sync. This initialization G0 = GC is inspired by and a general-
ization of the works [7] and [33]. Note that our spectral estimator is slightly different from
those in [1] and [38] where each block-row the data matrix C is normalized by the degree
of the corresponding node in the measurement graph ([n], E). The following proposition
provides a general upper bound on the estimation error of the spectral estimator GC .
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Proposition 3. For any η > 0, we have
(GC) ≤ 4
√
2
√
d
η
√
n
∥∥∥C − η ·G∗G∗>∥∥∥ .
The proof of Proposition 3 relies on the following version of Davis-Kahan Theorem [48].
Theorem 5. Let M,M∗ ∈ RN×N be symmetric matrices with eigenvalues λ1 ≥ · · · ≥ λN
and λ∗1 ≥ · · · ≥ λ∗N , respectively. For any integers k, ` such that 1 ≤ k ≤ ` ≤ N , let
V, V ∗ ∈ RN×(`−k+1) be the matrices defined by
V =
 | |vk · · · v`
| |
 and V ∗ =
 | |v∗k · · · v∗`
| |
 ,
where vi and v
∗
i are respectively the eigenvectors of M and M
∗ corresponding to the eigen-
values λi and λ
∗
i , i = 1, . . . , N . Suppose that min{λ∗k−1 − λ∗k, λ∗` − λ∗`+1} > 0, where
λ0 = +∞, λN+1 = −∞. Then, there exists Q∗ ∈ O(`− k + 1) such that
‖V − V ∗Q∗‖F ≤
2
√
2 min{√`− k + 1 ‖M −M∗‖ , ‖M −M∗‖F }
min{λ∗k−1 − λ∗k, λ∗` − λ∗`+1}
We can now prove Proposition 3.
Proof of Proposition 3. Note that the columns of 1√
n
G∗ are the eigenvectors of η ·G∗G∗>,
all with eigenvalues ηn. Applying Theorem 5 with M = C, M∗ = η · G∗G∗>, k = 1 and
` = d, there exists a matrix Q∗ ∈ O(d) such that
∥∥∥∥VC − 1√nG∗Q∗
∥∥∥∥
F
≤
2
√
2 min
{√
d
∥∥∥C − η ·G∗G∗>∥∥∥ ,∥∥∥C − η ·G∗G∗>∥∥∥
F
}
min{λ∗k−1 − λ∗k, λ∗` − λ∗`+1}
≤
2
√
2
√
d
∥∥∥C − η ·G∗G∗>∥∥∥
ηn
.
(36)
Similarly to (8), we can show that
‖Π ([VC ]i)−G∗iQ∗‖F ≤ 2
∥∥√n[VC ]i −G∗iQ∗∥∥F ∀i = 1, . . . , n. (37)
Using inequalities (36) and (37), we have
(GC) = min
Q∈O(d)
‖GC −G∗Q‖F ≤ ‖Πn (VC)−G∗Q∗‖F
≤ 2√n
∥∥∥∥VC − 1√nG∗Q∗
∥∥∥∥
F
≤
4
√
2
√
d
∥∥∥C − η ·G∗G∗>∥∥∥
η
√
n
.
This completes the proof.
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The following theorem verifies condition (iv) in the master theorem for the spectral
initialization, under the setting of sub-Gaussian noise and Erdo¨s-Re´nyi measurement graph.
Theorem 6. Under the conditions of Theorem 4, we have
(GC) ≤
√
n
2ρ
with probability at least
1−2nd exp
( −pn
c1ρ2d
)
−n(n−1) exp (−dp(n− 1))−2nd exp
(
− p(n− 1)
c2ρ2d2K2 + c3ρdK
√
p(n− 1)
)
.
Proof. Let C∗ ∈ Rnd×nd be the block matrix defined by [C∗]ij = wijG∗iG∗j>, i, j = 1, . . . , n,
and ∆∗ = C∗ − p ·G∗G∗>. By definition, C − C∗ = ∆ and
∆∗ =
∑
i<j
(wij − p)Rij ,
where, for i < j, Rij ∈ Rnd×nd is defined as
Rij =

G∗iG
∗
j
>︸ ︷︷ ︸
(i,j)−th block
G∗jG
∗
i
>︸ ︷︷ ︸
(j,i)−th block

.
We first bound ‖∆∗‖. To this end, we observe that ‖Rij‖ =
∥∥∥G∗iG∗j>∥∥∥ = 1 which implies
that ‖(wij − p)Rij‖ ≤ max{p, 1− p}. Furthermore, since
(wij − p)2R2ij = (wij − p)2

Id
Id
 ,
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we have that
∥∥∥∥∥∥
∑
i<j
E
[
(wij − p)2R2ij
]∥∥∥∥∥∥ =
∥∥∥∥∥∥∥∥∥∥
∑
i<j
E
(wij − p)2

Id
Id


∥∥∥∥∥∥∥∥∥∥
=
∥∥E [(wij − p)2] (n− 1)Ind∥∥
= p(1− p)(n− 1).
It follows from [43, Theorem 6.1.1] that for any s > 0,
Pr (‖∆∗‖ ≥ s) ≤ 2nd exp
(
−1
2
s2
p(1− p)(n− 1) + max{p, 1− p}s/3
)
.
Therefore, there exists a numerical constant c1 > 0 such that
Pr
(
‖∆∗‖ ≥ pn
16
√
2ρ
√
d
)
≤ 2nd exp
( −pn
c1ρ2d
)
. (38)
Also, using Proposition 2 with s =
√
rˆ/16
√
2ρKd, there exist some numerical constants
c2, c3 > 0 such that
Pr
(
‖∆‖ ≥ p(n− 1)
16
√
2ρ
√
d
)
≤n(n− 1) exp (−dp(n− 1)) + 2nd exp
(
− p(n− 1)
c2ρ2d2K2 + c3ρdK
√
p(n− 1)
)
.
(39)
Hence, by Proposition 3 and inequalities (38) and (39), we have
(GC) ≤ 4
√
2
√
d
p
√
n
∥∥∥C − p ·G∗G∗>∥∥∥
≤ 4
√
2
√
d
p
√
n
(‖∆‖+ ‖∆∗‖)
≤ 4
√
2
√
d
p
√
n
(
p(n− 1)
16
√
2ρ
√
d
+
pn
16
√
2ρ
√
d
)
≤
√
n
2ρ
with probability at least
1−2nd exp
( −pn
c1ρ2d
)
−n(n−1) exp (−dp(n− 1))−2nd exp
(
− p(n− 1)
c2ρ2d2K2 + c3ρdK
√
p(n− 1)
)
.
This completes the proof.
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In order for the conclusion of Theorem 6 to be non-trivial, the observation rate p should
satisfy p ≥ cn for some constant c > 0.
Very recently, tighter bounds for the estimation error of the spectral estimator GC are
obtained in [27] via the leave-one-out technique. Their bounds are only for P(d)-sync under
the outlier noise model and O(d)-sync under the additive Gaussian noise model, both with
full observations, i.e., p = 1. Our weaker bound is applicable to a general closed subgroup
G of the orthogonal group under general observation rate p and additive sub-Gaussian
noise. Nevertheless, the goal here is to devise, in a unified manner, an initialization for
GPM that satisfies the estimation error requirement in the master theorem.
9 Numerical Experiments
Numerical experiments are performed in this section to demonstrate the superiority of
algorithm in terms of computational speed, scalability and estimation performance. All
the codes are implemented using MATLAB and tested on a 2019 Lenovo ThinkPad X1
Carbon with the Intel Core i7-10510U (1.80GHz×4).
9.1 Special Orthogonal Synchronization
We first present our experiments on SO(d)-sync.
9.1.1 Experiment Setting
We focus on the case of d = 3, which is most relevant to applications. The experiment set-
ting, which is the same as in [46], is as follows. For the measurement graph ([n], E), we use
the Erdo¨s-Re´nyi graph with observation rate p ∈ (0, 1]. We consider a multiplicative noise
model with two layers of multiplicative noise. More precisely, we generate our observations
Cij as
Cij = G
∗
iG
∗
j
>Θoutij Θ
Lang
ij ∀(i, j) ∈ E,
where Θoutij is the so-called outlier noise defined by
Θoutij =
{
Id with probability q,
Qij ∼ Uniform(SO(3)) with probability 1− q,
where q ∈ (0, 1], Uniform(SO(3)) is the uniform distribution on SO(3), and ΘLangij ∈ SO(3)
is generated by the Langevin distribution (also called the von Mises-Fisher distribution)
[14, 46] on SO(3) with mean Id and concentration parameter γ ≥ 0, i.e., the density
function of each ΘLangij is given by
c(γ) exp
(
γ Tr(ΘLangij )
)
,
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for some normalization constant c(γ) > 0. The parameter γ ≥ 0 controls the concentration
of the random matrix ΘLangij around the mean Id — the larger the parameter γ is, the
more concentrated around the mean Id the random matrix Θ
Lang
ij is. In particular, it is the
uniform distribution Uniform(SO(3)) when γ = 0. As γ → +∞, the distribution behaves
like a Gaussian distribution with mean Id and variance
1
γ .
9.1.2 Experiment Results
We compare our approach with the least unsquared deviation approach in [46] and the
low-rank-sparse decomposition approach in [2]. We also include the spectral estimator in
the comparison as baseline. The codes for the least unsquared deviation approach are
provided by the authors; and those for the low-rank-sparse decomposition approach are
available at the authors’ website. In our experiments, we use the default choice for all the
parameters of their codes. Since both of the two competing methods are known to perform
well against outlier noise, we mainly study the recovery performance as measured by the
estimation error ( · ) (see (2)) and the computational time by varying the proportion of
outliers 1 − q. Figures 2 and 3 show the experiment results in the low noise (γ = 5) and
high noise (γ = 1) regimes, respectively. For the computational time, since our non-convex
approach is initialized by the spectral estimator, the time for our approach shown in the
figures includes the time for computing the spectral estimator. All the points in the figures
are obtained as the average over 30 independent random instances.
From Figure 2, we can see that our non-convex approach performs generally on par
with the low-rank-sparse decomposition approach in terms of both estimation error and
computation time, except for the case p = 0.2 where our method is faster. Despite that
the spectral estimator is shown to be already rate-optimal under some settings [7, 27]
and that our non-convex approach is initialized by the spectral estimator, the estimation
error of the non-convex approach is substantially better than that of the spectral esti-
mator. Quite surprisingly, the least unsquared deviation approach performs worse than
the spectral estimator in terms of estimation error. The optimization problem associated
with the least unsquared deviation approach is a nonlinear convex semidefinite program-
ming obtained via relaxation technique and solved by the alternating direction augmented
Lagrangian method [47]. We suspect that the unsatisfactory performance of the least
unsquared deviation approach might be due to the fact that the alternating direction aug-
mented Lagrangian method can only achieve low to medium accuracy and/or is sensitive
to the penalty parameter in the augmented Lagrangian term.
The results in the high noise regime are shown in Figure 3. Similar behavior as in the
low noise regime are observed for the spectral approach and the least unsquared deviation
approach. Compared with the low-rank-sparse decomposition approach, our non-convex
approach is fairly faster in this regime and at the same time has slightly better estima-
tion error. This suggests that the proposed non-convex approach is very robust against
multiplicative noise, although our theory does not cover such a noise setting.
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(a) n = 300, d = 3, p = 0.2, γ = 5
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(b) n = 300, d = 3, p = 0.5, γ = 5
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
35
40
45
Spectral
GPM
LUD
LRS
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
120
140
Spectral
GPM
LUD
LRS
(c) n = 300, d = 3, p = 0.8, γ = 5
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(d) n = 300, d = 3, p = 1, γ = 5
Figure 2: Estimation error and computational time of our non-convex approach (labeled as
GPM), the spectral estimator (labeled as Spectral), the least unsquared deviation approach
(labeled as LUD) and the low-rank-sparse decomposition approach (labeled as LRS) under
low Langevin noise (γ = 5) and observation rate p = 0.2, 0.5, 0.8, 1.
9.2 Permutation Synchronization
Next, we investigate the numerical performance of our approach for solving the permutation
synchronization problem, i.e., P(d)-sync.
9.2.1 Experiment Setting
We focus on the setting where the measurement graph is the Erdo¨s-Re´nyi graph with
observation rate p ∈ (0, 1) and the measurements are given by
Cij = ΠP(d)(G∗iG
∗
j
> + δWij) ∀(i, j) ∈ E,
where each Wij ∈ Rd×d is a random matrix with i.i.d. standard Gaussian entries and
δ > 0 is parameter controlling the magnitude of the noise. Due to the discrete nature of
the signals (permutation matrices), instead of the estimation error ( · ), we quantify the
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Figure 3: Estimation error and computational time of our non-convex approach (labeled as
GPM), the spectral estimator (labeled as Spectral), the least unsquared deviation approach
(labeled as LUD) and the low-rank-sparse decomposition approach (labeled as LRS) under
high Langevin noise (γ = 1) and observation rate p = 0.2, 0.5, 0.8, 1.
estimation performance by the recovery rate, which is defined as
Recovery Rate =
number of correctly recovered group elements
n
. (40)
9.2.2 Experiment Results
We compare our approach with the “relaxed algorithm” in [33], which coincides with the
spectral estimator GC , and the iterative approach based on QR factorization developed in
[38] by varying the parameters n and d. All the points in the figures are obtained as the
average over 30 independent random instances.
As we can see from Figures 4 and 5, the recovery performance of our non-convex ap-
proach is significantly better than that of the spectral estimator and the QR factorization-
based approach. Furthermore, compared with the QR factorization-based approach, our
non-convex approach required a shorter computational time in Figure 4 (where we varied
n) and roughly the same computational time in Figure 5 (where we varied d). Of course
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Figure 4: Recovery rate and computational time (in second) of the spectral estimator
(labeled as Spectral), the proposed non-convex approach (labeled as GPM) and the QR
factorization-based approach (labeled as QR) for d = 20, p = 0.5, q = 0.8, δ = 1 and
n = 100, 105, . . . , 200.
the computational time of the spectral estimator is the shortest among the three tested
methods, since both the non-convex approach and the QR factorization-based approach
are initialized by the spectral estimator.
9.3 Cyclic Synchronization (Joint Alignment Problem)
Finally, we present our experiments on cyclic synchronization, i.e., synchronization over
the cyclic group Zm. This is also equivalent to the joint alignment problem [13].
9.3.1 Experiment Setting
We adopt the same experiment setting as in [13]. Specifically, we consider the Erdo¨s-Re´nyi
measurement graph with observation rate p ∈ (0, 1). For the error model, each observation
Cij is corrupted by the multiplicative outlier noise with corruption probability 1−q ∈ [0, 1):
Cij = G
∗
iG
∗
j
>Θoutij ∀(i, j) ∈ E,
where
Θoutij =
{
I2 with probability q,
Qk with probability 1− q,
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Figure 5: Recovery rate and computational time (in second) of the spectral estimator
(labeled as Spectral), the proposed non-convex approach (labeled as GPM) and the QR
factorization-based approach (labeled as QR) for n = 200, p = 0.5, q = 0.8, δ = 1 and
d = 10, 15, . . . , 50.
Qk is defined in (19) and k ∼ Uniform([m]). To quantify the estimation performance, we
use again the recovery rate4 defined in (40).
9.3.2 Experiment Results
The proposed non-convex approach is compared against another non-convex approach de-
veloped in [13], named the projected power method. The spectral estimator for Zm-sync
is once again included in the experiments as a baseline. We focus on how the recovery
rate and computation time of these approaches depend on the cyclic group order m. The
experiment results are plotted in Figure 6. All the points in the figure are obtained as the
average over 30 independent random instances.
In terms of computational time, the proposed non-convex approach significantly out-
performs the projected power method. For the recovery performance, our approach is
worse than the projected power method, especially when the group order m is large (see
Figures 6(a) and 6(c).) Therefore, for cyclic synchronization problems, the projected power
method is the way to go if we are focusing on the recovery performance. However, if speed
4In [13], the misclassification rate is used to quantify the estimation performance, which is equal to 1-
Recovery Rate.
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Figure 6: Recovery rate and computational time of our non-convex approach (labeled
as GPM), the spectral estimator (labeled as Spectral) and the projected power method
(labeled as PPM) for observation rates p = 0.5, 0.8 and non-corruption rates q = 0.5, 0.8.
and scalability are of great concern, our experiment results suggest that the proposed
non-convex approach would be a better alternative.
10 Conclusions
In this paper, we studied the class of synchronization problems over subgroups of the
orthogonal group. As our first main contribution, we proposed a unified approach to
tackle this class of synchronization problems. The proposed approach consists of a suitable
initialization and an iterative refinement stage based on the generalized power method.
Our second contribution lies in the derivation of the master theorem which shows that the
estimation error of the iterates produced by our approach decreases geometrically under
certain conditions. Finally, we verified the conditions of the master theorem for specific
examples of the subgroups, the measurement graph, the noise model and the initialization
by a novel spectral estimator that we proposed. Our experiment results showed that
the proposed approach outperforms existing approaches in terms of computational speed,
scalability and estimation error.
39
Besides Conjecture 1, there are two other research questions regarding solving group
synchronization problems by non-convex approaches that are worth investigating. First,
although our theory in Section 7 covers only additive noise models but not multiplicative
ones, experiments showed that the proposed approach works efficiently for the outlier noise
model which is multiplicative. Thus, an obvious research problem would be to extend the
analysis to cover multiplicative noise models. Second, an important example of group
synchronization problems is the SE(d)-sync [37], where SE(d) is the group of Euclidean
motions, and arises from areas such as robotics and computer vision. The group SE(d) is
not a subgroup of the orthogonal group. It would be interesting to see whether a similar
non-convex approach can be developed for solving SE(d)-sync.
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