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The aim of this paper is to present theoretical basis for computing a representation of
a compact Riemann surface as an algebraic plane curve and to compute a numerical
approximation for its period matrix. We will describe a program Cars (Semmler et al.,
1996) that can be used to deflne Riemann surfaces for computations. Cars allows one
also to perform the Fenchel{Nielsen twist and other deformations on Riemann surfaces.
Almost all theoretical results presented here are well known in classical complex anal-
ysis and algebraic geometry. The contribution of the present paper is the design of an
algorithm which is based on the classical results and computes flrst an approximation of
a polynomial representing a given compact Riemann surface as a plane algebraic curve
and further computes an approximation for a period matrix of this curve. This algorithm
thus solves an important problem in the general case. This problem was flrst solved, in
the case of symmetric Riemann surfaces, in Seppa˜la˜ (1994).
c° 1998 Academic Press
1. Introduction
The main goal of this paper is to compute approximations of period matrices of compact
Riemann surfaces given in terms of the corresponding Fuchsian group. To that end one
has to
(1) flnd a holomology basis for the given Riemann surface;
(2) flnd a basis for holomorphic 1-forms; and
(3) integrate the 1-forms along curves constituting a homology basis.
The di–cult part here is flnding a basis for 1-forms. We will resort to algebraic geom-
etry, and flnd flrst a representation of the Riemann surface as a plane algebraic curve.
For such curves, standard methods allow one to flnd a basis for 1-forms. However, these
standard methods are not numerically stable. We have to compute with approximations
of the polynomials deflning the Riemann surface in question as a plane algebraic curve. A
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way around this problem is provided by linear algebra, and we can approximate a basis
for 1-forms of the plane algebraic curve corresponding to the given Riemann surface.
Our algorithms and computations have the following steps.
Step 1. Let g; g > 1, be an integer. We start with an approximation of the basis
B = fgj j 1 • j • 2g ¡ 2g of a Fuchsian group G acting in the unit disk D such
that D=G is a Riemann surface of genus g. The generators of the group G satisfy certain
relations, which are given symbolically. The numeric approximations gj for the generators
usually fail to satisfy the relations exactly. This basis B can be created by the program
Cars. This program allows one to create and deform Riemann surfaces in a convenient
fashion. The basis B can also be given directly. This is what one wants to do when
computing with known examples.
Step 2. For our computations it is necessary to form lists of elements of G. These lists
will be used to approximate sums of certain series over the group G. The convergence
of the series needed here is slow, and hence it is necessary to be able to form the above
mentioned lists in such a way that the terms that matter most come flrst in these lists.
These terms g are the ones with largest translation lengths in the group G, i.e. terms for
which inffdD(z; g(z)) j z 2 Dg is as large as possible. Here dD denotes the hyperbolic
metric in the unit disk D. The program Fundom, written by K.{D. Semmler and L.
Renggli, produces such lists.
Step 3. The next step is to approximate the image of the given Riemann surface D=G
in the projective plane. The approximation is based on approximating sums of Poincar¶e
series over the group G. The starting data are only approximate, and the Poincar¶e se-
ries converge slowly. Hence, in spite of the efiective listing of the elements of the group
G, the approximation of the sums of the Poincar¶e series is not going to be good. To
improve the accuracy of the equation, as a plane algebraic curve, of the Riemann sur-
face D=G, we observe that the degree of the curve is bounded by 4g ¡ 4 (it is usually
4g ¡ 4 but it might be smaller). The approximations of the points through which this
curve has to pass are not very good. But we can compute arbitrarily many such points.
Hence, even though the data are bad, we can get good approximations by computing
many points of the curve, and then flnding the polynomial that best flts these data.
If the errors in the intermediate computations are randomly distributed, this method of
increasing the number of points gives us as good approximations as we may wish to have.
We just have to compute more points. By this trick we can get good results from bad
data.
Step 4. Once an equation for a Riemann surface is known, we may use methods of
algebraic geometry to flnd a basis for holomorphic forms on the Riemann surface. There
are major problems here since the standard methods are not numerically stable. One
has to flnd the adjoint curves of a given curve. These are curves going through the
double points of the given curve. But an approximation of a curve with double points
does not usually have any double points. For example, the reducible a–ne curve xy = 0
has a double point at the origin, but xy = †; † 6= 0, does not. Hence one has to flnd a
numerically stable method to compute a basis for the adjoint curves. This is provided by
linear algebra (in Section 6).
Step 5. Finally one observes that a homology basis for the given Riemann surface D=G
can be found from the generators of the Fuchsian group G. Then to get an approximation
of a period matrix, one integrates numerically the difierentials found above.
This is a rough sketch of the algorithm. Details will be provided in the following
sections.
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The computation of a representation of a given Riemann surface as a plane algebraic
curve uses a bicanonical map which, on the other hand, is based on the basis for holo-
morphic 2-forms of a Riemann surface given by Wolpert (1982).
In his forthcoming thesis Smolander (1998) studies this embedding in more detail
deriving estimates for the errors of the numerical approximations to be used.
2. Representing Riemann Surfaces for Computations by a Computer
We adopt the most classical approach to Riemann surfaces: a compact orientable Rie-
mann surface is simply a sphere with a certain number g of handles attached to it.
\Handle" is a torus from which an open disk has been removed. It is a Riemann surface
of genus 1 with one boundary component. In order to attach a handle to a sphere it is
necessary to delete an open disk from the sphere, and then glue the handle to the sphere
along the boundary of this deleted disk.
Therefore, in order to deflne a Riemann surface of genus g with n boundary compo-
nents, it is necessary to build flrst a sphere with many (g + n) holes. Such a sphere can
be obtained by taking n+ g ¡ 2 spheres with three holes and gluing them together, in a
suitable way, along certain boundary components.
So we construct complicated Riemann surfaces in the above way from the following
elementary parts:
Y-pieces. These are spheres with three boundary components. They are often referred
to as pairs of pants.
Q-pieces. These are the handles, i.e. tori with one boundary component.
The above Riemann surfaces are elementary hyperbolic Riemann surfaces. A hyperbolic
Riemann surface X has the unit disk as its universal cover. The hyperbolic metric of X
comes from the hyperbolic metric of the unit disk via the representation X = D=G where
G is a Fuchsian group.
If X = D=G is a hyperbolic Riemann surface with boundary components, then:
† G is a freely generated group.
† The hyperbolic metric of (the interior of) X, obtained from that of the unit disk
D, is complete. In particular the boundary curves of X have inflnite length in this
metric.
A Fuchsian group GY corresponding to a Y-piece Y is freely generated by two hy-
perbolic Mo˜bius transformations g and h whose axes do not intersect. The axes of the
transformations g and h cover closed geodesic curves homotopic to two of the three
boundary curves of Y . Provided that the orientations are suitably chosen, the axis of
g – h covers the geodesic curve freely homotopic to the third boundary component.
It is well known that the lengths of the geodesic curves freely homotopic to the bound-
ary curves determine the hyperbolic metric of the Y-piece in question (see, e.g., Seppa˜la˜
and Sorvali (1986)). The lengths of these geodesic curves can, furthermore, be freely
chosen.
A Q-piece Q can be expressed as Q = D=GQ where GQ is a group generated by two
hyperbolic Mo˜bius transformations g and h with intersecting axes. Here again GQ is a
free group. The commutator of g and h, c = g – h¡1 – g¡1 – h; is a hyperbolic Mo˜bius
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transformation, whose axis covers a closed geodesic freely homotopic to the boundary
curve of Q (provided that the orientations are suitably chosen).
Using the above described Y-pieces Y = D=GY and Q-pieces Q = D=GQ we build
Riemann surfaces in the following way.
Let W1 and W2 be Y- or Q-pieces. Assume that the geodesic curves fij , homotopic
to a boundary curve of Wj , j = 1; 2; have the same length. Delete, from W1 and from
W2, the inflnite cylinders bounded by the geodesics fij and by the respective boundary
curves. Next identify fi1 with fi2 using constant speed. This procedure can be repeated
to get any Riemann surface of any flnite type.
Cars (Semmler et al., 1996) is a program which can be used to deflne Y-pieces and
Q-pieces and glue them together in the way described above. The program keeps in
mind the generators of the Fuchsian groups corresponding to all the above pieces. The
program allows the user to deform the resulting Riemann surface by twists along the
gluing geodesics. This deformation can be conveniently done by a mouse. That program
has many other functionalities that will be described in part later and more completely
elsewhere.y
Let now Gj = hgj ; hji be the Fuchsian group corresponding to the Q-piece Qj in
the above construction, j = 1; : : : ; g. The program Cars produces, especially, a list
containing these Mo˜bius transformations gj and hj . By the construction, it is immediate
that the axes of the transformations gj and hj cover curves freely homotopic to the
generators of the flrst homology group of the resulting Riemann surface. Therefore, when
constructing Riemann surfaces by the program Cars we get, in addition, a homology
basis for the Riemann surface just constructed. This is the homology basis that will be
used later to compute a period matrix for the Riemann surface.
3. Poincar¶e Series
Assume that a Riemann surface X is given in terms of its Fuchsian group G. In the
classical case, G acts in the unit disk D, and X = D=G. For practical purposes, we often
consider other kinds of representations for X in which we have X = ›(G)=G, where
›(G) is the domain of discontinuity of G. In these cases the domain of discontinuity of
G is connected but not simply connected.
In all of the above cases, holomorphic m-forms (or m-difierentials) of X are holo-
morphic functions deflned either in the unit disk (if X = D=G) or in the domain of
discontinuity of G (if X = ›(G)=G) satisfying, at all points z:
!(g(z))
µ
@g(z)
@z
¶m
= !(z); 8g 2 G: (3.1)
We use the notation
Dm(G) =
(
` a m-difierential j
Z
›=G
j`j‚2¡m <1
)
for the space of integrable holomorphic m-forms of the group G. Here ‚ is the tensor of
the hyperbolic metric of the Riemann surface ›(G)=G.
We are mainly interested in holomorphic 2-forms and 1-forms.
yFor a short manual of Cars, see http://www.math.fsu.edu/~seppala/Symbolic/Software/index.html
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Let G be a Fuchsian group acting in the unit disk D and let f : D ! C^ be a
meromorphic function. Let m ‚ 1 be an integer. Consider the Poincar¶e series
£m(f)(z) =
X
g2G
f(g(z))
µ
@g(z)
@z
¶m
: (3.2)
If this series converges, then its limit is a meromorphic function ! satisfying equation
(3.1).
The series (3.2) was introduced by Poincar¶e (1884), who, in that paper, proved that
these Poincar¶e series do converge if m ‚ 2. Poincar¶e series can be used to approximate
holomorphic or meromorphic m-forms of any Riemann surface, m > 1.
In the case of a Fuchsian group G of the flrst kind (this is the case always when the
Riemann surface D=G is compact), Poincar¶e series do not coverge if m = 1. Hence one
cannot approximate 1-forms of compact Riemann surfaces D=G by these series.
The case of higher order forms has been under intensive study for several years. The
problem of flnding a generating set, in terms of Poincar¶e series, for higher order holo-
morphic forms was solved in the general case in Kra (1984).
For our purposes it is enough to flnd generators for the space of holomorphic 2-forms
of a Fuchsian group G. We will use the construction of Wolpert (1982).
Assume that G is a Fuchsian group of the flrst kind acting in the unit disk D in such
a way that D=G is a compact Riemann surface of genus p. Let g 2 G be a (primitive in
G) Mo˜bius transformation covering the homotopy class of a simple closed geodesic curve
° 2 D=G. Assume that
g(z) =
az + b
cz + d
; ad¡ bc = 1: (3.3)
Let
”(g) = (tr2g ¡ 4)1=2 = pkg ¡ 1p
kg
= ((a+ d)2 ¡ 4)1=2: (3.4)
Here kg is the multiplier of the hyperbolic Mo˜bius transformation g and tr2g is the square
of the trace of a matrix, of determinant +1, corresponding to the Mo˜bius transformation
g. Observe that such a matrix is well-deflned only up to sign. The square of the trace is,
however, always well-deflned.
Using this notation deflne
!g = ”(g)(cz2 + (d¡ a)z ¡ b)¡2: (3.5)
The importance of the formula (3.5) lies in the fact that
(!g – g)
µ
@g
@z
¶2
= !g (3.6)
as can be verifled by a direct computation. Therefore !g is a holomorphic 2-form of the
cyclic group hgi. This motivates one to look at the Petersson{Poincar¶e series
µ⁄° =
X
h2hginG
(!g – h)
µ
@h
@z
¶2
(3.7)
associated to the simple closed geodesic curve °.
Wolpert (1982, Theorem 3.7, p. 521) has shown the following result:
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Theorem 3.1. Let fi1; : : : ; fi3p¡3 be a decomposition of the Riemann surface D=G into
Y-pieces (i.e. into pairs of pants, ffijg is a maximal set of non-intersecting simple closed
curves). Then the Petersson{Poincar¶e series µ⁄fij converge, their limits are holomorphic
2-forms of the group G, and fµ⁄fijg is a basis (over C) for the space of holomorphic
2-forms of the group G.
We will use this basis in our numerical computations. In the numerical computations
it is important to list the elements of G in such a way that those elements with large
translation length (i.e. large multiplier) come flrst. A program called Fundom (K.{D.
Semmler and L. Renggli) has been designed for this purpose.
4. Mapping of Riemann Surfaces into the Projective Plane
Every compact Riemann surface X of genus g > 2 can be embedded into the complex
projective space P3g¡4(C) by the bicanonical map. For the convenience of the reader we
recall its construction here.
The bicanonical map uses holomorphic 2-forms. It is a special case of the more general
m-canonical (pluricanonical) map which is formed as follows.
The space Dm(X) of holomorphic m-forms of X is a complex vector space of dimension
d = (2m¡ 1)(g ¡ 1). Let ·1; : : : ; ·d be a basis for Dm(X). Consider a point p 2 X. The
elements ·j are not functions deflned on X but difierentials. For each local coordinate
(U; z)y each ·j associates a holomorphic function ·zj : U ! C. The values of these
functions at the point p depend on the choice of the local coordinate (U; z). However, the
quotients of these values do not depend on the choice of (U; z). We obtain, therefore, a
well-deflned mapping
`mK : X ! Pd¡1(C); p 7! (·z1(p); : : : ; ·zd(p)): (4.1)
Mapping (4.1) is the pluricanonical map of X. For m = 2, `2K is the bicanonical map
and for m = 1, `K is the canonical map.
The image of X under the bicanonical mapping ((4.1) for m = 2) is a non-singular com-
plex algebraic curve whose degree equals twice the number of zeros of any holomorphic
1-form. Hence the degree is 4g ¡ 4.
The projection of `2K(X) ‰ P3g¡4(C) onto a generic plane in P3g¡4(C) is a (singular)
plane curve of degree at most 4g ¡ 4. It is deflned by one homogeneous polynomial of
degree at most 4g ¡ 4. The statement about the degree follows from the fact that, in
projections, the degree of an algebraic curve does not grow.
We propose here a method that can be used, in the general case, to compute an
equation for the image of `2K(X) under a projection into a plane. Our main problem is
how to choose this \generic" plane in P3g¡4(C). That will be done in the following way.
We assume that X is a compact Riemann surface and express it in the form X = D=G
where G is a Fuchsian group of the flrst kind acting in the unit disk. Let !1; : : : ; !3g¡3
be a basis for D2(X) given by Theorem 3.1.
By means of the Petersson{Poincar¶e series (3.7) we can approximate values of these
base difierentials.
Let nj1; n
j
2; : : : ; n
j
3g¡3, j = 1; 2; 3; be three sets of random integers. Form the following
yHere U is an open set of X containing p and z : U ! z(U) is a homeomorphism onto an open subset
of the complex plane.
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three quadratic difierentials
·j =
X
k
njk!k; j = 1; 2; 3: (4.2)
Assume that they are linearly independent. If they are not linearly independent, then
choose another set of random integers njm in such a way that the difierentials ·j in (4.2)
are linearly independent. Now form the mapping
` : X ! P2(C); X 3 p 7! (·1(p); ·2(p); ·3(p)): (4.3)
Theorem 4.1. Assume that X is a Riemann surface of genus g; g > 2. For a generic
choice of the difierentials ·1; ·2; ·3, the image of X under the mapping (4.3) is an alge-
braic curve of degree at most 4g ¡ 4 with at most ordinary quadratic singularities.
This result is based on a special case of well-known classical results. For reader’s
convenience we will sketch a proof below. We would like to observe, at this point, that
there is another way to form a basis for quadratic difierentials that is due to Petri (1922)
or Arbarello et al. (1984, p. 127).
In the case of non-hyperelliptic symmetric Riemann surfaces we may use Poincar¶e
series to approximate the canonical map directly. This gives us, for the given Riemann
surface, an equation that is of lower degree than that of the above construction. By
the results of Seppa˜la˜ (1994) we have also some control over the inaccuracies of our
approximations. In this case, special arguments yield a simpler way to approximate period
matrices (Seppa˜la˜, 1994). These arguments are based on representations of symmetric
Riemann surfaces in terms of freely generated Fuchsian groups of the second kind. These
methods cannot be applied in the general case.
Let `2K :¡! P3g¡4 be the bicanonical map deflned by the basis (·1; : : : ; ·3g¡3). For
g > 2 this map is an embedding. In particular `2K(X) is a smooth curve.
If V is the projective subspace of Pn deflned by x0 = ¢ ¢ ¢ = xm = 0, m < n, then one
can deflne the projection from V of Pn ¡ V onto Pm by
(x0; : : : ; xm; xm+1; : : : ; xn) 7¡! (x0; : : : ; xm):
Choosing another set of homogeneous coordinates for Pn we can deflne the projection
from any projective subspace.
Proof of Theorem 4.1 is based on the following well-known result (see, e.g., Hartshorne
(1977, pp. 310{314)).
Lemma 4.2. There exists a non-empty open set U in G(3g¡7;3g¡4) (the space of pro-
jective subspaces of dimension 3g ¡ 7 in P3g¡4) such that if V 2 U then
† the projection from V of `2K(X) into P2 is well deflned;
† the image of `2K(X) under this projection is a curve with at most ordinary quadratic
singularities.
In general this lemma is formulated by saying that if C is a smooth curve in Pn then
there exists a non-empty open set Un such that the projection of C onto Pn¡1 from
a point in Un is a smooth curve if n > 3 and a curve with at most ordinary quadratic
singularities if n = 3. Now it is easy to check that composing m+1 successive projections
from points is the same as projecting from a projective subspace of dimension m. Now let
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Un be as above and deflne Un¡1 ‰ Pn¡1 in a similar fashion. Choosing a point pn 2 Un
and a point pn¡1 2 Un¡1 deflnes a line in Pn (the pull-back of pn¡1 by the projection
from pn). The existence of Un and Un¡1 implies the existence of an open set in the space
of lines in Pn. Obviously this argument generalizes and proves the existence of the open
set U . This proves Lemma 4.2
The open set U of Lemma 4.2 is, in general, not easy to compute but to flnd a space
V in U we can do the following. Let fa1; : : : ; akg be the coe–cients of the polynomials
deflning `2K(X) and let fb0; : : : ; bk0g be the coe–cients of the linear equations deflning
V . If the family fa1; : : : ; ak; b0; : : : ; bk0g is algebraically independent over Q then V is
generic, in the sense of Weil, with respect to `2K(X). This implies that V will be in U .
We can reformulate this in a less formal way, by saying that if we choose V \generic"
then the conclusions of Lemma 4.2 will hold. Of course for a computer \generic" makes
no sense but if we replace \generic" by \su–ciently general" then we can get a reasonably
good approximation by taking a random V . This can be achieved in the following way.
Let f·kg be the quadratic difierentials we have obtained in the preceding section and let
·i, 1 • i • 3, be random linear combinations of the ·’s then the curve in P2 deflned
by (·1; ·2; ·3) will be the projection of `2K(X) from a random V . These remarks prove
Theorem 4.1.
5. An Equation for a Riemann Surface
In this section we put the pieces of the previous sections together to produce an
algorithmic way to compute an equation for a Riemann surface. This works in the general
case of Riemann surfaces of genus g, g > 2. It is probabilistic in the sense that it depends
on choosing a su–ciently generic projection.
Assume that a Riemann surface X of genus > 2 is given either as X = D=G, where G
is of the flrst kind.
We proceed as follows.
(1) First map X, using the bicanonical map, into a projective space Pn(C) for suitable
n. Call this map ` : X ! Pn(C). To this end use the basis for holomorphic
2-forms given in Theorem 3.1.
(2) Project down to the projective plane P2(C) using Theorem 4.1.
Let … : Pn(C)! P2(C) denote the projection.
(3) In the general case, …–`(X) ‰ P2(C) is an algebraic curve with simple singularities.
The degree of this curve is at most d = 4g ¡ 4.
(4) A homogeneous polynomial of degree d in three variables has
m = (d+ 1)(d+ 2)=2
coe–cients. Fit such a polynomial to go through … – `(X) by determining 2m
\random" points of … – `(X). This leads to solving a set of 2m linear equations in
m unknowns. Using the singular value decomposition described in the next section,
we compute the best polynomial to flt through these points. We may improve the
accuracy of our computations by increasing the number of points to be used in our
computations. The above number 2m should work flne in most situations.
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6. Holomorphic Difierentials of an Algebraic Plane Curve
An explicit way to compute holomorphic difierentials of an algebraic plane curve has
been known since the 19th century (No˜ther). In the case of curves whose singularities
are at most ordinary double points, the problem becomes much simpler and a direct
algorithm can be given based only on linear algebra.
To explain the algorithm we are going to propose, we will need to recall some facts.
Let C be a plane algebraic curve deflned by a homogeneous equation
~f(x; y; z) = 0:
Assume that C has only ordinary quadratic singularities, then an adjoint of C is an
algebraic plane curve, not necessarily irreducible, which passes through all the singular
points of C. In particular, if C is smooth, then any curve is an adjoint of C.
Consider the a–ne part of P2(C) deflned by z 6= 0. Let (x; y) be the corresponding
a–ne coordinates and f(x; y) = 0 the corresponding a–ne equation for C. The classical
result is:
Theorem 6.1. The holomorphic difierentials on C are of the form
’(x; y)dx
.@f
@y
; (6.1)
where ’(x; y) = 0 is the equation of an adjoint to C of degree • deg f ¡ 3.
For a proof see, e.g., Brieskorn and Kno˜rrer (1986, p. 841).
Hence, in order to flnd a basis for the space of holomorphic difierentials on C, all we
have to do is to flnd a basis of the space of adjoint polynomials, i.e. polynomials ’ such
that ’(x; y) = 0 is an adjoint curve to f(x; y) = 0 of degree • deg f ¡ 3:
We can also assume that the given curve has no singularities at z = 0. If this were the
case we can perform the following coordinate transformation:
(1) Find flrst a line not going through any of the singular points.
(2) Do a projective transformation sending this line to z = 0.
Under our hypothesis that f(x; y) has only ordinary double points, the ideal of adjoint
polynomials I coincides with the Jacobian ideal of f which deflnes the singular locus:µ
@f
@x
(x; y);
@f
@y
(x; y); f(x; y)
¶
: (6.2)
We need to flnd a basis for the polynomials of degree • deg f¡3 in the adjoint ideal. If
we let n = deg f then our adjoint ideal can be generated by three polynomials of degree
n¡ 1, namely µ
@f
@x
(x; y);
@f
@y
(x; y); nf(x; y)¡ x@f
@x
(x; y)¡ y @f
@y
(x; y)
¶
(6.3)
and the ideal has no solutions at inflnity.
Under these hypotheses the following result holds:
Proposition 6.1. Let J = (f1; f2; f3) be the Jacobian ideal of a curve deflned by a
polynomial f(x,y) of degree n. Assume that J has no solutions at the inflnity and the
798 P. Gianni et al.
degree of fi is n ¡ 1. Let D = 3(n ¡ 2) + 1. Then for every g 2 J with degree(g) • D
there exist polynomials ai such that
† g = Pi aifi,
† degree (aifi) • D i.e. degree (ai) • 2n¡ 4.
Proof 6.1. Lazard (1983).2
If we denote with JD = fp 2 J j degree(p) • Dg, the previous proposition allows one
to describe a set of generators for it; our aim is to extract from this set of generators a
basis for the holomorphic difierentials. We have to take into account the fact that the
coe–cients of the polynomial describing the curve are only \approximately" known, but
we can take advantage of additional information such as the genus and the number of
singularities of our curve.
We flx on the set of polynomials of degree up to D = 3(n¡2)+1 a monomial basis PD,
consisting of N =
¡
D+2
2
¢
elements. We can suppose these elements ordered in increasing
degree with respect to a total degree ordering.
We use the generators of JD to construct the matrix MD which represents the linear
map which takes any three polynomials (a1; a2; a3), each of degee up to D ¡ (n¡ 1), toP
i aifi.
The matrix MD has N rows and three blocks of
¡
2n¡2
2
¢
columns and it is deflned in the
following way: each block corresponds to one of the generators of the ideal J and its ith
column contains the coordinates (with respect to the monomial basis of PD previously
chosen) of the product of the considered generator by the ith monomial (with degree up to
D¡ (n¡1)). This matrix was introduced by Lazard (1981) and used for solving a system
of polynomial equations. In particular the number of solutions of a polynomial system
is equal to the difierence between the number of rows and the rank of its corresponding
matrix.
If we assume the curve has only ordinary double points, then the Jacobian ideal has
a simple zero at each double point. Thus the number of solutions of the Jacobian ideal
is the number of singular points of the curve. Using the genus formula for plane curves
with ordinary double points, we can compute the number of singular points and thus the
rank of the matrix MD.
Corollary 6.1. Let J be the Jacobian ideal of f(x; y) = 0, a curve of genus g, and
MD the matrix associated to J. If n is the degree(f) and f has – ordinary double points
(so – = (n¡1)(n¡2)2 ¡ g) then rank(MD(J)) = N ¡ – where N is the number of rows of
MD.
Since all of our polynomials are only \approximately" given, we need to use a numeri-
cally stable algorithm and one which is able to solve the \nearby" more singular problem.
If we start with perturbed coe–cients and try to treat them as exact, we will have \lost"
our singular points and thus changed the genus of the curve; \nearby" to the given curve
is the actual curve whose holomorphic difierentials we are trying to determine. For this
purpose we have chosen to base our algorithm on the singular value decomposition con-
struction. After constructing a matrix which represents all multiples of our generators
up to the degree of our bound, the problem of flnding the elements of degree • n¡3 can
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be reduced to the problem of computing the null space of the submatrix representing the
terms of degree > n¡ 3.
We are now able to describe how to flnd a basis for Jn¡3. We compute UD and VD
orthogonal matrices and S diagonal such that MD = UDSVDT is the singular value
decomposition of MD (Golub and Van Loan, 1996). For our purposes the main property
of this decomposition is that the diagonal entries of S, ¾1; : : : ; ¾N , are such that ¾k ‚ ¾k+1
and each ¾k is the 2-norm distance to the nearest matrix of rank strictly less than k. So
if our choices and hypothesis were satisfled, we will flnd ¾k … 0 for k > rank(MD) =
N ¡ – = r. Before proceeding we impose that ¾k = 0 for k > r, i.e. that the rank is
precisely r. We can verify our assumption that the curve has only ordinary double points
by checking ¾r+1 is small relative to ¾r (check 1 in the algorithm given below).
Also, from the singular value decomposition we can recover a basis for JD: since
MDVD = UDS, the flrst r columns of UD are the coordinates of a basis for JD. Let
us call B the submatrix of UD consisting of the flrst r columns.
Our aim is to produce a basis for Jn¡3, i.e. the subspace of JD of degree at most
n ¡ 3. Let Q = ¡n¡12 ¢ be the number of monomials of degree at most n ¡ 3. We look
for linear combinations of the columns of B with the last N ¡ Q entries equal to zero.
We partition the matrix B into two matrices calling its flrst Q rows, BQ and its last
N ¡Q rows, BN¡Q. If we compute an SVD for BN¡Q = UTV T we have to impose that
rank(MD)¡g = r¡g = rank(BN¡Q). We again check that the computed singular values
are consistent with this rank assignment (check 2 in the algorithm given below).
At this point if we select the last g columns of V , call them W , we have BN¡QW = 0
so the columns of the matrix BQW are the coordinates of a basis for Jn¡3.
We can summarize the previous discussion in the following algorithm:
Algorithm:
Input: f(x; y) 2 R[x; y] polynomial of degree n, corresponding to a curve C of
genus g with only ordinary quadratic singularities, and not singular at inflnity.
Output: A basis for the holomorphic difierentials of C.
Step 1: Initialization
– := (n¡1)(n¡2)2 ¡ g, the number of singular points of C
J := the Jacobian ideal of f
D := 3(n ¡ 2) + 1 the bound for the degree of the representation of a given
polynomial in terms of a set of generators of J
N =
¡
D+2
2
¢
the number of monomials in two variables of degree up to D
MD := Lazard’s matrix of J with N rows and 3(n¡ 1)(2n¡ 3) columns
r := N ¡ –, rank of MD
Q :=
¡
n¡1
2
¢
the number of monomials in two variables of degree up to n¡ 3
Step 2: (UD; S; VD) := Singular Value Decomposition of MD
Check 1: Compare the \expected" rank with size of the singular values.
Step 3: B := matrix consisting of the flrst r columns of UD, partition it into two
submatrices BQ and BN¡Q
Step 4: (U; T; V ) := Singular Value Decomposition of BN¡Q
Check 2: Compare rank BN¡Q with r ¡ g
Step 5: W := matrix consisting of the last g columns of V
Return: BQW = coordinates (with respect to PD) of the special adjoints of C.
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Example. Consider the approximate curve:
f = 4y4 + 17x2y2 ¡ 19:572 414 79y2 + 1:3078y2x+ 4x4 + 5:2312x3
¡18:289 659 16x2 ¡ 5:2312x+ 15:289 659 16:
Since n = 4, we have that D = 3(n ¡ 2) + 1 = 7. The number of monomials of degree
at most 7 is N =
¡
D+2
2
¢
= 36. The number of columns in each of our three blocks is the
number of monomials of degree at most 2n¡ 4 = 4 which is ¡62¢ = 15. Thus our matrix
MD will have 36 rows and 3 £ 15 = 45 columns. This curve is an approximation to a
curve of genus two and thus has (4¡1)(4¡2)2 ¡ 2 = 1 singular point. We need to impose
that the rank of MD should be 36¡ 1 = 35. The singular values for MD are:
[145:240 116 769 802; 142:348 336 015 697 1; 138:405 135 789 933 1;
137:858 385 802 676 91; 107:929 972 523 225 22; 101:734 897 382 405 72;
100:850 555 175 394 76; 98:275 085 626 940 864; 95:599 803 213 284 105;
92:979 203 049 269 515; 91:667 583 311 635 511; 87:388 875 284 493 949;
82:084 551 344 358 147; 71:466 206 332 955 082; 65:103 790 813 146 333;
64:170 342 986 758 357; 60:127 031 183 868 66; 57:610 626 034 190 155;
57:122 327 818 474 155; 50:062 253 889 010 123; 49:945 860 804 547 635;
24:376 716 864 448 156; 21:573 516 827 084 07; 17:028 407 910 134 916;
16:835 519 791 397 523; 16:213 158 394 929 785; 12:779 409 591 972 886;
11:46 535 461 427 611 9; 10:191 933 115 097 552; 6:430 224 143 774 082 4;
4:123 357 252 390 174 9; 3:265 016 592 149 979; 2:143 430 592 615 736 9;
0:988 232 697 704 401 14; 0:907 428 042 636 161 5; 7:653 479 560 680 403E ¡ 6]
and indeed we flnd that ¾36 = 7:653 479 560 680 403E ¡ 6 … 0:0 is very small relative to
¾35 = 0:907 428 042 636 161 5, which agrees with our assertion rank(MD) = 35.
We call B the matrix obtained from the flrst 35 columns of the U matrix from the
SVD of MD and partition it into BQ and BN¡Q where Q =
¡
(4¡3)+2
2
¢
= 3.
We expect the column null space of BN¡Q to have the same dimension as the genus
of our curve, i.e. 2. So we must impose that the rank is 35¡ 2 = 33.
The singular value spectrum for BN¡Q is:
[1:000 000 000 000 000 4; 1:000 000 000 000 000 4; 1:000 000 000 000 000 2;
1:000 000 000 000 000 2; 1:000 000 000 000 000 2; 1:000 000 000 000 000 2;
1:000 000 000 000 000 2; 1:000 000 000 000 000 2; 1:000 000 000 000 000 2;
1:000 000 000 000 000 2; 1:000 000 000 000 000 2; 1:000 000 000 000 000 2;
1:0; 1:0; 1:0; 1:0; 1:0; 1:0; 1:0; 0:999 999 999 999 999 89; 0:999 999 999 999 999 89;
0:999 999 999 999 999 89; 0:999 999 999 999 999 78; 0:999 999 999 999 999 78;
0:999 999 999 999 999 67; 0:999 999 999 999 999 67; 0:999 999 999 999 999 67;
0:999 999 999 999 999 44; 0:999 999 999 999 999 44; 0:999 999 999 999 999 44;
0:999 999 999 999 999 33; 0:999 999 999 999 999 33; 0:263 606 257 009 042 28;
2:569 215 527 028 915 3E ¡ 11; 0:0].
In this case ¾33 … 0:26 while ¾34 = 2:569 215 527 028 915 3E ¡ 11 … 0:0, which agrees
with our assertion rank(BN¡Q) = 33.
Let W be the last two columns of the V matrix of the SVD of BN¡Q. The product
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Figure 1. The three ovals represent the real part of the approximate curve f of the example. This curve
approximates a curve having a double point at x = 1:183 762 903 709 940 4; y = 0. The coordinates for
this singular point can be read from the numerators of the holomorphic difierentials (6.4). This point
is the center-point of the small circle on the right-hand side of the three ovals. The singularity would
disappear if we were to treat the equation as exact. This is a general phenomenon and because of such
inaccuracies, the singular points cannot be traced by plotting the curves numerically. One needs stronger
symbolic methods like the ones presented here.
BQW represents the coordinates of the special adjoint polynomials:24 ¡0:763 909 661 688 628 17 ¡8:714 663 241 705 777 3E ¡ 140:645 323 197 149 123 01 ¡2:748 047 502 517 565 6E ¡ 13
¡1:108 706 431 904 718 9E ¡ 13 ¡1:000 000 000 000 000 4
35 :
Since the rows of this matrix are indexed by 1; x; y, this represents the two polynomials
f0:645 323 197 149 123 01x¡ 0:763 909 661 688 628 17;¡yg
or equivalently
fx¡ 1:183 762 903 709 940 4; yg
Hence a basis for the space of holomorphic difierentials is given by‰
(x¡1:183 762 903 709 940 4)dx
16y3+34x2y+2:6156xy¡39:144 829 58y ;
ydx
16y3+34x2y+2:6156xy¡39:144 829 58y
¾
:
(6.4)
This is the correct number of generators for holomorphic difierentials of C, since the
genus of C (or of the normalization of C) is
(4¡ 2)(4¡ 1)
2
¡ 1 = 2: (6.5)
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7. Approximation of Period Matrices of Compact Riemann Surfaces
The above considerations provide theoretical bases for numerical approximation of
period matrices of compact Riemann surfaces. We proceed as follows.
7.1. defining riemann surfaces for computations
We use the considerations of Section 2 and the program Cars to build compact genus
p Riemann surfaces from p¡ 2 Y-pieces and from p Q-pieces. The program makes a list
of the generators of the Y-pieces and the Q-pieces in question and builds a \random"
Fuchsian group G, acting either in the unit disk D in such a way that X = D=G is a
\random" compact Riemann surface of genus p.
Observe:
† The generators of the Q-pieces give us immediately a canonical homology basis.
This is the homology basis that will be used in the computation of a period matrix.
† The generators of the Y-pieces together with one of the generators of each of the Q-
pieces give us a partition on the Riemann surface in question. This is the partition
that we use in Theorem 3.1 to compute numerically a basis for the space of the
quadratic difierentials of the Riemann surface.
The program Cars allows one to deflne \random" Riemann surfaces of any genus.
The word random in the above is in quotation marks because the Riemann surface is not
truly random. Its parameters are only as good approximations of true random numbers
as is possible using a computer.
It is also possible to build Riemann surfaces with given parameters using the program
Cars, that is one option ofiered to the user. In trying to understand Riemann surfaces
it is not usually a single Riemann surface that one is interested in. One rather wants to
see what happens to Riemann surfaces as we deform them. This is also possible with the
program Cars. One can perform Fenchel{Nielsen twists in a very convenient manner by
a mouse. It is also possible to change the lengths of some of the geodesic curves along
which one makes twist deformations. In this way one can actually walk around in the
Teichmu˜ller space of compact Riemann surfaces and see, on the computer screen, how
the group is deformed.
7.2. period matrices
After having deflned a Riemann surface X = D=G by the program Cars as described
above, we flrst use the considerations of Section 4 to approximate numerically the bi-
canonical mapping `2K : X ! P3p¡4(C).
Let … : P3p¡4(C) ! P2(C) be the projection deflned in terms of the difierentials of
Theorem 4.1. Then … – `2K(X) is a plane algebraic curve of degree 4p¡ 4 (at most).
Compute an equation for the plane algebraic curve … – `2K(X) by using the consider-
ations of Section 5.
Next use the considerations of Section 6 to flnd a basis for holomorphic 1-forms of the
algebraic curve … – `2K(X). Call this basis f!1; : : : ; !g).
As the Riemann surface X was deflned for computations, a canonical homology basis
was also automatically deflned. Call the simple closed curves corresponding to this basis
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fi1; fl1; : : : ; fig; flg. For our computations these curves are expressed as arcs on the axes of
the hyperbolic Mo˜bius transformations corresponding to each of the Q-pieces that were
used in the construction. So they are explicitly given.
The flnal step is to compute, numerically, the integralsZ
`2K(fij)
!i and
Z
`2K(flj)
!i (7.1)
which are the entries of a period matrix of the Riemann surface X.
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