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Lo¨wner-based Blind Signal Separation of Rational
Functions with Applications
Otto Debals, Student Member, IEEE, Marc Van Barel, Member, IEEE, and Lieven De Lathauwer, Fellow, IEEE
Abstract—A new blind signal separation technique is proposed,
enabling a deterministic separation of signals into rational func-
tions. Rational functions can take on a wide range of forms, such
as the well-known pole-like shape. The approach is a possible
alternative for the well-known independent component analysis
when the theoretical sources are not independent, such as for
frequency spectra, or when only a small number of samples is
available. The technique uses a low-rank decomposition on the
tensorized version of the observed data matrix. The deterministic
tensorization with Lo¨wner matrices is comprehensively analyzed
in this paper. Uniqueness properties are investigated, and a con-
nection with the separation into exponential polynomials is made.
Finally, the technique is illustrated for fetal electrocardiogram
extraction and with an application in the domain of fluorescence
spectroscopy, enabling the identification of chemical analytes
using only a single excitation-emission matrix.
Index Terms—Blind signal separation, Lo¨wner matrix, tensors,
block term decomposition, rational functions, independent com-
ponent analysis
I. INTRODUCTION
This paper deals with the separation of linear mixtures
of different source signals, known as blind signal separation
(BSS). The general solution to this problem is not unique and
various approaches have been proposed, ranging from apply-
ing independence assumptions to non-negativity and sparsity
constraints [1]. The former has received the name independent
component analysis (ICA) in which one assumes the sources
to be statistically independent [2], [3]. ICA has already been
applied in numerous applications in for example image pro-
cessing, finance, telecommunications and biomedical sciences
[3]–[6]. It is a stochastic technique, tensorizing the observed
matrix data using higher-order statistics [7]. Many applications
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do not involve stochastic and independent signals however, and
one can also tensorize the data deterministically. In a source-
related deterministic setting, as in this paper, the separation of
the observed signals is based on a specific source model.
A first possible source model could be the class of poly-
nomials, as they have a simple form and well-understood
properties. However, polynomial signal models often require
a large number of coefficients. Second and more essential,
polynomial models generally do not allow a unique separation,
as will be illustrated in this paper. With the family of ex-
ponential polynomials (sums and/or products of exponentials,
sinusoids and/or polynomials), a source model is proposed in
[8] which is applicable for blind signal separation by using a
deterministic Hankel tensorization.
This paper proposes the class of rational functions, con-
tributing to a general framework of deterministic blind signal
separation. They encompass the class of polynomials, and
are able to model complicated structures with a fairly low
degree in both the numerator and denominator; much like
autoregressive–moving-average models are more powerful in
the field of system identification than pure moving-average
models [9]. Rational functions are mainly known because of
their pole-like behavior (suitable when modeling frequency
spectra, time-of-flight data, distribution functions, etc.) but can
take on an extremely wide range of shapes in the complex
domain; also smooth curves and signals with both low- and
high-varying regions can be modeled. Furthermore, by consid-
ering uniqueness properties, we show in this paper that rational
functions are suitable in a BSS context. It is also illustrated that
the sampling points need not be equidistant for the proposed
technique, contrary to the Hankel technique from [8].
Another basis for BSS is sparse separation in which one uses
a fixed signal dictionary with the weights optimized according
to some sparse objectives [10]–[12]. The proposed technique
in this paper goes a step further as there is no need for an
initial signal dictionary: the dictionary itself is estimated too.
The assumption of rationality is implemented using the the-
ory and properties of the Lo¨wner matrix. This kind of matrix is
well-known in the domain of system identification regarding
rational interpolation [13]–[15], but is not acknowledged in
other application domains; its definition is given in Section II.
The observed data matrix is tensorized using Lo¨wner matrices,
and the obtained tensor is analyzed using a block term tensor
decomposition [16]–[19]. Block component analysis (BCA)
describes the use of block term decompositions to identify
underlying components [20].
It is shown in this paper that the solution with the assump-
tion of rational sources is unique under mild conditions. This
is important as it explains that the assumption is powerful
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and natural, while in the case of non-negative constraints, for
example, additional sparsity constraints need to be imposed
to recover a unique solution [1]. Furthermore, techniques
have been developed for ICA to recover more source signals
than there are observed signals, i.e., for underdetermined
mixtures [21], [22]. Because of the strong uniqueness results,
this is readily extended in the separation method described.
Simulations are presented in the final section of this paper.
The technique was briefly described in [23]. We present
the method with two illustrations using real-life datasets. The
first illustration is antepartum fetal heart rate monitoring with
the separation of mother and fetal electrocardiogram signals
from multilead cutaneous potential recordings. An excellent
separation is obtained, even for short sequences with coincid-
ing heart beats. The second illustration covers the detection of
chemical components in mixtures, using emission-excitation
data from fluorescence spectroscopy. With the technique, only
a single sample is sufficient to determine the concentrations
and frequency spectra of the different chemical components.
We start by fixing the notation and discussing some basic
definitions and decompositions in the field of multilinear
algebra. In Section II the problem statement is examined
and the Lo¨wner-based technique is introduced. Section III
contains a more advanced analysis. Uniqueness properties are
considered in Section IV. A connection to the method from
[8] is investigated in Section V, and numerical experiments
are performed in Section VI.
A. Notation and basic operations
Vectors (denoted by a bold, lowercase letter, e.g., a) and
matrices (denoted by a bold, uppercase letter, e.g., A) can
be generalized to higher orders, obtaining tensors. A general
N th order tensor of size I1 × I2 × · · · × IN is denoted
by a calligraphic letter as A ∈ KI1×I2×···×IN (with K we
mean R or C). A is a multidimensional array with numerical
values ai1i2···iN = A(i1, i2, . . . , iN ). The mode-n vectors of
A are constructed by fixing all but one index, e.g., a =
A(i1, . . . , in−1, :, in+1, . . . , iN ).
A number of products can be defined in the domain of
tensors. The mode-n tensor–matrix product between a tensor
A ∈ KI1×I2×···×IN and a matrix B ∈ KJ×In is defined as
(A ·n B)i1···in−1jin+1···iN =
∑In
in=1
ai1i2···iN bjin .
The outer product of two tensors A ∈ KI1×I2×···×IN and
B ∈ KJ1×J2×···×JM is given as
(A ⊗ B)i1i2···iN j1j2···jM = ai1i2···iN bj1j2···jM .
The matrices AT and A† denote the transpose and Moore-
Penrose pseudo-inverse of A, respectively. The Frobenius
norm of a tensor is defined as the root of the sum of the squares
of the elements: ‖A‖ = (∑I1i1=1 · · ·∑INiN=1 |ai1···iN |2)1/2.
B. Rank definitions and basic tensor decompositions
The column (row) rank of a matrix A is the maximum
number of linearly independent columns (rows) of A. Note
T =
c1
A1
B1
+ · · · +
cR
AR
BR
Fig. 1. Decomposition of a tensor T in rank-(Lr, Lr, 1) terms.
that the column rank is equal to the row rank for a matrix. We
make a distinction between the rank and the multilinear rank.
First, a tensor T has rank 1 if it can be written as the outer
product of some nonzero vectors: T = a(1)⊗a(2)⊗ . . . ⊗a(N).
If one writes a tensor T as a linear combination of R rank-1
tensors, one obtains a Polyadic Decomposition (PD):
T =
∑R
r=1
a(1)r ⊗ a
(2)
r ⊗ · · · ⊗ a(N)r ,
r
A(1),A(2), ... ,A(N)
z
.
If this R is minimal, the rank of T is defined as R, denoted
by r(T ). The decomposition then becomes canonical (CPD).
Second, the mode-n rank of a tensor T is the dimension
of the subspace spanned by its mode-n vectors. It is equal to
the rank of the matrix constructed by stacking all the mode-n
vectors one after the other. If the mode-1 rank, mode-2 rank
and mode-3 rank of a third-order tensor are equal to L, M and
N , respectively, it is said to have trilinear rank (L,M,N). This
becomes the multilinear rank when generalized to arbitrary
order, obtaining the N -tuple (R1, R2, . . . , RN ). Connected to
this multilinear rank is the Tucker Decomposition:
T = G ·1 A(1) ·2 A(2) · · · ·N A(N) ,
r
G;A(1),A(2), ... ,A(N)
z
with G ∈ KR1×R2×...×RN being a (typically small) core ten-
sor. Related are the multilinear singular value decomposition
and the low multilinear rank approximation; for details we
refer to [24]–[27].
In this paper we make use of the block term decomposition
(BTD), which starts from the idea of linearly combining ten-
sors of low multilinear rank [16], [17]. For third-order tensors,
one obtains the BTD in R rank-(Lr,Mr, Nr) terms. A special
instance is the decomposition of a tensor T ∈ KI1×I2×I3
in rank-(Lr, Lr, 1) terms (with Mr = Lr and Nr = 1, for
1 ≤ r ≤ R):
T =
∑R
r=1
Er ⊗ cr, (1)
with the matrix Er ∈ KI1×I2 having rank Lr and vector cr ∈
KI3 being nonzero. Each matrix Er can be factorized to give
T =
∑R
r=1
(ArB
T
r) ⊗ cr, (2)
with Ar ∈ KI1×Lr , Br ∈ KI2×Lr . It is visualized in Figure 1.
II. LO¨WNER-BASED BLIND SIGNAL SEPARATION
In this section, the technique for BSS with Lo¨wner matrices
is discussed and the use of the previously defined BTD in
rank-(Lr, Lr, 1) terms is explained. Section II-A discusses the
model setup and Section II-B introduces Lo¨wner matrices.
Section II-C explains the tensorization technique. Finally, two
different ways to recover the original sources are discussed.
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X = M S
LX = Ls1 + . . . + LsR
Lo¨wner-transform = Lo¨wnerization = a kind of Tensorization
= Z1
Z˜T1G1
+ . . . + ZR
Z˜TRGR
m1 mR m1 mR
Fig. 2. The observed data matrix is tensorized to stacked Lo¨wner matrices, which are decomposed with a Block Term Decomposition in rank-(Lr, Lr, 1)
terms. The mixing vectors m1, . . . , mR appear as factor vectors in the third mode, and the Lo¨wner matrices of the sources appear in the first and second
mode. The factor matrices have an interesting structure, explained in Section III.
A. The Blind Signal Separation problem
Assume we have R source signals being linearly mixed into
K observed signals. For each signal N samples are available.
We consider the following data model in BSS:
X = MS + N,
with X ∈ KK×N containing the observed data, S ∈ KR×N
the R unknown source signals, M ∈ KK×R the unknown
mixing matrix and N ∈ KK×N representing additive noise.
The general goal in BSS is to recover the unknown sources
in S and the unknown mixing vectors in M, given only the
observed data X. We investigate the behavior related to added
Gaussian noise in the experiments of Section VI but omit N
in the next analyses for convenience.
Broadly speaking, we will map each observed signal (each
row in X) to a Lo¨wner matrix. By stacking these Lo¨wner
matrices, one obtains a tensor which is of low multilinear rank
because of the working hypothesis, i.e., the source signals
can be modeled by rational functions of low degrees. This
hypothesis is satisfied in many applications. By decomposing
the tensorized data, one can immediately identify the mixing
vectors. The reconstruction of the sources follows. Figure 2
gives a comprehensive overview of the technique.
B. Lo¨wner matrices
We first define the Lo¨wner matrix for a function sampled
in a point set T consisting of N distinct points:
Definition 1. Given a function f(t) sampled on points T =
{t1, t2, . . . , tN}. We partition the point set T into two distinct
point sets X = {x1, x2, . . . , xI} and Y = {y1, y2, . . . , yJ}
with I+J = N , and define the elements of the Lo¨wner matrix
L ∈ KI×J as
Li,j =
f(xi)− f(yj)
xi − yj ∀i, j.
We thus obtain the following matrix:
L =

f(x1)−f(y1)
x1−y1
f(x1)−f(y2)
x1−y2 . . .
f(x1)−f(yJ )
x1−yJ
f(x2)−f(y1)
x2−y1
f(x2)−f(y2)
x2−y2 . . .
f(x2)−f(yJ )
x2−yJ
...
...
. . .
...
f(xI)−f(y1)
xI−y1
f(xI)−f(y2)
xI−y2 . . .
f(xI)−f(yJ )
xI−yJ
 .
In the literature, a parameter α is often used with I = α and
J = N−α. Matrix L is square when N is even and α = N/2.
Unless denoted otherwise, we assume I = α = dN/2e.
A Lo¨wner matrix can also be constructed for point sets with
coinciding sample points, for which we refer to other literature
[28], [29]. Notice that the Lo¨wner matrix corresponding to a
constant function becomes the zero matrix.
The Lo¨wner matrix has interesting properties in connection
to rational functions. Let the degree of an irreducible rational
function be defined as the maximum of the degrees of the
polynomial in its numerator and the polynomial in its denom-
inator. The following has been proven in [13], [30], [31]:
Theorem 1. Given a Lo¨wner matrix L of size I × J con-
structed from a function f(t) sampled in a point set T =
{t1, . . . , tN} with N = I+J . If f(t) is a rational function of
degree δ and if I, J ≥ δ, then L has rank δ:
rank(L) = δ = deg(f).
This theorem is easy to verify for simple rational functions
of low degree. For example, f(t) = ct−p gives Li,j = −c ·
1
xi−p · 1yj−p . The corresponding matrix L is of rank 1, as it
can be written as an outer product of two vectors. The next
section gives an insight into the structure of the Lo¨wner matrix
for a more general rational function.
Note that Theorem 1 is valid for any point set partitioning:
two straightforward partitionings are the interleaved partition-
ing with X = {t1, t3, . . .} and Y = {t2, t4, . . .} and the block
partitioning with X = {t1, . . . , tI} and Y = {tI+1, . . . , tN}.
C. Tensorization and block term decomposition
Consider again the BSS model with X = MS. Let us map
each row of X to a Lo¨wner matrix of size I×J , and stack these
matrices in the third dimension obtaining a tensor LX of size
I × J ×K. We call this transformation the Lo¨wnerization of
matrix X. As the BSS transformation is linear, we can write:
LX =
∑R
r=1
Lsr ⊗mr, (3)
with Lsr the Lo¨wner matrix and mr the mixing vector of
source r. If source sr, i.e., each rth row of S, can be modeled
as a rational function of some (low) degree δr, the matrix Lsr
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will have a (low) rank δr provided there are enough samples
for I, J ≥ maxr δr. The matrix Lsr admits a factorization
with some Ar ∈ KI×δr and Br ∈ KJ×δr :
LX =
∑R
r=1
(ArB
T
r) ⊗mr, (4)
which is precisely the decomposition in rank-(Lr, Lr, 1) terms
from equation (2) with δr = Lr. In Section III we look into
the factorization of Lsr = ArB
T
r = ZrGrZ˜
T
r. In Section IV
the uniqueness properties are investigated regarding the use of
a BTD in rank-(Lr, Lr, 1) terms.
D. Recovery of the mixing matrix and the sources
The columns of the mixing matrix appear as the factor vec-
tors in the third mode of the decomposition. The source signals
can be reconstructed in two main ways. First, the estimated
matrix Mˆ can be inverted to calculate Sˆ = Mˆ†X. This is the
most straightforward method, and the default method for ICA.
However, it is not applicable for underdetermined mixtures
(with fewer observed signals than sources) or when the mixing
matrix does not have full column rank. The columns of Sˆ are
then determined up to arbitrary vectors in the null space of
Mˆ, as in underdetermined ICA [21], [22].
A more general but more cumbersome technique is to
recover the sources from the separated Lo¨wner matrices in
(3) and (4). Each recovered matrix Er = ArBTr contains
information about the corresponding source in a finite dif-
ference format. A linear system can be constructed to recover
the source signal from their corresponding Lo¨wner matrices:
sr = argmin
sr
1
2
∥∥∥Fsr − vec(Lˆsr )∥∥∥2 for 1 ≤ r ≤ R,
with the matrix F being the reshaped matrix version of the
following tensor F with size I × J ×N :
∀i, j, n : fi,j,n =

1
xi−yj if n = φ(i),−1
xi−yj if n = θ(j),
0 elsewhere,
with φ : i → {n ∈ {1, . . . , N} : tn = xi} and θ : j → {n ∈
{1, . . . , N} : tn = yj}. F is constructed by vectorizing the
third-order slices of F and stacking them as columns. With the
point set T = {x1, y1, x2, y2} for example, we have φ(1) =
1, φ(2) = 3, θ(1) = 2 and θ(2) = 4, and one obtains the
following linear system:(Lˆr)1,1(Lˆr)2,1
(Lˆr)1,2
(Lˆr)2,2
 =

1
(x1−y1)
−1
(x1−y1) 0 0
0 −1
(x2−y1)
1
(x2−y1) 0
1
x1−y2 0 0
−1
x1−y2
0 0 1
x2−y2
−1
x2−y2

sr(x1)sr(y1)sr(x2)
sr(y2)
 .
Let now µr be the DC component of the rth source. Observe
that the vector [µr, . . . , µr]
T ∈ KN is an element of the null
space of the matrix F. The vector µ = [µ1, . . . , µR]
T ∈ KR
can be found solving an additional linear system:
µ = argmin
µ
1
2
∥∥∥X− Mˆ(Sˆ + µeT)∥∥∥2 = 1
N
(
Mˆ†X− Sˆ
)
e
with e = [1, . . . , 1]T ∈ RN . The vector µ is determined
up to a vector in the null space of Mˆ, generating fewer
indeterminacies than the first method.
III. FACTORIZATION OF LO¨WNER MATRICES
There is well-known theory about the factorization of Han-
kel matrices with the Vandermonde decomposition [8], [32],
[33]. Each Hankel matrix H ∈ CI×J can be written as VGV˜T
with Vandermonde matrices V ∈ CI×H and V˜ ∈ CJ×H ,
and a block-diagonal matrix G ∈ CH×H . The rank H of H
is the degree of the underlying exponential polynomial. For
Lo¨wner matrices, a general factorization has been developed
in [28], [34]. We present the factorization in a way that
facilitates the use in signal processing for modeling signals
by rational functions of low degree. The factorization relies
on partial fractions and Cauchy matrices. A Cauchy matrix
Cu,v ∈ KI×J based on two vectors u ∈ KI , v ∈ KJ with
∀i, j : ui 6= vj consists of elements ci,j = 1/ (ui − vj).
We assume a rational source s(t) with the following partial
fraction decomposition:
s(t) = a(t) +
F∑
f=1
Df∑
d=1
cf,d
(t− pf )d
, (5)
meaning that s(t) has F complex poles pf which can have
a multiplicity Df higher than one. Equation (5) is general in
the sense that it covers all rational functions. The first term
a(t) in (5) denotes a polynomial of degree W . We define
L =W +
∑F
f=1Df . As a working assumption, W is zero for
most sources; Section IV considers the uniqueness conditions.
In each of the three following subsections we illustrate the
factorization of the Lo¨wner matrices corresponding to (5) in
a constructive way, first discussing the case of non-coinciding
poles and afterwards discussing coinciding poles, i.e., poles
with a multiplicity higher than one. In a third subsection
polynomials are discussed. Subsection III-D concludes the
section by applying the results to blind signal separation.
A. Case of rational functions with non-coinciding poles
Consider a rational function with W = 0 and with F poles
pf with multiplicities Df = 1 for 1 ≤ f ≤ F (thus L = F ),
collected in a vector p and with corresponding coefficients cf :
s(t) = a+
F∑
f=1
cf
t− pf .
If sampled in a point set T with N distinct points and partitions
X and Y , the corresponding Lo¨wner matrix is given by:
Li,j =
 F∑
f=1
cf
xi − pf −
F∑
f=1
cf
yj − pf
 /(xi − yj),
=
∑F
f=1
−cf · 1
xi − pf ·
1
yj − pf ∀i, j.
Hence, the matrix L can be factorized as
L = Z · diag(−c1, . . . ,−cF ) · Z˜T,
with
Z =

1
x1−p1 · · ·
1
x1−pF
...
. . .
...
1
xI−p1 · · ·
1
xI−pF
, Z˜ =

1
y1−p1 · · ·
1
y1−pF
...
. . .
...
1
yJ−p1 · · ·
1
yJ−pF
.
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One can see that Z = Cx,p and Z˜ = Cy,p.
The assumption of non-coinciding poles with its factor-
izaton of the Lo¨wner matrix suffices in many cases. We
present the general case with coinciding poles in the following
subsection for the sake of completeness.
B. General case of rational functions with coinciding poles
We first study the Lo¨wner matrix of the term corresponding
to
∑Df
d=1
cf,d
(t−pf )d in (5), i.e., for a pole pf with multiplicity
Df ≥ 1. The matrix is given by
Li,j =
Df∑
d=1
cf,d
(xi − pf )d −
Df∑
d=1
cf,d
(yj − pf )d
 /(xi − yj),
=
Df∑
d=1
cf,d
(yj − pf )d − (xi − pf )d
(xi − yj)(xi − pf )d(yj − pf )d , ∀i, j.
Because (xi − yj) = ((xi − pf )− (yj − pf )), one can derive
Li,j =
Df∑
d=1
(
−cf,d
d∑
e=1
1
(xi − pf )e(yj − pf )d−e+1
)
.
The result yields the factorization L = Zf,DfGf,Df Z˜
T
f,Df
with Zf,Df and Z˜f,Df being Vandermonde matrices:
Zf,Df =

1
x1−pf · · ·
1
(x1−pf )Df
...
. . .
...
1
xI−pf · · ·
1
(xI−pf )Df
 ,
Z˜f,Df =

1
y1−pf · · ·
1
(y1−pf )Df
...
. . .
...
1
yJ−pf · · ·
1
(yJ−pf )Df
 .
These matrices are variants of the confluent Cauchy matrices
from [34]. We also have
Gf,Df =

−cf,1 −cf,2 −cf,3 · · · −cf,Df
−cf,2 −cf,3 −cf,4 · · · 0
−cf,3 −cf,4 −cf,5 · · · 0
...
...
... . .
. ...
−cf,Df 0 0 . . . 0
 .
C. Case of polynomials
Let s(t) be a polynomial of degree W , i.e., s(t) =∑W
w=1 awt
w = aW t
W + . . . + a1t + a0, with aw ∈ K,
1 ≤ w ≤ W . The Lo¨wner matrix corresponding to a point
set T with partitions X and Y is given by:
Li,j =
(
W∑
w=1
awx
w
i −
W∑
w=1
awy
w
j
)
/(xi − yj),
=
W∑
w=1
aw
w−1∑
v=0
xvi y
w−v−1
j , ∀i, j.
The matrix admits to a factorization L = ZWGW Z˜TW with
ZW ∈ KI×W , Z˜W ∈ KJ×W :
ZW =
1 x1 · · · x
W−1
1
...
...
. . .
...
1 xI · · · xW−1I
, Z˜W =
1 y1 · · · y
W−1
1
...
...
. . .
...
1 yJ · · · yW−1J
 (6)
and with
GW =

a1 a2 · · · aW
a2 a3 · · · 0
...
... . .
. ...
aW 0 . . . 0
 ∈ KW×W .
D. Summary and implication for blind source separation
Regarding the complete rational signal s(t) from (5), its
associated Lo¨wner matrix L admits to a general decomposition
L = ZGZ˜T (7)
in which Z =
[
ZW Z1,D1 Z2,D2 · · · ZF,DF
] ∈ KI×L
and Z˜ =
[
Z˜W Z˜1,D1 Z˜2,D2 · · · Z˜F,DF
] ∈ KJ×L with
L = W +
∑F
f=1Df . The matrix G ∈ KL×L is a block-
diagonal matrix with Hankel and upper antitriangular matrices
GW and Gf,Df for 1 ≤ f ≤ F on its diagonal.
Instead of a single signal, suppose we have R different
sources sr(t). From this point on, we use the subscript
r to denote the specific source. Each Lo¨wner matrix Lr,
constructed with the same point set partitions admits to a
decomposition of the form (7).
Let us assume that I, J ≥ max(L1, . . . , LR). First, the
matrices Zr and Z˜r clearly have full rank for distinct points.
Second, Gr is nonsingular since its diagonal blocks are
nonsingular. Each Lo¨wner matrix Lr is then of rank Lr and
the rth term in (3) is rank-(Lr, Lr, 1) for 1 ≤ r ≤ R. Hence,
eq. (3) is a decomposition of LX in rank-(Lr, Lr, 1) terms.
Furthermore, the matrix multiplication ArBTr in (4) can be
written as ZrGrZ˜Tr with the previously explained structure.
The next section will explain whether (and when) this
decomposition in rank-(Lr, Lr, 1) terms is unique.
IV. UNIQUENESS
The analysis in this section is the Lo¨wner counterpart of the
Hankel case [8]. We first recall [16, Theorem 4.1] regarding
the uniqueness of a BTD in rank-(Lr, Lr, 1) terms:
Theorem 2. Consider a decomposition of T ∈ KI×J×K in
rank-(Lr, Lr, 1) terms as in (1) and (2), with I, J ≥
∑R
r=1 Lr.
If A =
[
A1 A2 · · · AR
]
and B =
[
B1 B2 · · · BR
]
have full column rank and C =
[
c1 · · · cR
]
does not have
proportional columns, then the decomposition is essentially
unique.
We call the decomposition ‘essentially unique’ when one
can only permute the rth and r′th terms in (1) when Lr =
Lr′ and when one can only scale Er provided that cr is
counterscaled. In [8] the theorem is generalized into the
following theorem for the block term decomposition, including
a necessary condition:
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Theorem 3. Consider a decomposition of T ∈ KI×J×K in
rank-(Lr, Lr, 1) terms as in (1) and (2). Define W(w) =∑R
r=1 wrEr. Assume the following conditions to be satisfied:
(C1) For every w that has at least two nonzero entries, we
have that rank(E(w)) > maxr|wr 6=0(Lr).
(C2) The columns of C are linearly independent.
The decomposition is then essentially unique. On the other
hand, if condition (C1) is not satisfied, then the decomposition
is not essentially unique.
We now apply Theorem 2 to BSS for rational sources with
coinciding poles and polynomial terms:
Theorem 4. Consider a matrix M ∈ KK×R that does not
have proportional columns, and a matrix S ∈ KR×N in which
every row has a structure as in (5). Assume that bN+12 c ≥∑R
r=1 Lr. If all the poles pr,fr are distinct for 1 ≤ fr ≤
Fr, 1 ≤ r ≤ R in (5) and if at most one source contains a
polynomial term (at most one Wr 6= 0), then the decomposition
X = MS is essentially unique.
Proof. The constraint bN+12 c ≥
∑R
r=1 Lr allows us to map
the rows of X to Lo¨wner matrices with sizes I × J and with
I, J ≥ ∑Rr=1 Lr. With distinct poles in (5), the matrices
Z =
[
Zr=1 Zr=2 · · · Zr=R
] · diag(Gr=1, . . . ,Gr=R)
and Z˜ =
[
Z˜r=1 Z˜r=2 · · · Z˜r=R
]
have full column
rank. This is assuming that at most one Wr 6= 0, i.e., at
most one ZWr and Z˜Wr from (6) is included in Z and Z˜,
respectively. Indeed, ZWr and ZWr′ from (6) have mutually
linear dependent columns for r 6= r′ (likewise for Z˜Wr ). The
uniqueness result then follows from Theorem 2.
The proof shows that it is not possible to separate polyno-
mials, as pointed out in [8] too. A polynomial from a single
source can be identified though.
It is also important to remark that if the sources have
distinct poles, uniqueness of the factorization X = MS is
guaranteed when enough samples are available. Even so, only
2×∑Rr=1 Lr samples are needed, with Lr mostly small.
Furthermore, uniqueness results can be obtained if the
sources share common poles too [8]. Part VI-D gives an
example with the second fetal electrocardiogram experiment.
A sufficient property can be found in [35, condition (5.18)].
Other general and useful results are presented in [36],
while the procedure from [37] can be used to deduce generic
uniqueness conditions.
V. CONNECTION WITH HANKEL-BASED TENSORIZATION
AND VANDERMONDE DECOMPOSITION
In subsection V-A we give a connection between Lo¨wner
and Hankel matrices, with the latter being used in blind signal
separation of exponential polynomials [8]. A discussion about
the choice of sampling points is given in a second subsection,
illustrating that an equidistant sampling is not needed for
Lo¨wner-based BSS.
A. Transformation between Lo¨wner and Hankel
A strong connection between Lo¨wner and Hankel matrices
was given in [28] and afterwards generalized in [29] and used
in [34]. We repeat the theorem in a customized way:
Theorem 5. For fixed point sets X and Y with distinct points,
the mapping F : H → L = WxHWTy is an isomorphism
(i.e. there is a one-to-one relationship) between the class of
all I × J Hankel matrices and the class of I × J Lo¨wner
matrices corresponding to X and Y , with
(Wx)k,l =
1
l!
dlak(z)
dzl
∣∣∣∣
z=0
, ak(z) =
∏
i 6=k
(z − xi) ;
(Wy)k,l =
1
l!
dlbk(z)
dzl
∣∣∣∣
z=0
, bk(z) =
∏
j 6=k
(z − yj) .
The matrices Wx and Wy depend only on the point sets X
and Y and not on the actual signals. As the matrices Wx and
Wy are of full column rank in the generic case, an important
consequence of the isomorphism is that rank(L) = rank(H).
The relationship enables, for example, the transposition of
uniqueness results between the different techniques.
The condition number of WX and WY depends heavily on
the point set however. For equidistant samples on the real axis,
the matrices are highly ill-conditioned, so that the explicit use
of the transformation can pose numerical difficulties.
B. Choice of sampling points
The results obtained in the previous sections (such as
Theorem 4 or the factorizations in Section III) are independent
of the sample points used. Any sampling in the complex
domain can be used.
For the Hankel case, one needs measurements sampled in an
equidistant way; otherwise the Vandermonde decomposition is
not applicable. This is a fundamental difference with respect to
the Lo¨wner case for which any collection of sampling points
can be used: Chebyshev nodes, logarithmic distribution, . . .
The arbitrary choice of sampling points enables the use
of compressed sensing techniques. One can, for example,
randomly sample the observed signals at a number of time
instances, useful in the case of high-cost measurement settings.
VI. EXPERIMENTS AND APPLICATIONS
In the first subsection VI-A an example of a separation is
given with one source containing a polynomial term. We also
investigate the behavior for a low number of samples and with
respect to the presence of noise. Subsection VI-B presents the
separation for an underdetermined mixture with more source
signals than observed signals. A third subsection VI-C explains
the illustration of fluorescence spectroscopy. We conclude with
a description of the use of Lo¨wner-based tensorization for fetal
electrocardiogram extraction in subsection VI-D.
To present the recovered sources and to determine the rela-
tive error, we use an optimal scaling and permutation step (the
default indeterminacies in BSS) with respect to the theoretical
sources. The relative error is then defined as the relative dif-
ference in Frobenius norm, e.g., if Sˆ are the recovered sources
after this step, we have a relative error S = ‖S − Sˆ‖/‖S‖.
Second, the signal-to-noise ratio (SNR) is defined as the
power of the signal to the power of the noise, with the noise
being Gaussian additive noise (unless stated otherwise). To
calculate a BTD in rank-(Lr, Lr, 1) terms, various approaches
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Fig. 3. Results for the first experiment of section VI-A. Left: the two original
sources. Middle: the observed signals. Right: the perfectly recovered sources.
similar to CPD algorithms exist such as alternating least
squares, unconstrained nonlinear optimization, or non-linear
least squares [17], [38], [39]. We employ the latter by using
Tensorlab [40]. A generalized eigenvalue decomposition is
used for the initialization [16]. In all experiments only a few
iterations are needed to reach convergence. For information
about complexity we refer to [38], [39]. By default, the sam-
pling points are chosen equidistantly on the real axis in [0, 1].
To construct the Lo¨wner matrix, we use square matrices and
partition the point set T in two interleaved partitions X and Y .
An extensive analysis did not give a clear answer on which
partitioning method is preferred; both methods described in
section II-B give a similar performance. The sources are by
default recovered by using the inverted mixing matrix, except
for the underdetermined case in subsection VI-B.
A. General experiment
We start with the separation of the two following sources:
s1(t) =
(
(t− 0.2)2 + 0.052)−1 + ((t− 0.8)2 + 0.052)−1 + t2,
s2(t) =
(
(t− 0.4)2 + 0.082)−1 + ((t− 0.6)2 + 0.082)−1 .
The first source of degree 6 has two conjugated pole pairs
0.2 ± 0.05j and 0.8 ± 0.05j, and also includes a polynomial
term of degree 2. The second source has two conjugated pole
pairs 0.4± 0.08j and 0.6± 0.08j and has degree 4. The two
sources are divided by a factor 100 and 50, respectively, to
obtain suitable magnitudes. Figure 3 shows the signals. A
mixture with M = [0.5, 0.3; 0.5, 0.7] is used, and L1 = 6
and L2 = 4. In a first case, we take 100 equidistant samples
in [0, 1]. The recovered sources for the noiseless case are
presented in Figure 3 and the results for the noisy case are
shown in Figure 4 on the left. A second case, presented in
function of SNR in Figure 4 on the right, only uses 20 samples.
Figure 5 shows the results for an experiment in which the
number of source signals is varied, given ten observed signals.
The ith source is given by si(t) =
(
(t− ri)2 + q2
)−1
, with ri
equidistantly spaced in [0, 1]. Two cases are considered: q =
0.01 (mildly overlapping) and q = 0.1 (highly overlapping).
An SNR of 25 is used. M is taken column-wise orthonormal.
B. Underdetermined system
We examine the identification of more sources than there
are observed signals available. Consider the following three
source signals:
s1(t) =
(
(t− 0.1)2 + 0.052)−1 (pole pair 0.1± 0.05j)
s2(t) =
(
(t− 0.5)2 + 0.202)−1 (pole pair 0.5± 0.20j)
s3(t) =
(
(t− 0.7)2 + 0.152)−1 (pole pair 0.7± 0.15j)
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N = 100
Fig. 4. Recovery results for 100 and 20 samples when Gaussian noise is
added, in function of SNR. The median relative errors across 100 experiments
are shown, for the mixing matrix ( ), and for the recovered sources for the
two different recovery methods of II-D: by using the inverted mixing matrix
( ) and by using the Lo¨wner matrices ( ).
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100
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Fig. 5. Recovery results for a varying number of mildly ( ) and
highly ( ) overlapping source signals. Median relative errors across 100
experiments are shown.
sampled in t ∈ [0, 1] with N = 100 equidistant points. The
signals are mixed into two observed signals using the mixing
matrix M = [−0.5, 0.5, 1; 0.9 0.9 − 0.2]. We use L1 =
L2 = L3 = 2. A perfect reconstruction of the three sources is
obtained, as Figure 6 illustrates.
In Figure 7 we include results for varying SNR and different
values of (L1, L2, L3). Note that several choices of the degrees
lead to good results. This shows that the choice of the (mul-
tilinear) rank(s) is not very critical [8], [20]. A trial-and-error
method can be used to deduct Lr, knowing that the multilinear
rank of LX is bounded by (
∑R
r=1 Lr,
∑R
r=1 Lr, R).
C. Fluorescence spectroscopy
Source separation, also known as curve resolution, is a
valuable technique used in fluorescence spectroscopy. It en-
ables the estimation of relative concentrations and pure analyte
spectra from fluorescence measurements of chemical analytes
in mixtures. Consider a sufficiently diluted chemical solution
containing different amounts of R chemical components. By
exciting the mixture at K different excitation wavelengths and
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1
Fig. 6. Results for the underdetermined experiment. Left: the three original
sources. Middle: the two observed mixed signals. Right: the three recovered
sources after optimal scaling and permutation. A perfect recovery has been
obtained of more sources than observed signals.
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Fig. 7. Results for the underdetermined mixture, in function of SNR and for
varying ranks with (L1, L2, L3) being (2,1,1) ( ); (2,2,2) ( ); (3,2,2)
( ); (4,3,2) ( ) and (4,4,4) ( ). The sources are determined up to
a constant, cf. subsection II-D. Median relative errors across 100 experiments
are shown.
measuring the spectrum of the emitted light at N different
emission wavelenghts, one obtains an intensity matrix called
X ∈ RK×N . Through the Beer-Lambert law [41], the spectra
of the mixture are linearly dependent on the spectra of the
underlying chemical components and on their concentrations,
and one can show that X = AΣB = MS with A ∈ RK×R
containing the excitation spectra of the R underlying chemical
components in the columns, B ∈ RR×N containing the emis-
sion spectra of the components in the rows, and Σ ∈ RR×R
a diagonal matrix with the concentrations. When interpreted
in terms of source signals in S with a mixture matrix M,
the matrix Σ can be included both in S or M. We allocate
the emission spectra (rather than the excitation spectra) to
the source signals. As the different spectra of the underlying
components are unknown, this is a standard BSS problem.
Typical techniques using multilinear algebra resort to the
use of multiple mixtures: the different excitation-emission
matrices (EEM) are stacked, and a solution is obtained with
a CPD [42]–[44]. Our technique only requires a single EEM,
reducing the measurement cost and enabling analysis when
only a single EEM is available. This is done with the under-
standing that the emission spectra can be well approximated
by rational functions. It is also a possible alternative to time-
dependent spectroscopy techniques.
The dataset1 used in this paper contains the components
phenylalanine, tyrosine and tryptophan [42], [45], [46]. The
measurements are done with excitation wavelengths in 260-
300 nm and emission wavelengths in 250-450 nm, both with
steps of 1 nm. We mix the analytes with concentrations of
0.5, 0.2 and 0.3, respectively. In Figure 8 the pure emission
and excitation spectra of the components are visualized; the
emission spectra have been Lo¨wnerized and approximated by
rational functions of a significantly low degree. The technique
is used to separate the observations in three components with
Lr = 2 for r = 1, 2, 3. The results are given in Figure 8,
and one can see that the components are separated very well
given that only a single mixture has been used. A relative
error on the emission (excitation) spectra of 0.1094 (0.096)
has been obtained. For comparison, ICA yields a relative error
of 0.640 (0.305), 0.818 (0.491) and 0.606 (0.682) for FastICA,
RobustICA and JADE, respectively.
A final remarkable thing to mention is that in theory, we
1Available from http://www.models.kvl.dk/Amino Acid fluo
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Fig. 8. Results for the fluorescence experiment. On the left the emission
spectra are shown (being approximated with rational functions of degree 2)
and on the right the excitation spectra are shown. The real signals are given
by solid lines ( ) and the reconstructed signals by dashed lines ( ).
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Fig. 9. Results for the fluorescence experiment of the relative error on the
mixing matrix ( ) and the recovered sources ( ) in function of the
number of excitations used.
do not need fluorescence measurements across 50 different
excitation wavelengths. The more observations in practice
however, the more accurate the separation will be. Figure 9
illustrates the findings if less than 50 excitation wavelengths
are used. The extracted rows from the observed data matrix
are selected as equidistant as possible.
D. Fetal electrocardiogram extraction
In this application, the proposed technique is used for
the extraction of antepartum fetal electrocardiogram (fetal
ECG or FECG) from multilead cutaneous potential recordings.
While examining ECG recordings measured on the pregnant
woman’s skin (cutaneous), one tries to eliminate the dominant
heartbeat of the mother. Seeing the problem as a blind signal
separation problem, one can resort to the use of ICA [47]. ICA
falls short however when only few samples or heartbeats are
available. Second, for coinciding beats, the basic independence
assumption of ICA is not valid.
It seems that ECG beats (with their easily recognizable
QRS complexes) can be well modeled by rational functions
−0.10
0.1
−0.10
0.1
−0.10
0.1
−0.10
0.1
0 0.2 0.4 0.6 0.8 1
−0.10
0.1
Fig. 10. Visualization of the 5 abdominal ECG recordings used in the first
FECG experiment.
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Fig. 11. The separation of the ECG recordings into three recovered source
signals for the first FECG experiment. One clearly notices the separation of the
fetal heart beats (above) and the heart beats of the mother (below). Typically,
the fetal heart rate is significantly higher than the mother’s heart rate.
[48]–[50]. The Lo¨wner technique needs no preprocessing, as
opposed to the technique in, e.g., [51]. We carry out two
experiments with real-life datasets to illustrate the technique.
The first dataset consists of 8 measurement signals (of which
5 abdominal and 3 thoracic signals), available at DaISy2 [47],
[52]. For the sake of simplicity, only the 5 abdominal signals
and only the first 500 samples are used, with the observations
shown in Figure 10. Each signal has been scaled to unit
norm. For recovery, a separation into two source signals is
not enough and at least three source signals are needed; this
is also the case when applying ICA [47]. For the BTD, a rank
of 20 for each source signal has been used. The three recovered
sources are visualized in Figure 11 with a clear separation of
the two different ECG sources.
The second dataset contains a limited number of heartbeats
with the beats of the mother and fetus coinciding. A mixing
matrix M = [1 1; 1 −0.8] is used to mix the signals. Figure 12
visualizes the signals and the recovered sources. When using
the proposed technique with again a rank 20 for each source
signal, an excellent recovery is obtained with a relative source
error of 0.013. To compare, ICA recovers the signals up to a
relative error of 0.126, 0.125 and 0.29 for FastICA, RobustICA
and JADE, respectively.
VII. CONCLUSION
A novel technique for blind signal separation has been
proposed for signals that can be modeled as rational functions.
The tensor-based technique makes use of a deterministic
tensorization with Lo¨wner matrices and the obtained tensor
is decomposed with a block term decomposition. In the paper,
the factorization of the Lo¨wner matrices has been analyzed,
together with the uniqueness conditions. The proposed method
can be applied to any collection of sampling points and
not only for equidistant points, as has been discussed while
relating the method to another separation technique using
a source model of exponential polynomials. Two synthetic
experiments (including an underdetermined mixture) and two
real-life illustrations with fluorescence spectroscopy and fetal
electrocardiogram extraction have been used to verify the
proposed technique. The method has been compared against
ICA, demonstrating the power of the deterministic Lo¨wner
technique when the source signals are not independent or when
only a limited number of samples are available.
2Available from http://homes.esat.kuleuven.be/∼smc/daisy/daisydata.html.
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Fig. 12. Illustrations for the second FECG experiment. Left we have a
limited amount of heart beats of mother (above) and fetus (below) where
some beats coincide. The mixed signals are shown in the middle. To the
right, the recovered sources are shown. An excellent recovery is obtained
with a relative error on the sources of only 0.013.
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