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Abstract
We compute the coefficients in asymptotics of regularized traces and as-
sociated trace (spectral) distributions for Schro¨dinger operators, with short
and long range potentials. A kernel expansion for the Schro¨dinger semigroup
is derived, and a connection with non-commutative Taylor formulas is estab-
lished.
1 Introduction and main results
The purpose of this paper is to describe asymptotics of regularized traces and trace
distributions associated to the Schro¨dinger operator H = HV = H0 + V in R
n.
Here H0 = −∆ and V is a real-valued, smooth, and bounded potential satisfying
some suitable decay conditions at infinity. In particular, in the short range case, we
present closed formulas for the heat invariants of H , which then leads to formulas
for the coefficients in the asymptotic expansion of the derivative of the scattering
phase of H .
Most of the paper is devoted to the long range case. Here we use the results of
Melin [13] as our starting point. In [13] regularized traces of functions of H were
studied. We sharpen the main results of [13], and then we calculate the coefficients
arising in the asymptotic expansion of these traces and in the expansions of asso-
ciated trace distributions. This is done by applying the techniques for computing
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the local heat invariants of the Laplace-Beltrami operator, which were developed
in [15], [17]. The latter works were based on the resolvent kernel expansion of
Agmon and Kannai [1] derived by means of some commutator formulas. A simi-
lar commutator technique for H was then used in [13]. Here we eliminate multiple
commutators of H0 and V from the expansions of [13], just as in [15] similar commu-
tators were eliminated from the expansions of [1]. This makes it possible to compute
the coefficients in the asymptotics of trace distributions. It also provides an anal-
ogy between the expansions considered in [1], [13] and Taylor series for functions of
(Schro¨dinger) operators.
Our main results are as follows. First, we derive an asymptotic expansion for
the heat kernel on the diagonal, e−tH(x, x). It may be viewed as a heat version of
the Agmon-Kannai expansion. We remark that a relation to Taylor expansions can
be already seen in this result.
Theorem 1.1 For every positive integer N , the following asymptotic representation
of the heat kernel is true as t→ 0+, locally uniformly in x ∈ Rn,
e−tH(x, x) =
N∑
m=0
tm
m!
(
Xme
−tH0
)
(x, x) +O(t(N+2)/2−n/2). (1.1)
Here the differential operators Xm are defined by
Xm =
m∑
k=0
(−1)k
(
m
k
)
HkHm−k0 . (1.2)
When N is odd, the remainder term in (1.1) is O(t(N+3)/2−n/2).
We use Theorem 1.1 for studying asymptotics of regularized traces for Schro¨dinger
operators with long-range potentials. Let V ∈ S−ε(Rn), for some ε ∈ (0, 1], so that
|∂νV (x)| ≤ Cν(1 + |x|)−ε−|ν|, x ∈ Rn. (1.3)
We also set N := [n
ε
], the integer part of n/ε.
Theorem 1.2 The operator
e−tH −
N∑
m=0
tm
m!
Xme
−tH0 , t > 0,
is of trace class. As t→ 0+, one has the asymptotic expansion
Tr
(
e−tH −
N∑
m=0
tm
m!
Xme
−tH0
)
∼ (4pit)−n/2
∞∑
j=1
αjt
j, (1.4)
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where the coefficients αj =
∫
αj(x) dx, and the smooth functions αj(x) ∈ L1(Rn)
are defined as follows:
αj(x) = 0, j < (N + 2)/2, (1.5)
αj(x) = aj(x) := (−1)j
j−1∑
k=0
(
j − 1 + n
2
k + n
2
)
Hk+jy
(
d(x, y)2k
) |y=x
4kk!(k + j)!
, j ≥ N + 1, (1.6)
where d(x, y) is the Euclidean distance between x, y ∈ Rn. When (N+2)/2 ≤ j ≤ N
we have
αj(x) = aj(x)− (−1)j
N−j∑
k=0
(
N − j + n
2
k + n
2
)
Hk+jy
(
d(x, y)2k
) |y=x
4kk!(k + j)!
(1.7)
Remark. The coefficients aj(x) defined in (1.6) are the local heat invariants of H —
see Theorem 3.1.
The plan of the paper is as follows. In Section 2 we prove Theorem 1.1. The
formulas for the scattering phase coefficients in the short range case are presented in
Section 3, and Section 4 is then devoted to the case of long range potentials. Here
we first improve some of the results of [13]. These improvements are then used to
prove Theorem 1.2 and to describe asymptotics of the associated trace distributions.
In Section 5 we relate the heat kernel expansions of Theorem 1.1 to the Taylor
expansion for the heat semigroup and to a non-commutative Taylor formula of [10].
Finally, Section 6 is devoted to the proof of an auxiliary technical proposition which
is instrumental in establishing the results of Section 4.
Acknowledgements. We are very grateful to Yakar Kannai and Anders Melin for
their interest in this work. We would also like to thank John Lott, Kate Okikiolu,
Alexander Pushnitski, and Barry Simon for useful discussions. The second author
is indebted to Victor and Leonid Polterovich for helpful advice. The first author
is supported by the Swedish Foundation for International Cooperation in Research
and Higher Education (STINT). The second author is supported by the CRM/ISM
(Montre´al) and MSRI (Berkeley) postdoctoral fellowships.
2 Heat kernel expansions
In this section we are going to consider the Schro¨dinger operator H = H0+V in R
n,
where H0 = −∆ and n ≥ 1 is arbitrary. Here the real-valued potential V will be C∞-
smooth, and for simplicity we shall assume that it is a bounded function onRn. Then
H is a self-adjoint operator on L2(Rn) with the domain D(H) = D(H0) = H
2(Rn),
the standard Sobolev space on Rn.
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We shall consider the heat semigroup e−tH , t ≥ 0, acting on L2(Rn). It is well-
known that under the assumptions above, the distribution kernel of e−tH , which will
be denoted e−tH(x, y), is a smooth function of (x, y) which depends continuously on
t > 0. Moreover, for every integer N ≥ 1, we have, as t→ 0+,
e−tH(x, x) = (4pit)−n/2
(
N∑
j=0
aj(x)t
j +Ox(tN+1)
)
, (2.1)
locally uniformly in x ∈ Rn. The smooth functions aj(x) will be called the local
heat invariants of H . We notice that the existence of the expansion (2.1) can be
inferred from the Feynman-Kac representation of e−tH(x, x), see [20],
e−tH(x, x) = (4pit)−n/2E
(
exp
(
−
∫ t
0
V (x+ κ(s)) ds
))
, (2.2)
where κ(s), 0 ≤ s ≤ t, is the Brownian bridge with κ(0) = 0, which returns to
0 at time t. We recall that it is a Gaussian process of mean zero, and covariance
E(κj(s)κk(u)) = 2s(1 − u/t)δjk, 0 ≤ s ≤ u ≤ t. Taking a Taylor expansion of
the exponential in the right-hand side of (2.2), and then expanding V in a Taylor
series around x leads to (2.1). (See [8] for further applications of this idea to some
one-dimensional Schro¨dinger operators, and also, Section 6.) We get the following
expressions for the first coefficients in (2.1),
a0(x) = 1, a1(x) = −V (x), a2(x) = 1
6
(
3V 2(x)−∆V (x)) .
Theorem 1.1 provides an asymptotic expansion for e−tH(x, x) well suitable for com-
putation of all the coefficients aj(x). See also Section 3.
Proof of Theorem 1.1: It follows easily from (1.2) that the operators Xm satisfy
Xm = (H0 −H)Xm−1 + [Xm−1, H0], m ≥ 1.
Since the order of the operator H0 −H = −V is zero, a simple proof by induction
shows that the order of the differential operator Xm is ≤ m − 1, m ≥ 1. We have
that the sum in the right-hand side of (1.1) is t−n/2 times a polynomial of degree N
in t, and we shall now compute the coefficients there. Since
e−tH0(x, y) =
1
(4pit)n/2
e−|x−y|
2/4t,
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it follows from Taylor’s formula that when µ = (µ1, . . . µn) is an arbitrary multi-
index, it is true that
∂2µ
∂x2µ
e−tH0(x, x) = (4pit)−n/2
(−1)|µ|(2µ)!
4|µ|t|µ|µ!
.
It follows that if we write
Xm =
∑
|ν|≤m−1
pν(x)∂
ν
x ,
then (
Xme
−tH0
)
(x, x) = (4pit)−n/2
∑
2|µ|≤m−1
p2µ(x)
(−1)|µ|(2µ)!
4|µ|t|µ|µ!
,
since to get a non-zero contribution, all indices in ν = (ν1, . . . νn) must be even.
Thus the total contribution of the term t
m
m!
Xme
−tH0(x, x) to the coefficient in front
of tj , 1 ≤ j ≤ N , is equal to
(4pit)−n/2
1
m!
∑
|µ|=m−j
p2µ(x)
(−1)|µ|(2µ)!
4|µ|µ!
.
In particular, m ≥ j. On the other hand, since 2 |µ| ≤ m− 1 and m ≤ N it follows
that m ≤ 2j − 1, provided that j < (N + 2)/2. (If N is odd this means that
j ≤ (N + 1)/2.) We conclude that for these values of j, the coefficient in front of tj
is given by (4pit)−n/2 times the sum
2j−1∑
m=j
1
m!
∑
|µ|=m−j
Xm,y
(
(y − x)2µ
(2µ)!
) ∣∣∣
y=x
(−1)|µ|(2µ)!
4|µ|µ!
. (2.3)
Here we have also used that p2µ(x) = Xm,y
(
(y−x)2µ
(2µ)!
) ∣∣∣
y=x
. The expression (2.3)
is precisely the formula for the j-th local heat invariant aj(x) of H , according to
Theorem 3.1.1 of [17]. We remark that while in [17] such a formula was obtained
for the heat invariants of the Laplace-Beltrami operator on a Riemannian manifold,
it follows from the proof in [17], which is based on [1], that the aj(x) in our case are
given by (2.3). In particular, the upper summation index in the outer sum in (2.3)
is 2j−1 instead of 4j, as in [17], since in the case at hand, the order of the operator
Xm is ≤ m− 1. An application of (2.1) completes the proof. ✷
Remark. The operators Xm were introduced in [15] in order to simplify expansions
of the resolvent kernels of elliptic self-adjoint differential operators, due to Agmon
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and Kannai [1]. In particular, as a consequence of the results of [1], it was proved
in [15] that when l ∈ N is such that l ≥ n/2, the following asymptotic expansion
is true for the kernel of the l-th derivative of the resolvent R(λ) = (H − λI)−1, as
λ→∞ outside a conic neighbourhood of the set [E0,∞), where E0 = inf Spec (H),(
d
dλ
)l
R(λ)(x, x) ∼
∞∑
m=0
(m+ l)!
m!
(
XmF (λ)
m+l+1
)
(x, x). (2.4)
Here F (λ) = (H0 − λI)−1. Using (2.4), Theorem 1.1 can also be proved by means
of the Cauchy’s integral formula, expressing the heat semigroup in terms of R(λ).
Since in [17] the local heat invariants were computed using (2.4), the expansion (2.4)
is essentially equivalent to that of Theorem 1.1. In our applications, we have found
it more convenient to work with (1.1).
3 Asymptotics for short range potentials
As a preparation for further considerations, in this section we shall work with com-
pactly supported potentials. More precisely, we shall assume that the potential
V ∈ C∞0 (Rn). It then follows easily from Duhamel’s formula
e−tH − e−tH0 =
∫ t
0
e−sHV e−(t−s)H0 ds, (3.1)
that the operator e−tH − e−tH0 is of trace class, t > 0. Moreover, it is well-known
that the scattering matrix S(λ) : L2(Sn−1) → L2(Sn−1), λ > 0, of H is a trace
class perturbation of the identity, so that detS(λ) is well-defined. We may therefore
introduce the scattering phase
s(λ) =
1
2pii
log detS(λ), λ > 0,
which is well-defined modulo the integers. The relation between the trace of (3.1)
and s(λ) is given by the Birman-Krein formula, see [9] and [14],
Tr (e−tH − e−tH0) =
l∑
j=1
e−tλj + ε0 +
∫ ∞
0
e−tλs′(λ) dλ, t > 0. (3.2)
Here λj ≤ 0, j = 1, . . . l are the eigenvalues of H . The constant ε0 comes from the
contribution of the resonance state at the origin.
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An essentially well-known argument based on the Feynman-Kac formula (see [7]),
together with (2.1) shows that the trace
Tr (e−tH − e−tH0) =
∫ (
e−tH(x, x)− e−tH0(x, x)) dx
has an asymptotic expansion as t→ 0+,
Tr (e−tH − e−tH0) ∼ (4pit)−n/2
∞∑
j=1
ajt
j, t→ 0+, aj =
∫
aj(x) dx. (3.3)
The coefficients aj will be called the heat invariants of H . We shall state here the
main result of [17], adapted to the case of the Schro¨dinger operator H . (See also [16]
for computation of the heat coefficients in one dimension, where they are precisely
the KdV invariants.)
Theorem 3.1 The heat invariants of H are given by
aj =
∫
Rn
aj(x) dx, j ≥ 1,
where
aj(x) = (−1)j
j−1∑
k=0
(
j − 1 + n
2
k + n
2
)
Hk+jy
(
d(x, y)2k
) |y=x
4kk!(k + j)!
. (3.4)
Here d(x, y) = |x − y| is the Euclidean distance between the points x, y ∈ Rn, and
the binomial coefficients for n odd are given by(
j − 1 + n
2
k + n
2
)
=
Γ(j + n
2
)
(j − 1− k)! Γ(k + n
2
+ 1)
.
Remark. We refer to [2] for a different set of expressions for the heat invariants of
Schro¨dinger operators.
The asymptotic expansion (3.3) corresponds to an asymptotic expansion of the
derivative of the scattering phase. We have that, depending on the parity of the
dimension,
s′(λ) ∼
∞∑
j=1
bjλ
n/2−j−1, λ→∞, n odd, (3.5)
and
s′(λ) =
n/2−1∑
j=1
bjλ
n/2−j−1 +O(λ−∞), λ→∞, n even. (3.6)
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This result has been established in [5], [6] in the one- and three-dimensional case,
respectively, and then in more general situations in [7], [9], [18], [19]. The latter
paper considers potentials that are standard symbols of order −ρ, ρ > n.
An application of Lemma 5.2 of [7] to (3.2) shows that there is the following
relation between the coefficients aj and bj ,
bj = (4pi)
−n/2 aj
Γ(n/2− j) , j = 1, 2, . . . , n is odd, j = 1, 2, . . .
n
2
− 1, n is even,
(3.7)
and the aj are given in Theorem 3.1.
4 Trace distributions for long range potentials
In this section we shall study asymptotics of trace distributions associated to the
Schro¨dinger operator with long range potentials, introduced in [13]. The trace dis-
tributions generalize the scattering phase in the short range case. Following [13], we
shall assume that the potential V (x) satisfies (1.3), i.e.
|∂νV (x)| ≤ Cν(1 + |x|)−ε−|ν|, x ∈ Rn
for some ε ∈ (0, 1]. For this class of potentials (and, in fact, for a much larger class
of pseudo-differential perturbations), expansions for functions of H were obtained
in [13]. In order to describe these expansions, we have to recall the definition of the
operators Vj from [13].
Let J = (j1, . . . , jk) be a finite vector with nonnegative integer components. We
set |J | = j1 + . . .+ jk and || J || = |J |+ k. An operator VJ is inductively defined for
all such vectors J in the following way: If J is the empty sequence then VJ = I, the
identity operator on L2. Assuming that J = (j1, . . . , jk) is non-empty and that VJ
has already been defined for all shorter sequences, we set
VJ = (adH0)
jk
(
V(j1,...,jk−1)V
)
,
where V(j1,...,jk−1) = I if k = 1, and (adH0)A = [H0, A] = H0A−AH0. The operators
Vj are then defined by the formula
Vj =
∑
||J ||=j
(−1)|J |VJ , j ≥ 0. (4.1)
It was shown in [13] that the expansion
ϕ(H0 + V ) ∼
∞∑
j=0
ϕ(j)(H0)Vj
j!
, ϕ ∈ S(Rn), (4.2)
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holds in an appropriate space of pseudo-differential operators — see [13] for the
precise statement.
The following observation is now crucial.
Proposition 4.1 The operators Vj satisfy the following recurrent relation,
V0 = I; Vj = Vj−1V + [Vj−1, H0], (4.3)
and are given explicitly by
Vj =
j∑
k=0
(−1)k
(
j
k
)
Hk0H
j−k. (4.4)
We have that
Vj =
∑
|ν|≤j−1
pν(x)∂
ν
x , pν ∈ S−εj(Rn). (4.5)
Proof: This result is very close to Theorem 2.3 in [15], and for the sake of complete-
ness we present the proof, which proceeds by induction. Introduce the set
Wj = {J = (j1, .., jk) : || J || = j}.
Then V0 = I by definition, and V1 = V since W1 consists of a single vector (0). In
order to pass from Vj−1 to Vj, we argue as follows. LetW
0
j denote the set of all vectors
in Wj whose last entry is 0. Consider a mapping p : Wj →Wj−1 defined as follows:
for J = (j1, .., jk−1, 0) ∈ W 0j we have p(J) = (j1, .., jk−1) and for J = (j1, .., jk) ∈
Wj \W 0j we have p(J) = (j1, .., jk−1). It is clear that the mapping p is well–defined.
Moreover, it is a surjection and every element of Wj−1 has exactly two preimages
— one in W 0j and one in its complement. Applying the definition of the operator
Vj we prove the inductive step — Vj−1V is the contribution of vectors from W
0
j and
[Vj−1, H0] is the contribution of vectors belonging to Wj \W 0j . This completes the
proof of the first part of the theorem. For obtaining the closed formula (4.4), let us
rewrite the recurrent relations (4.3) in the following way: V1 = H0− (H0− V ) = V ;
Vj = Vj−1H−H0Vj−1. Proceeding by induction and recalling that
(
j
k
)
+
(
j
k−1
)
=
(
j+1
k
)
we get (4.4). Finally, a simple proof by induction using (4.3) gives (4.5). ✷
Remark. In view of (4.2), the expression (4.4) should be compared with V j =
((H0 + V )−H0)j.
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As in Section 1, set N := [n
ε
], the integer part of n/ε. This value of N will
be kept fixed throughout this section. It follows from Theorem 2.4 in [13] that if
ϕ ∈ S0(R),i.e. if (1 + |λ|)kϕ(k)(λ) is bounded on R for every k, then the operator
ϕ(H)−
N∑
m=0
ϕ(m)(H0)Vm/m! (4.6)
is of trace class. Its trace is equal to
TV (ϕ) +
∫ ∞
0
ϕ(λ)f(λ) dλ, (4.7)
where TV ∈ E ′(R), and the singular support of TV is contained in the compact set
Spec p(H) ∪ {0} ⊂ R−. Here Spec p(H) is the point spectrum of H , and we also
use the fact that H has no positive eigenvalues. The trace distribution f(λ) could
be viewed as a generalization of the scattering phase, see also Proposition 4.4. We
have that f(λ) ∈ S−1−δ for some δ > 0, and there is an asymptotic expansion of
f(λ) in a neighbourhood of infinity. To describe this expansion, we recall that when
Vm(x, ξ) is the full symbol of Vm, the following function was introduced in [13],
am(t) = 2
−1(2pi)−nt(n−2)/2
∫∫
Vm(x, t
1/2ω) dx dω, m > N. (4.8)
Here the integration is performed over Rn × Sn−1. We notice that the integral
converges in view of (4.5). Set now
bm(t) = (−1)ma(m)m (t).
It follows then from (4.8) that, for each m > N , the following powers of t occur in
bm(t): t
n/2−1+|ν|/2−m, where |ν| ≤ m−1 and all entries in ν are even. A combination
of Theorem 2.4 in [13] with this observation shows that the following expansion is
true, as λ→∞,
f(λ) ∼
∞∑
j=1
βjλ
n/2−1−j , n is odd. (4.9)
where
βj = 0, for j < (N + 2)/2. (4.10)
In the case when n is even, it follows that the coefficients βj are different from 0
only for j ≤ n/2− 1. Taking (4.10) into account, and using that n < N + 4, we get
that
f(λ) = O(λ−∞), n is even. (4.11)
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Remark. The estimate (4.11) should be compared with the fact that, in the short-
range case, it is true that when n = 2,
s′(λ) = O(λ−∞), λ→∞.
Remark. We remark that trace distributions associated to Schro¨dinger operators
with long range potentials were also recently considered in [3], [4]. The approach
used there is different, and is based on [12]. In particular, the operators Vj playing
a major roˆle in [13] and in the present paper, do not occur in [3], [4].
We are going to derive concise formulas for the coefficients βj in (4.9), and,
similarly to Theorem 3.1, this will be done by considering the trace class operator
e−tH −
N∑
m=0
(−1)m t
m
m!
e−tH0Vm, t > 0. (4.12)
¿From the results of [13] we know that this is a pseudo-differential operator with
integrable symbol, so that its trace is given by∫ (
e−tH(x, x)−
N∑
m=0
(−1)m t
m
m!
(
e−tH0Vm
)
(x, x)
)
dx. (4.13)
We would like to rewrite the integrand so that it would involve the operators Xm
introduced in (1.2).
Lemma 4.2 We have(
e−tH0Vm
)
(x, x) = (−1)m (Xme−tH0) (x, x).
Proof: Using (4.4), by repeated partial integrations, we get that the kernel of e−tH0Vm
equals
m∑
k=0
(−1)k
(
m
k
)
Hm−ky H
k
0,ye
−tH0(x, y) = (−1)m
m∑
k=0
(−1)k
(
m
k
)
HkyH
m−k
0,y e
−tH0(x, y)
= (−1)mXm,ye−tH0(x, y).
Specializing to the diagonal, we get the statement of the lemma. ✷
In view of Lemma 4.2, the trace of (4.12) is given by
∫ (
e−tH(x, x)−
N∑
m=0
tm
m!
(
Xme
−tH0
)
(x, x)
)
dx. (4.14)
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When computing the coefficients in the expansion of (4.14), we may use Theorem
1.1.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2: We shall first show that the expansion
e−tH(x, x)−
N∑
m=0
tm
m!
(
Xme
−tH0
)
(x, x) ∼ (4pit)−n/2
∞∑
j=1
αj(x)t
j , (4.15)
holds, as t→ 0+, and that αj(x) ∈ L1.
In proving (4.15) we notice that (1.5) follows from Theorem 1.1. Furthermore,
from the proof of Theorem 1.1 we recall that the powers of t which occur in the sum
in the left-hand side of (4.15) are m − |ν| /2 − n/2 ≤ N − n/2, since m ≤ N and
0 ≤ |ν| ≤ m − 1. Therefore, for j ≥ N + 1, we have that αj(x) = aj(x), which is
(1.6). It remains to consider the case when (N + 2)/2 ≤ j ≤ N . Arguing as in the
proof of Theorem 1.1 we see that for these values of j, the coefficient in front of tj
in the sum in the left-hand side of (4.15) is equal to (4pit)−n/2 times
N∑
m=j
1
m!
∑
|µ|=m−j
Xm,y
(
(y − x)2µ
(2µ)!
) ∣∣∣
y=x
(−1)|µ|(2µ)!
4|µ|µ!
. (4.16)
Expressions of this kind were studied in Sections 3 and 4 of [17], and it was shown
that the combinatorial coefficients there can be simplified. Applying the arguments
of [17] to (4.16) we get that (4.16) is equal to
(−1)j
N−j∑
k=0
(
N − j + n
2
k + n
2
)
Hk+jy
(
d(x, y)2k
) |y=x
4kk!(k + j)!
,
and then (1.7) follows. It remains to show that αj(x) ∈ L1. In doing so we recall
from (2.3) that aj is obtained through contributions of terms involving Xm, for j ≤
m ≤ 2j−1. It follows that aj(x) ∈ L1, for j ≥ N+1, since arguing as in Proposition
4.1 we see that the coefficients in Xm are in S
−εm(Rn). When (N + 2)/2 ≤ j ≤ N ,
it follows from (2.3) and (4.16) that αj is given by
αj(x) =
2j−1∑
m=N+1
1
m!
∑
|µ|=m−j
Xm,y
(
(y − x)2µ
(2µ)!
) ∣∣∣
y=x
(−1)|µ|(2µ)!
4|µ|µ!
∈ L1.
It follows that αj(x) ∈ L1 for every j.
An application of Lemma 4.3 below then shows that the asymptotic expansion
(4.15) can be integrated over Rn, and this completes the proof. ✷
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Lemma 4.3 When V ∈ S−ε(Rn), we have that
(4pit)n/2e−tH(x, x)−
M∑
j=0
aj(x)t
j = RM(x, t), M ≥ N, (4.17)
where
|RM(x, t)| ≤ hM(x)tM+1, hM(x) ∈ L1(Rn). 0 ≤ t ≤ 1. (4.18)
The proof of Lemma 4.3 is given in Section 6.
We illustrate Theorem 1.2 by the following example.
Example. Consider the Schro¨dinger operator H = −D2x + V (x) on the real line,
where
V (x) =
1
(1 + x2)1/6
. (4.19)
We have that V ∈ S−1/3(R), and therefore we take N = 3. Explicit computations
using Theorem 1.2 show that the coefficients αj(x) are given by
α1(x) = 0, α2(x) = 0, α3(x) = −1
4
V ′ 2 − 1
3
V V ′′ +
3
20
V (4),
and αj(x) = aj(x) ∈ L1(R) for j ≥ 4. Now a computation shows that the first three
local heat invariants are given by
a1(x) = −V, a2(x) = 1
2
V 2 − 1
6
V ′′, a3(x) = −1
6
(V 3 − 1
2
V ′ 2 − V V ′′ + 1
10
V (4)),
and in view of (4.19), these functions are not integrable. In a3(x), the only non-
integrable part is the first term involving V 3, which does not appear in α3(x) while
the other terms are present up to numerical factors.
We are now ready to compute the coefficients βj in the asymptotic expansion of
the trace distribution f(λ) defined in (4.7). We recall here that
Tr
(
e−tH −
N∑
j=0
(−1)m t
m
m!
e−tH0Vm
)
=
∫ ∞
0
e−tλf(λ) dλ+ TV (ϕt), t > 0, (4.20)
where TV is a compactly supported distribution and ϕt(s) = e
−ts.
Proposition 4.4 The following asymptotic expansion holds for f(λ) as λ→∞,
f(λ) ∼
∞∑
j=1
βjλ
n/2−j−1, λ→∞, n odd, (4.21)
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where
βj = (4pi)
−n/2 αj
Γ(n/2− j) , j = 1, 2, . . . ,
and αj are defined in Theorem 1.2. We also have that
f(λ) = O(λ−∞), λ→∞, n even. (4.22)
Proof: The result follows by an application of Theorem 1.2 and Lemma 5.2 in [7] to
(4.20), since, as t → 0, TV (ϕt) has an asymptotic expansion in the integer powers
of t. ✷
We notice that Proposition 4.4 provides a long range version of the formula (3.7),
which emphasizes the analogy between the trace distribution f(λ) and the derivative
of the scattering phase in the short range case.
5 Taylor expansions for the heat semigroup
Computations of heat invariants in [15-17] and in the present paper were based
on the commutator expansions of [1] and [13]. A crucial observation was that
the multiple commutators, present in these expansions, could be eliminated, and,
in particular, this led to Theorem 1.1. In this section we wish to point out that
an expansion closely related to that of Theorem 1.1 can be derived from the usual
Taylor formula for the semigroups e−tH and e−tH0 . When stating the result, it seems
instructive to proceed in the general context of semigroup theory.
Let thereforeA andB be two unbounded self-adjoint operators acting in a Hilbert
space H, generating strongly continuous semigroups etA and etB, t ≥ 0. When
m ≥ 0, introduce the operator
Cm(A,B) =
m∑
k=0
(
m
k
)
Ak(−B)m−k (5.1)
with the domain
D(Cm(A,B)) = ∩mk=0D(AkBm−k).
The space of C∞-vectors for A is denoted D∞(A), and similarly for B,
D∞(A) = ∩∞n=1D(An).
This is a dense linear subspace of H.
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Theorem 5.1 Let A and B be generators of strongly continuous semigroups such
that D∞(B) ⊂ D∞(A). Then for any positive integer N we have
etBϕ =
N∑
m=0
(−1)m t
m
m!
etACm(A,B)ϕ+RN (t;A,B)ϕ, (5.2)
for all ϕ ∈ D∞(B). Here the remainder RN(t;A,B)ϕ = O(tN+1) in H.
Remark. Specializing to the case when B = −H and A = −H0 in L2(Rn), we see
that Cm(A,B) are precisely the operators Vm introduced in Section 4. Theorem 5.1
should then be compared with the following expansion which follows from Theorem
1.1 and Lemma 4.2,
e−tH(x, x) ∼
∞∑
m=0
(−1)m t
m
m!
(
e−tH0Vm
)
(x, x).
Proof: When ϕ ∈ D∞(B) ⊂ D∞(A), it is true that etBϕ and etAϕ are C∞-functions
of t ∈ [0,∞) with values in H, with Taylor expansions at t = 0,
etBϕ ∼
∞∑
l=0
(tB)l
l!
ϕ, etAϕ ∼
∞∑
l=0
(tA)l
l!
ϕ. (5.3)
If we substitute (5.1) in the sum in the right-hand side of (5.2) we get that it is
equal to
N∑
m=0
tm
m!
etA
m∑
k=0
(
m
k
)
(−A)k(B)m−kϕ = etA
N∑
m=0
(−tA)m
m!
N∑
m=0
(tB)m
m!
ϕ+R1(t;A,B)ϕ,
(5.4)
where
R1(t;A,B)ϕ = −
2N∑
m=N+1
tmetA
N∑
k=m−N
(−A)k
k!
Bm−k
(m− k)!ϕ = O(t
N+1) in H.
Now, using (5.3) we see that
etA
N∑
m=0
(−tA)m
m!
N∑
m=0
(tB)m
m!
ϕ = etBϕ+R2(t;A,B)ϕ,
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where R2(t;A,B) = O(tN+1) in H. We have therefore proved that
etBϕ−
N∑
m=0
(−1)m t
m
m!
etACm(A,B)ϕ = O(tN+1) in H.
✷
Remark. A somewhat different proof of Theorem 5.1 leading to a more explicit
expression for the remainder in (5.2), was given in [10], see also [11]. The expansion
(5.2) was referred to in [10] as a non-commutative Taylor formula.
6 Proof of Lemma 4.3
In this section we shall prove Lemma 4.3. We may assume that M = N . When
proving (4.18), we shall make use of the Feynman-Kac formula (2.2), which we
rewrite in the following form, see [20],
e−tH(x, x) = (4pit)−n/2E
(
exp
(
−t
∫ 1
0
V (x+
√
2tb(s)) ds
))
. (6.1)
Here b(s), 0 ≤ s ≤ 1, is the Brownian bridge which returns to 0 at time t = 1.
Taking the Taylor expansion of the exponential in (6.1) we get
(4pit)n/2e−tH(x, x) =
N∑
k=0
(−t)k
k!
E
((∫ 1
0
V (x+
√
2tb(s)) ds
)k)
+RN (t, x), (6.2)
where
|RN (t, x)| ≤ e
||V ||L∞
(N + 1)!
tN+1E
((∫ 1
0
∣∣∣V (x+√2tb(s))∣∣∣ ds)N+1
)
, 0 ≤ t ≤ 1.
(6.3)
An elementary estimate of the expectation in (6.3) shows that it is bounded by a
constant times (1 + |x|)−ε(N+1), which is integrable, since N + 1 > n/ε. Consider
now the expression
E
((∫ 1
0
V (x+
√
2tb(s)) ds
)k)
, 1 ≤ k ≤ N. (6.4)
Since E(b(s)ν) = 0 unless all indices in ν = (ν1, . . . νn) are even, this has a complete
asymptotic expansion in integer powers of t, and we are interested in showing that
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(6.4) has an expansion of the form
N−k∑
j=0
ak,j(x)t
j +RN,k(x, t), (6.5)
for some ak,j(x), where
|RN,k(x, t)| ≤ hN,k(x)tN+1−k, hN,k ∈ L1.
We shall apply Taylor’s formula
V (x+
√
2tb(s)) =
∑
|ν|≤2N
∂νV (x)
ν!
(2t)|ν|/2b(s)ν (6.6)
+ (2N + 1)
∑
|ν|=2N+1
(2t)|ν|/2b(s)ν
ν!
∫ 1
0
∂νV (x+ y
√
2tb(s))(1− y)2N dy,
which we rewrite in the following way,
V (x+
√
2tb(s)) =
2N∑
j=0
fj(x, s)t
j/2 + tN+1/2RN (x, t, s). (6.7)
We have that fj(·, s) and RN (·, t, s) are O(1)(1+|x|)−ε−j and O(1)(1+|x|)−ε−2N−1 ∈
L1, respectively. We substitute (6.7) in (6.4) and expand the k-th power there
by means of the multinomial theorem. It follows that (6.4) is equal to a linear
combination of terms of the form
E
(
(g0(x))
k0(g1(x))
k1tk1/2 . . . tNk2N (g2N(x))
k2N tk2N+1(N+1/2)
(∫ 1
0
RN ds
)k2N+1)
.
(6.8)
Here k0 + k1 + . . . k2N+1 = k, and we have put
gj(x) =
∫ 1
0
fj(x, s) ds, j = 0, . . . 2N.
If k2N+1 ≥ 1, then the term (6.8) has the desired bound of the form tN+1−k times
an integrable functi on of x. When analyzing the expression (6.8) we may therefore
assume that k2N+1 = 0. We then get terms of the form
t(1/2)
∑
2N
j=0 jkjE
(
g0(x)
k0 . . . g2N(x)
k2N
)
, (6.9)
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with
∑2N
j=0 kj = k. The terms which contribute to the remainder in (6.5) are those
for which
1
2
2N∑
j=0
jkj ≥ N + 1− k,
and the coefficient in (6.9) in front of such a power of t can be estimated by a
constant times (1 + |x|)−1 raised to the power
εk +
2N∑
j=0
jkj ≥ εk + 2(N + 1)− 2k ≥ 2 + εN > n+ 2− ε > n, (6.10)
which therefore gives an integrable bound. In (6.10) we have used that k ≤ N . This
completes the proof of Lemma 4.3. ✷
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