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ABSTRACT

LEARNING FROM PAIRWISE PROXIMITY DATA
SEPTEMBER 2016
HAMID DADKHAHI
B.Sc., ISFAHAN UNIVERSITY OF TECHNOLOGY
M.Sc., TAMPERE UNIVERSITY OF TECHNOLOGY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Marco F. Duarte

In many areas of machine learning, the characterization of the input data is given by
a form of proximity measure between data points. Examples of such representations are
pairwise differences, pairwise distances, and pairwise comparisons. In this work, we investigate different learning problems on data represented in terms of such pairwise proximities. More specifically, we consider three problems: masking (feature selection) for
dimensionality reduction, extension of the dimensionality reduction for time series, and
online collaborative filtering. For each of these problems, we start with a form of pairwise
proximity which is relevant in the problem at hand. We evaluate the performance of the
proposed algorithms in terms of both theoretical metrics and in practical applications such
as eye gaze estimation and movie recommendations.
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CHAPTER 1
INTRODUCTION

1.1 Overview
In many areas of machine learning, a general approach to the characterization of a data
set is to define a proximity measure between data points. In addition, in some applications
the data is available only in terms of an implicit proximity measure. This representation
does not refer to an explicit feature representation of the data and is thus more general than
the standard approach of using Euclidean feature vectors, from which pairwise proximities
can always be calculated. In this work, we investigate different learning problems on data
represented in terms of their pairwise proximities. Examples of such representations are
pairwise differences, pairwise distances, and pairwise comparisons.
Specifically, we consider three main problems. First, masking (feature selection) strategies for dimensionality reduction algorithms is considered, where the input is provided in
terms of pairwise differences of data points. Next, extension of a dimensionality reduction
algorithm for time series is studied, where data points are given in terms of pairwise distances. Finally, an online collaborative filtering algorithm is proposed, where the feedback
mechanism is via pairwise comparisons.
The first two problems are based on embedding the data into a meaningful low-dimensional
space to facilitate visualization, analysis, and parameter estimation. This problem is solved
by nonlinear dimensionality reduction techniques, which are devised to discover the true
structure of the data lying on or near a manifold. Hence, in Chapter 2 we review some
background on dimensionality reduction and manifold learning techniques.

1

1.2 Contributions
This thesis consists of three chapters and the contributions are summarized below. Numerical experiments in Chapters 3 and 4 are focused on image datasets, but the ideas and
theory are not limited to images and are applicable to arbitrary datasets.

1.2.1

Manifold Masking

In Chapter 3, we consider the feature selection problem (referred to as masking) for
manifold datasets. The aim of the masking problem is to choose a subset of features such
that the geometric structure of the underlying manifold (which is in turn defined by the
pairwise distances of data points) is preserved. We show that one can indeed accurately
learn a manifold without having to consider a large majority of the features. In doing so, we
consider two masking methods that preserve the local and global geometric structure of the
manifold, respectively. The main motivation of this work is to reduce power consumption
in data acquisition.

1.2.2

Manifold Extension for Time Series

In Chapter 4, we propose an out-of-sample extension framework for a global manifold
learning algorithm that uses temporal information in out-of-sample points in order to make
the embedding more robust to noise and artifacts. Given a set of noise-free training data
and its embedding, the proposed framework extends the embedding for a noisy time series.

1.2.3

Online Collaborative Filtering

In Chapter 5, we consider an online collaborative filtering system that uses pairwise
comparisons as its feedback. This setup is particularly interesting in applications where
numerical scores are either unavailable or inaccurate, but pairwise preferences are more
reliable.

2

CHAPTER 2
BACKGROUND

In this Chapter, we review some background on (i) manifolds and dimensionality reduction, (ii) bandits and collaborative filtering.

2.1 Manifolds and Dimensionality Reduction
2.1.1

Manifold Models and Linear Embeddings

A set of data points U = {u1 , u2 , . . . , un } in a high-dimensional ambient space Rd
that have been generated by an ℓ-dimensional parameter correspond to a sampling of a
manifold M ⊂ Rd . Given the high-dimensional data set U, we would like to find the
parameterization that has generated the manifold. One way to discover this parametrization
is to embed the high-dimensional data on the manifold to a low-dimensional space Rm so
that the geometry of the manifold is preserved. Dimensionality reduction methods are
devised so as to preserve such geometry, which is measured by a neighborhood-preserving
criteria that varies depending on the specific algorithm.
A linear embedding is defined as a linear mapping Φ ∈ Rm×d that embeds the data
in the ambient space Rd into a low-dimensional space Rm . In many applications, linear
embeddings are desirable as dimensionality reduction methods due to their computational
efficiency and generalizability. The latter attribute renders linear embeddings easily applicable to unseen test data points. Principal component analysis (PCA) is perhaps the most
popular scheme for linear dimensionality reduction of high-dimensional data [6, 34]. PCA
is defined as the orthogonal projection of the data onto a linear subspace of lower dimen-
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sion m such that the variance of the projected data is maximized. The projection vectors
{ϕi }m
i=1 are found by solving the sequential problems [34]

ϕi = arg

max

ϕi :∥ϕi ∥2 =1

subject to

where ū =

1
n

∑n
i=1

n
∑
(

)2
ϕTi uℓ − ϕTi ū

ℓ=1

ϕi ⊥ ϕj

(2.1)

∀j <i

ui represents the mean of the data, and ⊥ designates orthogonality.

Note that Φ = [ϕ1 ϕ2 . . . ϕm ]T . Conveniently, the solutions to (2.1) are the sequence of
the dominant eigenvectors of the data covariance matrix [6].

2.1.2

Nonlinear Manifolds and Manifold Learning

Unfortunately, PCA fails to preserve the geometric structure of a nonlinear manifold,
i.e., a manifold where the mapping from parameters to data is nonlinear. Particularly, since
PCA arbitrarily distorts individual pairwise distances, it can significantly change the local
geometry of the manifold. Fortunately, several nonlinear manifold learning methods can
successfully embed the data into a low-dimensional model while preserving such local
geometry in order to simplify the parameter estimation process.

2.1.3

Linear Embeddings for Nonlinear Manifolds

An alternative linear embedding1 approach to PCA is the method of random projections, where the entries of the linear dimensionality reduction matrix are drawn independently following a standard probability distribution such as normal Gaussian or Rademacher.
It has been shown that such random projections preserve the relevant pairwise distances
between data points with high probability [3, 12, 27, 38, 74], so that manifold learning algorithms can be applied on the dimensionality reduced data with very small distortion.
The drawbacks of random projections are two-fold: (i) their theoretical guarantees are
1

We use the expressions linear dimensionality reduction and linear embedding interchangeably.
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asymptotic and probabilistic, and (ii) random embeddings are independent of the geometric structure of data, and thus cannot take advantage of training data.
Recently, a near-isometric linear embedding method obtained via convex optimization
(referred to as NuMax) has been proposed [36, 37]. The key concept in NuMax is to obtain an isometry on the set of pairwise data point differences, dubbed secants, after being
normalized to lie on the unit sphere [37]:
{
S=

}
ui − uj
: u i , uj ∈ M .
∥ui − uj ∥2

(2.2)

NuMax relies on a convex optimization problem that finds an embedding Φ with minimum
dimension such that the secants are preserved up to a norm distortion parameter δ. More
precisely, the search for a linear embedding is cast as the following rank-minimization
problem [37]:

P ∗ = arg min
subject to

rank(P )
|sT P s − 1| ≤ δ

(2.3)
∀ s ∈ S, P ⪰ 0.

After P ∗ is obtained, one can factorize P ∗ = ΦT Φ in order to obtain the desired lowdimensional embedding Φ. We note that the rank of the solution determines the dimensionality of the embedding, and is controlled by the choice of the distortion parameter
δ ∈ [0, 1]. Note also that sT P s = ∥Φs∥22 ; thus, the first constraint essentially upper-bounds
the distortion incurred by each secant s ∈ S. The problem (2.3) is NP-hard, but one may
instead solve its nuclear norm relaxation, where the rank of P is replaced by its nuclear
norm ∥P ∥∗ . Since P is a positive semidefinite symmetric matrix, its nuclear norm amounts
to its trace, and thus the optimization in (2.3) is equivalent to a semidefinite program and
can be solved in polynomial time.

5

2.1.4

Isomap

The Isomap method aims to preserve the pairwise geodesic distances between data
points [69]. The geodesic distance is defined as the length of the shortest path between two
data points ui and uj (ui , uj ∈ M) along the surface of the manifold M and is denoted
by dG (ui , uj ). Isomap first finds an approximation to the geodesic distances between each
pair of data points in a sampling of the manifold U by constructing a neighborhood graph in
which each point is connected only to its k nearest neighbors; the edge weights are equal to
the corresponding pairwise distances. For neighboring pairs of data points, the Euclidean
distance provides a good approximation for the geodesic distance, i.e.,

dG (ui , uj ) ≈ ∥ui − uj ∥2

for uj ∈ Nk (ui ),

(2.4)

where Nk (ui ) designates the set of k nearest neighbors in U to the point ui ∈ U. For
non-neighboring points, the geodesic distance is estimated as the length of the shortest
path along the neighborhood graph, which can be found via Dijkstra’s algorithm. Then,
multidimensional scaling (MDS) [14] is applied to the resulting geodesic distance matrix
to find a set of low-dimensional points that best match such distances. Note that Isomap is
a global method, since the manifold structure is defined by geodesic distances that depend
on distances between data points throughout the manifold.

2.1.5

Out-of-Sample Extension for Isomap

Out-of-sample extension (OoSE) generalizes the result of the nonlinear manifold embedding for new data points. Suppose we have n training data points U = {u1 , u2 , . . . , un }.
The embedding Y = {y1 , y2 , . . . , yn } of the training points is obtained by applying MDS
to the geodesic distance matrix of the n training points. More precisely, the centralized
squared geodesic distances can be obtained as ∆c = − 12 Hn ∆n Hn , where ∆n is the matrix
of squared geodesic distances (i.e., (∆n )ij = d2G (ui , uj )) and Hn is the centering matrix
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defined by the formula (Hn )ij = δij − n1 . Then, the m-dimensional embedding Y for the n
training points U = {u1 , u2 , . . . , un } is given as the columns of the matrix
 √
T
 λ1 · ν1
 √
 λ2 · ν T
2

Y =
.

..

 √
T
λm · νm






,




where λi and νi are the eigenvalues and eigenvectors of the centralized squared geodesic
distance matrix ∆c , respectively.
To obtain the extension of the embedding Y to the out-of-sample (testing) set V =
{v1 , v2 , . . . , vN }, let ∆X denote the n × N matrix of squared geodesic distances between
the N out-of-sample (testing) points V and the n training points U; these geodesic distances
are estimated as before with an augmented graph including links to the k nearest neighbors
of each out of sample point. The out-of-sample extension X = {x1 , x2 , . . . , xN } of the
embedding Y to the points V is given by the columns of the matrix [5, 66]
X=

1 # ¯ T
Y (∆n 1N − ∆X ),
2

(2.5)

¯ n is the column mean of ∆n , i.e.,
where 1N denotes an all-ones vector of length N , ∆
¯ n = 1 ∆n 1n , and Y # is the pseudo-inverse transpose of Y , given by
∆
n


Y#





T †
= (Y ) = 




√
λ1
√
ν2T / λ2
..
.
√
T
/ λm
νm
ν1T /






.




Note that, to the best of our knowledge, the literature on out-of-sample extension does
not exploit the sequential ordering of data to mitigate the possibility of embedding errors
due to the presence of noisy and contaminated data.
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2.1.6

Spatio-Temporal Isomap

In Isomap, the neighborhood graph is formed by linking each point in U to its k-nearest
neighbors in the same set. Spatio-Temporal Isomap (ST-Isomap) leverages sequence/timing
information {(ui , ti )} present for each of the training points ui ∈ U . ST-Isomap appends
edges between pairs of adjacent temporal neighbors (ATN), i.e., pairs of immediate temporal neighbors where tj = ti ± 1, to the neighborhood graph. The addition of ATN edges
to the neighborhood graph introduces a first-order Markov dependency into the resulting
embedding. The weights (i.e., distances) between ATNs are scaled down by a factor given
by the constant parameter cAT N , which is used to emphasize the correlation between a point
and its adjacent temporal neighbors.
ST-Isomap also modifies the graph weights of a subset of the k-nearest neighbors of
each point that satisfy certain spatio-temporal conditions. First, the set of points in a temporal window of size ϵ around each point ui is considered as its trivial matches, denoted by
Tϵ (ui ). Suppose that the point uj ∈ Tϵ (ui ) is the closest trivial match to point ui , i.e.,

dG (ui , uj ) =

min dG (ui , uk ).

uk ∈Tϵ (ui )

Now, the subset of k-nearest neighbors with distances less than or equal to dG (ui , uj ) from
ui are considered as non-trivial matches and the resulting set is referred to as common
temporal neighbors (CTN):

CTN(ui ) = {uj ∈ U : uj ∈ Nk (ui ),
dG (ui , uj ) ≤

min dG (ui , uk )}.

uk ∈Tϵ (ui )

In a sense, CTN are used to identify data points in the local spatial neighborhood of each
point ui that are more likely to be analogous to ui . Finally, the constant parameter cCT N
is used to emphasize the similarity between each point and its CTN set via reducing the
corresponding weights by a scaling factor of cCT N .
8

Note that ST-Isomap is devised to better uncover the spatio-temporal structure underlying the manifold data, rather than to faithfully recover the embedding of data contaminated
by noise or artifact models. In addition, ST-Isomap does not address the out-of-sample extension problem. Nonetheless, we formulate a straightforward adaptation of out-of-sample
extension from Isomap to ST-Isomap in Section 4.3.

2.1.7

Locally Linear Embedding

As an alternative to Isomap, the locally linear embedding (LLE) method retains the
geometric structure of the manifold as captured by locally linear fits [69]. More precisely,
LLE computes coefficients of the best approximation to each data point by a weighted
linear combination of its k nearest neighbors. The weights W = [wij ] are found such that
the squared Euclidean approximation error is minimized [69]:

W = arg min
W̄

subject to

n
∑

2

∑

ui −

w̄ij uj

j:uj ∈Nk (ui )

i=1

∑

w̄ij = 1,

(2.6)
2

i = 1, . . . , n.

j:uj ∈Nk (ui )

LLE then finds a set of points in an m-dimensional space that minimizes the error of the
local approximations given by the weights W . More precisely, LLE finds the set Y =
{y1 , y2 , . . . , yn } ⊂ Rm that minimizes the squared Euclidean error function [69]

Y = arg min
{ȳi }

subject to

n
∑

∑

ȳi −

i=1

j:xj ∈Nk (xi )

n
∑

n
∑

ȳi = 0,

i=1

1
n

2

wij ȳj

(2.7)
2

ȳi ȳiT = I,

i=1

where the first and second constraints are to remove the degrees of freedom due to translation and scaling of the coordinates, in order to obtain a unique solution for the embedding.
Note that LLE is considered as a local method, since the manifold structure at each point is
determined only by neighboring data points.
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2.1.8

Manifold Denoising

The majority of the literature on manifold models for noisy data focuses on a given set
of noisy training data, aiming at reducing the error of the recovered images in the ambient
space rather than the embedded trajectory. In [10] a preprocessing procedure is proposed
that enables Isomap and LLE algorithms to achieve more robust reconstruction of nonlinear manifolds in the presence of Gaussian noise. This is achieved by combining locally
smoothed values of data points, which are in turn computed via the so-called linear errorin-variables model of local structure. [39] tackles the same problem in Laplacian eigenmaps by reversing the diffusion process employed therein. This is done by approximating
the generator of the diffusion process by the graph Laplacian of a random neighborhood
graph. [28] proposes a manifold denoising algorithm based on Gaussian process latent variable models (GPLVM) to handle data contaminated by Gaussian and salt-and-pepper noise.
GPLVM uses the maximum a posteriori estimate of the transformation matrix in the latent
variable model to map the latent variables back to the data space. In [30], the authors introduce Locally Linear Denoising (LLD), an algorithm that approximates manifolds with
locally linear patches by constructing nearest neighbor graphs. Each image is then locally
denoised within its neighborhood. The latter algorithm has been used in denoising of images in the ambient space and improves the performance of classification in the embedded
space in the presence of salt-and-pepper, Gaussian, motion blur, and occlusion artifacts.
In [73], a preprocessing procedure, called Manifold Blurring Mean Shift (MBMS), is
proposed for denoising manifold data based on blurring mean-shift updates. Each iteration
of the MBMS algorithm has two steps. The first step is a blurring mean-shift update that
moves data points to the kernel average of their neighbors with a Gaussian kernel of width
σ. Then, a projective step is computed using the local PCA of dimensionality L on the k
nearest neighbors of each point.
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Note that none of the mentioned algorithms take advantage of temporal information
among the images. Moreover, none of these algorithms address the out-of-sample extension
problem in the presence of noise and artifacts.

2.2 Bandits and Collaborative Filtering
2.2.1

Bandit Problems

The multi-armed bandit problem is an instance of sequential decision making in an
uncertain environment. In this problem, the user (a.k.a. the forecaster) selects an option
from a set of alternatives (a.k.a. arms), and receives a reward, which represents the quality
of the chosen arm. The goal of the forecaster is to maximize the cumulative reward over
the stages, which is achieved by employing a strategy to balance the knowledge acquired
from the previous selections (a.k.a. exploitation) and possibly better unknown arms (a.k.a.
exploration). In a variation of this problem, referred to as the dueling bandit problem, the
forecaster receives feedback in terms of which of a pair of arms is preferred over the other.
Early algorithms proposed for the dueling bandit problem consider finite-horizon (T is
known beforehand) and Condorcet winner (i.e., an arm exists that beats every other arm
with probability greater than a half) settings, using the explore-then-exploit approaches,
such as Interleaved Filter (IF) [75] and Beat the Mean (BTM) [76]. More recent work,
consider the horizonless setting (e.g. Relative Upper Confidence Bound (RUCB) [81]),
where T is not known in advance as well as Copeland setting, where a Condorcet winner
does not exist (e.g. Copeland Confidence Bound (CCB) [80]). Different regret functions
are considered in the dueling bandit literature [75]. The most common regret function
is the strong regret [75], which is based on comparing the chosen pair with the best arm.
According to this regret definition, zero regret occurs only when both of the pulled arms are
optimal. In contrast to the dueling bandit literature, our work focuses on the setting where
we have a set of users who collaborate with each other over time. Within this framework,
we consider two variations depending on whether or not we have repetition of items over
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time. In the latter case, the set of items available as well as the best item change over time.
To the best of our knowledge, no other previous work on dueling bandit literature studies
this setting.

2.2.2

Collaborative Ranking

In collaborative ranking, given a set of pairwise comparisons for different users, the
goal is to predict each user’s preferences for different items. [60] models the observations
as coming from a BradleyTerryLuce (BTL) model with low-rank structure and proposes
an algorithm for learning the model parameters. Moreover, [65] proposes an approach in
which the model parameters are learned by directly maximizing the mean reciprocal rank
which is a metric used in information retrieval literature. Finally, [49] and [54] tackle the
problem by fitting a low-rank score matrix to the pairwise data. Unfortunately, previous
work on collaborative ranking does not address the online setting considered in the present
work.

2.2.3

Collaborative Filtering

In collaborative filtering, given a set of ratings for different users, the aim is to predict
the ratings for the unrated items for each user. The majority of the literature on collaborative filtering addresses the offline setting. In addition, the literature on active collaborative
filtering require additional prior knowledge such as user types (e.g. [32]) and item features
(e.g. [77]), which are in many scenarios unavailable in advance. In the online setting, [15]
models the online collaborative filtering by a Markov decision process, but assumes that the
numbers of user types and item types are known. [22] considers online collaborative filtering as a linear bandit problem, but does not use any collaboration beyond a pre-processing
step in which offline collaborative filtering (specifically matrix completion) is solved to
compute feature vectors for items.
Among the previous work on online collaborative filtering, this thesis is closest to
Collaborative-Greedy (CG) algorithm of [7] in using an exploration-exploitation frame12

work adopted from the bandit literature. In [7], the feedback is explicit and each item is
labelled as either likable or unlikable by the users. Let m1 and m2 indicate the number of
users and items, respectively. CG employs three types of stages: joint exploration, random
exploration, and exploitation. Joint exploration is used for clustering in the user space, and
random exploration is used for probing the item space. In CG, item preferences for each
user are represented by a vector of probabilities of whether or not each item is likable.
(t)

More precisely, the score of user u for item i at time t, designated by pui , is obtained in the
following way:

∑
(t)
pui

(t)

v∈Nu

= ∑

I{Yvi = +1}
(t)

v∈Nu I{Yvi ̸= 0}

,

(t)

where Yui = {−1, 0, +1} indicates the rating of user u for item i up to time t, and Nu
designates the set of neighbors for user u, defined via the cosine similarity measure:

Nu = {v ∈ [m1 ] : sim(Yu(t) , Yv(t) ) > τ },

where τ is the clustering threshold, set via training data. For a given user, an item is
considered likable if its probability is larger than 21 . In [7], the reward is defined as the
average accumulative number of likable items recommended to each user over time, and
guarantees are obtained for the performance of the system in terms of average reward after
a constant learning time. In a nutshell, the CG algorithm works as follows. We first select
a random subset of items denoted by σ. At any time step, the algorithm performs joint
exploration with probability of pJ = 1/tα , where an item from the set σ is given to all the
users to rate. CG performs random exploration with probability of pR = 1/mα1 , where a
random item is drawn for each user to rate. Alternatively, with a probability of 1 − pJ −
pR , the system performs exploitation where the item with highest preference probability
is recommended to each user. The parameter α is selected over the range [0, 4/7] using
training data.
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CHAPTER 3
MASKING STRATEGIES FOR PRESERVATION OF PAIRWISE
PROXIMITIES

In this chapter1 , we consider the problem of selecting an optimal mask for an image
manifold, i.e., choosing a subset of the pixels of the image that preserves the manifold’s
geometric structure present in the original data. Such masking implements a form of compressive sensing through emerging imaging sensor platforms for which the power expense
grows with the number of pixels acquired. Our goal is for the manifold learned from
masked images to resemble its full image counterpart as closely as possible. More precisely, we show that one can indeed accurately learn an image manifold without having to
consider a large majority of the image pixels. In doing so, we consider two masking methods that preserve the local and global geometric structure of the manifold, respectively. In
each case, the process of finding the optimal masking pattern can be cast as a binary integer program, which is computationally expensive but can be approximated by a fast greedy
algorithm. Numerical experiments show that the relevant manifold structure is preserved
through the data-dependent masking process, even for modest mask sizes.

3.1 Introduction
Recent advances in sensing technology have enabled a massive increase in the dimensionality of data captured from digital sensing systems. Naturally, the high dimensionality
of the data affects various stages of the digital systems, from data acquisition to processing and analysis. To meet communication, computation, and storage constraints, in many
1

This work is in collaboration with Marco F. Duarte [16–18].
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applications one seeks a low-dimensional embedding of the high-dimensional data that
shrinks the size of the data representation while retaining the information we are interested
in capturing. This problem of dimensionality reduction has attracted significant attention
in the signal processing and machine learning communities.
The traditional method for dimensionality reduction is principal component analysis
(PCA) [6, 34], which successfully captures the structure of datasets well approximated by
a linear subspace. However, in many parameter estimation problems, the data can be best
modeled by a nonlinear manifold whose geometry cannot be captured by PCA. Manifolds
are low-dimensional geometric structures that reside in a high-dimensional ambient space
despite possessing merely a few degrees of freedom. Manifold models are a good match for
datasets associated with a physical system or event governed by a few continuous-valued
parameters. Once the manifold model is formulated, any point on the manifold can be essentially represented by a low-dimensional parameter vector. Manifold learning methods
aim to obtain a suitable nonlinear embedding into a low-dimensional space that preserves
the geometric structure present in the higher-dimensional data. In general, manifold learning methods can be subdivided into two main categories: (i) techniques that attempt to
preserve global geometry of the original data in the low-dimensional representation (e.g.,
Isomap [69] as well as [13]), and (ii) techniques that attempt to preserve local geometry
of the original data in the low-dimensional representation (e.g., Locally Linear Embedding
(LLE) [62] and others [4, 24]).
For high-dimensional data, the process of data acquisition followed by a dimensionality reduction method is inherently wasteful, since we are often not interested in obtaining
the full-length representation of the data. This issue has been addressed by compressive
sensing, a technique to simultaneously acquire and reduce the dimensionality of sparse
signals in a randomized fashion [8, 23]. As an extension of compressive sensing, the use
of random projections for linear embedding of nonlinear manifold datasets has been proposed [3, 12, 27, 38, 74], where the high-dimensional data is mapped to a random subspace
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of lower (but sufficiently high) dimensionality. As a result, the pairwise distances between
data points are preserved with high probability.
Compressive sensing provides a good match to the requirements of cyber-physical systems, where power constraints are paramount. In such applications, one wishes to reduce
the size of the representation of the data to be processed, often by applying standard compression algorithms. For instance, a fundamental challenge in the design of computational
eyeglasses for gaze tracking is addressing stringent resource constraints on data acquisition
and processing that include sensing fidelity and energy budget, in order to meet lifetime and
size design targets [50]. Prior work in the area of compressive imaging has considered the
design of linear embeddings that allow for data processing directly from lower-dimensional
representation, with a particular emphasis in imaging [3,26,27,37,38]. However, while the
aforementioned embeddings may reduce the computational and communication demands,
they do not reduce the power consumption burden of data acquisition. This is because they
require all image pixels to be sensed, and so they cannot be implemented more efficiently
than standard acquisition.
A recent example of a power-efficient imaging architecture employs a sensor that can
significantly reduce the power consumption of sensing by allowing pixel-level control of
the image acquisition process [9]; the power consumption of imaging grows with the number of pixels to be acquired using the array. In order to incorporate such an architecture
into compressive imaging and enable the promised savings in power, we need to devise
new mask selection approaches governed by the same principle of preservation of relevant
image data as existing work in embedding design. Thus, it is now possible to meet stringent power and communication requirements by designing data-dependent image masking
schemes that reduce the number of pixels involved in acquisition while, like the aforementioned linear embeddings, preserving the information of interest. The selection of a
masking pattern is ideally driven by knowledge of the data model that captures the relevant
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information in the data, such as a nonlinear manifold model for images controlled by a few
degrees of freedom.
Previous work on linear dimensionality reduction for manifolds does not address the
highly constrained (masking) setting that is motivated by our application. Feature selection
methods can be applied in imaging settings directly on the image pixels to obtain masks
similar to those we desire [47, 51, 78, 79]. Nonetheless, we note that our proposed masking
approaches are designed specifically for nonlinear manifold learning, in contrast to the state
of the art in feature selection.
In this chapter, we consider the problem of designing masking patterns that preserve the
geometric structure of a high-dimensional dataset modeled as a nonlinear manifold. The
preservation of this structure through the masking is relevant to preserve the performance
of manifold learning. Note that in terms of linear embeddings, masking schemes may be
described as a restriction to embeddings where the projection directions are required to correspond to canonical vectors. We consider two types of geometric structure to be preserved:
global structure (considered by algorithms such as Isomap) and local structure (considered
by algorithms such as LLE). We test our proposed masking algorithms using Isomap and
LLE because they are the most widely known and used manifold learning methods in the
literature, each belonging to a different category of manifold learning methods, i.e., global
and local manifold learning methods [66], respectively. Additionally, for the motivating example on the eyeglasses dataset, LLE has been used in the past to obtain eye gaze location
estimates, cf. [67].
The application of our proposed scheme to compressive sensing of images proceeds
as follows. We start with a set of full-length training data, which can be collected at an
initialization stage when power resources are not constrained. We then derive a masking
pattern using the proposed algorithms at the computational platform (likely away from the
sensor), and program the sensor to acquire only the pixels contained in the mask for subsequent captures in order to reduce the power consumption under normal operation. The
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cost of data acquisition (which in terms of power consumption grows with the number of
pixels/data dimensions with the current hardware) is the main motivation for our framework, rather than the cost of computation for training or the cost of manifold learning. As
in most examples where compressive sensing is applicable, the goal here is to trade off
simple compression at the sensor (in order to reduce the cost of acquisition) by additional
computation that can be incurred outside of the sensor.
This chapter is organized as follows. We propose in Section 3.2 both optimization
problems and greedy algorithms that select a masking pattern as a subset of the dimensions
in the high-dimensional space containing the original dataset, with the general goal being to
preserve the structure of the dataset that is relevant during manifold learning. In Section 3.3,
we investigate the proposed algorithms in terms of computational complexity. In Section
4.3, we evaluate the proposed algorithms on six different and diverse image datasets for
performance comparison with competing and baseline approaches in masking and feature
selection, including articulated objects, handwritten digits, images of human subjects, and
the eye gaze tracking images which are representative of the computational eyeglasses
application. We will offer discussions and some directions for future work in Chapter 6.

3.2 Manifold Masking
In this section, we adopt the criteria used in linear and nonlinear embedding algorithms
from Chapter 2 to develop algorithms that obtain structure-preserving masking patterns for
manifold-modeled data. More precisely, we propose algorithms that attempt to preserve
the global and local structure of the manifold, respectively, while reducing the number
of dimensions (pixels) of the data points (images). To unify notation, we are seeking a
masking index set Ω = {ω1 , . . . , ωm } of cardinality m that is a subset of the dimensions
[d] := {1, 2, . . . , d} of the high-dimensional space containing the original dataset.
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3.2.1

Mask Selection with Preservation of Global Structure

Inspired by the optimization approach of NuMax and the neighborhood-preservation
notion of Isomap, we formulate a method for manifold masking that aims at minimizing
the distortion incurred by pairwise distances of neighboring data points, which are used in
the estimation of global geodesic distances.
Recall that Isomap attempts to preserve the geodesic distances rather than Euclidean
distances of data points. Since only the Euclidean distances of neighboring data points
match their geodesic counterparts (and the geodesic distance between any two points is
found as a function of the geodesic distances between the neighboring points), we are
interested in devising a masking operator that preserves the pairwise distances of each data
point with its k nearest neighbors. This gives rise to the reduced secant set
{
Sk =

}
ui − uj
: i ∈ [n], uj ∈ Nk (ui ) ⊆ S.
∥ui − uj ∥2

(3.1)

To simplify notation, we define the masking linear operator Ψ : ui 7→ {ui (j)}j∈Ω corresponding to the masking index set Ω. We also denote the column vectors ai with entries
ai (j) = s2i (j) for all j ∈ [d] and for each i ∈ [|Sk |]. Since the secants are normalized, we
∑
have dj=1 ai (j) = 1 for all i ∈ [|Sk |].
Since a masking operator cannot preserve the norm of the secants, we study the behavior of the masked secant norm under a uniform distribution for the masks Ω. Taking
expectation of the secant norms after masking over the random variable Ω yields
[
E[∥Ψsi ∥22 ] = E

∑

]
ai (j)

j∈Ω
(a)

=

∑
Ω:|Ω|=m

(b)

=

∑

Ω:|Ω|=m

(3.2)
(

P(Ω)

∑

)
ai (j)

j∈Ω

1 ∑
(d)
ai (j)
m

j∈Ω

1 ∑ ∑
= (d)
ai (j)
m

Ω:|Ω|=m j∈Ω
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( ) ∑
d
d m
= (d)
ai (j)
m d j=1
m

(c)

1

(d)

m
,
d

=

where (a) is by the definition of expectation, (b) is due to the masks being equiprobable, (c)
( d−1 ) ( d ) m
is due to the fact that each term ai (j) appears exactly m−1
= m d times in the double
summation since the number of m-subsets of the set [d] that include a particular element is
( d−1 )
, and (d) is due to the fact that the secants are normalized.
m−1
Algorithm 1 Manifold-Aware Pixel Selection for Global Structure (MAPS-Global)
Inputs: normalized squared secants matrix A, number of dimensions m
Outputs: masking index set Ω
Initialize: Ω ← {}
for i = 1 → m do
ĀΩ ← AΩ · 1|Ω|
{compute current masked secant squared norms}
i
ωi ← arg minω∈Ωc ∥Aω + ĀΩ − d 1|Sk | ∥p
{minimize aggregate difference with E[∥Ψsi ∥22 ]}
Ω ← Ω ∪ {ωi }
{add selected dimension to the masking index set}
end for
Thus, the norms of the secants si ∈ Sk are inevitably subject to a compaction factor of

√m
d

in expectation by the masking operator Ψ; this behavior bears out empirically when

random masks are used for the datasets considered in Section 4.3. As a result, we will aim
to find a masking operator Ψ such that for all si ∈ Sk we obtain ∥Ψsi ∥22 ≈ md . Note that
∑
∑
∥Ψsi ∥22 = j∈Ω s2i (j) = dj=1 s2i (j)z(j) = aTi z, where the indicator vector z is defined
by



1
z(j) =

if



0

j ∈ Ω,

(3.3)

otherwise.

In words, the vector z ∈ {0, 1}d encodes the membership of the masking index set Ω ⊆ [d].
The average and maximum distortion of the secant norms caused by the masking can be
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expressed in terms of the vector z and the squared secants matrix A := [a1 a2 . . . a|Sk | ]T
as follows:
∑

∥Ψsi ∥22 −

m
m
= Az − 1|Sk |
d
d

1

max ∥Ψsi ∥22 −

m
m
= Az − 1|Sk |
d
d

∞

si ∈Sk

si ∈Sk

,

(3.4)
,

(3.5)

respectively, where 1|Sk | denotes the |Sk |-dimensional all-ones column vector. Thus, in
order to leverage the metrics (3.4-3.5) during selection, we propose to find the optimal
masking pattern by casting the following integer program:

z ∗ = arg min
z

Az −

m
1|S |
d k

(3.6)
p

subject to 1Td z = m, z ∈ {0, 1}d ,

where p = 1 and p = ∞ correspond to optimizing the average and maximum secant norm
distortion caused by the masking, respectively.2 The equality constraint dictates that only
m dimensions are to be retained in the masking process.
The integer program (3.6) is computationally intractable even for moderate-size data
sets [53]. We note that the non-integer relaxation of (3.6) results in the trivial solution
z∗ =

m
1 .
d d

Note also that the matrix A depends on the dataset used; thus in general it does

not hold necessary properties for relaxations of integer programs to be successful (e.g.
being totally unimodular, having binary entries, etc.). We also attempted a Lagrangian
non-integer relaxation of the form

z ∗ = arg min Az −
z

m
1|S |
d k

2

p

+ λ ∥z∥1 ,

(3.7)

Note that we have also tried p = 2 numerically, but the masks obtained do not preserve the desired
manifold structure. Also, note that we tried considering a scaling factor γ as an optimization parameter in
(3.6) in place of the constant m
d , but the latter performed best.
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where again p = 1 or p = ∞. Note that since this is a non-integer relaxation, we consider
the sparsity pattern of the solution to obtain a mask. We observed that (a) the performance
is worse than that obtained by the IP, and (b) it is difficult to obtain the value of the Lagrangian multiplier needed for a particular mask size.
We propose a heuristic greedy algorithm that can find an approximate solution for (3.6)
in a drastically reduced time. The greedy approach in Algorithm 1, which we refer to
as Manifold-Aware Pixel Selection for Global structure (MAPS-Global), gives an approximate solution for the ℓp -norm minimization in (3.6). The algorithm iteratively selects
elements of the masking index set Ω as a function of the squared secants matrix A. We
initialize Ω as the empty set and denote Ωc = [d] \ Ω. At iteration i of the algorithm,
we find a new dimension that, when added to the existing dimensions in Ω, causes the
squared norm of the masked secant to match the expected value of

i
d

as closely as possible.

More precisely, at step i of the algorithm, we find the column of A indexed by ω ∈ Ωc
(which is indicated by Aω ), whose addition with the sum of previously chosen columns
∑
ĀΩ = ω∈Ω Aω has minimum distance (in ℓp -norm) to di 1|Sk | . Note that ĀΩ = Az, where
z again denotes the indicator vector for the masking index set Ω ⊆ [d]; thus, the metric
guiding the greedy selection matches the objective function of the integer program (3.6).

3.2.2

Mask Selection with Preservation of Local Structure

Next, we propose a greedy algorithm for selection of a masking pattern that attempts
to preserve the local structure of the manifold. The idea of this algorithm is to preserve
the weights wij obtained from the optimization in (2.6). Preserving these weights would in
turn maintain the embedding Y found from (2.7) through the image masking process.
The rationale behind the proposed algorithm is as follows. The weights wij for j ∈
Nk (ui ) are preserved if both the lengths of the secants involving xi (up to a scaling factor)
and the angles between these secants are preserved. Geometrically, this can be achieved if
the distances between all the points in the set Ck+1 (ui ) := Nk (ui ) ∪ {ui } are preserved up
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Algorithm 2 Manifold-Aware Pixel Selection for Local Structure (MAPS-Local)
Inputs: neighborhood clique secant array B, masking size m
Outputs: masking index set Ω
Initialize:
∑ Ω ← {}
α ← j∈[d] B(:, j, :)
{Compute matrix of squared secant norms.}
for i = ∑
1 → m do
θ ← j∈Ω B(:, j, :)
{Compute matrix of squared masked secant norms for current masking set Ω.}
for j ∈ ΩC do
β ← θ + B(:, j, :)
{Update squared masked secant norms when {j} is added to mask Ω.}
∑
⟨α(:,t),β(:,t)⟩
λ(j) ← t∈[n] ||α(:,t)||
2 ||β(:,t)||2
{Compute cosine similarity measure for updated mask.}
end for
ω ← arg maxj∈ΩC λ(j) {Find new mask element that maximizes cosine similarity.}
Ω ← Ω ∪ {ω}
{Add selected dimension to the masking index set.}
end for
to a scaling factor. For this purpose, we define the secant clique for ui as

Sk+1 (ui ) := {uj1 − uj2 : uj1 , uj2 ∈ Ck+1 (ui )};

(3.8)

our goal for the mask selection is to preserve the norms of these secants up to a scaling factor. This requirement can be captured by a normalized inner product commonly referred to
as cosine similarity measure, defined as sim(α, β) :=

⟨α,β⟩
.
∥α∥2 ∥β∥2

To implement our method,
( )
we define a 3−dimensional array B of size c × d × n, where c = k+1
denotes the number
2
of elements in each secant clique Sk+1 (ui ). The array has entries B(ℓ, j, i) = siℓ (j)2 , where
siℓ denotes the ℓth secant contained in Sk+1 (xi ). In words, every 2-D slice of B, denoted by
Bi := B(:, :, i) corresponds to the squared secants matrix for the secant clique Sk+1 (ui ),
and the ℓth row of Bi corresponds to the ℓth secant in Sk+1 (ui ).
We now define our mask metric used to preserve the local manifold structure. The
vector α = Bi z, where z is the mask indicator vector from (3.3), contains the squared
norms of the masked secants from Sk+1 (ui ) as its entries. Similarly, the vector β = Bi 1d
will contain the squared norms of the full secants in the same set. Maximizing the cosine
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similarity sim(α, β) promotes these two vectors being a scaled version of one another, i.e.,
the norms of the masked secants approximately being equal to a scaling of the full secant
norms. Note that since we are aiming for preservation of the local manifold structure, the
value of this scaling can vary over data points without incurring distortion of the manifold
structure. In order to incorporate the cosine similarity measure for all data points, we
maximize the sum of the aforementioned similarities for all data points as follows:

ẑ = arg max
z

subject to

n
∑
i=1

⟨Bi z, Bi 1d ⟩
||Bi z||2 ||Bi 1d ||2

(3.9)

1Td z = m, z ∈ {0, 1}d .

Finding an optimal solution for z from (3.9) has a combinatorial (exponential) time
complexity. An approximation can be obtained by greedily selecting the masking elements
that maximize the value of the mask metric, one at a time. The proposed algorithm, which
we call Manifold-Aware Pixel Selection for Local structure (MAPS-Local), is given in
Algorithm 2.

3.3 Computational Complexity of Masking
In this section, we compare different masking methods in terms of computational complexity. Note that in the setup that we are considering, the computational complexity of
mask selection is not as important as the performance of the chosen mask. As mentioned
in Section 3.1, this is because the selection of masks are essentially done in a training stage
where computational resources are not constrained.
The computational complexity of MAPS-Global is O(mdkn). To see this, note that
in each of the m iterations the search for ω ∈ Ωc considers at most d elements, and the
number of arithmetic operations in computing the ℓp -norm term is O(|Sk |). Thus, we have

TMAPS-Global (n, m, k, d) = O(md|Sk |) = O(mdkn),
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(3.10)

where the last equality uses the fact that |Sk | ≤ kn.
The computational complexity of MAPS-Local is O(mk 2 nd). To see this, note that the
complexity of computing each of the matrices α, θ, and β is proportional to the number of
elements of the array B involved in the summation; thus the aforementioned complexities
are O(cdn), O(cmn), and O(cn), respectively. In addition, the computation of the cosine
similarity vector λ can be done in O(cn) time. As a result, the complexity of MAPS-Local
is given by
(
(
))
TMAPS-Local (n, m, k, d) = O(cdn) + O(m) O(cmn) + O(d) O(cn) + O(cn)
= O(cdn) + O(cm2 n) + O(mcnd)
(a)

= O(mcnd)

(b)

= O(mk 2 nd),

(3.11)

where in (a) we exploit the fact that m < d and (b) is due to c = O(k 2 ).
The computational complexity of random masking (random subset selection) is O(d)
via Algorithm R [71]. The computational complexities of feature selection algorithms
SPEC [78] and SPFS [79] are O((n + d)n2 ) and O(dnm2 ), respectively. Note that we
used the SPFS-LAR version of SPFS which performs best among other SPFS versions and
does not require parameter tuning. For Sparse PCA we used the implementation given
by [40], which has the computational complexity of O((d2 + nd)t), where t is the number
of iterations required for the algorithm to converge.
Random masking is by far the fastest algorithm, but it comes at the price of its poor performance for the majority of the datasets and experimental settings. Note that the complexity for all the other algorithms includes a factor of O(nd) (as lower bound); the remaining
terms for different algorithms depend on the experimental settings, but are roughly comparable. For instance, at lower mask sizes MAPS-Global is one of the faster algorithms
along with Sparse PCA, considering that the number of iterations for the algorithm under
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consideration for SPCA is in the order of a few hundreds. Additionally, if the number
of dimensions d and/or the number of data points n are sufficiently high, the proposed
MAPS-Global has an advantage over the rest of the algorithms since the remaining factor
is a function of neither n nor d.

3.4 Numerical Experiments
In this section, we present a set of experimental results that compare the performance
of the proposed algorithms to those in the existing linear embedding and feature selection
literatures, in terms of preservation of the low-dimensional structure of several nonlinear
manifolds.3
We once again remark that the goal of the masking schemes proposed here is to reduce
the number of data dimensions (in order to reduce data acquisition costs) while preserving
the manifold structure. Thus, if we apply a manifold learning algorithm (e.g., Isomap) on
the masked data, the resulting embedding is ideally as close as possible to that obtained
from full data. In addition, having obtained the embedding of the masked images from
a manifold, we would like to evaluate how well the embedding can be extended to new
masked images — a setup known in the literature as out-of-sample extension [70]. Thus,
our comparison with standard dimensionality reduction schemes aims to show whether a
performance gap exists if manifold learning schemes are applied to the masked images
versus the original (full) images.

3.4.1

Experimental Setup and Comparison Methods

We evaluate the methods described in Section 3.2. In addition, we consider random
masking, PCoA (described in the sequel), Sparse PCA [21, 82], and two unsupervised feature selection methods, SPEC [78] and SPFS [79]. In random masking, we pick an m3

MATLAB code for generation of the results of this section is available at http://www.ecs.umass.
edu/˜mduarte/Software.html.
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subset of the d data dimensions uniformly at random. Sparse PCA (SPCA) is a variation of
PCA in which sparsity is enforced in the principal components. Note that since the support
of the principal components is not required to be the same, we focus on the support of the
first principal component so that we can translate Sparse PCA into a masking scheme. For
Sparse PCA we use the implementation given in [40]. Note also that we use the SPFSLAR version of SPFS, which is favored by the authors of SPFS, since it does not require
extra parameter tuning (other than the parameter σ of the RBF kernel function). In our
experiments, we perform a grid search over {1, 2, . . . , 10} in order to find the value of the
parameter σ that works best.
Principal coordinate analysis (PCoA) is a natural adaptation of PCA to mask design.
The main idea of PCoA is to find the m canonical basis vectors (rather than arbitrary orthogonal vectors in PCA) that span the canonical subspace which captures the highest variance
of the data through projection. Substituting ϕi with canonical basis elements ei in (2.1)
yields

ωi = arg max
i∈[d]

subject to

n
∑

(uℓ (i) − ū(i))2

ℓ=1

ωi ̸= ωj

(3.12)

∀ j < i,

and so the masking pattern Ω is found by solving (3.12) sequentially for i = 1, . . . , m.
In practice, this masking pattern can be obtained greedily by selecting the indices of the
m dimensions with the highest variances across the dataset. Note that the computational
complexity of PCoA is given by O(dn + d log(d)).
For our experiments, we use five standard manifold modeling datasets — the MNIST
dataset [44], the Heads dataset [68],4 the Faces dataset [62], the Statue dataset [55, 56,
58], and the Hands dataset [69] — as well as one custom eye-tracking dataset from a
4

This dataset is originally termed as the Faces dataset. However, in order to avoid confusion with the
Faces dataset of [62], we rename it to the Heads dataset.
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Table 3.1: Summary of experimental datasets
Dataset
Number of images n
Embedding dim. ℓ
Image dim. d
Neighborhood size for Isomap k
Neighborhood size for LLE k

Eyeglasses MNIST
929
1000
2
5
40 × 40
28 × 28
12
10
12
10

Statue Heads
Faces
Hands
960
698
1965
1000
3
3
3
4
51 × 34 32 × 32 28 × 20 64 × 64
12
10
9
8
12
7
10
10

computational eyeglass prototype as detailed in Table 3.1. For the MNIST dataset, we
focus on the subset corresponding to the handwritten digit 2’s. The Eyeglasses dataset
corresponds to captures from a prototype implementation of computational eyeglasses that
use the imaging sensor array of [9].
The algorithms listed above are tested for maskings of size m = 50, 100, 150, 200, 250,
300. For PCA,5 m provides the dimensionality of the embedding (i.e., we apply PCA
to full-length data to obtain an embedding of dimensionality m). Note that since PCA
employs all d dimensions of the original data, it has an intrinsic performance advantage
over the masking algorithms. The performance of random masking is averaged over 100
independent draws in each case.
The combinatorial nature of the integer program (3.6) renders it significantly expensive
in computation, even for the small dimensions for the data shown in Table 3.1 (not converging even after 24 hours in our experiments). In contrast, the remaining masking algorithms
each take only up to 20 seconds (for m = 300) to complete using the same computing
platform. In [16], MAPS-Global has been shown to be a good approximation of the integer
program. Hence, here we only consider MAPS-Global in our experiments.
Figure 3.1 indicates the masking patterns associated with different masking methods
for all the datasets for a mask size of m = 100 pixels; the active pixels (i.e. the pixels that
5

We excluded NuMax from consideration since its performance for linear embeddings of dimensions
between d and m (which is moderately large here) is similar to that of PCA for our datasets.
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SPCA

PCoA

SPFS

MAPS-Local MAPS-Global Random

Hands

Faces

Heads

Statue

MNIST

Eyeglasses

Full Image

Figure 3.1: Masks obtained for each dataset with masking size of m = 100 via different
masking schemes.

are preserved by the mask) are marked in white. As shown in this figure, MAPS-Global and
MAPS-Local do not select the pixels with the highest variance, in contrast to PCoA. The
pixel masks selected by the MAPS algorithms suggest that pixels with highest variations
are not necessarily more informative of the underlying manifold structure.
We note in passing that in certain LLE experiments we obtained data covariance matrices that are singular or nearly singular (often due to masking). In such cases, the covariance
matrix can be conditioned by adding a small multiple of the identity matrix [63, 64].
For each selection of masking algorithm and size, we apply the manifold learning algorithm (either Isomap or LLE) directly on the masked images. We then check the per-
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Table 3.2: Comparison of Computation times (in seconds) for different algorithms at masking size m = 50
Dataset
MAPS-Global
MAPS-Local
Random
PCoA
Sparse PCA
SPFS
SPEC

Eyeglasses MNIST
5.32
3.06
72.62
53.02
0.00027
0.00020
0.021
0.019
3.81
2.89
6.31
4.38
5.56
4.84

Statue
Heads
4.03
2.37
76.31
21.73
0.00022 0.00021
0.020
0.0081
3.49
3.68
7.31
4.09
6.81
1.33

Faces
Hands
3.65
18.24
46.53
177.10
0.00021 0.00037
0.026
0.083
1.48
29.46
4.09
19.37
14.16
17.14

formance of the manifold embedding obtained from the masked datasets to that of the
manifold embedding from the full dataset using different performance metrics.
Table 3.2 shows sample running times (in seconds) for different masking algorithms
when applied to different datasets. The results agree for the most part with what would
be expected from the provided computational complexities. As can be observed from
this table, the baseline algorithms (random masking and PCoA) are faster than other algorithms. As expected, MAPS-Local has a higher computational complexity than the other
options. The computational complexity of the remaining algorithms are comparable, with
MAPS-Global and Sparse PCA being faster than competing feature selection algorithms
(i.e., SPEC and SPFS) for most of the datasets.

3.4.2

Masking with Preservation of Global Structure

In order to evaluate the preservation of the global manifold structure, we use the following two criteria to evaluate the performance of masking or embedding methods. First, we
use residual variance as a global metric to measure how well the Euclidean distances in the
embedded space match the geodesic distances in the ambient space [69]. For each dataset,
we pick the embedding dimensionality ℓ to be the value after which the residual variance
ceases to decrease substantially with added dimensions. Note that the obtained values of
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Figure 3.2: Performance comparison in terms of residual variance for linear embeddings
(dashed lines) and masking algorithms (solid lines) with respect to original full-length data,
when Isomap is used as the manifold learning algorithm. Residual variance as a function
of m is used.

ℓ agree with the intuitive number of degrees of freedom for the Heads dataset (two rotation angles – pitch and yaw – for orientation, plus an illumination variable), the Eyeglasses
dataset (2-D gaze locations), and the Statue dataset (2-D rotation plus camera position).
Second, we use the percentage of preserved nearest neighbors [37]. More precisely, for a
given neighborhood of size k, we obtain the percentage of the k-nearest neighbors in the
full d-dimensional data that are among the k-nearest neighbors when the masked image
manifold is embedded.
In Figures 3.2 and 3.3, we display the residual variance and neighborhood preservation
results of different masking and embedding methods, respectively, when Isomap is used as
the manifold learning algorithm. More precisely, in Figure 3.2, for each given dataset, we
vary the masking size m from 50 to 300 and measure the residual variance of the manifold
learned from the masked data (or data with dimensionality reduced to m). Note that for each
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Figure 3.3: Performance comparison for linear embeddings (dashed lines) and masking
algorithms (solid lines) with respect to original full-length data, when Isomap is used as the
manifold learning algorithm. Percentage of preserved nearest neighbors for 20 neighbors
is used.
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Figure 3.4: Performance comparison of two-dimensional projections of eyeglasses (top
row) and heads dataset (bottom row) masked with m = 50 via different methods after
Isomap manifold learning.

point in the plot, a new manifold is learned from a subset of image pixels of size m. Also,
note that each mask of size m1 is a superset of all the masks of size m2 < m1 , i.e., the masks
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are incremental or nested inside one another. MAPS-Global is shown only for the choice
p = 1, as setting p = ∞ yields similar results. We observe that the performance of MAPSGlobal and MAPS-Local are significantly and consistently better than those of random
sampling, PCoA, and Sparse PCA. PCoA fails to identify the best dimensions to preserve
from the original data. This failure is particularly evident for the Heads dataset, where the
distribution of the image energy across the pixels is most uniform. SPCA has an erratic
behavior across datasets; it is performing well for some of the datasets and for moderately
large values of m, but poorly for other datasets and for lower values of m. Note that, as
expected, SPFS always outperforms SPEC, but is outperformed by our MAPS algorithms.
Additionally, we have dropped the curve related to SPEC for datasets for which SPEC
was performing poorly. The values of the parameter σ used for SPFS is [6, 2, 4, 4, 5] for
eyeglasses, MNIST, Heads, Faces, and Statue datasets, respectively. Interestingly, random
masking outperformed all the methods other than the proposed MAPS algorithms for Heads
and Faces datasets. This can be attributed to the activity being more spread out over the
pixels for the latter datasets.
For small values of m, PCA can significantly outperform the masking algorithms of
Section 3.2, which is to be expected since the former employs all d dimensions of the original data. More surprisingly, we see that for sufficiently large values of m the performance
of the MAPS algorithms approaches or matches that of PCA, even though the embedding
feasible set for masking methods is significantly reduced. The results are consistent across
the datasets used in the experiments.
As an example of both performance and savings obtained by masking, note that for
the eyeglasses dataset, the performance of the masked manifolds via the proposed MAPS
algorithms (when preserving the global manifold structure) is essentially the same as that
of full data (with d = 1600 pixels) at masking size m = 200 pixels. As a result, from [50],
we are reducing the power consumption of the camera from 30 mW to 8 mW (operating at 4
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frames per second), when sensing each eye image, thereby reducing the power consumption
of the camera significantly.
Finally, we compare the performance of different masking schemes at preserving the
2-D manifolds learned (via Isomap) from the Eyeglasses dataset, containing pictures of an
eye pointed in different directions, and the Heads dataset, in which a 3-D model of a head
is subject to rotations in pitch and yaw. As shown in Figure 3.4, the 2-D manifold learned
from images masked using MAPS-Global with m = 50 pixels resembles the 2-D manifold
learned from full images. We have also verified that when the size of the mask is increased
to m = 200, the 2-D manifold learned from the masked images is essentially visually
identical to that learned from the full data. On the other hand, the masks chosen using
random masking, SPCA, and PCoA warp the structure of the manifold learned from the
masked data, which creates shortcuts between the left and right hand sides of the manifold.

3.4.3

Masking with Preservation of Local Structure

In order to evaluate the preservation of the local manifold structure, we consider the
following embedding error. Suppose the pairs (U, Y) and (U ′ , Y ′ ) designate the ambient
and embedded set of vectors for full and masked data, respectively. Having found the
weights wi,j from the full data via (2.6), we define the embedding error for the masked data
in the following way:
e=

n
∑
i=1

yi′

−

∑
j:xj ∈Nk (xi )

2

wij yj′

.

(3.13)

2

The rationale behind this definition of the embedding error is that, ideally, the embedded
vectors yi′ obtained from masked images should provide a good linear fitting using the
neighborhood approximation weights obtained from the original (full) images. In other
words, (3.13) finds the amount of deviation of Y ′ from Y, which minimizes the value of
this score, cf. (2.7).
Since local manifold learning algorithms (such as LLE) do not preserve the global structure of the manifold, there is no guarantee for preservation of nearest neighbors beyond k in
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Figure 3.5: Performance comparison for linear embeddings (dashed lines) and masking
algorithms (solid lines) with respect to original full-length data when LLE is used as the
manifold learning algorithm. Embedding error as a function of m.

general. This was observed in our experiments by the non-monotonicity of neighborhood
preservation as a function of the masking/embedding size. Thus for LLE we do not include
plots for percentage of preserved nearest neighbors.
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Figure 3.6: Performance comparison of two-dimensional projections of eyeglasses dataset
masked with m = 100 via different methods after LLE manifold learning.

Figure 3.5 shows the embedding error plots over different datasets for the case that
LLE is used as the manifold learning algorithm. Here we can see that the MAPS-Local
algorithm outperforms all the other masking algorithms across all the datasets consistently.
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Note that for the plots of Heads and Faces datasets, we have dropped the SPCA curves due
to its poor performance and change in the scaling of the plots as a result. The values of
the parameter σ used for SPFS is [5, 4, 4, 4, 9] for eyeglasses, MNIST, Heads, Faces, and
Statue datasets, respectively.
Next, we compare the performance of different masking schemes at preserving the 2-D
manifolds learned (via LLE) from the Eyeglasses dataset. We compare the performance of
MAPS-Local in preserving the 2-D manifold from Eyeglasses dataset with that of random
masking, SPCA, and PCoA at masking size of m = 100. As can be observed from Figure
3.6, the 2-D manifold learned from images masked via MAPS-Local resembles that learned
from the full images more closely than PCoA. Note that the manifold learned from random
masking is warped and does not preserve the distances among data points faithfully. Also
note that the LLE embedding for the Heads dataset does not provide a clear visualization
of the controlled parameters.

3.4.4

Masking and Out-of-Sample Extension

Next, we consider the effect of masking on out-of-sample extension (OoSE) for manifold learning algorithms. OoSE generalizes the result of the nonlinear manifold embedding
for new data points. For LLE OoSE, we use the procedure derived in [5, 64]. For Isomap
OoSE, we use the procedure suggested in [5, 66].
The experiments in this section pursue the following general framework. First, we
apply the masks designed in the previous section on the dataset. Next, we perform OoSE in
a leave-one-out fashion on the masked dataset excluding the selected data point. Then, we
compare the embedding for the new data point to its counterpart obtained from embedding
of all the data points from full data (including the point which is left out as an “out of
sample”).
Note that for Isomap we cannot directly compare these two points [25], as embeddings
learned from different samplings of the manifold are often subject to translation, rotation,
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and scaling. These variations must be addressed via manifold alignment before the embedded datasets are compared. We find the optimal alignment of the original manifold and
the OoSE manifold via Procrustes analysis [29, 72] and apply the resulting translational,
rotational, and scaling components on the OoSE manifold. Finally, we measure the OoSE
error as the ℓ2 distance between the two manifolds for the embedded test point, averaged
across all test points.
Due to the local nature of LLE, the embedding obtained via OoSE remains unchanged
from the original for most of the data points. Hence, it is logical to only consider the
embedding error for the points that are affected by OoSE. Let ui0 indicate the out-of-sample
point, and define the set Nk′ (ui0 ) of points affected by OoSE on point ui0 as

Nk′ (ui0 ) = {ui ∈ U : ui0 ∈ Nk (ui ) or ui = ui0 },

(3.14)

i.e., the set of all the points that have ui0 as their neighbors plus ui0 itself. Denote the set
of indices for points contained in Nk′ (uio ) as I(i0 ) = {i : ui ∈ Nk′ (uio )}. We then define a
version of the metric (3.13) that accounts only for local linear fits of the affected by OoSE
as
eOoSE

n
1∑ ∑ ′
=
yi −
n i =1 i∈I
o

o

∑
j:xj ∈Nk (xi )

2

wij yj′

,

(3.15)

2

which we term as average OoSE embedding error.
Figures 3.7 and 3.8 show the performance of OoSE from masked images for Isomap
and LLE as the manifold learning algorithm, respectively. In each case, due to the high
computational complexity of the leave-one-out experiment in this setting, we only compare the performance of the respective MAPS algorithm with that of random masking. As
can be observed from the figures, for both Isomap and LLE OoSE, the respective MAPS
algorithms consistently outperform random masking for all datasets.
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Figure 3.7: Performance evaluation of Isomap OoSE for various datasets. The MAPSGlobal algorithm consistently outperforms random masking.
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Figure 3.8: Performance evaluation of LLE out-of-sample extension for various datasets.
MAPS-Local consistently outperforms random masking.
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3.4.5

Application of Masking in Eye Gaze Estimation

Finally, we consider an application of manifold models in our motivating computational
eyeglasses platform. More precisely, we focus on the Eyeglasses dataset, illustrated in
Figure 3.9, which is collected for the purpose of training an estimation algorithm for eye
gaze position in a 2-D image plane. The dataset corresponds to a collection of image
captures of an eye from a camera mounted on an eyeglass frame as the subject focuses their
gaze into a dense grid of known positions (size 31 × 30, covering a 600 × 600 pixel screen
projection) that is used as ground truth.
Most of the literature on eye gaze estimation has focused on feature-based approaches,
where explicit geometric features such as the contours and corners of the pupil, limbus
and iris, are used to extract features of the eye [31, 52]. Unfortunately, such methods
require all the pixels of the eye image and are therefore not compatible with image masking.
Alternatively, an appearance-based method that adopts the nonlinear manifold models at
the center of this work has been proposed in [67]. The idea behind this method is to find a
nonlinear manifold embedding of the original dataset U and extend it to the 2-D parameter
space samples given by the eye gaze ground truth. The proposed method employs the
weights obtained by LLE, when applied to the training image dataset together with a testing
image U ∪{ut }, and applies these weights in the parameter space to estimate the parameters
of the test point.
We evaluate the performance of different masking methods on eye gaze estimation in
a leave-one-out fashion, where each one of the eye images is used as the test data, the rest
of the images are considered as training data, and the LLE weights are computed from the
masked images. Figure 3.9 shows the average gaze estimation error e (in terms of pixels
in the projected screen) as a function of the lower dimension m for the different linear
embedding and masking algorithms, together with a baseline that employs the full-length
original data. While MAPS algorithms again outperform other masking counterparts, there
is a minor gap in performance between estimation from masked vs. full-length data. Fur-
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Figure 3.9: Left: Example images from Eyeglasses dataset. Right: Performance of eye gaze
estimation using an appearance-based method from embedded and masked images as a function of
m.

thermore, we believe that the improvement obtained by PCA vs. full-length data is due to
the high level of noise observed in the image captures obtained with the low-power imaging
architecture [9].

3.5 Connection with Feature Selection
The problem of image masking design is reminiscent of feature selection in supervised
and unsupervised learning [47, 51]. Previous work on feature selection for unsupervised
learning problems (such as manifold learning) is mostly focused on clustering [48]. Spectral feature selection (SPEC) is an unsupervised feature selection method based on spectral
graph theory [78]. In SPEC, a pairwise instance similarity metric is used in order to select
features that are most consistent with the innate structure of the data. In particular, the
radial basis function (RBF) kernel, given by exp(−

∥ui −uj ∥2
),
2σ 2

is used to measure pairwise

similarity between data points. An undirected graph is then constructed with data points
as vertices and pairwise similarities as edge weights. Following spectral graph theory, the
features are selected so as to preserve the spectrum of the resulting Laplacian matrix. Note
that the Laplacian score, proposed earlier in [35], is a special case of SPEC. Similarity
preserving feature selection (SPFS) further extends SPEC by overcoming its limitation on
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handling redundant features [79]. In other words, SPFS considers both similarity preservation and correlation among features in order to avoid choosing redundant features.
On the connection between feature selection schemes and the proposed masking algorithms, note that the application of feature selection in supervised learning problems is
driven by the goal of minimizing the estimation distortion or the regression/classification
error, respectively. Our proposed manifold learning feature selection schemes are driven
by the goal of minimizing the distortion of the embedding obtained via nonlinear manifold
learning from the selected features vs. the embedding obtained from all features. For this
purpose, we have derived data metrics that are specific to the geometric structure exploited
by the considered manifold learning algorithms. The use of such a metric in place of the actual learning algorithm links our proposed approaches to the filter class of feature selection
methods. One could derive alternative approaches to mask design by leveraging alternative
feature selection schemes (such as backward or bidirectional elimination) similarly.
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CHAPTER 4
TIME SERIES EXTENSION FOR PRESERVATION OF PAIRWISE
PROXIMITIES

This chapter1 proposes an out-of-sample extension framework for a global manifold
learning algorithm (Isomap) that uses temporal information in out-of-sample points in order
to make the embedding more robust to noise and artifacts. Given a set of noise-free training
data and its embedding, the proposed framework extends the embedding for a noisy time
series. This is achieved by adding a spatio-temporal compactness term to the optimization
objective of the embedding. To the best of our knowledge, this is the first method for outof-sample extension of manifold embeddings that leverages timing information available
for the extension set. Experimental results demonstrate that our out-of-sample extension
algorithm renders a more robust and accurate embedding of sequentially ordered image
data in the presence of various noise and artifacts when compared to other timing-aware
embeddings.

4.1 Introduction
Many dimensionality reduction methods assume that the data points are stationary and
independent. However, in many real-world applications in vision and imaging we encounter time series data. In recent years, several attempts have been made to take advantage
of temporal information of the data in order to discover the dynamics underlying the manifold. Spatio-temporal Isomap (ST-Isomap) [43] (see Section 2.1.6) empirically alters the
original weights in the graph of local neighbors to emphasize similarities among temporally
1

This work is in collaboration with Marco F. Duarte and Benjamin M. Marlin [19, 20].
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related points. Similarly, the temporal Laplacian eigenmap [45] incorporates temporal information into the Laplacian eigenmap (LE) framework. Furthermore, [46] extends the
global coordination model of [61] to a dynamic Bayesian network (DBN) by adding links
among the intrinsic coordinates to account for temporal dependency. Finally, [59] applies
a semi-supervised regression model to learn a nonlinear mapping from temporal data.
When the data to be embedded corresponds to a time series, all these temporal frameworks of dimensionality reduction generate better quality embedded spaces than the initial
approaches in the sense that the embedding indicates the dynamic of the data. However,
all of the mentioned methods are designed only for a given set of training points, with no
straightforward extension of these timing-aware embeddings for out-of-sample points.
On the other hand, many of these dimensionality reduction algorithms (and Isomap
in particular) are sensitive to noise and artifacts [1]. This is not desirable for real-world
applications since the data are usually contaminated with noise and various artifacts due to
imperfect sensors or human mistakes. This sensitivity is particularly relevant for emerging
architectures for very low power sensing, which are subject to increased presence of noise
and artifacts [50].
In this chapter, we address the problem of out-of-sample extension of nonlinear manifold embeddings for the specific case where the points to be extended correspond to a time
series. The aim is to use the sequential ordering of the data points to improve the resilience
of the embedding of out-of-sample points to various noise and artifact models. This improvement is achieved by enforcing a compactness for pairs of points within a temporal
neighborhood window. Our focus in this work is on Isomap for the sake of concreteness,
but our formulation is generic enough that it can also be applied to additional nonlinear
manifold learning algorithms that are formulated as optimization problems.
The application scenario of our proposed scheme is as follows. In a training stage for
nonlinear manifold learning, we have full control of the environment, which enables us
to capture noise-free data. We then use the captured training data to learn the underlying
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manifold. In the testing stage (which corresponds to the normal operation of the sensors),
we capture data points of lower quality, possibly contaminated with different artifacts/noise
patterns, in a sequential order (i.e., as a time series). We then extend the original nonlinear
manifold embedding to the newly acquired (noisy) samples using our proposed algorithm
while leveraging their timing information.
The rest of this chapter is organized as follows. We first review the literature on manifold learning, in particular Isomap, and its spatio-temporal, denoising, and out-of-sample
extensions in Chapter 2. In Section 4.2, we derive a framework for out-of-sample extension
of Isomap in which temporal information of the data points is taken into account. Experimental results on a real-world dataset is presented in Section 4.3. We conclude this chapter
with discussions on the proposed algorithm and future work in Chapter 6.

4.2 Manifold Extension for Time Series
In this section, we describe the formulation of a new algorithm for out-of-sample extension of Isomap nonlinear manifold embeddings that also aims to leverage temporal information in order to improve the quality of the embedding of noisy and corrupted data time
series.
Recall that the embedding of out-of-sample points is given by the matrix equation
(2.5). Alternatively, the embedding X = {x1 , x2 , . . . , xN } of out-of-sample points V =
{v1 , v2 , . . . , vN } can be expressed as the solution to the following optimization problem:

X = arg min
X

)
1 (¯ T
∆n 1N − ∆X − Y T X
2

2

,

(4.1)

F

where ∥.∥F denotes the Frobenius matrix norm, and the columns of the matrix X correspond with the embeddings in X . In our problem setup, we assume that the out-of-sample
points {v1 , v2 , . . . , vN } have been sampled at time instances {t1 , t2 , . . . , tN }, respectively.
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To characterize the spatio-temporal similarity, we first define the spatio-temporal compactness function Cω (V, τ ) of geodesic distances and temporal information for the time
series:
Cω (V, τ ) :=

N
∑
∑

d2G (vi , vj ) · ω(τij ),

(4.2)

i=1 j∈TK (vi )

where ω is a temporal weighting function and TK (vi ) is the set of K nearest temporal
neighbors to point vi in V. Note that K ̸= k from (2.4) in general, and there could be many
choices for the temporal weighting function. One such choice is the exponential decay
function ω(τij ) = exp(−α · τij ) with a decay parameter of α. This choice of the weighting
function is natural since the distance of each point to its immediate temporal neighbors is
more likely to be small and this likelihood decreases gradually as we consider subsequent
temporal neighbors.
We assume that the geodesic distances in the ambient space of each temporal neighborhood of the out-of-sample data points should be small so that the compactness term in (4.2)
is also small. We aim to incorporate this compactness in the embedding framework. This
can be achieved by leveraging the fact that the Euclidean distances in the embedding space
are matched to their geodesic counterparts in the ambient space. Therefore, we modify
the expression for the compactness by leveraging the expected relationship between the
original geodesic distances for V and the Euclidean distances of the embedded data points
X:

d2G (vi , vj ) ≈ ∥xi − xj ∥22
= Tr(Bij X T X),
where Bij is an all zeros matrix of size N × N except for four elements, Bii = Bjj = 1
and Bij = Bji = −1. The compactness term in (4.2) can then be reformulated as

Cω (X, τ ) =

N
∑
∑ (
i=1 j∈TK (vi )
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)
Tr(Bij X T X) · ωij ,

where ωij = ω(τij ).
In order to incorporate the temporal information among the sequence of out-of-sample
points, we introduce the spatio-temporal compactness constraint to the optimization as follows:

X=

arg min
X

subject to:

)
1 (¯ T
∆n 1N − ∆X − Y T X
2

2

(4.3)
F

Cω (X, τ ) < µ,

where Cω (X, τ ) is the spatio-temporal compactness among out-of-sample points and µ is
a constant. In words, we would like the spatio-temporal compactness among successive
points to be less than a constant µ in order to leverage the temporal information of data
points in deriving the embedding.
Note that we can rewrite the compactness as follows:


N
∑ ∑
ωij Bij X T X 
Cω (X, τ ) = Tr 
i=1 j∈TK (vi )

(
)
= Tr AX T X ,

(4.4)

where the matrix A is given by

A=

N
∑
∑

ωij Bij .

i=1 j∈TK (vi )

Note that we can alternatively view A as the Laplacian matrix for a weighted temporal
neighborhood graph.
¯ n 1T − ∆X ), the optimization in (4.3) becomes
Letting Q = 12 (∆
N

X=

arg min∥Q − Y T X∥2F
X
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(4.5)

subject to:

Cω (X, τ ) < µ.

We can rewrite the optimization in (4.5) using a Lagrangian relaxation (λ > 0) in the
following way:
X = arg min ∥Q − Y T X∥2F + λ · Cω (X, τ ).
X

(4.6)

Note that ∥A∥2F = Tr(AT A), where Tr(.) represents the trace operator. Hence, the first
term of the optimization in (4.6) can be written as

∥Q − Y T X∥2F = Tr((Q − Y T X)T (Q − Y T X)).

(4.7)

Plugging Cω (X, τ ) and ∥Q − Y T X∥2F from Equations (4.4) and (4.7) into the optimization in (4.6) yields
(
)
X = arg min Tr (Q − Y T X)T (Q − Y T X)
X

+ λ · Tr(AX T X)
(
)
= arg min Tr QT Q − 2QT Y T X + X T Y Y T X
X

+ λ · Tr(AX T X)
(
)
(a)
= arg min Tr −2QT Y T X + X T Y Y T X
X

+ λ · Tr(AX T X)
(
)
(
)
(
)
= arg min Tr C T X + Tr DXX T + λ · Tr AX T X ,
X

(4.8)

where in (a) the constant matrix QT Q has been dropped from the objective function. Note
(
)
that we denote C = −2Y Q and D = Y Y T . Additionally, we note that Tr X T DX =
(
)
Tr DXX T due to invariance of trace under cyclic permutations. Next, we denote the
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objective function in (4.8) by J, and take the derivative of J with respect to the embedding
matrix X as follows:
∂J
= C + (D + DT )X + λ · X(A + AT )
∂X
(b)

= C + 2DX + 2λXA,

where (b) is due to the matrices D and A being symmetric. Solving

(4.9)

∂J
∂X

= 0 for X gives

us the solution to the optimization in (4.8), where 0 is an all-zeros matrix of size N × m.
In order to solve the matrix equation

∂J
∂X

= 0, we use the Kronecker product and the

vectorized format of each term:
(
vect

∂J
∂X

)
= vect(C + 2DX + 2λXA)
= vect(C) + 2 (I ⊗ D) vect(X)
+ 2λ (AT ⊗ I) vect(X),

(4.10)

where ⊗ designates the Kronecker product operator and I is the identity matrix. Setting
(4.10) equal to zero and solving for vect(X) yields:
)−1
1(
T
vect(X) = − (I ⊗ D) + λ · (A ⊗ I)
· vect(C),
2

(4.11)

which provides the embedding obtained from the solution to (4.3). For brevity, we refer to
the proposed algorithm as manifold extension for time series (METS).
Note that Equation (4.11) involves a matrix inversion. Considering that rank(A1 ⊗
A2 ) = rank(A1 ) × rank(A2 ), analysis of the rank of the first and second term in the matrix
under inversion boils down to that of D and A, respectively. The matrix D is invertible
since the rows of Y are orthonormal. Since A is a weighted Laplacian matrix, it is of rank
N − 1 with the all-ones vector being the eigenvector corresponding to the zero eigenvalue.
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However, the sum of I ⊗ D and AT ⊗ I is full rank unless we have a pathological data
structure.
Note also that the complexity of (4.11) is O(max{nmN, (mN )ϵ }), where O((mN )ϵ ) is
the complexity of matrix inversion for an mN ×mN matrix. In comparison, the complexity
of Isomap OoSE from Equation (2.5) is O(nmN ). Hence, as long as the number of training
data points n is sufficiently large, compared to m and N , the complexity of METS matches
that of Isomap OoSE. Note that the above-mentioned computational complexities do not
include the computation of the geodesic distances.

4.3 Numerical Experiments
4.3.1

Out-of-Sample Extension of Time Series

In this section we investigate the robustness of the proposed algorithm to different types
of artifacts. We start from a dataset of original images that we treat as “clean” images, and
we synthesize noisy images by adding several types of noise and artifacts to them. We
consider three types of noise and artifacts: salt-and-pepper noise, Gaussian noise imposed
on the pixel intensities, and motion blurring as caused by camera movements. Algorithms
that are resilient to different noise/artifact types are highly desirable in practice as inferring noise types is often challenging. For our experiments, we consider two datasets: the
eyeglasses dataset [50] and the Statue dataset [57].
The eyeglasses dataset is a custom eye-tracking dataset of 111×112-pixel captures from
a computational eyeglasses prototype. The prototype features low-power cameras mounted
on a pair of eyeglasses that are trained on the user’s eyes, with the goal of tracking the gaze
location of the user over time. The dataset contains n + N = 900 + 100 images and the
dimensionality of the learned manifold is m = 2. A uniform sequential ordering exists
among the N out-of-sample points. A subset of consecutive out-of-sample points is shown
in Figure 4.1a. Example noisy images with the four types of artifacts under study are also
depicted in Figure 4.2.
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(a)

(b)

Figure 4.1: Sample images used for out-of-sample extension. (a) Eyeglasses dataset; every second image in a sequence of 18 successive data points, (b) Statue dataset; 9 successive data points
corresponding to successive rotations in an elevation level of the camera.

Figure 4.2: Sample noisy images from the eyeglasses dataset. From left to right: noise-free, saltand-pepper noise with p = 0.2, Gaussian noise with σ = 0.1, and motion blur with length of 20
pixels and angle of 45 degrees.

The Statue dataset consists of 944 images of a rigid object on a turntable platform
captured from a camera on an elevating arm. The images are captured every 6 degrees of
rotation from 6 to 354 degrees and every 6 degrees of elevation from 0 to 90 degrees. Each
image is cropped and resized to 128 × 128. In our experiments, we use half of the images
at one of the elevation levels as out-of-sample points (i.e., N = 29 successive rotations in
that elevation level form the out-of-sample points) and use the remaining points (n = 915)
as training data. Note that this situation represents a practical scenario since we are testing
over a missing slice of the manifold corresponding to the rotations in an elevation level of
the camera. Sample images from the Statue dataset are shown in Figure 4.1b.
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The experiments in this section pursue the following general framework. First, we
obtain the Isomap embedding for n training points. Next, we obtain the OoSE of both
clean and noisy N out-of-sample points. The OoSE of clean points is considered as a
reference for performance measure, and we would like the embedding of the noisy version
of the out-of-sample points to be as close to that of the clean data as possible. We set
k = 20 in all the experiments for both the eyeglasses and Statue datasets. For each value
of the noise parameter, we generate 6 instances of noise. We use the first instance of noise
to find the best-performing value of the parameter λ by a grid search. The selected value
of λ (which is different in general for different noise parameters) is used to measure the
performance of the proposed algorithm on the remaining instances of noise. Finally, we
average the error over the latter instances.
Note that for Isomap we cannot directly compare the two sets of out-of-sample points
[25], as the embeddings learned from different samplings of the manifold are often subject to translation, rotation, and scaling. These variations must be addressed via manifold
alignment before the embedded points are compared. We find the optimal alignment of the
clean and noisy embeddings via Procrustes analysis [29, 72] and apply the resulting translational, rotational, and scaling components on the OoSE points. Finally, we measure the
OoSE error E as the average ℓ2 distance between matching points in the two embeddings,
i.e., out-of-sample extension of aligned clean and denoised testing data:
N
1 ∑
E =
∥zi − wi ∥2 ,
N i=1

where Z = {z1 , z2 , . . . , zN } is the out-of-sample extension of clean data via Isomap OoSE,
and W = {w1 , w2 , . . . , wN } is the OoSE from noisy data for the algorithm under test after
alignment with Z.
We compare the performance of the proposed algorithm against an adaptation of Isomap
out-of-sample extension to ST-Isomap. We note that we compared the results of the proposed algorithm with those of ST-Isomap since it can be extended to out-of-samples in a
51

similar fashion to Isomap OoSE. To obtain the out-of-sample extension of ST-Isomap, we
find the distances of the out-of-sample points with training points via the neighborhood
graph of the ST-Isomap algorithm, and then use (2.5) to find the embedding for the out-ofsample points. Note that since Isomap and ST-Isomap use different neighborhood graphs
regardless of the parameter values of the ST-Isomap, the embedding of clean data via STIsomap differs from that of Isomap. Hence, we cannot directly compare the two embedding
spaces. Thus we first align the two OoSE embedding spaces, and then evaluate the error
between the aligned embedding obtained via ST-Isomap on clean and noisy data. We set
the value of the parameter cAT N = 1 as experimentally this selection produces the minimum error. We then perform a grid search over the window size ϵ and parameter cCT N , in
a similar manner to the evaluation of the parameter of the proposed algorithm, i.e., using 6
instances of noise. Note that we are giving an advantage to ST-Isomap out-of-sample extension over our proposed method by supplying temporal information about both training
and out-of-sample points to the algorithm.
As mentioned in Chapter 2, the algorithms on manifold denoising fail to address the
out-of-sample extension problem. In addition, none of the mentioned algorithms take advantage of temporal information among the images. In order to make a fair comparison with
manifold denoising algorithms (as baselines), we apply manifold denoising algorithms on
the collection of both training and out-of-sample points, and compare the embedding for
the denoised version of out-of-sample points with that of the clean data. Since the manifold denoising algorithms take advantage of the neighboring points to obtain the denoised
version of each point, the inclusion of clean points during denoising improves the quality
of denoising for the (noisy) out-of-sample points.
We consider MBMS (see Section 2.1.8), which is one of the most recent algorithms
for denoising of manifolds. We also considered LLD (see Section 2.1.8), an alternative
manifold denoising algorithm, but in our experiments it turned out to be less resilient to
noise. Specifically, for the range of noise levels that we consider in our experiments, LLD
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failed to perform well and the embedding of the resulting denoised points was comparable
to that of the noisy points. This can be associated with the neighborhood selection mechanism employed in LLD where, for each point, the set of points that include that point in
their neighborhood is considered during denoising. Since at higher noise levels the majority of neighborhoods for clean points is composed of other clean points, the noisy points
mostly belong to the neighborhoods of noisy points. Hence, the denoised version of the
noisy point is not an improvement over the noisy point. In contrast, the MBMS algorithm
denoises each point by considering its neighboring points, i.e., MBMS considers neighbors
in the opposite direction to that of LLD. It turns out that the neighborhood of a noisy point
includes a majority of clean points and a minority of noisy points. Hence, the denoised
version of that point is a major improvement over the counterpart noisy version. As such,
we do not consider LLD and only include MBMS in our experimental results.
For MBMS, we set the value of the parameters L = 1 or L = 2 (whichever provides
the best performance) and the number of iterations to 3, as suggested by the authors; our
experiments also confirms that this setting produces the best result. In order to choose
the value of the parameter σ, we perform a grid search over the interval [1, 20] on the
first instance of noise, evaluate the algorithm with the chosen value of σ on the remaining
instances, and report the average error.

4.3.1.1

Salt-and-Pepper Noise

We consider salt-and-pepper noise where the intensity of each pixel is randomly flipped
with a probability of p to either zero or one, with both having equal probability p2 . We vary
p from 0.2 to 0.6 with a step size of 0.1. For the eyeglasses dataset, the selected values
for the parameter λ are [0.02, 0.14, 0.2, 0.53, 9.0] × 105 , respectively. Figure 4.4a compares
the performance of the proposed algorithm at different noise levels against that of Isomap
OoSE, ST-Isomap OoSE, and MBMS, for the eyeglasses dataset. As can be observed from
this figure, the average ℓ2 -norm error of the proposed algorithm is lower than those of
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Figure 4.3: Evaluation of METS at different values for the parameters K and α.

Isomap OoSE and ST-Isomap OoSE. The error bars indicate the variability over the five
noisy instances of the out-of-sample points via the standard error of the mean (SEM). Note
that SEM is computed as

√s ,
5

where s is the sample standard deviation. We can observe

from the plots that the variability of all the algorithms, specifically METS, is quite small for
both salt-and-pepper and Gaussian noises. We see a higher variability for the motion blur
artifact experiments, which is to be expected since the latter artifact model is not zero-mean
and has a higher variation over the pixels (due to rotations).
Recall that METS incorporates two parameters: neighborhood size K of the temporal
graph and decay parameter α of the time weighting function. Figure 4.3 demonstrates
the performance of METS at different values of the parameters K and α for a time series
contaminated by an instance of salt and pepper noise with p = 0.4. As we can see from
this figure, METS achieves its best performance over a large range of the parameters K
and α. Intuitively, either K or α can be leveraged to set the level of dependence among the
temporal neighbors in the embedding space. Experimentally, the observed pattern turned
out to be similar at different noise levels; hence the values of the optimal parameters K and
α are fairly robust to noise level and are merely data dependent.
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As a rule of thumb, we may follow one of the following procedures in selection of the
parameters K and α: (i) pick a large value for the parameter K (it can be set to N , in
which case we essentially drop the parameter K from the algorithm) and tune the value
of the parameter α, or (ii) set α to a small value (it can be set to zero, in which case we
essentially drop the parameter α from the algorithm) and tune the value of the parameter
K. The equivalence of the two procedures can be explained as follows. Assume that K1
is the optimal neighborhood size in the procedure (i), which indicates the optimal number
of temporal neighbors to be incorporated in the embedding. Intuitively, the excess of the
temporal neighbors K2 > K1 in procedure (ii) can be compensated by increasing the decay
parameter α so that the impact of the extra neighbors is mostly ignored in the embedding.
Throughout the experiments we follow the second procedure. For the eyeglasses dataset,
we set K = 10 and α = 0 (alternatively, we can set K = 20 and α = 0.3 and virtually
achieve the same result). In the experiments for the Statue dataset, we set K = 2 and
α = 0.
For the Statue dataset, the selected values of the parameter λ for METS are [0.5, 1.5, 3,
9.5, 12] × 106 at different noise levels. Figure 4.4b compares the performance of METS
at different noise levels against that of Isomap OoSE, ST-Isomap OoSE, and MBMS, for
the Statue dataset. As we can see from this figure, MBMS only improves the performance
marginally over the plain Isomap OoSE. Moreover, ST-Isomap generally does not perform
well for the Statue dataset.

4.3.1.2

Gaussian Noise

We consider Gaussian noise with zero mean and variance of σ, where we vary σ from
0.1 to 0.5 with the step size of 0.1. When using the eyeglasses dataset, the selected values
for the parameter λ are [0.25, 1.25, 1.75, 2.0, 4.5] × 104 , respectively. Figure 4.4c compares the performance of the proposed algorithm at different Gaussian noise variance levels
against that of Isomap OoSE, ST-Isomap OoSE, and MBMS.
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Figure 4.4: Performance evaluation for out-of-sample extension of the data points with salt and
pepper noise (first row), Gaussian noise (second row), and motion blur artifact (third row) for eyeglasses dataset (first column), and Statue dataset (second column).

Figure 4.5a depicts the Isomap trajectory for the clean out-of-sample points. Its noisy
counterpart with the addition of an instance of Gaussian noise with p = 0.2 is shown in
Figure 4.5b. In each plot, sequentially adjacent points are connected by a blue line and
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temporal order is color coded from blue to red. We obtained the out-of-sample extension
of the noisy data by the proposed algorithm with three settings of the parameter λ; λ =
0.5 × 104 , 1.25 × 104 , and 10 × 104 as depicted in Figures 4.5d, 4.5e, and 4.5f, respectively.
Among the mentioned values of the parameter λ, λ = 1.25 × 104 produces the minimum
ℓ2 -norm error in the recovered trajectory when compared to Isomap trajectory for the clean
out-of-sample points. This can be verified by the similarity of the trajectory shown in Figure
4.5e to that of Figure 4.5a. As can be observed from the figure, a smaller λ overfits the
noisy trajectory and retains the noise in the embedding, whereas a larger one oversmooths
the trajectory. Increasing the value of the parameter λ eventually converts the embedding’s
trajectory to an almost-straight curve. This is to be expected since eventually the spatial
information will be neglected and the embedding will retain only the temporal information
of the time series. Note that setting λ = 0 in the proposed algorithm, converts it into the
plain Isomap OoSE and returns the noisy trajectory, i.e., Figure 4.5b.
Figure 4.5c shows the denoised trajectory obtained via MBMS. Figure 4.6 demonstrates
the aligned ST-Isomap OoSE trajectory on clean and noisy data. We note that for the
other types of noise considered in the sequel, the embeddings obtained from the different
algorithms we test are reminiscent of those shown in Figure 4.5 and 4.6, and thus we do
not include them in this work.
For the Statue dataset, the selected values of the parameter λ are [0.1, 1.3, 2.3, 4.4, 7] ×
106 at different noise levels. Figure 4.4d demonstrates the performance of different algorithms at different noise levels, which is similar to those for the salt and pepper noise for
the same dataset.

4.3.1.3

Motion Blur

We use a linear motion model to simulate the motion blur artifact. The artifact is applied
via convolution by a filter that approximates the linear motion of a camera by η pixels, with
an angle of θ degrees in a counterclockwise direction. We consider a uniform distribution
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.5: Effect of the value of the parameter λ on the embedding of out-of-sample points for
the eyeglasses dataset. (a) Isomap OoSE trajectory for clean data, (b) Isomap OoSE trajectory for
noisy data with Gaussian noise with σ = 0.2, (c) OoSE trajectory of data denoised via MBMS,
OoSE of noisy data via METS for (d) λ = 0.5 × 105 ; (e) λ = 1.25 × 105 , and (f ) λ = 10 × 105 ,
respectively.

for θ (in degrees) over the interval [0, 360] and a Gamma distribution for η (with PDF of
p(x) =

1
xα−1
Γ(α)β α

exp( −x
), where Γ(.) denotes the Gamma function). We set the shape
β

58

(a)

(b)

Figure 4.6: ST-Isomap OoSE trajectory of the eyeglasses dataset for (a) clean and (b) noisy data
with Gaussian noise with σ = 0.2.

parameter of the Gamma PDF α = 1 and vary the scale parameter β from 10 to 50 by step
size of 10 in order to produce different strengths of motion blur. The selected values for
the parameter λ are [0.2, 1.0, 1.3, 1.6, 2.4] × 104 , respectively. Figure 4.4e compares the
performance of the proposed algorithm on the eyeglasses dataset at different values of the
scale parameter β against that of Isomap OoSE, ST-Isomap OoSE, and MBMS.
For the Statue dataset, the following values of the parameter λ are selected when we
vary β from 10 to 50, respectively: [0.3, 9, 11, 15, 100] × 106 . Figure 4.4f compares the
performance of different algorithms on the Statue dataset contaminated by the motion blur
artifact. From the figure, ST-Isomap outperforms Isomap OoSE and MBMS at noise levels
above β = 20. As for other artifacts, METS outperforms Isomap OoSE, MBMS, and
ST-Isomap.

4.3.2

Application in Eye Gaze Estimation

Finally, we consider an application of manifold models in our motivating computational
eyeglasses platform. More precisely, we focus on the Eyeglasses dataset, illustrated in
Figure 4.1a, which is collected for the purpose of training an estimation algorithm for eye
gaze position in a 2-D image plane. The dataset corresponds to a collection of image
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Figure 4.7: Eye gaze estimation result for noisy time series contaminated with (left) Gaussian
noise and (right) motion blur artifact.

captures of an eye from a camera mounted on an eyeglass frame as the subject focuses their
gaze into a dense grid of known positions (size 111 × 112, covering a 36 degrees of arc)
that is used as ground truth.
Two primary approaches has been used in the literature for eye gaze estimation. In
feature-based approaches, geometric features such as contours and corners of the pupil,
limbus and iris, are used to extract features of the eye [31, 52]. The drawback of this approach is that it works best with Near-Infrared (NIR) illumination sources, which, through
their positioning relative to the camera, can make the pupil appear brighter or darker,
thereby making it easier to detect the boundary [14]. When using visible light, featurebased techniques are harder to use since the boundary of the pupil is harder to detect.
Alternatively, appearance-based tracking algorithms attempt to predict the gaze location directly from the pixels of the eye image without an intermediate geometric representation of the pupil. Two prominent appearance-based methods used in the gaze tracking
literature are multi-layer Perceptron (MLP) [2, 50] and manifold embeddings [67].
The idea behind the manifold-based method is to find a nonlinear manifold embedding
of the original dataset U and extend it to the 2-D parameter space samples given by the
eye gaze ground truth. The proposed method employs the weights obtained by LLE, when
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applied to the training image dataset together with a testing image U ∪ {ut }, and applies
these weights in the parameter space to estimate the parameters of the test point.
We evaluate the performance of METS on eye gaze estimation for a time series contaminated by Gaussian and motion blur artifacts. We compare the performance of METS
against that of MLP. Note that for each point in the time series the LLE weights used in the
manifold-based eye gaze estimation are set in terms of the training data points.
In a similar fashion to the previous section, we generate 6 instances of the noisy time
series. The first instance is used to determine the values of the parameter λ via a grid search;
we then apply the selected values of the parameter lambda for the remaining instances of the
noisy time series and average the performance over those instances. The same procedure
is used to set the number of hidden units of the MLP. Note that for the MLP model we
follow the procedure used in [50], though we remove the penalty factor that enforces image
masking (i.e., selecting a subset of the pixels from the eye images) by setting the value
of the regularization parameter to zero. Experimentally, we observed that removing this
restriction improves the performance of the MLP model in eye gaze estimation.
Figure 4.7 shows the average eye gaze estimation error e (in terms of degrees of arc)
as a function of the noise parameter for time series contaminated with Gaussian noise and
motion blur artifact. As can be observed from the plots, the MLP model outperforms
the manifold-based approach in the noise-free case. More specifically, the MLP model
estimates the eye gaze estimation within 0.46 degrees of the true values on average, whereas
the manifold-based approach incurs an error of 1.69 degrees. In the case of the Gaussian
noise, the two methods perform comparable to each other, with METS outperforming the
MLP model as we increase the noise level. However, in the case of the motion blur artifact,
METS quickly outperforms the MLP model by a large margin as we add noise to the time
series.
The poor performance of the MLP model for the motion blur artifact can be associated
with its systematic impact that does not average out in hidden units. On the contrary, the
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time series contaminated by the Gaussian noise is zero-mean and locally averages out in
hidden units. In other words, each hidden unit is activated by a weighted combination of
all the pixels of an input image. The value of this combination for the random perturbation
incurred by the Gaussian noise cancels out in expectation. While the MLP model performs
poorly for some artifact models, our proposed algorithm shows more resilience to a wider
class of noise models and outperforms the MLP model by a large margin for systematic
artifact models such as the motion blur artifact.
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CHAPTER 5
ONLINE COLLABORATIVE FILTERING FROM PAIRWISE
COMPARISONS

In this chapter1 , we consider online collaborative filtering with implicit feedback through
pairwise comparisons. In the proposed framework, at each time step, the user is presented
a pair of items to either compare or consume. In order to model this framework, we study
a new formulation of the dueling bandit problem in which we have collaboration among
users via clustering in the user space. We consider two variations of this framework depending on whether or not we have repetitions over time in the items recommended to each
user. The goal is to minimize the regret function, which is the strong regret used in the
dueling bandit literature. We obtain an upper-bound for the regret function in the finite
horizon setting, where we evaluate the performance of the proposed algorithm on a synthetic dataset. Simulation results on MovieLens dataset for online collaborative filtering
with no repetition of items indicate the superior performance of the proposed algorithm
over a state-of-the-art system.

5.1 Introduction
While there have been significant theoretical advances in the understanding of collaborative filtering in the online setting (where items are recommended to users over time),
the feedback provided to the system is usually in terms of explicit observations, such as
a numerical score. However, in many applications such explicit observations may be unavailable or arbitrary. Instead, implicit feedback given as a pairwise preference may be
1

This work is in collaboration with Sahand Negahban.
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more reliable. Examples include the click on a particular link in a web-search ranking, or
watching a particular movie among a set of recommendations.
To address this problem, in this work we consider a collaborative filtering setup which
employs pairwise comparisons as (implicit) feedback mechanism and returns a top-2 list at
each step. In order to model the proposed collaborative filtering framework, we consider
an adaptation of the dueling bandit problem. The dueling bandit problem is a variant of the
multi-armed bandit problem, where the user receives feedback in terms of which of a pair
of arms is preferred over the other.
In this work, we incorporate collaboration among the users by assuming clustering
in the user space, whereas the dueling bandit problem assumes a single-user setting. In
addition, we consider two variations of this problem depending on whether or not we have
repetitions over time in recommendations. The former setting is the same as in the dueling
bandit literature, where once the best arm is found, the user keeps selecting the same arm
in all the stages. This behavior might not be suitable in certain applications. For instance,
in a movie recommendation system, once the user watches a movie, there is no point in
recommending the same movie to that user again. As such, in the latter setting once an item
is recommended to a user, the system cannot recommend that item to the same user again.
We obtain an upper-bound for the regret function in the former setting, and investigate the
performance of both settings via numerical experiments on both synthetic and real datasets.

5.2 Model and Learning Problem
We consider a collaborative filtering problem with m1 users and m2 items. At each step
of the algorithm, the user is presented with a pair of items to either compare or consume.
In the former case, the result of the comparison ℓ of the pair (i, j) is obtained as a label yℓ ,
where yℓ = 1 if the user prefers item i over item j, and yℓ = −1 otherwise.
We assume that the pairwise comparisons follow a BTL model, the underlying parameters of which are encoded in the utility matrix Θ ∈ Rm1 ×m2 such that θiu is the score of
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user u for item i. From the BTL model, user u prefers item i over item j (i.e., i ≻ j) with
the probability
P(yℓ = 1) =

1
wi
=
,
u
u
1 + exp(θj − θi )
wi + wj

(5.1)

where yℓ = 1 if i ≻ j and yℓ = −1 if i ≺ j. For simplicity, we drop the superscript
u from the utility notation when the user is known from context. For a given user u,
we have wi = exp(θiu ) and w = [w1 , w2 , . . . , wm2 ]. We designate the time index by
t ∈ {1, 2, . . . , T }, and users by u ∈ [m1 ] = {1, 2, . . . , m1 }.
Throughout this work, we pursue the strong regret function used in the dueling bandit
literature [75]. Let ϵ(b1 , b2 ) = P(b1 ≻ b2 ) − 1/2. The regret after T stages for user u is
given by
RT =

T (
∑

)
(t)
(t)
ϵ(b∗ , b1 ) + ϵ(b∗ , b2 )

(5.2)

t=1

where

(t) (t)
(b1 , b2 )

is the pair of items recommended at stage t (either exploration or exploita-

tion stage), and b∗ is the best item.

5.3 Online Collaborative Filtering Algorithm
In this section we introduce the proposed collaborative filtering algorithm, which we
refer to as Collaborative Dueling Bandit (CDB). The users express their evaluation of items
in terms of pairwise comparisons (via joint and random exploration stages), and the system
recommends a top-2 list (via exploitation stage).
We pick a subset of pairwise comparisons uniformly at random to be used for joint
exploration, which is the same for all the users. In each random exploration step, we pick
a subset of pairwise comparisons uniformly at random, which is possibly different for each
user. For each pairwise comparison, a label of either +1 or −1 is provided. A label of +1
for the pair (i, j) means i ≻ j, whereas a label of −1 for the same pair means i ≺ j.
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Next, from the labels from pairwise comparisons seen so far, we form a vector of −1s
and 1s for each user. Using this vector, we can compute the cosine similarity between a
user u and other users in order to obtain the set of neighbors Nu :
Nu = {v ∈ [m1 ] : sim(Yu , Yv ) ≥ τ },

(5.3)

where τ is a constant, Yu indicates the vector of labels for user u, and sim(Yu , Yv ) designates
the cosine similarity of Yu and Yv , i.e.:

sim(Yu , Yv ) =

⟨Yu , Yv ⟩
.
∥Yu ∥2 ∥Yv ∥2

(5.4)

At each stage of the algorithm, once the neighborhood set Nu is formed, we augment
the set of pairwise comparisons of user u with those of its neighbors. Then we use all the
pairwise comparisons in order to find a maximum likelihood estimate for the BTL parameters of user u. The likelihood function for the augmented set of pairwise comparisons for
each user u is given by [41]

L(Θ) =

∑

(

)
ωij log(θi ) − ωij log(θi + θj ) ,

(5.5)

1≤j̸=i≤m2

where ωij is the number of times i ≻ j. The maximum likelihood estimate Θ = arg maxΘ L(Θ)
can be obtained via stochastic gradient descent.
In each exploitation step, the system returns a set of 2 items (a top-2 list). This top-2
list is obtained from the MLE estimates of the parameters Θ for each user, where we return
the items with the largest θi values.

5.4 Regret Bound
In this section, we find an upper-bound for the regret in the finite horizon setting with
repetition of items, where the overall number of steps is T . Throughout this section, we
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assume that we have k clusters in the user space, and that users in the same cluster have the
same BTL parameters.
We first perform sufficiently large number of joint exploration steps (denoted by n),
which guarantees zero clustering error with high probability. Then, we perform n1 steps of
random exploration, followed by n2 = T − n − n1 exploitation steps. Finally, we obtain
estimates for the number of steps in each stage, in order to minimize the regret function
according to the derived regret bound.
Theorem 1 Given a sufficiently large number of joint exploration steps n, we have no
clustering errors with probability of at least 1 −

√1 .
m1

Proof: Let Xi ∈ Rn designate the vector of labels (outcomes for pairwise comparisons)
after n joint exploration steps for user i ∈ [m1 ]. We indicate the ℓ-th element of this vector
∑
with Xi (ℓ). Note that for any two users i and j, we have E[XiT Xj ] = ℓ E[Xi (ℓ)Xj (ℓ)].
Since pairwise comparisons are random and i.i.d., by symmetry, we have E[Xi (ℓ)Xj (ℓ)] =
E[Xi (1)Xj (1)].
If j ∈ Ni ,
E[Xi (1)Xj (1)] =

1 ∑
i
(2Pab
− 1)2 ,
2
m2
(a,b)

i
where Pab
= P(a ≻ b) for user i. If j ∈
/ Ni ,

E[Xi (1)Xj (1)] =

1 ∑
j
i
(2Pab
− 1)(2Pab
− 1).
m22
(a,b)

Now, we assume that ∀i ∈ [m1 ], j ∈ Ni , and k ∈
/ Ni

E[Xi (1)Xk (1)] ≤ µ < α ≤ E[Xi (1)Xj (1)].
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Applying Hoefding’s inequality2 ∀j ∈ Ni , we have

P(XiT Xj − nα < −t) ≤ P(XiT Xj − E[XiT Xj ] < −t)
2

t
).
≤ exp(− 2n

Similarly, for ∀j ∈
/ Ni , we have

P(XiT Xj − nµ > s) ≤ P(XiT Xj − E[XiT Xj ] > s)
2

s
≤ exp(− 2n
).

√
√
3n log(m1 ) and if nα − 3n log(m1 ) > nµ + 3n log(m1 ), or
√
1)
, then we have zero clustering errors. Since α > µ by
equivalently if α > µ + 12 log(m
n
If we set s = t =

√

assumption, this will happen for sufficiently large n.
For a given user i and user j ∈ Ni , let Ej be the event that XiT Xj − nα < −t. Also,
let E be the event that there is a neighboring user with XiT Xj − nα < −t. Assuming that
there are M neighboring users, we have
M
M
(∪
) ∑
t2
P(E) = P
Ej ≤
P(Ej ) ≤ M ∗ exp(− 2n
).
j=1

(5.6)

j=1

Similarly, for user k ∈
/ Ni , let Fk be the event that XiT Xk − nµ > s. Also, let F be the
event that there is a non-neighboring user with XiT Xk − nµ > s. Assuming that we have
L non-neighboring users,

P(F ) = P

L
(∪
k=1

)

Fk ≤

L
∑

2

s
).
P(Fk ) ≤ L ∗ exp(− 2n

(5.7)

k=1

From Hoefding’s inequality, for random variables Z1 , Z2 , . . . , Zn , Zℓ ∈ [aℓ , bℓ ], we have P(Z̄ − E[Z̄] <
2
−t) ≤ exp(− ∑n 2t
2 ), where Z̄ = Z1 + Z2 + · · · + Zn . By substituting Zℓ = Xi (ℓ)Xj (ℓ) and since
ℓ=1 (bℓ −aℓ )
Zℓ ∈ [−1, 1], we obtain the desired inequality.
2
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The probability of a clustering error can be obtained as union of the events E and F , i.e.
P(clustering error) = P(E ∪ F ). For P(E ∪ F ) we have

P(E ∪ F ) ≤ P(E) + P(F )
2

2

t
s
≤ M ∗ exp(− 2n
) + L ∗ exp(− 2n
).

Plugging t = s =
upper-bound of

(5.8)

√
3n log(m1 ) into (5.8) and substituting L + M with m1 , we obtain the

√1
m1

for the probability of having a clustering error.

Example 1 Consider the case that user’s utilities are deterministic and from the set {−1, 1}
given user types. Each user is assigned to one of the user types at random.

α =

1 ∑
i
(2Pab
− 1)2
m22
(a,b)

1 ∑
=
0.762 ∗ I(θa = 1, θb = −1) + (−.76)2 ∗ (I(θa = −1, θb = 1))
2
m2
(a,b)

=

1
∗ 2 ∗ (0.76)2 ∗ |S+ | ∗ |S− |,
m22

where S+ = {a|θai = 1} and S− = {a|θai = −1}. Note that Pi (1 ≻ 1) = Pi (−1 ≻ −1) =
1
1+exp(0)

= 0.5, Pi (1 ≻ −1) =

1
1+exp(−2)

= 0.88, and Pi (−1 ≻ 1) =

1
1+exp(2)

= 0.12. Also,

2(0.88) − 1 = 0.76, 2(0.12) − 1 = −0.76, and 2(0.5) − 1 = 0.

µ =

1 ∑
j
i
(2 ∗ Pab
− 1) ∗ (2 ∗ Pab
− 1)
2
m2
(a,b)

1 ∑
=
((0.76) ∗ I(θai = 1, θbi = −1) + (−.76) ∗ (I(θai = −1, θbi = 1)))
m22
(a,b)

∗ ((0.76) ∗ I(θaj = 1, θbj = −1) + (−.76) ∗ (I(θaj = −1, θbj = 1)))

69

=

1
∗ [2(0.76)2 ∗ |S+ | ∗ |S− | − 2(0.76)2 ∗ |S+− | ∗ |S−+ |],
m22

where S+ = {a|θai = θaj = +1}, S− = {a|θai = θaj = −1}, S+− = {a|θai = 1, θaj = −1},
and S−+ = {a|θai = −1, θaj = 1}.
Example 2 Continuing with the previous example, now suppose that for each user type
BTL parameters are m2 independent Rademacher random variables. For any pairwise
comparison ℓ produced from this model, one can easily show that Xi (ℓ) is a Rademacher
random variable. For users i ∈ [m1 ] and j ∈
/ Ni , since Xi (ℓ) and Xj (ℓ) are independent
Rademacher random variables, we have µ = E[Xi (ℓ)Xj (ℓ)] = E[Xi (ℓ)]E[Xj (ℓ)] = 0. For
users i ∈ [m1 ] and j ∈ Ni , we have
α =

1 ∑
i
(2Pab
− 1)2
m22
(a,b)

1
=
((0.76)2 + (−0.76)2 )
4
= 0.28,

For data produced according to this model, in order for the zero clustering condition to
√
√
12 log(m1 )
1)
hold, we should have α > µ +
or 0.28 > 12 log(m
.
n
n
Now, given that we have zero clustering error according to Theorem 1, we derive an
upper-bound for the regret function for the proposed algorithm. In what follows, we designate the total regret until horizon T with RT , and the regret for one step of random exploration and exploitation with R1 and R2 , respectively.
Theorem 2 The total regret for a problem with horizon T = n + n1 + n2 is upper-bounded
by
(
RT ≤ (n + n1 )

b−1
b+1

√

)
+ n2

where k1 is the number of users in each cluster.
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(m2 + 1) log(m2 )
,
2n1 k1

Proof: Since the random comparison graph follows an Erdos-Renyi model, from Theorem 4 of [11] (also see Theorem 1 of [42]), the ℓ∞ error bound on estimated BTL parameters
is given by
∥ŵ − w∥∞
≤
∥w∥∞

√
log(m2 )
,
m2 pL

(5.9)

where p is the observation probability of each pairwise comparison (or edge in the graph),
L is the number of repetitions for each pairwise comparison, and m2 is the number of items.
n 1 k1
, where
(m22 )
is the number of users per each cluster. Let wi ∈ [wmin , wmax ], i ∈ [m1 ]. In

Since we have no repeated comparisons, we set L = 1. Also, we have p =
k1 =

m1
k

addition, we assume that the dynamic range of preference scores is constant and equal to b:
wmax
= b.
wmin

(5.10)

Without loss of generality we assume that

wmax = 1.

(5.11)

Hence, the ℓ∞ bound in (5.9) can be written as
√
∥ŵ − w∥∞ ≤

(m2 + 1) log(m2 )
=: δ.
2n1 k1

(5.12)

Let p = arg maxi ŵi and b = arg maxi wi be the indices of the estimated and true best
arms, respectively. From (5.12), we have

∥ŵp − wp ∥ ≤ δ
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(5.13)

∥wb − ŵb ∥ ≤ δ.

(5.14)

From (5.13) and (5.14), we can show that

wb − wp ≤ 2δ.

(5.15)

The regret for each joint and random exploration stage is upper-bounded by

R1 =
=
(a)

≤
=

)
2
− P(wp ≻ wb )
2
(1
wp )
2
−
2 wp + wb
(1
1 )
2
−
2 1+b
b−1
,
b+1
(1

(5.16)

where in (a) we have used (5.10). The regret for each exploitation stage can be upperbounded as follows.
(
1)
R2 = 2 P(wb ≻ wp ) −
2
( w
)
1
b
= 2
−
wp + wb 2
( 1
1)
(a)
= 2
−
wp + 1 2
(
(b)
1
1)
≤ 2
−
(1 − 2δ) + 1 2
1
=
−1
1−δ
(c)

≈ 1+δ−1
= δ.

(5.17)

where in (a) we have used (5.11), in (b) we have used (5.15), in (c) we have used the Taylor
series approximation 1/(1 − x) ≈ 1 + x.
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From (5.16) and (5.17), the total regret is given by

RT = (n + n1 )R1 + n2 R2
(
)
b−1
+ n2 δ.
≤ (n + n1 )
b+1
The number of joint exploration steps is determined by the zero clustering error condition.
An estimate for the number of steps for random exploration (and thus exploitation) can be
obtained by solving the following optimization problem:

n̂1 = arg min RT
n1
√
( (
)
)
b−1
(m2 + 1) log(m2 )
= arg min n1
+ (T − n − n1 )
,
n1
b+1
2n1 k1

(5.18)

where the number of joint exploration steps can be obtained as a solution to a depressed
cubic equation, which has exactly one real solution (i.e. the desired solution).

5.5 Experimental Results
In order to evaluate the proposed algorithm, we run experiments based on synthetic
and real-world datasets. For the synthetic dataset, we consider a finite horizon setting with
and without repetitions of items. We compare the result with the regret bound obtained in
Section 5.4. For the real dataset, we consider a online collaborative filtering system without
repetition of items and compare the result against the Collaborative Greedy algorithm of
[7].

5.5.1

Synthetic Dataset

We consider a synthetic dataset with k clusters in user space. Let A be a k × m2
random matrix representing the BTL parameters for each cluster, where each entry is a
Rademacher random variable. Also, let B be an m1 × m2 matrix defined as B[i, :] =
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A[ℓ, :], i ∈ {1, . . . , m1 } where ℓ is chosen uniformly at random from the set of clusters
{1, . . . , k}. The matrix B defines the BTL parameters for the m1 users.
We set the number of users m1 = 100, the number of items m2 = 1000, and the
number of clusters k = 5. From Example 2 in Section 5.4, we set the threshold τ equal
to (α − µ)/2 = 0.28/2 = 0.14. From the condition derived in Example 2, in order to
have zero clustering error with high probability, we should have at least n ≈ 300 joint
explorations. Figure 5.1 shows the regret function for the finite horizon setting (T = 800)
with and without repetition of items as well as the regret bound. In this plot, we have used
n1 = 100 and n2 = 400, since n̂1 ≈ 100 from (5.18).
450

CDB with repetition
CDB without repetition
Regret Bound

400
350

Regret

300
250
200
150
100
50
0

0

100

200

300

400

Time

500

600

700

800

Figure 5.1: Regret over time for synthetic dataset; finite horizon setting with and without repetition
of items.

5.5.2

MovieLens Dataset

We simulate an online recommendation system based on movie ratings from the Movielens10m dataset [33]. In the original dataset, the user-by-movie matrix is sparsely filled,
with ratings from 1 to 5. Unfortunately, existing collaborative filtering datasets such as
the MovieLens dataset considered here, have three inconsistencies with the problem setup
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considered in this work, in terms of (i) interactivity of an online recommender system, (ii)
missing the ratings of the items not explored by the user, and (iii) items are rated explicitly. To overcome the inconsistencies (i) and (ii), we pursue the same approach as in [7]
by only considering a dense subset of the matrix formed by top users (m1 = 200) versus
top items (m2 = 1000), as well as revealing entries in the user-item matrix over time. To
tackle the inconsistency (iii), we label pairwise comparisons by comparing ratings of pairs
of items. In order to compare the proposed algorithm with the Collaborative-Greedy (CG)
algorithm of [7], we use a similar reward function to the one used in [7]. For each item i
recommended for user u, the reward is +1 if the rating is 4 or more, and it is −1 otherwise.
Parameter τ of the proposed algorithm is selected using training data. More precisely,
we consider the next top m1 = 200 users and their ratings of the same m2 = 1000 movies
(as in the test set). We discretize the search space of τ to {0, 0.1, . . . , 1}. We choose
the parameter setting achieving the highest area under the cumulative reward curve. For
the MovieLens dataset, the selected value of the parameter τ was 0.2. For CG, the selected
value for the threshold parameter was 0.4. In this experiment, we followed the combination
rule suggested in [7], where the probabilities for joint exploration, random exploration, and
exploitation stages are pJ = 1/tα , pR = 1/mα1 , and 1−pJ −pR , respectively (α = 0.25). We
used the same sequence of joint exploration (n = 235), random exploration (n1 = 300),
and exploitation (n2 = 465) for the two algorithms. Note that there are no repetition of
items during exploitation stages over time.
The average cumulative reward of the two methods over time is compared in Figure 5.2.
As we can see from this plot, the proposed algorithm (CDB) outperforms CG, in terms of
average accumulative reward. During early stages we observe a similar performance from
the two algorithms in terms of average reward, which is to be expected. However, at higher
t values, where we are more likely to have exploitation than exploration, the proposed
algorithm achieves a higher average reward than CG.
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Figure 5.2: Average cumulative reward over time for MovieLens dataset; online collaborative
filteirng without repetition of items.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK

6.1 Manifold Masking
In Chapter 3, we have considered the problem of selecting image masks that aim to preserve the nonlinear manifold structure used in parameter estimation from images, in order
to be able to learn the manifolds directly from the masked image data. Such a formulation enables a new form of compressive sensing using novel imaging sensors that feature
power consumption growing with the number of pixels sensed. Our experimental evidence
shows that the algorithms proposed for preservation of global and local geometric structure
of the manifold outperform competing approaches, while requiring only a fraction of the
computational cost. As a specific example, we have shown the potential of manifold learning from masked images for an eye gaze tracking application as an example application in
cyber-physical systems.
Our numerical experiments indicate that while each MAPS algorithm is well suited for
a particular type of structure (local versus global), MAPS-Local often performs well when
applied together with Isomap. We conjecture that this is due to the fact that MAPS-Local,
by preserving the local structure, is also preserving the global structure that is relevant to
Isomap.
In summary, if the activity in a set of images is localized spatially (which is often the
case for image manifolds), then the proposed masking methods can identify subsets of
pixels that successfully capture the relevant geometric structure of the dataset. As such,
the degree to which the masking procedure (and hence the proposed masking algorithms)
can preserve the relevant geometric structure in the data depends on how concentrated the
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activity is over a small subset of pixels. In addition, if the dataset’s activity is spread out
over all the pixels uniformly, then random masking would essentially be optimal, in which
case the proposed MAPS algorithms would not do noticeably better than random masking.
This can be observed from Faces and Heads datasets to some extent. In the latter datasets,
random masking outperforms all the competing methods, except for the MAPS algorithms.
Note that although in the latter two datasets the activity is spread out over a larger subset
of pixels, compared to the other datasets, this spread is still not uniform over all the pixels
of the image.
Since there are many other types of geometrical information leveraged by alternative
manifold learning algorithms, it would be interesting to derive masking algorithms for them
as well. Furthermore, there are several frameworks that can benefit from generalizations of
the proposed masking algorithms. For instance, masking algorithms designed for datasets
that are expressed as a union of manifolds can find applications in classification and pattern
recognition. One may also leverage temporal information in video sequences to design
more efficient manifold masking algorithms that take advantage of such temporal correlation.

6.2 Time Series Extension
In Chapter 4, we devised an extension of Isomap for sequentially ordered out-of-sample
data points. Numerical experiments indicate the robustness of the proposed algorithm
against different noise and artifact models. The smoothness/behavior of the embedding
is determined by the regularization parameter λ, the optimal value of which depends on the
level of noise/artifacts. The more noise is present in the data, the larger the value of the
parameter λ needs to be in order to recover the embedding of the clean out-of-sample data.
Future work can address automatic selection of the regularization parameter as a function
of the noise parameters.

78

In the future, we will evaluate the application of the proposed algorithm on object tracking problems. In addition, it would be interesting to explore the possibility of employing
our proposed spatio-temporal compactness to other manifold learning algorithms such as
LLE. We also expect our formulation of spatio-temporal compactness to leverage other
types of correlation present among the data points. As an example, manifold-based hyperspectral unmixing fits a manifold model to nonlinear mixtures of endmember spectra. It is
expected that mixtures corresponding to neighboring pixels in a hyperspectral image will
feature highly correlated mixing abundances, leading to a desired correlation of distances
between pixels and geodesic distances between the corresponding spectra as points in the
manifold.

6.3 Online Collaborative Filtering
In this section, we discuss some directions for future work on online collaborative filtering from pairwise comparisons. First, in deriving the regret bound, we assumed that the
number of joint exploration steps is sufficiently large, which in turn yields zero clustering
error with high probability. A more interesting regret bound can be obtained for a general number of joint exploration steps and by incorporating clustering errors into the regret
analysis.
In addition, we obtained a regret bound for the finite horizon setting and considered an
exploration-then-exploitation approach. It would be interesting to derive a framework for
the horizonless case and obtain a regret bound for the case that exploration and exploitation
steps are interleaved. Furthermore, regret bound for the case where we have no repetition
in items recommended to the user over time, would be very interesting.
Further work on regret analysis also includes relaxing assumptions on neighborhood
properties. For instance, in the regret analysis in this work, we assumed that users in the
same cluster have identical BTL parameters. It would be interesting to extend this analysis
to the case of clustering under lack of complete matching among neighbors.
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In Section 5.4, we proposed an optimization framework in order to find an estimate for
the number of random exploration steps versus the number of exploitation steps. Future
work can address evaluating the actual performance of CDB at different number of steps
for each stage. It would be interesting to check whether the parameter n1 minimizing the
regret bound would lead to optimal performance of CDB.
Finally, in the proposed algorithm, clustering is performed via joint explorations (identical explorations for all users). However, in terms of learning the BTL parameters, random
explorations are preferable to joint explorations. Hence, a future direction would be to investigate the possibility of removing joint explorations and instead performing clustering
via random exploration rather than joint exploration.
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