Functional magnetic resonance imaging of the human brain in action presents large statistical and computational challenges. Here we describe those challenges and provide references to a number of other papers where detailed methods developed to meet them are reported. The first seven sections of this paper were written in 1995 when our work was in its infancy. The last four sections were written more recently, to update the earlier sections and to show the directions we have gone and the directions we intend to go. 
Introduction
Functional Magnetic Resonance Imaging (fMRI) is an extremely promising and rapidly developing technique used by cognitive neuropsychologists to obtain images of the active human brain. Images are obtained while the subject is engaged in a set of cognitive tasks designed to isolate specific brain functions, and the psychologists attempt to use the observed patterns of neural activation to understand and localize these functions. In contrast to traditional methods for mapping brain function, fMRI is non-invasive and allows the study of high-level cognitive processes such as language, visual attention, and problem solving. Since fMRI involves no known toxicity, each subject can be imaged many times, which improves precision and facilitates more sophisticated analyses. As such, fMRI promises to play a vital role in discerning the functional organization of the brain.
Functional Magnetic Resonance Imaging (fMRI)-July 1995
Recent developments in magnetic resonance imaging (MRI) have greatly increased the speed with which images of the human brain can be formed and this makes it suitable for studying brain functions. An MR scanner is a multi-million dollar device which, by subjecting its contents to carefully modulated magnetic fields and recording the resulting radio signal, produces the Fourier transform of the magnetic field spin density for a particular atomic isotope. Then computing the inverse Fourier transform of the digitized signal reveals an image of the (magnetic field spin density of the) contents of the scanner.
Without going into the detailed physics and neurobiology that relate the magnetic field to brain activity, suffice to say that increased neuronal activity induces an increase in blood flow to the region of activity (to deliver glucose to the neurons). This increased flow results in an increase of oxygenated blood in the small veins that drain the active region because the increased activity does not require much extra oxygen. The more oxygen carried by the hemoglobin in the blood, the smaller the magnetic field generated by the iron in the hemoglobin (the oxygen acts as a magnetic shield) and consequently the less interference with the local magnetic field generated by, e.g., hydrogen nuclei (protons). By mid-1991 researchers had demonstrated that MRI can detect the changes in blood oxygenation caused by brain function and, consequently, the technique is known as fMRI.
Among the first studies to use MRI to assess functional neural activity in humans are [1, 13, 16] . The latter two introduced the now common Blood Oxygenation Level Dependent (BOLD) technique just described for characterizing activation in the brain.
There are several important features of fMRI compared to other imaging techniques. First, the signal comes directly from functionally induced changes. Second, it provides both functional and anatomical information. Third, the spatial resolution is on the order of 1 or 2 millimeters. Fourth, there is little known risk from fMRI. Finally, the change in signal due to brain activity is quite small (on the order of 1%) and, in particular, smaller than the noise (on the order of 2%). This last feature means that, utilizing current technology, it is necessary to average a large number of images in order to detect the regions of activation.
A Typical Experiment
The simplest fMRI experiment entails the performance of two cognitive tasks which differ in some specific detail. A number of images are gathered during each task and averaged within task. The difference between the average images for the two tasks provides information about the location in the brain of the cognitive function represented by the difference of the two tasks.
An actual experiment might proceed as follows. A subject lies in the MRI magnet with a head restraint intended to minimize movement. A set of preliminary anatomical images are studied to determine the location within the brain where the repeated functional images will be taken. (See Figure 1 and Figure 2 .) The subject practices each of the two tasks for about a minute each, responding to the task, for example, by pushing a button with the right thumb. The subject performs one of the tasks repeatedly while images are recorded and then switches to the other task. In some of our smaller experiments we are recording 100 images for each task. In order to eliminate left-right effects the entire experiment is repeated with the subject using the left thumb to respond. Thus there are a total of 400 images in this simple experiment. It takes the scanner less than 20 minutes to acquire this amount of data.
The acquired images are multi-slice images with, typically, seven slices; each slice is 128x128 voxels with voxel dimensions roughly 2mm x 2mm x 7mm. Because most of the work we have done to date has been on the two-dimensional slices of these images, we will henceforth think in terms of the 7x400=2800 indi- 
Data Processing
The processing of the 2800 slices from this small experiment in order to detect the regions of activation is a massive task. The raw data is 128x128x2800 32-bit words which occupies 256MB of disk storage. Simply moving this amount of data around is a time-consuming task. Currently, the available bandwidth between the MR scanner and the workstation where we perform the processing is under 200K bytes per second; thus it requires nearly 30 minutes to simply move the data for this small experiment to our workstation. There are plans in place to substantially increase the bandwidth by the end of this calendar year.
Currently, the actual data processing is roughly as follows. We begin with an adjustment to account for inhomogeneity in the main static magnetic field. (We expect, in the future, to implement a further adjustment to account for nonlinearity in the secondary dynamic magnetic field.) Then, we perform a "baseline" adjustment to correct for miscalibration of the analog-to-digital converter. (We expect, in the future, to implement a further "jitter" adjustment to account for very small errors in the timing of the data acquisition.) Then we perform a "mean" adjustment to correct for uncontrolled drift in the signal strength. (We expect, in the future, to implement a further pixelwise detrending to account for local drift within the image.) Then we perform an "outlier" adjustment to correct for shot noise. (We expect, in the future, to implement more sophisticated methods for addressing the fact that the data do not follow a Gaussian distribution.) We refer to the data at this point in the processing as the corrected data.
Unfortunately, because of the length (in time) of an experiment, the subject will almost certainly move. We address that problem both through the use of a head clamp and through a motion-correction procedure. We calculate the inverse Fourier transform to produce an image for the purposes of estimating the motion. Our motion correction procedure is complicated: first, by a non-linear optimization technique we estimate the amount of movement required to align each image and, second, we adjust the corrected data to account for this movement. We then calculate the inverse Fourier transform of the corrected and motion-corrected data to produce the actual image. At this point we are ready to begin what is called the "statistical" analysis of the data. The average is computed within slices within tasks and then the difference between tasks within slice is calculated. Finally, a statistical test is performed on each of the resulting differences to determine the regions of activation. Depending on the computing power of the workstation performing the calculations and depending on the precise details of the calculations, this can take anywhere from several days down to about twelve hours of processing time.
Our data processing software is designed as a processing pipeline of separate programs. This has the great advantage that modules can be easily interchanged if this will benefit the results. Also, new intermediate steps can be easily inserted at any stage. There is some disadvantage in that the act of storing intermediate results can consume considerable time. Nonetheless, we feel quite strongly that keeping the processing highly modularized is very beneficial because of the flexibility it provides.
Statistical Challenges
The statistical challenges in the analysis of fMRI data are difficult and manifold. They all revolve around our understanding the nature of the noise and its effect on successfully detecting regions of activation. There are two general approaches to dealing with the noise in fMRI experiments. The first is to try to remove the source of the noise; we pursue this approach aggressively. The second is to model the noise through statistical methods; we also pursue this approach aggressively. We believe that both approaches are absolutely necessary.
Noise arises from a variety of sources. A fundamental source of noise is the vibration of the atomic nuclei in the imaged material. This cannot be reduced except by lowering the temperature toward absolute zero. Unfortunately, this noise is not spatially or temporally homogeneous but depends on both the anatomical structure and the function we are trying to detect. Inhomogeneity of the magnetic field, mechanical vibration, temperature instability of the electronics, etc., are all machine-based sources of noise. The machine-maintenance technicians work to limit these sources. The details of how the magnetic field is modulated to produce an image (known as a pulse sequence) affect the noise; we are engaged in studies to assess the relationship.
Physiological processes of the body such as respiration, heartbeat, and peristalsis affect the signal in ways that, in principle, can be modeled. We have begun planning experiments to gather data which might allow us to successfully model the cardiac and respiratory cycles because our more experienced colleagues be-lieve that this is one of the primary sources of noise. Such an experiment is going to require synchronized recording of many images and the associated cardiac and respiratory information. This will be followed by a modeling effort which will view the sequence of images as the dependent variable and the cardiac and respiratory variables as predictors. Unfortunately, there is an interaction between the scanning sequence and the noise caused by physiological processes. This effort will thus require a family of models for each pulse sequence.
Movement of the subject between images is another source of noise. The standard algorithm for image registration in functional neuroimaging, called AIR [17] , works on reconstructed images. It is extremely computationally intensive: registration of images obtained from a single experiment can take as much as 24 hours of computer time. Subject movement appeared to us to be the simplest of the sources to understand and address. We have developed an alternative algorithm [5] for registering the images which operates in the Fourier domain. This method has proven to be more accurate than AIR, less prone to artifacts, and an order of magnitude more efficient. By differentially weighting regions in the Fourier domain, the method can also be made less sensitive to spurious signals that have a strong influence on image domain techniques. It is also readily generalizable to three-dimensional image registration, although we have not yet completed that work.
Finally, there is subject-to-subject variation. We have not yet focused on this question simply because the experimenters focus their experiments on individual subjects.
All of these sources affect our ability to detect regions of activation. When we began this work, active voxels were being detected by performing an independent t-test on each of the 16384 voxels in an image. We were approached with the question: How should we correct for the "multiple comparisons?" Bonferroni corrections do not result in any "significant" voxels. Ultimately we will have to build a complex spatio-temporal model of the images which allows us to answer the real question: Where are the active regions?
We have developed another approach [7] for identifying active regions, which is called the contiguity threshold method. The idea is to increase the reliability of identification by using the fact that real activation tends to be more clustered than artifactual activation caused by noise. Empirical evidence strongly suggests that this method provides a significant improvement in sensitivity. Of course, although it is more robust than voxel-wise tests, this method, too, depends on simplistic assumptions; we intend it as a stop-gap measure, to be eventually supplanted by more sophisticated analyses.
Computational Challenges
There are three important aspects of the computation. First, the amount of data from a large experiment approaches 1 GB. Any computations on a data set of this size require considerable time on a workstation. Second, there are no sensible ways to reduce the data during the earlier processing steps to speed up the processing. Third, because most of the computations are done on an image-byimage basis (or even on a slice-by-slice basis), there is a tremendous opportunity to speed things up with parallel or distributed methods.
Currently, our standard processing does not take advantage of the inherent parallelism. However, we have just begun experimenting (on our local network of workstations) with Parallel Virtual Machine (PVM) implementations of some of the most time-consuming steps in the processing. Simultaneously, we have begun plans to move the computations to a Cray T3D with 512 processors. In addition to just wanting to get things done faster, another reason for this plan is that we would like to perform the computations while the subject of the experiment is in the scanner and use the results as a guide for further experimentation during the same scanning session.
Discussion
We have begun a serious effort to study and improve the statistical methodology of fMRI, and we have made some important preliminary steps.
One of the most fundamental questions about fMRI experiments is the question of reproducibility. If we run the experiment a second time immediately following the first with no intervening time, how similar will the results be? If we wait for a period of time? If we remove the subject from the scanner? If we repeat the experiment next month? We have begun to address this question; our preliminary results are reported in [3] .
The analysis of functional Magnetic Resonance Imaging data can in many ways be viewed as a prototype for a class of statistical problems that are arising more and more frequently in applications: namely, large data sets derived from a complex process with both spatial and temporal extent. There is a wealth of opportunities for the development of new statistical methodologies, and many of these ideas will apply to a variety of problems beyond neuroimaging.
Addendum -October 1998
Time marches on. While much of what we wrote in 1995 remains true, much has also changed.
At the technological level, the most important change has been our extensive use now of a 3 Tesla magnet rather than the 1.5 Tesla magnet we had been using in 1995. The new machine introduces many changes, some simply the result of using different equipment, others a more direct result of the higher field. The "jitter" correction (or deghosting) that was anticipated in Section 4 has become an important feature of our processing. It consumes as much computer time as the highly intensive motion correction and it accounts for as much as twenty to thirty percent of the variance reduction from preprocessing. Figure 3 contains an example slice before deghosting. Figure 4 contains the same slice after processing by our routine for removing the "ghosts." Figure 5 contains the difference of the two images showing how the energy has been relocated by our procedure.
Experimental Design
At the experimental level, the questions being asked now are much more sophisticated than "Where is this function located in the brain?" A more typical question now might be "How does the level of activation of this region change in response to changes in the stimulus?" or "Which different regions of the brain work together to accomplish this complex task?" or "What is the temporal sequence of different activations in response to this stimulus?" Our typical data set is much more complex than in 1995. Data sets have more than two experimental conditions, often as many as nine; more than one factor is varied and the conditions are interleaved to support psychological thinking rather than statistical. The data sets usually have more than seven slices per image, and sometimes as many as thirty-one.
The basic premise of all fMRI experiments is that small changes in the stimulus will cause small changes in the response of the subject. We rely on the subtractive methodology of psychological experimentation. We should have pointed out Figure 4 showing the relocation of the energy in the data by the jitter-correction process. Whiter values are increases in energy and blacker values are decreases back in 1995 that if the subject does not respond with a thumb button at a similar rate in both parts of the experiment, a confounding effect is introduced. Ensuring that the two tasks are as similar as possible in all respects other than the cognitive activity of interest is an important and difficult experimental design issue for the cognitive scientist.
One interesting design feature that some of our collaborators have begun to use quite often is experiments without fixed time intervals. Once the subject has indicated readiness to execute a trial, a cognitive task is presented and the subject continues to work on the task until it is complete, within some large fixed limits. This, of course, substantially complicates the analysis; we do not yet have a completely satisfactory method.
In the past, most experiments were "block trial designs" in which subjects perform the same task repeatedly in rapid succession which causes a build-up in the signal making the changes more easily detectable. However, with recent improvements in acquisition technology, it is possible to detect more subtle changes in the signal, and interest has focussed on more closely correlating the behavior with the measured response. The result has been the development of so-called "single trial designs" in which the subject performs tasks more widely spaced in time. The maximum signal is weaker but we gain more detailed information about the initial portion of the signal change because we observe the initial portion with each trial. And, not surprisingly, there is considerable interest in longitudinal studies: childhood development and the long-term response-to-treatment being the most common topics of interest.
FIASCO
At the data processing level, our software has become enshrined as a package called FIASCO (Functional Image Analysis Software -Computational Olio); see [4] . This package is used by a large number of individuals and groups in the Pittsburgh area and also by several groups elsewhere. We anticipate a slow but steady spread of this system as others see its utility. This system itself has evolved substantially since we wrote about it in 1995. Currently we issue a new release about every four to six months.
FIASCO currently supports processing and analysis of both echo-planar and spiral acquisitions, both single-and multi-shot. It provides standardized processing scripts and the flexibility for user-scripted analyses. It can process raw (k-space) data and it can process image data (previously reconstructed). The preprocessing for raw data includes a baseline correction, a deghosting step, mean adjustment, two-dimensional rigid-body motion correction, outlier removal, and the detrending anticipated in Section 4. The detrending also incorporates simple corrections for pulmonary and respiratory effects, if the additional data were collected during the experimental session. The statistical modeling ranges from simple voxel-wise t-tests to a sophisticated Bayesian analysis [10] which will soon include spatial dependencies. Considerably more detail can be found at http://stat.cmu.edu/˜fiasco.
The software has been tested on HP Unix workstations (both single and multiple processors and networks of them) and multi-processors, SGI Unix workstations and multi-processors (both current generation and previous generation hardware), DEC Alpha workstations and multiprocessors, the Cray T3E multiprocessor, and Intel-based PCs running Linux. We believe that it can be easily (in less than one day) ported to any other Unix environment and we are currently exploring porting it to Intel-based PCs running Windows NT.
Since 1995, in an effort led by Nigel Goddard and Greg Hood of the Pittsburgh Supercomputer Center, we have implemented parallel processing into FIASCO by use of PVM (Parallel Virtual Machine) software (see http://www.epm.ornl.gov/pvm). By partitioning the data into individual slices and performing the processing at the slice level, we convert the computations into an "embarassingly parallel" problem. There is little doubt that statistical efficiency could be gained by performing the preprocessing and the statistical analysis jointly. Further statistical efficiency could be gotten by combining information across slices and across images during preprocessing. However, currently computational efficiency is deemed more important. Reports of some of our work on parallel processing can be found in [11] and [12] . Our latest efforts have (with considerable effort, that cannot be maintained routinely) reduced the latency from the end of the data acquisition to the end of the analysis to less than five seconds! Bandwidth between the MRI scanners we use and the various computers where we do the calculations has improved at least by a factor of 10, allowing the "on-line" analysis of data while a subject is still in the scanner (with a sufficiently powerful computer).
We have developed yet another standard for the file format of our data (see the "overview" section of the web pages mentioned above) because we felt existing standards either were too complicated, such as DICOM (Digital Imaging and Communications in Medicine, National Electrical Manufacturers Association, http://www.nema.org), or too simple, such as ANALYZE (http://www.mayo.edu/bir). Since 1995 we have added a large number of associated utilities for manipulating FIASCO files. Many of the new utilities are designed for manipulating this new file format or data stored in the format. One of these utilities we find particularly useful is a program for performing arithmetic (expressed in reverse Polish notation) on images. The addition of conditional expressions to its repertoire has turned a mundane tool into one that is remarkably useful. We have just begun development of interactive JAVA-based tools for preparing the input to FIASCO and viewing the output from FIASCO. We expect that these tools will be included in the next release of FIASCO. This will make collaboration with colleagues at remote locations much easier by use of World Wide Web browsers and related tools.
Statistical Methods
At the statistical research level, after four years, we are finally at the point where the big problems with the data and the data processing have been brought under control; they are not solved. (Head motion remains a major problem particularly as our subjects change from highly cooperative graduate students to individuals with various psychiatric and neurological disorders such as schizophrenia and autism.) Now, at last, we can begin to engage in serious statistical modeling work. Our first major foray in this arena is [9, 10] and we intend that more will follow. We are currently working on three-dimensional rigid-body motion correction taking account of the fact that the data are collected slice-wise; thus, in principle, head motion can occur between individual slice acquisitions but not within them. Additionally, the interslice gap and the slice selection pulse play an important role; see [14] . Reproducibility has remained an important question. Our current results are reported in [8] and [15] .
One of the groups we work very closely with, the Center for Cognitive Brain Imaging, has recently (July 1998) purchased an SGI/Cray parallel mini-supercomputer for the primary purpose of running FIASCO analyses. It is able to perform the standard full data processing stream (including deghosting and motion correction) in approximately the same time it takes to acquire the data. This, naturally, opens the door for both routine "on-line" analysis of experiments as the data is being collected and for even more time-consuming modeling procedures. We are developing an analog of the analysis of variance which should approximately double the current processing time; see [6] for a preliminary report. Introducing spatial components into the model described in [9, 10] will greatly increase the processing time, and the introduction of Markov Chain Monte Carlo techniques within that model will increase the processing time without bound.
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