This paper presents a finite difference, time-layer-weighted, bidirectional algorithm that solves the Fokker-Planck-Kolmogorov (FPK) equation in order to forecast the probability density curve (PDC) of the monthly affluences to the Betania hydropower reservoir in the upper part of the Magdalena River in Colombia. First, we introduce a deterministic kernel to describe the basic dynamics of the rainfall-runoff process and show its optimisation using the S/s D performance criterion as a goal function. Second, we introduce noisy parameters into this model, configuring a stochastic differential equation that leads to the corresponding FPK equation. We discuss the set-up of suitable initial and boundary conditions for the FPK equation and the introduction of an appropriate Courant-Friederich-Levi condition for the proposed numerical scheme that uses time-dependent drift and diffusion coefficients. A method is proposed to identify noise intensities.
INTRODUCTION
Hydrological variability is a major source of uncertainty for hydropower generation. In Colombia, 65% of electricity is hydraulically generated. Throughout the country, 24 hydro- handle an unstable hydrological regime is therefore required. In this paper, we present a finite-difference, time-layer-weighted, bidirectional solution to the FPK equation that describes the evolution of probability density curves (PDC) of monthly affluences to hydropower reservoirs under non-stationary conditions. To take into account the physical basis of the rainfall -runoff process, we first introduce a deterministic kernel of low complexity. This kernel is then enhanced with the introduction of noisy parameters, leading to a general stochastic rainfall -runoff doi: 10.2166/hydro.2010.083 differential equation that can be solved in several ways. One such solution is the numerical solution of the corresponding FPK equation. This approach keeps the deterministic kernel simple, reflecting only the essential features of the process (Samarsky & Mikhailov 1997) and accounting for indirect, non-essential factors with noisy parameters. An alternative approach is to use a more complex operator to represent each system element in order to present a holistic understanding of the process. This approach could require large vectors of input data and parameters to be optimised. The latter approach has several drawbacks associated with the spatial and temporal resolution required by its operator and the resolution of the available field data. Another drawback is the uncertainty of initial and boundary conditions due to random measurement error. Note that complex models can be very sensitive to such kinds of errors. Finally, this concurrent type of modelling cannot provide a probabilistic description of the dynamics of real systems, as is required by the Colombian Hydropower Sector.
Stochastic modelling using the FPK equation is becoming a valuable approach to simulate complex systems, including hydrological ones. Hydrology is a scientific discipline that has embraced probabilities since its scientific development (Hazen 1914; Foster 1923; Sokolovskiy 1930; Kritskiy & Menkel 1935 , 1940 . Presented here, the FPK equation approach can be treated as the next logical development of the field and as an extension of the works on stochastic hydrology proposed in the 1950s (Kartvelishvili 1958 (Kartvelishvili , 1969 . The foundations of the method presented here were proposed by V. V. Kovalenko at the Russian State Hydrometeorological University (Kovalenko 1986 (Kovalenko , 1988 (Kovalenko , 1993 and were based on the fundamental work of A. N. Kolmogorov (1931) . Kolmogorov's work and the theory of stochastic processes have been fruitful in different scientific domains, including physics, mechanical, astronautical and civil engineering, signal processing and nonlinear filtering. During the past two decades, random response predictions, stochastic stability and bifurcation, the first passage problem and nonlinear control problems have all been solved using different approximate solutions of the FPK equation (Stratonovich 1967; Sveshnikov 1968a Sveshnikov , 2007 Gardiner 1985; Friedrich & Uhl 1996; Siegert et al. 1998; Ulyanov et al. 1998a,b; Friedrich et al. 2000; Zhu & Cai 2002; Frank et al. 2004) . Now, this approach is bringing new tools into hydrology to solve modern problems that relate to efficient water management under heavy human use, adaptation to and mitigation of the ongoing global change process, and the hydrological effects of global warming (Lambin et al. 2001; Labat et al. 2004; Piao et al. 2007 ). All of these new challenges reject the hypothesis of stationary hydrology, requiring not only non-stationary approaches but also new methods to predict the influence of various driving factors on runoff variability at different time scales (hourly, daily, weekly, annual and long-term runoff). Recently, different works on this subject have been published. Some of these use an intensive analytical approach to describe the dynamics of changing statistical characteristics of hydrological systems (Fujita & Kudo 1995; Lee et al. 2001; Naidenov & Shveikina 2002 Dolgonosov & Korchagin 2007 , whereas others look for pseudo-stationary solutions to describe the long-term variations and stability of annual runoff probabilistic patterns (ASCE 1993; Khaustov 1999; Frolov 2006) . Previous work on numerical solutions to the FPK equation has been done in the field of probabilistic affluence forecasting, all of which uses numerical schemes with one-directional drift (Kovalenko 1993; Shevnina 2001 ).
Since pseudo-stationary solutions and one-directional numerical schemes are not suitable for understanding the system dynamics in terms of conditioned PDCs, a stable, bidirectional numerical solution to the FPK equation and its practical application will therefore presented and discussed below (Domínguez 2004) .
METHODS
We present a stochastic rainfall -runoff model that works under non-stationary conditions, its corresponding FPK equation, the applied numerical schemes, initial and boundary conditions, and details on its application and modelling results.
The rainfall -runoff process is important to engineering design, water management and flood risk prevention, where all of these tasks require the probabilistic assessment of runoff fluctuations on different time scales (long, medium and short term). First, to understand the system dynamics, we must develop a deterministic kernel to describe the essence of the rainfall -runoff process. Doing so will keep the model as simple as possible but not overly simple. The process can thus be represented by an ordinary differential equation (ODE) of the type
Equation (1) can be obtained from the two-dimensional Saint Venant equation. With different assumptions, we can obtain Equation (1) or a higher-order ordinary differential equation (Kovalenko et al. 2005, pp 54 -57) . The differential operator has being widely applied in hydrology to simulate the rainfall -runoff process. General lumped models represented by systems of ODE can be found, for example (Kuchment 1972; Whitehead et al. 1979; McCann & Singh 1980; Pingoud 1982 Pingoud , 1983 Sharma & Murthy 1996; Wang & Chen 1996; Kovalenko et al. 2005) . Equation (1) 
In this equation, p(t,Q) represents the probabilistic density of Q at the moment t, and A(Q,t) and B(Q,t) are the drift and diffusion coefficients. These deterministic functions determine all the particularities of our Markov process. The analytic forms of the drift and diffusion coefficients depend on the structure of the selected deterministic kernel and on the types of noises introduced to build the stochastic rainfall -runoff model. In fact, these coefficients are defined as (Gardiner 1985; Sveshnikov 1968a) :
Bðt; QÞ ¼
Then, the drift A(t,Q) is the instantaneous rate of change of the mean of the process given that Q(t) ¼ Q.
Similarly, B(t,Q) denotes the instantaneous rate of change of the squared fluctuations of the process given that Kovalenko (1993) has shown that, from Equation (2), the following analytic forms for the drift and diffusion coefficients can be derived:
Aðt; QÞ ¼ 2ð c 2 0:5GcÞQðtÞ 2 0:5G~cÑ þ NðtÞ ð 7Þ
Bðt; QÞ ¼ GcQðtÞ 2 2 2G~cÑQðtÞ þ GÑ ð8Þ
Provided that we can set initial and boundary conditions for Equation (4) 1967; Sveshnikov 1968a Sveshnikov ,b, 2007 Gardiner 1985; Mitropol'skii & Nguen 1991; Mitropol'skii 1995; Ulyanov et al. 1998a,b; Guo-Kang 1999; Di Paola & Sofi 2002; Haiwu et al. 2003) . 
can write the following numerical time-weighted bidirectional finite-difference approximation for the FPK equation: 
Boundary conditions for (9) may be either reflecting:
Aðt; QÞpðt; QÞ 2 1 2 › 2 ½Bðt; QÞpðt; QÞ
or absorbing:
The explicit case for the FPK equation, discarding all right-hand terms with time index i þ 1 in (9), can be easily implemented using any programming language. The efficiency of the code will depend on condition (10) only, and no difficult programming issues will be faced. Solving Equation (9) in full requires more effort. This equation must be rewritten as
Equation (17) leads to a three-diagonal algebraic equation system that can be solved efficiently using the Thomas factorisation method (Potter 1973; Akai 1994) .
APPLICATION AND MODELLING RESULTS
The above numerical scheme was applied to set up the The above rainfall -runoff information was used to determine the optimal values for the parameters t and k (Equation (1)). To solve this inverse problem, we developed the following numerical scheme for Equation (1):
The explanation of symbols is the same as for Equation (1).
We use the ratio S/s D as a goal function. If we denote
and Q f i as observed and forecasted affluences then, to evaluate the S/s D criterion (Popov 1968; Appolov et al. 1974) , we must use the following expressions: forecasts.
To apply the numerical scheme (9), we designed two kinds of modelling set-ups. The first assumes that the standard deviation of monthly affluence values comes from the typical error produced by the monitoring system, so that a normal distribution was used to characterise monthly affluences (we call these initial conditions type 1). solution for the FPK equation (Kovalenko 1993) . Assuming ›p(t,Q)/›t ¼ 0 and introducing the following notation:
Equation (4) becomes dp dQ
Equation ( Given n ¼ 0, … , 3, we must read the system: 
Equations (37) follows that
For the second type, assuming the initial conditions have asymmetric distributions, setting G~cÑ -0 and keeping 
where k represents the order of the statistical moment. In
These numerical schemes were developed as a MS Windows application. This application was programmed using the Object Oriented Pascal language within the Borland Rapid Application Development Environment "Delphi 7". As testing platforms, we used Scilab and MS Excel. This application implements absorbing boundary conditions only. To avoid the loss of probability density through the boundaries, we set an interval [a,b ] for the Q ordinates that was wider than necessary given the observed affluences. We performed 198 numerical experiments using initial conditions of types 1 and 2. Before performing the numerical simulations, we analysed the numerical scheme suitability, the model sensibility and the modelling performance of the proposed numerical solution of the FPK equation given errors in the input ðN ¼ NðtÞ þÑðtÞÞ and model parameters ðGÑ; Gc; G~cÑÞ.
In order to assess the numerical scheme suitability, we compared the numerical solution of a simple set-up case to its analytic solution. Assume that Gc ¼ 0. Then the drift and diffusion coefficients take the form Aðt; QÞ ¼ 2 cQðtÞ 2 0:5G~cÑ þ NðtÞ ð 47Þ
Bðt; QÞ ¼ 22G~cÑQðtÞ þ GÑ ð48Þ
We introduce the following coefficients:
We set up an FPK equation set-up for which an analytic solution can be found as in (Sveshnikov 1968b (Figure 7 ), leading to more frequent rejection of the null hypothesis. Figure 7 shows that very flat PDCs are less sensible to drift errors.
In general, point-by-point error will be greater for sharper PDCs, so cumulative criteria (such as Pearson or Smirnov)
will also increase their null hypothesis rejection rates. increase (Tables 1 and 2 ). In the experiments that used factual information about rainfall and FPK equation parameters, we obtained a 100% success rate, demonstrating that the identification of the vector ðGc; G~cÑ; GÑÞ can be done properly (Figure 8 ). Focusing our attention on the Smirnov and Pearson criteria, we note that, for type I numerical experiments (Table 1) , when we use accurate precipitation forecasts and optimised k and GÑ, we can produce satisfactory results (more than 60% acceptance of the null hypothesis) at a 1% significance level. For the type II numerical experiments, we find that, using monthly averaged values for X; Gc; GÑ and G~cÑ, it is possible to obtain an acceptance level greater than 60% even at a 10% significance level with a liberty degree of n ¼ 15 ( Table 2) .
As in the case of type I numerical experiments, this success rate decreases as the liberty degree n increases, but it remains acceptable at the 5% significance level with n ¼ 40.
Thus, we realise a better performance for the type II set-up.
We assume this result is because this initial conditions setup better corresponds with the observed asymmetry of hydrological statistical datasets and because asymmetric distributions are less sensitive to the wrong drift and diffusion of forecasted PDCs.
The performance assessment of the stochastic model deserves independent research. For the purpose of this paper we have applied criteria that usually are used to 1000  950  900  850  800  750  700  650  600  550  500  450  400  350  300  250  200  150  100 compare empirical probability distributions against theoretical distribution functions in order to select the theoretical curve that better represents the empirical data. In our case
we are comparing the forecasted PDC against the theoretical curve that has been adjusted to observed data, hence two theoretical sets are being compared: then a lack of proper criteria emerges. The authors did not find any work regarding this issue and the proposed assessment can be understood as a first approach to this matter.
CONCLUSIONS
The Numerical Time-Weighted Bidirectional Scheme (NTBS) presented here solves a wide spectrum of complex set-ups for the FPK equation. This scheme allows timedependent nonlinear drift and diffusion coefficients and can work in a totally explicit, implicit or weighted manner. For the explicit solution, where s ¼ 0 in Equation (9), a stability CFL condition was proposed as in Equation (10). Even for the explicit solution, the computational time has proved to be acceptable (no more than minutes for Dt # 10 26 ). The proposed scheme enables a two-directional drift, overcoming the instability of centred finite differences and guaranteeing the exit to a Dirac d function when noise intensities tend to zero. For the linear drift and diffusion coefficients presented here, the numerical solution of the FPK equation agrees very well with the analytical solution. The stability condition for the diffusive term is stronger than the same condition for the drift term. Because its stability condition (10) is stronger, we allow numerical diffusivity to take place within the solution to the numerical FPK equation. We found that with a real problem set-up (PDC forecast for affluences to the Betania hydropower reservoir), this numerical diffusion could be handled by optimising the noise intensities. We therefore reached a satisfactory success rate for the operative PDC forecast (less than 40% of null hypothesis rejection). We used trial and error to optimise the time dynamics of the noise intensities. We suppose that more sophisticated algorithms, such as gradient solvers, could offer better results.
A better performance was realised using the initial conditions of the type II set-up rather than those of the type I set-up. We ensured that this was because an asymmetric PDC was less sensitive to incorrect drift and diffusion in the forecasted PDC and because asymmetric initial conditions correspond better to the natural asymmetry of hydrological datasets. However, we still think that the performance of such nonstationary PDC forecasts must be studied deeper.
In fact, for deterministic models there is a long tradition and very well-established performance criteria (Dawson et al. 2007 ), but for stochastic models this could still be considered an open question. For the hydropower sector, using this approach can already be considered mandatory. Finally, the statistical moments of streamflows can be used to indicate water availability. The sensibility of such indicators to the climate change process and even to human pressure on river basins can be established using this method to assess the dynamics of statistical moments in response to changes to the input and system parameters.
