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Abstract 
The long term calibration history of the Landsat 5 TM instrument has recently 
been defined using a time series of desert sites in Northern Africa.  This correction is 
based on the assumption that the atmosphere is invariant and the reflectance of each site 
is approximately constant and Lambertian over time. As a result, the top of the 
atmosphere reflection is assumed constant when corrected for variations in the solar 
elevation angle and earth-sun distance. While this is true to first order and is the basis for 
all current temporal calibration, there are multiple known sources of residual error in the 
data. A methodology is presented for reducing the variation in pseudo-invariant site 
trending data based on correction for the BRDF.  This work establishes a means to use 
DIRSIG to model the L5 calibration site.  It combines a digital elevation map and desert 
atmosphere with a surface BRDF to reduce the residual errors in the calibration data.  A 
set of Landsat 7 ETM+ calibration days is utilized to optimize the surface reflectance 
properties used in DIRSIG.  These optimized parameters are then used to model the L5 
TM calibration days.  The results of the DIRSIG modeling are compared to the solar 
elevation angle and time of year trends of the original data and analyzed for their 
effectiveness at describing and reducing the residual errors. 
A major goal of this effort is to understand the contribution that BRDFs make to 
the current calibration errors and to develop methods that are robust enough to be 
applicable to a wider range of sites to enable extension of the methodology to earlier data 
sets (e.g. Landsat MSS).  Additionally, while Landsat has a 30 m reflective resolution, 
the pseudo-invariant site calibration approach is valid for all spatial resolutions.  
Depending on another instrument's field of view, the BRDF error reduction technique 
used by L5 TM could either be used on the same desert calibration site or on a subsection 
of the area. 
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Chapter 1 Introduction and Objectives 
1.1 Introduction 
LANDSAT-5 (L5) was launched on March 1, 1984 with the Thematic Mapper 
(TM) on board.  The TM has seven spectral bands with band centers between 0.49 and 
2.24 um.  Before launch, the L5 TM required absolute radiometric accuracy of 10% and a 
band to band accuracy of better than 2%.  An onboard device called the Internal 
Calibrator (IC) was designed to handle the on orbit radiometric calibration.  It had three 
lamps that could produce varying radiance levels, and its accuracy was tied to the 
prelaunch calibration.  During the course of its lifetime, the calibration lamps failed and 
the calibration of Landsat was tied to a L5-LANDSAT-7 (L7) cross-calibration and then 
to data from a pseudo-invariant desert site (Chander, et al., 2004), (Smith, Mutlow, & 
Rao, 2002).  While the desert site data from Landsat Path 181 Row 40 (181/40) has 
improved the TM calibration and provided a consistent baseline for future research, there 
remain unaccounted errors in the calibration data.  The two most likely contributors to 
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these errors are atmospheric and surface reflectance effects.  This dissertation explores 
the use of bidirectional reflectance distribution functions (BRDF) to describe the 
calibration data and to demonstrate way to reduce the residual error using a combined 
BRDF-atmospheric correction technique.  Additionally, it analyzes the limitations of 
using BRDFs to further correct relative calibration data and uses those results to predict 
the remaining variability that may be reduced using full atmospheric knowledge. 
1.2 Objectives 
This section provides a general overview of the main objectives of this research 
project.  As previously described, the primary goal is to reduce the residual errors 
associated with the Landsat 5 TM calibration method.  This goal may be broken down 
into a set of more easily accomplished and measured objectives.  These objectives were 
considered the minimum tasks required to complete the research.  Another way of 
describing the research outcome is through "Goals."  These are outlined in Section 1.3. 
There were a number of steps that were required to complete this research project.  
They are outlined below. 
1.2.1 Conduct a statistical analysis of the current 181/40 Landsat 5 TM and 
Landsat 7 ETM+ calibration data.  This task measured the current errors in the 
calibration data by applying an additive and multiplicative correction to the time 
of year (TOY) and solar elevation angle measurements and analyzing the results 
of the corrections.  While these corrections were not true physical representations 
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of the scene, they served to establish a baseline for the current calibration error 
and show the potential for using a BRDF correction.  
1.2.2 Apply a MODIS product correction to the 181/40 calibration data.  The 
MODIS MOD43B1 product (Sec. 2.6) is a BRDF function that is globally 
available on 8 day intervals.  While this BRDF is not optimized for desert sites, it 
was a simple first step to correcting the Landsat 5 calibration data.   
1.2.3 Acquire one or more years worth of 181/40 MODIS TOA reflectance and 
atmospherically corrected data.  This data was used for defining the calibration 
site BRDFs.  The Landsat calibration data is currently available as top of the 
atmosphere (TOA) reflectance and surface reflectance, so the BRDF analysis was 
conducted in both spaces.  Future research could consider grouping the data in a 
variety of manners to including a complete aggregate or separations based on year 
or season. 
1.2.4 Use regression techniques to find parameters for BRDFs.  This objective used 
both the TOA reflectance and surface reflectance MODIS data to find the 
parameters on a band by band basis for different BRDFs.  Examples of those 
functions included the Ward, Torrance-Sparrow, and Beard-Maxwell.  Most 
BRDFs are complex functions with many fitting parameters.  A simple method to 
limit the burden on the regression techniques was to reduce the dimensionality of 
the BRDFs.  One way to accomplish this was to use L5 TM TOA and surface 
reflectance data.  The results were compared to the MODIS results for validation.  
While this was an intriguing possibility for the 181/40 site which had nearly 100 
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data points, it may not be a valid option for other calibration sites which have 
fewer available days. 
1.2.5 Apply BRDFs to calibration data and compare to original errors.  This step 
determined which function was the most appropriate for the calibration site and 
for each band.  In general, for the results to be valid, they needed to at least be on 
the same order as the statistical correction. 
1.2.6 Create DIRSIG BRDF.  This step used a digital elevation and optimized 
material parameter file to create a synthetic scene of the calibration site.  DIRSIG 
was used to model the site for a set of L7 ETM+ days.  The material files for each 
band were adjusted until the DIRSIG results matched the L7 ETM+ days.  These 
surface materials were then used on a set of the Landsat 5 calibration days to 
build up a modeled site BRDF.   
1.2.7 Atmospherically correct the Landsat calibration data.  This step was 
conducted by research partners at South Dakota State University (SDSU) but is 
included here for completeness.  Putting the TOA reflectance data into surface 
reflectance space reduces atmospheric errors and allows for greater error 
improvements using the BRDF models.  The same BRDF correction techniques 
used with the TOA data were also used on the L5 TM surface reflectance days.  
Results for both the TOA data and the atmospherically corrected data will be used 
and compared.   
1.2.8 Quantify the Quality of the Results.  This section was a statistical analysis of 
the objectives described above.  It determined the calibration error of the 
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improved method as well as put a numerical description onto how well the 
proposed research actually worked. 
1.3 Goals 
1.3.1 Reduce calibration errors for L5 TM 181/40 data.  This was the first major 
goal of this effort.  An optimistic outcome was to reduce the relative calibration 
errors to 1% in all bands and to find a BRDF for each band that improved the 
errors to the same order as the statistical methods.   
1.3.2 Demonstrate the ability to make macroscale BRDFs in DIRSIG.  This goal 
demonstrated the utility of DIRSIG in the calibration process.  By fusing material 
BRDFs with digital elevation models from USGS, it was possible to develop a 
"high resolution" scene that could be sampled within DIRSIG to create an 
aggregate BRDF. 
1.3.3 The results of the study needed to be quantified.  This enabled a specific 
description of how well the methods functioned and which continue to have room 
for improvement.   
1.3.4 Assess the limitations of the BRDF correction techniques with respect to the 
remaining variability in the 181/40 calibration data.  This final goal was 
established to understand the relative contribution from BRDF effects to the 
calibration data variability compared to other random contributors such as 
changing atmospheric parameters.  The importance of this goal is that it lays the 
foundation for the direction of future research. 
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1.4  Contribution to Knowledge 
The research discussed in this document contributed to the field of calibrating 
remote sensing systems in several ways.  Although this field has had great gains over the 
last few years, most of the research has focused on simple, easily implemented models of 
the calibration data.  There has been very little work with respect to bidirectionally 
varying reflectance and modeling the calibration scenes.  This is the first research of its 
kind to use DIRSIG to model a site BRDF as part of the calibration process.  
Incorporating this site information into the calibration showed the ability to reduce errors 
and should be considered a direct contribution to the field. 
As an additional contribution, the relative calibration method established a 
method for improving calibration that is applicable to all sensors regardless of spatial or 
spectral resolution.  This enables three distinct, yet important, advancements to the field.  
The first is that this research is the first step in enabling cross calibration from Landsat 5 
TM and MSS to Landsat 4 MSS (and potentially to earlier Landsat systems) for the 
ability to conduct 20-30+ year environmental studies.  Landsat is the longest running 
remote sensing environmental program and its long term data is invaluable for 
environmental trending.  The availability and usefulness of comparative measurements 
over such a long period is peerless in the field.  Second, this research reduces the need for 
on board calibration for future remote sensing instruments.  By tying all radiometric 
calibration to well documented and modeled sites, on board calibrators can be 
dramatically simplified.  This will reduce future program risks and costs and should 
improve system functionality and lifetimes.  Finally, understanding the relative 
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contribution of BRDF and atmospheric effects directs future research in this field.  After 
reducing the residual errors via the BRDF techniques demonstrated in this effort, any 
remaining error can be attributed to other random sources.  This allows an assessment of 
the level of effort that should be levied against the atmospheric contribution to the 
relative calibration problem. 
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Chapter 2 Background 
This chapter provides an overview of the L5 TM onboard calibration system and how it 
relates to the current state of the art of sensor calibration.  It includes information about 
previous absolute and relative calibration studies for a variety of sensor systems.  The last 
half of the chapter covers the background information for the analytical and software 
tools that will be used in this proposed study. 
2.1 On Board Calibration 
The original design of the Thematic Mapper on Landsat 5 required absolute 
radiometric accuracy of 10% and a band to band accuracy of better than 2% (Boncyk, 
Markham, Barker, & Helder, 2001).  This was to be accomplished using an onboard 
radiometric calibration system called the Internal Calibrator (IC).  The accuracy of the IC 
was tied to the prelaunch accuracy.  The IC has three lamps whose light is steered onto 
the detectors with a shutter flag.  Each lamp has a different attenuation filter which allows 
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them to be combined to produce eight brightness levels.  The shutter flag oscillates in 
synchronization with the scan mirror so it blocks reflected scene energy at the end of 
each image scan.  Also, it is painted black as a zero radiance reference.  The entire 
assembly is located in front of the primary focal plane (Chander, et al., 2004).   
Prelaunch calibration of the detectors was tested using an IS122 U.S. National 
Bureau of Standards integrating sphere (Chander, et al., 2004).  This set the detector gain 
and bias for each detector.  Additionally, each of the eight calibration lamp 
configurations was measured by the detectors to establish a well-calibrated radiometric 
baseline.  After launch, the spectral filters began outgassing which caused a nearly 20% 
variation between the pre and post launch calibrations.  This decay in response was 
exponential and settled out around 1987 after which a linear increase remained.  This 
change was attributed to changes in the lamps (Chander, et al., 2004).  One theory was 
that the IC lamps were contaminated.  This causes a decrease in the measured radiance by 
the IC control photodiodes.  In turn, the IC control system must increase the brightness of 
the lamps, thus explaining the brighter responses in the present than in the mid-1980s 
(Chander, et al., 2004).   
The result of the failure of the IC was that a new method needed to be used for 
calibration.  Only the exponential decay in the IC system response was considered to be a 
real effect.  The linear increase was thought to be inaccurate.  Removing that trend 
created a better radiometric fit, but there were still errors in the calibration accuracy using 
the IC (Chander, et al., 2004). 
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2.2 Absolute Radiometric Calibration 
Since the TM on board calibration was found to produce spurious results, a new 
method for calibration had to be chosen.  One approach for this would be to use absolute 
calibration.  For the purposes of this writing, absolute calibration will be thought of as 
comparing sensor level radiance measurements to measurements of known reflectance or 
radiance values on the ground.  The generic operational scenario for such a measurement 
would be that a team of scientists on the ground would record data about the reflectance 
or radiance of the calibration site along with information about the local atmospheric 
conditions.  These values would be propagated through the atmosphere using some sort 
of modeling tool and resampled for the sensor response.  The modeled values could be 
compared to simultaneously measured values from sensor itself.  The result would be a 
gain function that described the sensor response. 
One of the teams most closely associated with absolute calibration is the Remote 
Sensing Group at the University of Arizona.  Their calibration sites have included the 
alkali flats area of White Sands, NM and the Railroad Valley Playa of north central 
Nevada.  In addition to being very flat with large areas of uniform reflectance, their 
useful qualities include a Lambertian-like surface, low atmospheric aerosols, and many 
cloud free days (Thome K. , Biggar, Gellman, & Slater, 1994) and (Thome, Biggar, & 
Wisniewski, Cross Comparison of EO-1 Sensors and Other Earth Resources Sensors to 
Landsat-7 ETM+ Using Railroad Valley Playa, 2003).  The method they use is very 
much like the generic operational scenario already described.  The surface reflectance is 
measured using a multispectral radiometer which is walked across the calibration site.  
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Reflectance is determined by comparing the target measurements to calibration panels.  
This calibrates the radiometer for surface measurements.  Atmospheric information such 
as ozone optical depth, aerosol size distribution, and column water vapor is collected 
using solar radiometers.  This information is then all put into the 6S (Vermote, Tanre, 
Deuze, Herman, & Morcrette, 1997) or MODTRAN code to convert the ground 
reflectances into TOA radiance.  Finally, the calibration coefficient is calculated by 
averaging the digital counts for the relevant pixels from a concurrently taken TM image 
(Thome K. , Biggar, Gellman, & Slater, 1994).  The results of the absolute calibration 
have errors between 2.0% and 3.3% depending on the band (Thome, Helder, Aaron, & 
Dewald, 2004).  This method of calibration is the best that can be done without onboard 
calibration, but it comes with a price.  Absolute calibration is time consuming and labor 
intensive.  Also, for the bigger picture of cross calibrating L4 and L5, absolute calibration 
is not an option since it cannot be applied retroactively.  Furthermore, residual errors of 
2.0% to 3.3% are higher than desirable and would require many samples to achieve any 
confidence in the calibration.  A more preferable solution would not require ground truth.   
Another absolute calibration study was done for the Multi-angle Imaging 
SpectroRadiometer (MISR) on Terra.  Part of MISRs mission is to retrieve aerosol 
properties, optical depth, and surface bidirectional reflectance.  To meet that mission, it 
requires a 3% absolute calibration over bright, uniform scenes (Abdou, et al., 2002).  In 
order to validate the on board calibrators, the MISR team takes ground measurements of 
dry lake beds in remote desert environments in conjunction with MISR observations.  
More specifically, Rogers Lake, CA and Lunar Lake, NV were selected because of their 
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low aerosols and large number of cloud free days.  Using the ground measurements with 
a validated, radiative transfer code, the team was able to show TOA radiance errors less 
than 3% (Abdou, et al., 2002).  In order to drive down uncertainties associated with 
spatial uniformity, the team also flies AirMISR which is the same sensor as MISR but 
flown at an altitude such that one MISR pixel is approximately 35x35 AirMISR pixels.  
By correlating the ground measurements with AirMISR radiance and then averaging over 
a 35x35 area, the deviations from a true surface uniformity are minimized.  In other 
words, AirMISR is used as a stepping block to scale from ground measurement resolution 
up to MISR pixel resolution of 250 meters (Abdou, et al., 2002). 
There are a few takeaways from the absolute calibration discussion.  The first is 
that in general, absolute calibration is a good method.  It gives a definitive solution, and 
as the name says, gives an absolute value for the instrument calibration.  Ultimately, this 
is the goal of any calibration experiment.  The second is that absolute calibration is not 
very useful for spotting instrument trends.  Due to the amount of hands on work required 
to take absolute measurements, the data points for absolute calibration tend to be few and 
far between.  This makes it difficult to define temporal changes in the sensor's response.  
Finally, absolute calibration typically has errors on the order of 3%.  Besides the 
challenges listed above, this relatively large calibration error precludes absolute 
calibration from being a good choice to assess instrument stability--which is the goal of 
this effort.  Finally, the absolute calibration error is the baseline error to which any 
relative calibration study (typically closer to 1% error) would be tied.   
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2.3 Previous Relative Calibration Methods 
Another method for calibration is to use relative calibration.  For the sake of this 
study, relative calibration will be described as taking two or more measurements of the 
same calibration site and comparing the sensor’s measured values.  If those parameters 
that vary (such as the solar elevation angle and the earth-sun distance) are accounted for, 
any change in the sensor measurements can be attributed to the sensor itself, rather than 
to changes in the scene.  Obviously the more invariant the calibration site, the more 
suitable it will be.  These sites are known as Pseudo-Invariant Calibration sites (PICs).  
At some point these relative calibration measurements would have to be tied to either an 
absolute calibration or to a cross-calibration with another sensor.   
Relative calibration of satellite sensors goes back at least to the 1990s.  One of the 
most important elements of this field is to choose an appropriate calibration site.  A 1996 
French study looked at a number of potential sites across Northern Africa including 
Niger, Libya, and Algeria as well as some Middle Eastern sites such as in Saudi Arabia.  
The sites were analyzed using Meteosat-4 data and evaluated for their spatial uniformity, 
cloud cover, precipitation, and temporal variability (Cosnefroy, Leroy, & Briottet, 1996).  
Included in the list of sites was Libya 4, also known as 181/40.  Its spatial uniformity 
over a 100x100km region was reported to be 1.3%.  None of the sites were higher than 
2.7%.  Additionally, Libya 4s percentage of clear days was reported to be 59% 
(compared to 25-69% for all sites), its average monthly precipitation was only 0.8 mm 
(0.2-10.1 mm for all sites), and its peak-to-peak temporal change was 13% (7-23% for 
all) (Cosnefroy, Leroy, & Briottet, 1996).  This peak-to-peak change is just the percent 
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difference between the maximum and minimum values for each site and was not 
corrected for any atmospheric or directional effects.  Directional effects were later 
removed using the Staylor and Stuttles Desert BRDF.  Although the corrected peak-to-
peak results were not reported, the site root mean square fit for the model was 1.2%.  
These results were based off 92 images taken between July 1989 and January 1990 from 
a geostationary orbit with fixed viewing angles (Cosnefroy, Leroy, & Briottet, 1996). 
One study used a method of comparing AVHRR and SeaWiFS measurements to a 
database of POLDER images.  The purpose of the study was to cross calibrate the 
sensors.  While the specific methods were not very well described, the study 
atmospherically corrected the POLDER data, fit the spectral responses of the sensors, and 
propagated the surface reflectance values back through the atmosphere to the "new" 
satellite.  This study specifically did not use any BRDF calculations.  It only used days 
that matched the geometries available in the POLDER database.  Variations of 2-5% 
were reported depending on the time of year and the band used (Cabot, Hagolle, & 
Henry, 2000).  
Another good example of using PICs was a study done for the Along-Track 
Radiometer (ATSR-2) to monitor the on-orbit performance of the instrument.  This was 
motivated by studies that had shown a 6% degradation in sensor response per year on 
AVHRR (Smith, Mutlow, & Rao, 2002).  The ATSR-2 study used 9 PICs across the 
globe including locations in China and the Sahara and Sonoran deserts.  The results of the 
study showed the best results in the Sahara Desert.  The results from China and the 
Sonoran Desert were actually thrown out because of their large variability.  This 
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variability was attributed to the blooming of the desert plants.  In fact, a particularly large 
bloom occurred in the Sonoran Desert during the El Niño event which confirmed the link 
between the variability and the desert fauna (Smith, Mutlow, & Rao, 2002).  While the 
errors in calibration were not explicitly reported, the included charts indicate variability 
on the order of 3-10% per year (Smith, Mutlow, & Rao, 2002). 
A second 2002 study compared the Modular Optoelectronic Scanner (MOS) with 
SeaWiFS and Sahara sand BRDF measurements.  The MOS instrument is on the Indian 
Remote Sensing Satellite (IRS-P3).  After its on board calibrators failed, a relative 
calibration study was conducted over the Easter Erg in the Sahara Desert between Tunisia 
and Algeria.  MOS images were averaged over a 60x60 pixel region and SeaWiFS over a 
7x7 pixel region.  The data were corrected for earth-sun distance, solar zenith angle, 
Rayleigh scattering, ozone, water vapor, oxygen, diffuse transmittance, and solar path 
length using the SeaWiFS algorithm.  The correction did not include scattering or 
absorption by aerosols.  Also a cloud mask was used on the SeaWiFS data so that no 
more than 50% of the pixels could be cloud filled.  Depending on the image, this could 
result in large errors from up to 50% of the pixels being cloud covered (Schwarzer, 
Franz, Neumann, Suemnich, Walzel, & Zimmermann, 2002).  One of the more 
interesting parts of this study was that it included Saharan Desert BRDF measurement 
data from the European Goniometric Facility.  The comparisons between the satellite 
measurements and the BRDF measurements were not conclusive but provide a useful 
data point for this study (Schwarzer, Franz, Neumann, Suemnich, Walzel, & 
Zimmermann, 2002).  The results of the relative calibration showed seasonal variations 
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from varying solar zenith angles.  Overall, accuracies of 1-2% were reported for the 
vicarious calibrations if solar zenith angles were filtered to be less than 50° (Schwarzer, 
Franz, Neumann, Suemnich, Walzel, & Zimmermann, 2002).  This is a good target 
number for the calibration proposed here. 
Another relative calibration study was done using PICs in Western Queensland, 
Australia.  Three PICs were chosen based on their high surface reflectance, low temporal 
variance, and spectral uniformity.  Warrabin was claypan surrounded by grassland, 
Winton was claypan surrounded by shrubs and grass, and Dunrobin was claypan (Vries, 
Danaher, & Scarth, 2004).  Once the data from each site were normalized to the Warrabin 
results, they were tracked for trends over time.  The results showed significant temporal 
trends in the TM data.  It was noted that these trends were similar to those previously 
observed in the TM data as discussed later in this section. 
Relative calibration has not just been tried on "low resolution" systems used by 
the environmental and academic communities.  A recent Digital Globe study used 
relative calibration to improve image quality on its QuickBird satellite (Krause, 2006).  
Since commercial companies are usually more focused on “pretty pictures” than 
radiometric fidelity, this study was a little different than ones previously discussed.  It 
used large, flat scenes in the Sahara Desert and over the ocean to correct for banding and 
streaking in its images and to match the image from each detector in the focal plane to 
each other.  This is a simpler problem than the one proposed in this study since each 
scene is compared to itself for a single sun-target-sensor geometry, and the images just 
need to “look nice.”  The results of the study showed that banding differences could be 
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reduced from eight digital counts to about four and that streaking could be reduced from 
0.6% to 0.15% (Krause, 2006). 
Finally, a relative calibration study was done to monitor the long term stability of 
the two high resolution MODIS bands.  The study used a 20x20 km window over a 
Saharan site located at 22° N, -24° W which is approximately 750 km south of the 181/40 
Libya 4 site.  2500 granules from 2000-2007 were filtered for clouds and checked for 
trends related to the sensor and solar zenith angles.  To check the sensor zenith angle, the 
images were separated into 5° solar zenith angle groups.  TOA reflectances were shown 
to vary between 5% and 12% for fixed solar zenith angles between 25° and 50° (Wu, 
Xiong, Cao, & Angal, 2008).  To avoid any possible impacts of change in view geometry 
on reflectance trending, the reflectance data were collected from 16-day repeatable orbits 
over the site.  This ensured that only reflectances from a fixed sensor zenith angle were 
collected.  After correcting for earth-sun distance and the cosine zenith effect (from 
Lambertian surfaces), the standard error for the TOA reflection for each band was 2.01%.  
This study then used the MODIS BRDF product (MOD43B1) to correct for BRDF 
effects.  This reduced the errors to 1.91% and 1.82% for Bands 1 and 2 respectively.  It 
also noted that the long term trending for MODIS showed that Terra MODIS reflectances 
in Bands 1 and 2 dropped by 1.51% and 0.94% from 2000 to 2007.  This is within the 
MODIS calibration errors (Wu, Xiong, Cao, & Angal, 2008).  This study is similar to the 
first steps that were taken for this research.  In fact, the same MODIS BRDF product was 
used for two separate error reduction techniques.  One of the major differences is that 
unlike the study described here, the research discussed in this writing allows the solar 
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zenith angle to vary.  Additional differences are that this research takes the TOA 
reflectance values into surface reflectance space, more complex BRDFs are considered 
than the MOD43B1 product, and surface measurements from one satellite sensor are used 
along with a computer modeled scene to improve the calibration on a completely 
different satellite system. 
Overall, the relative calibration methods presented in this section provide a 
baseline for the Landsat 5 calibration techniques studied here.  There are examples of 
relative calibration over PICS, of measuring BRDFs on the surface and from space, and 
using atmospheric correction.  However, none of these papers combines all of these 
techniques to conduct a comprehensive method for calibrating a satellite.  The research 
discussed here is the first of its kind to take TOA reflectance data from one satellite, 
convert it into surface reflectance, use surface BRDF information from a second satellite 
to develop a synthetic model for correcting non-Lambertian effects, and propagate those 
results back to the original satellite to monitor its long term calibration.   
2.3.1 Current State of L5 TM Calibration Using the 181/40 Site 
The metamorphosis of L5 TMs calibration from using the IC to using PICs began 
in the early 1990s when Landsat was under commercial control and the instrument was 
assumed to be more stable than the calibration lamps.  When L5 was turned back over to 
the US government, the calibration process using the IC was used again.  However, there 
was a great deal of interest in examining the calibration and comparing it to cross-
calibration with L7.  This led to a revised calibration procedure that relied on the "best" 
IC lamp data tied to the L5-L7 cross calibration date.  This looked like an exponential 
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decay curve over the early life of L5 that reached steady state around year five 
(Markham, Barsi, Helder, Thome, & Barker, 2006).  The exponential decay fit is 
referenced as the “LUT” curve in Figure 2.1. 
 
Figure 2.1. L5 TM Band 2 Sensor Gain vs. Year Since Launch (Markham, Barsi, Helder, Thome, & 
Barker, 2006) 
There remained concerns with the calibration though.  An Australian study 
showed a significant difference between the calibration curve and the PICs (Vries, 
Danaher, & Scarth, 2004).  Another study that tried to atmospherically correct L5 data 
ended up with negative reflectances for vegetation (Markham, Barsi, Helder, Thome, & 
Barker, 2006).  This eventually led to a partnership with the European Space Agency 
(ESA) to acquire L5 TM data over the Libya 4 site, also known as Landsat Path 181 Row 
40 (181/40).  This notation is a legacy scene description from the early Landsat systems 
which had 251 East to West orbital tracks (paths) that were divided into 25 second 
intervals (rows).  A complete orbit has 285 intervals, or rows.  Each of these scenes are 
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approximately 163x163 km (101x101 miles) (Williams, The Worldwide Reference 
System, 2009).  The two main sites discussed here are the 181/40 site in the Sahara 
Desert, and the 38/38 site in the Sonoran Desert.  The 181/40 site corners are shown in 
Table 2.1 and the scene itself is shown in Figure 2.2. 
Corner Latitude Longitude 
Upper Left 29.7633° N 23.0662° E 
Upper Right 29.4898° N 24.9491° E 
Lower Left 28.2493° N 22.6910° E 
Lower Right 27.9769° N 24.5478° E 
Table 2.1. 181/40 Calibration Site Scene Corners 
  
Figure 2.2. Libya 4, 181/40 Landsat Calibration Site 
ESA initially provided two cloud free scenes per year (June and September) for a 
total of 32 scenes.  First the data were corrected for all known focal plane errors and the 
solar distance and elevation angle.  Then the center 3000 by 3000 pixel region of each 
scene was extracted and averaged.  A new exponential decay curve was fit to the 
averages.  The results showed a curve that fit well and had a precision on the order of 1% 
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to 2%.  Even more encouraging, when the model was tied to the L5-L7 cross calibration 
date it passed through the pre-launch gain values (Markham, Barsi, Helder, Thome, & 
Barker, 2006).  This is shown in Figure 2.3. 
 
Figure 2.3. L5 TM Band 2 Sensor Gain vs. Year Since Launch with 2006 Fitting Model (Markham, 
Barsi, Helder, Thome, & Barker, 2006) 
On a side note, the L5-L7 cross-calibration data was the logical choice for the 
calibration tie point.  Shortly after launch, L7 was placed in a tandem orbit with L5.  
Hundreds of nearly simultaneous scenes were imaged from 1-4 June 1999 by both L7 
ETM+ and L5 TM.  For Bands 1-4 the total absolute cross calibration error is considered 
to be 3.6%.  Bands 5 and 7 were assumed to be about 50% worse (Chander, et al., 2004).  
As a result of the extensive study of L5 TMs calibration history, the radiometric 
calibration was tied to the exponential decay model from the 181/40 site on 2 April 2007.   
This was most significant for data from the first eight years where instrument values were 
adjusted by as much as 15% (Chander, Markham, & Barsi, Revised Landsat-5 Thematic 
Mapper Radiometric Calibration, 2007).  L5 TM Band 3 is shown in Figure 2.4.  The 
  
23 
 
vertical axis in the figure is in units of “Gain” as in Figure 2.3.  Figure 2.4 shows there is 
an obvious exponential trend to the data.  There is also a fair amount of variability about 
the curve.  Closer inspection of the curve reveals what appears to be a seasonal 
downward shift of the calibration points.  This is especially evident in the later years 
where the curve is much flatter.  This recurring trend is what led to the first assumptions 
that there is a BRDF effect to the desert that needs to be understood. 
 
Figure 2.4. L5 TM Band 3 Sensor Gain vs. Year Since Launch with 2007 Fitting Model Curve 
(Chander, Markham, & Barsi, Revised Landsat-5 Thematic Mapper Radiometric Calibration, 2007) 
and (Barsi, Conversation with Julia A. Barsi, 2007) 
While this is the best calibration available for L5 TM, there are still residual, non-random 
errors in the data.  Driving down these errors is the focus of this research.  These data can 
also be plotted with the 2007 Fitting Model applied to the results.  This removes the 
exponential curve and flattens the data to a prelaunch gain of 1.0.  The results for L5 TM 
Band 3 are shown in Figure 2.5.  The data shown in this figure are the starting point for 
the remainder of the research associated with this effort. 
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Figure 2.5. L5 TM Band 3 Sensor Gain vs. Year Since Launch, Corrected with 2007 Fitting Model 
In summary, the 181/40 site is the key to the current L5 TM calibration.  It has 
been extensively studied, and its relatively unchanging condition over the lifetime of L5 
makes it ideally suited for calibration.  Studying 181/40 from a BRDF perspective gave 
insight into how desert BRDFs behave and reduced the residual errors in L5s relative 
calibration 
2.3.2 The 38/38 Calibration Site 
Although the 181/40 site has proved useful for monitoring the current calibration, 
it has a major limitation.  There are no data sets in the U.S. archive for Landsat 4 over the 
181/40 site.  This makes it impossible to conduct one of the long term goals of this 
research: cross calibrate all of the Landsat sensors to each other.  Cross calibration will 
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only be possible using sites within the visible area of the U.S. direct downlink system 
because the on board data recorders failed early in the Landsat 4 and 5 programs.  Since 
the sites within this area are not as stable as the Saharan sites, more precise analysis and 
modeling is necessary.  The primary site chosen for the long term calibration history is 
the Sonoran Desert 38/38 calibration site. 
While there have been many studies on 181/40, there currently is not nearly as 
much calibration information for 38/38.  The nominal corners of the site are shown in 
Table 2.2, and the actual scene looks like that shown in Figure 2.6.  Due to the amount of 
water in the area, the 38/38 cal site is actually a subset of the scene.  Its nominal corners 
are outlined in black.   
Corner Latitude Longitude 
Upper Left 31.9474° N 114.3828° W 
Upper Right 31.9429° N 114.3347° W 
Lower Left 31.8939° N 114.3963° W 
Lower Right 31.8842° N 114.3338° W 
Table 2.2. 38/38 Calibration Site Scene Corners 
 
Figure 2.6. Sonoran Desert, 38/38 Landsat Calibration Site 
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Although no previous studies have looked at this specific site, the ATSR-2 study 
used a nearby site.  It noted that the site was a semiarid region with limited vegetation 
cover and seasonal variations in the surface reflectance.  This was the same study that 
removed its Sonoran results due to desert blooming (Smith, Mutlow, & Rao, 2002).  
Because of the issues with vegetation and increased rainfall, this site has greater 
variability in apparent reflectance and needs to be handled more carefully than 181/40 to 
extract reliable results. 
In summary, a number of previous studies have looked at desert sites for 
calibration.  The results have shown the utility of using such sites but also some of the 
difficulties.  The 181/40 site, already proven useful for L5 TM calibration, still has 
systematic errors.  The 38/38 site has been looked at by other studies, but its usefulness 
has been limited by vegetation and precipitation.  This study seeks to go beyond the 
shortcomings of previous work by including BRDFs, atmospheric correction, and a 
physics based synthetic model. 
2.4 BRDF Functions 
When light interacts with a surface it can be absorbed, transmitted, or reflected in 
many directions.  Additionally, light is self-emitted from all materials.  This self-emission 
is temperature dependent, and unless the object is relatively hot, the self-emitted term has 
virtually no impact on measurements of reflected light.  For many remote sensing 
applications, including this research, radiance measurements are typically focused on the 
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reflectance properties.  Neglecting any thermal contributions, the path of light can be 
described using the following equation 
 
 
 
(2.1) 
where all terms are defined in the wavelength bandpass of interest, Lλ is the sensor 
reaching radiance, Esλ' is the solar irradiance, σ' is the solar elevation angle, ρ(λ) is the 
surface BRDF, τ1 and τ2 are atmospheric transmissions, F is the fraction of the 
hemisphere above the surface that is background, Edsλ is the downwelled solar irradiance, 
rd(λ) is a diffuse surface reflectance, Lbsλ is the background radiance, and Lusλ is the 
upwelled radiance (Schott, 2007).  Since the L5 TM and L7 ETM+ bands of interest do 
not include any thermal bands, the self-emitted terms have been omitted.  Furthermore, 
since the calibration sites are deserts, F is essentially 1.0 for all cases.  This simplifies the 
equation to 
  (2.2) 
As part of a larger equation governing the propagation of light from a source, to 
the target, and finally to the sensor, the BRDF is the fundamental way of describing a 
material's surface characteristics.  It is defined as the ratio of the radiance, L, scattered 
into the various viewing directions to the incident irradiance, E, from the incident 
direction 
  (2.3) 
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where θ is the zenith angle, ϕ is the azimuth angle, and λ is the wavelength of light.  
The subscripts i and r refer to the incident and reflected directions respectively.  The units 
of rBRDF are inverse steradians (Schott, 2007).   
Reflected light can be thought of as following one of three types of interactions.  
The simplest of these is a Lambertian or diffuse reflection.  It is very common in remote 
sensing to assume that all materials are Lambertian.  This means that radiant intensity 
from an object falls off as a function of the cosine of the angle.  Because of the geometry 
of this situation, the area also falls off as a function of the cosine of the angle.  The net 
effect is that the radiance is the same in all directions and the total reflectivity is unity.  
Schott (2007) points out that the reflectance factor, rrF, which is typically thought of as 
simply the reflectance of an object, r, is related to rBRDF by 
  (2.4) 
To the casual observer this simply means that it does not matter from which direction an 
object is observed, it will look the same.  A simple example of this is a rough carpet.  As 
long as the illumination remains the same, the carpet does not change appearance with 
viewing angle.  The current Landsat calibration procedure assumes that the desert is 
Lambertian.  The second type of interaction is called specular.  In the most extreme case, 
all of the light that interacts with a surface will be reflected off that surface at an equal 
and opposite angle.  A polished mirror exhibits very specular behavior.  Finally, the third 
type of interaction is just a mixture of the previous two.  In reality, most materials are 
  
29 
 
even more complex, but resemble the third type.  These interactions can be thought of as 
a continuum and are shown in Figure 2.7. 
 
Figure 2.7. Lambertian, Mixed, and Specular BRDFs 
A quick look at the history of BRDFs reveals a multitude of functions in the 
literature.  While each has its own strengths and weaknesses, some common themes are 
readily apparent.  One of these is the way solar and sensor geometries are used.  
Typically the zenith angles are the driving terms and are then modified by the relative 
solar-sensor azimuth angles.  Also, most of them make an assumption of reciprocity.  
That is to say, that the light follows the same path whether it is traveling from the sun to 
the sensor or the sensor to the sun.   Some functions are designed to be simple and easily 
implemented in computer graphics, while others seek to describe the light-matter 
interactions all the way down to the Fresnel reflection from a distribution of facetized 
surfaces.  The models presented here are not all inclusive but are representative of the 
available literature.  Additionally, they will be the first models tried in the proposed 
research. 
The first, and simplest of these, is the Ward model.  This model was used to 
generate the images in Figure 2.7.  It was purposely designed to be easily implemented so 
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that it would actually be used in computer renderings.  Another advantage that should be 
apparent is that it is already normalized to give appropriate reflectance values.  For this 
reason it is considered to be physically valid.  On the other hand, it is not intended to be 
the best mathematical representation, so it may not directly fit measured data.  It also 
does not include a geometric attenuation (self shadowing) factor (Ward, 1992).  The 
Ward model is expressed as 
 (2.5) 
Here, ρd is the diffuse reflectance, ρs is the specular reflectance, δ, shown in Eq. (2.17), is 
the angle between the surface normal vector, , and the half angle vector between the 
incident and reflected paths, ', and α is the standard deviation (RMS) of the surface 
slope.  This geometry is shown in Figure 2.8. 
 
Figure 2.8. Ward and Microfacet Based BRDF Geometry 
In the figure,  is the normal vector to the coordinate system,  is the incident ray, and  
is the reflected ray. 
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Another representation of the Ward model is the anisotropic model.  This is 
essentially the same, except that it has two perpendicular, uncorrelated slope distributions 
αx and αy.  
 
 
 
(2.6) 
Also, ϕ/2 is the azimuth angle of the half vector, δ, projected into the surface plane where 
ϕ is the relative azimuth angle (ϕr – ϕi) (Ward, 1992).   
A more intricate representation is the Torrance-Sparrow model.  It aims to 
describe reflectances from rough surfaces where the root-mean-square surface roughness 
is greater than the wavelength of incident light.  This allows the model to be set up using 
geometrical optics rather than wave optics.  Torrance-Sparrow assumes that specular 
reflection from mirror-like surface facets and a diffuse reflection contribute to the overall 
BRDF.  The diffuse component may originate either from multiple reflections among the 
facets or from internal scattering, while the specular component is affected by self-
shadowing and masking (Torrance & Sparrow, 1967).  The Torrance-Sparrow model is 
written as   
 
 
(2.7) 
where f is the area of each microfacet, b and c are constants, F(β,ñ) is the Fresnel 
reflection, G(θip, θrp) is the geometric attenuation factor, a is a constant, and dωi is the 
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solid angle of the source when viewed by the target.  The first term of the equation is 
essentially a specular term with a Gaussian distribution of slope b exp(-c
2δ2).  The second 
term is the diffuse component.  A Lambertian surface would be dominated by the second 
term (Montanaro, 2007) (Torrance & Sparrow, 1967).  The geometric setup is shown in 
Figure 2.8.  The Fresnel reflection is based on the complex index of reflection of the 
material, ñ (Montanaro, 2007) (Hecht, 2002).  It is written as 
  (2.8) 
where the perpendicular and parallel polarization reflectance coefficients are 
  (2.9) 
  (2.10) 
Three of the assumptions used to derive G(θip, θrp) are that each specularly reflecting 
facet is one side of a symmetric V-groove cavity, all masking and shadowing effects take 
place within the cavities, and only the first reflection is added to the specularly reflected 
component.  This is shown in Figure 2.9. 
  
Figure 2.9. (a) Geometry of V-groove Cavity (b) Simultaneous Masking and Shadowing 
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Figure 2.9 (a) sets up the geometry as it is used in Eqs. (2.7) and (2.11).  Figure 2.9 (b) 
shows a shadow area at the bottom of the V-groove and also how masking occurs.  The 
values θip and θrp are not actually measured from V-grooves on the surface.  They are 
completely determined by the geometry of the scene as 
  (2.11) 
  (2.12) 
The angles θip and θrp are related to the source-target-sensor geometry by spherical 
geometry 
  (2.13) 
  (2.14) 
The angle χ is a function of β and δ 
  (2.15) 
Finally, β and δ are also related to the source-target-sensor geometry.  These are the same 
variables as shown in Figure 2.8 and are written as 
  (2.16) 
  (2.17) 
Yet another BRDF is the Roujean-Leroy function.  It was designed to be used 
with satellite sensors whose pixel resolutions range from tens of meters to a few 
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kilometers.  Previous studies had assumed homogeneous surfaces.  The Roujean-Leroy 
study attempted to improve on those models to account for multiple surface types.  
Additionally, it sought to minimize the number of function parameters.  For most scenes 
in the world, vegetation visibly changes every 10 days and cloud contamination is 
routinely a problem.  This limits the number of scene acquisitions that can be used for a 
BRDF calculation.  If the rule of thumb that 10 scenes are required for every BRDF 
parameter, the total number of required scenes will quickly overwhelm the ability of the 
satellite to collect enough data.  For this reason, the Roujean-Leroy function uses only 
three parameters which divide the BRDF into a geometric, volumetric, and diffuse term.  
The geometric term takes into account the structure of opaque reflectors and shadowing 
effects.  It treats the surface as a random collection of non-overlapping spheroids with 
Lambertian surfaces.  The geometry is shown in Figure 2.10.  The volumetric term 
models the medium as a collection of randomly located facets to represent leaf canopies 
(Wanner, Li, & Strahler, 1995). 
 
 
Figure 2.10. Geometry of Spheroids Used in Li-Sparse BRDF 
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The Roujean-Leroy model is written as 
 
(2.18) 
where f1 and f2 are functions of the source-target-sensor geometries and k0, k1, and k2 are 
related to model parameters of the subpixel-scale surface (Roujean, Leroy, & Deschamps, 
1992). Given enough scene images, the kn parameters can be solved by a simple least 
squares solution. 
Similar to the Roujean-Leroy BRDF is the Ross-Li model used in one of the 
MODIS BRDF products.  It is of the form 
  (2.19) 
where the isotropic term has a Lambertian-like effect, the volumetric term accounts for 
leaf canopies and the geometric term is for self-shading effects (Strahler, et al., 1999).  
One of the biggest differences with this model is that its output is unitless instead of in 
[sr
-1
].  This is how the model was setup in the MODIS BRDF product and that was 
maintained in this research for consistency.  To convert to a more typical BRDF, the f 
parameters would each need to be scaled by 1/π.  The Kvol term is the same as for the 
Roujean-Leroy model (Roujean, Leroy, & Deschamps, 1992) 
  (2.20) 
  (2.21) 
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  (2.22) 
  (2.23) 
  (2.24) 
  (2.25) 
  (2.26) 
O is the overlap area between the view and solar shadows, cos t should be constrained to 
values [-1,1], and h/b and b/r should be preselected.  These values are given by the 
proportions of sunlit and shaded scene components in a scene consisting of randomly 
located spheroids of height-to-center-of-crown h and crown vertical to horizontal radius 
ratio b/r shown in Figure 2.10.  For this study h/b and b/r were set to 2 and 1 respectively 
to match the values used for MODIS BRDF processing (Strahler, et al., 1999). The 
interpretation of these values is that the spherical crowns are separated from the ground 
by twice their radius (Strahler, et al., 1999).  This models the dunes as a collection of 
"tall" spheroids.  This assumption could be tweaked by adjusting the b/r ratio to make the 
spheroids more elliptical or to adjust the relative height. 
An additional BRDF is the Beard-Maxwell model utilized in the Nonconventional 
Exploitation Factors Data System (NEFDS).  The NEFDS has over 400 materials with 
measured parameters of the Beard-Maxwell model.  The model itself is similar to the 
Torrance-Sparrow model previously discussed.  It is a physics-based model that uses 
empirical measurements to set the model parameters.  Originally designed for rough, 
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painted surfaces, it has since been modified to include a variety of materials.  The general 
form of the equation is described below 
 
(2.27) 
The Beard Maxwell model has many of the same angles and features as the Torrance-
Sparrow model.  The major difference is that  is the diffuse (Lambertian) term,   is 
a volumetric term, and  is a geometric, self-shadowing term   
  (2.28) 
where Ω and μ are fitting parameters.  Finally, the facet-normal distribution function is a 
Cauchy distribution and takes on the form 
  (2.29) 
where B is magnitude scaling parameter and σ is the mean square value of the facet slope 
(Westlund & Meyer, 2002) (Montanaro, 2007). 
2.5 Deriving BRDFs from Airborne and Satellite Imagery 
Over the last 20 years, there have been a variety of studies to derive BRDFs from 
airborne and satellite imagery.  These have looked at a number of landscapes and 
vegetation types in many different spectral bands using many different sensors.  This 
research built on these efforts to characterize the L5 calibration sites.  The results of some 
of the studies are summarized here.   
  
38 
 
One of these studies was done by Leroy and Roujean.  It used the Roujean BRDF 
model described in Eq. (2.18) to correct for sun-sensor angles over seven sites (semiarid, 
agricultural, and forest) in France (Leroy & Roujean, 1994).  As previously mentioned, 
the Roujean BRDF is similar to the MODIS BRDF product.  Both methods use three 
terms that are found using a linear least squares solution.  Additionally, both the isotropic 
and volume scattering terms are the same (Strahler, et al., 1999) (Roujean, Leroy, & 
Deschamps, 1992).  This study used Advanced Very High Resolution Radiometer 
(AVHRR) imagery which scans across track at up to ±56°.  This gave multiple sun-
sensor angles for solving for a least squares solution.  This is similar to the MODIS study 
done for this research which used images at ±55° sensor zenith angle.  The regression 
technique was applied over sliding one month periods using cloud free atmospherically 
corrected reflectances.  This purposely gave relatively fixed solar zenith angles.  
Additionally, the viewing geometry was such that the relative azimuth angle between the 
sun and sensor directions varied very little with an average value of 45° (Leroy & 
Roujean, 1994). 
One area of particular interest in the study was the semiarid Crau site near 
Marseille, France.  The semiarid Crau is a dry plain of pebbled, clay soil with seasonal 
periods of sparse vegetation (Roujean, Leroy, & Deschamps, 1992).  The atmospheric 
portion of the study was accomplished using the Simulation of Satellite Signal in the 
Solar Spectrum (5S) code.  The code uses atmospheric aerosol type, optical depth, water 
vapor, ozone, and sun-target-sensor geometry to correct for atmospheric effects 
(Vermote, Tanre, Deuze, Herman, & Morcrette, 1997).  The aerosol optical depth was 
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found from visibility measurements and the water vapor was estimated from the Péridot 
short-range weather forecast model.  The need to consider such atmospheric effects is not 
dissimilar to the L5 TM research requirements.  While water vapor concentrations were 
relatively small for the L5 TM and L7 ETM+ atmospheric correction techniques, the 
problem of aerosol type and concentration was an important consideration. 
 
Figure 2.11. Leroy-Roujean Results of Semiarid Crau Site (Roujean, Leroy, & Deschamps, 1992) 
The results of the Leroy study for the Crau site are shown in Figure 2.11.  The 
dashed lines are the observed surface reflectances, the dotted lines are the modeled 
reflectances, and the dark lines are the corrected reflectances (Leroy & Roujean, 1994). 
One observation of the results was that the corrected reflectance was larger than the 
monthly average.  This was attributed to the fact that as the solar zenith angle increased, 
so did the local shadows, which drove down the monthly average.  The study showed a 
reduction in standard deviation from 0.0272 to 0.0129.  Using Eq. (3.2) and a monthly 
average of 0.30, this corresponds to a reduction in percent error (%Error) from 9.0 to 4.0.  
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This result includes the Roujean BRDF model and the atmospheric correction (Leroy & 
Roujean, 1994).  An important difference between the Roujean study and this research is 
that it had readily available aerosol and water vapor information.  These are more 
difficult to obtain for the 181/40 calibration site, especially for calibration dates before 
2000.  Additionally, since there is no MODIS imagery available for historical time 
periods, the BRDFs obtained using present day imagery will have to be applied to dates 
as much as 20 years old. 
An additional French study used the Polarization and Directionality of Earth 
Reflectances (POLDER) instrument to study the BRDFs of many biomes.  POLDER has 
view angles up to 70° and a ground resolution of 6 km.  The measurements of 8 bands 
between 443 and 910 nm were screened for clouds and atmospherically compensated.  
One of the sites, located at 23.35° N 23.89° E was actually within the 181/40 calibration 
site.  The study noted that the spectral and directional variations of the desert BRDF were 
very small between December and May (Bicheron & Leroy, 2000). The results of the 
study showed that all of the "Barren or Sparsely Vegetated" sites had an average Root 
Mean Square Error (RMSE) of 1.02 reflectance units when using the Roujean model and 
0.96 reflectance units when using the RossLi model.  For a 40% reflector, this is 
approximately 2.5%Error.  The residual errors were considered random and attributed to 
calibration accuracy, incomplete atmospheric compensation related to the absence of 
aerosol information, the fact that atmospheric corrections assumed a Lambertian surface, 
and errors due to undetected partial cloudiness (Bicheron & Leroy, 2000).  These values 
should be compared to the relative errors of L5 which (without correction) are already on 
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the order of 1-2% (Table 4.1).  The results of this L5 TM calibration study which apply 
improved atmospheric and BRDF correction techniques to the L5 TM calibration data 
show even more significant results than those shown in the POLDER study.  They are 
shown in Chapter 4. 
2.6 MODIS 
One of the sources of data for the L5 TM calibration study is MODIS imagery 
and products from NASA's Terra satellite.  Terra was launched into a descending node, 
705 km near sun synchronous orbit on 18 Dec 1999 (Xiong & Salomonson, 2003).  
MODIS has 36 spectral bands with three different nadir ground resolutions.  Bands 1 and 
2 are 250 m, Bands 3-7 are 500 m and Bands 8-36 are 1 km (Xiong, Che, & Barnes, 
2005).  Table 2.3 includes a list of the MODIS bands that match up with the L5 TM 
bands.   
L5 TM Reflective Bands to MODIS Comparison 
L5 TM Bands Wavelength [μm] MODIS Bands Wavelength [μm] 
Band 1 0.450-0.515 
Band 3 0.459-0.479 
Band 10 0.483-0.493 
Band 2 0.525-0.605 
Band 11 0.526-0.536 
Band 4 0.545-0.565 
Band 12 0.546-0.556 
Band 3 0.630-0.690 
Band 1 0.620-0.670 
Band 13L/H 0.662-0.672 
Band 14L/H 0.673-0.683 
Band 4 0.775-0.900 
Band 2 0.841-0.876 
Band 17 0.890-0.920 
Band 16 0.862-0.877 
Band 5 1.550-1.750 Band 6 1.628-1.652 
Band 7 2.090-2.350 Band 7 2.105-2.155 
Table 2.3. L5 TM Reflective Bands to MODIS Comparison 
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As shown in the table, there are multiple MODIS bands that map onto the TM 
bands.  The best candidates for use in this research were MODIS Bands 1-7 since they 
were designed as imaging bands compared to some of the other bands which were 
optimized to study atmospheric constituents.  Also, many of the MODIS ground products 
rely strictly on the first seven "high resolution" bands.  This allowed a more direct 
comparison between the MODIS products and any BRDF techniques studied 
independently of those products.  Finally, many of the summertime images of the 181/40 
calibration site were saturated in MODIS Bands 8-19. 
MODIS has a double-sided scan mirror for viewing the onboard calibrators and 
the earth.  The scanning range is ±55° from the instrument nadir which gives a 10 km 
along track by 2330 km cross track swath in 1.478 seconds.  As a result, the entire earth 
can be imaged in less than two days (Xiong & Salomonson, 2003).  The scanning range is 
illustrated in Figure 2.12. 
 
Figure 2.12. MODIS Field of View 
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The reflective band calibrators are on the opposite side of the earth view and 
include a solar diffuser (SD), a solar diffuser stability monitor (SDSM), and a spectro-
radiometric calibration assembly (SRCA).  The SD and SDSM are operated biweekly 
with the SDSM being used to track SD reflectance degradation (Xiong, Che, & Barnes, 
2005).  Calibration is performed by measuring the sensor's response to diffusely reflected 
sunlight from the SD.  In turn, the SD is calibrated using the SDSM which views the 
direct sunlight through an attenuation screen and the sunlight back-scattered from the SD 
during each calibration sequence. The updated calibration coefficients associated with 
these measurements are included in the look-up tables used in the MODIS L1B 
production code (Xiong & Salomonson, 2003).  Finally, the SRCA can be operated in 
spatial, spectral, and radiometric modes.  The spatial mode measures the band to band 
registration of all 36 bands, the spectral mode characterizes the reflective solar band 
spectral responses and center wavelength shifts, and the radiometric mode tracks the 
reflective solar band responses at an angle of incidence of 38.2° to the scan mirror to 
validate the SD calibration (Xiong, Che, & Barnes, 2005).  The overall calibration of 
MODIS is within design specifications and has been validated for use in scientific 
publications (Xiong & Salomonson, 2003).  
Since MODIS has such a wide field of view it is able to take measurements at a 
wide range of sun-target-sensor geometries.  This made it a strong candidate for sampling 
the BRDF effects of the calibration sites.  An example of this is shown in Figure 2.13.  
This has eight consecutive days from June 2007.  In each sub-image, the 181/40 
calibration sight is outlined in a yellow box and the satellite's path is down the center of 
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the scene.  Keeping in mind that the entire scene has a field of view of ±55°, it is readily 
obvious that the sensor zenith angle is greatly varying from day to day.  Also, these 
images were taken between 0800 and 1030 locally.  That means the solar zenith angle 
was also different for each image.  Since the solar zenith angle changes with the seasons, 
a year of MODIS images includes solar zenith angles between 15° and 55°.  This was a 
key capability to satisfy the desire to measure the BRDF without taking measurements on 
the ground.  
 
Figure 2.13. MODIS Sampling Example 
There are a multitude of MODIS products available, but the ones that were used 
here included the MODIS Level 1B (MOD021KM), MODIS/Terra Surface Reflectance 
Daily L2G Global 500m SIN Grid (MOD09GHK), and BRDF-Albedo Model Parameters 
16-Day L3 500m (MOD43B1).  MOD021KM contains calibrated Earth View data at 
1km resolution, including the 250m and 500m resolution bands aggregated to 1km 
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resolution (Toller, Isaacman, & Kuyper, 2006).  The Level 1B product contains calibrated 
data, not images.  This product can be recombined as "color" images as shown in Figure 
2.13.  Its data are used by other applications to generate the other MODIS products.  The 
data are georectified and have been corrected for all known instrumental effects.  The 
product also contains quality assurance (QA) about the data.  This data product is used in 
this research as a TOA reflectance to find a TOA BRDF.   
Unlike the MOD021KM product, MOD09GHK is a surface reflectance product 
for MODIS Bands 1-7 that has been corrected for atmospheric scattering and absorption.  
It represents how the data would have been measured on the ground (Vermote E. , 2008).  
This product is available on a daily basis for the entire globe.  Before dissemination it is 
projected onto the MODIS SIN grid as shown in Figure 2.14.   
 
Figure 2.14. MODIS Sine Projection 
The advantage to this projection is that calibration sites are always available at the same 
pixel locations in every MOD09GHK scene.  There are two disadvantages to this data set 
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that are shown in Figure 2.15.  In both of these scenes, the calibration site is near the 
upper left of the image.   
   
Figure 2.15. MOD09GHK, Band 1, Bad and Good Days 
The first disadvantage is that occasionally there will be days that have regions of overlap.  
These were filtered out.  This is shown in the "Bad Day" image.  Also, there were days 
where the scene was obscured by clouds.  A simple "cloudy day" algorithm was used to 
remove those days from the data set.  Some of these clouds are evident near the bottom of 
the "Good Day" scene.  Like, the MOD021KM product, the MOD09GHK product can be 
used to produce a BRDF of the calibration site.   
Lastly, MOD43B1 is a MODIS BRDF product that includes the three BRDF 
coefficients for the Ross-Li BRDF model.  It is available for the first seven MODIS 
bands and is georectified to a flat latitude/longitude grid.  It is globally available on 16 
day intervals (Schaaf, 2004).  This product is automatically derived from the 
MOD09GHK product.  It was applied to the TOA L5 calibration data to monitor how 
well it reduced the variability.   As discussed in Section 2.4, it is not as complex as other 
BRDFs, but it provides another baseline for how well a BRDF can correct the L5 
calibration data. 
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In short, MODIS is a sensor system with the capability to sample the calibration 
sites at a variety of sun-target-sensor geometries.  The first attempt at this data takes the 
simple path of using the MOD43B1 BRDF data to correct the L5 TOA calibration points.  
A much larger section of time was devoted to acquiring, analyzing, and filtering the TOA 
and surface reflectance data.  These ended up being the dependent variables for solving 
the BRDF parameters associated with each calibration site.  The technique for finding the 
BRDF parameters used the Levenberg-Marquardt method discussed in the next section. 
2.7 Levenberg-Marquardt 
The Levenberg-Marquardt (LM) algorithm is a non-linear least squares solution to 
a function over a parameter space.  It seeks to quickly find the minimum of the error 
metric between a function of independent variables and the observed dependent variables.  
In order to quickly reach the minimum, it uses a variable step size.  When the slope of the 
gradient is small the algorithm takes larger steps.  When the slope is steep, it takes 
smaller steps (Marquardt, 1963).  An example which illustrates the basic steps of the 
algorithm is outlined below. 
As mentioned, the LM method is trying to minimize the errors between the 
observed dependent variables and the function of independent variables.  In order to 
understand how it works, a simple linear fit example is shown for y = mx + b.  This 
example is adapted from the Matlab “nlinfit” function documentation (The MathWorks, 
2009) and from a Levenberg-Marquardt tutorial (Ranganathan, 2004), 
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For this example, a set of data was created with a known slope, m of 0.50 and 
intercept, b, of 0.30.  The "observed" y values were modified with a small amount of 
Gaussian noise, and the initial values of m and b were set to mest = 0.45 and best = 0.33.  
First the error vector is calculated 
  (2.30) 
  (2.31) 
where yi is a single measured value of y, and xi is a single observed value of x.  If the first 
two observation pairs are x = 0,1 and y = 0.3407, 0.8453, then Eq. (2.31) becomes d1 = 
0.3407 - (1* mest + best ) and d2 = 0.8453 - (2* mest + best ).  The vector in Eq. (2.30) is 
filled in with the rest of the calculated error values. 
  (2.32) 
The next step is to find the Jacobian of the error vector, , and the total error, e, where 
  (2.33) 
which results in 
  (2.34) 
In this form the Jacobian is a symbolic matrix of partial derivatives.  Alternatively, the 
Jacobian could be solved during each iteration using numerical methods.  For the 
example, e = 6.2450 and  is 
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  (2.35) 
The next step is to set the LM damping factor and input estimates for the coefficients of f.  
These are then used to create initial estimates of y, which then are used for initial values 
of dn.  The Jacobian matrix is then filled in with the partial derivatives of .  After that, 
the Hessian matrix 
  (2.36) 
 is calculated.  For the linear regression example, the Hessian matrix is 
  (2.37) 
The damping factor is then applied to the Hessian matrix.  The equation takes the form 
  (2.38) 
where λ is the parameter scaling factor and  is the identity matrix.  For the example, λ is 
set to 0.01 which modifies the Hessian matrix to 
  (2.39) 
The updated parameters are then found by taking the inverse of -  and matrix 
multiplying it by  and the error vector  
  (2.40) 
  (2.41) 
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  (2.42) 
The updated error vector and total error are recalculated  and .  If  is less 
than , then the updated parameters become the current parameters and the damping 
factor is decreased.  If not, the damping factor is increased and the parameters are not 
updated.  This is iterated for a user defined number of steps or until a stopping criterion is 
reached.  For the example, the estimated parameters changed to mest = 0.5004 and best = 
0.3286, and the error dropped from 6.2450 to 0.0051.  This would continue to be iterated 
until a predefined stopping point was reached.  If the error had not dropped on this 
iteration, the damping factor would have been modified as discussed. 
The Levenberg-Marquardt algorithm for this research was implemented by using 
the MATLAB "nlinfit" function.  This function estimates the coefficients of a nonlinear 
regression function using least squares by way of a user supplied function (The 
MathWorks, 2009).  Each of the BRDFs were individually coded into MATLAB.  The 
solar and sensor angles and surface reflectances were saved as text documents that could 
be read in by MATLAB and run by nlinfit.  Initial starting conditions were matched to 
information available in the NEFDS or to values from the MODIS derived products as 
appropriate. 
The complex BRDFs were calculated in exactly the same way.  For these 
functions, the yi values were the measured reflectances, the xi values became a vector of 
solar and sensor angles, and m and b became a list of the model parameters.  Obviously it 
was important to choose good starting points to reach the true minimum of the error 
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function.  Also, since the BRDF models were so complex, an additional step in the 
algorithm was sometimes necessary to check that the model parameters stayed within an 
acceptable range of values. 
2.8 MODTRAN 
In order to take full advantage of the BRDFs that were developed using the 
previously described optimization methods, the TOA L5 calibration data needed to be 
atmospherically inverted into surface reflectance space.  This part of the research was 
accomplished by our research partners at South Dakota State University using the 
MODerate resolution atmospheric TRANsmission (MODTRAN) model.  MODTRAN is 
also used by DIRSIG (Section 2.9) to calculate the upwelled and downwelled radiance 
along with the atmospheric transmission in each scene.  A brief discussion of its features 
and capabilities is included here for completeness. 
The MODTRAN model is a powerful method for describing atmospheric effects 
and was developed by the Air Force Research Lab at Hanscom AFB, MA.  MODTRAN 
assumes a plane-parallel atmosphere that has many homogeneous layers.  Each of these 
layers has associated transmission and absorption effects that are calculated at equal 
wavenumber increments.  When the effects of all the layers and all the bands are 
combined, an overall atmospheric output is available to the user (Berk, et al., 2003).  The 
two most common ways to use MODTRAN are in transmission mode, which provides 
the transmission from the observer to the target for each modeled gas, and radiance mode, 
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which is the typical mode for predicting radiance at an observer.  The atmospheric 
outputs can be used in reverse to convert TOA atmosphere to surface reflectance. 
While it would be excessive to describe every possible input to MODTRAN, it is 
worth noting some of the required ones.  The specific implementation that was used with 
DIRSIG is discussed in Section 3.6.3.  Two of the main effects that MODTRAN models 
are atmospheric absorption and scattering.  The absorption effects are modeled using 
band calculations for various gases that can vary with temperature and pressure.  
Scattering is modeled as Rayleigh scattering due to molecules much smaller than the 
wavelength of light and Mie scattering due to aerosols on the same size order as the 
wavelength in question.  Because of these two effects, MODTRAN requires gas and 
aerosol concentrations, temperature, and pressure information for each layer of the 
atmosphere.  Additionally, for the solar scattering terms, MODTRAN needs information 
on the solar elevation angle, the time of year, and the latitude, longitude, and height of the 
target and the sensor.  This information is available in the metadata that comes with the 
Landsat calibration images.  There are additional inputs to the code, but many of them are 
simply methods of increasing the complexity of the atmosphere to approximate real 
conditions (Berk, et al., 2003). 
2.9 DIRSIG Model 
An important tool for the synthetically generated BRDF is the Digital Imaging 
and Remote Sensing Image Generation (DIRSIG) program developed by RIT.  DIRSIG 
generates synthetic images which simulate imagery in the visible and infrared regions.  It 
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relies on ray tracing from the sensor to the scene to the source to simulate a scene.  Its 
strength is that it is based on first principles to calculate radiometric propagation for 
broad band to hyperspectral sensors.  All calculations are done spectrally and it includes 
the geometry of the scene and the local atmosphere.  Additionally, surface reflectances 
can include BRDF measurements using a variety of BRDF functions.  Finally, DIRSIG 
can model any arbitrary sensor.  This can include the size and number of spectral bands, 
detector arrangement, and scanner parameters (Brown, 2006).  The basic flow chart of 
DIRSIG inputs and outputs is shown in Figure 2.16. 
 
Figure 2.16. DIRSIG Inputs and Outputs (Brown, 2006) 
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The generation of a DIRSIG scene can be broken down into four steps; scene 
construction, simulation configuration, building the atmosphere, and running the 
program.  Scene construction can be a time consuming process that requires CAD 
drawings or sophisticated algorithms to import the geometries of the target and the 
background.  This project used that ability to import digital elevation maps (DEMs) of 
the calibration sites.  Sources for these models are discussed in the next section.  For this 
research a single DEM was used for each calibration site.  The downside to this is there 
may be significant atmospheric and weather effects on the scene geometries.  For 
example, the 181/40 Libya 4 site is composed mostly of sand dunes.  A large scale wind 
event could eventually shift the location and direction of the dunes.  For the 38/38 
Sonoran site, there can be vegetative blooming or surface erosion following large rain 
events.  These types of events can affect the DIRSIG simulations but were not 
specifically addressed here. 
After the geometries are set, each surface is assigned an attribute for absorption 
and reflectance calculations.  These may be reflectance maps, texture maps, or material 
maps.  Section 3.6 discusses how reflectance information can be assigned for the specific 
calibration sites in this research.  The simulation configuration step includes all of the 
information about the sensor's spectral characteristics, its platform, the sun-target-sensor 
geometry, and the time of year of the collect.  Finally, the atmospheric information is 
used to run MODTRAN.  This determines the transmission, absorption, and scattering of 
the photons as they propagate through the scene.  For most of this study a single 
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atmosphere was used for all the scenes.  This enabled DEM comparison studies that focus 
on the results of the scene geometry (Brown, 2006). 
2.10 Digital Elevation Maps 
A digital elevation map (DEM) is a 3-D computer representation of terrain.  It 
generally is produced by different remote sensing techniques including photogrammetry, 
LIDAR, and radar.  For this research, a high fidelity DEM was an important part of 
producing accurate scenes in the DIRSIG model.  The DEM was the basis of terrain 
information and was later overlaid with different reflectance properties.   
One source of DEM information is from the Shuttle Radar Topography Mission 
(SRTM).  SRTM utilized dual Spaceborne Imaging Radar (SIR-C) and dual X-band 
Synthetic Aperture Radar (X-SAR) configured as a baseline interferometer, acquiring 
two images at the same time. These images, when combined, can produce a single 3-D 
image. Flown aboard the NASA Space Shuttle Endeavour February 11-22, 2000, SRTM 
successfully collected data over 80% of the Earth's land surface, including all areas 
between 60° N and 56° S latitude (USGS, 2007).  The SRTM data is available as 
"Finished" 1 arc second (30 meter) postings over the United States and its territories and 
possessions. Lower resolution, "Finished" 3 arc second (90 meter) postings, DEMS cover 
the globe between 60° N and 56° S latitude (USGS, 2007).  The SRTM "Finished" data 
meet the absolute horizontal and vertical accuracies of 20 meters (circular error at 90% 
confidence) and 16 meters (linear error at 90% confidence), respectively, as specified for 
the mission. The vertical accuracy is actually significantly better than specified, 
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measuring in closer to ±10 meters.  Since sand dunes can reach heights of 200 m, this 
vertical resolution is enough to describe their vertical characteristics.  Additionally, the 
SRTM data is available free of charge (USGS, 2007).  The DIRS group at RIT has 
worked with some of its government partners to obtain 1 arc second DEM data for a 
handful of desert calibration sites including portions 181/40 and 38/38.  Figure 2.17 
shows publicly available SRTM data for the 181/40 and 38/38 sites. 
  
Figure 2.17. SRTM Browse Images, 181/40 and 38/38 
Another free source of DEM data is from the Advanced Spaceborne Thermal 
Emission and Reflection Radiometer (ASTER) DEM product.  ASTER is an instrument 
flown on board the Terra satellite discussed in Section 2.6.  The ASTER Digital 
Elevation Model (DEM) product is generated using Bands 3N (nadir-viewing) and 3B 
(backward-viewing) of an ASTER Level-1A image acquired by the Visible Near Infrared 
(VNIR) sensor. The VNIR subsystem includes two independent telescope assemblies that 
facilitate the generation of stereoscopic data. The Band 3 stereo pair is acquired in the 
spectral range between 0.78 and 0.86 μm with a base-to-height ratio of 0.6 and an 
intersection angle of about 27.7°.  There is a lapse of approximately one minute between 
the acquisition of the nadir and backward images (USGS, 2006).  Testing has shown that 
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ASTER DEM products are more accurate than 25 meters RMSExyz.  For this research it 
was more important to have accurate absolute x and y (lateral surface) information and 
relative z (height) information.  This is because objects could be placed in any position or 
rotation position in DIRSIG.  This means DIRSIG only required the relative heights of 
the DEMs, not their absolute values.  This opened up the possibility of combining DEMs 
from separate sources even if they were not perfectly registered in their original 
coordinate spaces.  For a variety of reasons that are discussed in Section 3.6.2, the SRTM 
DEM was chosen as the source file for this effort.  
2.11 Iterative Weighted Least Squares Method 
One of the outcomes of this research is a series of curves that describe the 
calibration data from the L5 TM and L7 ETM+ sensors as well as DIRSIG modeled 
scenes.  It is important to be able to describe how similar the curvilinear fits from the 
modeled scenes are to the fits from the original calibration days.  One method for doing 
this is Iterative Weighted Least Squares. The method described here is derived from 
(Bajorski, 2010) and (Neter, Kuter, Wasserman, & Nachtsheim, 2005).  In the context of 
this research, the method can be set up with two models.  The model that describes the L5 
TM or L7 ETM+ data is 
  (2.43) 
where  is a column vector with n1 observations (calibration days) of measured 
reflectances and  has three columns with the values of 1, X, and X
2
.  X is the 
independent variable (either TOY or solar elevation angle).  Lastly, β is a 1-D vector of 
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the fitting parameters and  is a column vector of error values.  Similarly the model for 
the DIRSIG derived scenes is 
  (2.44) 
where γ is the difference in fitting parameters between the two models.  Next one can 
define a stacked column vector of length, n1 + n2 
  (2.45) 
a stacked matrix, 
  (2.46) 
and a diagonal matrix 
  (2.47) 
where and   are diagonal square matrices of dimensions n1 and n2 respectively.   
is the weighting matrix and should initially be set to an identity matrix of size n1 +  n2.  
Next, one can calculate a 1-D stacked array of the estimated values of β and γ 
  (2.48) 
and then the estimated values of  which are 
  (2.49) 
The error in the estimated values is  
  (2.50) 
which can be divided into two subsets of length n1 and n2 
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  (2.51) 
Next the weighting parameters are calculated 
  (2.52) 
and 
  (2.53) 
where p is the number of parameters in β and γ together.  For a 2nd degree polynomial 
with two models p is 6.  The weighting parameters are used to modify the weighting 
matrix by 
  (2.54) 
  (2.55) 
 and  are used to update Eq. (2.47).  Eqs. (2.47) to (2.55) are iterated until 
 changes by less than a predefined amount.  For this research the stopping point was 
when the change was less than 0.01%.   
 Once the fitting coefficients, , are found, the confidence intervals in their 
values need to be calculated.  This research used the Weighted Least Squares Method to 
determine if a curve derived from DIRSIG modeled data is the “same” as a curve derived 
from L5 TM and L7 ETM+ data (see Section 3.8).  If the two curves were actually the 
“same” then the 95% confidence interval for elements of γ would include zero.  The 
confidence intervals for the coefficients are given by 
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  (2.56) 
where t refers to the t-test and α is the confidence interval, α = α0 / 3.  There are three 
coefficients, so α0 = 0.05 must be divided by 3 to achieve a 95% confidence interval for 
the three coefficients combined.  Next, s{bk} is the square root of the diagonal elements 
of  
  (2.57) 
where 
  (2.58) 
Alternatively MSEW can be written as 
  (2.59) 
where the trace is the sum of the diagonal elements of the matrix.   
 The important outcome from this method comes from Eq. (2.56).  These are 
confidence intervals for the model coefficients β and γ.  Because γ is the difference in the 
polynomial fit values of two curves, its elements should be equal to zero for two identical 
curves.  Confidence intervals can be constructed based off the variance in the data that is 
used to derive the curves.  If the confidence interval for each of the γ elements includes 
zero, one can say the two curves are statistically the same. 
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2.12 Chapter Summary 
This chapter laid the foundation for the L5 calibration research.  It discussed the 
challenges in maintaining stability with long term on board calibration.  It covered some 
of the approaches to absolute radiometric calibration and the large investment required in 
time, manpower, and resources.  It also showed the current state of L5 TM calibration 
using pseudo-invariant sites and the path going forward.  A variety of BRDFs were 
applied to the TM calibration data in order to reduce the systematic errors seen in the 
data.  These BRDFs can be derived from the L5 TM data itself, from the MODIS 
instrument, and from a synthetic DIRSIG scene.  In the future, these techniques can be 
applied against the 38/38 Sonoran Desert site to enable cross-calibration with the 
instruments on board Landsat 4.  The specifics of how these corrections took place are 
discussed in the upcoming chapter.    
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Chapter 3 Methodology 
There are a number of steps that were taken to complete this research.  This chapter 
outlines those steps with the goal of establishing a methodology for reducing the residual 
errors in the Landsat calibration data.  After establishing a baseline error for the data, 
there were two general paths that were followed.  The first of these was to use 
measurements from another sensor platform to sample the calibration site BRDFs from 
multiple sun-target-sensor angles.  These measurements were used to find the coefficients 
of various BRDFs to apply to the calibration data.  The second path was to model the 
BRDF using DIRSIG.  Both approaches required atmospheric correction.  The results 
from the two methods were compared to each other and analyzed for their effectiveness 
at driving down the residual L5 TM calibration errors. 
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3.1 Testing Seasonality 181/40 and 38/38 
As mentioned, the first step in this research was to establish a baseline for how 
much error was in the calibration data and how it related to the BRDF of the scene.  For 
both Landsat 5 and Landsat 7, the calibration scenes used by NASA/Goddard to validate 
the current calibration model were available (Chander, Markham, & Barsi, 2007). 
These data were processed slightly differently for L5 TM and L7 ETM+.  The L5 
TM scenes used the middle 2992x2992 pixels of the L1R images.  These images are only 
radiometrically corrected.  They have not been rotated to the “north-up” alignment.  The 
middle pixels are centered on the middle pixel of the scene.  Since L5 moves around in its 
orbit, these middle pixels correspond to slightly different pixels on the ground when 
comparing scene to scene.  Geographic data is not available for the L5 TM scenes 
because they were originally processed by ESA (Barsi, Conversation with Julia A. Barsi, 
2010). The errors associated with this are discussed further in Section 3.4.  For the L7 
ETM+ scenes the process is the same except that the geographic corners of the calibration 
site are used to determine the precise corners.  The data is still extracted as a square 
region from the L1R scene (Barsi, Conversation with Julia A. Barsi, 2010).  For both 
sensors the data were in the form of radiance counts and had already been converted into 
an average TOA radiance and corrected for the lifetime decay of the sensors.  The solar 
elevation angle and the earth-sun distance were used to convert the radiance values into 
"top of the atmosphere" (TOA) reflectance.  This is not the true reflectance of the scene 
since it did not include transmission losses or upwelled radiance.  Also, it assumed a 
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smooth, Lambertian surface such that the reflectance was (Barsi, Conversation with Julia 
A. Barsi, 2007)   
  (3.1) 
where L is the sensor reaching radiance, d is the Earth-Sun distance in AU, Esun is the 
solar irradiance, and θi is the previously defined solar zenith angle.  Once the data were in 
TOA reflectance, they were evaluated for the percent error, %Error, in each band.  This 
value is the ratio of the standard deviation to the mean of the calibration points 
  (3.2) 
This was the principle error associated with relative calibration that should be minimized 
by using atmospheric compensation and a BRDF. 
After finding the error, each band was plotted as TOA reflectance vs. time of year 
(TOY), TOA reflectance vs. solar elevation angle, and TOA reflectance vs. solar azimuth 
angle.  Each plot included a curve-like trend to the calibration points which was flattened 
using an opposing curve to the regression line and the %Error was then recalculated.  Both 
multiplicative and additive corrections were tested.  Since they produced essentially the 
same results only the multiplicative correction was used for the remainder of the bands.  
This was done for both the L5 TM and the L7 ETM+ data.  These best fit polynomial 
corrections are referred to as the “TOY Correction” and “Solar Elevation Angle 
Correction” in subsequent sections. 
Given that this initial study dealt with relative calibration data, the curvilinear fits 
needed to be tied to a specific value.  The most logical choice was the Landsat 5-Landsat 
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7 cross-calibration period from 1-4 June 1999 discussed in Section 2.3.1.  For the TOY 
plot, the data were flattened to the value of the regression line on 2 June.  For the solar 
elevation angle plot, the data was flattened to the solar elevation angle that corresponded 
to the solar elevation angle on 2 June during acquisition time.  This value was found by 
plotting all of the solar elevation angles vs. TOY, finding a polynomial fit, and then 
applying the 2 June calibration date to the best fit line.  Alternatively the solar elevation 
angle for a given date can be found on many publicly available solar ephemeris websites. 
The TOY plot shows how the calibration data changes during the year.  Any sort 
of seasonal curve can be removed from the calibration points using a multiplicative or 
additive function to flatten the data.  While trends in the TOY plots included solar 
elevation angle information, they also seemed to include a seasonal atmospheric trend 
that was simultaneously removed from the calibration points.  This is part of the reason 
TOY corrections generally resulted in the lowest errors in the calibration data. 
Since the solar elevation and azimuth angle is a common term in many BRDFs, 
the correction associated with those graphs provided an insight into the magnitude of the 
errors associated with assuming the 181/40 calibration site is a smooth, Lambertian 
surface.  These terms are used in many different ways for BRDFs so this simple 
correction only gave an estimate of the BRDF errors.  The correction was applied 
simultaneously and sequentially against the solar elevation and azimuth angles.  Although 
the two angles were strongly correlated, the simultaneous and sequential corrections 
occasionally provided results approaching the individual TOY correction.  This was 
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highly dependent on the range of days within a calendar year as well as the band 
dependent atmospheric effects.   
Lastly, the TOY and solar elevation angle corrections were applied to 
atmospherically compensated L5 TM and L7 ETM+ data.  As mentioned in the 
background section, these data points were provided by research partners from South 
Dakota State University. 
The TOY and solar elevation angle corrections outlined above were relatively 
straightforward to implement.  L5 TM and L7 ETM+ data were freely available from 
NASA/Goddard and SDSU for the 181/40 site with the exception of L5 TM Band 5.  
Band 5 was saturated during the summer months, so future studies will require calibration 
data from the spring and fall time frames.  L5 TM scenes were also made available for 
the Sonoran Desert 38/38 site.  There were a small amount of 187/43 L5 TM scenes 
available, but they were also missing Band 5.  These scenes may be good options for 
checking error values or simultaneously using multiple sites in future calibration studies. 
It is important to note that the results of the self-corrections described here could 
easily be used as the long term trending method of choice.  It is a simple method and 
provides a means of reducing the residual calibration errors.  The downside to simply 
using this method is that it does nothing to describe the physical sources of the results.  It 
is simply a statistical fit.  The additional methods described in this chapter were 
implemented to better understand the physics of the scene so the results could be more 
broadly applied.  For L5 TM which has lots of data, self-correction is probably the best 
method to reduce the residual errors, but this option is not available for newer systems 
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that are just launched.  The required amount of data would not be available for a number 
of years.  Understanding the physics of the PICs enables new systems to immediately 
take advantage of relative calibration. 
3.2 Filtering L7 ETM+ Days 
An additional step that was implemented for the TOY and solar elevation angle 
studies from Section 3.1 was to find a way to filter the L7 ETM+ days for anomalous 
days and atmospheric effects.  The three variables that were used were Lmax, max wind 
speed, and the percent of cloudy pixels.  Lmax along with Lmin are response ranges for the 
digital counts in the images.  They can be used to determine the gain mode used by each 
band over the scene.  Each of the L7 ETM+ has a high and low gain mode.  This allows 
the sensors to operate over a wider range of brightness conditions.  Since one of the 
assumptions of this research was that the illumination and reflectance properties of the 
scene should be relatively stable, it stands to reason that the sensor should operate in a 
single gain mode.  The L7 ETM+ B4, B5, and B7 scenes that were in a different gain 
mode than the other days were thrown out.  The B4 days were handled slightly differently 
since they really did seem to have a seasonal trend.  From November through February 
that band operated in a higher gain mode than the rest of the year. This was assumed to 
be the normal operating condition.  Scenes with a low gain mode in Band 4 during those 
months were removed.  A total of seven days were removed with this filter.  This reduced 
the number of scenes from 99 to 92.  One of them overlapped with the max wind filter 
and a separate one overlapped with the cloud filter. 
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The next filter for removing scenes was to use local weather information.  The 
closest available site was the Farafra, Eqypt radiosonde station (Oolman, 2008).  This site 
is approximately 450 km from the 181/40 scene center.    It is shown in Figure 3.1. 
  
Figure 3.1. Farafra, Eqypt Radiosonde Site 
Radiosondes for each of the L7 ETM+ were downloaded (Oolman, 2008).  The first 
attempt to use this data looked at a plot of the wind speed [kts] vs. altitude [m] for 
relatively high and low reflectance days for L7 ETM+ B1.  These are shown as the 
yellow and green curves, respectively, in Figure 3.2. 
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Figure 3.2. Wind Speed vs. Altitude, L7 ETM+ Scenes 
Additional days that appeared to be near the trend line for Band 1 were also plotted to see 
how their wind speeds related to the high and low value days.  From the figure, it did 
appear that the high reflectance days (in yellow) really did have higher wind speeds.  
However, there were also “normal” days that had high wind speeds.  There could have 
been a variety of ways to study what the optimum filter would be, but in the end, it was 
decided that simplest implementation would be to look at the maximum wind speed for 
each scene.  Two thresholds were tried.  The first was 90 kts since it definitely included 
all of the “high reflectance” days shown in Figure 3.2.  This ended up removing nearly all 
of the winter and spring days from the entire data set.  This was not an acceptable 
solution, so the next threshold was set so only the top 15% of days would be removed.  
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This used a max wind speed of 125 kts.  Fifteen days were removed with this filter.  One 
had previously been removed with the Lmax filter and two separate scenes overlapped with 
the cloud filter.  This reduced the number of scenes from 92 to 78. 
 Finally, the cloud filter was included.  Part of the SDSU atmospheric 
compensation process (see Section 3.7) used a pixel by pixel algorithm to determine if 
clouds were present.  It also used a spatial buffer to remove any potentially mixed 
cloud/no cloud pixels.  After the cloudy pixels were removed, the rest of the cloud free 
pixels were processed.  The filter used in this step used the number of cloudy pixels as a 
threshold.  Most of the scenes had between 9% and 15% cloud cover.  Seven of them 
were between 20% and 50% cloud cover, but three had previously been removed by the 
two other filters.  This filter removed an additional four scenes. 
Overall, the filtering process discussed here reduced the number of L7 ETM+ 
days from 99 to 74 scenes.  A chart of the filtered days is shown in Figure 4.5 in Section 
4.1.3. This seemed like an acceptable reduction since the entire year was still well 
sampled.  There generally was some overlap between the filters.  For example, the Lmax 
filter removed one of the same scenes as the cloudy day filter.  This is probably because 
having an unusually high number of cloudy pixels would affect the gain mode the sensor 
would need to operate in to optimally view the scene.  The filters from this step were 
applied to both the L7 ETM+ TOA and surface reflectance data sets.  These filtered sets 
were used as part of the DIRSIG BRDF process discussed in Section 3.6.  
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3.3 MODIS BRDF Product 181/40 and 38/38 
After establishing a baseline for correcting the Landsat 5 TM calibration data, the next 
step was to apply a variety of actual BRDFs and calculate the residual errors.  The first of 
these is the MODIS BRDF (MOD43B1) product discussed in Section 2.6.  As previously 
mentioned this product is based on the Ross-Li BRDF model and is available globally 
every 16 days.  An example “image” from 18 June 2007 was created in ENVI and is 
shown in Figure 3.3.  This false color image assigned the fiso term to the red channel, the 
fvol term to the green channel, and the fgeo term to the blue channel.  The 181/40 
calibration area is in the very top left portion of Figure 3.3.  As a point of reference, the 
Nile River is the long green line on the right, and the Red Sea is the dark area in the 
upper right portion of the image. 
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Figure 3.3. MOD43B1 Example Image 
The first step in using this data was to spatially filter the scene for the latitude and 
longitude of the calibration sites.  Each MOD43B1 scene is in the form of a 3 band 
"image" where each band corresponds to one of the model parameters.  The parameters 
for the calibration site were extracted in IDL by creating a mask that pulls out the 
relevant BRDF "image" coordinates.  In the case of the Sahara 181/40 calibration site, the 
coordinates were the center quarter pixels of the 181/40 scene as defined by the 
NASA/Goddard and SDSU calibration process (Barsi, Conversation with Julia A. Barsi, 
2007).  For the Sonoran 38/38 scene, the calibration coordinates were a rectangular grid 
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as defined by SDSU and shown in Table 2.2.  The MOD43B1 values for each of the 
seven MODIS "land" bands were then extracted and used to calculate surface reflectance 
values for each pixel.  These values are averaged as a composite surface reflectance 
value.   
As reported in Table 2.3, the MODIS bands do not directly match up with the 
Landsat bands.  Additionally, since the TM bands are wider than the MODIS bands, 
some of the TM bands include multiple MODIS bands.  This problem is slightly 
alleviated by the MODIS product itself.  It uses the 7 highest resolution (250m and 500m) 
"land" bands to make the BRDF product.  Each of these was applied to the TM band with 
which they were the closest match.  Although the TM bands are wider, the MODIS 
BRDF products are assumed to be valid for the entire TM bandwidths.  As will be 
discussed later, these were the same bands which are used for deriving BRDFs from 
MODIS imagery. 
Finally, there was the question of using a single BRDF and applying it to the 
entire year, or using multiple BRDFs depending on the TOY.  In this case a single, 
summer BRDF was applied to the 181/40 calibration site.  Since most of the L5 
calibration data was originally filtered to include small solar zenith angles, most of the 
calibration scenes were from the summer months.  Due to a lack of MODIS data for most 
of the L5 lifetime, this process assumed that the single, 16 day BRDF product was valid 
for the entire 25+ years of calibration data.  Since there is evidence the Sahara desert is 
relatively stable, this should be a valid process (see Section 2.3).  Future research could 
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use different BRDFs for different times of year.  This may be especially useful for more 
variant desert sites. 
The last part of this process was to apply the results of the MODIS BRDF product 
studies to the original calibration data to measure the change in residual errors.  Recalling 
Eq. (2.19), the BRDFs were used by taking the ratio of the isometric term to the entire 
BRDF, multiplying it by the original TOA reflectance value, and rescaling to the L5-L7 
cross-calibration date.  This is shown in Eqs. (3.3) and (3.4). 
  (3.3) 
  (3.4) 
where ρUncorrected(θi,θi,ϕ) is either the uncorrected TOA or surface reflectance and 
ρCorrected(θi,θi,ϕ) is the corresponding corrected reflectance.  This effectively treats the 
isometric term as a Lambertian value and removes the BRDF effects of the TOA 
reflectance values.  This is shown graphically in Figure 3.4, Figure 3.5, and Figure 3.6.  
Alternatively, the mean value could be used in place of the isometric term.  This would 
reduce any scaling that needs to be done later. 
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Figure 3.4. Uncorrected L5 TM Band 1 
 
Figure 3.5. Ross-Li BRDF Correction Factor Band 1 
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Figure 3.6. Band 1 Corrected with MOD43B1 BRDF Values 
The "Lambertian" TOA reflectance points displayed here still need to be scaled 
back to the L5-L7 cross-calibration date.  They could then be analyzed using the plotting 
and residual error methods from Section 3.1. 
3.4 Acquiring MODIS Data 
The next step after applying the MODIS BRDF product was to use MODIS 
imagery to derive other BRDFS for the calibration sites.  As earlier stated, MODIS has a 
much wider field of view than L5 TM or L7 ETM+.  This made it possible for the sensor 
to acquire global imagery every day.  Similar to the BRDF product in the previous 
section, each image file included a latitude and longitude map of the scene.  From these 
maps, it was possible to create a mask of the calibration site and extract the center pixels.  
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For MODIS, each band was reported in 14-bit digital counts, SI, that could be converted 
to TOA reflectance using the included reflectance scales (refscale) and offsets (refoffset) 
  (3.5) 
Similar to Section 3.3 there was an issue of matching MODIS bands to TM and 
ETM+ bands.  As shown in Table 2.3, each of the Landsat bands has multiple MODIS 
bands which have overlap.  This study focused on the highest resolution MODIS bands 
(1-7) which are also called the "land" bands.  The driving factor for this was the lower 
resolution MODIS bands were saturated over the 181/40 calibration site.  Fortuitously, 
the unsaturated bands correspond to the available bands for the MODIS BRDF product.  
As before, the MODIS bands were assumed to have a one to one radiance responsivity to 
the TM and ETM+ bands.  An example image from 17 June 2006 is shown in Figure 3.7.  
This image was created by assigning MODIS Band 1 to the red channel, Band 4 to the 
green channel, and Band 3 to the blue channel and allowing ENVI to autoscale.  The 
calibration site is in the top left corner of the image. 
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Figure 3.7. MOD09GHK Example Image 
In order to well represent the scene, a full year of MODIS data was acquired and 
used to generate BRDFs for each band.  These BRDFs were then applied to the entire 
calibration history.  This approach assumed there was no net change in the surface 
material reflectance.  Additional arguments for using an entire year of data were to 
include the entire range of available solar-target-sensor geometries and to have as many 
data points as possible for the BRDF regressions.  A good rule of thumb is to have at 
least 10 data points for every regression coefficient.  For some of the more complicated 
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BRDFs with eight or more fitting coefficients, this would require at least 80 "good days" 
of imagery. 
Using one year of data was sufficient for the 181/40 site, but future research with 
the 38/38 site may exhibit more seasonal variability.  In this case it may be necessary to 
acquire more years of data so the TOY can be broken into four seasons.  It should also be 
noted that not every day had useful imagery.  Some scenes split the calibration site along 
either the east-west edge or along the north-south edge.  East-west edges were not used 
because they represented data for separate satellite passes.  Since each pass is 
approximately 90 minutes apart, this meant that each half of the calibration site included 
different solar and satellite sensor geometries along with any unknown atmospheric or 
other affects from the time differential.  Additionally, the north-south edge scenes were 
also not used.  There were only a few of these days, and the edges did not lend 
themselves well to extracting the latitude-longitude scene mask.   
Another filtering step that was used limited the MODIS days to only include data 
with view geometries near those found in the Landsat scenes.  Most BRDFs are 
considered reciprocal, meaning the reflectance is the same whether it comes from the sun 
to the sensor or the sensor back to the sun.  These days can also be used.  This filtering 
step was used to create a BRDF that is more representative of the Landsat calibration site. 
Finally, there was the need to do additional atmospheric filtering.  A first cut at 
this was to visually inspect the scenes to ensure there are no visible clouds over the 
calibration site.  More sophisticated methods could have included checking certain band 
ratios for haziness, using MODIS weather bands to remove suboptimal weather days, and 
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monitoring ground weather observations for high winds which may increase the 
concentration of aerosols in the atmosphere.  Thanks to the large amount of MODIS 
imagery available, it can be aggressively filtered and still have many days available for 
analysis. 
After acquiring the MODIS imagery, one of the first steps was to test the spatial 
uniformity of the calibration site.  The test used a moving boundary over the calibration 
site to represent misalignment of the Landsat satellites with the nominal scene center.  
This is especially important for analyzing the L5 data.  L5s orbit is continually slipping 
with limited fuel available for correction maneuvers.  The current NASA/Goddard data 
extraction method was based off an initial data grab and does not define a geometric 
boundary for the 181/40 calibration site.  Instead, it simply takes the middle quarter 
pixels of the 181/40 scene.  This means that as L5 sloshes around in its orbit, the 
"calibration site" changes.  Based off a conversation with researchers at NASA/Goddard, 
L5 is controlled in its orbit to within ±10 km of its designated flight path (Barsi, 
Conversation with Julia A. Barsi, 2010).  Since 181/40 is a very large uniform area, this 
generally was not a problem.  Still, it was useful to show the potential contribution of 
orbit slippage to calibration data noise.  A quick study was done on one of the 
MOD09GHK summer scenes.  This shifted the calibration site 10 km in each direction 
from the nominal center location and compared the surface change in surface reflectance 
values for all bands.  The slight change in solar zenith angle between each tile was also 
corrected.  The results of this each tile in this study relative to the center tile are included 
in Table 3.1. 
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MODIS 
Band 
Up Down Left Right 
Up & 
Left 
Up & 
Right 
Down & 
Left 
Down & 
Right 
Band 1 0.19% 0.34% 0.01% 0.04% 0.31% 0.22% 0.37% 0.35% 
Band 2 0.08% 0.20% 0.02% 0.04% 0.17% 0.11% 0.24% 0.19% 
Band 3 0.74% 0.51% 0.09% 0.10% 0.38% 0.87% 0.54% 0.44% 
Band 4 0.09% 0.16% 0.02% 0.00% 0.13% 0.10% 0.16% 0.19% 
Band 6 0.08% 0.14% 0.02% 0.02% 0.13% 0.06% 0.13% 0.17% 
Band 7 0.10% 0.15% 0.02% 0.02% 0.13% 0.11% 0.19% 0.15% 
Average 0.20% 0.24% 0.03% 0.04% 0.20% 0.21% 0.25% 0.25% 
Table 3.1. 181/40 Uniformity Study Results, % Difference from Center Tile 
The average value for all of the MODIS bands was between 0.03% and 0.25%.  For a 30 
percent reflector this corresponds to an error between 0.009 and 0.075 reflectance units.  
Even for the worst case scenario of 0.87% difference that would only have an error of 
0.261 reflectance units for a 30 percent reflector.  This was not an issue for the 38/38 site 
since all of its scenes were georectified.  L7 data is also georectified for both the 181/40 
and 38/38 site. 
3.5 Developing Scene Derived BRDFs 
Next was to use the available scene information to derive band specific BRDFs.  
The two sources of information for this were the 25+ year L5 TM calibration history and 
the more recent MODIS imagery.  For the 181/40 site, the L5 data was sufficient for 
developing a scene BRDF.  Another option, that was not explored, would be to use a 
combination of L5 TM and MODIS data.  This would require the two sources to be 
scaled to each other to produce a common BRDF space.  For all sites, L5 TM data was 
required to scale the MODIS BRDFs.  This is because they were taken using different 
sensors and are sometimes in different spaces (TOA vs. surface reflectance).  For a 
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relative calibration study such as this, it is more important to get the relative shape of the 
BRDFs correct than their magnitudes. 
 
Figure 3.8. Scaling BRDF Example 
A partially contrived example of this is shown in Figure 3.8.  The blue dots in this image 
are representative of L5 TM data and the BRDF curve is an example derived from 
MODIS surface reflectance measurements.  While the shapes of the curves are the same, 
the MODIS derived BRDF needs to be inflated (scaled) to correctly match the L5 TM 
calibration points. 
The other approach was to use MODIS data to derive the BRDFs.  Regardless of 
the source of data, the BRDFs mentioned in Section 2.4 were the first ones tried.  When 
using these models, the sun-target-sensor geometry acts as the independent variable and 
the reflectance as the dependent variable.  These were the input values for the regression 
technique outlined in Section 2.7.  The output was the band by band BRDF coefficients.  
The first two models used were the Ward and the Torrance-Sparrow.  The Ward is a 
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simple model with only three fitting parameters.  It validated the ability to derive BRDF 
models but was not be the best choice for the sites.  The Torrance-Sparrow is much more 
robust, has five fitting parameters, and includes a correction for terrain shape and self-
shading.  This was assumed to be what drives the local functions.  This section also 
included an analysis of the differences between MODIS looking eastward and westward 
towards the site.  This was to better understand how shadowing affected the scene.  The 
Levenberg-Marquardt Regression method outlined in the Background Chapter was used 
to find the BRDF coefficients.  This method has the advantage of finding a range of 
possible values and confidence intervals.  However, it has the possibility of either 
regressing to a local minimum or not finding a local minimum within the range of values.  
Starting values can be important, so multiple starting points were chosen to find the 
global minimum that was still a physically viable solution.  For the Ward model, the 
initial guesses were a diffuse term with a magnitude near the average value of the input 
data, and a specular lobe that modifies the Lambertian surface on the same scale as the 
variance in the input data.  For the Torrance-Sparrow model, the input parameters were 
taken from an appropriate sand or gravel model already in the NEFDS.  These values 
were roughly scaled so the model more closely matched the input data.  Also, since the 
Torrance-Sparrow model includes a complex term (in the Fresnel reflection), this 
parameter was fixed to a value from the NEFDS.  After finding all of the other fitting 
parameters, the complex term could be allowed to slightly vary to see how it affected the 
results.  The outputs of each run were in the form of the estimated value and its 95% 
confidence interval.  The means of these runs were compared by testing the results 
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against the current calibration data to see which one best nulled out the BRDF 
characteristics.   
A secondary procedure, that was discussed but not implemented, would have 
required the BRDFs to be consistent with wavelength.  This would require the non-
spectral terms to either be constant for each band or a simple function of wavelength.  
The choices for these terms would likely come from bands that have an especially strong 
fit.  While this reduces some of the fitting capability of the models, it might make it 
easier for the Levenberg-Marquardt algorithm to settle in on good coefficients for 
especially noisy bands.  With the large number of coefficients that the more complex 
models have, the LM algorithm will occasionally fail. 
Once the BRDFs were found, they needed to be applied to the 181/40 calibration 
data.  This was similar to the MODIS data production calibration step.  The BRDFs were 
used to null out directional effects and convert the calibration data to a Lambertian 
surface.  As before, the residual errors were tested to see how much of the variability was 
removed.   
3.6 Create DIRSIG BRDF 
An alternative approach, which became the primary objective of this research, 
was to develop a scene BRDF using DIRSIG.  This takes advantage of DIRSIGs ability 
to render scenes from micro to macro scales.  The big picture summary of this step was to 
model the 181/40 desert site to best match the trend of the available L7 ETM+ calibration 
days.  A flow chart is shown in Figure 3.9.  The details of the process are discussed in 
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other sections, but the first step was to atmospherically filter the 99 available L7 ETM+ 
calibration scenes down to 74 scenes.  These were in surface reflectance space.  Next, 
DIRSIG simulations of those scenes were run and also converted to surface reflectance.  
The overall trends of the simulated results were compared to the original calibration 
scenes.  The free parameters in the modeling process were the fitting parameters of the 
DIRSIG material reflectance properties.  These were tweaked until the DIRSIG scenes 
matched the calibration scenes.  Once the material parameters were optimized for the L7 
ETM+ days, they were used in DIRSIG simulated L5 TM scenes.  Those results were 
converted into surface reflectance space and used to generate a DIRSIG BRDF correction 
factor.  Finally, that correction factor was applied to the L5 TM surface reflectance 
scenes to drive down the errors in the calibration process.   
 
Figure 3.9. DIRSIG BRDF Process 
There are four main subsections involved in properly modeling the 181/40 scene: 
defining the sensor, setting up a desert-like atmosphere, creating a DEM, and modeling 
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the surface material reflectance properties.  These are not all-inclusive of DIRSIG’s 
capabilities, but they do represent some of the more important parameters for this 
research.  For reasons which will be discussed in this section, DIRSIG 4.2.1 was used for 
the atmospheric modeling and a modified version of DIRSIG 4.3.1b was used for the 
radiance propagation calculations. 
3.6.1 Defining the sensor 
The initial settings for the sensor were defined to approximately match the 
operating parameters for Landsat 5 TM and Landsat 7 ETM+.  The platform was set to 
705 km at latitude 28.8739 °N and longitude -23.8137 °W.  This is approximately the 
center location of the 181/40 calibration site.  A ratio of similar triangles can be used to 
project pixels onto the ground.  For this example a 7.05 m focal length will project a 300 
x 300 μm pixel onto a 30 m x 30 m location on the ground.  Even though the focal length 
and pixel sizes do not specifically match the TM and ETM+ values, they can be used in 
the model to represent the spatial response of the sensors.  Each pixel is oversampled 
using a 2x2 RECT function.  This divides each pixel into four quadrants and then equally 
weights each quadrant when finding the sensor reaching radiance.  Next, the individual 
pixels are defined as a 1348 x 1686 2-D array.  This array projects onto the ground as 
40.44 x 50.58 km.  The size of the sensor array was chosen to match up with the size of 
the final DEM.   
It should be pointed out that the simulated 2-D array is not completely 
representative of the L5 TM and L7 ETM+ whiskbroom sensors which also include scan 
line correctors (see Section 2.1).  Since the instruments are looking virtually straight 
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down, this was considered an acceptable approximation.  For confirmation, a test was run 
to compare the results of the simulated 2-D array to a simulated pushbroom setup which 
is more similar to the actual instruments being modeled.  It is important to keep in mind 
that the output images for each calibration day are converted into an average value for 
each band (see Section 2.3.1).   With all other parameters being equal, the two setups 
showed virtually no difference in TOA reflectance values.  The results for a test on Bands 
3 and 7 are shown in Table 3.2.  This table lists 32 test cases.  These cases were a similar 
set of simulated calibration days to those reported in Section 4.4.  The simulated scenes 
were representative of the available L5 TM calibration scenes, used the 181/40 DEM 
discussed shortly, and had a uniform surface reflectance.  The “%Difference” values in 
the table represent the percent difference between average sensor radiance values of the 
2-D array and pushbroom sensor setups. 
  
  
89 
 
Case 
Day 
of 
Year 
Solar 
Elevation 
Angle 
Band 3 
%Difference 
Band 7 
%Difference 
1 12 31.469 0.00% 0.00% 
2 23 32.817 0.00% 0.00% 
3 28 33.800 -0.13% 0.00% 
4 37 35.605 0.00% 0.00% 
5 50 39.188 -0.12% 0.00% 
6 63 43.384 0.00% 0.00% 
7 71 46.179 0.00% 0.00% 
8 79 48.823 0.00% 0.00% 
9 92 53.223 0.00% 0.00% 
10 103 56.541 0.00% 0.00% 
11 114 59.227 0.00% 0.00% 
12 122 60.840 0.00% 0.00% 
13 133 62.516 0.00% 0.00% 
14 151 63.761 0.00% 0.00% 
15 156 63.815 0.00% 0.00% 
16 165 63.670 0.00% 0.00% 
17 175 63.236 0.00% 0.00% 
18 183 62.736 0.00% 0.00% 
19 199 61.550 0.00% 0.00% 
20 218 59.832 0.00% 0.00% 
21 231 58.188 0.00% 0.00% 
22 236 57.371 0.00% 0.00% 
23 247 55.456 0.00% 0.00% 
24 255 53.902 -0.09% 0.00% 
25 263 52.020 0.00% 0.00% 
26 274 49.383 0.00% 0.00% 
27 282 47.285 0.00% 0.00% 
28 293 44.163 0.00% 0.00% 
29 306 40.415 0.00% 0.00% 
30 319 36.939 0.00% 0.00% 
31 330 34.572 0.00% 0.00% 
32 348 31.644 0.00% 0.00% 
Table 3.2. Testing 2-D Array vs. Pushbroom Geometries 
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The results of 32 test cases showed only a nominal difference in three of the Band 3 
cases.  These are small enough that they can be attributed to rounding differences when 
taking the average of many pixels.  Since these results are essentially a function of ray 
tracing, the results from two bands were considered sufficient to validate the 2-D array 
model for all bands.  Keep in mind that this result is only valid when taking the average 
of a large number of pixels from an overhead look angle.  Individual pixels may still have 
different values. 
 While this model setup worked well for approximating the L5 TM and L7 ETM+ 
sensors, it created a challenge in terms of computing time.  Each band took between 20 
and 30 hours to run on a 2.2 GHz AMD Opteron processor with 4 GB of RAM (Khanna, 
2010).  Running an example batch of 32 scenes with 6 bands required 192 individual 
jobs.  Even with access to RITs Research Computing Grid which has 128 such processors 
and that allows an individual user to utilize 72 of them at a time, simulations could take 
3-4 days (Khanna, 2010).  To speed up the runs, another approximation was added to the 
simulations.  Instead of using 30 m GSD pixels with 2x2 oversampling, the model was 
adjusted to use 90 m GSD pixels with 2x2 oversampling.  This reduced the total number 
of pixels by almost an order of magnitude, which correspondingly reduced the batch 
simulation times to around 9 hours.  The results of 35 L5 TM Band 3 runs are shown in 
Table 3.3.  Again it should be emphasized that this approximation was only available 
because of the way the images are processed.  This modification essentially caused the 
already oversampled scene to be more sparsely sampled.  There were no tests done to see 
the limit on how sparsely the scene could be sampled without affecting the results.     
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Case 
Day of 
Year 
Solar 
Elevation 
Angle 
Band 3 
%Difference 
1 76.987 47.971 0.000% 
2 98.2227 55.188 -0.184% 
3 111.6985 58.640 0.000% 
4 151.447 63.762 0.000% 
5 169.6605 63.475 0.000% 
6 170.9234 63.435 0.000% 
7 172.909 63.359 0.000% 
8 173.6755 63.285 0.000% 
9 176.413 63.132 0.000% 
10 176.924 63.104 0.000% 
11 178.6687 63.005 0.000% 
12 182.91 62.739 0.000% 
13 183.6656 62.698 0.000% 
14 186.1585 62.578 0.000% 
15 187.4141 62.435 0.000% 
16 190.1735 62.229 0.000% 
17 197.4005 61.743 0.000% 
18 202.9011 61.230 0.000% 
19 205.6495 60.976 0.000% 
20 207.4015 60.814 0.000% 
21 210.1463 60.543 0.000% 
22 218.1325 59.796 0.000% 
23 222.1475 59.227 0.000% 
24 226.137 58.747 0.000% 
25 232.634 57.844 0.000% 
26 236.6307 57.242 0.000% 
27 239.3792 56.795 0.000% 
28 241.383 56.430 0.000% 
29 242.1276 56.319 0.000% 
30 244.1205 55.947 0.000% 
31 245.3615 55.721 0.000% 
32 247.369 55.512 0.000% 
33 249.8693 54.881 0.000% 
34 251.3694 54.554 0.000% 
35 253.6105 54.078 0.000% 
Table 3.3. Testing 30 m vs. 90 m Pixels 
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The next step was to define the relative spectral response (RSR) for the six 
reflective bands.  The full responses are shown in Figure 3.10. 
 
Figure 3.10. Landsat 5 TM Relative Spectral Responses with Representative Sand Emissivity Curves 
As shown in the figure, the blue, green, red, dark red, light purple, and dark purple lines 
correspond to L5 TM Bands 1-5 and 7 (Williams, Landsat-7 Science Data User's 
Handbook, 2009).  These curves are relative spectral responses which have been scaled 
so the maximum value is one.  The original curves are given in 1 nm increments for 
Bands 1-4 and 2 nm increments for Bands 5 and 7.  During implementation in the 
DIRSIG scenes, they were subsampled to 5 nm increments for Bands 1-3 and 10 nm 
increments for Bands 4, 5, and 7.  The L7 ETM+ bands used in other DIRSIG 
simulations were subsampled in a similar fashion.  (Curves which compare the RSR of 
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L5 TM and L7 ETM+ are available in Appendix B: RSR Comparison of L5 TM and L7 
ETM+).  While it is true that DIRSIG runs each of the band subsamples and will 
automatically convolve down to a single band value, the overall results will be affected 
by the number of subsamples.  One can imagine that subsampling the response curves in 
Figure 3.10 with only two points would not be as accurate as using every available point 
from the Landsat response files.  The subsampling choices described in this section were 
a compromise between using a high fidelity model and maintaining reasonable run times 
for the simulations.   
The L5 TM response curves in Figure 3.10 are overlaid with two emissivity 
curves.  The black curve is a sand emissivity curve taken from a common DIRSIG 
directory used at RIT.  The orange curve is a measured sand emissivity taken during a 
ground truth campaign in Trona, CA.  This campaign was part of two data collects in 
October of 2004 and 2005 for the DIRS Megascene 2 project.  These two sand emissivity 
files are included to give a feel for the reflective character of sand in the wavelength of 
interest.  While these curves were used for some of the initial DIRSIG studies that 
included Lambertian materials, they were not the final material property values used. 
3.6.2 Creating DIRSIG DEM 
After the surface material properties are defined, they are laid onto a Digital 
Elevation Map (DEM).  As discussed in Section 2.10, this research looked at using 
SRTM and ASTER data for the DEM as well as trying a combination of the two DEMS.  
The available DEMs for the 181/40 calibration site are shown in Figure 3.11 and Figure 
3.12.  In both figures north is up. 
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Figure 3.11. SRTM Derived DEM vs. 181/40 Site 
As shown in Figure 3.11 the SRTM DEM covers approximately one quarter of the 
181/40 site.  Green to yellow to red areas corresponds to low to high elevation changes.  
The DEM does include a portion of the middle quarter of the 181/40 calibration site.  
This is important because the Landsat calibration process includes taking an average of 
the middle quarter of the 181/40 pixels.  Also, there are some holes in the SRTM DEM.  
These are mostly outside of the subset of the upper right portion of the SRTM DEM.  The 
remaining holes were filled using planes as will be discussed momentarily.   
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Figure 3.12. ASTER Derived DEM vs. SRTM Derived DEM 
Figure 3.12 shows a subset of the SRTM DEM (green and yellow areas) that is overlaid 
with an ASTER derived DEM (blue, white, and red areas).  It is evident in the figure that 
the dune shapes line up along the southern portion of the ASTER DEM.  The corners of 
the ASTER DEM are close to the corners of the middle quarter of the 181/40 site.  
Ideally, the higher spatial resolution of the SRTM DEM could be combined with the 
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more centered portion of the ASTER DEM to create a hybrid DEM.  Although a hybrid 
DEM was created using the ArcView software package, it had too many errors in it to go 
through the full DEM processing.   
Ultimately it was decided to use a subset of the SRTM DEM.  This subset is 
outlined by the black rectangle in Figure 3.12.  It was chosen as the best compromise of 
spatial resolution (30 m for SRTM vs. 90 m for ASTER) and using a portion of the 
181/40 site similar to the actual area used by L5 and L7.  After the subsection was 
chosen, it needed to be TIN’ed (Triangle Irregular Network) and saved in a format that 
can be read by DIRSIG.  A built in function in ArcView was used for this conversion.  It 
is possible to create TINs from the entire set of DEM data, but this is not necessarily the 
most efficient method.  One can imagine a large flat surface that has many measured 
points as illustrated in Figure 3.13.  It would be far simpler to describe this surface as a 
single, large facet than to describe 100+ facets based off each individual point.  In this 
case it is obvious that the most important points are the four corner points in black.   
   
Figure 3.13. Example Flat Surface with DEM Samples 
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In the same way, a 2-D representation of sand dunes is pictured in Figure 3.14.  It is clear 
that the most important samples are the five shown in black.   
 
Figure 3.14. Example Triangle “Dunes” with DEM Samples 
Of course these are simple examples that include samples that fall along perfectly smooth 
planes and lines without any noise.  More challenging cases would require an algorithm 
to determine how much relative change in elevation is enough to justify the creation of 
additional facets.  ArcView includes just such a function that rates each sample in order 
of importance when creating a DEM.  This allows the user the flexibility to create smaller 
file size TINs without compromising the essential information from the original DEM.  
Besides evaluating and selecting points in a fashion comparable to that outlined here, the 
software also makes sure to select all points along the edge of the DEM as well as all 
points around any holes in the DEM (ESRI, 2010).  An example of this selection is 
shown in Figure 3.15. 
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Figure 3.15. ArcView Point Selection 
The red points in the figure are all points that were selected.  Black regions are areas 
where there are holes in the DEM data.  Every point around the edge of these holes is 
selected in order to create an appropriately oriented plane.  ArcView then used the red 
pixels to output a TIN in VRML (Virtual Reality Modeling Language) format.  The 
advantage of this format is that it can be easily converted to the DIRSIG supported OBJ 
format using a freely available software package called Blender.  Three DEMs were 
created from the SRTM data based on different thresholds for the number of pixels to 
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use.  The TIN that used the top 10% most important pixels had 0.479 million facets, the 
top 25% TIN had 1.210 million facets, and the top 50% TIN had 1.997 million facets.  As 
a point of reference, the ASTER DEMs had 0.447 million, 1.132 million, and 2.271 
million facets for the 10%, 25%, and 50% TINs respectively.  Although all three SRTM 
TINs ran in DIRSIG, the 50% DEM was incorrectly scaled during the Blender conversion 
process.  In general, Blender (as run on a single core, 3.2 GHz, 3.5 GB RAM, Windows 
XP machine), seemed to have difficulties opening, manipulating, and processing scenes 
with much more than one million facets.  The 25% DEM was likely near the upper 
threshold on the number of facets Blender could process.  As a result of this, the 25% 
DEM was chosen for this research.  It should be noted that part of the challenge of 
creating the hybrid DEM may have been from the increased number of facets required 
from the increased calibration area.  An additional possibility for the DEMs would be to 
break them into smaller segments to either run in parallel on multiple machines or to set 
boundary limits within DIRSIG to speed up run times.  These optimization techniques 
were not done as part of this effort but should be considered for future research. 
 As part of the DEM creation process, some tests were conducted to understand the 
role the DEMs play in the TOA reflectance.  A sawtooth and triangle DEM were used 
along with the 181/40 site itself.  The “dunes” in each simplified DEM were 100 m tall 
and about 600 m wide.  These values were chosen to approximate what had been 
observed in some of the L5 TM scenes.  Each of the DEMs was rotated about the z 
(vertical)-axis at 0°, 30°, 45°, 60°, and 90° to see how the rotation affected the results.  
The 2-D imaging platform was also rotated so the scene was imaged by the same number 
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of pixels for each test.  This way the only change was the scene’s orientation relative to 
the solar zenith and azimuth angle.  This was possible since the images were taken from a 
nadir position.  Blender renderings of the sawtooth and triangle DEMs are shown in 
Figure 3.16 and Figure 3.17.  These images are shown from a slightly oblique angle to 
better visualize them. 
 
Figure 3.16. Blender Rendering of Sawtooth DEM 
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Figure 3.17. Blender Rendering of Triangle DEM 
Results from the two DEMs for L5 TM Band 3 with a Lambertian material are shown in 
Figure 3.18 and Figure 3.19.   
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Figure 3.18. Rotations of Sawtooth DEM Using L5 TM Calibration Days vs. TOY 
The sawtooth results in Figure 3.18 are plotted against the day of year where 1 is January 
1
st
 and 365 is December 31
st
.  The specific days chosen were matched up to the L5 TM 
calibration days available from SDSU and NASA/Goddard.  Each DIRSIG run was 
converted into TOA Reflectance using a process that mimics the actual L5 TM 
calibration procedure.  The specifics are discussed later in this section, but one of the 
important steps to keep in mind is that each image is converted into an average value.  
The big picture takeway from this chart is that as the sawtooth DEM is rotated, the shape 
of the curve vs. TOY changes.  This is due to the way the sawtooth dunes are orientated.  
The rot0 curve is lined up so the long part of the “dunes” run north and south and the 
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rot90 curve corresponds to “dunes” that run east and west.  The acquisition time for these 
dunes is 0830 locally, so the north-south “dunes” have significatly more self-shadowing 
from the morning sun.  This is especially true along the hard structure breakpoint in each 
“dune” as shown in Figure 3.16. 
 
Figure 3.19. Rotations of Tirangle  DEM Using L5 TM Calibration Days vs. TOY 
The results of the triangle DEM do not show the same drastic change in shape as the 
sawtooth DEM.  Probably the biggest reason for this is that the self-shadowing in the 
triangle DEM is very limited.  The triangle “dunes” do not have the hard break that the 
sawtooth “dunes” have, and the sides are only sloped at 17° from normal.  Based off the 
time of day of the scenes, the lowest the sun is in the sky is a 47° solar elevation angle.  
  
104 
 
At worst, the facets of the triangle DEM “see” the sun 30° above the facet plane.  That 
indicates there is no self-shadowing.   
 Another test used the same parameters as those discussed but swapped out the 
sawtooth and triangle DEMs for the actual 181/40 SRTM DEM.  This time the DEM was 
scaled to 50%, 100%, and 200% of the original height.  The results for Band 3 are shown 
in Figure 3.20.  These have not been scaled to match the average reflectance value of the 
L5 TM and L5 ETM+ calibration scenes as outlined in Section 3.8. 
 
Figure 3.20. Relative Height Scaling of 181/40 SRTM  DEM Using L5 TM Calibration Days vs. TOY 
The relative reflectances of the three curves are about as expected.  The 50% height DEM 
had the brightest values and the 200% DEM had the lowest.  This was likely the result of 
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increased self-shadowing as the dunes increased in height.  This lowered the average 
value of each image which resulted in lower TOA Reflectances after the scenes were run 
through the calibration process. 
3.6.3 DIRSIG Atmospheric Parameters 
Another one of the important parameters of these DIRSIG simulations was the 
atmospheric model.  For simplicity and due to a lack of external atmospheric information 
for the L5 TM calibration days, this study used a single atmosphere for every scene.  In 
each case, make_adb-4.2.1 was used with MODTRAN5, Version 2, Release 4.  This 
version of make_adb was used because it was stable and interacted well with 
MODTRAN5.  Make_adb is the atmospheric modeling portion of DIRSIG.  It uses a 
MODTRAN tape5 file along with the latitude and longitude, time of day, and day of year 
to generate solar and lunar irradiances at the target, the atmospheric transmission along 
the solar and lunar paths, the upwelled radiance and transmission along the target to 
sensor path, and the downwelled radiance from the 72 points in the hemisphere above the 
target.  The 72 points are from the combination of 12 azimuth and 6 zenith angles.  Each 
of the radiance and irradiance values included the solar reflective values and the thermal 
self-emitted ones (Brown, 2006).  Only the solar sourced values have an effect in this 
study. 
This research initially used the U.S. Standard tape5 file to generate ADB files.  
This is a commonly used file that is an average of the 1976 conditions in the U.S. but is 
not a very good representation of any specific spot in the world (Berk, et al., 2003).  
Since this study was for an extremely dry desert site, the tape5 file needed to be modified 
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to better characterize this site.  The first set of changes was to the M1-M6 parameters on 
Card 1.  These control the temperature along with water vapor, ozone, methane, nitrous 
oxide, and carbon monoxide.  In order to best approximate a hot, dry desert relatively 
near the equator, the temperature was set to the tropical atmosphere value, the column 
water vapor was set to sub-arctic winter, and the ozone level was set to tropical.  The 
other three parameters were set to their mid-latitude summer values.  Also on Card 1, 
multiple scattering was set to use calculations with solar geometry at the target and the 
default minor gas species profile was selected.  Lastly, the spherical albedo parameter 
was set to -4, which indicates a desert reflectance.  Next, Card 1A was modified to use 
the DISORT multiple streams scattering with 8 streams and to use the 1997 levels for 
CO2 max.  The use of DISORT was the driving factor for switching from MODTRAN4 
to MODTRAN5.  MODTRAN5 uses a shortcut to relate the Isaacs 2-stream method to 
the DISORT results.  This is valid in the reflective regime and allows the user to achieve 
DISORT fidelity with Isaac 2-stream speed. 
Additional modifications were made on Cards 2, 3A1, and 4.  On Card 2, 
ISEASN was set to 1, for spring-summer tropospheric aerosols.  IVULCN was set to 0 
for background stratospheric aerosols.  ICSTL was tested between 8 and 10, which made 
no difference on the DIRSIG results.  It was left at 8.  Lastly on Card 2, IHAZE was 
tested for the effect of using no aerosols vs. using the desert extinction model.  This 
model has a background aerosol level and a level based on wind speed.  The wind speed 
was set to zero.  The results of this comparative study are shown in Figure 3.21.  The two 
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other modifications to the cards were that Card 3A1 was set so IPH used Mie-generated 
aerosol phase functions and Card 4, Flag 2 was set to use a triangular slit function. 
 
Figure 3.21. Comparative Study of MODTRAN Aerosol Models 
Figure 3.21 shows a comparison of running 32 Landsat 7 ETM+ calibration days with a 
desert extinction model aerosol.  The green curve includes the additional desert aerosols 
with no wind, the blue curve does not include the additional desert aerosols, and the red 
curve is a set of L7 ETM+ Band 3 calibration data.  The green and blue curves are not the 
final curves generated from this research, but they do show an interesting result.  With all 
other things being equal, including additional aerosols to the scene increases the 
inflection of the DIRSIG generated curves.  This is similar to the effect of increasing the 
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specular shape of BRDF of the material on the surface as shown in Chapter 4.  This is 
important because it was previously assumed that the shape of the remaining error in the 
calibration curves was simply due to BRDF effects.  This result indicates that aerosol 
loadings play a role in the process.  In the end it was decided to set the tape5 files to not 
include the additional desert aerosols.  This was justified because the 181/40 site was 
specifically chosen because of its lower than average desert aerosol content.  The Landsat 
7 ETM+ simulations indicated that the inclusion of an average desert loading pushed the 
fit lines too far away from the observed L7 ETM+ values.    
3.6.4 DIRSIG Materials 
The final piece of the DIRSIG puzzle was to assign material properties to the 
calibration sites.   One of the first steps in assigning materials was to try to understand the 
distribution of materials within the scene.  Figure 3.22 includes two images.  The first is 
an RGB image of the first three L5 TM bands over the 181/40 site.  The second is the 
result of using ENVI’s built in k-means classifier using three classes.  As shown in the 
figure, the three classes are generally divided into a bright class along the dune ridges, a 
dark class in the dune shadows, and a class partway in between.  This indicated that the 
separate classes were not actually the result of different materials, but rather the result of 
different illumination conditions.  This self-shadowing effect is accounted for in some 
BRDFs such as the Torrance-Sparrow model discussed in Section 2.4.  As previously 
noted, an advantage of using DIRSIG is that also can account for self-shadowing from 
the surface structure.  As a result, it was decided that it would be appropriate to use a 
single material property for the entire calibration site.   
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Figure 3.22. Subset of 181/40 Site, RGB and K-Means Classification, 3 Classes 
 A few sets of material files were used during the course of this study.  The first 
was a simple sand emissivity file.  This curve as a function of wavelength is the orange 
line in Figure 3.10.  As mentioned before, this curve was taken as part of a ground truth 
campaign in Trona, CA.  It is not necessarily the most representative sand of what is 
found at the 181/40 site, but it served as a starting point for the DIRSIG simulations.  The 
emissivity of the Trona sand was relatively flat across the L5 TM bands.  An advantage 
of using an emissivity curve within DIRSIG is that the simulation times are quicker than 
using a BRDF material.  For this reason, the sand emissivity file was used for most of the 
DEM and atmospheric studies previously discussed. 
 While the simple emissivity file was nice for quick studies, this research 
ultimately wanted to assess the effects of using BRDF materials.  As mentioned in 
Section 2.4, two of the functions considered for this research were the NEFDS material 
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files and the Ross-Li model.  NEFDS materials were used first because they had already 
been implemented and tested within DIRSIG.  The first two NEFDS materials that were 
tested were labeled as brown, natural sand and mechanically crushed rock (OH) 
pavement.  One was coarse grit and the other was fine grit.  These both ran as expected, 
but overall the NEF database proved to be inadequate for this research.  While there were 
a variety of soil-type materials within the database, the vast majority of them did not 
include BRDF information.  This prompted the need to move towards a more accessible 
BRDF that could be easily manipulated and scaled.  The Ross-Li model (see Section 2.4) 
fit these requirements.   
 The downside to the Ross-Li model was that it had not yet been implemented in 
DIRSIG.  A few error checking modifications had to be included to match up the model 
with how it is used by the MODIS BRDF product and to have it run properly in DIRSIG.  
These included ensuring that cos t in Eq. (2.23) be constrained to values [-1,1] and setting 
h/b and b/r to 2 and 1.  Since the Ross-Li model is based on the sun-target-sensor 
geometry and the three f parameters, it was relatively easy and run different sets of 
parameters within DIRSIG. 
 This ability to modify the DIRSIG material BRDF function was the finishing step 
in the DIRSIG process.  An atmospherically filtered subset (see next section) of the L7 
ETM+ calibration days were modeled using DIRSIG.  The starting point for the material 
reflectance properties was selected from the MODIS BRDF product.  These f parameters 
were the average values on 3 July 2007 from the MOD43B1 product over the 181/40 site.  
After running each of the scenes, the DIRSIG radiance images were converted into an 
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average TOA reflectance and average surface reflectance value (Section 3.8) and scaled 
to the magnitude of the L7 ETM+ days.  An example of this scaling and plotting is shown 
in Figure 3.21.  The resulting curves were evaluated for how well they fit the observed 
curves and then the material BRDF parameters were adjusted accordingly.  This was 
repeated until the best L7 ETM+ fit was found.  These results were then applied to a 
simulation of the L5 TM calibration days.  The L5 TM DIRSIG results were similarly 
converted into TOA and surface reflectance and scaled to match the magnitude of the L5 
TM calibration data.  Finally, the curves were used to remove the BRDF effects from the 
L5 TM calibration data and reduce the overall error. 
3.7 Atmospherically Correct Landsat Calibration Scenes 
Another important aspect of the calibration study was to atmospherically correct 
the L5 and L7 calibration data.  This was accomplished by our research partners at South 
Dakota State University but is covered here in a general sense for completeness.  The 
main purpose of this step was to take the TOA reflectance data back to ground 
reflectance.  This was done by running MODTRAN (Section 2.8) to remove the upwelled 
radiance and atmospheric transmission terms from Eq. (2.2). 
The major challenge of this step was to find available atmospheric information.  
Some of the data needed includes temperature profiles, water vapor content, and aerosol 
concentration.  For modern dates, this information was more readily available for the 
181/40 and 38/38 sites.  Some possible sources of this information are the MODIS 
aerosol product and BUFKIT (Mahoney, 2006).  For historical data, especially at the 
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181/40 site, this information was much more of a challenge to acquire.  Two possible 
sources were the University of Wyoming Upper-Air Observations (Oolman, 2008) and 
the National Climatic Data Center (NCDC) Integrated Gobal Radiosonde Archive 
(IGRA) (Burroughs, 2008).  No matter the specific data choice, one of the best 
atmospheric solutions for historical atmospheric information includes Reanalysis Data.  
This is a joint National Centers for Environmental Prediction (NCEP) and the National 
Center for Atmospheric Research (NCAR) effort to run current atmospheric models using 
historic data (Worley, 2008).  This takes advantage of newer, more sophisticated models 
to interpolate atmospheric information across time and space.  With most of the data 
sources, the most difficult piece of data to acquire will be aerosol type and concentration.  
For the 181/40 site, with many calibration days available, it was possible to filter out 
some of the days based on high wind speeds.  Using low wind speed (high visibility days) 
potentially reduced the amount of sand and other aerosols in the air, especially over the 
181/40 site.  This is suspected to be the largest driver of atmospheric uncertainty.  
Finally, since the 38/38 site is just south of the U.S.-Mexico border, there should be much 
more data available, especially for the proposed cross-calibration in the early 1980s.  
After SDSU had inverted the atmosphere for the 181/40 and 38/38 calibration sites, the 
calibration data was reanalyzed for seasonal and solar-sensor geometry effects.  The 
BRDF correction techniques previously described were also reapplied.   
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3.8 Processing DIRSIG Scenes 
After the DIRSIG scenes were run according to Section 3.6, they needed to be 
processed in a manner similar to the L5 TM calibration procedure.  The first step in this 
processing was to take an average of each of the scenes.  This was done using an IDL 
script that called the ENVI_STATS_DOIT command to take the average value of each of 
the bands for each of the scenes.  The output from this step was a single radiance value 
for each scene.  These radiance values then needed to be converted into TOA reflectance 
and surface reflectance values for comparison with the actual L5 TM and L7 ETM+ 
calibration days.  Eq. (3.1) was used to convert the radiance values to TOA Reflectance.  
This used the DIRSIG average radiance value, the DIRSIG calculated solar zenith angle, 
the earth-sun distance from ephemeris look up tables, and the solar irradiance to convert 
the values.   
  A slightly different approach was taken to convert the TOA radiance values into 
surface reflectance.  This used a modification of Eq. (2.2) so that the reflectance was 
approximated as 
 
 
(3.6) 
where Lλ is the average radiance value for the scene, Lusλ is the weighted sum of the 
upwelled radiance over the bandpass, Esλ' is the weighted sum of the solar irradiance over 
the bandpass, Ldsλ is the weighted sum of the upwelled radiance over the bandpass, σ' is 
the solar elevation angle, and τ1 and τ2 are weighted averages of the atmospheric 
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transmission over the bandpass.  The bandpasses for L5 TM were shown in Figure 3.10.  
The values for Lusλ, Ldsλ, Esλ', τ1, and τ2 were extracted from each scene’s ADB file. 
 After the TOA reflectance and surface reflectance values were calculated, they 
were scaled to match the L7 ETM+ and L5 TM data.  This sort of scaling was explained 
in Section 3.5.  One of the main reasons for the need to do this scaling is that the DIRSIG 
images were modeled using RSR curves.  These are scaled to a maximum value of one.  
While this is useful for modeling, a real sensor would have a maximum response of less 
than one.  Additionally, the desired outcome of the DIRSIG modeling was to develop a 
method to evaluate the shape of the TOA and surface reflectance as a function of TOY 
and solar elevation angle.  For this step, the average value of a batch of DIRSIG days was 
scaled to the average value of the corresponding L7 ETM+ or L5 TM days.  These scaled 
curves could then be evaluated as discussed in Section 3.9. 
3.9 Quantifying the Quality of the Results 
Finally, the results from each of the BRDF methods needed to be analyzed.  There 
were two primary methods to accomplish this step.  The first was simply to look at how 
well each method reduced the %Error of the L5 TM and L7 ETM+ days.  The results of the 
seasonality tests from Section 3.1 gave an idea of the amount of variability that was due 
to the atmosphere.  Additionally, the difference in errors between the filtered and non-
filtered L7 ETM+ days from Section 3.1 gave an idea of the atmospheric effects on the 
data.  Lastly, a comparison of the L5 TM and L7 ETM+ TOA and surface reflectance 
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data sets provided a third means of understanding the role the atmosphere played in this 
research.   
The other method for analyzing this research was to use the Iterative Weighted 
Least Squares tools laid out in Section 2.11 to understand how well the DIRSIG 
simulated scenes compared to the actual L7 ETM+ data sets.  For the L7 ETM+ scenes, 
this statistic provided a way to describe the two curvilinear fits as being equivalent.  An 
implementation for the L5 simulations that could be applied in the future would adjust the 
alpha parameter in Eq. (2.56) to see at what level the curves were statistically equivalent.  
That is, some curves could be equivalent at the 95% level while others that did not fit as 
well might be equivalent at the 85% or 90% confidence level. 
3.10 Methods Summary 
This chapter described the major steps that were taken to complete this research.  It 
started with describing the trends in the L5 TM and L7 ETM+ data using self-corrections, 
briefly looked at using MODIS data as a means of sampling the calibration site from 
multiple sun-target-sensor angles, and culminated with the use of DIRSIG to model the 
calibration days and the overall trends vs. TOY and solar elevation angle.  Many of the 
specific DIRSIG settings and the tests that validated those settings were included.  This 
should allow future users to recreate and build on the results that are shown in the 
following chapter. 
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Chapter 4 Results 
This chapter covers results of the research laid out in the Methodology Chapter.  It 
focuses on results from the seasonality testing and from the DIRSIG simulations.  These 
results showed the most promise for improving the calibration of L5 through the use of 
PICs. 
4.1 Testing Seasonality of 181/40 Results 
 The first results in this chapter reflect some of the initial work done to understand 
the magnitude of the BRDF effects on the L5 TM and L7 ETM+ calibration data for the 
181/40 site.   
4.1.1 L5 TM TOY and Solar Elevation Angle Corrections 
Figure 4.1 is a plot of the calibration data for L5 TM Band 3 vs. Time of Year.   
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Figure 4.1.  L5 TM Band 3 TOA Reflectance vs. TOY 
The triangles are the original calibration points for 25+ years of L5 calibration data.  
These points were corrected using a data driven, 2
nd
 order polynomial, geometric fit 
(solid line) to smooth out the data.  As discussed in the Methodology chapter, the 
geometric fit was tied to the 2 June cross-calibration date.  As shown in the figure, the x’s 
are the corrected points.  Since June 2
nd
 is the 153
rd
 day of the year, the trend line for the 
corrected data (dashed line) crosses the trend line for the original data at this point.  It is 
only coincidence that this occurs near the peak of the trend line curve for the original 
data.  Another item to note from Figure 4.1 is that the majority of the L5 TM 181/40 
calibration scenes are from the summer months.  This was originally done to limit 
seasonal atmospheric and solar elevation angle effects.  Also, it is important to remember 
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that the geometric fit only corrects for the general shape of the calibration data.  It does 
not correct for individually high or low data points.  Overall, the TOY correction method 
reduced the residual error for L5 TM Band 3 from 1.09% to 0.80%.   
Next, the calibration data were plotted as TOA reflectance vs. solar elevation 
angle.  This is shown in Figure 4.2 for L5 TM Band 3.   
 
Figure 4.2.  L5 TM Band 3 TOA Reflectance vs. Solar Elevation Angle 
The triangles are the same original calibration points as shown in Figure 4.1 while the x’s 
are the corrected points for this method.  This time a geometric fit was done to remove 
the solar elevation angle effects.  The tie point for this study was a solar elevation value 
corresponding to the average solar elevation angle for 2 June.  It should be emphasized 
that this is a separate correction from the previous one that corrected for TOY.  This 
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correction used the original calibration data and only corrected for the solar elevation 
angle.  This reduced the L5 B3 errors from 1.09% to 0.96%.  This is a smaller 
improvement than the previous TOY correction.  A possible explanation for this is that 
the TOY correction includes seasonal atmospheric information and implicit azimuthal 
data that is not captured by the solar elevation angle correction.  The residual error for all 
of the bands is shown in Table 4.1.  This shows a similar trend for all the bands that the 
TOY correction is better than the solar elevation angle correction.  Also the TOY 
correction reduces the average residual error for all bands from 1.61% to 1.18%.  These 
results provide a baseline and a goal for work with other sensors and with DIRSIG.  
Ideally, the DIRSIG results would approach the 1% values seen in Bands 1-3.  Bands 4 
and 7 should be closer to the 1% goal once atmospheric compensation has been included.  
Band 5 has not been included because its calibration images were saturated over the 
181/40 site.  In general, it seems that solar elevation angle effects account for 
approximately 25% of the residual error in the calibration data. 
% Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
TOA 1.09% 1.08% 1.09% 1.99%   2.77% 1.61% 
TOY Corrected 1.03% 0.82% 0.80% 1.46%   1.81% 1.18% 
Sol El Ang Crctd 1.06% 0.89% 0.96% 1.81%   2.19% 1.38% 
Sol El + Sol Az 1.01% 0.96% 1.02% 1.75%   2.57% 1.46% 
Sol El Then Sol Az 1.01% 0.88% 0.89% 1.75%   2.14% 1.33% 
Table 4.1. L5 TM Relative Error Summary, Corrected for TOY and Solar Elevation Angle 
 In addition to the fits shown in Figure 4.1 and Figure 4.2, two additional self-
corrections were done on the L5 TM data.  The first was to simultaneous correct for the 
solar elevation and azimuth angles.  The results are shown in Table 4.1.  This method 
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showed an improvement in Bands 1 and 4 over the solar elevation angle correction by 
itself.  It may have performed worse in Bands 2, 3, and 7 due to the noisy nature of the 
data and the fact that the solar azimuth angle values were correlated with the solar 
elevation angles.  The Levenberg-Marquardt regression models did not handle the noisy 
data very well.  The second additional correction was to try correcting the data for the 
solar azimuth angle after it had already been corrected for the solar elevation angle.  
These produced the best results for the L5 TM corrections that were based solely on the 
sun-target-sensor geometry.  In general though, the TOY correction was still the optimum 
fit. 
 As a final part of this section, a set of calculations were performed to get a sense 
of the potential size of the BRDF corrections.  One way to do this is simply take the ratio 
of the range in amplitude of the TOY or solar elevation curve compared to the range of 
the L5 TM calibration days.  For example, for the TOY fit for L5 TM Band 3 in Figure 
4.1, the TOY curve ranges from 0.438 to 0.45 and the original data range from 0.434 to 
0.457.  This gives a ratio of 0.012/0.023 which is 52.2%.  This means that at most the 
TOY fit could correct 52% of the error in the calibration trending for Band 3.  That 
means that even for a best case scenario, at least 47.8% of the error must come from other 
sources such as the atmosphere.  In truth the TOY fit reduced the error from 1.09% to 
0.80% which is a reduction in error of 26.6%.  A summary for all of these calculations for 
each band is in included in Table 4.2. 
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  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Original TOA 
%Error 
1.09% 1.08% 1.09% 1.99% 
 
2.77% 1.61% 
Potential TOY 
Correction 
33.0% 47.2% 52.2% 49.5% 
 
56.8% 47.7% 
Potential Solar 
Elevation Angle 
Correction 
27.1% 50.0% 45.5% 30.9% 
 
52.0% 41.1% 
% TOY Corrected 6.1% 24.8% 26.3% 26.6%   34.7% 23.7% 
% Sol El Corrected 3.2% 17.6% 12.4% 8.8%   20.9% 12.6% 
Table 4.2. L5 TM BRDF Magnitude Estimations 
The table indicates that the TOY corrections could at best reduce an average of 48% of 
the error while the solar elevation correction could reduce 41%.  The longer wavelength 
bands generally had more potential improvement from the BRDF techniques.  The last 
two rows of the table are simply another way of stating the information in the 2
nd
 and 3
rd
 
rows of Table 4.1.  They show that BRDF self-corrections for all bands were limited by 
the noisy nature of the data. 
4.1.2 L7 ETM+ TOY and Solar Elevation Angle Corrections 
A similar analysis was done for L7 ETM+ TOA reflectance data.  This was done 
on two data sets.  The first was the original L7 ETM+ data that was received from SDSU.  
These data are in TOA reflectance space meaning they have only been corrected for 
earth-sun distance and solar zenith angle effects.  An example TOY fit is shown in Figure 
4.3.   
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Figure 4.3.  L7 ETM+ Band 3 TOA Reflectance vs. TOY, All Days 
Again, the original data are the triangles, and the corrected data are the x’s.  This 
correction reduced the %Error from 1.27% to 1.14%.  The biggest difference between the 
L7 ETM+ data and the L5 TM data is that there are L7 ETM+ scenes available for the 
entire year.  This is because all of the L7 ETM+ data is available in the US archive.  As a 
result, the original errors and the corrections are slightly different (1.09% for L5TMB3 
vs. 1.27% for L7ETM+B3 with all days).  For this study, some of the L7 ETM+ bands 
actually had higher original errors than their corresponding L5 TM bands.  This is a result 
of the way the %Error is calculated.  Since the L7 ETM+ data are from the entire year, 
they had a wider range of solar elevation angles and atmospheric conditions than the L5 
TM data.  This was enough to overcome the generally less noisy condition of the L7 
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ETM+ instrument for some of the bands.  Again, the polynomial curve was tied to the 2 
June cross calibration date.  The dotted line is the linear fit of the corrected data.  This 
shows that the data were flattened and gives a visual representation of the remaining 
scatter.  Figure 4.4 shows the L7 ETM+ scenes before and after being corrected for the 
solar elevation angle.  The triangles and x’s represent the original and corrected data 
respectively.  This correction reduced the %Error from 1.27% to 1.11%. 
 
Figure 4.4.  L7 ETM+ Band 3 TOA Reflectance vs. Solar Elevation Angle, All Days 
% Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
TOA 2.41% 1.36% 1.27% 1.82% 1.45% 2.21% 1.75% 
TOY Corrected 1.75% 1.32% 1.14% 1.60% 1.24% 2.03% 1.51% 
Sol El Ang Crctd 1.83% 1.33% 1.11% 1.74% 1.19% 2.04% 1.54% 
Table 4.3. L7 ETM+ Relative Errors, Corrected for TOY and Solar Elevation Angle, All Days 
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A summary of the correction results is shown in Table 4.3.  For this data set, the TOY 
correction was only marginally better than the solar elevation angle correction.  This is 
evident in both the individual bands and in the average error for all bands. 
4.1.3 L7 ETM+ Filtered Data 
As explained in Section 3.2 the L7 ETM+ data set include 99 relatively noisy 
calibration scenes.  These were filtered for the gain mode of the different bands, 
maximum wind speed in the air column, and cloud cover to end up with 74 days.   
 
Figure 4.5.  L7 ETM+ Band 3 vs. TOY, Filtering Results 
As shown in Figure 4.5 the red triangles are the days that were removed during the 
filtering process.  Most of the days were during the winter months, but there were still 
days available from the entire year.  The same days were filtered for all bands.  Another 
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useful way of comparing the data before and after filtering is by comparing the original 
errors in Table 4.4.  By this comparison one can see that each of the bands had smaller 
errors in the filtered data set.  The average error dropped from 1.75% to 1.50%.  Also, the 
greatest reduction came in Bands 1 and 2 which reduced the errors by 30% and 23% 
respectively.  This is one of the pieces of evidence that atmospheric effects are stronger 
for the lower bands than the higher ones.  After filtering, the same TOY and solar 
elevation angle corrections were applied.  The TOY fit for L7ETM+B3 is shown in 
Figure 4.6.   
 
Figure 4.6.  L7 ETM+ Band 3 TOA Reflectance vs. TOY, Filtered Data 
This correction reduced the %Error from 1.06% to 0.93%.  As before, Figure 4.7 shows the 
L7 ETM+ scenes before and after being corrected for the solar elevation angle.  The 
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triangles and x’s represent the original and corrected data respectively.  This correction 
reduced the %Error from 1.06% to 0.92%. 
 
Figure 4.7.  L7 ETM+ Band 3 TOA Reflectance vs. Solar Elevation Angle, Filtered Data 
% Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
TOA (Unfiltered) 2.41% 1.36% 1.27% 1.82% 1.45% 2.21% 1.75% 
TOA (Filtered) 1.68% 1.05% 1.06% 1.73% 1.32% 2.15% 1.50% 
TOY Corrected 
(Filtered) 
1.23% 1.04% 0.93% 1.47% 1.12% 1.95% 1.29% 
Sol Elevation Angle 
Corrected (Filtered) 
1.28% 1.05% 0.92% 1.62% 1.04% 1.92% 1.30% 
Table 4.4. L7 ETM+ Relative Errors, Corrected for TOY and Solar Elevation Angle, Filtered Days 
Table 4.4 has a summary of the correction results for the filtered L7 ETM+ data.  In this 
case, the TOY and solar elevation angle corrections performed similarly well.  One 
explanation for this is that the filtering process removed some of the stronger atmospheric 
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effects.  This reduced the presumed advantage the TOY correction had in accounting for 
seasonal atmospheric trends.     
 A similar analysis was done on the L5 TM and L7 ETM+ (unfiltered and filtered) 
surface reflectance data.  The results for these fits are included in Table 4.5, Table 4.6, 
and Table 4.7. 
% Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Surface Reflectance 1.58% 1.23% 1.09% 1.56% 0.00% 1.83% 1.21% 
TOY Corrected 1.34% 0.96% 0.87% 1.40% 0.00% 1.16% 0.96% 
Sol El Ang Crctd 1.32% 0.95% 0.95% 1.43% 0.00% 1.45% 1.02% 
Sol El Then Sol Az 1.31% 0.94% 0.90% 1.37% 0.00% 1.38% 0.98% 
Table 4.5. L5 TM Surface Reflectance Relative Error Summary 
% Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Surface Reflectance 2.44% 1.52% 1.55% 1.75% 1.79% 2.14% 1.87% 
TOY Corrected 2.08% 1.49% 1.22% 1.51% 1.43% 2.03% 1.63% 
Sol El Ang Crctd 2.14% 1.49% 1.19% 1.51% 1.36% 1.92% 1.60% 
Table 4.6. L7 ETM+ Surface Reflectance Relative Error Summary, All Days 
% Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Surface Reflectance 1.67% 1.27% 1.38% 1.67% 1.50% 1.95% 1.57% 
TOY Corrected 1.49% 1.22% 1.06% 1.39% 1.18% 1.80% 1.36% 
Sol El Ang Crctd 1.55% 1.23% 1.05% 1.41% 1.09% 1.67% 1.33% 
Table 4.7. L7 ETM+ Surface Reflectance Relative Error Summary, Filtered Days 
The surface reflectance %Error values for L5 TM were higher for Bands 1 and 2 than they 
were for the TOA reflectances.  This is a product of the way the atmospheric 
compensation technique does its correction.  Band 3 has similar errors between the TOA 
and surface reflectance data sets, while Bands 4 and 7 show significant improvement.  
With the exception of Band 7, the solar elevation and azimuth corrections on the L5 TM 
surface reflectance data performed very similarly to the TOY corrections.  This is as 
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expected since the surface reflection data set should have removed any seasonal 
atmospheric effects that were being captured by the TOY correction with the TOA 
reflectance data.  The L7 ETM+ surface reflectance data tells a similar story in that the 
surface reflectance errors are higher than the TOA reflectance errors for Bands 1, 2, 3, 
and 5.  Also, the solar elevation angle corrections performed similarly well to the TOY 
corrections. 
4.1.4 L7 ETM+ Filtered Data with L5 TM Data 
Another study in this section was to attempt to use the L7 ETM+ self-correction 
parameters to correct the L5 TM data.  This was done in two ways.  The first was to use 
the L7 ETM+ fitting parameters to correct the L5 TM data.  The other was to combine the 
two data sets, find fitting parameters for each band, and then apply those fits to the L5 
TM data alone.  In each case, the corrections were done in TOA reflectance space using 
post-filtered L7 ETM+ data that was scaled so the mean value of each band matched the 
mean value of the corresponding L5 TM band.  Both techniques are discussed in detail 
below. 
For the first method, the TOY and solar elevation angle corrections were both 
independently tried.  The corrections were also done with a subset of the L7 ETM+ data 
that was further filtered so it only included days from the same TOY range as the L5 TM 
data.  This subset included 50 of the original 74 scenes.  A summary of the cross 
calibration results is included in Table 4.8.  The first five rows include the results from 
Table 4.1 for comparison. 
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  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Original Values 1.09% 1.08% 1.09% 1.99%   2.77% 1.61% 
TOY Corrected 1.03% 0.82% 0.80% 1.46%   1.81% 1.18% 
Sol El Angle 
Corrected 
1.06% 0.89% 0.96% 1.81% 
 
2.19% 1.38% 
Sol El + Sol Az 1.01% 0.96% 1.02% 1.75%   2.57% 1.46% 
Solar El Then 
Solar Az 
1.01% 0.88% 0.89% 1.75% 
 
2.14% 1.33% 
L7 Full Set TOY 
Corrected 
1.26% 1.06% 0.98% 1.73% 
 
2.50% 1.50% 
L7 Full Set Solar 
Elevation Ang 
Corrected 
1.17% 1.07% 1.01% 1.90% 
 
2.41% 1.51% 
L7 Subset TOY 
Corrected 
1.26% 0.96% 0.86% 1.50% 
 
1.96% 1.31% 
L7 Subset Solar 
Elevation Ang 
Corrected 
1.41% 1.32% 1.22% 2.18% 
 
2.72% 1.77% 
Table 4.8. L5 TM Relative Error Summary, Corrected Using L7 ETM+ TOY and Solar Elevation 
Angle Fits 
Ideally the L7 ETM+ fitting parameters would have corrected the L5 TM data similarly 
to the L5 TM self-corrections.  In general the TOY corrections using the TOY filtered L7 
data did the best of the four L7-L5 cross-calibration methods.  This correction also did 
better than the L5 TM solar elevation angle self-correction for Bands 3, 4, and 7.  Band 1 
was the only band that did not show any improvement.  This band had one of the lowest 
errors to begin with and its TOY and solar elevation angle self-corrections did not reduce 
much of the error.  The error in this band is likely atmospherically dominated.  The L5 
TM B1 and TOY filtered L7 ETM+ B1 data are shown in Figure 4.8. 
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Figure 4.8.  L5 TM B1 and TOY Filtered L7 ETM+ B1 TOA Reflectance vs. TOY 
The L5 TM B1 data are the blue diamonds and the L7 ETM+ B1 data are the red squares.  
The two TOY curvilinear fits do not match well.  The L7 ETM+ B1 fit is probably 
influenced by a handful of relatively high reflectance scenes around day 90 and 260.  The 
corresponding L5 TM B1 scenes from days 50-100 are relatively low.  This affects the 
shape of the curvilinear fits.  It is thought that with more days for both the sensors that 
the dominance of atmospheric error in this band would cause the two mismatched curves 
to flatten out.   
 The other correction technique combined the L7 ETM+ data with the original L5 
TM data to create a single Landsat superset.  As before, the L7 ETM+ data had an 
additional filter to limit the scenes to those with the same TOY range as the L5 TM data.  
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The Landsat superset was independently corrected for TOY and the solar elevation angle.  
An example of this is shown in Figure 4.9.  The Landsat superset is shown in light blue 
and the L7 ETM+ Band 3 data are overlaid as red diamonds.  The trend line is for the 
combined superset. 
 
Figure 4.9.  L5 TM B3 and TOY Filtered L7 ETM+ B3 TOA Reflectance vs. TOY 
A synopsis of the corrections is shown in Table 4.9. 
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  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
L5TM & L7ETM+ 
Original Errors 
1.13% 1.01% 1.01% 1.90% 
 
2.56% 1.52% 
TOY Corrected 1.11% 0.86% 0.80% 1.42%   1.80% 1.20% 
Sol El Ang Crctd 1.13% 0.93% 0.91% 1.79%   2.21% 1.39% 
                
L5 TM Original 
Errors 
1.09% 1.08% 1.09% 1.99% 
 
2.77% 1.61% 
Superset TOY 
Corrected 
1.09% 0.84% 0.82% 1.47% 
 
1.84% 1.21% 
Superset Sol El 
Ang Crctd 
1.13% 0.93% 0.91% 1.79% 
 
2.21% 1.39% 
Table 4.9. Landsat Superset Relative Error Summary and L5 TM Relative Error Corrected Using 
Landsat Superset TOY and Solar Elevation Angle Fits 
Again, the TOY correction does the best job with the Landsat superset.  It reduced the 
average relative error from 1.52% to 1.20%.  When the same corrections were applied to 
the L5 TM data, they reduced the average relative error from 1.61% to 1.21%.  This 
compares favorably to Table 4.1 which reduced the average L5 TM relative errors to 
1.18% for the TOY correction and 1.38% for the solar elevation angle correction. 
 In closing, this section presented the baseline relative calibration errors for the L7 
ETM+ and L5 TM systems.  A complete rundown of the percent improvement for each 
method is shown in Table 4.10. 
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  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Original Values 1.09% 1.08% 1.09% 1.99% 
 
2.77% 1.61% 
TOY Corrected 6.1% 24.8% 26.3% 26.6% 
 
34.7% 23.7% 
Sol El Ang Crctd 3.2% 17.6% 12.4% 8.8% 
 
20.9% 12.6% 
Sol El + Sol Az 7.6% 11.9% 6.4% 12.0% 
 
7.2% 9.0% 
Solar Elevation 
Then Sol Az 
8.2% 18.6% 18.7% 12.2% 
 
22.7% 16.1% 
L7 Full Set TOY 
Corrected 
-14.8% 2.4% 10.4% 13.2% 
 
9.8% 4.2% 
L7 Full Set Sol El 
Corrected 
-6.5% 1.2% 7.7% 4.7% 
 
12.9% 4.0% 
L7 Subset TOY 
Corrected 
-15.2% 11.7% 20.9% 24.7% 
 
29.1% 14.2% 
L7 Subset Solar 
Elevation Angle 
Corrected 
-28.9% -21.6% -11.8% -9.8% 
 
1.7% -14.1% 
Superset TOY 
Corrected 
0.4% 22.5% 24.9% 26.1% 
 
33.5% 21.5% 
Superset Sol El 
Ang Crctd 
-3.2% 14.2% 16.7% 10.0% 
 
20.1% 11.6% 
Table 4.10. L5 Relative Error Percent Improvement, All Landsat Based Methods 
The best overall correction was the TOY self-correction.  This was followed by the 
superset TOY correction and the “solar elevation angle then solar azimuth angle” 
correction.  These all included data from L5 TM.  The best overall correction using 
independent data sources was the L7 subset TOY correction which used the filtered L7 
ETM+  data with an additional TOY filter to match the seasonal range of the L5 TM data.  
The TOY corrections generally did a better job of reducing the calibration errors for both 
the L5 TM and L7 ETM+ sensors.  This was attributed to a seasonal atmospheric trend 
that could not be captured by the solar elevation angle fits.  The self-correction results 
reported here provide a benchmark for the DIRSIG results that will be presented shortly. 
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4.2 MODIS Results of the 181/40 Site 
As mentioned in the Methodology chapter, another step in this research was to use 
MODIS data to find BRDFs.  MOD43B1 BRDF images from 2007 were downloaded 
along with a year of Terra MODIS (MOD021KM) imagery from August 2006-July 2007.  
These data were used to analyze the 181/40 site from multiple sun-target-sensor 
geometries in order to better understand the scene. 
4.2.1 MOD43B1 Corrections 
The first part of the MODIS analysis was to take advantage of the readily 
available MODIS BRDF product.  This is available on 8-day intervals as discussed in 
Section 3.3.  For this test, a single BRDF image from 2 June 2007 was used.  The BRDF 
parameters used are shown in Table 4.11. 
  f iso f vol f geo 
B1 0.200315 0.067918 4.08E-05 
B2 0.339554 0.099695 0.002039 
B3 0.483636 0.077403 0.011112 
B4 0.602488 0.041943 0.021619 
B5 N/A N/A N/A 
B7 0.723826 0.005389 0.03909 
Table 4.11. 181/40 2 June 2007 MOD43B1 BRDF Parameters 
The fitting parameters were applied to their respective bands.  The correction results for 
L5 TM Band 3 are shown in Figure 4.11. 
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Figure 4.10.  L5 TM Band 3 TOA Reflectance vs. Solar Elevation Angle, MOD43B1 Corrected 
The triangles are the original calibration points for 25+ years of L5 calibration data.  The 
red squares are the calibration points after they have been corrected by the MOD43B1 
BRDF product.  A summary of the corrections for all bands is shown in Table 4.12.  This 
summary includes the previously discussed corrections for reference. 
% Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
TOA 1.09% 1.08% 1.09% 1.99% 
 
2.77% 1.61% 
TOY Corrected 1.03% 0.82% 0.80% 1.46% 
 
1.81% 1.18% 
Sol El Ang Crctd 1.06% 0.89% 0.96% 1.81% 
 
2.19% 1.38% 
Sol El + Sol Az 1.01% 0.96% 1.02% 1.75% 
 
2.57% 1.46% 
Sol El Then Sol Az 1.01% 0.88% 0.89% 1.75% 
 
2.14% 1.33% 
MOD43B1 
Corrected 
1.10% 0.97% 0.99% 1.87% 
 
2.42% 1.47% 
Table 4.12. L5 TM TOA Reflectance Relative Error Summary with MOD43B1 Corrections 
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Both the example figure and the table show that the MOD43B1 correction by itself does 
not perform as well as the TOY or solar elevation angle corrections.  On average the 
MOD43B1 method reduced the residual error by 9%.  A more robust method would 
attempt to use a matched set of MOD43B1 parameters for each specific L5 TM 
calibration day.  This would work for relatively recent days but would not be possible for 
older days from before MODIS was launched.  
4.2.2 MODIS TOA Reflectance 
After considering the MODIS BRDF product, the original MODIS TOA radiance 
data were used to better understand the calibration site.  Following the outlined 
procedures, a year of MODIS TOA radiance images were filtered for edge effects, the 
calibration site was located, and the mean pixel value was calculated and converted to 
TOA reflectance.  This data set was not filtered or corrected for atmospheric effects.  The 
days were plotted as TOA reflectance vs. solar zenith angle for MODIS bands 1-7.  These 
are shown in Figure 4.11 and Figure 4.12. 
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Figure 4.11.  MODIS TOA Reflectance vs. Solar Zenith Angle Bands 1-5 
 
Figure 4.12.  MODIS TOA Reflectance vs. Solar Zenith Angle Bands 6 and 7 
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As shown in the two figures, each band is broken into a lighter and darker color.  
The band labels in the figures refer to MODIS bands.  These have corresponding L5 TM 
bands which are described in Table 2.3.  The lighter colors correspond to when MODIS 
was looking eastward and the darker colors are when it was looking westward.  Since all 
of the scenes were taken between 0830 and 1015 local time, it might be assumed that a 
terrain with elevation changes would have more self-shadowing when the satellite looks 
eastward (towards the morning sun) than westward.  Indeed, this was the case.  The 
westward looking points, which are colored darker on the charts, generally had higher 
reflectance values than the lighter colored, eastern looking points.  This data set is a 
strong indicator that one of the best solutions to this research is to use DIRSIG because it 
includes the terrain effects of the scene. 
4.2.3 MODIS Surface Reflectance 
The next step was to use MODIS data to develop BRDFs for the 181/40 calibration 
site.  In order to minimize any atmospheric effects, this analysis was done using MODIS 
surface reflectance data (MOD09GHK).  This data set was filtered for days with bad edge 
effects and clouds and is shown in Figure 4.13.  These surface reflectance values were 
used to derive BRDF fitting parameters for each of the bands.  The first of these was the 
Ward BRDF model from Eq. (2.5).   
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Figure 4.13.  MODIS Surface Reflectance vs. Solar Zenith Angle, All Bands 
The results of the fitting parameters along with their 95% confidence intervals are shown 
in Table 4.13. 
    Ward Results 95% Confidence Intervals 
MODIS L5 TM ρd ρs α (-)ρd (+)ρd (-)ρs (+)ρs (-)α (+)α 
B3 B1 0.431 -0.039 -0.462 0.425 0.438 -0.053 -0.026 -0.522 -0.402 
B4 B2 0.751 -0.172 -0.673 0.737 0.765 -0.220 -0.124 -0.731 -0.616 
B1 B3 1.076 -0.486 -0.896 1.056 1.095 -0.590 -0.382 -0.949 -0.842 
B2 B4 1.328 -0.721 1.006 1.302 1.354 -0.882 -0.561 0.942 1.069 
B6 B5 1.627 -1.001 1.128 1.597 1.656 -1.217 -0.784 1.054 1.203 
B7 B7 1.634 -1.681 1.297 1.598 1.670 -2.019 -1.343 1.206 1.389 
Table 4.13. Ward BRDF Fitting Parameter for MODIS Surface Reflectance Data 
Even though the Levenberg-Marquardt regression method was able to find fitting 
parameters for the Ward model, the parameters themselves are not physical.  The 
parameters ρd and ρs should be between zero and one.  Each of the results has ρs as a 
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negative number.  If the Ward model is thought of as a hemisphere with a specular lobe, 
this negative ρs value acts as in inward lobe similar to a deflated basketball.  In a physical 
sense it implies additional absorption in the scattering direction compared to the portions 
of the reflected hemisphere away from the specular lobe.  As an aside, α is normally 
considered a positive number, but it is a squared term in the model, so the negative is 
removed. 
 Although the Ward results were not as useful as hoped, they paved the way for 
using a more complex BRDF with the MODIS data.  The next model that was used was 
the Torrance-Sparrow model from Eq. (2.7).  This model has five fitting parameters, but 
two of them were fixed by assigning a complex index of refraction.  The values for the 
complex index of refraction were taken from the NEFDS for “brown, natural sand, and 
crushed rock.”  The first index of refraction for each band is for the fine grit version of 
the material and the second index is for coarse grit.  The specific values are not included 
here due to reporting restrictions.  The results of the fits are shown in Table 4.14. 
    Torrance Sparrow Results 95% Confidence Intervals 
MODIS 
L5 
TM 
n a fb c (-)a (+)a (-)fb (+)fb (-)c (+)c 
B3 B1 fine 0.133 -0.142 2.828 0.132 0.134 -0.164 -0.119 2.321 3.335 
B3 B1 coarse 0.133 -0.162 2.835 0.132 0.134 -0.187 -0.136 2.328 3.341 
B4 B2 fine 0.224 -0.321 1.773 0.223 0.226 -0.356 -0.286 1.498 2.047 
B4 B2 coarse 0.224 -0.295 1.771 0.223 0.226 -0.328 -0.263 1.496 2.046 
B1 B3 fine 0.308 -0.551 1.263 0.306 0.310 -0.621 -0.481 0.949 1.577 
B1 B3 coarse 0.308 -0.376 -1.242 0.306 0.310 -0.425 -0.329 -1.562 -0.922 
B2 B4 fine 0.378 -0.526 -1.012 0.375 0.380 -0.618 -0.434 -1.480 -0.544 
B2 B4 coarse 0.378 -0.341 -0.981 0.375 0.380 -0.401 -0.281 -1.465 -0.498 
B6 B5 fine 0.464 -0.584 0.378 0.462 0.467 -0.707 -0.461 -0.796 1.553 
B6 B5 coarse 0.465 -0.368 -0.274 0.462 0.467 -0.446 -0.290 -1.891 1.343 
B7 B7 fine 0.437 -0.233 -2E-04 0.433 0.441 -0.454 -0.012 -7787.3 7787.3 
B7 B7 coarse 0.439 -0.196 2E-03 0.435 0.443 -0.326 -0.066 -2956.4 2956.4 
Table 4.14. Torrance-Sparrow BRDF Fitting Parameter for MODIS Surface Reflectance Data 
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Since the fine and coarse grit fits gave similar results (note that c is a squared term in the 
model), only the fine grit values were used to correct the L5 TM calibration data.  The 
only result of the fits that was obviously strange was the 95% confidence interval for the 
c value of Band 7.  This was attributed to noisy data and the fact that the best fit 
parameters for the model found c to be so close to zero. 
 Once the model parameters were found for each band, they were used to correct 
the L5 TM calibration data.  An example of this is shown in Figure 4.14. 
 
Figure 4.14.  L5 TM B3 Corrected with MODIS Derived Torrance-Sparrow Model 
The results in the figure are laid out similar to previous charts.  The blue diamonds are 
the original L5 TM Band 3 data and the red squares are the corrected data.  The solid line 
is the best fit polynomial for the original data and the dashed line is the best fit 
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polynomial for the corrected data.  Keeping in mind that the goal of this research was to 
flatten out the L5 TM calibration data, this chart clearly shows that the MODIS derived 
Torrance-Sparrow model actually made the residual error worse.  A summary of these 
results for all bands is included as  
 % Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Original Values 1.09% 1.08% 1.09% 1.99%   2.77% 1.61% 
TOY Corrected 1.03% 0.82% 0.80% 1.46%   1.81% 1.18% 
Sol El Ang Crctd 1.06% 0.89% 0.96% 1.81%   2.19% 1.38% 
Sol El + Sol Az 1.01% 0.96% 1.02% 1.75%   2.57% 1.46% 
Solar El Then 
Solar Az 
1.01% 0.88% 0.89% 1.75% 
 
2.14% 1.33% 
MODIS Torrance-
Sparrow 
1.72% 1.95% 1.58% 2.29% 
 
2.85% 2.08% 
Table 4.15. L5 TM TOA Reflectance Relative Error Summary with MODIS Derived Torrance-
Sparrow Corrections 
These results were not as expected and merited a more in depth look at how the MODIS 
derived model was being used to correct the data.  The first idea was to investigate if the 
model parameters were good fits to the original MODIS data and to see how well they 
“self-corrected” the MODIS data that was used to derive the model.  A graphical 
representation of the fit for MODIS Band 1 (L5 TM Band 3) is shown in Figure 4.15. 
  
144 
 
 
Figure 4.15.  MOD09GHK Self Corrected with MOD09GHK Derived Torrance-Sparrow Model 
Although the self corrected data does not have a perfectly flat trend line, it is still flatter 
than the original data and the residual error is smaller.  This indicates that the fitting 
process was working correctly and there was something else that was affecting the L5 
TM corrections in Table 4.15.  A summary of the errors and the percent improvement is 
shown in Table 4.16. 
L5 TM Band Band 3 Band 4 Band 1 Band 2 Band 5 Band 7   
MODIS Band Band 1 Band 2 Band 3 Band 4 Band 6 Band 7 Average 
MOD09GHK Original 
Error 
2.98% 2.66% 4.32% 3.58% 2.25% 2.83% 3.10% 
MODIS Torrance-
Sparrow Self 
Corrected 
1.94% 2.02% 3.15% 2.14% 1.81% 2.64% 2.28% 
%Improvement 34.96% 24.15% 27.06% 40.27% 19.31% 6.73% 26.42% 
Table 4.16. MOD09GHK Surface Reflectance Relative Error Summary with MOD09GHK Self 
Derived Torrance-Sparrow Corrections 
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The table lists the MODIS bands along with the corresponding L5 TM bands for 
reference.  The row labeled “MOD09GHK Original Error” is the %Error that is calculated 
using Eq. (3.2).  Each of the MODIS derived Torrance-Sparrow self corrections showed a 
reduction in errors between 6.73% and 40.27% with an average improvement of 26.42%.  
Again, this indicates the fitting process worked correctly.  This led to the conclusion that 
there was some inherent difference between the shape of the MOD09GHK data (which 
includes a large range of sun-target-sensor angles) and the L5 TM calibration data with 
their more limited geometries.  Figure 4.16 shows an example of this for L5 TM Band 3 
and its corresponding MODIS band.   
 
Figure 4.16.  L5 TM Band 3 compared to MOD09GHK Band 1 
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The L5 TM data are the blue triangles.  These are in TOA space.  The MODIS data are 
the green squares and are in surface reflectance space.  These points have been scaled to 
match the L5 TM Band 3 data.  Linear trend lines for each data set are included to give a 
feel for the type of correction that the MODIS derived Torrance-Sparrow model would 
give compared to the general trend of the L5 TM data.  These trend lines clearly indicate 
that the full year of MODIS data has a different trend than the L5 TM summer data.  
Further filtering of the MODIS data to more specifically match the geometries of the L5 
TM days may have yielded better results for this study.  This is an area that could be 
further explored for future research. 
 As a quick addendum to this section, one more attempt at using the Torrance-
Sparrow model for correction was attempted.  This time the L5 calibration data were used 
to derive the model coefficients.  These coefficients were then used to correct the L5 
days.  This “self correction” was essentially the same process as that used earlier in this 
section with the MOD09GHK surface reflectance data.  As it turned out, L5 TM Band 2 
was the only one that showed any improvement in the results.  Each of the other bands 
had ill-conditioned Jacobian matrices in the solution which indicated some of the model 
parameters were not estimated well.  The results for Band 2 were equivalent to doing the 
simple solar elevation angle correction from Section 4.1.1.  These are included in Table 
4.17.  In order to do this correction for all bands, either much more data or data with 
much lower noise levels would be needed.  This would better allow fits to the relatively 
complex Torrance-Sparrow model.  The complexity arises from the number of free 
parameters and from the way they are embedded within the model.  Simpler models (such 
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as the Ross-Li model) use fitting parameters that are multiplicative coefficients for each 
term within the model.   
% Error Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Original 
Values 
1.09% 1.08% 1.09% 1.99% 
 
2.77% 1.61% 
TOY Corrected 1.03% 0.82% 0.80% 1.46%   1.81% 1.18% 
Solar El Ang 
Crctd 
1.06% 0.89% 0.96% 1.81% 
 
2.19% 1.38% 
Sol El + Sol Az 1.01% 0.96% 1.02% 1.75%   2.57% 1.46% 
Solar El Then 
Solar Az 
1.01% 0.88% 0.89% 1.75% 
 
2.14% 1.33% 
L5 Torrance-
Sparrow 
1.09% 0.89% 1.09% 1.99% 
 
2.77% 1.57% 
Table 4.17. L5 TM Relative Error Summary, Corrected for TOY and Solar Elevation Angle 
4.3 L7 ETM+ DIRSIG Results of the 181/40 Site 
This section covers the results of the DIRSIG L7 ETM+ simulations.  As outlined in 
Section 3.6 to 3.8, these results were used to determine the appropriate material 
parameters to use for the L5 TM simulations.  A quick description of the challenges of 
using TOA reflectance space is provided here first.  The L7 ETM+ TOA reflectance data 
was provided by SDSU and is the same filtered data that was used earlier in this chapter.  
They have not been additionally filtered to limit the TOY range. 
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Figure 4.17.  L7 ETM+ B3, SDSU TOA Reflectances and DIRSIG Simulation Results 
Figure 4.17 illustrates the challenge of matching DIRSIG simulated data to the L7 ETM+ 
TOA data.  This figure has three data sets.  The blue squares are L7 ETM+ Band 3 data 
from SDSU in TOA reflectance space.  The orange circles are DIRSIG L7 ETM+ Band 3 
simulated results using a single atmosphere and a Lambertian surface material.  The 
green circles are the same as the orange circles except that a more specular BRDF surface 
material was used.  As shown in the figure, using this non-Lambertian material actually 
made the simulated data less similar to the SDSU provided data.  This indicates there is 
another process affecting the shape of the L7 ETM+ data.  The most likely culprit is a 
seasonal atmospheric trend that is not captured by the single atmosphere used in the 
simulated data.  The Band 3 results shown here were representative of all the bands. 
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The TOA reflectance results just described resulted in a stronger focus on using 
surface reflectance data. Additional figures are included of the L7 ETM+ ground 
reflectances which showed the best fits between the DIRSIG simulations and the actual 
L7 ETM+ scenes.  In each surface reflectance figure the SDSU provided ground 
reflectances are the blue squares and the DIRSIG results which were scaled to match the 
average values are the orange circles. 
 
Figure 4.18.  L7 ETM+ B1, SDSU Ground Reflectances and DIRSIG Simulation Results 
Band 1 was the only band that curved upward during the winter months.  This was 
mainly attributed to the increased scattering of blue light at lower solar elevations.  As the 
photons passed through a longer atmospheric path, they were scattered more into the 
sensor’s path than the longer wavelengths of the other bands.  This was enough to 
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overcome the self-shadowing effects of the dunes.  As shown in Figure 3.21, different 
atmospheric aerosol models can affect the DIRSIG outputs.  Presumably they can also 
affect the actual calibration scenes.  Figure 4.18 shows some possible evidence of this.  
There appears to be two separate groupings of reflectance values during the early and late 
parts of the year.  Most of the days have high values, but there are four early days and 
two late year days that seem to form their own “low value” group.  It is possible that the 
“high” and “low” value groups are the result of two different aerosol types.  Since the 
DIRSIG simulations only used a single atmosphere this variability was not captured in 
the modeled scenes.  The only way to match the DIRSIG and L7 ETM+ trend lines was 
by modifying the surface BRDF.  Generally the stronger the fvol and fgeo terms, the more 
the trend line curved downwards as a function of TOY.  The most it would curve 
upwards was for a Lambertian material.  This results in the flat line that is shown in 
Figure 4.18.  Without using a specific aerosol model for each day of the year, it appears 
as though the DIRSIG simulations cannot match the L7 ETM+ data for this band. 
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Figure 4.19.  L7 ETM+ B2, SDSU Ground Reflectances and DIRSIG Simulation Results 
Band 2 is relatively flat.  This was the result of a balance between the increased 
scattering of light through longer atmospheric paths and the decreased surface reflectance 
from the self-shadowing effects of the dunes.  As a result of the flat nature, the Band 2 
corrections had very little improvement. 
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Figure 4.20.  L7 ETM+ B3 SDSU Ground Reflectances and DIRSIG Simulation Results 
Band 3 had one of the best fits between the L7 ETM+ TOY fit and the DIRSIG 
TOY fit.  This resulted in the DIRSIG correction having nearly the same correction value 
as the L7 ETM+ self-correction.  In this case the self-correction improved the error from 
1.38% to 1.06% and the DIRSIG TOY correction improved it to 1.07%.  Besides looking 
at the TOY correction, the results for this band are a good choice for comparing the 
annual and short term size of the BRDF and the range in the observed data.  This band 
was chosen because there was such a good fit between the DIRSIG results and the trend 
line from the L7 ETM+ surface data.  
For the full year, the DIRSIG results only cover 48% of the range of the L7 
ETM+ Band 3 data.  While the BRDF correction is significant, the residual random error 
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is still high compared to the simulated results.  Another way of looking at this is to 
consider smaller windows of time.  Table 4.18 lists the results of comparing the range of 
data for seven periods of the year.    
TOY Range DIRSIG range L7 range Ratio 
0-50 0.002 0.008 25.0% 
50-100 0.008 0.015 53.3% 
100-150 0.004 0.01 40.0% 
150-200 0.002 0.0155 12.9% 
200-250 0.002 0.011 18.2% 
250-300 0.008 0.021 38.1% 
300-350 0.002 0.0065 30.8% 
Average     31.2% 
 Table 4.18. L7 ETM+ BRDF Magnitude Estimations 
This shows even more disparity between the simulated and actual data.  While the 
simulated data covered 48% of the range of the actual data for the full year, when looking 
at smaller windows of time it only had one time frame that was over 48%.  The average 
ratio was 31.2% and two time frames were below 20%.  These results indicate that while 
the DIRSIG results can be useful for simulating the trend of an entire year, there still is a 
significant contributor to the residual random error.  Even though the L7 ETM+ values 
used in this analysis were in surface reflectance space, it is still suspected that the 
atmosphere is the largest contributor to the residual error. 
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Figure 4.21.  L7 ETM+ B4 SDSU Ground Reflectances and DIRSIG Simulation Results 
Bands 4-7 did not have fits quite as good as Band 3 since they were slightly asymmetric.  
Still, the results improved the L7 ETM+ residual errors.  A summary of the TOA and 
surface reflectance corrections is shown in Table 4.20 and Table 4.22.  These tables are 
an extension of the summary tables shown in Section 4.1.  
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Figure 4.22.  L7 ETM+ B5 SDSU Ground Reflectances and DIRSIG Simulation Results 
 Closer inspection of the DIRSIG points for Bands 5 and 7 reveals what appears to 
be noise in the data.  This is the result of rounding error from opening the DIRSIG 
images in ENVI and taking an average value.  ENVI reports values out to six places past 
the decimal point.  Band 1 has relatively bright scenes and typically had values with four 
significant figures.  Band 7 has relatively dark scenes and had pixel values about an order 
of magnitude smaller with three significant figures.  Each of the other bands were 
somewhere in between.  After all of the calculations to convert to surface reflectance 
space, the DIRSIG results for Bands 5 and 7 appear slightly noisy compared to Band 1.  
This held true for both the L7 ETM+ and L5 TM simulations. 
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Figure 4.23.  L7 ETM+ B7 SDSU Ground Reflectances and DIRSIG Simulation Results 
Since one of the goals of this step was to see how well the DIRSIG results 
matched the L7 ETM+ data, the analysis tools outlined in Section 2.11 were used.  Recall 
that this was an iterative weighted least squares function that sought to find the difference 
between the fitting coefficients for two curves.  The difference values were labeled γ0, γ1, 
and γ2.  The 95% confidence interval for each of these values was calculated.  As long as 
the confidence interval spanned zero for each γ value then the two lines could be said to 
be equal.  These results are included in Table 4.19.   
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Band 1 
 
CI negative CI positive 
γ0 -1.508E-02 -3.771E-03 
γ1 4.918E-05 1.815E-04 
γ2 -4.612E-07 -1.111E-07 
Band 2 
 
CI negative CI positive 
γ0 -8.119E-03 3.862E-03 
γ1 -4.638E-05 9.433E-05 
γ2 -2.339E-07 1.389E-07 
Band 3 
 
CI negative CI positive 
γ0 -5.734E-03 8.053E-03 
γ1 -9.466E-05 6.885E-05 
γ2 -1.653E-07 2.696E-07 
Band 4 
 
CI negative CI positive 
γ0 -1.942E-02 1.081E-03 
γ1 -3.506E-05 2.066E-04 
γ2 -4.564E-07 1.846E-07 
Band 5 
 
CI negative CI positive 
γ0 -1.108E-02 9.289E-03 
γ1 -1.031E-04 1.380E-04 
γ2 -3.388E-07 3.019E-07 
Band 7 
 
CI negative CI positive 
γ0 -2.674E-02 2.509E-03 
γ1 -4.779E-05 2.972E-04 
γ2 -6.969E-07 2.187E-07 
Table 4.19. L7 ETM+ vs. L7 ETM+ DIRSIG TOY Fitting Parameters 
As shown in the table, each of the bands was considered a good match except for Band 1.  
It was expected that Band 1 would fail because the DIRSIG “curve” was a flat line 
compared to the upward inflection of the L7ETM+ Band 1 surface reflectance data.   
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 Finally, the results of the DIRSIG based corrections for both TOA and surface 
reflectance are included.  These results include the TOY and solar elevation corrections 
for the DIRSIG simulations along with the previously calculated self-corrections for 
reference.  They are reported as relative error and as percent improvement. 
  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
TOA 1.68% 1.05% 1.06% 1.73% 1.32% 2.15% 1.50% 
TOY Corrected 1.23% 1.04% 0.93% 1.47% 1.12% 1.95% 1.29% 
Sol El Ang Crctd 1.28% 1.05% 0.92% 1.62% 1.04% 1.92% 1.30% 
DIRSIG TOY 2.90% 1.89% 1.06% 1.76% 1.18% 2.35% 1.86% 
DIRSIG Sol El 2.86% 1.84% 1.03% 1.73% 1.18% 2.30% 1.82% 
Table 4.20. L7 ETM+ TOA Reflectance Relative Error Summary with DIRSIG Results 
  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
TOA 1.68% 1.05% 1.06% 1.73% 1.32% 2.15% 1.50% 
TOY Corrected 26.79% 0.95% 12.26% 15.03% 15.15% 9.30% 13.25% 
Sol El Ang Crctd 23.81% 0.00% 13.21% 6.36% 21.21% 10.70% 12.55% 
DIRSIG TOY -72.62% -80.00% 0.00% -1.73% 10.61% -9.30% -25.51% 
DIRSIG Sol El -70.24% -75.24% 2.83% 0.00% 10.61% -6.98% -23.17% 
Table 4.21. L7 ETM+ TOA Reflectance Percent Improvement Summary with DIRSIG Results 
  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Surface Reflectance 1.67% 1.27% 1.38% 1.67% 1.50% 1.95% 1.57% 
TOY Corrected 1.49% 1.22% 1.06% 1.39% 1.18% 1.80% 1.36% 
Sol El Ang Crctd 1.55% 1.23% 1.05% 1.41% 1.09% 1.67% 1.33% 
DIRSIG TOY 1.68% 1.23% 1.07% 1.49% 1.18% 1.88% 1.42% 
DIRSIG Sol El 1.68% 1.24% 1.07% 1.43% 1.10% 1.77% 1.38% 
Table 4.22. L7 ETM+ Surface Reflectance Relative Error Summary with DIRSIG Results 
  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Surface Reflectance 1.67% 1.27% 1.38% 1.67% 1.50% 1.95% 1.57% 
TOY Corrected 10.78% 3.94% 23.19% 16.77% 21.33% 7.69% 13.95% 
Sol El Ang Crctd 7.19% 3.15% 23.91% 15.57% 27.33% 14.36% 15.25% 
DIRSIG TOY -0.60% 3.15% 22.46% 10.78% 21.33% 3.59% 10.12% 
DIRSIG Sol El -0.60% 2.36% 22.46% 14.37% 26.67% 9.23% 12.42% 
 Table 4.23. L7 ETM+ Surface Reflectance Percent Improvement Summary with DIRSIG Results 
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As shown in the tables, the TOA reflectance corrections actually made the relative 
calibration errors worse.  This is because the shape of the curves did not match up well in 
either TOY or solar elevation angle space due to using a single atmosphere in the 
DIRSIG models.  It is assumed that there is a general seasonal trend to the atmosphere 
that is not included in the DIRSIG simulations.   
 On the other hand, the DIRSIG TOY and solar elevation angle corrections in 
surface reflectance space performed very well compared to the L7 ETM+ self-
corrections.  In fact, this is the first case in which the solar elevation angle corrections 
performed better on average than the TOY corrections.  This makes sense because these 
data were in surface reflectance space which should have had any seasonal atmospheric 
trends removed.  That eliminated the TOY correction’s inherent advantage.  These results 
were from the optimized materials.  The BRDF parameter values are shown in Table 
4.24.  These results compare favorably with the MODIS BRDF product used in Section 
4.2.1.  That procedure used the average 2 June 2007 BRDF fitting parameter values from 
the entire 181/40 calibration site (about 5000 pixels).  For a relative calibration 
experiment, the ratio of the three terms to each other is most important.  Using that 
premise, the ratios of the fvol and fgeo terms to the fiso term from the DIRSIG results fell 
within the range of values of those same ratios from the 2 June 2007 MODIS BRDF 
fitting parameters for all bands except for Bands 1 and 5.  The values for the DIRSIG 
Band 5 fvol and fgeo terms were 12.5% larger than the maximum value of the 
corresponding MODIS BRDF terms, and the DIRSIG Band 1 results have already been 
reported as being poor fits due to atmospheric compensation challenges.  Overall, this 
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indicates that the DIRSIG results in Table 4.24 are realistic values compared to real, 
measured results. 
  fiso fvol fgeo 
Band 1 0.4006 0.0000 0.0000 
Band 2 0.3396 0.0820 0.0095 
Band 3 0.4836 0.1770 0.0330 
Band 4 0.3012 0.0790 0.0250 
Band 5 0.3738 0.0782 0.0371 
Band 7 0.3619 0.0879 0.0301 
Table 4.24. L7 ETM+ DIRSIG Surface Reflectance Optimized BRDF Parameters 
While it was encouraging that the DIRSIG results validated the L7 ETM+ self-
corrections, this was expected.  The DIRSIG model was tweaked based off the L7 ETM+ 
data.  The real test of this model comes from using the DIRSIG BRDF parameters 
derived from the L7 data to model the L5 TM scenes (Table 4.24).  This is covered in the 
next section. 
4.4 L5 TM DIRSIG Results of the 181/40 Site 
This section covers the results of the DIRSIG L5 TM simulations.  As outlined in 
Sections 3.6 to 3.8, these results were the result of using the L7 ETM+ derived material 
files for a series of L5 TM simulations.  To begin, a TOA reflectance chart for L5 TM 
Band 3 is shown. 
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Figure 4.24.  L5 TM B3 NASA TOA Reflectance and DIRSIG Simulation Results 
The TOA reflectance results for L5 TM did not have quite the same challenges as the L7 
ETM+ data.  Figure 4.24 shows the DIRSIG results as the blue triangles and the original 
NASA provided TOA reflectance values as the green squares.  Since the L5 TM data set 
included a smaller TOY range, the TOA reflectance fits were a little better than the L7 
ETM+ DIRSIG results.  A summary of the corrections is included in Table 4.25.  The 
remainder of the charts in this section focus on the surface reflectance results to see how 
they compare to the L7 ETM+ simulations from the previous section. 
Figures are included of the L5 TM ground reflectances along with their corresponding 
DIRSIG simulation results.  In each figure the SDSU provided ground reflectances are 
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the green squares and the DIRSIG results which were scaled to match the average values 
are the blue triangles. 
 
Figure 4.25.  L5 TM B1 SDSU Ground Reflectances and DIRSIG Simulation Results 
Since the DIRSIG L7ETM+ Band 1 material was Lambertian, the resulting DIRSIG 
L5 TM Band 1 curve was also flat.  This chart indicates that this band probably needed a 
less Lambertian-like BRDF.  Recall that the L7 ETM+ B1 results seemed to be driven by 
the scattering during the winter months.  This band may have performed better if the 
process had been applied to a subset of the L7 days that only included the TOY and solar 
elevation angles that best matched the L5 scenes. 
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Figure 4.26.  L5 TM B2 SDSU Ground Reflectances and DIRSIG Simulation Results 
The DIRSIG Band 2 results match up better than the Band 1 ones, but this is also the 
first band to show the trend of higher reflectance values for days from earlier in the year.  
Part of the challenge of this data set is that there are very few days from the early months 
of the year.  The difference between the DIRSIG and L5 TM trend lines may simply be 
the result of a poorly sampled data space during that time of year.   
Bands 3 and 4 show similar results to Band 2.  Generally the DIRSIG data is 
symmetric over the TOY while the L5 TM reflectance data is slightly higher in the early 
parts of the year.  Still, the fits do well over the vast majority of the data space which 
allows for improvement in the relative calibration errors.  Finally, Band 7 has a similar 
challenge to Band 1 in that the DIRSIG data is much flatter than the L7 TM data.  Band 7 
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may be another band that would be better served by using a subset of the L7 ETM+ data 
to tweak the material files. 
 
Figure 4.27.  L5 TM B3 SDSU Ground Reflectances and DIRSIG Simulation Results 
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Figure 4.28.  L5 TM B4 SDSU Ground Reflectances and DIRSIG Simulation Results 
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Figure 4.29.  L5 TM B7 SDSU Ground Reflectances and DIRSIG Simulation Results 
A summary of the DIRSIG corrections is shown in Table 4.25 for the L5 TM TOA 
reflectance data and Table 4.26 for the L5 TM surface reflectance data.   
 
Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
TOA 1.09% 1.08% 1.09% 1.99%   2.77% 1.61% 
TOY Corrected 1.03% 0.82% 0.80% 1.46%   1.81% 1.18% 
Solar El Ang 
Corrected 
1.06% 0.89% 0.96% 1.81% 
 
2.19% 1.38% 
Sol El + Sol Az 1.01% 0.96% 1.02% 1.75%   2.57% 1.46% 
Sol El Then Sol Az 1.01% 0.88% 0.89% 1.75%   2.14% 1.33% 
DIRSIG TOY 1.04% 1.00% 0.89% 1.81%   2.45% 1.44% 
DIRSIG Sol El 1.13% 0.91% 0.96% 1.85%   2.49% 1.47% 
DIRSIG Sol 
Elevation then Sol 
Azimuth 
1.13% 0.90% 0.94% 1.82% 
 
2.45% 1.45% 
Table 4.25. L5 TM TOA Reflectance Relative Error Summary with DIRSIG  
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Like the L7 ETM+ results, the DIRSIG L5 TM surface reflectance corrections performed 
better than the DIRSIG L5 TM TOA reflectance ones.   
  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Surface 
Reflectance 
1.58% 1.23% 1.09% 1.56% 
 
1.83% 1.46% 
TOY Corrected 1.34% 0.96% 0.87% 1.40%   1.16% 1.15% 
Sol El Ang 
Corrected 
1.32% 0.95% 0.95% 1.43% 
 
1.45% 1.22% 
Sol El Then Sol Az 1.31% 0.94% 0.90% 1.37%   1.38% 1.18% 
DIRSIG TOY 1.57% 1.14% 0.93% 1.48%   1.60% 1.34% 
DIRSIG Sol El 1.57% 1.13% 0.99% 1.54%   1.68% 1.38% 
DIRSIG Sol 
Elevation then Sol 
Azimuth 
1.57% 1.13% 0.99% 1.54% 
 
1.68% 1.38% 
Table 4.26. L5 TM Surface Reflectance Relative Error Summary with DIRSIG  
Another way of looking at the data is in the form of percent improvement.  This is shown 
in Table 4.27 and Table 4.28.  First is the original TOA reflectance data. 
  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
TOA 1.09% 1.08% 1.09% 1.99%   2.77% 1.61% 
TOY Corrected 6.1% 24.8% 26.3% 26.6%   34.7% 23.7% 
Sol El Ang 
Corrected 
3.2% 17.6% 12.4% 8.8% 
 
20.9% 12.6% 
Sol El + Sol Az 7.6% 11.9% 6.4% 12.0%   7.2% 9.0% 
Sol El Then Sol Az 8.2% 18.6% 18.7% 12.2%   22.7% 16.1% 
DIRSIG TOY 4.6% 7.7% 18.5% 9.2%   11.4% 10.3% 
DIRSIG Sol El -3.1% 16.3% 11.8% 6.9%   9.9% 8.4% 
DIRSIG Solar El 
then Solar Az 
-2.8% 17.0% 14.2% 8.3% 
 
11.3% 9.6% 
Table 4.27. L5 TM TOA Reflectance Relative Error Summary with DIRSIG, Percent Improvement 
The second table shows the percent improvement after the data has been converted into 
surface reflectance space.  While the surface reflectance results are based on the same 
original data set as the TOA reflectance, the atmospheric compensation process affects 
the original baseline errors.  
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  Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 Average 
Surface 
Reflectance 
1.58% 1.23% 1.09% 1.56% 
 
1.83% 1.46% 
TOY Corrected 15.3% 21.4% 20.6% 10.0%   36.3% 20.7% 
Sol El Ang 
Corrected 
16.2% 22.5% 13.0% 8.3% 
 
20.6% 16.1% 
Sol El Then Sol Az 17.1% 23.5% 18.2% 12.5%   24.5% 19.1% 
DIRSIG TOY 0.3% 7.2% 15.4% 5.4%   12.3% 8.1% 
DIRSIG Sol El 0.2% 8.0% 9.7% 1.1%   8.2% 5.4% 
DIRSIG Solar 
Elevation then 
Solar Azimuth 
0.2% 8.0% 9.7% 1.0% 
 
8.2% 5.4% 
Table 4.28. L5 TM Surface Reflectance Relative Error Summary with DIRSIG, Percent 
Improvement 
This way of looking at the data shows that the DIRSIG TOY corrections work the best on 
average in both TOA and surface reflectance space.  It actually performs marginally 
better in TOA space.  This may be a result of how the L5 TM atmospheric compensation 
technique is accomplished.  Since there is not much historical atmospheric information, 
many of the parameters are estimated as a part of the conversion from TOA reflectance to 
surface reflectance. 
4.5 Summary and Recommendations 
This research presented a methodology for using BRDF techniques to reduce the 
variation in pseudo-invariant site trending data for the Landsat 5 Thematic Mapper.  It 
utilized self-derived statistical corrections, self-derived BRDFS, and simulated scenes 
that were optimized with a similar satellite system, Landsat 7 Enhanced Thematic 
Mapper.  Additional analysis was done with various MODIS products from the Terra 
satellite.   
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Another way of looking at the results is by comparing them to the original long term 
trend data in Figure 2.5.  The results of the first of the two approaches used in this effort 
are included in Figure 4.30.  This shows the L5 TM Band 3 TOY self-correction as the 
red squares compared to the original calibration data from NASA.  These data have been 
scaled to an average value of 1.0 for comparison with Figure 2.5.  The corrections shown 
here removed 26.3% of the residual error.  For all bands the residual error was reduced by 
an average of 23.7%. 
 
Figure 4.30.  L5 TM B3 TOY Self-Correction, Gain vs. YSL 
The next chart shows the same original calibration points as the blue triangles, those 
points converted to surface reflectance space as the red squares, and those surface points 
corrected using the DIRSIG TOY fit as the green triangles.  This reduced the residual 
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error by 15.4%.  For all bands, the average residual error was reduced by 9.3% during the 
conversion to surface reflectance space and by an additional 8.1% by using the DIRSIG 
derived TOY correction.  This was an aggregate average reduction of 16.8%. 
 
Figure 4.31.  L5 TM B3, Surface Reflectance and DIRSIG TOY Correction, Gain vs. YSL 
 An important item to note is that these results indicate an upper limit as to what 
can be accomplished using BRDF corrections alone.  When this research was originally 
started, it was assumed that the residual calibration errors were equally influenced by 
sun-target-sensor geometry effects and variable atmospheric conditions.  This research 
shows that assumption to be untrue.  At best, the BRDF corrections account for about 
25% of the variability of the relative calibration data.  The DIRSIG modeling results 
showed the range in variability of the modeled data was only about 30% of the range in 
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variability of the actual calibration data (Table 4.18).  When it came to using simulated 
data to correct the L5 TM data, the DIRSIG correction method could only reduce the 
residual errors by an average of 10%.  All told, these results predict that an additional 
70% to 90% of the remaining residual error is caused by some other random process.  
Given that L5 TM and L7 ETM+, which covered very different time frames, had similar 
BRDF correction results, and that the site uniformity study in Table 3.1 showed little 
variability from shifting scene centers, it is likely that most of the remaining error is due 
to atmospheric conditions.  If improvements are to be made in the relative calibration 
process, the best use of time and resources would be to focus on improving the 
atmospheric compensation techniques and/or changing the method for incorporating 
atmosphere information in the DIRSIG simulations.     
In terms of the BRDF corrections themselves, two common themes emerged.  In the 
absence of good atmospheric information, the TOY self-correction has the best 
improvement in the residual errors.  This requires many data points throughout a year or 
season.  In fact, it was better to limit the days to a single season to reduce any unknown 
seasonal atmospheric trends.  If there is good atmospheric information available, it should 
most certainly be included.  The key is for it to be properly used.  The reader should note 
that the relative error for L5 TM Bands 1 and 2 actually increased slightly as a result of 
the atmospheric compensation technique.  Bands 4 and 7 were improved so much that the 
average error showed an overall improvement.  Additionally, none of the atmospheric 
information used in the TOA to surface reflectance conversion was incorporated in 
DIRSIG.  This is certainly an area that could use additional research.  The results of 
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Table 4.18 make it clear that the single atmosphere used in DIRSIG does not capture the 
variance of the actual calibration data.  Ideally each calibration scene would have its own 
corresponding atmosphere for use in DIRSIG.  At the least it would be better to have a set 
of seasonally varying atmospheres.  This problem will likely be exacerbated when 
moving to other, less stable, sites.  Finally, the DIRSIG material optimization technique 
which used L7 ETM+ days to determine the surface BRDF parameters could be 
modified.  This would limit L7 ETM+ days to those that were acquired during the same 
TOY as the L5 TM scenes.  This reduced data set would likely have better crossover 
when used with the L5 TM simulations.  Additional methods for improving this work are 
included in Appendix C: Suggestions for Further Research.   
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Appendix A: Atmospheric Compensation 
Technique 
One of the challenges in this research was to determine whether atmospheric conditions 
or BRDF effects were greater contributors to the uncertainty in the 181/40 calibration 
data.  If the atmospheric effects were a large contributor, it would be useful to find a 
relatively simple way of removing the upwelled radiance from each scene.  It was 
assumed that this would largely be a function of scattering from dust particles in the air.  
In order to correct for this, two techniques were attempted; the Pseudo-Invariant Features 
(PIF) technique and the Fourier Transform Power Spectrum technique. 
 The PIF technique uses a class of pixels whose reflectance distribution is assumed 
to remain nearly constant over time to make comparisons between different acquisition 
days.  This technique relies on the ability to separate an invariant class (Schott, 2007).  
Since the majority of the research related to the 181/40 site assumes the scene itself is 
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invariant, this seemed like an ideal situation for using the PIF technique.  The entire 
scene is essentially a single, unchanging class, which simplified the problem to where a 
common geographic region was used.  A series of 20 L7 ETM+ 181/40 scenes from 
August 1999 to April 2003 were used.  This allowed the study to take advantage of the 
better calibration of L7 ETM+ and to avoid any issues with the scan line corrector (SLC) 
which failed in May 2003 (Rocchio, 2010).  The scenes were converted to TOA 
reflectance using the available calibration parameters and then converted to TOA 
reflectance using the technique described in Section 3.1.   
 Once the scenes were in TOA reflectance space, they needed to be compared to a 
common day.  The May 2000 scene was chosen because it had the highest solar elevation 
angle of 67°.  Each of the remaining images was georegistered to this scene and then a 
common spatial subset of 2048x1784 pixels was extracted.  After that, each pixel in the 
19 remaining images was plotted against its corresponding pixel in the May 2000 scene.  
An example of this is shown in Figure A.1 where the pixels from Day 1 are plotted 
against the pixels from Day 5.   
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Figure A.1. PIF Results, L7 ETM+ Band 1, Day 1 vs. Day 5  
The dots in the image are the individual pixels plotted against each other.  The next step 
in the technique is to solve for the regression line that transforms the images to appear as 
if imaged under the same viewing conditions.  This method attempts to use the brighter 
pixels for the transformation to account for any shadowing or unseen clouds.  This is 
done by binning the pixels from Day 5 (the reference day on the horizontal axis) and then 
finding the mean and standard deviation of the corresponding pixels in the other image.  
The value that is two standard deviations above the mean is plotted in Figure A.1 as the 
stars.  These values are then used in a linear regression to find the slope and intercepts of 
each of the 19 non-reference images.  Since the intercept values should be related to the 
upwelled radiance which in turn should affect the TOA reflectance, the intercepts and 
TOA are plotted in Figure A.2. 
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Figure A.2. PIF Intercept vs. TOA Reflectance, L7 ETM+ Band 1, All Days  
A summary of the results for all bands is shown in Table A.1.  The method was run 
against two data sets.  The first was the uncorrected TOA Reflectance values.  The 
second data set corrected the first set for TOY.  This was supposed to approximate a 
correction for the surface BRDF effects.  Values close to 1.0 for the TOY Corrected 
Correlations would indicate if any additional information is to be gained beyond the 
BRDF corrections discussed throughout this writing.  As reported in Table A.1, the 
correlations are very low. 
  PIF Intercept 
  B1 B2 B3 B4 B5 B7 
TOA Reflection 
Correlation 
-0.308 0.552 -0.293 0.415 0.665 0.592 
TOY Corrected 
Correlation 
0.149 0.121 0.125 -0.021 0.089 -0.049 
Table A.1. PIF Intercept Results 
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The second part of this mini-study was to look at the Fourier Transform Power 
Spectrum vs. TOA reflectance.  This part of the study used the same region of interest 
and the same scenes as was used in the PIF technique.  Horizontal slices of each of the 20 
scenes were taken and then the 1-D Fourier Transform was taken along the slice.  This is 
shown visually in Figure A.3(a).  Since the images were 2048 pixels wide, the Fast 
Fourier Transform function built into IDL was easily implemented.  The power spectrum 
of each line was found from the magnitude of the FFT values, and then the average 
power spectrum was found from each of the 1784 slices in each image.  An example of 
these average power spectrums is shown in Figure A.3b.  The frequency is along the 
horizontal axis and the power is along the vertical axis.  Finally, the average power at five 
frequencies (1, 2, 250, 500, and 900) was taken from each of the 20 power spectrums and 
plotted against the TOA reflectance.  This was done for each of the six reflective bands.   
  
Figure A.3. (a) Fourier Transform Slices, L7 ETM+ (b) Average Power Spectrum Example 
Next was to find the correlation between the five frequency values and the TOA 
reflectance for each of the 20 scenes.  This was done for all 20 scenes, for a subset of the 
20 scenes that included just those scenes with a solar elevation angle between 60° and 
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70°, and for both the original TOA reflectances and for those reflectances corrected for 
TOY effects.  The results are shown in Table A.2 and Table A.3. 
Full Data Set (20 Days) 
Frequency B1 B2 B3 B4 B5 B7 
1 -0.408 0.248 0.837 -0.022 -0.420 -0.256 
2 -0.388 0.348 0.828 -0.081 -0.374 -0.216 
250 -0.081 -0.362 0.376 -0.175 -0.672 -0.485 
500 -0.051 -0.295 0.463 -0.134 -0.587 -0.413 
900 -0.135 -0.193 0.788 -0.151 -0.421 -0.359 
60°-70° Solar Elevation Angle Subset (10 Days) 
Frequency B1 B2 B3 B4 B5 B7 
1 -0.207 0.015 0.172 0.652 0.164 0.182 
2 0.101 0.225 0.230 0.602 0.307 0.477 
250 -0.136 -0.527 -0.633 0.381 -0.229 0.297 
500 -0.137 -0.446 -0.585 0.254 -0.278 0.172 
900 -0.084 -0.469 -0.510 -0.130 -0.235 -0.214 
Table A.2. Fourier Transform Power Spectrum Results, Original TOA Reflectances 
Full Data Set (20 Days) 
Frequency B1 B2 B3 B4 B5 B7 
1 -0.221 0.018 0.101 0.258 0.400 0.391 
2 -0.020 0.114 0.135 0.255 0.477 0.535 
250 -0.257 -0.337 -0.305 0.149 0.220 0.303 
500 -0.208 -0.273 -0.283 0.136 0.209 0.299 
900 0.019 -0.377 -0.355 0.065 0.299 0.301 
60°-70° Solar Elevation Angle Subset (10 Days) 
Frequency B1 B2 B3 B4 B5 B7 
1 -0.141 -0.031 0.060 0.561 0.135 0.102 
2 0.197 0.186 0.137 0.560 0.278 0.370 
250 -0.260 -0.537 -0.667 0.386 -0.205 0.343 
500 -0.265 -0.448 -0.604 0.275 -0.223 0.239 
900 -0.137 -0.457 -0.515 -0.060 -0.105 -0.117 
Table A.3. Fourier Transform Power Spectrum Results, TOA Reflectances Corrected for TOY 
As shown in the tables, there is not a very strong correlation for many of the bands or 
frequencies.    The strongest is in the full data set for Band 3 in Table A.2.  These drop 
significantly once the data set is limited to those days with solar elevation angles between 
60° and 70°.   This indicates that most of the correlation for that data set was in solar 
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elevation angle effects, not atmospheric information.  This technique was especially 
disappointing for Band 1.  It was hoped that scattering information from that band would 
be captured by this method.  As show in both Table A.2 and Table A.3, the correlations 
in Band 1 were particularly low.  Table A.3, which includes data corrected for TOY 
effects, did show some relatively large correlations in the solar elevation angle filtered 
Band 3 data.  These occurred in the higher frequencies which are assumed to be 
associated with changes in the shadows as opposed to atmospheric effects. 
 Finally, the PIF intercepts from the first part of this study were correlated with the 
Mean Fourier Transform Power values from the second part of the study.  The results are 
shown in Table A.4 and Table A.5. 
PIF Correlations, Full Data Set (20 Days) 
Frequency B1 B2 B3 B4 B5 B7 
1 0.564 0.679 0.678 -0.464 -0.276 -0.350 
2 0.587 0.630 0.574 -0.510 -0.287 -0.413 
250 -0.586 -0.724 -0.809 -0.825 -0.675 -0.801 
500 -0.605 -0.695 -0.745 -0.803 -0.696 -0.775 
900 0.227 -0.548 -0.455 -0.758 -0.536 -0.624 
PIF Correlations 60°-70° Solar Elevation Angle Subset (10 Days) 
Frequency B1 B2 B3 B4 B5 B7 
1 -0.644 -0.543 -0.524 -0.464 -0.024 -0.361 
2 -0.469 -0.469 -0.543 -0.528 -0.121 -0.334 
250 -0.757 -0.819 -0.884 -0.921 -0.863 -0.901 
500 -0.775 -0.884 -0.949 -0.968 -0.947 -0.967 
900 -0.810 -0.867 -0.935 -0.910 -0.919 -0.945 
Table A.4. PIF and Fourier Transform Power Spectrum Correlations, Original TOA Reflectances 
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PIF Correlations, Full Data Set (20 Days) 
Frequency B1 B2 B3 B4 B5 B7 
1 0.564 0.679 0.678 -0.464 -0.276 -0.350 
2 0.587 0.630 0.574 -0.510 -0.287 -0.413 
250 -0.586 -0.724 -0.809 -0.825 -0.675 -0.801 
500 -0.605 -0.695 -0.745 -0.803 -0.696 -0.775 
900 0.227 -0.548 -0.455 -0.758 -0.536 -0.624 
PIF Correlations, 60°-70° Solar Elevation Angle Subset (10 Days) 
Frequency B1 B2 B3 B4 B5 B7 
1 -0.644 -0.543 -0.524 -0.464 -0.024 -0.361 
2 -0.469 -0.469 -0.543 -0.528 -0.121 -0.334 
250 -0.757 -0.819 -0.884 -0.921 -0.863 -0.901 
500 -0.775 -0.884 -0.949 -0.968 -0.947 -0.967 
900 -0.810 -0.867 -0.935 -0.910 -0.919 -0.945 
Table A.5. PIF and Fourier Transform Power Spectrum Correlations, TOY Corrected 
In general, these two data sets are strongly anti-correlated--especially for the high 
frequency values from the data subsets.  This was taken as further evidence that the two 
techniques were seeing essentially the same information.  Since it was high frequency, 
this was again assumed to be the high spatial frequency associated with shadows in the 
scene.   
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Appendix B: RSR Comparison of L5 TM and 
L7 ETM+ 
 
All images in this section are taken from (Williams, Landsat-7 Science Data User's 
Handbook, 2009). 
 
 
Figure B.1. RSR L5 TM B1 vs. L7 ETM+ B1 
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Figure B.2. RSR L5 TM B2 vs. L7 ETM+ B2 
 
 
Figure B.3. RSR L5 TM B3 vs. L7 ETM+ B3 
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Figure B.4. RSR L5 TM B4 vs. L7 ETM+ B4 
 
 
Figure B.5. RSR L5 TM B5 vs. L7 ETM+ B5 
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Figure B.6. RSR L5 TM B7 vs. L7 ETM+ B7 
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Appendix C: Suggestions for Further Research 
This appendix includes a variety of suggestions for improving the calibration method and 
applying it to different calibration sites.  One area that was simplified was the modeling 
of the site material maps.  This was possible because the 181/40 was so uniform.  Other 
sites are likely to have multiple materials distributed throughout the scene.  Another 
interesting area would be to look at using multiple calibration sites.  These could be used 
in conjunction with each other to improve the confidence in the relative calibration.  It is 
relatively straightforward to imagine a scenario with four or five sites where at least one 
of the sites at any given time is undergoing some sort of seasonal effect.  That site could 
be removed from the calibration procedure for those months of the year while the 
remaining sites were used.  Supplementing that idea is the possibility of creating seasonal 
BRDFs to account for anticipated differences in a site’s reflectance properties, i.e. during 
rainy and dry seasons. 
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Improving Site Material Maps 
One way to improve knowledge of the scene would be to use a different sensor 
with better spectral resolution, such as Hyperion, to do classification for the scene.  This 
would require a few steps.  First, the Hyperion data would need to be registered to the 
Landsat data.  Since both data sources are georegistered, this should not be too difficult.  
It should be noted that Hyperion comes as an image strip which is not nearly as large as 
the typical L5 scene.  This is shown in Figure C.1. 
 
Figure C.1. Hyperion Strips Over 181/40 Calibration Site 
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Next, a L5 TM image (or other sensor depending on the study) of the site would 
be segmented into a class map.  This could be done relatively easily using an automatic 
classifier such as k-means.  The output of this would be a L5 scene segmented into 3-5 
materials classes, depending on the scene.  An example of this is shown in Figure C.2. 
 
Figure C.2. 181/40 Calibration Site, K-Means Classification, 3 Classes 
Then, these classes could be compared to their corresponding locations in the 
Hyperion data.  The spectral information in the Hyperion image would be used to create a 
library of values.  These values could be tagged with their relative intensity information.  
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The higher spectral resolution Hyperion class data would then be used to populate the 
entire L5 scene.  These class maps could then be used to assign material reflectance 
properties in a more appropriate manner for the 181/40 and 38/38 calibration sites.  
Another option would be to take the Hyperion spectral data for the classes and try to 
match it to the materials in the NEFDS or modeled BRDF parameters from the Ross-Li 
model.  The NEFDS or Ross-Li materials (with their corresponding BRDF information) 
would then be assigned to the Landsat class map.  This step is relatively straightforward 
for stable sites such as 181/40, but other sites such as 38/38 have additional issues such as 
rain and vegetative blooms.  This type of analysis would need to be conducted at three or 
four times throughout the year to account for seasonal changes in the site.  It might also 
become evident that the calibration days should be filtered to include only the driest parts 
of the year with the least amount of green vegetation. 
Including Multiple Sites 
Another way to refine the relative calibration techniques discussed in this writing 
may be to use multiple sites across the globe.  This would be useful to remove anomalies 
(rain or strong winds) that locally affect sites.  Part of this step would be to adjust the 
BRDF approach to deal with smaller data sets and less ideal sites.  These sites would 
require additional filters to remove cloudy days or changes in desert vegetation.  Also, 
anytime the sites changed (such as a Kuwaiti site before and after the first Gulf War) they 
could either be removed or treated as a separate site for calibration.  This new method 
would work by plotting all of the calibration curves on a common graph and comparing 
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relative trends in the measured reflectances.  If certain sites displayed anomalous results 
during part of the year those days could be removed.  The remaining days for the all of 
the sites could be used together to increase the confidence of the overall calibration 
results.  Data has not yet been acquired for these other sites.   
Yearly BRDF Effects 
Using additional sites such as 38/38 may be more complicated than the 181/40 
site since it is not as dry and has the occasional vegetative bloom.  An additional study 
could break the year into four seasons and find a BRDF for each of those.  This may be 
more useful as additional L5 TM calibration dates become available.  Another study 
could use a year's worth of 181/40 BRDF data to do an analysis of how the BRDF 
changes throughout the year.  For the 38/38 calibration site, a single BRDF would 
probably not be valid, since it has much more variability than 181/40.  Finally, a study 
could be done on multiple years to see if there is any year-to-year trend of the BRDF.  
The BRDF data from multiple years may be required to fully understand the scene 
dynamics.  This study would require a site with a large sample of calibration scenes. 
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Appendix D: Tables of Data 
 
This appendix includes all of the original L5 TM and L7 ETM+ used in this research 
effort. 
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Case YSL TOY Year Path Row 
Sol El 
Ang 
Sol Az 
Ang e-s dist 
1 24.0438 76.99795 2008 181 40 50.4 134.6 0.9951814 
2 24.0876 92.9959 2008 181 40 55.9 129.2 0.9997713 
3 3.10198 98.248195 1987 181 40 52.9 119 1.0015249 
4 0.12594 106.99959 1984 181 40 55.9 116.9 1.0035043 
5 25.1389 111.73323 2009 181 40 61 120.5 1.00506 
6 2.22587 143.49902 1986 181 40 61.3 99.5 1.012719 
7 25.2266 143.76565 2009 181 40 66.2 104.7 1.0107298 
8 22.2478 151.50895 2006 181 40 67.6 102.6 1.0139103 
9 25.2704 159.7636 2009 181 40 66.7 99.1 1.015023 
10 3.27721 162.25095 1987 181 40 61.5 94.3 1.0154685 
11 17.2977 169.73493 2001 181 40 64.7 96 1.0160613 
12 0.30116 170.99869 1984 181 40 62 94 1.0162002 
13 1.30595 172.74824 1985 181 40 62.3 94.2 1.0163283 
14 24.3066 172.98565 2008 181 40 66.1 97.1 1.0165657 
15 7.30732 173.24863 1991 181 40 60.7 93.1 1.0162849 
16 13.3087 173.75268 1997 181 40 62.2 94.2 1.0163363 
17 19.3101 174.26402 2003 181 40 64 95 1.0164471 
18 14.3162 176.49205 1998 181 40 63.8 95.5 1.0165187 
19 8.31759 176.99975 1992 181 40 63.3 93 1.0165412 
20 20.3176 177.0034 2004 181 40 64.6 96.1 1.0165236 
21 3.32101 178.2489 1987 181 40 60.9 93.5 1.0166558 
22 9.32238 178.7493 1993 181 40 60.3 93.2 1.016569 
23 15.3265 180.25413 1999 181 40 63.6 95.6 1.0166001 
24 4.33128 182.00002 1988 181 40 61.9 94.6 1.0166564 
25 16.334 182.9935 2000 181 40 63.2 95.7 1.0167215 
26 22.3354 183.50485 2006 181 40 66.7 98.7 1.016692 
27 5.33607 183.74957 1989 181 40 61.1 94.4 1.0167114 
28 11.3374 184.23535 1995 181 40 56.2 91.4 1.0167409 
29 23.3429 186.24423 2007 181 40 66.7 99.3 1.0167011 
30 12.345 187.01125 1996 181 40 58 93 1.0167172 
31 6.34634 187.50069 1990 181 40 59.7 94 1.0166423 
32 24.3504 188.9836 2008 181 40 65 98.5 1.0167228 
33 19.3539 190.26198 2003 181 40 63 97 1.0166297 
34 3.36482 194.25051 1987 181 40 59.8 96.1 1.0165209 
35 22.3737 197.49393 2006 181 40 65.5 102.8 1.0162908 
36 23.3867 202.24218 2007 181 40 65.4 104 1.016117 
37 0.38877 202.99824 1984 181 40 60 99.1 1.0160571 
38 24.3943 205.01808 2008 181 40 63.6 103.5 1.0158711 
39 1.3963 205.74858 1985 181 40 60 100.3 1.0157867 
40 19.3977 206.25993 2003 181 40 61 102 1.0156858 
41 2.4011 207.50178 1986 181 40 58.1 100 1.0155093 
42 3.40862 210.24846 1987 181 40 58.6 101.7 1.0152685 
43 22.423 215.50075 2006 181 40 64.2 107.1 1.0146905 
44 23.4305 218.24012 2007 181 40 63.6 111.8 1.0143356 
45 24.4381 221.01603 2008 181 40 61.8 111.3 1.0139085 
46 19.4415 222.25788 2003 181 40 60 110 1.0134916 
47 2.4449 223.49973 1986 181 40 56.4 107.1 1.0132889 
48 3.45243 226.25006 1987 181 40 56.9 109.5 1.0128305 
49 22.4668 231.4987 2006 181 40 62.2 116.9 1.0120496 
50 5.47023 232.75151 1989 181 40 56.3 112.6 1.0117123 
51 23.4743 234.23808 2007 181 40 61.3 121.2 1.0114845 
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52 1.48118 236.751 1985 181 40 56.2 116.2 1.0108848 
53 19.4853 238.25583 2003 181 40 57 119 1.0104185 
54 2.48871 239.50133 1986 181 40 54.1 115.6 1.0100805 
55 8.49281 240.99885 1992 181 40 54.2 116.1 1.0099808 
56 14.4942 241.50655 1998 181 40 57.3 121 1.0098845 
57 20.4956 242.0179 2004 181 40 58.1 122.8 1.0094768 
58 3.49624 242.25166 1987 181 40 54.7 118.5 1.0094767 
59 9.4976 242.7484 1993 181 40 53.9 117.7 1.0095013 
60 15.5017 244.24593 1999 181 40 56.5 122.1 1.00901 
61 4.50376 244.99834 1988 181 40 55.1 121.3 1.0090256 
62 10.5051 245.48778 1994 181 40 52.3 117.8 1.0089259 
63 16.5092 246.9853 2000 181 40 56.2 124 1.0085921 
64 22.5106 247.49665 2006 181 40 59.5 127.2 1.0084434 
65 11.5127 248.26368 1995 181 40 49 115.8 1.0079961 
66 0.51745 249.99861 1984 181 40 54 124 1.0075197 
67 23.5181 250.23603 2007 181 40 58.1 130.9 1.0078176 
68 6.52156 251.49979 1990 181 40 52.4 121.9 1.0074021 
69 12.5229 251.98923 1996 181 40 51.5 121.1 1.0075783 
70 13.5277 253.74243 1997 181 40 53.7 126.8 1.0068443 
71 19.5291 254.25378 2003 181 40 54 129 1.0064471 
72 2.53251 255.49928 1986 181 40 51.2 124.3 1.0060943 
73 22.5544 263.4946 2006 181 40 55 138.6 1.0042882 
74 0.56125 265.99656 1984 181 40 50.5 132.5 1.0032519 
75 24.5695 269.00988 2008 181 40 52.2 138.2 1.0027465 
76 19.5729 270.25173 2003 181 40 51 137 1.0020938 
Table D.1. L5 TM TOA Reflectance Metadata 
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Original Data 
Case Band1 Band2 Band3 Band4 Band5 Band7 
1 117.438 154.395 168.732 134.153 
 
11.5345 
2 126.36 168.349 184.215 146.512 
 
12.6317 
3 123.506 157.906 175.384 139.895 
 
12.0122 
4 128.872 164.694 184.782 149.431 
 
12.6605 
5 133.238 176.656 193.265 155.486 
  6 132.798 168.891 188.672 152.764 
 
13.2597 
7 136.963 178.768 196.146 155.992 
 
14.0306 
8 139.562 179.997 201.459 158.384 
 
13.9213 
9 137.422 181.01 197.573 156.687 
 
14.0953 
10 132.985 170.992 190.395 151.943 
 
13.1566 
11 137.158 176.362 196.478 155.288 
 
13.5809 
12 133.739 172.142 193.106 156.677 
 
13.5851 
13 133.612 172.707 192.295 154.373 
 
13.3917 
14 134.33 177.944 195.688 155.082 
 
13.4133 
15 130.615 168.255 188.761 146.788 
 
12.5504 
16 133.876 172.05 192.098 150.717 
 
13.0206 
17 136.297 172.626 192.264 148.781 
 
12.9984 
18 136.086 174.666 194.85 154.629 
 
13.5038 
19 132.523 169.421 189.287 146.823 
 
12.4997 
20 138.141 176.574 195.507 152.231 
 
13.1585 
21 132.244 169.111 187.811 148.268 
 
12.7888 
22 129.848 167.398 188.275 149.04 
 
13.0538 
23 136.564 175.066 194.978 152.653 
 
13.2703 
24 132.74 169.679 189.06 149.475 
 
12.9904 
25 134.867 173.159 193.211 152.376 
 
13.3906 
26 138.497 176.823 195.834 153.343 
 
13.3109 
27 131.027 167.95 188.098 147.248 
 
12.6186 
28 125.519 159.865 178.933 140.774 
 
12.1076 
29 136.716 179.998 196.835 155.572 
 
13.5849 
30 128.478 164.958 183.711 144.135 
 
12.3623 
31 128.196 165.68 186.095 145.876 
 
12.5026 
32 133.916 176.714 193.602 152.736 
 
13.2007 
33 133.989 171.48 191.284 149.803 
 
13.0614 
34 130.862 166.367 184.981 148.028 
 
12.849 
35 136.418 173.91 192.867 151.309 
 
13.1403 
36 134.368 176.709 194.108 154.58 
 
13.5934 
37 130.53 167.193 186.619 150.511 
 
12.7092 
38 132.603 174.3 190.877 150.679 
 
13.001 
39 131.443 167.038 185.005 147.957 
 
12.6244 
40 131.585 168.591 187.577 146.579 
 
12.8061 
41 127.823 163.578 181.711 143.756 
 
12.2457 
42 129.268 166.19 184.26 145.938 
 
12.4262 
43 135.131 172.146 190.594 147.926 
 
12.6975 
44 132.137 174.104 191.198 151.449 
 
13.2015 
45 129.273 169.881 186.314 146.678 
 
12.6753 
46 131.223 165.405 184.081 142.42 
 
12.3193 
47 126 159.502 176.806 140.913 
 
12.0942 
48 127.231 161.564 178.937 140.627 
 
11.9592 
49 132.573 170.049 188.523 147.754 
 
12.8661 
50 125.928 160.234 179.456 140.963 
 
12.0866 
51 130.172 171.013 187.699 148.052 
 
12.824 
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52 125.888 160.861 178.541 142.559 
 
12.3286 
53 127.22 161.65 180.398 139.552 
 
12.006 
54 121.566 156.716 174.217 138.488 
 
12.0239 
55 124.288 156.725 175.277 135.7 
 
11.547 
56 129.536 164.38 182.706 142.779 
 
12.2005 
57 129.044 165.872 184.114 142.392 
 
12.1918 
58 125.985 159.467 176.102 137.183 
 
11.4885 
59 121.262 154.412 173.233 134.9 
 
11.5422 
60 127.224 162.158 181.155 140.805 
 
12.0975 
61 125.658 159.793 177.076 137.031 
 
11.5233 
62 118.697 152.649 171.72 134.236 
 
11.4864 
63 125.438 159.199 177.505 139.489 
 
12.3446 
64 130.45 167.501 185.503 144.797 
 
12.4683 
65 114.509 144.226 160.472 123.204 
 
10.4023 
66 121.96 156.15 174.491 142.258 
 
12.1061 
67 125.993 164.402 179.792 139.63 
 
11.8988 
68 119.761 152.895 171.408 133.952 
 
11.4083 
69 119.722 152.891 170.551 132.54 
 
11.236 
70 123.685 158.424 176.183 136.46 
 
11.5233 
71 124.156 157.66 175.51 134.351 
 
11.3048 
72 120.581 153.246 169.36 133.385 
 
11.2774 
73 125.325 159.642 176.169 135.199 
 
11.4226 
74 117.194 148.418 164.873 131.641 
 
11.0308 
75 119.762 156.305 170.697 133.194 
 
11.4338 
76 119.117 151.24 168.289 130.084 
 
11.0646 
Table D.2. L5 TM Radiance Data 
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TOA Reflectance 
Case Band1 Band2 Band3 Band4 Band5 Band7 
1 0.2423216 0.341434 0.4384507 0.5228955 
 
0.577379 
2 0.2448545 0.3496222 0.4495347 0.5362937 
 
0.5937983 
3 0.2493413 0.3416606 0.4458985 0.5335062 
 
0.5883117 
4 0.2515904 0.3445905 0.4542919 0.5510707 
 
0.5996049 
5 0.2470312 0.3510283 0.4512495 0.5445604 
 
0.595633 
6 0.2492623 0.3397517 0.4459768 0.541648 
 
0.6037783 
7 0.2454881 0.3434054 0.4427377 0.5281541 
 
0.6100736 
8 0.2491132 0.3443379 0.4528518 0.5340377 
 
0.6028207 
9 0.2474647 0.349341 0.4480479 0.5329924 
 
0.615758 
10 0.2504933 0.3451909 0.4516362 0.5406363 
 
0.6011957 
11 0.251427 0.3464861 0.4535702 0.5377244 
 
0.603946 
12 0.2510965 0.3463854 0.4565814 0.5556726 
 
0.6187629 
13 0.2502282 0.3466496 0.4535222 0.5461264 
 
0.6084224 
14 0.2437452 0.3460481 0.4471643 0.531564 
 
0.5904423 
15 0.2483317 0.3428444 0.4519508 0.5271821 
 
0.5788625 
16 0.2509569 0.3456536 0.4534809 0.5336907 
 
0.5921151 
17 0.2515097 0.3414009 0.4467928 0.5186172 
 
0.5818849 
18 0.2515856 0.3460754 0.4536412 0.5400007 
 
0.6056295 
19 0.2460754 0.3371586 0.4426267 0.514994 
 
0.5630609 
20 0.2536691 0.3475056 0.4521131 0.528055 
 
0.5861789 
21 0.2511219 0.3441681 0.4491274 0.5318476 
 
0.5891383 
22 0.247989 0.3426396 0.4528242 0.537689 
 
0.6048016 
23 0.2529457 0.3475225 0.4547959 0.5341061 
 
0.5962805 
24 0.2496768 0.3420539 0.4478328 0.5310997 
 
0.5927584 
25 0.2507372 0.3450231 0.4523606 0.5351317 
 
0.6039373 
26 0.2502214 0.3423836 0.4455659 0.5233342 
 
0.5834052 
27 0.2483571 0.3411818 0.4489933 0.5272254 
 
0.5802375 
28 0.2506665 0.3421608 0.4500046 0.5310559 
 
0.586575 
29 0.2470081 0.3485375 0.4478514 0.5309509 
 
0.595425 
30 0.2514014 0.3459412 0.4527035 0.5327696 
 
0.5868363 
31 0.2463543 0.3412289 0.4503603 0.5295421 
 
0.5828606 
32 0.2452003 0.3467763 0.4464143 0.5282761 
 
0.5863598 
33 0.2495013 0.3422215 0.4485617 0.5269329 
 
0.5900275 
34 0.2511617 0.3422134 0.4471021 0.5366792 
 
0.5982571 
35 0.2485672 0.3396149 0.4425576 0.5207964 
 
0.5808395 
36 0.2449433 0.3452379 0.4456081 0.5322972 
 
0.6011414 
37 0.24979 0.3429042 0.4497388 0.5440815 
 
0.5900131 
38 0.2452569 0.3455058 0.4445917 0.5264435 
 
0.5833423 
39 0.2514032 0.3424039 0.4456118 0.5345644 
 
0.5857643 
40 0.2491523 0.3421236 0.4472784 0.5242777 
 
0.5882395 
41 0.2492543 0.3418602 0.4462258 0.5295301 
 
0.5792899 
42 0.2506008 0.3452919 0.4498444 0.5344301 
 
0.5843978 
43 0.2480761 0.3387014 0.440635 0.512986 
 
0.5654926 
44 0.2436568 0.3440749 0.4439942 0.5275354 
 
0.5905493 
45 0.2420689 0.3409306 0.4393558 0.5188325 
 
0.5757953 
46 0.2498496 0.3375262 0.441385 0.5122368 
 
0.5690279 
47 0.2493401 0.3382812 0.4406142 0.5267491 
 
0.5806007 
48 0.2501078 0.3403839 0.44297 0.5221967 
 
0.5703156 
49 0.2464224 0.3387577 0.4412952 0.5187945 
 
0.5801639 
50 0.2487116 0.3391708 0.4463459 0.5259082 
 
0.5791041 
51 0.2437379 0.3431822 0.4425958 0.5236618 
 
0.5825159 
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52 0.2485157 0.3403379 0.4438612 0.5316125 
 
0.5904212 
53 0.248614 0.3385603 0.4439579 0.5151544 
 
0.569177 
54 0.2457965 0.3395995 0.4436025 0.5289405 
 
0.5897769 
55 0.250934 0.339124 0.4456511 0.5175367 
 
0.5655594 
56 0.252019 0.3427534 0.4476467 0.5247327 
 
0.5758365 
57 0.2486545 0.3425482 0.4467712 0.5182928 
 
0.5699085 
58 0.2525266 0.3425698 0.444521 0.5194211 
 
0.5586378 
59 0.2455227 0.3350719 0.4417101 0.5159528 
 
0.5669363 
60 0.2493517 0.3406213 0.4471297 0.5213057 
 
0.5751985 
61 0.2504144 0.3412848 0.4443944 0.5158447 
 
0.5570892 
62 0.2451422 0.3378799 0.446621 0.5236951 
 
0.5754944 
63 0.2465054 0.3352955 0.4392863 0.5178075 
 
0.588509 
64 0.2471643 0.3401333 0.4426214 0.5182417 
 
0.5730964 
65 0.2474779 0.3340646 0.4367531 0.5029824 
 
0.5453873 
66 0.2456552 0.3370859 0.4426101 0.5412729 
 
0.5915501 
67 0.2419782 0.3383973 0.4348504 0.5065701 
 
0.5543853 
68 0.2462613 0.3369489 0.4438658 0.5203086 
 
0.5690893 
69 0.2493137 0.3412277 0.4472665 0.5213751 
 
0.5676266 
70 0.2497493 0.3428454 0.4480135 0.5205036 
 
0.5644726 
71 0.2495462 0.3396213 0.4442475 0.5100999 
 
0.55122 
72 0.251414 0.3424442 0.444694 0.5253499 
 
0.5704248 
73 0.2477131 0.3381804 0.4385111 0.5047959 
 
0.5477154 
74 0.2454021 0.3330808 0.4347728 0.5207092 
 
0.5603492 
75 0.2446516 0.3422094 0.4391316 0.5139783 
 
0.5666285 
76 0.2470853 0.3362249 0.4396112 0.5097159 
 
0.5567852 
Table D.3. L5 TM TOA Reflectance 
  
  
198 
 
 
Atmospherically Compensated Radiance 
Case Band1 Band 2 Band 3 Band 4 
Band 
5 Band 7 
1 150.105736 219.993653 239.640023 192.518267 
 
16.4132228 
2 151.781778 223.797232 243.397399 193.619314 
 
16.5477465 
3 153.832481 217.67661 241.251578 195.176277 
 
16.6086821 
4 155.76502 218.989398 244.875021 199.78015 
 
16.759061 
5 154.969152 225.112322 244.227017 200.043694 
 
14.5484078 
6 151.529462 211.517722 235.400049 190.816091 
 
16.409743 
7 150.051422 214.60272 233.772023 183.038448 
 
16.3710724 
8 152.761314 215.02629 239.129065 187.928664 
 
16.356454 
9 150.206614 216.721043 234.613022 182.90251 
 
16.3656877 
10 151.688907 214.316878 237.581007 190.57609 
 
16.3415 
11 153.036895 215.338562 238.56364 189.315571 
 
16.3920629 
12 152.108604 214.221307 238.984447 192.037186 
 
16.5215827 
13 151.561448 214.781095 237.819239 190.584921 
 
16.3809434 
14 146.856775 214.548154 234.479254 185.861663 
 
15.9261831 
15 149.616847 213.016455 238.37059 188.593718 
 
15.9726375 
16 151.802417 214.713342 238.834773 189.749896 
 
16.2332896 
17 152.899125 212.575974 235.920767 186.117027 
 
16.1031516 
18 152.800548 214.702397 238.250402 189.677593 
 
16.4016876 
19 148.906547 209.956104 233.904095 185.47678 
 
15.6320573 
20 154.79751 216.856666 238.918017 189.643248 
 
16.2270339 
21 151.79639 213.676673 236.457283 189.521283 
 
16.1902346 
22 148.695683 211.36105 236.948933 187.060311 
 
16.2481888 
23 153.888094 216.201156 239.614391 189.906915 
 
16.3441173 
24 151.156807 212.179449 235.440481 187.998981 
 
16.1785585 
25 151.999542 213.843894 237.407514 187.788662 
 
16.3438782 
26 152.825674 213.45563 235.139692 187.145689 
 
16.0814465 
27 149.842297 211.819107 236.554337 188.27051 
 
15.9805731 
28 149.008601 211.146934 236.377731 189.298738 
 
16.1411087 
29 150.315183 216.791436 235.211299 186.263685 
 
16.1038607 
30 150.512637 214.242215 238.187077 190.208478 
 
16.1660151 
31 147.802777 211.316096 236.764088 187.804852 
 
15.9447602 
32 147.852541 215.265666 234.443713 186.187767 
 
15.935076 
33 151.147325 212.475061 236.051362 187.006856 
 
16.1470109 
34 151.680609 211.935716 234.81083 189.632314 
 
16.3014711 
35 151.513141 211.607044 233.550674 186.151502 
 
16.0065022 
36 148.733508 214.253796 233.533353 184.587736 
 
16.0986391 
37 151.03975 212.950905 236.856368 193.483063 
 
16.1746116 
38 148.011364 214.828481 233.984243 186.441601 
 
15.9307809 
39 152.452059 213.094079 235.195054 191.533124 
 
16.1832982 
40 150.76081 212.640405 235.728542 186.529172 
 
16.1427451 
41 150.152205 212.529834 235.541278 189.945301 
 
16.0297365 
42 151.539437 215.032077 237.615735 191.53929 
 
16.1533839 
43 151.720359 212.135701 233.832211 185.46503 
 
15.7570251 
44 148.143336 214.475402 233.892712 185.201544 
 
15.9938541 
45 145.921323 212.43177 231.935862 184.38731 
 
15.7853688 
46 152.113383 211.166175 234.449361 185.518608 
 
15.8927661 
47 150.554498 210.804398 233.314612 189.573896 
 
16.1235236 
48 151.711008 213.000932 235.413276 189.361551 
 
15.9492584 
49 150.994668 212.547829 234.504499 186.238685 
 
16.0598899 
50 150.888839 212.243937 237.30993 189.876016 
 
16.132103 
51 148.225831 215.023327 234.739474 186.486648 
 
15.9998921 
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52 151.098113 212.958567 235.63671 190.175562 
 
16.2935774 
53 151.467994 212.855356 237.137008 187.668828 
 
15.9935024 
54 148.300888 212.083763 235.270643 188.294568 
 
16.207053 
55 152.532694 212.990635 238.047495 188.636007 
 
15.9052499 
56 154.57553 216.123309 239.523725 191.442409 
 
16.1979072 
57 152.516839 216.369232 239.334409 189.231087 
 
16.0434949 
58 154.312 215.776409 237.750405 189.552812 
 
15.7262372 
59 147.916571 209.961998 235.718714 187.650145 
 
15.9191449 
60 152.512249 214.744202 239.377728 189.975932 
 
16.1707085 
61 153.128397 215.240469 237.973285 188.416318 
 
15.696696 
62 147.006355 211.364668 237.985519 189.150615 
 
16.05252 
63 150.358971 210.396475 234.017639 185.453554 
 
16.2675011 
64 152.475844 215.277211 237.353694 188.756915 
 
16.0974994 
65 147.309981 208.768223 233.175821 183.709007 
 
15.3972611 
66 149.51679 211.609895 235.906716 193.308144 
 
16.3014433 
67 147.607341 214.111121 233.388677 185.482273 
 
15.6582337 
68 149.275094 212.183607 237.890971 189.954949 
 
16.0390866 
69 150.696443 214.819067 239.745239 190.858911 
 
16.0392735 
70 152.652219 216.949103 240.876452 190.921194 
 
15.9736832 
71 152.917887 215.027731 239.021038 187.20578 
 
15.6107647 
72 153.335795 216.56457 239.126441 192.938299 
 
16.165978 
73 153.315088 215.526653 237.094547 186.101667 
 
15.5783721 
74 149.966996 211.477899 234.963115 192.307859 
 
15.9702883 
75 149.810316 217.99016 237.445612 189.183974 
 
16.1035797 
76 152.001923 214.350095 238.34604 188.636624 
 
15.9054192 
Table D.4. L5 TM Atmospherically Compensated Radiance Data 
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Atmospherically Compensated Reflectance 
Case Band1 Band 2 Band 3 Band 4 
Band 
5 Band 7 
1 0.23864969 0.37485541 0.47980277 0.5781847 
 
0.63304738 
2 0.24354545 0.3848621 0.49183125 0.58686759 
 
0.64413664 
3 0.24770263 0.37565087 0.48920687 0.59366395 
 
0.6487786 
4 0.25180679 0.37941164 0.4985191 0.61007174 
 
0.65724298 
5 0.25129755 0.39123014 0.49874265 0.61277202 
 
0.652769 
6 0.24947905 0.37322765 0.4880714 0.59344854 
 
0.65541676 
7 0.24607602 0.37718503 0.48279362 0.56702548 
 
0.651306 
8 0.25209921 0.38031173 0.49697013 0.58584429 
 
0.65482618 
9 0.24842761 0.38415097 0.48865543 0.57142803 
 
0.6566347 
10 0.25109945 0.38022299 0.49527165 0.59592475 
 
0.65623989 
11 0.25362673 0.38248177 0.49790093 0.59267455 
 
0.65903921 
12 0.25215719 0.38060133 0.49891554 0.60135924 
 
0.66442811 
13 0.25131352 0.38169214 0.49660822 0.59696204 
 
0.65893836 
14 0.24362616 0.38145628 0.48986247 0.5824395 
 
0.64094447 
15 0.24806787 0.37852384 0.49771704 0.59067463 
 
0.64245902 
16 0.25171705 0.38157773 0.49873668 0.59435587 
 
0.65300911 
17 0.25359085 0.37786165 0.492759 0.58310365 
 
0.6479153 
18 0.25346308 0.38169524 0.49769497 0.59434265 
 
0.66002001 
19 0.24701472 0.37327389 0.48863738 0.58120544 
 
0.62907722 
20 0.25677808 0.38552878 0.49909439 0.59424075 
 
0.65299806 
21 0.25186532 0.37997419 0.49408246 0.59401306 
 
0.65168668 
22 0.24667841 0.37579223 0.49502525 0.58619959 
 
0.65390779 
23 0.25530798 0.38442129 0.50062448 0.59515655 
 
0.65780869 
24 0.2508044 0.37731217 0.49195841 0.58924243 
 
0.65121746 
25 0.25223499 0.3803207 0.4961321 0.5886586 
 
0.65795613 
26 0.25359122 0.37960818 0.49136436 0.58660909 
 
0.6473539 
27 0.2486502 0.37671211 0.49433928 0.59015727 
 
0.64331771 
28 0.24728114 0.37553851 0.49399895 0.59341489 
 
0.64981807 
29 0.24942988 0.38554743 0.49152275 0.58385485 
 
0.64826774 
30 0.24976545 0.38102589 0.49775702 0.59623893 
 
0.6507904 
31 0.2452325 0.3757665 0.49471043 0.58861768 
 
0.64178888 
32 0.2453539 0.3828503 0.48993964 0.5836418 
 
0.64150062 
33 0.2507755 0.377818 0.49320896 0.58610204 
 
0.64991347 
34 0.25160641 0.37677826 0.49051193 0.59420329 
 
0.65598998 
35 0.25121486 0.37602368 0.48765867 0.58303232 
 
0.64382854 
36 0.24652177 0.38059672 0.48745574 0.57793684 
 
0.6473131 
37 0.25031482 0.37823773 0.49433366 0.60571639 
 
0.65029128 
38 0.2452061 0.38143288 0.4881605 0.58345869 
 
0.64025363 
39 0.25252091 0.37829054 0.49060508 0.59929273 
 
0.65029416 
40 0.24966995 0.37741022 0.49162028 0.58351986 
 
0.64853582 
41 0.24857562 0.37708284 0.49105897 0.59399999 
 
0.64377183 
42 0.25075321 0.38134155 0.49514892 0.59870071 
 
0.64843002 
43 0.25076684 0.37577689 0.48671015 0.57905439 
 
0.63179946 
44 0.24468341 0.37965572 0.48649559 0.57782733 
 
0.64084693 
45 0.24081046 0.37572155 0.48201916 0.57480254 
 
0.63196072 
46 0.25082268 0.37317607 0.48684223 0.57785374 
 
0.63573722 
47 0.24815288 0.37238768 0.48429204 0.5902489 
 
0.64470986 
48 0.24983293 0.37592754 0.48820627 0.58905448 
 
0.63716491 
49 0.24826999 0.3745496 0.48557196 0.578447 
 
0.64059558 
50 0.24793066 0.37376485 0.49105353 0.58935137 
 
0.64304723 
51 0.24344531 0.37848889 0.48551589 0.57857055 
 
0.63748994 
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52 0.24786853 0.37441006 0.48679388 0.58931585 
 
0.64842173 
53 0.24824615 0.37388349 0.48944151 0.58101168 
 
0.63589294 
54 0.24289285 0.37227893 0.48526452 0.58255891 
 
0.64395246 
55 0.24977457 0.37379703 0.49089511 0.58350012 
 
0.63183626 
56 0.25307147 0.37922251 0.49384515 0.5920681 
 
0.64333935 
57 0.2494994 0.37934754 0.49305648 0.58475679 
 
0.6366921 
58 0.25243601 0.37830809 0.48979313 0.58575083 
 
0.62410146 
59 0.24198569 0.36813202 0.48563136 0.57989962 
 
0.63178797 
60 0.2492612 0.37615034 0.49268973 0.58651565 
 
0.64114723 
61 0.25027595 0.37703127 0.48981424 0.58171863 
 
0.62237252 
62 0.24022251 0.370169 0.48974266 0.58387035 
 
0.63635518 
63 0.24553847 0.36822961 0.48125871 0.57207956 
 
0.64445087 
64 0.2489219 0.37666059 0.48797534 0.58209787 
 
0.63752799 
65 0.24027518 0.36494816 0.4789609 0.56602844 
 
0.60925482 
66 0.24364423 0.36956615 0.48411247 0.59504167 
 
0.64442293 
67 0.24067496 0.37415558 0.4792284 0.57128974 
 
0.61936191 
68 0.24319356 0.37048156 0.48807042 0.58458329 
 
0.63390345 
69 0.24559505 0.3752144 0.49204681 0.58757069 
 
0.63413259 
70 0.24842013 0.37838296 0.4936485 0.58690644 
 
0.63061965 
71 0.24865616 0.37473604 0.48945963 0.575031 
 
0.61580595 
72 0.24916097 0.37714983 0.48933228 0.59222396 
 
0.63726081 
73 0.24823366 0.37399587 0.48343395 0.56918979 
 
0.61189458 
74 0.24231189 0.36621327 0.47809978 0.58695815 
 
0.62599456 
75 0.24181489 0.37711019 0.48266441 0.57684182 
 
0.63058338 
76 0.24503316 0.37033053 0.48386426 0.57442439 
 
0.62201331 
Table D.5. L5 TM Atmospherically Compensated Reflectance Data 
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Case Year Month Day DOY SolElAng 
1 2007 1 2 2 32.5028 
2 2008 1 5 5 32.6125 
3 2005 1 12 12 33.133 
4 2006 1 15 15 33.4912 
5 2007 1 18 18 33.8935 
6 2003 1 23 23 34.4793 
7 2009 1 23 23 34.7509 
8 2004 1 26 26 35.0337 
9 2005 1 28 28 35.6301 
10 2006 1 31 31 36.2748 
11 2007 2 3 34 36.9492 
12 2008 2 6 37 37.607 
13 2003 2 8 39 37.9764 
14 2004 2 11 42 38.7817 
15 2007 2 19 50 41.3612 
16 2008 2 22 53 42.1994 
17 2009 2 24 55 43.0966 
18 2006 3 4 63 45.664 
19 2008 3 9 69 47.5927 
20 2003 3 12 71 48.1692 
21 2009 3 12 71 48.5906 
22 2004 3 14 74 49.2086 
23 2005 3 17 76 50.252 
24 2006 3 20 79 51.2896 
25 2008 3 25 85 53.2222 
26 2009 3 28 87 54.2231 
27 2005 4 2 92 55.7854 
28 2006 4 5 95 56.7532 
29 2008 4 10 101 58.4692 
30 2009 4 13 103 59.3789 
31 2005 4 18 108 60.6421 
32 2006 4 21 111 61.4369 
33 2007 4 24 114 62.182 
34 2008 4 26 117 62.7353 
35 2009 4 29 119 63.4627 
36 2004 5 1 122 63.6626 
37 2005 5 4 124 64.2682 
38 2006 5 7 127 64.8044 
39 2008 5 12 133 65.5512 
40 2006 5 23 143 66.5919 
41 2008 5 28 149 66.7939 
42 2003 5 31 151 66.6843 
43 2009 5 31 151 67.0854 
44 2004 6 2 154 66.8142 
45 2005 6 5 156 66.9212 
46 2006 6 8 159 66.9659 
47 2007 6 11 162 66.9882 
48 2008 6 13 165 66.773 
49 2009 6 16 167 66.9377 
50 2004 6 18 170 66.5194 
51 2006 6 24 175 66.409 
52 2007 6 27 178 66.315 
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53 2008 6 29 181 65.9898 
54 2009 7 2 183 66.0916 
55 2006 7 10 191 65.3466 
56 2008 7 15 197 64.7963 
57 2009 7 18 199 64.8675 
58 2008 7 31 213 63.2548 
59 2009 8 3 215 63.2651 
60 2004 8 5 218 62.6638 
61 2006 8 11 223 62.1059 
62 2008 8 16 229 61.2004 
63 2003 8 19 231 60.7911 
64 2009 8 19 231 61.1056 
65 2004 8 21 234 60.4153 
66 2005 8 24 236 60.0367 
67 2006 8 27 239 59.5895 
68 2008 9 1 245 58.4106 
69 2009 9 4 247 58.1651 
70 2004 9 6 250 57.3828 
71 2005 9 9 252 56.8428 
72 2006 9 12 255 56.2458 
73 2008 9 17 261 54.7789 
74 2003 9 20 263 54.1903 
75 2009 9 20 263 54.3788 
76 2004 9 22 266 53.5169 
77 2006 9 28 271 52.1086 
78 2007 10 1 274 51.3704 
79 2008 10 3 277 50.4256 
80 2009 10 6 279 49.911 
81 2004 10 8 282 49.0296 
82 2006 10 14 287 47.4845 
83 2007 10 17 290 46.685 
84 2008 10 19 293 45.7371 
85 2004 10 24 298 44.2823 
86 2007 11 2 306 41.9662 
87 2008 11 4 309 41.0852 
88 2005 11 12 316 39.0683 
89 2006 11 15 319 38.3939 
90 2008 11 20 325 37.0124 
91 2003 11 23 327 36.4973 
92 2004 11 25 330 35.949 
93 2007 12 4 338 34.5042 
94 2003 12 9 343 33.6716 
95 2005 12 14 348 33.1138 
96 2006 12 17 351 32.8976 
97 2007 12 20 354 32.7017 
98 2008 12 22 357 32.5029 
Table D.6. L7 ETM+ TOA Reflectance Metadata, All Days 
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Case Water Aero 1 Aero 2 Aero 3 Aero 4 Clouds 
1 1.1129 0.2654387 0.2235808 0.1961321 0.1672891 12.9964 
2 1.0885 0.1744844 0.1531078 0.1395828 0.1244719 15.043 
3 1.4198 0.2147806 0.1854722 0.1659537 0.1445479 50.6347 
4 1.1543 0.1986545 0.1776655 0.163129 0.1457378 11.4796 
5 0.8369 0.2232187 0.1882844 0.165051 0.1401712 11.4405 
6 1.192 0.2039154 0.1822563 0.1688607 0.1535835 11.4524 
7 1.1861 0.527774 0.5053365 0.4917687 0.467964 11.3046 
8 1.1588 0.1747814 0.1570306 0.145596 0.1321011 11.7127 
9 1.3286 0.6150491 0.586324 0.5694062 0.5396327 11.2708 
10 1.3833 0.3011394 0.272478 0.2544712 0.2322497 12.7437 
11 0.9034 0.2274275 0.1945717 0.1730805 0.1498665 12.0546 
12 0.9555 0.222375 0.1925822 0.1720696 0.1488512 14.2993 
13 0.9632 0.2436867 0.2196893 0.2045625 0.1866865 11.7849 
14 1.1734 0.2559835 0.2231581 0.1999633 0.1730952 13.9671 
15 1.1792 0.2759077 0.2356171 0.2099605 0.1826344 14.9929 
16 1.0987 0.2442311 0.2132181 0.1930766 0.1704351 10.8104 
17 1.0107 0.2120691 0.1853275 0.1682042 0.1492707 13.3509 
18 1.0527 0.3299216 0.3088709 0.2958579 0.2769027 12.8346 
19 1.1785 0.3831014 0.3535531 0.3355719 0.3121437 15.4153 
20 1.0426 0.3240037 0.273515 0.2377087 0.1975915 10.9071 
21 1.0616 0.2092309 0.1859016 0.1710028 0.1537058 11.9327 
22 1.0904 0.2655739 0.2317432 0.2098786 0.1852574 11.3066 
23 0.9151 0.3051932 0.2739668 0.2530199 0.2271451 13.9284 
24 1.2084 0.5755002 0.5369905 0.5135965 0.4801644 12.5272 
25 0.984 0.4888009 0.4551579 0.4349207 0.4067356 10.6786 
26 1.0863 0.290766 0.254021 0.2308094 0.2052973 37.8522 
27 1.1573 0.3487728 0.2914033 0.254868 0.2167267 14.1124 
28 0.7772 0.2314471 0.1974517 0.1752159 0.1508944 12.3656 
29 1.5233 0.3170701 0.2889587 0.2713868 0.248931 12.4014 
30 1.6782 0.6301394 0.579158 0.5470902 0.5040453 24.5104 
31 1.4621 0.505971 0.4485995 0.410447 0.3648035 9.5055 
32 1.7997 0.6286939 0.5540254 0.5080615 0.4557279 10.5989 
33 1.2723 0.3908384 0.3382165 0.3047836 0.2673966 12.9544 
34 1.1831 0.3014997 0.2556269 0.2266044 0.1961428 12.1362 
35 1.3993 0.5096212 0.444634 0.4038911 0.3583869 32.7287 
36 1.4237 0.6188409 0.5583046 0.5192416 0.4699892 12.3058 
37 1.1662 0.2870682 0.2339761 0.1993648 0.1633192 13.1666 
38 1.59 0.5243412 0.449104 0.4002812 0.3456091 9.7682 
39 1.8305 0.5995016 0.5268454 0.4801975 0.4258595 20.4439 
40 2.1858 0.3958184 0.3388162 0.3020262 0.2613299 12.5287 
41 1.1048 0.2999745 0.2535502 0.223746 0.1919152 12.4819 
42 1.7323 0.3320054 0.2654457 0.2230264 0.1804055 11.9555 
43 1.5241 0.3399572 0.292154 0.2613989 0.2277582 13.1103 
44 2.1465 0.3370521 0.2872323 0.2559753 0.2224146 12.5229 
45 2.2917 0.5365005 0.4505156 0.3953787 0.3363563 12.8885 
46 1.6622 0.4959923 0.4351091 0.396984 0.3532301 10.5179 
47 1.6982 0.3491834 0.2958916 0.26198 0.2258204 11.5952 
48 2.1381 0.5051823 0.4502984 0.4149288 0.372133 11.6278 
49 1.2738 0.2589797 0.2148139 0.1868529 0.1579949 12.5236 
50 2.6602 0.6984389 0.6199286 0.5693333 0.5085751 12.1656 
51 2.3417 0.4979658 0.4356741 0.3955444 0.3498423 10.8404 
52 1.575 0.4526721 0.4029875 0.3707226 0.3319274 10.3641 
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53 2.1752 0.3635325 0.2969076 0.2538874 0.2090887 12.4962 
54 2.2007 0.2836473 0.2384693 0.2097279 0.1794145 12.1326 
55 2.4411 0.4725184 0.40081 0.3544883 0.3041133 11.8749 
56 1.5432 0.2470668 0.2081038 0.1834351 0.1574957 12.0751 
57 2.0084 0.3288034 0.2623979 0.2199755 0.1771267 11.6068 
58 1.5874 0.2940814 0.2403809 0.2057268 0.1697845 12.7491 
59 1.7402 0.3173252 0.2519117 0.2096379 0.1666852 12.3638 
60 2.0833 0.3265461 0.2600574 0.2157514 0.1695021 12.5211 
61 2.7565 0.5787201 0.5190036 0.4814514 0.4355534 14.3717 
62 1.603 0.3215821 0.2634427 0.2251759 0.1851102 13.2653 
63 1.6047 0.3563589 0.278674 0.2262867 0.1715776 13.4342 
64 1.9766 0.3265124 0.2660118 0.2251796 0.1814407 12.5044 
65 1.6314 0.2787758 0.2312112 0.1996808 0.1657247 12.7145 
66 2.7966 0.2998198 0.2573387 0.2290515 0.1972904 11.1391 
67 2.5374 0.3295382 0.2893975 0.2622592 0.2301027 11.8622 
68 2.3952 0.3896294 0.3169104 0.2700358 0.2215227 13.3437 
69 2.0782 0.3368243 0.2777012 0.2364376 0.1908141 10.901 
70 2.3534 0.4219099 0.345185 0.2903994 0.2292833 12.4727 
71 2.1686 0.3801151 0.3302547 0.2951779 0.2537538 11.9807 
72 2.2426 0.2870846 0.2440249 0.2126833 0.1764307 11.6487 
73 1.8465 0.2546808 0.2256135 0.2063455 0.1838571 11.9489 
74 2.5658 0.4107001 0.3563885 0.318662 0.274777 11.6267 
75 2.7981 0.3714269 0.3319699 0.3052919 0.2726697 12.0715 
76 2.2388 0.2716326 0.2376843 0.2136039 0.1851181 12.1006 
77 2.6635 0.3576943 0.3201091 0.2948997 0.2642769 11.2925 
78 1.9805 0.3169187 0.2837144 0.2599038 0.23017 10.9102 
79 2.6482 0.5324826 0.4973932 0.4765403 0.4459716 12.2221 
80 1.9255 0.2797941 0.2495122 0.2272174 0.1995203 10.926 
81 1.6636 0.3156614 0.2647906 0.2270197 0.183555 12.2465 
82 1.9112 0.2885481 0.2430513 0.2101377 0.1725849 11.8975 
83 1.8017 0.2761847 0.249488 0.2309464 0.2074316 11.3049 
84 1.972 0.319598 0.2709972 0.2350854 0.1930366 10.9421 
85 2.0138 0.2958552 0.2547203 0.2242183 0.1881028 12.9435 
86 2.045 0.3100554 0.2773816 0.255427 0.2290851 15.5091 
87 1.7558 0.2997111 0.266795 0.2437869 0.2153404 11.966 
88 1.4758 0.2942283 0.2495676 0.2161976 0.1774563 12.1577 
89 1.4922 0.1964878 0.1720482 0.1562812 0.1385574 10.7282 
90 1.2915 0.1972348 0.1752181 0.160603 0.1432874 11.5777 
91 1.4687 0.2314429 0.2014942 0.1807929 0.1570633 11.6661 
92 1.3881 0.1872268 0.1656631 0.151327 0.1346791 14.0294 
93 1.5722 0.2456193 0.2087574 0.1845046 0.1583172 12.5028 
94 1.6474 0.1991649 0.1810346 0.1691757 0.1546833 10.869 
95 0.9328 0.2382519 0.2182844 0.205071 0.1881563 12.3408 
96 1.4697 0.223826 0.1918577 0.170971 0.1484492 13.0134 
97 1.0448 0.1980497 0.1742611 0.1584703 0.1403966 11.1322 
98 1.071 0.2525631 0.225904 0.209478 0.1903045 31.506 
Table D.7. L7 ETM+ TOA Reflectance Atmospheric Data, All Days 
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Case Lmax1 Lmax2 Lmax3 Lmax4 Lmax5 Lmax7 
1 293.7 300.9 234.4 157.4 47.57 16.54 
2 293.7 300.9 234.4 157.4 47.57 16.54 
3 293.7 300.9 234.4 241.1 47.57 16.54 
4 293.7 300.9 234.4 157.4 47.57 16.54 
5 293.7 300.9 234.4 157.4 47.57 16.54 
6 293.7 300.9 234.4 157.4 47.57 16.54 
7 293.7 300.9 234.4 157.4 47.57 16.54 
8 293.7 300.9 234.4 157.4 47.57 16.54 
9 293.7 300.9 234.4 157.4 31.06 10.8 
10 293.7 300.9 234.4 157.4 31.06 10.8 
11 293.7 300.9 234.4 157.4 47.57 16.54 
12 293.7 300.9 234.4 157.4 47.57 16.54 
13 293.7 300.9 234.4 157.4 47.57 16.54 
14 293.7 300.9 234.4 157.4 47.57 16.54 
15 293.7 300.9 234.4 241.1 47.57 16.54 
16 293.7 300.9 234.4 241.1 47.57 16.54 
17 293.7 300.9 234.4 241.1 47.57 16.54 
18 293.7 300.9 234.4 241.1 47.57 16.54 
19 293.7 300.9 234.4 241.1 47.57 16.54 
20 293.7 300.9 234.4 241.1 47.57 16.54 
21 293.7 300.9 234.4 241.1 47.57 16.54 
22 293.7 300.9 234.4 241.1 47.57 16.54 
23 293.7 300.9 234.4 241.1 47.57 16.54 
24 293.7 300.9 234.4 241.1 47.57 16.54 
25 293.7 300.9 234.4 241.1 47.57 16.54 
26 293.7 300.9 234.4 241.1 47.57 16.54 
27 293.7 300.9 234.4 241.1 47.57 16.54 
28 293.7 300.9 234.4 241.1 47.57 16.54 
29 293.7 300.9 234.4 241.1 47.57 16.54 
30 293.7 300.9 234.4 241.1 47.57 16.54 
31 293.7 300.9 234.4 241.1 47.57 16.54 
32 293.7 300.9 234.4 241.1 47.57 16.54 
33 293.7 300.9 234.4 241.1 47.57 16.54 
34 293.7 300.9 234.4 241.1 47.57 16.54 
35 293.7 300.9 234.4 241.1 47.57 16.54 
36 293.7 300.9 234.4 241.1 47.57 16.54 
37 293.7 300.9 234.4 241.1 47.57 16.54 
38 293.7 300.9 234.4 241.1 47.57 16.54 
39 293.7 300.9 234.4 241.1 47.57 16.54 
40 293.7 300.9 234.4 241.1 47.57 16.54 
41 293.7 300.9 234.4 241.1 47.57 16.54 
42 293.7 300.9 234.4 241.1 47.57 16.54 
43 293.7 300.9 234.4 241.1 47.57 16.54 
44 293.7 300.9 234.4 241.1 47.57 16.54 
45 293.7 300.9 234.4 241.1 47.57 16.54 
46 293.7 300.9 234.4 241.1 47.57 16.54 
47 293.7 300.9 234.4 241.1 47.57 16.54 
48 293.7 300.9 234.4 241.1 47.57 16.54 
49 293.7 300.9 234.4 241.1 47.57 16.54 
50 293.7 300.9 234.4 241.1 47.57 16.54 
51 293.7 300.9 234.4 241.1 47.57 16.54 
52 293.7 300.9 234.4 241.1 47.57 16.54 
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53 293.7 300.9 234.4 241.1 47.57 16.54 
54 293.7 300.9 234.4 241.1 47.57 16.54 
55 293.7 300.9 234.4 241.1 47.57 16.54 
56 293.7 300.9 234.4 241.1 47.57 16.54 
57 293.7 300.9 234.4 241.1 47.57 16.54 
58 293.7 300.9 234.4 241.1 47.57 16.54 
59 293.7 300.9 234.4 241.1 47.57 16.54 
60 293.7 300.9 234.4 241.1 47.57 16.54 
61 293.7 300.9 234.4 241.1 47.57 16.54 
62 293.7 300.9 234.4 241.1 47.57 16.54 
63 293.7 300.9 234.4 241.1 47.57 16.54 
64 293.7 300.9 234.4 241.1 47.57 16.54 
65 293.7 300.9 234.4 241.1 47.57 16.54 
66 293.7 300.9 234.4 241.1 47.57 16.54 
67 293.7 300.9 234.4 241.1 47.57 16.54 
68 293.7 300.9 234.4 241.1 47.57 16.54 
69 293.7 300.9 234.4 241.1 47.57 16.54 
70 293.7 300.9 234.4 241.1 47.57 16.54 
71 293.7 300.9 234.4 241.1 47.57 16.54 
72 293.7 300.9 234.4 241.1 47.57 16.54 
73 293.7 300.9 234.4 241.1 47.57 16.54 
74 293.7 300.9 234.4 241.1 47.57 16.54 
75 293.7 300.9 234.4 241.1 47.57 16.54 
76 293.7 300.9 234.4 241.1 47.57 16.54 
77 293.7 300.9 234.4 241.1 47.57 16.54 
78 293.7 300.9 234.4 241.1 47.57 16.54 
79 293.7 300.9 234.4 241.1 47.57 16.54 
80 293.7 300.9 234.4 241.1 47.57 16.54 
81 293.7 300.9 234.4 241.1 47.57 16.54 
82 293.7 300.9 234.4 241.1 47.57 16.54 
83 293.7 300.9 234.4 241.1 47.57 16.54 
84 293.7 300.9 234.4 241.1 47.57 16.54 
85 293.7 300.9 234.4 241.1 47.57 16.54 
86 293.7 300.9 234.4 157.4 47.57 16.54 
87 293.7 300.9 234.4 157.4 47.57 16.54 
88 293.7 300.9 234.4 157.4 47.57 16.54 
89 293.7 300.9 234.4 157.4 47.57 16.54 
90 293.7 300.9 234.4 157.4 47.57 16.54 
91 293.7 300.9 234.4 241.1 47.57 16.54 
92 293.7 300.9 234.4 157.4 47.57 16.54 
93 293.7 300.9 234.4 157.4 31.06 10.8 
94 293.7 300.9 234.4 157.4 47.57 16.54 
95 293.7 300.9 234.4 157.4 31.06 10.8 
96 293.7 300.9 234.4 157.4 31.06 10.8 
97 293.7 300.9 234.4 157.4 47.57 16.54 
98 293.7 300.9 234.4 157.4 47.57 16.54 
Table D.8. L7 ETM+ TOA Reflectance Gain Mode Data, All Days 
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Original TOA Values 
Case Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 
1 0.2773559 0.3563182 0.459732 0.5681224 0.6989693 0.6278313 
2 0.2712264 0.3560306 0.4616117 0.5670331 0.7013945 0.6302539 
3 0.2933254 0.3695361 0.4747604 0.5832687 0.6778777 0.5997546 
4 0.2725939 0.3559989 0.4608959 0.5650674 0.703009 0.6311095 
5 0.261814 0.3401116 0.441473 0.5467992 0.6724853 0.5999461 
6 0.2724256 0.3548241 0.4604119 0.5637146 0.7036985 0.6307077 
7 0.2921216 0.3715546 0.472141 0.5715664 0.7027373 0.6296456 
8 0.2716013 0.3532516 0.4573458 0.5594382 0.6950677 0.6217981 
9 0.2755848 0.3519848 0.4511245 0.5519278 0.6967214 0.6266827 
10 0.2666768 0.3514052 0.4548539 0.5552503 0.6964652 0.623589 
11 0.268213 0.3488674 0.4559752 0.5670814 0.7043453 0.6332181 
12 0.27085 0.3515336 0.456964 0.5597475 0.6978214 0.6222728 
13 0.2689475 0.3515271 0.4580904 0.5668965 0.7022331 0.6293986 
14 0.2737661 0.3559557 0.4592067 0.555065 0.6926041 0.6093963 
15 0.2778861 0.3590606 0.4633033 0.5661605 0.6795699 0.5995605 
16 0.2667801 0.3563315 0.4636999 0.5678969 0.7010863 0.6255133 
17 0.2607783 0.3466633 0.4557205 0.5596891 0.6971756 0.6182854 
18 0.2653707 0.356272 0.4651263 0.5663546 0.7047829 0.6243836 
19 0.2706133 0.3595889 0.4666657 0.5688485 0.7004631 0.6179267 
20 0.2658576 0.3493254 0.4585724 0.5685257 0.709 0.6309173 
21 0.259784 0.3494559 0.4607082 0.5707221 0.7060474 0.631864 
22 0.2627731 0.3519952 0.4601752 0.5655708 0.7041935 0.6264674 
23 0.2657483 0.3545999 0.4623138 0.5635555 0.6994322 0.6213017 
24 0.2674466 0.353871 0.4625095 0.5696948 0.7134661 0.6351239 
25 0.2655971 0.3571667 0.4678397 0.5746095 0.7136624 0.63506 
26 0.2725219 0.365096 0.4780785 0.5880162 0.700606 0.6239021 
27 0.2717024 0.3544759 0.4615444 0.5625607 0.692761 0.6083179 
28 0.2606272 0.3512225 0.4624833 0.5737775 0.7106848 0.6357551 
29 0.2589285 0.3495018 0.4622003 0.5623942 0.7024233 0.6199963 
30 0.2681905 0.3578809 0.4694739 0.5704113 0.7064309 0.6200468 
31 0.2696401 0.3555349 0.4635755 0.5563634 0.7041864 0.6096786 
32 0.2615399 0.3501276 0.4609248 0.5620124 0.7112864 0.6241063 
33 0.2637744 0.3568813 0.4697621 0.5782897 0.7180325 0.6409883 
34 0.261917 0.3527165 0.466808 0.571332 0.7126863 0.628989 
35 0.2771703 0.3642757 0.4717571 0.5708373 0.6778749 0.592296 
36 0.2656436 0.3548222 0.4658391 0.5707877 0.7151749 0.6286149 
37 0.2605098 0.3506033 0.4647503 0.5732748 0.7182715 0.6391616 
38 0.2653792 0.3554408 0.4660412 0.5622112 0.706834 0.6168544 
39 0.2656183 0.3581726 0.472065 0.5757267 0.7164112 0.6299756 
40 0.2604341 0.3498083 0.4632793 0.5623421 0.711588 0.6270233 
41 0.261021 0.355145 0.4704542 0.5780687 0.7200236 0.6417742 
42 0.2639532 0.349624 0.4611114 0.5566186 0.7013534 0.613046 
43 0.2604983 0.3552112 0.4701373 0.5740281 0.7170858 0.6364233 
44 0.264333 0.3566214 0.4698561 0.5704256 0.71481 0.6297539 
45 0.2636355 0.352188 0.4640842 0.5540237 0.70509 0.6084613 
46 0.2680042 0.3590765 0.4704484 0.5689502 0.7123868 0.626577 
47 0.2616549 0.3544826 0.4694252 0.5714215 0.7151271 0.6312755 
48 0.2609437 0.3547173 0.469743 0.5711207 0.7183544 0.6336506 
49 0.2602457 0.3540754 0.4696825 0.5739185 0.7172481 0.6353416 
50 0.2634567 0.3538451 0.466914 0.5613211 0.7129097 0.6213961 
51 0.2619219 0.3517696 0.4651115 0.5639595 0.7110664 0.6261398 
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52 0.2631368 0.3565652 0.4707209 0.573659 0.7170159 0.636162 
53 0.2581288 0.3508095 0.4659938 0.5655828 0.7136395 0.6296821 
54 0.2610641 0.3542575 0.4676494 0.5603158 0.7045589 0.6143842 
55 0.2618721 0.3505166 0.4617097 0.552051 0.7001722 0.6070667 
56 0.2608676 0.3548882 0.4699186 0.575625 0.7163792 0.6375715 
57 0.2599643 0.3500663 0.4624767 0.5532721 0.6998254 0.607328 
58 0.2602647 0.3531176 0.4670417 0.5663427 0.710123 0.6242668 
59 0.2611196 0.3522286 0.46426 0.5569224 0.7002802 0.6102456 
60 0.2610827 0.3496036 0.4620907 0.5604437 0.7081552 0.6236738 
61 0.2615884 0.3488156 0.4593428 0.5447205 0.6963384 0.5973157 
62 0.2565892 0.3473483 0.459684 0.5592136 0.7060449 0.6219004 
63 0.2625319 0.3493241 0.4593541 0.5554195 0.7016134 0.616077 
64 0.2595609 0.3491555 0.4604479 0.5523099 0.6974475 0.6066079 
65 0.2610284 0.3517978 0.4640497 0.56451 0.7096813 0.6270174 
66 0.2606718 0.3481187 0.4579778 0.5410406 0.6939557 0.5915646 
67 0.260068 0.3487948 0.4604085 0.5555549 0.7014202 0.6163808 
68 0.2583986 0.3454476 0.4555569 0.5400842 0.6908356 0.5923188 
69 0.2606973 0.3505267 0.4619752 0.5529084 0.6957679 0.6060643 
70 0.2664767 0.3539519 0.4637468 0.5575359 0.7023455 0.6128204 
71 0.2633529 0.3518948 0.4616242 0.5510599 0.6996747 0.6040894 
72 0.2598717 0.3482986 0.4583928 0.5491589 0.6947841 0.6043453 
73 0.2608626 0.352367 0.4632776 0.555412 0.697594 0.6061212 
74 0.2654474 0.3515446 0.4593764 0.5424987 0.6927514 0.5918094 
75 0.2635443 0.3531232 0.4632581 0.5486741 0.6923413 0.5939306 
76 0.2625038 0.3509572 0.4601622 0.548913 0.694741 0.6017494 
77 0.2692666 0.3593488 0.4713509 0.5664968 0.7078448 0.6180946 
78 0.2615543 0.3506802 0.4612294 0.5524125 0.697557 0.6051503 
79 0.2665316 0.3564398 0.4666242 0.558367 0.7021884 0.6137696 
80 0.26161 0.3517194 0.4606215 0.5466868 0.6890517 0.593752 
81 0.264789 0.3530181 0.462818 0.5595725 0.7028637 0.6179849 
82 0.2638644 0.3494431 0.4582934 0.5479886 0.6925209 0.5994136 
83 0.2650304 0.354952 0.4639786 0.5565668 0.6990828 0.611503 
84 0.2631285 0.3503414 0.4586868 0.5508285 0.6945382 0.6065971 
85 0.2648657 0.3504166 0.4573361 0.5469 0.6926084 0.6018649 
86 0.2762884 0.3632746 0.4706043 0.5675465 0.6941615 0.6148976 
87 0.2659176 0.3527697 0.4595793 0.5533277 0.6975158 0.6145544 
88 0.2691951 0.3528324 0.4580363 0.5501069 0.6971971 0.6129306 
89 0.2660204 0.3507698 0.4572056 0.5473414 0.6921186 0.6046643 
90 0.2653373 0.3515126 0.4572516 0.5543172 0.6966759 0.6205154 
91 0.2692165 0.3527995 0.4571639 0.5558799 0.6976077 0.6183069 
92 0.2704611 0.3561483 0.4624319 0.5668569 0.7041957 0.6317591 
93 0.2789596 0.3520748 0.4477529 0.5359304 0.6515758 0.5742076 
94 0.2737157 0.3553287 0.459217 0.5573783 0.6998975 0.6227038 
95 0.2727264 0.3592233 0.4629825 0.5692424 0.7072417 0.6395097 
96 0.2703427 0.3539341 0.4581989 0.5667505 0.7036986 0.6362072 
97 0.2724414 0.3561892 0.4615242 0.5656387 0.7024747 0.6300358 
98 0.2844805 0.3654037 0.4704075 0.5690526 0.7039421 0.6189103 
Table D.9. L7 ETM+ TOA Reflectance Data, All Days 
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Original Surface Values 
Case Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 
1 0.3377315 0.418857 0.525432 0.6223193 0.7116813 0.688234 
2 0.3279603 0.4154218 0.5233599 0.6162029 0.7078214 0.6857769 
3 0.3571507 0.4357091 0.5454519 0.6458834 0.6988635 0.6664315 
4 0.3306303 0.4163327 0.5236945 0.6155641 0.7096958 0.6874114 
5 0.3167619 0.3964393 0.4999515 0.590841 0.675219 0.6488246 
6 0.3302888 0.4145954 0.5230528 0.6141774 0.7107112 0.6873097 
7 0.3607873 0.4406066 0.543225 0.6296663 0.7159364 0.6916691 
8 0.3276818 0.4113477 0.5181199 0.607831 0.7010732 0.6768534 
9 0.3394866 0.4173626 0.5193783 0.6097255 0.7116558 0.6907281 
10 0.32549 0.413726 0.5201548 0.6097802 0.7072877 0.6835793 
11 0.325696 0.4079001 0.5175913 0.6147073 0.708754 0.6863938 
12 0.3279912 0.4111744 0.5197698 0.6085758 0.704746 0.6774222 
13 0.3272469 0.4120324 0.5214958 0.6167934 0.7087286 0.6847201 
14 0.3326797 0.4177942 0.5242166 0.6075326 0.7039278 0.6680729 
15 0.3388184 0.4230294 0.5308863 0.6224745 0.6958099 0.6613692 
16 0.3249414 0.4179757 0.527841 0.6186924 0.7074334 0.6804223 
17 0.3169042 0.4058107 0.5182908 0.6083959 0.7027347 0.6715362 
18 0.3251742 0.4203664 0.5325971 0.6199563 0.7139621 0.6815917 
19 0.3328771 0.4274064 0.5393859 0.6302078 0.7207592 0.6856086 
20 0.3257467 0.4114614 0.5237892 0.620297 0.7163404 0.6871275 
21 0.3159151 0.4093317 0.5238619 0.620818 0.711394 0.6859513 
22 0.3206194 0.4136211 0.5248918 0.6172936 0.7120017 0.6828749 
23 0.3264947 0.418782 0.5296189 0.6152519 0.7065139 0.6758203 
24 0.3310016 0.4212106 0.5342238 0.6295607 0.728366 0.6986951 
25 0.3277847 0.4237687 0.5383495 0.6312473 0.725903 0.6953406 
26 0.3310817 0.4295064 0.5470213 0.6438874 0.7173951 0.6885731 
27 0.3338506 0.4194109 0.5300028 0.6180412 0.704831 0.6678634 
28 0.3181856 0.4124047 0.5266913 0.622111 0.7146339 0.6878976 
29 0.317698 0.4131383 0.5305114 0.6202279 0.7144752 0.6809762 
30 0.3289712 0.424873 0.5420447 0.6341892 0.7294611 0.6932958 
31 0.3342818 0.4239868 0.5360494 0.61744 0.7210911 0.674506 
32 0.324276 0.4177656 0.5335572 0.6262535 0.7291985 0.6918567 
33 0.3256172 0.4236337 0.5406087 0.636845 0.729707 0.7021909 
34 0.3218556 0.4166934 0.534761 0.6261176 0.7213302 0.6861737 
35 0.3413902 0.4345368 0.5471249 0.6362092 0.7050358 0.6649066 
36 0.3300269 0.4247765 0.5411735 0.6366948 0.7371108 0.7000009 
37 0.3193711 0.4132329 0.5315221 0.6267304 0.7258228 0.6961108 
38 0.3289139 0.4241591 0.5393428 0.625008 0.7241893 0.6833263 
39 0.3297108 0.4284539 0.5475753 0.6438328 0.7383282 0.7026779 
40 0.321148 0.4156406 0.5343256 0.627225 0.7287358 0.6959565 
41 0.3205978 0.4194931 0.538507 0.6325674 0.7284074 0.6991839 
42 0.3249938 0.4138351 0.5287514 0.6145307 0.7130227 0.6736755 
43 0.3203796 0.4207571 0.5398831 0.6335908 0.7301546 0.699382 
44 0.3257848 0.423612 0.5414124 0.635733 0.7315706 0.6985929 
45 0.326941 0.4209817 0.5381609 0.6213803 0.7256882 0.6793761 
46 0.3321151 0.4278192 0.5436958 0.6315979 0.7282934 0.6920343 
47 0.3214598 0.4193815 0.5390634 0.6311599 0.7275635 0.6941291 
48 0.3230379 0.423204 0.543663 0.6386763 0.7374394 0.7045651 
49 0.3186694 0.4170921 0.5365151 0.6279798 0.7249473 0.6920925 
50 0.3272731 0.4238805 0.5429313 0.6337764 0.7368321 0.6979078 
  
211 
 
51 0.3241919 0.4195445 0.5383036 0.632179 0.7310192 0.6983745 
52 0.3255842 0.4245692 0.5432892 0.6363046 0.732131 0.7015472 
53 0.3175009 0.4158752 0.5358005 0.6290347 0.7289561 0.6970008 
54 0.3202078 0.4188907 0.5365619 0.6222951 0.7189384 0.6793953 
55 0.3234312 0.4172231 0.5333023 0.618129 0.7189215 0.6766757 
56 0.3191704 0.4180027 0.5371629 0.6322836 0.7255115 0.6972143 
57 0.3192266 0.4137766 0.5302332 0.6122365 0.7120992 0.6689814 
58 0.3188801 0.4166849 0.534882 0.6230712 0.7202347 0.683957 
59 0.3207029 0.4162113 0.5317142 0.6137868 0.7106009 0.6693775 
60 0.3206102 0.4135484 0.5298804 0.6210521 0.7211812 0.688035 
61 0.3248508 0.4174748 0.5332913 0.6143935 0.7184509 0.6695859 
62 0.3142261 0.4096819 0.5261609 0.6152482 0.7159203 0.6813813 
63 0.3228151 0.4127801 0.526267 0.610603 0.7105606 0.6738678 
64 0.3182988 0.4125094 0.5280674 0.6109755 0.7096325 0.6682778 
65 0.3194355 0.4147163 0.5304276 0.6212488 0.7196368 0.6870997 
66 0.320035 0.4124434 0.5267074 0.6058434 0.7118758 0.660161 
67 0.3192799 0.4133503 0.5295693 0.6207085 0.7188116 0.6862786 
68 0.3178392 0.4097036 0.5242661 0.6020653 0.7065588 0.6574463 
69 0.3199793 0.4145203 0.5302044 0.6126515 0.7089552 0.6688479 
70 0.3290981 0.4209448 0.5343773 0.6220951 0.7184812 0.6803719 
71 0.3244298 0.4178912 0.5315733 0.6137795 0.7157069 0.6696512 
72 0.3178287 0.4110476 0.525289 0.6094099 0.708545 0.6683589 
73 0.3185154 0.4150294 0.5295185 0.6128616 0.7092985 0.6666871 
74 0.3268958 0.4174277 0.5292419 0.6069282 0.7108689 0.6597387 
75 0.3230417 0.4186331 0.5336052 0.6155906 0.7129694 0.6660478 
76 0.3212674 0.4143957 0.527403 0.6093799 0.7088813 0.6657827 
77 0.3311853 0.4270642 0.5442439 0.6360762 0.730402 0.6934463 
78 0.3204868 0.4145551 0.5290983 0.6123635 0.7113694 0.6680433 
79 0.3290239 0.4247631 0.5398954 0.6282369 0.7240824 0.6880371 
80 0.3196232 0.4145755 0.5272335 0.6042007 0.7016925 0.6543957 
81 0.3241062 0.4162292 0.5295693 0.6159802 0.7135718 0.6784262 
82 0.3224411 0.4115418 0.5241495 0.6048798 0.7041878 0.659993 
83 0.3240156 0.418474 0.5310296 0.6147087 0.7115653 0.6731591 
84 0.3217032 0.4129801 0.5250093 0.608789 0.7070188 0.6687235 
85 0.3238973 0.4132584 0.5235325 0.6051579 0.7050752 0.6636345 
86 0.336386 0.4280764 0.5396826 0.6301716 0.7138392 0.6851943 
87 0.3248626 0.4157368 0.5257029 0.6103704 0.7094966 0.6759254 
88 0.3288001 0.4152627 0.5233575 0.604009 0.7072012 0.6716632 
89 0.322252 0.4100122 0.519507 0.5986643 0.7000757 0.6608245 
90 0.3211189 0.410568 0.5190083 0.604162 0.7032262 0.675871 
91 0.3266612 0.4129598 0.5199117 0.6085013 0.7065292 0.6767573 
92 0.3271746 0.4159499 0.5250148 0.6190041 0.7115667 0.6895977 
93 0.3411024 0.4170391 0.5165101 0.5965653 0.6732721 0.6404365 
94 0.3314235 0.4154275 0.5220742 0.6113881 0.710048 0.6833689 
95 0.3310494 0.4202554 0.5263411 0.6182553 0.7134609 0.6950163 
96 0.3271605 0.4132993 0.5202498 0.6193578 0.7121917 0.6958824 
97 0.3296284 0.4154311 0.5231347 0.613894 0.7077674 0.6843362 
98 0.3391907 0.4243879 0.5334979 0.6192534 0.7167167 0.6821816 
Table D.10. L7 ETM+ Surface Reflectance Data, All Days 
 
  
212 
 
Case Year DOY ES Dist 
Sol Zen 
Ang 
Sol Az 
Ang Sol El Ang 
1 2007 2 0.9832967 38.6296 142.1707 32.502796 
2 2004 18 0.9838156 32.6172 129.1408 33.893533 
3 2007 23 0.984244 53.0508 145.3152 34.479272 
4 2007 50 0.9884761 48.6388 141.6742 41.361163 
5 2001 53 0.9890659 38.5964 141.5162 42.199394 
6 2007 63 0.9915445 57.4972 151.5304 45.663986 
7 2004 69 0.9929504 26.3374 115.8945 47.592698 
8 2005 71 0.9936772 56.867 149.5197 48.590612 
9 2008 76 0.9950482 52.9876 154.278 50.251973 
10 2007 79 0.9958095 48.0338 152.3363 51.289576 
11 2006 85 0.9973569 37.8914 140.8132 53.222183 
12 2001 92 0.9995862 32.5078 127.545 55.785372 
13 2001 95 1.0003741 57.4527 151.7315 56.753168 
14 2006 101 1.001944 56.5088 149.1059 58.469181 
15 2002 108 1.0041351 37.1616 131.9051 60.642104 
16 2008 111 1.0048903 31.5894 126.2216 61.436936 
17 2005 117 1.0063651 25.7318 114.5827 62.735313 
18 2001 122 1.00767 47.9745 151.8402 63.662565 
19 2008 124 1.0083558 31.5308 125.9893 64.268173 
20 2003 127 1.0090228 57.4271 150.3093 64.804398 
21 2000 143 1.012473 25.5888 105.4531 66.59187 
22 2003 149 1.0134523 56.3284 154.0238 66.793857 
23 2002 151 1.0138985 52.9173 153.9973 67.085425 
24 2008 151 1.0138285 47.8006 140.9479 66.684327 
25 2006 154 1.0142494 30.4105 123.0969 66.814238 
26 2008 156 1.0146394 25.2037 101.0199 66.921199 
27 2008 159 1.0149976 52.393 144.6638 66.965898 
28 2004 162 1.0153234 45.7177 150.1994 66.988181 
29 2005 165 1.0156161 29.9633 121.3271 66.773019 
30 2006 167 1.015875 25.1956 113.2206 66.937671 
31 2003 170 1.0160659 52.0236 143.8176 66.51943 
32 2006 175 1.0164223 44.336 138.3026 66.408977 
33 2008 178 1.0165477 36.7778 131.9897 66.31505 
34 2004 181 1.0166376 29.5847 119.5097 65.989825 
35 2002 183 1.0166917 24.7073 110.3799 66.091642 
36 2007 191 1.01665 56.1065 148.6541 65.346567 
37 2006 197 1.0164475 51.6061 154.0905 64.796333 
38 2008 199 1.0162931 44.2629 148.8195 64.867536 
39 2005 213 1.0150588 29.3579 122.5498 63.254779 
40 2002 215 1.0147063 44.158 148.3923 63.265089 
41 2003 218 1.0143862 29.2089 117.7429 62.663809 
42 2008 223 1.0135349 57.3875 151.0676 62.105889 
43 2006 229 1.0125658 24.6534 99.5022 61.200425 
44 2003 231 1.0121263 55.5207 147.2645 60.791085 
45 2004 231 1.0120395 51.2183 143.2984 61.10557 
46 2007 234 1.0115777 43.315 148.3111 60.415285 
47 2004 236 1.0110037 36.4831 137.8998 60.036727 
48 2002 239 1.0104054 28.8507 116.015 59.589513 
49 2008 245 1.0091409 24.4489 110.2326 58.410633 
50 2007 247 1.0084774 55.4958 154.5788 58.165056 
51 2006 250 1.0079063 42.5155 147.3141 57.382799 
52 2003 252 1.007209 35.8097 136.37 56.84283 
  
213 
 
53 2008 255 1.0064953 28.7996 116.5861 56.245755 
54 2008 261 1.0050253 24.0102 97.5606 54.778875 
55 2008 263 1.0043943 42.4073 136.8253 54.1903 
56 2006 263 1.004272 28.5631 121.3614 54.378778 
57 2001 266 1.0036325 23.7471 97.4213 53.516906 
58 2000 271 1.0020847 28.2571 122.5228 52.108628 
59 2007 274 1.0013022 23.685 97.4899 51.370371 
60 2004 277 1.0005161 54.9664 146.7935 50.425642 
61 2000 279 0.9997282 42.1931 147.4646 49.910958 
62 2006 282 0.9990674 27.8941 113.5389 49.029592 
63 2001 287 0.9974976 57.3669 153.1051 47.484525 
64 2006 290 0.9967193 23.591 97.361 46.685015 
65 2000 293 0.9959478 54.8492 154.8128 45.737066 
66 2005 298 0.9945526 50.9317 153.7285 44.282269 
67 2003 306 0.9923659 41.8308 135.8636 41.966233 
68 2007 309 0.9916683 27.818 120.1113 41.085209 
69 2004 316 0.9897934 23.4806 97.444 39.068295 
70 2005 319 0.9891749 54.3699 146.3173 38.393868 
71 1999 325 0.9880119 50.4248 154.6879 37.01243 
72 2004 330 0.9870376 40.9704 145.0419 35.948999 
73 2004 343 0.9849653 27.3362 110.2638 33.67161 
74 2007 354 0.9838521 57.2983 153.357 32.701684 
Table D.11. L7 ETM+ Metadata, Filtered Days 
  
  
214 
 
Case B1 B2 B3 B4 B5 B7 
1 0.2771324 0.357253 0.4618849 0.5714395 0.7045493 0.6328791 
2 0.2609579 0.3392403 0.4405753 0.5456895 0.6708123 0.5994051 
3 0.2717125 0.3541944 0.4598937 0.5631752 0.7028626 0.6310005 
4 0.2765343 0.3593275 0.4651832 0.5694058 0.6873346 0.6066956 
5 0.2661288 0.3556702 0.4630202 0.5670957 0.6998242 0.6252441 
6 0.2649492 0.3559522 0.4649435 0.5661352 0.7038443 0.6243793 
7 0.2701793 0.3607529 0.4694657 0.5730333 0.7085479 0.6257947 
8 0.2591429 0.3487585 0.4599955 0.5699053 0.7046792 0.6313461 
9 0.265861 0.3549138 0.4627732 0.5639161 0.6985295 0.6213374 
10 0.2672057 0.3537856 0.462677 0.569892 0.713211 0.635289 
11 0.2650417 0.3565825 0.4673445 0.5740485 0.7130569 0.6350911 
12 0.2707287 0.3545071 0.4624749 0.564114 0.6954024 0.6120148 
13 0.2601769 0.3508564 0.4622221 0.5735265 0.7098782 0.6359692 
14 0.2583772 0.3489376 0.4616508 0.5616937 0.7010797 0.6193786 
15 0.2697097 0.3562552 0.4649959 0.5582652 0.7066974 0.6129267 
16 0.2613622 0.3501076 0.4611197 0.5622807 0.7111445 0.6244766 
17 0.2618126 0.3527332 0.4669329 0.5714309 0.711931 0.6289605 
18 0.2657097 0.3560417 0.4682498 0.5742939 0.7207571 0.6349449 
19 0.260163 0.3503433 0.4646868 0.5732946 0.7178365 0.6394741 
20 0.2654418 0.3562162 0.4675375 0.5642486 0.7094687 0.620273 
21 0.2602601 0.3498558 0.4635653 0.562667 0.7113815 0.6273878 
22 0.2607252 0.35494 0.4703957 0.5780316 0.7194798 0.6417453 
23 0.2600703 0.354954 0.4701476 0.5741635 0.7171892 0.6368631 
24 0.2637115 0.3494441 0.461011 0.5564112 0.700477 0.6128341 
25 0.2642321 0.3567765 0.4702901 0.570997 0.7147493 0.6303942 
26 0.2636935 0.3528654 0.4653766 0.5555726 0.7066599 0.6105646 
27 0.2680305 0.3592555 0.4708576 0.5692086 0.7123324 0.6270378 
28 0.261027 0.3538694 0.4689293 0.5708815 0.7142088 0.6308988 
29 0.260959 0.3548842 0.4700746 0.5714539 0.7180517 0.6337595 
30 0.2599516 0.3538322 0.4695287 0.5737387 0.7165136 0.6350904 
31 0.26324 0.3540026 0.467463 0.5620654 0.7131824 0.6221001 
32 0.2618432 0.351886 0.4654622 0.5643816 0.7110405 0.6267164 
33 0.2632268 0.3568701 0.4711961 0.5741654 0.7168125 0.6364567 
34 0.2576331 0.3503085 0.4655681 0.5651405 0.7127146 0.6292878 
35 0.2605904 0.3537645 0.4671977 0.5597763 0.7035301 0.6138272 
36 0.2615426 0.3504029 0.461828 0.5522868 0.700035 0.6075501 
37 0.260694 0.3548376 0.469978 0.5756266 0.7156521 0.6375033 
38 0.2596442 0.3497946 0.4622964 0.5530033 0.699049 0.6071157 
39 0.2598686 0.3528292 0.4668895 0.5662243 0.7094121 0.6242761 
40 0.2609586 0.3521128 0.4641519 0.5566472 0.699229 0.6098363 
41 0.2608872 0.3496001 0.4622803 0.5606638 0.707797 0.6239607 
42 0.2622105 0.3496259 0.4602779 0.545325 0.6959153 0.5969469 
43 0.2562 0.3470304 0.4594672 0.5590754 0.7053245 0.6220029 
44 0.262467 0.3492882 0.4593475 0.555257 0.7006328 0.6156424 
45 0.2591919 0.3488501 0.4602305 0.5521809 0.6967955 0.6066414 
46 0.2607159 0.3516789 0.4641584 0.5647171 0.7093632 0.6273662 
47 0.2605882 0.3482163 0.4582543 0.5413012 0.6935951 0.5917747 
48 0.2597594 0.3485594 0.4602665 0.5554077 0.7007604 0.6164683 
49 0.2581515 0.3453356 0.4555815 0.5400435 0.6901699 0.5921987 
50 0.260272 0.3500783 0.4615375 0.5523692 0.6947518 0.605662 
51 0.2666083 0.3544009 0.4644343 0.5582294 0.7020998 0.6134429 
52 0.2633697 0.3521144 0.4620352 0.5514254 0.699295 0.6042469 
  
215 
 
53 0.2593838 0.3478715 0.4580759 0.548853 0.6940997 0.6043648 
54 0.2603761 0.351933 0.462949 0.5550748 0.6968271 0.6060544 
55 0.2651253 0.3513543 0.4593517 0.542483 0.692281 0.5919073 
56 0.2624101 0.3523387 0.4627826 0.5484029 0.6926935 0.5953285 
57 0.2623019 0.3509139 0.460275 0.5489634 0.6941876 0.601851 
58 0.2689491 0.3595217 0.4720307 0.5676116 0.7104208 0.6210475 
59 0.2613424 0.3505283 0.461145 0.5522246 0.6967117 0.6048122 
60 0.2661987 0.3561383 0.4664489 0.558199 0.7014256 0.6136317 
61 0.2609999 0.351092 0.4600419 0.5460155 0.6880745 0.5933916 
62 0.2642315 0.3525706 0.4625357 0.5593299 0.7023144 0.6184336 
63 0.2632668 0.3488956 0.4578422 0.5475452 0.691682 0.5994534 
64 0.264655 0.3546205 0.463718 0.5562623 0.6982738 0.6113057 
65 0.2625226 0.3497272 0.4581204 0.5502316 0.6936432 0.6064378 
66 0.2645512 0.3502097 0.4572522 0.5467144 0.6915224 0.6015223 
67 0.2742244 0.3621917 0.4704542 0.5679526 0.6985717 0.6195484 
68 0.2655166 0.3524 0.4592864 0.5528972 0.696414 0.6140369 
69 0.2688644 0.3527427 0.4582127 0.5503414 0.6969628 0.6135586 
70 0.2653133 0.350168 0.4567126 0.5468208 0.6911853 0.6047241 
71 0.2646952 0.3508656 0.4566553 0.5536848 0.6958187 0.6204644 
72 0.269836 0.3558462 0.462461 0.5670757 0.7039398 0.6325696 
73 0.2729995 0.3547328 0.4587874 0.5570846 0.6995145 0.623379 
74 0.2717063 0.3555274 0.4609789 0.5651019 0.7018084 0.6303055 
Table D.12. L7 ETM+ TOA Reflectance, Filtered Days 
  
  
216 
 
 
Surface Reflectance 
Case B1 B2 B3 B4 B5 B7 
1 0.3377315 0.418857 0.525432 0.6223193 0.7116813 0.688234 
2 0.3167619 0.3964393 0.4999515 0.590841 0.675219 0.6488246 
3 0.3302888 0.4145954 0.5230528 0.6141774 0.7107112 0.6873097 
4 0.3388184 0.4230294 0.5308863 0.6224745 0.6958099 0.6613692 
5 0.3249414 0.4179757 0.527841 0.6186924 0.7074334 0.6804223 
6 0.3251742 0.4203664 0.5325971 0.6199563 0.7139621 0.6815917 
7 0.3328771 0.4274064 0.5393859 0.6302078 0.7207592 0.6856086 
8 0.3159151 0.4093317 0.5238619 0.620818 0.711394 0.6859513 
9 0.3264947 0.418782 0.5296189 0.6152519 0.7065139 0.6758203 
10 0.3310016 0.4212106 0.5342238 0.6295607 0.728366 0.6986951 
11 0.3277847 0.4237687 0.5383495 0.6312473 0.725903 0.6953406 
12 0.3338506 0.4194109 0.5300028 0.6180412 0.704831 0.6678634 
13 0.3181856 0.4124047 0.5266913 0.622111 0.7146339 0.6878976 
14 0.317698 0.4131383 0.5305114 0.6202279 0.7144752 0.6809762 
15 0.3342818 0.4239868 0.5360494 0.61744 0.7210911 0.674506 
16 0.324276 0.4177656 0.5335572 0.6262535 0.7291985 0.6918567 
17 0.3218556 0.4166934 0.534761 0.6261176 0.7213302 0.6861737 
18 0.3300269 0.4247765 0.5411735 0.6366948 0.7371108 0.7000009 
19 0.3193711 0.4132329 0.5315221 0.6267304 0.7258228 0.6961108 
20 0.3289139 0.4241591 0.5393428 0.625008 0.7241893 0.6833263 
21 0.321148 0.4156406 0.5343256 0.627225 0.7287358 0.6959565 
22 0.3205978 0.4194931 0.538507 0.6325674 0.7284074 0.6991839 
23 0.3203796 0.4207571 0.5398831 0.6335908 0.7301546 0.699382 
24 0.3249938 0.4138351 0.5287514 0.6145307 0.7130227 0.6736755 
25 0.3257848 0.423612 0.5414124 0.635733 0.7315706 0.6985929 
26 0.326941 0.4209817 0.5381609 0.6213803 0.7256882 0.6793761 
27 0.3321151 0.4278192 0.5436958 0.6315979 0.7282934 0.6920343 
28 0.3214598 0.4193815 0.5390634 0.6311599 0.7275635 0.6941291 
29 0.3230379 0.423204 0.543663 0.6386763 0.7374394 0.7045651 
30 0.3186694 0.4170921 0.5365151 0.6279798 0.7249473 0.6920925 
31 0.3272731 0.4238805 0.5429313 0.6337764 0.7368321 0.6979078 
32 0.3241919 0.4195445 0.5383036 0.632179 0.7310192 0.6983745 
33 0.3255842 0.4245692 0.5432892 0.6363046 0.732131 0.7015472 
34 0.3175009 0.4158752 0.5358005 0.6290347 0.7289561 0.6970008 
35 0.3202078 0.4188907 0.5365619 0.6222951 0.7189384 0.6793953 
36 0.3234312 0.4172231 0.5333023 0.618129 0.7189215 0.6766757 
37 0.3191704 0.4180027 0.5371629 0.6322836 0.7255115 0.6972143 
38 0.3192266 0.4137766 0.5302332 0.6122365 0.7120992 0.6689814 
39 0.3188801 0.4166849 0.534882 0.6230712 0.7202347 0.683957 
40 0.3207029 0.4162113 0.5317142 0.6137868 0.7106009 0.6693775 
41 0.3206102 0.4135484 0.5298804 0.6210521 0.7211812 0.688035 
42 0.3248508 0.4174748 0.5332913 0.6143935 0.7184509 0.6695859 
43 0.3142261 0.4096819 0.5261609 0.6152482 0.7159203 0.6813813 
44 0.3228151 0.4127801 0.526267 0.610603 0.7105606 0.6738678 
45 0.3182988 0.4125094 0.5280674 0.6109755 0.7096325 0.6682778 
46 0.3194355 0.4147163 0.5304276 0.6212488 0.7196368 0.6870997 
47 0.320035 0.4124434 0.5267074 0.6058434 0.7118758 0.660161 
48 0.3192799 0.4133503 0.5295693 0.6207085 0.7188116 0.6862786 
49 0.3178392 0.4097036 0.5242661 0.6020653 0.7065588 0.6574463 
50 0.3199793 0.4145203 0.5302044 0.6126515 0.7089552 0.6688479 
51 0.3290981 0.4209448 0.5343773 0.6220951 0.7184812 0.6803719 
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52 0.3244298 0.4178912 0.5315733 0.6137795 0.7157069 0.6696512 
53 0.3178287 0.4110476 0.525289 0.6094099 0.708545 0.6683589 
54 0.3185154 0.4150294 0.5295185 0.6128616 0.7092985 0.6666871 
55 0.3268958 0.4174277 0.5292419 0.6069282 0.7108689 0.6597387 
56 0.3230417 0.4186331 0.5336052 0.6155906 0.7129694 0.6660478 
57 0.3212674 0.4143957 0.527403 0.6093799 0.7088813 0.6657827 
58 0.3311853 0.4270642 0.5442439 0.6360762 0.730402 0.6934463 
59 0.3204868 0.4145551 0.5290983 0.6123635 0.7113694 0.6680433 
60 0.3290239 0.4247631 0.5398954 0.6282369 0.7240824 0.6880371 
61 0.3196232 0.4145755 0.5272335 0.6042007 0.7016925 0.6543957 
62 0.3241062 0.4162292 0.5295693 0.6159802 0.7135718 0.6784262 
63 0.3224411 0.4115418 0.5241495 0.6048798 0.7041878 0.659993 
64 0.3240156 0.418474 0.5310296 0.6147087 0.7115653 0.6731591 
65 0.3217032 0.4129801 0.5250093 0.608789 0.7070188 0.6687235 
66 0.3238973 0.4132584 0.5235325 0.6051579 0.7050752 0.6636345 
67 0.336386 0.4280764 0.5396826 0.6301716 0.7138392 0.6851943 
68 0.3248626 0.4157368 0.5257029 0.6103704 0.7094966 0.6759254 
69 0.3288001 0.4152627 0.5233575 0.604009 0.7072012 0.6716632 
70 0.322252 0.4100122 0.519507 0.5986643 0.7000757 0.6608245 
71 0.3211189 0.410568 0.5190083 0.604162 0.7032262 0.675871 
72 0.3271746 0.4159499 0.5250148 0.6190041 0.7115667 0.6895977 
73 0.3314235 0.4154275 0.5220742 0.6113881 0.710048 0.6833689 
74 0.3296284 0.4154311 0.5231347 0.613894 0.7077674 0.6843362 
Table D.13. L7 ETM+ Surface Reflectance, Filtered Days 
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Case TOY 
Solar Zen 
Ang Sol El Ang 
Sol Az 
Ang ES Dist 
3 12 56.867 33.133 149.5198 0.98350337 
6 23 55.5207 34.4793 147.2645 0.98426249 
9 28 54.3699 35.6301 146.3174 0.98487142 
12 37 52.393 37.607 144.6639 0.98604134 
15 50 48.6388 41.3612 141.6743 0.98851318 
18 63 44.336 45.664 138.3026 0.99158629 
21 71 41.4094 48.5906 136.1901 0.99372115 
24 79 38.7104 51.2896 133.7919 0.99585352 
27 92 34.2146 55.7854 129.2005 0.9996289 
30 103 30.6211 59.3789 125.0906 1.0027622 
33 114 27.818 62.182 120.1114 1.00567038 
36 122 26.3374 63.6626 115.8946 1.00770358 
39 133 24.4488 65.5512 110.2327 1.01032271 
42 151 23.3157 66.6843 101.7392 1.01384847 
45 156 23.0788 66.9212 100.0613 1.01465559 
48 165 23.227 66.773 98.1057 1.01562628 
51 175 23.591 66.409 97.361 1.01642667 
54 183 23.9084 66.0916 98.1616 1.01668926 
57 199 25.1325 64.8675 102.2892 1.01627926 
60 218 27.3362 62.6638 110.2638 1.01436133 
63 231 29.2089 60.7911 117.7429 1.01209363 
66 236 29.9633 60.0367 121.3272 1.01096768 
69 247 31.8349 58.1651 128.4054 1.00843632 
72 255 33.7542 56.2458 132.5581 1.00645307 
75 263 35.6212 54.3788 137.3764 1.00422853 
78 274 38.6296 51.3704 142.1708 1.00125946 
81 282 40.9704 49.0296 145.042 0.99902608 
84 293 44.2629 45.7371 148.8195 0.99590976 
87 306 48.0338 41.9662 152.3363 0.99233316 
90 319 51.6061 38.3939 154.0905 0.98914831 
93 330 54.051 35.949 154.4224 0.98701618 
96 348 56.8862 33.1138 153.8254 0.98432756 
Table D.14. DIRSIG Simulated L7 ETM+ Metadata 
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Case B1 B2 B3 B4 B5 B7 
3 0.25630452 0.34126537 0.44809697 0.54701305 0.68547968 0.59628213 
6 0.2566815 0.34174951 0.44936685 0.54776002 0.68685508 0.59629228 
9 0.2573842 0.34276538 0.45059546 0.54921899 0.68774383 0.59731362 
12 0.25784578 0.34397971 0.45195357 0.55092445 0.68823438 0.60237192 
15 0.25934977 0.34588921 0.45459417 0.55236751 0.69257128 0.60524114 
18 0.26092468 0.34863751 0.45754551 0.55568809 0.69711899 0.61332395 
21 0.26192467 0.35000612 0.45949054 0.55715144 0.69978922 0.61633937 
24 0.26273082 0.3512931 0.46179158 0.55812619 0.70188303 0.61822812 
27 0.26415803 0.35423223 0.46465557 0.56228222 0.70494274 0.6209843 
30 0.26552577 0.35582497 0.46738356 0.56461424 0.70902757 0.62669265 
33 0.26644818 0.35708073 0.46997329 0.56591215 0.71091688 0.62732481 
36 0.26694263 0.35842735 0.47064232 0.56797821 0.7132433 0.63087977 
39 0.2676663 0.35927488 0.472382 0.56918874 0.71489058 0.63182314 
42 0.26845183 0.3600395 0.47347286 0.56998338 0.7158008 0.63311717 
45 0.26858362 0.36017433 0.47359108 0.57059225 0.71656544 0.63379348 
48 0.26889443 0.36071544 0.47457266 0.57058928 0.71695175 0.63215388 
51 0.26893665 0.36093794 0.47372794 0.57000647 0.7153105 0.63170039 
54 0.26886433 0.36024982 0.47267297 0.56973105 0.7150509 0.63097274 
57 0.26906601 0.36042808 0.47296518 0.56980141 0.71460911 0.63310926 
60 0.26845515 0.35933829 0.47143904 0.56812682 0.71276585 0.62997906 
63 0.26787329 0.35854199 0.47035819 0.56707937 0.71099417 0.62687536 
66 0.26737008 0.35803343 0.46940542 0.5656412 0.71040921 0.62739793 
69 0.26648863 0.35643013 0.46792787 0.56417873 0.70820909 0.62334524 
72 0.26586917 0.35566609 0.46627567 0.5632935 0.70629947 0.62163569 
75 0.26514163 0.35438283 0.46510642 0.56205974 0.70401504 0.61903739 
78 0.26409212 0.352632 0.46276824 0.55937751 0.70163486 0.6191342 
81 0.26318012 0.3514471 0.46127702 0.55839809 0.69972776 0.61628524 
84 0.26190303 0.3493281 0.4587827 0.55641457 0.69765652 0.61134848 
87 0.26052764 0.34726776 0.45573441 0.55313602 0.69473295 0.60588515 
90 0.25902275 0.34471248 0.4530789 0.55061624 0.69098658 0.6041696 
93 0.25803762 0.34340985 0.45082127 0.54995196 0.68956557 0.59969728 
96 0.25648867 0.34097748 0.44866338 0.54758319 0.68462117 0.5978526 
Table D.15. DIRSIG Simulated L7 ETM+ TOA Reflectance 
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Case B1 B2 B3 B4 B5 B7 
3 0.32405084 0.41508607 0.52485294 0.61022794 0.70531912 0.67300627 
6 0.32382669 0.41468859 0.52486685 0.61048008 0.70565253 0.67075049 
9 0.3242116 0.41509109 0.52546668 0.6112824 0.70591026 0.67038767 
12 0.32392238 0.41513944 0.5256424 0.61208279 0.70555713 0.67348376 
15 0.32416729 0.41507401 0.52627995 0.61336089 0.70817278 0.67303724 
18 0.32409813 0.41564071 0.52749048 0.61485486 0.71098411 0.67765855 
21 0.32422886 0.41595543 0.52866194 0.61670382 0.71319222 0.67920009 
24 0.32423426 0.41650444 0.52965636 0.61741999 0.71515292 0.67974006 
27 0.32407639 0.41743197 0.53201083 0.62030867 0.71726489 0.68013139 
30 0.32424615 0.41806856 0.5336546 0.62232959 0.72074755 0.68466775 
33 0.3242974 0.41847218 0.53529427 0.6240977 0.72190556 0.68428963 
36 0.32409429 0.41910665 0.53609088 0.62505687 0.72418531 0.6876377 
39 0.32407187 0.41923785 0.5374232 0.62645684 0.7250153 0.68765234 
42 0.32412892 0.41972928 0.5381133 0.62754254 0.7267924 0.68942547 
45 0.32414137 0.41962617 0.53788395 0.62745037 0.72678076 0.68973881 
48 0.3240575 0.41974569 0.53813537 0.62753712 0.7270272 0.68771625 
51 0.32405579 0.41973515 0.53789975 0.6268742 0.72568795 0.6873897 
54 0.3241608 0.4195034 0.53726351 0.62702068 0.7258568 0.68706377 
57 0.32419267 0.41925425 0.53663601 0.62622155 0.72509041 0.68893673 
60 0.32420971 0.41895152 0.53580055 0.62499226 0.72313027 0.68621688 
63 0.32425135 0.41857021 0.53462006 0.62336845 0.72157433 0.68331192 
66 0.32401441 0.41820048 0.53439485 0.62275431 0.72118464 0.6844177 
69 0.32408172 0.41771547 0.53321513 0.62152959 0.71962347 0.68123623 
72 0.32410414 0.41747378 0.53234601 0.62094998 0.71759282 0.68002213 
75 0.32399991 0.41702658 0.531493 0.61956494 0.71582575 0.67828018 
78 0.32413034 0.41649005 0.52991855 0.61802864 0.71429361 0.67994194 
81 0.32396687 0.4162161 0.5292288 0.61673206 0.71277256 0.678298 
84 0.32407073 0.41552436 0.5278719 0.61527798 0.71154836 0.67520428 
87 0.32423227 0.41541206 0.52682946 0.61359024 0.71028133 0.6727578 
90 0.32410323 0.41484743 0.52600208 0.61188619 0.70808997 0.67468838 
93 0.32401065 0.41491477 0.52497649 0.61117309 0.70701246 0.67195681 
96 0.32407307 0.41467346 0.52498056 0.6106164 0.70402889 0.67453591 
Table D.16. DIRSIG Simulated L7 ETM+ Surface Reflectance 
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Case Date Sol Zen Ang Sol El Ang Sol Az Ang ES Distance 
1 76.99795 42.0287 50.4 130.2087 0.99518144 
3 98.248195 34.8116 52.9 122.2944 1.00152493 
5 111.733225 31.3605 61 116.7582 1.00505996 
7 151.50895 26.2384 67.6 98.8929 1.01391029 
9 169.734925 26.5255 64.7 95.0569 1.01546848 
11 170.99869 26.5652 62 94.9941 1.01620018 
13 172.98565 26.6413 66.1 94.9361 1.01656568 
15 173.752675 26.7149 62.2 94.9245 1.01633632 
17 176.49205 26.8685 63.8 94.9632 1.01651871 
19 177.0034 26.8959 64.6 94.9789 1.0165236 
21 178.749295 26.9947 60.3 95.0736 1.01656902 
23 182.9935 27.2608 63.2 95.5017 1.0166564 
25 183.749568 27.3018 61.1 95.5816 1.01669204 
27 186.244225 27.4216 66.7 95.8262 1.01674092 
29 187.500685 27.565 59.7 96.1958 1.0167172 
31 190.261975 27.7709 63 96.7936 1.0167228 
33 197.493925 28.2573 65.5 98.461 1.01652086 
35 202.998243 28.7697 60 100.6209 1.01611698 
37 205.748575 29.0243 60 101.6901 1.01587105 
39 207.501775 29.1859 58.1 102.4135 1.0156858 
41 210.248455 29.4566 58.6 103.6042 1.01526845 
43 218.240125 30.2042 63.6 107.0009 1.01433563 
45 222.257875 30.7734 60 109.5729 1.01349163 
47 226.250058 31.2532 56.9 111.6713 1.0128305 
49 232.751508 32.156 56.3 115.3403 1.01171231 
51 236.750995 32.7579 56.2 117.6323 1.01088476 
53 239.501328 33.2047 54.1 119.2365 1.01008046 
55 241.50655 33.57 57.3 120.4551 1.00988448 
57 242.25166 33.6812 54.7 120.8399 1.00947666 
59 244.245925 34.0531 56.5 122.0626 1.00900996 
61 245.487775 34.2795 52.3 122.7619 1.00892591 
63 247.49665 34.4879 59.5 123.3906 1.00844336 
65 249.998613 35.1194 54 125.3115 1.00751972 
67 251.49979 35.4463 52.4 126.1815 1.00740206 
69 253.742425 35.9216 53.7 127.4834 1.00684428 
71 255.499278 36.2764 51.2 128.4077 1.00609434 
73 265.996563 38.7051 50.5 133.958 1.00325191 
75 270.251725 39.8237 51 136.0959 1.00209379 
 Table D.17. DIRSIG Simulated L5 TM Metadata 
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DIRSIG Best Fit Scaled to L5TM TOA Reflectance 
Case Band 1 Band 2 Band 3 Band 4 Band 5 Band 7 
1 0.2436261 0.33520664 0.43736971 0.51925519 
 
0.573112664 
3 0.24601602 0.33884689 0.4426303 0.5233137 
 
0.580613104 
5 0.24710953 0.34107047 0.445612 0.52589735 
 
0.583692576 
7 0.2491853 0.34377391 0.44891253 0.52914883 
 
0.586322013 
9 0.24940757 0.34388498 0.44894528 0.52942885 
 
0.586100409 
11 0.24968669 0.34424172 0.44904155 0.52984099 
 
0.587148555 
13 0.24986547 0.34446002 0.44930986 0.53057503 
 
0.58796198 
15 0.24974682 0.34426825 0.44904324 0.53014255 
 
0.584575695 
17 0.24967254 0.34434015 0.449104 0.529442 
 
0.585577687 
19 0.24973548 0.34416779 0.44886266 0.52957546 
 
0.5857253 
21 0.2496415 0.34398156 0.44894153 0.52955015 
 
0.586291325 
23 0.2496069 0.34382 0.44866521 0.52928763 
 
0.584269386 
25 0.24954838 0.34397102 0.44850633 0.52952013 
 
0.584526031 
27 0.24967421 0.34411603 0.44867869 0.52960506 
 
0.585215125 
29 0.24981939 0.34428763 0.44888569 0.5291906 
 
0.585950523 
31 0.24978662 0.34415678 0.44902221 0.52911242 
 
0.587062049 
33 0.24980017 0.34400299 0.4487218 0.52912348 
 
0.585934181 
35 0.2496254 0.34382295 0.44910721 0.5290962 
 
0.584754493 
37 0.24960546 0.34370851 0.44854759 0.5284992 
 
0.585906772 
39 0.24939407 0.34359447 0.44836544 0.52858945 
 
0.583036553 
41 0.2493379 0.34316524 0.44773845 0.52846214 
 
0.584105458 
43 0.24902805 0.34297712 0.44699377 0.52759391 
 
0.58380749 
45 0.24886253 0.34281087 0.44667316 0.52703816 
 
0.582636654 
47 0.24875153 0.34248127 0.44687325 0.52734025 
 
0.581181128 
49 0.24835819 0.3418228 0.44580879 0.52684411 
 
0.58191083 
51 0.24820901 0.34164904 0.44508884 0.52556974 
 
0.581175607 
53 0.24783756 0.34119972 0.44476974 0.52513728 
 
0.579503906 
55 0.24772292 0.3408608 0.44422196 0.52544346 
 
0.581718299 
57 0.24766555 0.34075153 0.44443653 0.52456307 
 
0.581999279 
59 0.24762867 0.34054852 0.44446012 0.52465905 
 
0.580280073 
61 0.2473619 0.34057956 0.4444486 0.52483947 
 
0.581741536 
63 0.24738448 0.34027387 0.44399745 0.52450153 
 
0.578898723 
65 0.24721603 0.34004238 0.44355494 0.52411953 
 
0.57852621 
67 0.24707761 0.339945 0.44333924 0.52380933 
 
0.580730874 
69 0.24701207 0.33963769 0.44281318 0.52403713 
 
0.579764837 
71 0.24667141 0.33926249 0.44261795 0.52329908 
 
0.577720617 
73 0.24592987 0.33811438 0.44046139 0.52201864 
 
0.577834018 
75 0.24552957 0.33749707 0.44011332 0.52132182 
 
0.573901777 
 Table D.18. DIRSIG Simulated L5 TM TOA Reflectance 
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DIRSIG Best Fit Scaled to L5TM Surface Reflectance 
Case Band 1 Band 2 Band 3 Band 4 
Band 
5 Band 7 
1 0.248311 0.375482 0.485453 0.580668 
 
0.637092 
3 0.248227 0.376421 0.488218 0.584038 
 
0.641599 
5 0.248226 0.377056 0.490117 0.585878 
 
0.643297 
7 0.248223 0.378067 0.492385 0.588857 
 
0.645218 
9 0.248266 0.377916 0.492390 0.589105 
 
0.645261 
11 0.248162 0.377818 0.492204 0.588742 
 
0.645728 
13 0.248177 0.377802 0.492159 0.589168 
 
0.646253 
15 0.248330 0.377840 0.492101 0.589042 
 
0.642970 
17 0.248226 0.377859 0.492359 0.588651 
 
0.644230 
19 0.248309 0.377966 0.492078 0.588851 
 
0.644506 
21 0.248267 0.377839 0.492142 0.588775 
 
0.645166 
23 0.248352 0.377725 0.492083 0.588481 
 
0.643088 
25 0.248253 0.377900 0.491860 0.588729 
 
0.643337 
27 0.248255 0.377949 0.491735 0.588677 
 
0.643854 
29 0.248379 0.377771 0.492034 0.588230 
 
0.644603 
31 0.248347 0.377577 0.491874 0.588089 
 
0.645652 
33 0.248315 0.377505 0.491580 0.587664 
 
0.644277 
35 0.248252 0.377510 0.491483 0.587919 
 
0.643118 
37 0.248337 0.377631 0.491097 0.587518 
 
0.644542 
39 0.248193 0.377563 0.491115 0.587300 
 
0.641402 
41 0.248297 0.377425 0.490862 0.587166 
 
0.643027 
43 0.248171 0.377416 0.490406 0.586871 
 
0.642769 
45 0.248147 0.377293 0.490252 0.586460 
 
0.641534 
47 0.248283 0.377214 0.489992 0.585956 
 
0.640050 
49 0.248196 0.376821 0.489653 0.585875 
 
0.641250 
51 0.248203 0.376700 0.489108 0.585230 
 
0.640748 
53 0.248155 0.376714 0.489162 0.584640 
 
0.639379 
55 0.248179 0.376419 0.488721 0.585039 
 
0.641702 
57 0.248215 0.376658 0.489005 0.584515 
 
0.642351 
59 0.248310 0.376465 0.488767 0.584504 
 
0.640691 
61 0.248315 0.376542 0.488656 0.584692 
 
0.642136 
63 0.248197 0.376370 0.488528 0.584390 
 
0.639334 
65 0.248257 0.376359 0.488396 0.583796 
 
0.639009 
67 0.248170 0.376211 0.488221 0.583458 
 
0.641334 
69 0.248176 0.376322 0.487921 0.583773 
 
0.640542 
71 0.248140 0.376046 0.487649 0.583633 
 
0.638828 
73 0.248276 0.375829 0.486538 0.582005 
 
0.639822 
75 0.248168 0.375731 0.486094 0.581857 
 
0.636224 
 Table D.19. DIRSIG Simulated L5 TM Surface Reflectance 
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