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P R E S E N T A C I Ó N 
En 1962, James Watson y Francis Crick recibieron 
el premio Nobel de Medicina por su descubrimiento de la e_s_ 
tructura helicoidal del ADN mediante fotografías de difra£ 
ción de rayos X El conocimiento experimental de la estruc 
tura molecular de sustancias cristalizadas a partir de sus 
fotografías de difracción se fundamenta en la siguiente ley 
física de Lawrence Bragg: 
Sea. p(x) la función de densidad electrónica de 
una sustancia cristalizada, si se incide un haz paralelo de 
rayos X monocromáticos sobre ella, entonces la radiación 
difractada que llega a una punto "3 q.u.e esté suficiente--
mente lejos del cristal es precisamente la transformada de 
Fourier p( ^  ) . 
Aparte de esta presentación más o menos divertida 
del tema, desde el punto de vista matemático, nos interesa 
relacionar las propiedades que hay entre una función o dis-
tribución que tenga su soporte en un subconjunto de IR ^ 
su transformada de Fourier, esto es lo que constituiría un 
teorema de extensión. 
Un teorema de restricción es el dual del problema 
anterior: dada una función definida en IR decir como 
es su transformada de Fourier sobre un subconjunto pre-
fijado de IR 
Aunque C. Fefferman y E. Stein ya habían obtenido 
n-1 ^ ^n 
teoremas de restricción sobre la esfera S de IP. para 
estudiar los operadores de Bochner-Riesz, [loj, el primer 
teorema completo de restricción de la transformada de 
Fourier que aparece en matemáticas es debido a A. Zygmund • 
( [.36] , 1973) • 
Dada una función f S L {IR ) , entonces su trans 
formada de Fourier f { E,) existe en casi todo punto de 
1 2 la circunferencia unidad S de IR y se cumple además 
f (?) Pda 
1/q 
< C f 
P LP(1R2) 
(1) 
para 1 ^ p < 4/3, q = p'/3. 
Posteriormente se ha estudiado la restricción so-
bre curvas y superficies más generales quedando de manifie_s 
to que la curvatura es fundamental. La "redondez", al con-
trario de lo que sucede con los multiplicadores, da buenos 
resultados de restricción. 
El objectivo de esta memoria es estudiar la r e s — 
tricción de la transformada de Fourier desde el punto de 
vista del análisis armónico geométrico. Está dividida en • 
cuatro capítulos: 
El capítulo I es introductorio, en él he preten-
dido dar un enfoque original y desde el punto de vista geo-
métrico de lo conocido sobre restricción de la transformada 
de Fourier hasta el momento. 
El capítulo II contiene el resultado más impor--
tante de este trabajo: 
cumple 
Dada la superficie de un cono en IR se 
f(C) \ ^ d O 
1/q 
< C f 
P " L P ( ] R ^ 
2) 
para toda función f G L {3R ) con 1 á p < 4/3, q = —p' 
y donde da es la medida tal que, si parametrizamos el 
cono en coordenadas polares 'r eos 9. r sen 9, r ) , es 
da = dr d9. La desigualdad es falsa para otros índices 
P/q-
A pesar de que lo mejor sería obtener la restri£_ 
2 
ción sobre la esfera unidad S , problema que aún sigue -
abierto, es este último el primer resultado completo que 
3 
aparece para superficies en IR . 
En el capítulo III se estudia en qué medida la 
desigualdad (2) deja de ser cierta en el extremo p = 4/3 
Contiene también un teorema de restricción para series de 
Fourier en el plano. 
- 9 -
El capítulo IV trata de la restricción sobre cur-
vas en el plano del tipo (t, t ) , k > 2, y se mejoran los 
resultados sobre la misma de .'.. Ruíz [22] y P. Sjolin [23] . 
Después se estudia la superficie del "cono" cuyas secciones 
sean como la curva (t, t ). 
Las demostraciones son en su mayoría geométricas 
y permiten entender mejor el papel que juega la curvatura 
en estos temas. 
Los dibujos que aparecen son más bien cualitati-
vos y prentenden dar una idea de como actúa la geometría. 
Así por ejemplo, los rectángulos de las descomposiciones 
son en realidad mucho más largos y finos que los dibujados. 
A lo largo de las demostraciones pueden ir apareciendo di--
ferentes constantes,que para no hacerlas más pesadas se 
indican siempre con la misma letra 
Por último quiero dar las gracias a Carolina y a 
Paloma, por su gran esfuerzo en mecanografiar esta memoria, 
a Rocío, por sus dibujos, y a todos mis compañeros de esta 
División de Matemáticas, en especial al profesor Antonio Cor 
doba por su aliento constante, sin cuyo estímulo no habría 
tenido la suficiente fe para terminar todos estos cálculos. 
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C A P I T U L O I 
I n t r o d u c c i ó n 
íí^_'íB^í?§I!9?MADA_DE_F0URIER. -
Dada una función f: IR -> CC se define la transfor-
mada de Fourier de ~ como la función 
f(?) j- , . -27T iX .5 _, f(x) e ^ dx 
3R 
donde x.^ = ^i?i "*" ^2^2 X E si 
n^ n 
C = (C 1 ,?2' • • •'^n^ ' '^^ " dx^.dx2 
Lebesgue de 3R 
"^ 1 ' ^ o ' * ' ' ' ^r 
.dx es la medida de 
n 
En p r i n c i p i o e s t a d e f i n i c i ó n e s m e r a m e n t e f o r m a l 
y habrá que ver l a s condic iones que puedan imponerse a l a función f para 
q u e l a i n t e g r a l q u e d e f i n e su t r a n s f o r m a d a de F o u r i e r s e a 
una e x p r e s i ó n q u e t e n g a s e n t i d o . 
1 .2 
ill ^  
Si f e L (IR ) entonces existe f (^  ) ^ 
f||, además f e C (IR ) , es decir, f{^) 
tínua y lim fiE.) = O (lema de Riemann-Lebesgue' 
Ir I -^ 00 
es con-
1 í-i 
Luego si f e L (IR ) 
sentido restringir 
de IR . 
es continua y tiene 
a un punto o a cualquier subconjunto 
Si f e L (IR ) H L (IR ) se demuestra que 
f|| lo que permite extender el operador T(f) _= f, 
rué en principio está definido sólo en el subespacio denso 
2 ,„n L-'-(nR ) n L (]R ) a un operador lineal continuo 
L^Cm'') -> L^ím'': 
Además se tiene la fórmula de inversión de Fou-
rier 
f (x) 
IR 
f ( ?,) e di, 
de L^ (m") n L^dR^") para toda función 
cuperar "" a partir de f. Luego 
y podemos re-
1 . 3 La aplicación '. : L (m ) -> L (IR ) definida por 
T(f) = f es una isometría (teorema de~Plancherel). 
De 1.2 1.3 por interpolación (véase pág. 47) 
obtenemos 
1.4. (Desigualdad de Hausdorff-Young) 
fll á ||f 
p ' p 
para toda función f S L^ (IR ) 
dual de p, es decir — + — 
p p 1 
con 1 á p á 2, p' es el 
= 1 
Resultado que nos dice que si f 6 L (IR ) con 
1 á p ^ 2 entonces existe su transformada de Fourier y 
además nos da información de como es en cierto modo su "ta-
maño . 
Observemos que de 1.4 en particular se deduce 
que dada una función ' de L (IR ) con < p á 2.. 
f ( C) existe en casi todo punto de IR . Sin embargo, da-
do un subconjunto de medida nula de 3R no podemos aseg_u 
rar en principio que se pueda restringir " a él. 
La transformada de Fourier tiene un buen compor-
tamiento con respecto a las rotaciones, traslaciones y di-
lataciones de IR : 
1.5 La transformada de Fourier conmuta con las rotaciones 
Una rotación p* alrededor del origen vendrá dada 
por una matriz ortogonal con det -i-1 , 1.5 afirma que 
dada una función " entonces (f o p) (5) = f{p(^))/ es 
• decir, que si giramos el espacio IR , le aplicamos 
y calculamos la transformada de Fourier, es lo mismo que si 
calculamos la transformada de Fourier y componemos con el 
giro 
f (x) 
f (C) 
-> f (px) 
f (p(? 
La trasladada de por el vector h, I^ T.'^ ' ^^ 
la función T, (f(x) = f(x-h), entonces 
h 
1.6 (T^f)"(?) = e 2Trih.Cj(^) 
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En c u a n t o a d i l a t a c i o n e s , s 
((¡)^ f) (x) = f (6x) 
y escribimos 
o 
Como se comprueban sin más que hacer algún cam-
bio de variable en la definición. 
Otra observación importante es la relación entre 
la suavidad de una función y el decrecimiento de su trans-
formada de Fourier en el infinito: 
1. 8 £i. a = (a . , a2 ' a ) es un multiíndice 
(D°'f) " (5) = (-27TÍ C)'^ f (?) 
TEOREMAS DE RESTRICCIÓN.-
Dada una función localmente integrable 
f e L . (IR ) y dado un subconjunto M C 3R , podemos loe -^  / n-
preguntarnos si tiene sentido restringir la transformada de 
Fourier de ", f, a M. 
Una manera más precisa de plantear este problema 
es controlar el "tamaño" de " sobre ri en relación con 
el "tamaño" de " y un buen procedimiento para estudiar 
14 
esto es averiguar en que espacios L están. 
Dado M C 3R _ una medida sobre M buscare_ 
mos pues desigualdades del tipo 
1.9 ( ícal'^ dy)^/^ ú c 
M P'^ LP(IR^) 
para ciertos índices P/q y para toda función 
L P ( ] R ^ ) . 
de 
Obsérvese que un resultado como 1.9 implicaría 
automáticamente la existencia de f(?) en casi todo punto 
de M, lo cual no deja de ser paradójico, pues íl pue_ 
de ser perfectamente de medida nula en IR y en princi--
pio tanto " como su transformada " están definidos sa_l_ 
vo en conjuntos de medida nula. 
Para evitar este problema, 1,9 se estudia como 
una desigualdad "a priori", es decir, se establece para 
funciones de una clase densa en L (IR ) para los que to-
do tenga sentido, como por ejemplo las funciones de la 
clase de Schwartz S(IR ) , con lo que tendríamos el opera-
dor 
T : L^CR"^) ^ L*^(M, \ 
-> f 
M 
como una extensión por densidad. 
es el "operador restricción", 
podemos considerar su adjunto 
< P, q 
T* : L'^' (M, y) -> L^' (M^) 
que está definido por 
T*g = (g dy) 
ya que 
<Tf, g> f g dy = 
M 
f (g dy) dx = <f, T* g> 
m 
T* es entonces un "operador de extensión". 
De este modo, probar 1.9 equivale a probar que 
T* es continuo, es decir, que se cumpla la desigualdad 
M n 
(g dy)"(?) P' dC) ^^^' á C ( g(x) l'^ 'dy (X) ) ^^'^' 
M 
para toda g G L^ (M, y ) . 
Esta es la dualidad restricción-extensión que 
presentan estos teoremas y suele ser muy útil, ya que gen^^ 
raímente es más sencillo tomar una función que tenga su s£ 
porte en 11 y calcular la transformada (g dy)" que pro 
bar 1.9 directamente. 
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LA RESTRICCIÓN SOBRE RECTAS.-
Vamos a ver que no hay restricción de la transfor^ 
mada de Fourier a rectas, o más generalmente, no hay res--
tricción a variedades lineales de IR 
Para mayor simplicidad tomaremos n = Como la 
transformada de Fourier conmuta con rotaciones y se compor_ 
ta bien con traslaciones, podemos suponer que la recta 
es la recta x = O tomando una " que sea 
f (x, y) = g (x) . h (y) 
será 
f (?, n) = g(?) . h(Tl) 
y como 
f (?, n) I r^Q = g(o). hín: 
si esta restricción tuviera sentido para casi todo V\ S IR, 
existiría g(0), y esto es en general falso, pues si 
no es integrable no existe g{0). 
Podemos dar también una demostración geométrica 
del mismo hecho. Dada la recta tomemos un rectángulo 
de anchura 6 > O y longitud tal como en la figura 
y 
si para algún p^q fuera 
L'^(r) 
á C f 
tomando como la función característica del rectángulo 
R, se tendría 
1? 
L^(r) 
pero si f = X„, será f(x) = X„(-x). Por el principio de R R 
incertidumbre (ver pág. 56) " tendrá su soporte en el re£ 
tángulo dual de R, de dimensiones 1 x 6 " |f(x)| en 
su soporte es del orden de la medida de R, es decir 
18 -
p - 1 
f|| ^ (6-^ 6P)^/P = 6 P 
luego sería 
P-1 
1 á C ó P 
para todo 6 > o , haciendo 6 -> O llegamos a una contra-
dicción . 
EL CONTRAEJEMPLO DE L. SCHWARTZ DE LA SÍNTESIS ESPECTRAL. 
En 1948 Laurent Schwartz dio el primer ejemplo de 
un conjunto que no es de síntesis espectral para el álge--
1 3 bra L (IR ). Daremos este ejemplo ya que probablemente 
es la primera vez que aparece la restricción de la trans--
formada de Fourier en el análisis matemático. 
Recordemos algunas definiciones y resultados: 
Sea un grupo abeliano localmente compacto, 
entonces existe una medida de Borel positiva. invariari 
te por traslaciones, tal que 
]J(V) = sup {y(G) I G C V, G compacto 
y{E) = inf {iJ(U)| E C U, U abierto 
para todo "" abierto y " medible. 
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Esta medida es única en el sentido de que si 
es otra medida con las mismas propiedades, entonces existe 
a > O tal y = av , "• se llama una medida de Haar. 
Sea el grupo de los complejos de módulo uni-
dad con la multiplicación, llamaremos grupo dual de 
al grupo de homomorfismos continuos de ~ en 
G = Hom(G, '. 
1 
Dada f G L (G), se define la transformada de 
Fourier de " como la función f : G -> (C definida sobre 
los caracteres y Q G por 
f(Y) = I f(x) Y(x) dy(x: 
G 
En el grupo dual de G, G, introducimos la topo-
logía más débil que hace las transformadas de Fourier 
continuas para todo f 6 L (G). Se tiene entonces el teo-
rema de dualidad de Pontryagin que afirma que el dual de 
es C, es decir (G)~ = G, y un teorema de Plancherel 
y una fórmula de inversión de Fourier como en el caso de la 
tranformada de Fourier usual. 
L (G) es un álgebra de Banach con el producto de 
convolución y se cumple 
(f * g) " = f , g 
20 • 
l u e g o í C G . c o n j u n t o 
I ( Y ) = { f G L ^ ( G ) 1 f ( Y ) V y S Y 
1 
es un ideal cerrado de L (G). 
1 
Si es un ideal cerrado de L (G) se llama 
envoltura de al conjunto 
Z (K) = { Y G G I f (Y ) V f 6 K} 
Sea Jo(Y) el conjunto de las f S L M G ) tales 
que ¿ ( Y ) = O para toda en algún entorno de (el 
entorno puede variar con f ) . J Q ( Y ) no tiene por qué ser 
un ideal cerrado, sea pues J(Y) la clausura de J Q ( Y ) 
1 
en L (G) , entonces se tiene la inclusión 
J{Y) C I (Y) 
siendo J(Y) el ideal cerrado más pequeño con Z(K)=Y, 
mientras que I (Y) es el más grande "" con Z(K) = 
Es pues natural preguntarse si = Z{K) deter-
mina 
1 ^  Definió ion Un subconjunto cerrado Y C G es un con-
j unt o de síntesis espectral si I(Y) = J(Y) . 
Son conjuntos de síntesis espectral, por ejem-
plo, los conjuntos finitos, el conjunto de Cantor, cada 
2 . , ^ . . ^ 
conjunto de 3R cuya frontera sea una unión fxnita de 
segmentos, etc. 
Teorema Schwartz) 
2 3 
La esfera unidad S en 3R no es un conjunto 
1 3 de síntesis espectral para L (IR ) 
Demostrac ion 
00 3 o 
Sea C [M ) el conjunto de las funciones C 
c 
3 
con soporte compacto definidos en IR . Al ser 
E = {f f g C (IR ) } 
c 
1 3 
un subespacio denso de L (3R ) , definimos el operador 
lineal 
L(f) 
IR 
3_f 
3 8x da 
para toda oo 3 f(x, y, , de C (IR ) , siendo da la 
c 
medida de Lebesgue singular sobre la esfera S . 
Probaremos que 
13 L (f) á 4TT f 
L^ (IR^) 
22 
luego es continuo sobre - tendrá una única exten-
1 3 
sión a L (IR ) 
Sea 
1 3 
a clausura en L (IR ) de 
{ f f e C (IR ) 
' c 
en un e n t o r n o de S } 
y s e a l a c l a u s u r a de 
r - 1 • ° ° 3 I { f f e C ( ] R ) f = 
' c ' 
m S^} 
1 3 
Tanto como son ideales cerrados de L (IR ) 
con J C I Sin embargo la inclusión es estricta, puesto 
que L(g) = O para toda función de mientras que 
existen funciones de tales que L(h) F O, basta con 
oo 3 
tomar por ejemplo como una apropriada f S C (IR ) con 
f = h 
"Para probar .13 observemos que 
L(f) TT— (x,y,z) da(x,y,z; 
o X 
' 8f -(-?r—) (x,y,z)(dC7) (x ,y , z) dxdydz 
o X 
2TTÍ I X f (x,y,z)(dO) (x,y,z) dxdydz 
luego 
L(f)| S sup I X (dcí (x ,y , z) 
x,y, z L^ (IR"^ ) 
23 
Y sólo nos resta ver que 
14 sup |x da(x,y,z)| £ 4 
x,y , z 
para ello calcularemos 
da (x, y , z ) -2Tri (x^+yn + zY ) , ,r e ^ I i ' da(5,n ,Y 
como da sólo depende de la distancia al origen 
2 2 2 1/2 (x +y +z ) , es suficiente con calcular da en 
(x,y,z) = (r,0,0), usando coordenadas esféricas 
d a { r , 0 , 0 ) = 
2 ^ 
O 
2 i T Í r e o s 6 r, -,n -,± 411 s e n r 
e s e n 9 d6dd)= 
O 
de donde obtenemos 1.1' 
FUNCIONES_RADIALES_y_FUNCIONES_DE_BESSEL.-
Una función : 3R -^  (C se dice que es radial si 
su valor sólo depende de la distancia al origen. Si " es 
radial escribiremos 
15 f (x) = f( X ) = f(r) x 
y de este modo, en cierta manera puede tratarse como una 
función de una variable en vez de una función de varia-
bles. 
24 
16 
IR 
Por ejemplo, con la expresión del cambio a polares 
,n-l 
f(x) dx L'í f(rx') da(x') r" ^dr 
rx 
una función radial se integra sencillamente como 
f(x) dx = C I f(r) r" ^ dr 
TR " J O 
Al conmutar la transformada de Fourier con rota--
ciones, si tomamos una función radial al ser ésta in-
variante frente a rotaciones resulta que su transformada 
de Fourier es también una función radial. Más precisamente, 
1 n 
si f e L (]R ) 
-(n-2; 
f(r) = 2iTr 
O 
f{s) J (^2'n-rs) s'^ '^ d^s 
n-2 
donde" J , es la función de Bessel de orden ^ 
n-2 2 
De esta forma, las funciones de Bessel juegan un 
importante papel en el análisis armónico y su conocimiento 
resulta vital para calcular ciertas transformadas y acotar 
operadores. 
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Las funciones de Bessel J pueden definirse asi 
19 Definición 
J (t) 
n 
(t/2) n 
n^^)r(|) 
i t s , . 2 , 2 
e ( 1 -s ) ds 
1 1 
Para n = y, n = —x- (pasando al límite cuando 
resultan simplemente 
-h 
1 . 20 J .(t) = / - — eos t 1 / TTt 
J 1 {t) = / —— sen t 
1 / irt 
Para n S O entero J (t) son los coeficientes de Fourier 
n 
de una función sencilla 
1 ,22 it sen in9 V X  'j 
> J (t) e (con J 
n = -™ 
= (-1)"J ) 
-n n 
Expresiones más explícitas de J ( t ) , pueden ob-
n 
tenerse cuando 
fórmula de recurrencia 
es un múltiplo entero de — mediante la 
1 .23 -^(t-^J (t)) = dt n -^"" ^n.l^^: 
En todas las estimaciones con funciones de Bessel 
es necesario conocer el comportamiento asintótico, del que 
las fórmulas 1.20 y 1.21 dan ya una idea. 
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1.24 J (t) = 
n — eos ( .- V - V 
TTt 2 4 
0(C-^/^ 
La demostración es muy sencilla mediante aplicación 
del teorema de Cauchy que permite expresar 
its 2 2 
e (1-s ) ds 
-1 
=-(I^+l2) 
O 
estimando I , I^ a partir del desarrollo de Taylor de 
* 1 z 
2 "--y 
(y j-^ 2iy) '^ en los respectivos integrandos . 
Teniendo en cuenta más términos de tal desarrollo, 
se pueden obtener expresiones asintóticas tan precisas 
como se quiera de J (t). Como consecuencia de 1.24 
n 
1 .25 J (t) = 0(t ) 
n 
O) 
1 .26 J (t) = 0(t ) 
n 
La función t J (t), no sólo está acotada en el en-
n 
torno del origen, sino que es una función entera cuando se 
permite a tomar cualquier valor complejo. 
Puede definirse J (t) para 
n 
= y- con 
27 
Re(n) = y > -j y entonces .25 y 1.26, ) una repetición 
de la demostración de '.24 muestran que 
1 . 27 J . (t) 1 < C e^l^lt^ < t < 
1 . 28 
_1 
J . (t) I < C e^l^'t'^ b > 
acotaciones que son válidas uniformemente en cuando 
varía en un compacto dentro de (--p-,=°) . 
Para las demostraciones basta tener en cuenta que 
r{z : es una función entera y que 
1 .29 1 
7T Imz 
r(z) S C e 
acotación que puede obtenerse de las fórmulas 
r ( z ) r ( i - z : 
sen z 
r ( z + i ) = z r ( z ) 
De la expresión .18 obtenemos 
1.30 Proposición 
Si f g L^(IR") con 1 ^ p < - ^ < y f es 
radial, entonces f (r) es continua para O < r < «5. 
Como consecuencia de ello podemos restringir f(r) 
28 
a la circunferencia de radio p a r a t o d o S i 
l a c o n d i c i ó n e s 1 á p < 4 / 3 / e l t e o r e m a 1 .40 de Zyg-
mund demuestra que aunque f no sea r a d i a l , p e r o f 6 L (IR ) 
con 1 S p < 4 / 3 , e n t o n c e s e x i s t e f ( x ) en c a s i t o d o 
p u n t o con | x | = p a r a t o d o > O 
LA RESTRICCIÓN A LA ESFERA. LOS OPERADORES DE BOCHNER-RIESZ. 
Sea S = {x S IR I | x | = . l a e s f e r a u n i d a d de 
IR y da l a m e d i d a de L e b e s g u e i n d u c i d a en S ,, da e s 
una m e d i d a de B o r e l r a d i a l y su t r a n s f o r m a d a de F o u r i e r e s 
l a f u n c i ó n r a d i a l 
da (5 ) = 
IR n 
- 2 T r i 5 . x ^ „ , , 
e d a ( x ) = 
. n - 1 
e dCf ( u ) 
. n -2 
2TT 2 
n - 2 
2Tri ^ e o s 9 QN 2 , 
e ' ' ( s e n o) d' O 
n - 3 2 - n 
- 1 
^ 2 T r i K | t 2 2 ^^ ^ ^ 1^1 2 j (2Trl? |) 
n ' ' n - 2 ' 
p o r t a n t o , en v i r t u d de 1 .24 
n - 1 . 
d a ( C ) = O ( | C | ) c u a n d o [ C | ->• °° l u e g o s i n 
1 . 3 1 d a s i y s ó l o s i 1 = p 
2n 
n+1 
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Para : = 1, se tiene da iE,) = eos 27T | ^  j , que 
ni siguiera cumple da(^) -> O cuando |c| "*" °^  
Observemos que de acuerdo con 1.10, 1.31 nos 
indica que una condición necesaria para que haya restric-
. - ^n-1 • ^ ^ 
Clon a S es que S p < 
2n 
n+1 
Con esta estimaciones, Stein demostró el siguien-
te resultado, que. C. Fefferman utilizó para acotar los 
operadores de Bochner-Riesz: 
1.32 Teorema (Stein, [lo]) 
4n Sea 1 á p < -:; T/ entonces existe C tal que 
^ 3n+l p 
1 .33 ( I - I 2 1 / 2 II 
^ f (?) ^ da) '/^ ú c f 
,n-l ' ' p " "p 
para toda función f G S (IR ) . 
Demostración 
;Í ^ ( X ) = f(-x) 
,n-l f ( ?) d a = .n-1 (f *f) 'da = 
^ 
(f*f) da £ 
M 
f * ^11^ l l í ^ l l ^ . ^ l ld^l l^. Ilf 
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1 2 donde — = — _ i para aplicar Hausdorff-Young, de manera 
r p ^ 
1 „ 2 „ 3n+l n-1 que —, = 2 - — < 2 - —^ = -r:— , es decir 
r' 2n 2n 
2n 
n-1 
1/2 
luego C (da) II ^ , < co . 
Dada una función f S L (T ) , le asociamos su 
serie de Fourier múltiple 
+ 0O 
í í Q Q Q X V ^ 2 T T Í ( k , e , + k „ e „ + . . . + k e ) 
f(9w0,,.., 9)'\. E ^ v v ^ ^ ^ 2 2 n n 
k. ,k„, ...,k =-00 1 2 n 1 z n 
Para dar sentido a la convergencia de esta serie 
podemos tomar las sumas parciales esféricas 
e fía a Q ^ 2Tr i (k . 0 . + . . . + k 9 ) 
^R^^^'Q2 9n)= , ^ , / k k,...k ^ ' ' 
,2 2 ^ „ 2 1 2 n k, + ...+ k < R 1 n — 
Y preguntarnos si S f »- f cuando R ^ «> en L (T ) . 
R 
Esto último equivale a que S sea un opera-
R 
dor acotado en L (T ) uniformemente en R , es decir, 
que ||s f II <_ C ||f II con " independiente de R. 
El análogo continuo del operador S es el ope-
R 
rador T definido sobre funciones f : IR >- C por 
R 
(T^f) (C) = m^{0 f (?) 
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donde m„(r) : si \^\ < R m (g) = O si |^| > R 
Es decir 
T^f (x) 
JA. 
^ 2'fTiX - 5 -, r 
f(5) e dg 5 < R 
cumple 
La pregunta sería ahora: Dada f G L (IR ) ¿se 
1. 34 V —^ 
cuando R ->• 00 en L (IR ) 
Esto equivale a que T sea un operador acotado 
R 
uniformemente en R , en L (IR ) y al ser 
^R = <^R°^1 °^R-1 
donde 6_ es la dilatación 6 f(x) = f (Rx) resulta en-
R R 
toncas que 1.34 equivale a que T esté acotado en L (iR ), 
De Leeuw probo que 
sup s R llp " 1 It 
luego los problemas de convergencia para sumas esféricas 
de series e integrales de Fourier son equivalentes. 
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En dimensión . la teoría es bastante satis 
factoría, pues se tiene T f -> f para toda f 6 L^dR^^) 
con ' < p < co, mientras que, quizás bastante sorprendentemen-
te, si la dimensión es n > 1 Fefferman [12] demostró que 
T no está acotado en L^ {IR ) para p j^  2 . Por tanto la 
respuesta de 1.34 es negativa si p 7>^  2 y hay convergen-
cia r, i p = 2 
Para entender mejor el comportamiento de T se 
R. 
regulariza el multiplicador de la bola m{E,} y aparecen 
entonces los operadores de Bochner-Riesz : 
1.35 Definición Dado A. > O ; se llaman operadores de 
Bochner-Riesz a los operadores T, definidos sobre funcio-
nes de IR por 
(T^f) (C) = m^(C) f (?) 
donde in^(5) = (1 - |C|^)+ , es decir, m^(C) = d - \í\^) 
si 1^ 1 < 1 m^(5) = O en otro caso. 
Si hubiéramos definido 
(T^ f) (O = m^ (C) f(í) 
R \E\^ \ 
con m, (?) = (1 - -^-~— ) , como antes resulta que 
R n ^  
T^ f ^ f en L (IR ) si y solo si T, está acotado en 
L (IR ) y esto equivale también a que S f -*• f donde 
R 
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S e s e l a n á l o g o p e r i o ' d i c o , e s d e c i r 
S^ f ( 9 ) (1 - U | ,X 2TTÍU0 ) a e | 2 2 2 ^ „ 2 
I 1 n— 
s i e n d o f G L^(T ) , 
- (9 ^,..62, 
( U ^ , U 2 , 
2 + U 
U ) un multiíndice, 
n 
f(0) e-2^^^^ de 
T 
S f(6) se llaman las medias de Riesz, ver [28], que en el 
caso de dimensión n = " son las medias de Cesaro. 
Ahora la pregunta es entonces: 
1.36 ¿ Para que valores de 
acotado en L-^  (IR ) ? 
\s T, un operador 
En dimensión 
n-1 
se llama Índice crítico a X = n-1 
Si ,. > ^^-j^ el núcleo de T, es integrable y la teoría 
clásica asegura que T, está acotado en L " (IR ) para X 
1 £ p < 0° ([2]). Si X = 2 ^ Stein [24] y Calder6n-Zygmund 
[ 3 ] probaron que T, está acotado en L^ (IR ) para 
< P < 
Para más pequeño que el índice crítico se 
tienen hasta ahora los resultados que pasamos a exponer 
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1.37 Teorema Sea < —-— 
(a) (Herz [i 4] ) T, no está acotad,o en L^CIR"^) s_i 
P 0 ( P Q ( X ) , P Q ' ( A ) ) donde P Q ' ( ^ ) es el dual de 
,-, . 2n P„(X) = 
O n+1+2X 
(b) (Fefferman [2^|) £i_ . > — j — T, está acotado en 
L^dil") Si P Q ( X ) < P < P Q ' (X) 
(c) (Carleson-Sjolin [4_] , A.Córdoba [6_] , Hormander [i s] ) 
En IR T, está acotado en L^ si >' > O y Po(^) 
< P < PQ'(^) 
(d) (Fef f erman [i 2] ) T no está acotado en L^ (IR ) sal-
vo para n = 1 o_ p = 2 
(e) (Stein, P. Toma s [30] ) T, está acotado, en L^ (IR ) sj^ 
' > 2 T ^ ^ Po^^) < P < Po'(^)- I 
Como se ve, la respuesta es completamente satis-
factoria para n=1, n=2. En dimensiones mayores, n > 2. 
los resultados (b) ^ (e) se han obtenido vía teoremas 
de restricción, de acuerdo con la siguiente observación de 
C.Fefferman [lo] 
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1.38 Teorema 
Supongamos que ; > 0 y_ ptA.) < p < 2 . Suponga-
mos también que se verifica 
f o 1 < C f 
L^is""-') - P " "P 
para toda f 6 L^ (]R ) Entonces T^ está acotado en 
LP(]R") . I 
De este modo, obtenemos por ejemplo el apartado 
(e) del teorema 1.37 según el teorema 1.43 de P.Tomas 
1.38. Es el mejor resultado en dimensión n > 3 obtenido 
hasta el momento. 
La importancia de los teoremas de restricción pa^ 
ra este tipo de problemas se entienden mejor si escribimos 
T^f(x) = 
? < 1 
?(C) (1 - U | 2 ) ^ ^ 27TiX.? ^^ 
ya que al aparecer las singularidades de m^(?) = d - K I ) 
'^  n-1 
cuando | ^  | = •; el comportamiento de f en S ~ pue-
de ser esencial. 
Observemos también que si escribimos el multipli 
cador de la bola, T, como convolucion con su núcleo 
TQf(x) = 
]R' 
K(x-y) f(y) dy 
3 6 
al ser 
1 X 
K(x) = CXg) (X) = —^ 
n + 2 
2 
+ 0(1x1 ) cuando x -> 
X 2 
resulta que 
T f (x) '\. 
o 
IR 
e ^ i ^ - y | 
n+1 
x-yl 2 
f(Y) dy 
y si es de soporte compacto, después de algunos cálcu-
los llegamos a 
1 X 
T Q Í Í X ) % 
n+1 
X I 2 
f ( ) cuando x -*-
Como se ve, el comportamiento de T f(x) en el 
/v X 
infinito depende claramente de f{ ) 
Fefferman [lO] en 1969 prueba el siguiente resu_l 
tado 
1.39 Lema 
4/3-£ 2 Sea f 6 L {]R ) , entonces su transformada de 
Fourier f verifica 
f < C f 
" 4/3 1 ~ £ " 11 4/3-E 2 
I 
Este lema junto con la acotación trivial 
lf|| = l|f|| / nos da por interpolación 
1 
1^1 2 1 = S"^ ll P 2 
L ^ { s ' ) P L P ( 3 R : 
para 1 á p < 6/5, que mejora el teorema 1.32 en dimen-
37 
si8n „ = 2 y nos da de paso una indicación de que el teo_ 
rema 1.32 puede mejorarse mucho más. 
En ésta línea, A. Zygmund ([36], 1974) demuestra 
1.40 Teorema 
Dada f 8 L^(lR^) con 1 < p < 4/3 
1 ,41 ^ |f(?)|^ da(C) )'/^ ICp^^ l|f|lp 
2 1 P 
para todo f 6 S (IR ) con 1 < q < T T 
Con un cambio de variables en la expresión 1.41 
y teniendo en cuenta la homogeneidad de la transformada de 
Fourier, obtenemos 
?|=R f (5) p do'lO- ) 
1/q < 
P/q 
R^/P'ilfl 
que nos indica que si f 6 L (IR ) con 1 < p < 4/3 en 
tonces f (E,) . existe en casi todo punto ?] de la circun_ 
ferencia de radio para todo r > O , mientras que el 
teorema de Fubini en 1.16 nos daba solo la existencia de 
f (E,) en casi todo punto " de la circunferencia de radio 
para casi todo r > 0. 
Zygmund prueba también una versión discreta del 
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teorema 1.40 
1 . 42 Teorema 
Sea f e L-^ (S ) Z a e '^  ^  su sene de 
— - ^ y 
Fourier asociada, entonces se cumple 
, E |c l^í)^/^ < C ||f|| 
I I U — P P 
para ^ 1 P 1 /^^  Y q = y P'• ¡ 
El teorema 1,40 es el mejor resultado posible de 
restricción en dimensión n = 2, la demostración de este he_ 
cho, conseguida primero por Fefferman y Stein usando armoni^ 
eos esféricos, fue simplificada después por A. Knapp con un 
sencillo argumento de homogeneidad que clarifica también el 
papel que juega la curvatura en la restricción. 
Veamos el argumento de Knapp en el caso de la 
1 
circunferencia S-: 
Queremos probar que la desigualdad 
1 < C f 
es falsa para ciertos Índices P/q 
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Tomamos (f r.) '5'^® sea 
o 
la función característica del 
rectángulo R. dibujado en la 
o 
£ igura. 
Si R„ t i e n e dimen-
o 
]^ 
s i e n e s 6 x 6 e n t o n c e s 
• 6 l ' p 
k+1 
C 6 ? ' 
Nos interesa minimizar f Y tomar f , ó"p 6 I gl lo 
más grande posible, luego tomaremos R» que interseque a la 
circunferencia un arco de longitud 6 y que tenga área mí-
nima. 
cuando 
Como la circunferencia es 
es pequeño, tomaremos k = 2 
y = /l-x s 1 
De este modo 
.Vq C ó 3/p' 
para todo 6 > O ., haciendo 6^-0 nos aparece la condi-
ción necesaria p' > 3q. | 
El mismo razonamiento de A. Knapp puede utilizar-
se para encontrar condiciones necesarias de restricción a su 
perficies en. H Así aparece claro que cuanto más se cur_ 
va una superficie mejor es la restricción de la transformada 
• 40 -
de Fourier en ella. Un estudio de este tipo puede verse en 
[5] 
En particular, el razonamiento de Knapp aplicado 
a la esfera S de IR da como condición necesaria 
q < 
n-1 
- n+1 
El cono aparece como otra posible generalización 
de la circunferencia a dimensiones mayores, para el cono 
obtenemos q < p' . 
— n ^ 
Lo que nos indica, por ejemplo en 
IR , que para resultados de restricción el cono es la gene 
ralizacion más natural de la circunferencia. 
Para la esfera S sx q 2 la conjetura es 
2(n+1) 
entonces que la restricción es cierta para 1 < p < 
ésta ha sido probada: 
n + 3 
1.43 Teorema 
En ]R existe (L^L )-restricción de la trans-
formada de Fourier a la esfera unidad para 1 < p < r 
es decir 
I '^  r 2 1/2 
,n-1 |f(^H ^^ ^ "^ <-% L^m"") 
La demostración de este teorema fue conseguida 
primero por ?. Tomas en 1975 que lo prueba para 
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2 (n+1) Después, E. Stein llego al extremo 1 < p < 
p = ±_i£±jJ- usando una interpolación compleja, de manera 
n + 3 
parecida a como lo hacemos en el teorema 1.46 para la su-
perficie no compacta del cono. 
Posteriormente U. Strichartz [29], siguiendo la 
idea de los teoremas 1.43 y 1.46, probo la (L^,L )-restri£ 
cion para superficies cuadráticas más generales. 
El que sea q = 2 es esencial en la demostración 
de estos hechos, pues utilizan el teorema de Plancherel y 
hasta el momento ningún resultado de restricción ha sido 
conseguido sin emplear de manera más o menos solapada este 
teorema. 
El tratar superficies cudráticas está condiciona-
do porque para éstas sabemos calcular la transformada de 
Fourier de la medida de Lebesgue singular sobre ellas en 
términos de funciones de Bessel. 
En cuanto a la restricción de la transformada de 
Fourier sobre curvas más generales que la circunferencia, 
basta mirar como se comporta en un entorno de cada punto, 
en el plano se tiene el resultado siguiente: 
''"44 Teorema (P.Sjolin, [23], 1974) 
Dada la curva Y ( t ) = ( t , t ) k S 2 , en el pla-
• 42 
2 
no IR , en un e n t o r n o d e l o r i g e n s e c u m p l e 
< C f|| 
p a r a 1 < q < r/^ s i p ' > máx { 4 , k + l } | 
A. Ruiz , en su t e s i s , da una demostración geométrica de e s -
P ' t e ú l t i m o t e o r e m a y c o n s i g u e l l e g a r a l e x t r e m o q = ] 7 T T 
P 
triccion) 
(si q > ^ • el argumento de Knapp prueba que no hay res-
K T* I 
1.45 Teorema 
Dada la curva yít) = (t,t^), k > 2 en un en-
torno del origen se verifica 
< C f 
para q = ^^^ ££ p' > 2k. | 
Estos resultados son interesantes porque miden 
en cierto modo como cambia el comportamiento de la transfor_ 
mada de Fourier sobre curvas en puntos de curvatura nula, 
cuanto menos curvatura teng.a la curva peor es la restricción 
de la transformada de Fourier. 
3 
La restricción sobre curvas en IR ha sido estu-
43 
diada también por E. Prestini [l9] para curvas de curvatu-
ra y torsión positivas y por A. Ruiz para curvas más gene-
rales . 
9 
LA RESTRICCIÓN (E^ , L ) A L-A SUPERFICIE DEL CONO .-
Vamos a dar a continuación la demostración de 
_i. córdoba y E. Stein, no publicada, de la (L ,L )-restric_ 
cion a la superficie del cono. Para mayor simplicidad la 
haremos en IR aunque el razonamiento es válido en ]R . 
Si parametrizamos el cono ' como z = f(x,y) 
siendo 
2 2 2 
z = X + y z > 
tomaremos en la medida da _]_ dxdy 2 z 
1.46 Teorema 
Dada la superficie de un cono en IR , se tie-
ne 
-^  o 1/9 
f (C) 1 í^7) < c llfl 
L^/^lH^ 
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D e m o s t r a c i ó n 
% 
P o n i e n d o f ( x ) = f C - x ) 
f ( ? ) I da = f ( ? ) f ( C ) d a = 
o. 
( f ( x ) * f ( x ) ) d a ( x ) d x = 
]R" 
O. 
IR 
2 f { x ) . ( f ( x ) * d a ( x ) ) dx <_ ||f|| ¡ d a * f|| , 
Basta probar pues que || da * f|| , < C || f || para 
p = 6/5, Aplicaremos el teorema de interpolación de Stein 
y seguiremos los cálculos de Gelfand y Shilov en [13] 
^ •»• 2 2 2 
Si la ecuación del cono es x + y = z la 
medida singular da es la distribución 
da = 1 im 
, 2 , 2 2,a (x + y - z )+ 
r(a+1) r(a+3/2) 
Para aplicar el teorema de interpolación de Stein 
consideramos da incluido en la familia de núcleos 
2 2 _ 2 a ^ 
k (§.) = ( -^ ±-^ ^ 5—Í-+- ) (?) 
'^ r{a+1) r(a+3/2) 
con lo que da = k y queremos probar que T_ = k_ * f 
es un operador acotado L P' L^ . 
mente de 
Los operadores T f = k * f dependen analítica 
y encontraremos la acotación de T por in-
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terpolacion entre '^_3/2 + it '^ 0 + it' 
Al ser 
k^(x,y,z) 
23-H2a ^1/2 _L |e-i(7+a)Tr(^2^^2_^2^.^^-a-3/2 
e^^T^^)^ (,^y2_^2^.Q^-a-3/2 
es 
^-3/2+itl 1 ^ ^ 
Mt C ,M constantes 
luego T ,,^,.^(f) = K _-„.., * f es un operador acotado 
-J/z+it -j/z+it 
T • T 
-3/2+it " 
-*• L 
Por otro lado 
K, it 
, 2 2 2, ^ *^  (x + y - z ) + 
r ( i t + i ) r ( i t + 3 / 2 ) 
es una función de L 1 Mt K . ^ ( - ) < C e , p o r t a n t o i t ' — ^ 
\ \ t ' 'h ' Kt • ^hí" •''"llflU • C e " llfll^  
l u e g o 
i t -> L 
T . e s t a r a e n t o n c e s a c o t a d o T ^ Í L P 
- 1 
- 1 
T P ' 6 
-> L c o n P - T f 
• 4 6 
p u e s 
1 - t ) -O + t ( - 3 / 2 ) d a = 2 / 3 y con 
e s t e 
1 1 t 
- = ( 1 - t ) ^ + ^ e s p 2 1 1 = 1 i = á p 6 3 6 
R©z=-3/2 
T-^3+it:L'—L°° 
l4+it 
r-1 
Tit : L^  — L^  
RezzO 
m Tr,ri 1 J - ' 2n 
En ]R s a l d r í a p = -—— 
n + 2 
y con argumentos pare 
cidos a los que damos al comienzo del capítulo Ulpuede ver_ 
se que este es el mejor resultado posible de (L ,L )-res-
tricción. I 
TEOREMAS DE INTERPOLACIÓN.-
Si tenemos un operador que este acotado 
T: LPOdR"")-^ L'^G(1R") T: L^lílR^)—> L'^UIR") 
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podemos definir sobre toda función f S L (IH ) con 
P < P < Pi pues tomando 
j. f (x) si f (x) 
' si f(x) < 2 
f^(x) = f(x) - f^  (x) 
es f = f^  + f^ con f^  S LPUIR"^) f^ S L^2(1R"-) 
luego basta con definir Tf = Tf. + Tf . 
Un teorema de interpolación nos dará la acota-
ción de 1' sobre L (IR ) en función de las acotaciones 
sobre L O y L 1 
Esta situación presenta varias generalizaciones 
y variantes pero siempre siguen esta filosofía general: 
Sea ~ un operador lineal que aplique un espacio vectorial 
J]^ en otro ^ , si A , A son espacios de Banach conteni_ 
dos en Ji. _• B , B son espacios de Banach contenidos 
en ^ tales que T restringido a A. es continuo 
T; A. B. • = 0,1. Entonces existen una infinidad de 
X X 
espacios "intermedios" A,B tales que A C j ^ , B d ' ^ 
T: A y B es continua. 
En análisis de Fourier los más importantes y uti_ 
lizados teoremas de interpolación son el teorema de inter-
polación de Riesz, el de Marcinkiewicz y el de interpola-
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cion compleja de Stein, que enunciamos a continuación: 
1.47 Definición Sean 'CM/y) (N,u) dos espacios de medida, 
diremos que un operador lineal es de tipo (p,q) s_i_ 
Tf < C f 
L^ (M) 
para toda función f G L (M) La menor constante C 
p / q 
que verifique.la desigualdad se llama la (p,q)-norma de T 
1 .48 Teorema (de interpolación de M. Riesz) 
Si el operador lineal es de tipos (p.,q.) 
£ ^2. 1 
con (p.,q.)-norma k., i = 0,1, entonces T es de tipo 
1 -1 t (P^/lj.) con (p^, q^)-norma k^ < k. k. siendo 
•^  t t t t t — ü 1 
1-t t 
+ — 
'O ^1 
1-t t 
'ÍQ "" ^ 1 
con O < t < 1 
1 1 tos ( - , - ) 
p q 
Nótese que si representamos en el plano los pun-
si un 
aperador . es- acotado 
P Q , T: L y L y forma-
mos la envoltura conve-
1 1 
xa " de los (.— t —) r 
P q 
el teorema anterior nos 
asegura que 
r 
es aco-
s tado T: L >- L pa-
1 1 
ra todo ( — , — ) 6 E. 
r s 
i Va 
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Entre sus aplicaciones, es tan por ejemplo 
1.49 Corolario (desigualdad de Hausdorff-Young) 
II p ' - II II p 
si 1 < p < 2 
P P 
1.5 0 Corolario (desigualdad de Young) 
Sea la convolucion 
f * g (x) = f(x-t) g{t) dt 
]R 
e n t o n c e s || ^ * g|| < || f i i g | cuando 1 1 1 + — = — + — 
q p r 
1.51 Definición Si ' manda L-^(M) en_ L (N) d i r em o s 
que es subaditivo si 
|T(f + g) (x) I <_ |Tf(x)| + |Tg(x)| 
para casi todo para todos f ,g S L-^(M) . 
1.52 Definición Un operador subaditivo se dice que es de 
tipo débil-(p,q) si 
{x: ITÍ(x)I > a } < ( ^ 
a 
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para toda función f G L^(M) |A| indica la medida de Le-
besgue del conjunto A ) . 
Es inmediato observar que tipo-(p,q) implica t_i 
po débil-(p,q) , el siguiente teorema es un refinamiento del 
anterior que es útil cuando de un operador solo podemos d^ 
cir que es de tipo débil o subaditivo, como por ejemplo la 
función maximal, la transformada de Hilbert etc. 
1.5 3 Teorema (de interpolación de Marcinkiewicz) 
Si es un operador subaditivo de tipo debil-
-(p.,q.) . con 1 < p. < q. < °° para ' = 0,1 q„ T^  q, / 
I X — 1 — 1 — U l 
entonces 
Tf < C^ f 
' "^t - ^ Pt 
1 1-t t 1 1-t ^ t n ^ 4- ^  Siendo = + = + O < t < 
Pt Po Pl '^t ^0 % 
El teorema de interpolación de Riesz puede exten_ 
derse al caso en que los operadores varíen con los índices 
p,q de manera dif er enciable. Supongamos que todo de la 
banda 
s = {z e c la < Rez < 6} 
tiene asociado un operador lineal T que mande funciones 
z 
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1 
simples de L (M) en funciones medibles sobre .J de tal 
modo crue (T f)g es integrable sobre N cuando f,g son 
1 1 
funciones simples con f e L (M),g S L (N). 
Diremos que la familia { T } es admisible si 
z 
Z I >- (j) (z) = 
N 
(T f)g du 
z 
es una función analítica en el interior de S, continua en 
S y existe una constante a < tal 
e"^l^l log l(})(z) 
está uniformemente acotada para z = x + iy en S 
1.54 Teorema (de interpolación de Stein) 
Supongamos que { T } , z S S, es una familia ad.-
misible de operadores lineales tales que 
a+iy"q- — O -^  " "p 
l^gH-iyUq^ l ^ ( y ) llfip 
1 
p a r a t o d a f u n c i ó n s i m p l e f 6 L (Míp") , c o n 1 < p , q < o° 
s u p 
.0O<.y<0O 
e I -^  11 o g M . ( y ) j = 0 , 1 
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para algtfn b < ., . entonces si O < t < 1 existe una 
constante M tal que 
T.f < M^ f 
t llq^ - t II llp^ 
para toda función simple , con 
1 1-t t i 
^t % ^1 
INTEGRACIÓN FRACCIONARIA. 
Una conocida formula de Cauchy 
fX 
f (X) = 
n 
f? n-1 
f (^)d5^ ••••<^ n^-1 
1 
(n-1) ; g(?) (x-C)'' ^  dC 
O 
permite el cálculo de primitivas por medio de una inte_ 
gral sencilla. 
Podemos escribir la formula anterior como 
n-1 n-1 
f (x) = * f (x) = — * f (X) 
n (n-1) T(n) 
donde x = x sx x > O 
+ — 
X 
n-1 O si X < O 
Es natural generalizar la expresión anterior pa-
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ra complej o poniendo 
1.55 I, f (X) 
A 
.A-1 
rCA) * f Cx) 
que tiene perfecto sentido si Re X > 0. Para otros valores 
X-1 
de ? , •¡T'^ JT-T debe entenderse como una distribución que tie_ 
ne su soporte en x > O 
Es conocido que 
X 
•N-1 
r í - N ) 
6 (x) para N = 0,1,2, 
(N) donde 6 (x) es la N-esima derivada de la delta de Di-
rae. De este modo 
-N-1 
r ( - N ) 
* f(x) = 6^ ^^  (x) * f(x) = f^^^(x) 
Luego la expresión 1.55 nos da no solo las inte-
grales sucesivas de " sino también sus derivadas. 
El operador I, se llama de integración fracci_o 
naria (o bien de derivación fraccionaria) . 
Para extender 1.55 a dimensiones mayores que uno 
es conveniente manejar la transformada de Fourier. 
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n En ]R d e f i n i m o s I f como 
( I f ) (5) = ( 2 T T | ^ I ) ^ f ( ? ) 
que para n = salvo una constante coincide con la ante-
rior definición 1.55. 
Si O < g < I ( f ) se llaman los potenciales 
de Riesz y tienen la expresión 
I„ (f ) (x) = — — -
6 Y(B) 
f (y) 
T^^ I I 3-n IR x-y 
dy 
con y(3) = ^"/2 ^B r(B/2) 
r(n/2-g/2) 
Hardy-Littlewood probaron el siguiente; 
1 .56 Teorema (de integración fraccionaria) 
Sea O < B < 1 1 1 < p < q < « > , - + B - — 
- P q 
g(x) 
+00 
f (y) dy 
J -00 x - y 
entonces 
(a) S_i^  f G L (IR) la integral que define g (x) converge 
absolutamente a.e. x 
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(b) Si p > g|| < c llf 
^ II q _ II 11 p 
(c) S^ £ e L (IR) la aplicación f »-
tipo débil- (1 ,q) . | 
g = i _f es de 
Posteriormente Sobolev generalizo el resultado a 
dimensión para O < 3 < n , aunque para nuestros pro-
pósitos nos interesa una versión discreta de 1.56 
1.57 Teorema 
Sea O < 3 < 1 1 
^ ^ p q 
entonces si 
a = E 
n 
m 
m ( n-m + 1) 
es 
( E |a |^)^/'í < C( Z ib |P)^/P . I 
' n ' — ' n ' • 
n n 
EL PRINCIPIO DE INCERTIDUMBRE.-
Dado 6 > O, la función 
2 
., , r-1/2 -7T %-
f(x) = O e o 
en una primera aproximación, tiene su "soporte" esencialmente en el 
, r .1/2 -1/21 - 0-1/2 
intervalo L-0 ,ó J y en el toma el valor ó , mientras que su 
56 
transformada de Fourier 
tiene su "soporte" esencialmente en [6~ ,6~'^ ^^ J y "va le" 6^^^ en é l , 
f(x) = 5-'/^e-^y 
- 6 - ' / 2 
f {S)zó' /2é 
5' i2 
-TTÓ|2 
6-'/2 
Observemos que si 6 > O es suficientemente pe-
queño este ejemplo nos indica que si ' está concentrada 
en un punto, f está muy dispersa. Este hecho es general y 
es una primera versión del principio de incertidumbre . 
Una versión cuantitativa del mismo la da la desi_ 
gualdad de Heisemberg: 
Si f e L^(lil") 
( J^„ |x-xj2|f(,),2 ^^ ^1/2^ |^^|^_^^|2|;^^^|2 ^^^1/2^^^||^|,^ 
que cuando se interpretan las variables como "posicio-
nes" y las •" como "momentos" y las funciones son distri-
ciones de probabilidad, obtenemos la interpretación física 
d e 1 m i sm o . 
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En el análisis armónico geométrico el principio 
de incertidumbre nos sirve para localizar donde vive y 
cua'nto vale la transformada de Fourier y nos indica que 
hay un equilibrio entre lo que podemos afinar a cada lado 
de la transformada de Fourier. 
En m , por ejemplo, el principio de incerti-
dumbre nos dice que si una función vive en un rectángulo 
^ centrado en el origen de dimensiones i x 5 y vale uno 
en el, su transformada de Fourier vive entonces en el rec-
tángulo dual R , que es el rectángulo -centrado en el orj^ 
-1 „-1 
gen con la dirección de " y de dimensiones £ x Ó 
y vale eS en él . 
Vamos a precisar la afirmación anter ior 
Supongamos que es una función real C con 
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s o p o r t e c o m p a c t o t a l q u e 
c j ) ( x , y ) : s i | ^ | < 
1 ) ' 1^ < j , 
(j) { x , y ) = O I I I - I I 1 
s e a 
i|j ( x , y ) = (j) ( — , f-
£ ó 
) es pues una función adaptada al rectángulo de dimensio-
nes r X (S 
il^c^.n) ,, X y . -27TÍ(x5+yn) ^ , (j) ( — , -^  ) e -^  J: 1 dx dy 
integrando por partes en la integral 
-1 
iíj(?/n) 
£P(2TTÍa^ 
3^ , X y . -27TÍ (x^+yn) ( -, t )e 
9x P ' £' 6 
dx dy 
-1 
^iK.r\) 
6'^ (2TTÍn)'^  •' 
9 , X y , -2TTÍ (x^ + yn) , -, 
— ( -, X )e dx dy 
9y 
por tanto 
>(?,n) < c £6 
^ ISeP 
p = O, 2 
^(C'll) I < C £6 
"" In6|^ q = o, 
donde C es una constante que depende de las derivadas 
P 
p-ésimas de 
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Llamando a h o r a 
E •• { C x , y ) e ]R 
n ^ 
xl < 2 " z~\ l y l < 2 ' ' 6 ~ ^ 
Observemos que si {E,ir\) S E \ E _ 
n ^ n-1 
í(C.n)| < c A. --^  
2 E 
por tanto 
1 „58 ip(?,n) l i e z 2 
n = 0 
-n 1 
n 
Al conmutar la transformada de Fourier con rota-
ciones, si partimos de un rectángulo : centrado en el 
origen y con una cierta dirección, la transformada de Fou-
rier de una función ; adaptada a 7. tendrá la misma ex-
presión que 1.58 con los E con la misma dirección que R 
n ^ 
Y si el rectángulo .. está centrado en un punto p 
del plano, su transformada de Fourier en módulo será la mis-
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ma que tendría de estar centrado en el origen, pues di-
fieren en una traslación y esto afecta solo en un cambio de 
fase en la transformada de Fourier. 
Las mismas consideraciones pueden hacerse en ]R . 
§t_^N^Í:;í§í§_^KMONICO_GEOMETRICO^__LA_TEORIA_DE_LITTLEW 
?^ÍÍÍXJI__Í;A_FUNCION_MAXIMAL^__UN_EJEMPLO .-
Por análisis armónico geométrico entendemos un 
conjunto de técnicas que permiten estudiar diferentes tipos 
de multiplicadores y operadores en donde aparece la trans-
formada de Fourier. La idea consiste generalmente en des-
componer el multiplicador y su núcleo correspondiente en di_ 
ferentes piezas básicas de tal manera que sea más fácil es-
tudiar cada una de ellas por separado. 
Para acotar los diferentes trozos hay que tener en 
cuenta la lisura del multiplicador por un lado y la geome-
tría del núcleo por otro, y existe un compromiso entre lo 
que podemos afinar a cada lado que viene dado por el princi^ 
pie de incertidumbre. Aparece después un operador positivo, 
la correspondiente función maximal, que controla todas las 
piezas de la descomposición, generalmente juntadas otra vez 
por algún tipo de ortogonalidad dada por una función de 
Littlewood-Paley. 
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El análisis armónico geométrico tiene la ventaja 
de que explica y aclara las estimaciones que se van obte-
niendo, habiendo tenido gran éxito, hasta el momento en el 
•n.2 
plano JR . 
La t e o r í a d e L i t t l e w o o d - P a l e y 
D a d a l a s e r i e d e F o u r i e r 
f ( 0 ) 
+ 0 0 
n = -oo 
a e 
n 
2Tr in0 
la podemos descomponer en bloques diádicos 
f ( e ) = E A ( 9 ) 
N=0 "" 
donde A„(e) = a , A^ , (9) = I a e 
2 < n <2 
2TTin9 
SI f G L [0,1] los diferentes bloques son ortogonales, es 
decir 
( Z |A 
N 
2 ,1/2, 
N 
Littlewood y Paley, en la decada de 1930, proba-
ron que los bloques A^ ^ (9) son "casi ortogonales" en nor-
ma 
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1.59 Teorema 
Si < p < I existen A , B constantes tales 
p p 
A lUlI ¿ l | ( Í Í A j ' ) ' / ' | | ^ B l|f|| . I 
p II II p II ¿, I N I II p p " " p • 
Este teorema nos dice, por ejemplo, que si cam-
biamos aleatoriamente el signo de cada bloque diádico no 
p 
n o s s a l i m o s de L . 
M i e n t r a s que s i p ^ 2 y s i 
+ 0 0 
f O ) = I 
n = -oo 
a e 
n 
2TTÍne 
es la serie de Fourier de una función de L , y cambiamos 
aleatoriamente el signo de los coeficientes a , es decir, 
^ n 
s i tomamos e y e s c r i b i m o s 
+ 0 0 
I £ ^ ^ n n 
2 i T i n e 
n = -oo 
entonces con probabilidad uno la nueva serie obtenida no es 
una función de L . 
Esto indica que el tamaño de una serie de Fourier 
de L^ no sólo depende del valor absoluto de sus coeficien-
tes sino que también depende de delicadas relaciones entre 
sus fases y 1.59 es un primer paso en la difícil tarea_de 
dar condiciones sobre los coeficientes para que una serie 
de Fourier sea de L P 
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Existe el análogo continuo de este teorema: 
eos 
Si LA es la descomposición en intervalos diádi-
n de IR S es el multiplicador 
(S f) (5) = X (?) . f (?) 
se tiene el resultado siguiente 
1.60 Teorema 
Si < p < 00 existen constantes A , B tales 
— • ^ p p 
que 
A fll ^ lid |S f|')^ /2|| á B 
Consecuencias de estos teoremas son el teorema del 
multiplicador de Marcinkiewicz y teoremas tauberianos sobre 
la convergencia de las sumas parciales de series de Fourier. 
Otros tipos de expresiones cuadráticas de una 
función :T, g(f) , se encuentran en distintos contextos y 
aplicaciones y el estudio de tales funciones cuadrado es lo 
que actualmente se denomina la teoría de Littlewood-Paley. 
En el análisis armónico geométrico una función 
suele ser una expresión que da una casi ortogonalidad entre 
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las piezas de una descomposición y sirve para poder pegar-
las todas juntas. Vamos a dar una de éstas: 
En IR sea ot= ^QJ "^ a familia de paralele-
pípedos congruentes, es decir, son trasladados de uno fijo 
con interiores disjuntos y cuya unión es IR . Sea 
g(f) (x) = {I |p^f (x) 
V 
2, 1/2 
definimos el operador P como 
V 
(P f) (C) = X (?)-f(?) 
V 
1.61 Teorema 
Si w ^ O es una función medible 
íg(f) (x)l^w(x)dx < C |f(x)|^ A w(x)dx 
IR •" IR 
r s * 11/s 
donde s > - . A w ( x ) = [(w)(x)J y_ indica la fun-
ción maximal fuerte. | 
Esta desigualdad con pesos da como consecuencia 
el siguiente: 
1.61 Corolario 
II (i |P,.f|')'''llj.SC^I|f|lp 2 < p < - I V 
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b) La función maximal 
La función maximal es un operador positivo que 
controla todas las piezas de la descomposición, casi siem-
pre por un argumento de dualidad que nos da las estimacio-
nes deseadas a partir de las propiedades de cubrimiento de 
las correspondientes familias de rectángulos de IR 
En general, cada multiplicador tendrá su corres-
pondiente función maximal según, sea la geometría de sus 
singularidades. Esto no es más que extender la filosofía 
de la teoría de Calderón-Zygmund de que la función maximal 
de Hardy-Littlewood controla las integrales singulares. 
Para el multiplicador de Bochner-Riesz, se utili 
za por ejemplo, la siguiente función maximal: 
Dado N > 1 un número real se considera la fami-
2 
lia •^ de rectángulos en M de excentricidad N, es 
decir, rectángulos de dimensiones u, aN y dirección arbi 
traria. Dada una función localmente integrable " su 
función maximal es por definición 
Mf(x) = sup 
xeRslJ. 
N 
|f(t)|dt 
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1.62 Teorema 
Existe una constante independiente de II tal 
Mf II < C(log 2N) '^^'^ 
2 ,_2, para toda función f G L (IR ) , . j 
Un ejemplo 
Para precisar un poco todo lo esbozado anterior-
mente vamos a trabajar una situación concreta: 
Dada la circunferencia unidad S tomamos un 
anillo Cj. de anchura " que la contenga y dividimos el 
o 
anillo en [2IT5 J rectangulitos de dimensiones 6 x 6 
adaptados a la circunferencia. 
En coordenadas polares 
Cg={(r,9) | l - | < r < l + | } 
1/2 
Sea Q. el rectángulo en la dirección j6 
1/2 .^1/2 Q. = {(r,e) I (r,e) e Cg, (j-l)ó^ á e á j6'^^} 
1, 2 
-1/2 
- 67 
y sea ^i. la función característica de Q. 
1.63 Teorema 
Existe una constante independiente de ! tal 
I í II, < C 5^/^ llog 6|1/^ III ^ 1 1 , 
Demostración 
Para que el razonamiento geométrico funcione va-
mos a suponder que tomamos sólo los i) . que estén en el 
primer cuadrante, que no supone pérdida de generalidad pues 
sólo afecta en una nueva constante la desigualdad obtenida. 
El primer paso será obtener la relación de orto-
gonalidad 
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i,\\, = i i a i * , i ' ) ' ' ' 
que es cierta, pues por Plancherel 
I I I L \ \ j "4 
2 \ I ^T * ^v(^)I dx = 
3R jk -^  
I I 
j,k ¿ ,m 3R 
o (il; . *iii, ) (x) • (it). *iii ) (x) d x 
pero ahora por la curvatura de la circunferencia 
'^ j * ^k • "^l* "^ra = ° 
excepto si = ¿, k = m m, k = £ 
luego queda 
4 f 
I i í i J U = «i 
m 
2 (ijj •*'í^k^ (4^j*^v^ ^^) ^^ 
I 
j/k IR 
2 \i>^*Í'^^^^ \ ^^ = I 
j,k J m 
2l^j-4^kl '^^ 
2 (I líJ')^ ca? 11(1 \iA')'''\\ 
Observemos ahora que por el principio de incerti-
dumbre, en una primera aproximación, \¡) . tienen su soporte 
en el rectángulo dual de Q. . El rectángulo dual de Q . , 
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-1 -1/2 
R., es un rectángulo de dimensiones 6 xó centrado 
"" 1/2 * 
en el origen y con la dirección radial j6 , ii . toma 
el valor 
.3/2 
en R 
Luego 
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j 
2 II 6' X^ (X) r dx 
IR j j 
2.11 ^ R (^ ) I '^^ = 
IR i i 
La situación geométrica ya sugiere que habrá que 
utilizar el operador maximal asociado a rectángulos de ex-
-1/2 
centricidad N = 6 y dirección arbitraria para contro-
lar la descomposición. 
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Observemos que si E. es la parte exterior del 
3 
rectángulo R., como en la figura, tal que 
E. > ^ R. 3 2 ' 3 
y definimos el operador lineal 
T f ( x ) = y — -
3 IR R . 
3 ' 3 
f(y) d y X ^ (x) 
resulta que 
Tf(x)I á M(|fI)(x) 
y por tanto 
T|| Ú C(log ó ) ^ Cjlog 6' 
L ^ 
pero el operador adjunto de es 
T*g{x) = I — ^ 
j R. 'E. 
g(y) dyX„ (x) 
como se comprueba fácilmente y 
1 2 . R . 
.1 : 
por tanto 
I á ó 
3R j j J 
S C 6 |log Ó I I UR. 
pero I ij R . I á 6 
j •" j 
luego hemos probado 
V 7 ir ^ r. í 3 / 4 I , í I 1 / 4 II V ; II 
I ^ \\^ ^ C S ' l l o g Ó| ' W I ii W^ 
3 j 
Tomando V a . lí'. Y e v a l u a n d o d i r e c t a m e n t e 1 .64 
• 3 3 3 
o b t e n d r í a m o s 
1/4 I a ^ 1 1 ^ ^ C 6 ^ / ^ | l o g 6 | ^ / ^ | | I a 4^  
j j 
que es lo que prueba . . Tomas en L^ J^ siguiendo un camine 
diferente, parecido al que utilizamos en el capítulo III 
donde obtenemos un resultado análogo para la superficie del 
cono . 
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C A P I T U L O I I 
Sea _ la superficie de un cono en IR , en este 
capítulo estudiaremos la desigualdad de restricción 
2 . 1 
•T 
^ ' ^ — p , q 'I II L ^ (IR") 
¿Para qué valores de p^q es posible una estima-
ción de este tipo?. 
Tomando como da la medida de Lebesgue sobre 
que tenga siempre su soporte en un mismo compacto, con 
el argumento de homogeneidad de Knapp { Ver pág. 39) nos 
aparece la condición necesaria q < p'/3. 
Sin embargo, fijados los índices p,q , la medida 
do ÍE,) sobre ~ deberá tener una homogeneidad que dependerá 
de P/q , distinta en principio de la que tiene la medida de 
Lebesgue. Homogeneidad que le viene impuesta para compensar 
en cierto modo la que tiene la transformada de Fourier. 
Para precisar los cálculos podemos suponer, sin 
perder ninguna generalidad como se ve en las demostraciones, 
que " es la superficie parametrizada por 
X = r eos y = r sen z = r 
c o n O < 0 < 2 T r , r > 0 
73 
En el teorema 2.5 demostramos 2.1 siendo q = p'/3, 
1 < p < 4/3 da la medida 
do(.E,) = dr de SI C = ( r , e ) 
Obsérvese que la medida de Lebesgue sobre se-
ría dyC^) = r dr d0 y que ambas son equivalentes en un 
trozo compacto. 
En la proposición 2.25 tratamos el caso 
1 < q < p'/3f en el que también se cumple la restricción 
2.1, pero donde hay que tomar la medida 
a da(C) = r^ dr d a = —^ 
P 
Calculando la transformada de Fourier da de la 
medida singular sobre el cono encontraríamos valores de 
necesarios para 2.1, tal como hacíamos en la pág.30 para las 
esferas. En el lema 2.4 utilizamos un argumento geométrico 
parecido al de [1s] Y probamos que 2.1 es falsa si p > 4/3 
Si p = 4/3 tampoco se cumple la desigualdad 2.1. 
pues ésta da como consecuencia el teorema 1.40 de Zygmund y 
este no se cumple con p = 4/3. En el lema 3.14 probamos que 
2. 1 es falsa si p = 4/3 y damos además una estimación cuan^ 
titativa del mismo hecho. 
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En los Lemas 2.2, 2.3 y el teorema 2.5 que expo-
nemos a continuación, tomaremos sobre la medida 
doiE,) = dr d9 
2 . 2 Lema 
Una condición necesaria para que se verifique la 
1 1 
desigualdad 2.1 es que — = 3 [i - ~" ] -
Demostración 
Supongamos que toda función f S L (IR ^) cumple 
2. 3 < C f 
L^(r,da) 
Fijada , sea 
g (x) = (Ó f) (x) = f (ax) a > O 
Si 
está en L (IR^ ) puesto que 
l^lp = ^ g(x)|P dx)^/P = { 
IR^  
f (ax) |P dx)^/P 
]R' 
a-^/P( f(Y)|P dy)^/P-
IR-
Teniendo en cuenta ahora que g(C) = a f(^/a) 
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sera 
¡(al*^ dacC) )^ /'í = a ' ^ 
r 
f(C/a) n da(^) ) 1/q 
hacemos el cambio de variable 5 = at, luego da(?) = ada(t) 
Y queda 
L'^ÍD 
= a-^^/'ÍC f ( t) I<5 da(t) ) ^ / ^ < C a"'^ q llfl 
es decir 
C a q p g 
luegQ si tiene que cumplir 2.3 para todo a > O será 
1 3 3 + - + - = O 
q p 
~ = 3 b -i] • I P 
2 , 4 Lema 
Un resultado de restricción como 2.1 solo puede 
ser cierto si p' > 4 
Demostración 
Vamos a tomar el tronco de cono FQ formado por 
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todos los puntos de que están a una altura 
, - 1 / 2 -
c o n 
< z < 2 . D i v i d i m o s a h o r a r ,^ en [ 2 IT6 ] b a n d a s 
v e r t i c a l e s de a n c h u r a 6 1/2 y metemos cada una de estas 
1/2 bandas en un bloque T . de dimensiones ' x 5 x j ada£_ 
tado a la superficie del cono tal como aparece en la figura 
Ti 
1/2-A p a r e c e n a s í l o s [2Tr6 J b l o q u e s 
T . 
3 
-1/2-
1, 2 , [2TT6"'^^] 
Si es una función de la clase de Schwartz en 
IR ^  cuyo soporte sea esencialmente T. y tal que (J) . = 
en casi todo su soporte, su transformada de Fourier <^ . , 
por el principio de incertidumbre, tendrá su soporte esen— 
cialmente en el rectángulo dual de T., S. 
Con la traslación conveniente x. podemos supo-
3 
•1/2 
ner que los 6 
ticamente disjuntos, y como 
bloques S. tienen sus soportes prác-
(Tx. cf).)(t) 
X ^ T^ 
-2Trix . -1 j *j(t) 
si tomamos f(t) E (^  (^ .)(t) 
3 1 3 
„ -2Trix . • t , ... 
E e j c|) . (t) 
j -' 
sera f > C 
L'í(r) -
E T^. ({). K < c E Tx . j ^3 ^:"p - j " ^D D P 
3-1/2 
I 
j = 1 
5-( i4 ) 5 ( i4 )p fi-j sf^P-^^ 
luego si se cumple 2.1 será 
1 2 , 
haciendo tender hacia cero aparece pues la condición 
^H- f (P - 1) 1 
es decir p <_ 4/3, o lo que es lo mismo, p' > 4 I 
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2.5 Teorema 
Dada una función f e S (IR ) , se cump 1 e 
|f (?) l"^  da(C) ) '^^'^ < C llf II 
r ^ ^ L^ QR ) 
con — = 3 q 1 - 1 < p < 4/3 
Demostración 
Sin perder generalidad podemos suponer que el co_ 
no tiene un vértice en el origen y que se genera por revo-
lución de la semirecta z = x, z > O alrededor del eje 
De este modo tendrá por ecuación cartesiana 
2 2 
X + Y z > O 
y podemos parametrizarlo con 
z = X = r eos y = r sen 
Para demostrar 2.5 es suficiente con tomar solo 
TT 
el primer, cuadrante O < 9 < — , ya que cada cuadrante se 
trataría igual y esto solo afecta en una nueva constante 
C en 2 . 5 
P/q 
Dividimos el cono en trozos diádicos T^, n S Z. 
r es el tronco de cono diádico que corresponde a una al_ 
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tura 2 < z < 2 
Dado suficientemente pequeño, ensanchamos 
r en dirección radial un espesor 6r, de tal manera que 
obtendremos el tronco de cono "grueso" T^ , que a una al-
tura con 1 < z < 2 será la corona 
o i e i l z ( T - | ) £ r £ z ( 1 + | ) 
* -1/2 -1/2 
Dividimos ahora F en 6 x 6 losas 
1/2 1/2 
^oiU' 2oiU sera la losa de dimensiones ó x ó x 6 
OL n j V 
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formada por los puntos de r„ que estén a una altura 
1/2 1/2 
j Ó ^ < z < 1 + (j + 1) 6 ^ 
y con una dirección angular 
1/2 1/2 
6 ^ u < e < 6 '^^(u + 1) 
Una vez obtenida esta descomposición de F O ' 
obtenemos T y una división análoga de T en losas por 
n -^  ^ n ^ 
* ^ 
homogeneidad. De éste modo, Y quedará dividido en 
-1/2 -1/2 
6 X 6 trozos Qniu ' siendo Q'niU' •^^ losa de di-
n'^x V- on.1/2 „n.1/2 ^^ ,^ 
mensiones 2 o x 2 6 x 2 o que esta a una altura 
,n , „n..1/2 ^ ^ -n , T" . ¡ + 2 jo < z < 2 + 2 (j+1)o 1/2 
y con una dirección angular 
1/2 1/2 
Pongamos T = i i F y llamemos é • a la fun 
^ n " ^ nDU — 
cion característica de Q^iu • P^^^ probar 2.6 es suficien-
te con probarlo para funciones que sean constantes en cada 
losa, luego si a .,, es el valor que toma 
n j U ^ 
basta con que 
en Q . , 
^n] U 
2.7 lim 
6-^ 0 n jU 
n j U /x 
,2n/q ^n^u (?) "^ d? )^ /'2 < 
C ( Z 
n ju nDU 
p g2 ^3n j1/p 
y por dualidad será suficiente que 
a 
2. 8 njU *..„ !L. 1 C 6 1/q 
njU 2 2n/q ^nju "p' — njú njU n^jU'i q-
para suficientemente pequeño y siendo p'^q' los -ex-
ponentes duales de p,q respectivamente. 
Al ser p' > 4 , aplicando el teorema de Haus-
1 2 dorff-Young con ^ + —, 
s p' sera 
^ ^ ^ '2n/a'"2m/a ^ niú <^  ^  " ^ mku ^  ^  ^  ^ ' ^ ' ^g ) | ' 4 < 
., ,, „2n/q 2m/q njU mky ' — 
nmjkU)j 2 2 ^ 
a . a , -
. , n 2 n / q ^ 2 m / q ^ n j u ^mky 
nm 3k yiy 2 ^ 2 ^ 
_1_ 
(x) I ^  dx )2s 
C( i E E E >^;^ V ^ $ . ^ , * $ „^ 
m<n jk Uy 22"/'5 22m/q n^ U mky 
( x ) d x ) 2 s 
<_ C( E ( 
r > 0 J 
a . a 
E E E ; ^ y " ^ ' ^ ' ^ * .. *(]) ^ „ 
n j k u y 2 ^ " / ^ ^2{n-r)/q_ njxj n - r , k , y 
i 1 (x) I ^dx)s )2 < 
C( E + E + E ) 
( a ) ( b ) ( c ) 
1 / 2 
donde hemos descompuesto la suma E en tres trozoSf en 
r^O 
E tomaremos r >_ |log_ 6| , es decir, tomamos los pares 
(a) 
(m,n) con m <_ n y |n-m| > | log 6 | , en E tomamos 
|log2 &J (b) 
con 5_ ^ ^ l-'-°'3') ^ 1 y P°^ último 
2 llog^ 6 I 
E corresponderá a sumar los •^  con O < r < . 
(c) ~ ~ 2 
la suma en 
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2.9 Primer caso 
Vamos a estimar Z que corresponde a la suma 
(a) 
E = E 
(a) r^jlog 6 
V V V nju n-r,k,y 
n jkup22"/'5 22{n-r)/q ^nj'O n^-r,k.M 
1/: 
(x)rdx) 
,m 
Geométricamente 
,n 
n-m > |log 6^ significa 
que 2 < 62 , es decir, que el tamaño de y F con 
— m 
m 
m < n + |log -6' es más pequeño que la anchura de cualquier 
bloque Q 
n] u 
M * ( 5 2 ^ 
2'"^ S2' 
De este modo, fijado un punto pertenecerá 
como mucho a cuatro soportes distintos del tipo 
sop(d) . * d) , ) al ir variando 
njU n-r,k,y 
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Diremos pues que sopíci)^^^ * *n-r,k,y' ^°^ 
"casi disjuntos" o que tienen un solapamiento finito al 
variando j> \) En tal caso escribiremos 
sop (ó . * d) , ) ^ s o p ( * . , - , * * , ) = 0 
^ ^n^'u' ^n-r,k,y 
salvo que sean = = 
Esto último no afecta al resultado ya que el con_ 
siderar exactamente cuánto se solapan solo cambiará la cons_ 
tante independiente de la descomposición, que 
aparece en las desigualdades obtenidas. 
También sop(d) . * é , ) es "casi igual" 
^nj u ^n-r,k , y 
sop(d) . * d) , , ,) y escribiremos 
^nju ^n-r,k',y' ^ 
sop(d) . * d) ) 'V sop(d) . * c¡) , , ,) 
^n^u ^n-r,k,y — ^ ^nju ^n-r,k',y' 
para todos los índices k',y 
-1/2 -1/2 -1 Observemos que hay M = 6 •5 = 6 de ta 
les índices y de este modo, fijado un en Z 
E Z E 
a . a 
n] L) n-r , k , y 
J n jk uy 2 2n/q 2(n-r)/q ^nju ^n-r,k,y 
, , I s 1/s ^ (x) dx ) < 
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< C( Z Z n]U' 
. 2 n s / q 2 ( n - r ) s / q . * E n^u 
2 . 1 0 <C(Z E E 
-1 S -1 I | S | 
(6 ) a . a , 
n ] u ' ' n - r , k , ] i 
ky n - r , k , i i n - r , k , y 
I S 
(x) dx) 
., „ 2 n s / q „ 2 ( n - r ) s / q 
n ]k uy 2 ^ 2 
Id) . *d) , (x) I dx) 
i^nju ^ n - r , k , y ' 
p u e s t o q u e ( E a ) ^ < M^ ( E a ^ : 
k=1 ^ - k=1 ^ 
p > p o r l a 
d e s i g u a l d a d d e H o l d e r , 
y c o m o 
I* . **• , (x) I dx < lid) . ** , II Isopícj) . *(j) , ) 
s i e n d o 
^ /F, II I / A \ I ^2 3 ( n - r ) 
^ n ^ u n - r , k , y i i o o _ i ^ ^ n - r , k , y ' 
s o p ( d ) . * d) , ) I 'V' Í s o p ( d ) . ) + sop(c¡) , ) 
^ ^ n ^ u ^ n - r , k , y ' — ' -^  ^ n ^ u ^ n - r , k , y 
O/ 
% | sop(c ¡ ) . ) I = 6^ 2 ^ " 
— ' n j y I 
s e r a 
, , |S , ^ „ 2 s + 2 „ 3 ( n - r ) s „ 3 n d ) . * d ) , ( x ) d x < ó 2 2 
^ n j u ^ n - r , k , y ' — 
c o n l o c u a l l a e x p r e s i ó n 2 . 1 0 e s 
< C( E E E 
n j k uy 2 ^ 2 
1—s 2s+2 
2 n s / q 2 ( n - r ) s / q ' n j u ' ' n - r , k / l i 
|S J / S 
9 9 9 ^ " ^ ^ ^ " ^ 
E 6 (^ ) 2 
2 " 
^ 2 3n^^"^ Z la . 3 - s 6 ^ 2^''^ 
. ' n i U ' 
2s 
v I lo— '-'^ „3 (n- r ) | 
S a , 3-s o 2 
' n - r , k , i j ' 
kij ' 
3-sl 1/s< 
3s-3 í 
6 ^ " - ^ 2-^- 2 
2s 
Z( E la . |3-s 6^ 2^" ^ ^ 
2s 
E ( E | a ^ l 3 - s ¿2 2 3 { n - r ) ^ 3 - s 
n ky ' ^ - ^ ' k , y l 
1/2 
1/2 1/s 
2 s - 2 3 s - 3 
, - r 
2s . , 3-s 
J:— ^2 „3n C ó s 2 2s ( E a . 3 - s 6 2 ) s 
. ' n i u ' 
n3U -^  
e n d o n d e h e m o s u t i l i z a d o l a d e s i g u a l d a d d e C a u c h y - S c h w a r z y 
e l h e c h o d e q u e 
E A ^ ^ < { E A ) ^ ^ 
n — n 
n n 
a l s e r 3 - s > 1 
De e s t e m o d o 
2 s - 2 3 s - 3 
• r -
2 s „ ^ 3 - s 
2 „ 3 n . E < _ C E 6 s 2 2 s ( E | a _ ^ , J 3 - s 6 2 ) 2 
(a) r > ¡ l o g 6 | 
y al ser -r 
n^ U 
3s-3 3s-3 
n j U' 
2 2s '^^  6 2i 
r^jlog^ 6 
queda finalmente 
7s-7 
E <_ C 6 4s 
(a) 
2s „ - 3-! 
E a . l3-s o 2 ) s 
n] U -" 
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1 Segundo caso 
Tomaremos ahora 62 < 2 con o 2 < o 2 
es decir, los = n-m tales que 
log^ 6 
< n-m < Ilog 6 
Geométricamente significa que el tamaño de T es mayor que 
m 
ol lado Dequeño de Q . , pero el lado mayor de Q . es 
' n]U m^u 
más pequeño que el espesor de Q . 
Fijado un = n-m de este caso 
sop (é . * d> , ) ^ sop ( 
nju ^mky ^ P'^nj'u' ^mk ' y ' 
excepto para 
mientras que si fijamos cb . puede ser 
T. -j ^n]U 
sop(c¡)^. , * é ,, ) í^  sop(cf)„. , * (|)„, . ,,) 7^  0 
nju mky nju ^mk'y 
para ciertos Índices k',y 
Si fijamos las direcciones angulares ]s,]i en 
esta última intersección, las intersecciones serán no va-
cías para todo k,k'. Luego, fijadas las direcciones angu-
X.-1/2 
lares, un punto pertenecerá como mucho a o soportes 
distintos. Esto nos da el solapamiento vertical. 
Para el solapamiento horizontal, una vez fijadas 
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las alturas j,k es suficiente con ver como se solapan 
3n una sección S., perpendicular al eje del cono y a una 
j k 
altura 
,n „m . c,1/2 ^ n , f.1/2 „m 
ya que es a esta altura donde vive sop(d) . * E ó , ) y la 
^ ^ ^^niU mky ^ 
y 
suma final sopCé . ) + sop((b , ) consistirá en extender 
njU ^ mky 
el corte con S., paralelamente a la dirección vertical de 
sop (cj) 
n j u' 
Sobre el plano S., , sop(d) . * é , ) está cen-
Dk -^  ^ n ^ U mky 
t r a d o e n e l p u n t o 
2 ^ 1 + 6 ^ / 2 . j ^ | u i ^ ^m^^ ^ g 1 / 2 ^ ^ ^ ^ y i 
y esencialmente es como un paralelogramos de longitud 2^ ^ ó 
y anchura 6^ '^ ^ 2"^  sen { { | u-y | + 1 ) 6 ^  ^ ^ ) ^ 6 2™(|u-y| + 1) 
De este modo sop(* . * é , ) está separado 
^nju ^mky -^  
6 2 IU-yI de sop{* . * * , ,.) como puede verse s 
' ' ^nju ^m,k,y+1 -^  
los proyectamos en la dirección \) 
Luego el solapamiento entre los diferentes sopor 
tes al ir variando u,y será máximo cuando y. En tal 
caso un punto pertenecerá como mucho a '' soportes con 
tal que 
6 2 ( 1 + 2 + N) % 6 2 
, „n-m,1/2 
estoes N '\^  (2 ) 
Asi pues 
E E E 
a . a 
nj u n-r,k,y 
* (j) 
n jk uy 2^"/^ 22("-^)/^ "^u ^n-r,k,y 
, . I s _, , 1 /s [x) dx) 
1 S-1 I |S 
,n —r— la .1 la 
< C(E E E (6 2 f-' (^-) 2 ' "^^ ór";^'' 
' nju n-r,k,y ' 
y calculando de manera análoga al primer caso esta última 
expresión es 
-r 
s-1 5s-5 
< C 2 
s „ 2s 
o 
2s 3-s 
( E 
n j u 
a . | 3 - ^ 6' 2 ^ " ) ^ 
n3U ' 
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y a h o r a 
(b) 
( 
log2 ó I 
2 l^ll"'"°'^2 1^ 
1^  .^  ^ „2n/q „ 2 { n - r ) / q % j u ^ n - r , k , y 
n ]K uyS 2 
{x)i^ d x ) ' ' / ^ < 
s-1 5 s - 5 2s _ , 3-s 
.2 ^3n, 
< C( E 2 s ) 6 2s { Z [a 13-3 Ó 2 ) s < 
l l o g 2 6 | n j u •"^'^ 
r > 2 
3s-3 2s 3-s 
nju ' " ^ ^ ' 
2 . 1 2 T e r c e r c a s o 
E s t e ú l t i m o c a s o c o r r e s p o n d e a l o s p a r e s m <_ n 
l l o g ^ 6 I 
" = n-m < . En l a c o n 6 2 < 6 2 / e s d e c i r , 
d e s c o m p o s i c i ó n g e o m é t r i c a e s t o s i g n i f i c a q u e e l l a d o m a y o r 
d e l b l o q u e Q 
~mky será mayor que el lado pequeño del Q . . 
Ahora deberemos tener en cuenta muy precisamente 
que si está cerca de el solapamiento va a ser peque_ 
ño y el tamaño grande, mientras que al ir alejando de 
el solapamiento aumentará y el tamaño decrece. Lo maravillo-
so es que se compensa exactamente lo uno con lo otro y con-
tribuyen al valor deseado. 
r los 
m 
Para el solapamiento vertical, consideremos en 
2^ ^ * 1 /2 n 
-7-Tz anillos r „ de altura 6 2 , donde 
-1 /2 „n mi 
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m£ es el anillo formado por la unión i i O , donde 
k /y 
recorre todas las direcciones angulares y 
< 6 2 k < 6 2 (£+1) de este modo 
^/2 2" ^ 
(r*o + sop((¡) . )) n ( r * . , + sop(cí) ., , ) ) 7^  0 
•^  " ^n^u m£' -^  ^n] ' u •m£ 
para £ + j = £' + j , mientras que esta intersección ten_ 
drá un solapamiento finito si £ + j í^ £' + j ' 
Por eso, fijados L = n-m , un punto en 
r n + sop(é . ) pertenecerá como mucho a 
m£ nju 
distintas de este tipo. 
¿1/2 ^n sumas 
Por otra parte 
sop((j) . * S (() , ) ^ sop(cí) . * Z (|) , , ) 7^  0 
^niu ^mky ^niu ^mk' y 
\i ^ y 
* * 
para todo k,k' con sop ( Z d) , ) C F „ y sop(Z á> , , )Cir „ 
•^  ^mky m£ -^  -^  ^mk'y mX 
y y "^  
Como hay de tales índices .., resulta que un 
punto en sop((l) . * Z cb , ) pertenecerá como mucho a 
^ -^^niU ^mky ^ 
2™ 2" ^ -1/2 ( —r—rz ) ( — ) = 6 distintos soportes de esta g1/2 ^n 2^ 
clase. 
De este modo, fijado n-m 
„ „ „ n]U mky , , rS N ^ / S S E E „-^  . „^ , ^ . * ^ , (x) dx ) 
^2n/q ^2m/q ^njU ^mky ' 
n 3 k u y 2 ^ 2 ^ 
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6" P^~^^ 
^ I ^^ 22ns/q 22ms/q J 
, , I s _ > 1/s 
E a . d) . * E a , é , (x) dx) 
U ^ y 
Q . 
Para estudiar el solapamiento horizontal, fijado 
n-m , habrá que tener en cuenta que si dos soportes 
O , tienen poca separación angular U-u , el 
tamaño de la suma Q . + Q , será como el tamaño del so 
^njD ''mky -
porte más grande Q . y habrá mucho solapamiento con 
^n]u 
otros soportes. Lo contrario sucede si la separación angu-
lar es grande. 
Se tiene 
2.13 E a . é . * E a , ó , (x) dx 
nju ^nju mk]i ^mky ' U y 
< E M(u,u)^~^ |a . I^la , 1^ 
— "^  I niu ' ' mku ' 
Uy *^ 
) . * d) 1 (x) dx 
nju inky I 
donde M = M(u,y) es la función de solapamiento. 
M, que depende de y de y , indica cuánto se 
solapa sop((b . * ó , ) con los demás soportes 
^n^u ^mky ^ 
sop(d) • , * é , , ) al ir variando u',y 
Dicho de otra manera, si 
M.(x) = máx E X^ (X) para x G iR' 
U,y ^ ^n^u ^mky' 
sera 
M(u,y) = máx M (x) 
X e sop (ó . * d) , ) 
Para acotar la expresión 2.13 utilizaremos los 
dos siguientes lemas 
2.14 Lema 
La función de solapamiento fí (u , y ) está acotada 
por 
(a) si |u-y| + 1 < 2"" "" M(u,y) < 
(b) si iu-y I + 1 > 2 n-m 
n-m 
U-y + 1 
M(U,y) < 4 
Demostración 
Vamos a proceder de manera análoga al segundo ca-
so 2.1 anterior, estudiando la situación geométrica en 
el plano S tal como aparece en la figura. 
Si, fijados U,y , proyectamos sop(c}) • * ^ , ) 
sobre la recta que da la dirección radial de sop(cj) . ) 
^ nj U 
y la proyección es el segmento [^ '^ ] ' entonces la proye£ 
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C l o n 
d e s o p ( d ) . , * d) , ) s o b r e s e r á e l s e g m e n t o 
n^U m , k , l J + 1 
r a + d , b + d l s i i i > U ( 6 r a - d , b - d ] s i y < U ) , 
siendo d la proyección de sop(d) , ) sobre es de-
cir 
d = 6 2 " ^ sen(|u-y| + 1 ) '\. ó 2"^  { I U-y I + 
De esta manera si d > 6 2 , es decir, si 
y -
, n-m U-y I + 1 > 2 hay solapamiento finito y M < 4 
Si d <_ 6 2 , sea y _>_ u , entonces si 
2.15 d + d , 
y y-1 
+ d > ó 2 
V — 
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existirá un tal que 
d + d 
-1 <^  M > <S 2 y-M — 
M(Uf]i) será el primer que cumple esta última rela-
ción, M verifica pues 
ó 2'"(y-u) + 6 2"'{ii-u-i: + ó 2"'(y-U-M) 'V 6 2^ 
luego / X.. M „n-m (y-u)M - — ;}: 2 
Y por tanto 
M = (y-u)- /{y-u)^-2.2'' "" = 
2 - 2 n-m 
+ /(y-u)2 -(y-u)  (y-u)^  2-2 .n-m 
n-m 
< C 
y-u + 1 
Si fuera d^ + d^^^ + d < 6 2 
U -
entonces s e n a 
2.1 2^ -"^  > " T (y-u-j) = {y-u)2 - ililia^ = i (y-u)' 
j=0 
y hay que tomar como M(U,y) el primer tal que 
d + d , + d,. '^. ó 2 
U 0+1 M — 
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es decir 
6 2"^  + 2 6 2"^  4 + M 6 2"^  ^  6 2^ 
,„n-m.1/2 
M OJ (2 ) 
Y también se cumple el Lema ya que 
, „n-m > 1/2 2 
M % (2 ) ^ < -
n-m 
y-U+1 
por la condición 2.1' 
Si ]j < u se procede exactamente igual, pues hay 
una completa simetría en ambos casos. | 
2.18 Lema 
Se cumple 
(a) A . A . / ^ |S j ^ j,2s + 2 „3ms ^ 3n ^ . * (^  (x) dx < 6 2 2 
nju ^mky ' — 
si u-u + 1 < 2 n-m 
:b) 
.2s+2 (2+s)n m(2s+1) 
(j) . * 0 ^ (x) I dx < 
"^ n^ U ^mku ' - ,1,, I -,^ s-1 
( U-y + 1) 
si IU-p + 1 > 2 n-m 
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Demostración 
En efecto, en ambos casos es 
1 9 
nju ^mky dx < ) . * d) , s o p (é . * ó ' ) 
P a r a c a l c u l a r sopícb , * <t> . ) observemos 
que sop((j) . *^ , ) = sop(d) . ) + sop((¡) , ) = Q . , + Q , 
Y esta suma esencialmente es como un paralelepípedo de al-
tura 
5I/2 ^n ^ 5I/2 ^m < 2 6^/2 ^n 
y cuya sección, que está en el plano S , es la suma 
1 '^ 
A . + A , , donde A . 
n]U mky n]U A mky son,respectivamente, las 
secciones de Q . , v Q , por un plano perpendicular al 
^n^U ^mky ^ f 1/ t' 
eje del cono. 
1 / O •r» 
A . , es un rectángulo de dimensiones 6 2 > 
nju ^ 
X 6 2 y al ser la anchura despreciable frente a la longi^ 
tud , A . + A , esencialmente es un paraleloqramo cuyos nju mky r z, ^ 
Anj/u 4-A mK/Lí 
-J 
g1/2 2^ 
lados son dos vectores de longitudes 6 2 
1/2 
separados por un ángulo a = (|u-|i| + 1 ) 6 , de este 
modo 
A + A I ^  5^/^ 2"" 6^/^ 2"^  sen((|u-u| + D 6^^^) 
nju mk]i I — 
6^/2 2" 2"(iu-y| + 
y por tanto 
2.20 IsoDÍd) . * $ , ) | < C 6 2^^ 2'^{|u-ul + 
En cuanto a la convolución 
* . * (j) 1 (x) = 
]R 
^ é . , (x-y) (j) , (y) dy 2 ^n^U ^ ^mky 
el integrando vale 1 si fijado 
y e sop(d) . ) y S sop(cj) , ) 
es decir y S (x - sop((¡) . ,)) '^ sop(cj) ) 
n j u íUKy 
en otro caso el integrando vale 0. Luego 
c¡) . * <j) , (x) = I (x - sop((}) . ) ) '' sop(c}) ) 
n^U itiky ' ^njV -^  mkp 
y por tanto d) . * d) , = IR JU nm 
donde R es la máxima intersección que puede tener 
n m -i ir 
Q . con Q , , que es 
n^U mky ^ 
2.21 lU . *(j) 1  = IR-'^I < 
" nju m^kyi'co i nm ' — 
6^ 6^/2 
1/2 Oi 
sen ( ( u-]i + 1 ) 6 ) U-ii + 1 
Finalmente, de las expresiones 2.19, 2.20 y 2.2 
e obtienen los dos casos (a) (b) del lema | 
~77 a 
De acuerdo con los cálculos de los lemas 2 . 1'4 y 
2.18 tendremos pues en la expresión 2.1" 
Z a . , ( j ) . , * E a , (j), (x) dx < 
n^u n]U mky ^mky ' — 
< C 
_-2(s-1) 
n jl 22"^^/^ 2^"^^/^ 
S (__^  f-1 52S + 2 23n 
U-yi+1<2"-^ |u-yl+1 
„3m I I s I Is 2 a . , a , 
' n3U ' ' mky' 
,2s+2 „n(2+s) „m(2s+1) 
I, o ^ ¿• I . _n-m U-y +1>2 
nju' ' mky 
(lu-y1+1) s-1 
1/s 
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< c 
^--{s-1) ^2s+2 m(2s+1) n(2+s: 
Z E 
n jk 2ns/q 2ms/q 
. Z 
nju' ' mku 
U-yl + 1) s-1 
1/s 
Y para acotar esta expresión emplearemos el si-
guiente 
2.22 Lema 
I | S | iS 2 s 3 - s 2 s 3 - s 
V ' "JVJ ' ' ^^U ' ^ r f V 1= | 3 - s ^ 2 , | 3 - s . 2 Z ~—r < C ( E a . ) ( E a , ) 
, I I ^ 1\ s - 1 — I n j u ' ' m k u l 
u , i i ( u - y + 1 ) u y ^ 
Demostración 
Es una consecuencia directa del teorema de inte-
gración fraccionaria 1.57. En efecto 
I ! S ! 1 S 
j llin}ll I Í H ^ I L L = ^ ^ 3 < ( E A P I ) ^ / P 1 ( E B P I ) 1 / P I 
U,y (lu-yl + 1 ) " - ^ u ^ ^ - u ^ 
donde hemos puesto A 
U 
a . |^ B = E ^^!^^ 
n^u ' U 
y ( U-y\+^ ) s-1 
1 1 
Y hemos aplicado la desigualdad de Holder para + 
Pl Pi 
Pero de acuerdo con el teorema 1.57 
{ E B^í )^/Pl' < c( E A^D^/Pl 
u ^ - u ^ 
loo 
con 
1 1 1 
— + (s-1) = 1 +-i-, = 1 + 1 L 
es decir 1 3-s 
Pi 2 
Luego nos queda finalmente 
E a . é . * Z a , é , (x) dx 
nju njy mky ^mky ' 
U 
3s-3 
s-1 2s 3-s 
< C 6 ^ 2 "" s { Z ( E | a . | ^ ^ 6 ^ 2^"": 
— . ' nju' 
n ]U 
2s 3-s 
ky "-^'^'1^' 
3s-3 
s-1 
C ó ^ 2 ^ s ( E l a . 
n^u 
n^u 
2s 
3-s „2 „3n 
o 2 
3-s 
Y por tanto 
E = E I 
0<r< 
a . a 
E E E " 3 ^ ; 7 ' \ ' ^ , (j) . *c¡) V (x)|^dx< 
n jk uy 22-^/^ 2 2 ( " - ^ ) / ^ ^^^U ^n-r,k,y 
s-1 3s-3 2s 3-s 
C C E 2 ' ' s ) ó ^ ( E l a . l ^ ^ ó ^ 2^ '') ^ 
r>0 nju "^^ 
Juntando ahora los tres casos considerados, fina_l_ 
mente resulta 
3s-3 2s 3-s 
E + E + E )'/2 < c 6 2" ( E la . j ^ " " ó' 2^") ^^ 
(a) (b) (c) n^u -^  
, 1 3s-3 , 2s 
y al ser — = -— , q' = 
q 2s 3-s hemos probado 2.8 
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2.23 Corolario 
Si es un trozo compacto del cono 
2.24 { 
-3 
para toda función f S L (IR), siendo dyC^) la medida de 
Lebesgue singular sobre ~ 1 < p < 4/3, 1 < q < p'/3. 
Demostración 
No hay más que tener en cuenta que en un trozo 
compacto la medida de Lebesgue dy está controlada por 
da y luego aplicar la desigualdad de Holder y el teorema 
anterior. | 
2.25 Proposic ion 
Dada la superficie de un cono 
2 . 26 (f |f(C)|^ ^" dr de ) ^ / ^ < C lif II 
Jr 
3q 
siendo a = —-f - T 1 q 1 j p 1 < p < 4/3 
Demostración 
Es análoga a la del teorema 2.5, la poten c la 
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es la necesaria para que se cancelen bien las potencias 
de 2 _ 2 que aparecen y lo demás se sigue del lema 
t r de integración fraccionaria 2.22 al ser i ^ i 
t < r I 
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C A P I T U L O I I I 
Dada la superficie del cono . . si ensanchamos 
la superficie con homogeneidad, tal como hacemos en el teo 
rema 2.5, de tal manera que a una altura 
sor 6r obtendremos el cono "grueso" T 
tenga un espe 
Vamos a probar que si es suficientemen-
te pequeño 
f(C)|'/' - ^ )' / ' < C |log 61^/^ |lf| 4/3 
Obsérvese que si no existiera el factor |log ó^ 
a la derecha de esta desigualdad, haciendo tender ' hacia 
cero obtendríamos la restricción 
3 . 2 1^1 4/3 1 ^  L^/^m^ 
que sabemos que es falsa (ver 3.14). Esta es la razón por 
la que decimos que hay crecimiento logarítmico en la res-
tricción . 
Si E,) es la función característica de 
y ponemos \¡)¡.{^) = 
ees como 
3/2 *6 (?) 3.1 se escribe enton-
^6 ' < C 6^ /^  llog Sr/^ 4/3 4/3 
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Definimos el operador T. dado por el multipli-
0 
cador 
(Tgf) (c ) = líjg(c) • f í c : 
con lo que 
^ ^ 
sup I T f{x)g(x)dx = sup 
gil <1 JlR 
4/3 
gil 1^ 
4/3 
(Tgf) (C)g(?)dC 
sup 
gil £ 1 •' 
4/3~ 
, ijj, (C)f (^)g(5)d5 < sup l|-.&ogll l|f|| 
JR^ ^ - l|gl| <1 ^ 4/3 4 
4/3 
Por tanto para probar 3.1, por la dualidad es su-
f iciente con 
3 .3 T^f II < C 6^/^ llog 61^/^ ||f 
que es lo que probamos en el teorema 3.4. De hecho 3.1 
3.3 son equivalentes y esta última viene a ser el teorema 
de extensión dual al de restricción. 
3.4 Teorema 
Existe una constante independiente de 
tal que 
T. f|l < C 6^/^ llog ó|''/2 ||f|l 
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para toda función f S S il-R ) 
Demostrac ion 
Si c¡)j,(5) es la función característica del tron_ 
^ * n n 
o de cono diadico r / pongamos \¡) {^} = cj) „ (^  ) • ijj „ (^  ) 
Y sea S el multiplicador 
n 
(s^f) (5) = i,^{0 f(C) 
Por el teorema de Littlewood-Paley 
T^  f II '^^  ||( 2 |S f 1^ )^^^IL 
4 n 
por lo que 
5 "4 - " n '^  4 
^ ( E|s f (5) 1^  ) ^  áE, 
IR n 
E 
n , m •' 
S f(5) S f (5) dC 
n ^ m ^ ' ^ 
E 
n ,m J 
m<n 
(S f) (x)* (S f) " (x) I dx 
n m ' 
3.6 = E 
mánj 
1 1 I 2 
E —r—rr- f . (x) * E ,„ ,-, f , (x) dx = jU 2^-^/2 n:u ^^ pn./2 mky 
donde f . = f • cb . es la restricción de r al bloque 
njU n]u 
„ ,^ TI* •, „n „ n . . l / 2 
Q . , que esta en r a una altura 2 + 2 no y con 
n 3 U n j jr 
una dirección angular ó 2 \) como en 2.5 
Dividimos ahora la suma 3.6 en |log 6| suman-
dos, de modo que cada uno de ellos contenga índices n,m 
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con n-m > |log 5 
Sea uno de estos sumandos. 
I <_ C I log^ 6 I E E -~7^ f . * I J ,„ f , (x) i^ dx< 
„3n/2 nju , T3n/2 mky 
n,meA J 3U 2 -' ky 2 
C I log E —;—rr- f . * E —;—7:7 f , x dx 1^ I . _3n/2 n:u , ^3n/2 nky 1 
nSA^ :u 2 ' -• ky 2 
nT^ m 
n ,mGA 
f . * E 
JU 22^/2 nju ^^ 2^ 'P/2 mky f , (x) dx 
C log 6 E 
I (1) 
E 
(2) J 
(a) Vamos a acotar E 
(1) 
Observemos que 
sop( E f . * E f , ) ' ^ s o p ( E f . , * E f . , ) f^ 
njv nky ^ nn'U nk'y 
si y solo si + k = j' + k 
Luego, como j,k varían desde hasta 6 -1/2 
sop( E f . * E f , ) se solapa como mucho 6 
nju nky U y 
con otros soportes, de este modo 
•1/2 
veces 
E 
(1) 
* E .,"' ,^ f , (x) I 2 dx 
nSA J -jU 2^ '^ /2 nju .^^^  2'n/2 nky 
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- - 1 / 2 
< C E 
_ 6 n . , 
n 2 ] k 
E f . * E f , (X) d x 
njv n k u ' 
u y 
- - 1 / 2 
< C E E E 
~6n . , 
n 2 : k uy 
f . * f , ( x ) I d x 
n j u n k y I 
y a q u e 
s o p í f . * f . ) <^ s o p ( f . , * f , ,) / 0 
njv n k y -^  n ^ u n k y ' 
s i ; u , y ) 7^ ( u ' , y ' ) 
S i p r o b a m o s 
3 . 7 f . * f ^ (X) 1^ dx < C ^ ^ — ||f . 1|2 llf , 11^  
njv n k y I - l ^ . ^ l + i " njv^ H nkyH ^ 
t e n d r e m o s 
, - 1 / 2 
E _< C E - ^ 
(1 ) n 2 6 n 
6^ 2 ^ " E E ^ n j u l i 2 l ' ^ n k y ' l 2 
j k uy u - y + 1 
^ n ^ 3 / 2 _ 1 , , I, 1,4 1 / 2 , „ |, | | 4 , 1 / 2 
< C 6 E —5— E l o g „ 6 ( E f . I ) ( E f , ) 
n 2^=^ ' 2 I . J l n ^ u i i ^ j^^ll n k y l l ^ 
y a l s e r 
n : u ' 
f . \' < is' 2^-)^/2 ||f . f 
1 0 9 
obtendremos finalmente 
3n 
Z < C 6 llog^ 61 E 6' ^  ( E P^juH' ^  
(1) n 2 DU 4 
C 6^ j l o g ^ ó I Z l l fn iu l l ' * = "^  ^^ | l ° g 5 | II f !l 
n j u 4 4 
(b) P r o b a r e m o s l a d e s i g u a l d a d 3 . 7 , e s t o e s 
3 . 9 Lema |f . * f ^ (X) 1^ dx < C ^ ^ - ^ llf . 11^ | |f ^ 11^ 
Demostrac ion 
Dada la losa Q 
n3U 
-1 /2 
la subdividimos en 6 x 
6 cubos Q . donde Q . es el cubo de lados 
n3U n^U 
I X S X j que e s t á a una a l t u r a 2 + 2 j 6 + 2 r 6 
1/2 r p y forma un ángulo u 6 + p 6. De este modo, si f . , 
^ -^  n:U 
es la restricción de 
:rp 
r p Q . tendremos f . , 
= E f_ 
rp n3 u 
f . * f , (x' 
n3U nky dx = E f''^  . * E f^ í^  (x) 1^  dx < 
rp n] U sq nky 
< C 6-^/2 E 
r s J 
E f""^  * E f^? (x) 1^  dx 
niu nku ' 
p q 
ya que, siguiendo un razonamiento parecido al del apartado 
2.12, 
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s e r a 
s o p { Z f^'P * E f^í^ 
n i u nku 
P q 
, _ ^ r • p V £ s ' q , 
s o p í l f . * L f , ) 
•^  n n U n k y 
P q 
caso . 
Ahora 
s , siendo la intersección vacía en otro 
6-^/2 Z I^ ^rp „ ^ sq , , I 2 E f . , * E f , ( x ) dx 
' nn U nky ' 
rs •' p q 
6"'''^ ^ E E E 
r s pp ' qq ' •' 
,^rp ^sq , ,-rp' ^sq' , , , (f ^,, * f ,^, ) - f ^,, * f ,,, X dx < 
njU nky n;]U nky — 
10 < 6-^/2 E E E lE(pp-,qq',rs)| ||f^P||'||f^?i2||f^P'||2||f^j'||2 
— , \ i^'tr' ' ^^ ' i 1 n^u'U" nky'' » niu" ^ " nky" „ 
rs pp' qq' -^  2 2 2 
donde hemos puesto 
E(pp' ,qq' ,rs) = /„3^ P „sq , (Q • + Q , 
^n^U ^nky 
„ ,^rp ^sq V 
n (Q . , + Q , 
^ n ^ U ^nky 
rp sq las sumas Q ,. + Q ,, 
^n]U ^nky En el plano 
distribuidas formando un paralelogramo, en el cual Q 
,sq 
-nky 
están 
rp 
n jU 
+ Q"?',, estará dentro de un cuadrado de lado 26 cuyo cen 
tro está sobre un segmento paralelo a la diagonal, tal co_ 
mo representamos en la figura 
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rp. ^^q 
X o S Cf 
Dos sumas Q . + Q , Q + O 1 estaran 
en el mismo segmento si y sólo si p + q = p' + q' . lue-
go en un mismo segmento habrá P + q = sumas distintas. 
Al estar las direcciones angulares uniformemente 
espaciadas, las sumas que estén sobre un mismo segmento se 
solapan como mucho un número finito de veces con las sumas 
que estén sobre otro segmento. Sin embargo sobre un mismo 
segmento no hay solapamiento acotado y éste aumenta al :' 
acercando las direcciones angulares U,u 
Para medir el solapamiento de las sumas que es-
:án sobre el mismo segmento, observemos que s:'. Q . + O ? 
^ ^n^u n^kji )r,p+1 
-n j U 
jS,q-1 
•nky Q^ ;^^ / + Q^¿^ ' son dos sumas consecutivas de ese tipo, 
centro de la segunda suma se obtiene añadiendo al centro 
1 12 
de la primera el vector 
• , o'^ /2 -Tí 1/2 .. .7T 
siendo r D R„ las distancias de Q 2 n3u 
sq Q , al eie 
nky 
\ cono respectivamente, tal como se ve en la figura 
6R, e'íi^<5^''-q<5)e-' ^ 
TX 
< 5 R i e ' í ^ ^ ' " ' P ^ ^ e ' 2 
Como R - i ^ R 9 ^ 2 
tros consecutivos es 
a distancia entre dos cen-
-.n . , I 1 . 1 / 2 1 I d = 2 6 ( U-y 6 + p-q ( 
como p-qI < 6 
1/2 
^n o 3/2 ,1 I d < 2 ó ( U-y + 
Si una suma está centros más lejos de otra, 
con un sencillo argumento geométrico se ve que en el plano 
1 13 
I común intersección es como mucho 
6^  2^"(1 - 6^^^( Iu-y I 1)N) 
Por consiguiente, siguiendo los cálculos simila-
res de Tomas en [32] TÍ escribimos para p 
N = min { p,6 ^^^{ lu-y I + 1) ^ } 
vo i <- \ 
a{N) = (ó (lu-iil + 1) - N) para 0 < N < N 
up 
a (N) en otro caso 
tendremos 
E(pp' ,qq' ,rs) I < C &'^ ^ ^ 2^"(|u-yl + 1) a (Ip-p'l) 
p + q = p' + q 
E(pp•,qq',rs) = O p + q 7^  p ' + q 
De este modo la expresión 3.10 es 
•1/2 
I < c ó^/^ 2 ^ ' ' ( | u - y | + l) Z E a(Ip-p ' 
p=1 p+q=p=p'+q' nju 's " njuii2ll nky"2'i nkyll2 
Pongamos 
g ( p , r , s ) f ^p II | | ^ S , p - p | | 
n j u" 2 11 nky H 2 
h ( p ' , r , s ) = f ^ p ' , , | | j S , p - p ' , , 
n j u " 2 " nky " 2 
1 14 
e n t o n c e s 
- 1 / 2 7 /2 3n , , , , 
<CS 6 2 E ( u -u +1) Z E a ( p - p - ) g ( p , r , s ) h ( p ' , r , s ) 
r s p p - p ' < N 
c o m o 
N 
P Up 
E a ( | p - p ' | ) g ( p , r , s ) h ( p ' , r , s ) <_ 2 E E a ( | p ' - p | )g ( p , r , s ) h ( p ' , r , s ) < 
| p - p ' | < N p=1 p '=p 
2. 1/2 P P ( E | g ( p , r , s ) | ) ' ( E { E a ( | p ' - p | ) h ( p ' , r , s ) ) 
p=1 p=1 p ' = p 
2 . 1/2 
P 2 1/2 P"'' P"P"' ' 2 2 1/2 
( E ¡ g ( p , r , s ) T ) ''^^ E ( E lail) T ¡ h ( p + £ , r , s ) T ) ''^^ 
p=1 £=0 p=1 
P 2 1/2 P"'' P 'P" ' ' 
( E | g ( p , r , s ) | ) M E | a ( . £ ) | ) ( E l h ( p + « , r , s ) 
p=1 I =0 p=1 
¡2 ,1 /2 
P 2 1/2 P~^ P 
( E | g ( p , r , s ) | ) M E | a ( . U | ) ( E | h { p ' , r , s ) 
p=1 ¿ = 0 p '=£+1 
|2 , 1 / 2 
P e r o 
•1/2 •1 p-1 Up E |a(£) I £ E (6 " ^ ( l u - y l + D ' - 1] 
!b=0 £=0 (6^/^ ( l u -y l + 1) )^ 
L u e g o q u e d a 
„3 „3n „-1 - 1 P ,2 ,1 /2 P 2,1/2 I £ C 6 2 6 { |u -y l+1) E E E ( I g ( p , r , s ) | ) ' ( E | h ( p ' , r , s ) | ) ' £ 
r s p p=1 p ' = 1 
I C 6^ 2 ^ ' ' ( | u - y | + 1 ) " \ E E | g ( p , r , s ) | ^ ) ^ / ^ ( E E | h ( p • , r , s ) j ^ ) ^^^ 
r s p p=1 r s p p ' = 1 
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s i e n d o 
P P P 
r s p p=1 r s p p=1 -"^ • ^ 
- 1 / 2 - 1 / 2 x - 1 / 2 r - V 2 
< r V II f ^ il y y l l f ^ II = l l f II l l f II 
r = 1 p=1 s= 1 p = 1 *^  
Y lo mismo vale para E E |h(p',r,s) 
rsp p' = 1 
con lo que 
^¿=¿¿7 l'^n.JI^  «Wl^ 
(c) Vamos a acotar ahora 
/o\ o A n 3n 3m (2 ) n,mSA 2 2 
nj^m 
E f . , * E f , (x) dx 
n] V , nky ' 3\) ky '^  
^m ^ ^n 
en este caso, al ser 2 < o 2 es 
sop f . * E f , '^  sop f ., , * E f , 
nju , mky ^ n^'u' , mky ky '^  ky ^ 
excepto para (j,u) = (j'. 
Entonces 
1 1 
E £ C E -~ ^ 
2) n,mSA 2-^ " 2 "^  ju J 
nT^ m 
1 1 
n,mGA 2^" ^ ju 
f . , * E f , ( x : 
n]U j^ ^ mky 
dx = 
HT^m 
n]U ^ ' Ij^ ^ mky '^  I '' 
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C I ( E. E - ^ |f„. {5)l^){ E -—- lE f ^ (^)|^)d^< 
,3n I nju ' _^^ ^ 3m ' ,_ mky ^ ' ^ — 
nSA ju 2 mGA 2 ky 
< C ( Z - ^ |f^ . (?) |^)^d5) ^ /^( E - 1 - |E f ^ (5) |^d5)^/2< 3n ' n^u ^ 1 ^ j __ ^ 3m ',_,^  mkjj ^ i ^ _ 
nju 2 m 2 ky 
E ) ^ / ^ ( E . E )^/2 
(3 ( 1 ) ( 2 : 
donde hemos puesto 
E 
(3) 
1 1 '^  I 2 2 
nju 2 3n I nju 
E E E 1 1 
.^, ••. . -^ 3n ^ 3n 
n,n'SA 3 3' UU' 2 2 
f . * f - , . , , (X) d X 
n3U n'3'u ' 
1 1 E + E E E ^ -, 
(1) n?¿n' jj ' UU' 2-^ '' 2^ "^  
f . * f - , . , , (x) dx 
n3U n'3'u' ' 
y sx <_ n + I log 6 
1 2 f . *f ,.,-íx)l^dx < C 6^ 2-^ "'||f . \\l llf ,., ,11^  
n3U n'j'u^ ' — li n3u''2 " n ' 3 ' u'''2 
pues s;, f . = E f . 
n3 u n3 u 
sp 
como en el lema 3.8, será 
sop(f . * f , . , , 
n3 u n ' j ' u ^^  sop(f^'.P' * f , . , . ) 0 n3 u n ' 3 ' u 
cuando (s,p) j^  (s',p') 
Y por tanto 
f . *f 
1 ^ < 1 V > 
n3 u n • 3 ' u 
dx <_ C E 
~ sp 
f ? *f , . , , (x) I dx 
n3 U n'3 'u ' 
1 17 
s p 
s p 
s p 
l u e g o 
E < Z + C E E ^ -k 4^ 
( 3 ) " (1 ) n ' < n j j • u u ' 2 2 
^2 p 3 n ' | | . | | 2 11 | | 2 
5 2 I | f n j u l l 2 l l ^ n - j ' u ' l l 2 
y a l s e r 
f . I l ' < | s o p ( f . ) | ^ / 2 fif . 11^ = (6^ 2 ^ " ) ^ / ^ llf . J i J 
q u e d a 
( 3 ) ( 1 ) n ' ^ n : 3 ' UU' 
( 1 ) n ^ u n ' 3 ' u ' 
1 ^ + C 6 6 6 ( E l l f^ j^ iU) ( ^ J l f n ' j ' u ' I U ^ 
( 1 ) n ] U n ' j ' u ' -' 
( 1 ) 
Introduciendo la expresión de E en 3.9 
3 
E < C( E + C 6^/2 ||f||')'/^ S -H E )^/2 
(2) (1) ^ (1) (2) 
y como E £ C 6 I log 6 
(1) 
1 18 
s e r a 
13 E < C 6^ | l o g 6 | l]fl|^ 
(2) 
F i n a l m e n t e a p a r t i r de 3 . 5 , 3 . 8 y 3 . 1 3 o b t e n e m o s 
T^ í | l , < C l l o g S | V 2 , 3 / 4 1,^,1^ 
E l s i g u i e n t e e j e m p l o d e m u e s t r a q u e e l t e o r e m a 
3 . 4 e s e l m e j o r p o s i b l e , en e l s e n t i d o de que e s i n e v i t a -
b l e u n a p o t e n c i a d e l l o g a r i t m o en e l s e g u n d o m i e m b r o de 
3 . 5 
1 4 Ej e m p l o 
Tal como hacíamos en el Lema 2.2, dividimos el 
í 
* -1/2 
anillo r„ en 6 bloques T., siendo T. el bloque O j D 
-1/2 
de altura 1, anchura 6 y profundidad 6 adaptado a 
la superficie del cono que se encuentra en la dirección an^  
guiar o 3 . 
Sea é . la función característica de T. en-
tonces 
í *,{?) I d5 
^0 ^ j , k 3 ^ 
E (¡) . (x) * (j), (x) I dx 'x. E 
jk ^ ^ " j,k 
) . * d), (x) dx j k ' 
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ya que ii. * (J) tienen soportes casi disjuntos 
Observemos que (j) . * cj), (x) es máxima en al me-
nos la mitad de su soporte, siendo 
3/2 
) . * $ , II 'Xi 
j k'i oo — j-k] + 1 
luego 
3/2 
sop(ct) . * cj)^ ) I 2i <5 ( I j-k I + 
,3 + 3/2 
I . * *, (x) I " dx > C 
3 ^k ' — j-k I + 1 
lE 2 in 1^  dr > c .^ -^ /^  ''T —^— - ^ '"""'" ^ "^ 'Vog 6| 
mientras que 
' j l l 4 d x % C ó 
^0 ^ 
l u e g o 
^0 ^ 
E cl)^  ( U 1^ d^ >_ C 6^ | l o g &\ | |E 0^ j i i 4 
T o m a n d o p u e s E d) . h e m o s o b t e n i d o 
^6 flU i ^ ^ ' ^ ' l^°g á | ' ^ ' l|f| 
1 2 0 
Señalemos que afinando más en la demostración del 
teorema 3.4 llegaríamos a 
:^5 flU 1 ^ ^'^' ll°g ^ l ' ^ ' l|f|l4 
4 3 1 
para toda función f 6 L (IR ) r -r es pues la potencia jus_ 
ta de I log 6 I <3ue debe aparecer en 3.5 
yN^TEOREMA^DE^RESTRICCION_,PARA_SERIES_DE_FOURIER_DOBL,ES . -
Sea E, = (x,y) un punto del toro de dimensión 
dos T = [o, 1)A:[0, 1) y y = (m,n) nn punto del retículo de pa_ 
res de coordenadas enteras. 
2 
Si es una función integrable sobre T 
consideremos su serie de Fourier doble 
E c e 
u ^ 
27Tiy . ^  
donde 
f(?) e-2^^^^-?^ d^ 
l¡ i E, = mx + n y d^ l a medida de Lebesgue en T' 
Sea ahora \ =í'^ j^ } una familia de circunferencias en 
e l p l a n o , de t a l forma que, s i enumeramos sus r a d i o s en 
orden c r e c i e n t e R , R , R , n 
12 1 
se cumpla 
R n+1 
> A > 
R 
para todo es decir, que cada radio sea mayor o igual 
que el cuadrado del anterior. 
Esta condición significa que las circunferencias 
están muy espaciadas, más que en el caso lacunar. El caso 
lacunar puede interpretarse como de radios diádicos R = 
n 
2 mientras que la condición 3.15 es del tipo R = 4' 
p. fSiT 
Dada una función de cuadrado integrable sabemos 
por la identidad de Parseval que 
S |c I' ) ' ^ ' = l|f| 
El teorema 3.15 prueba que si en vez de tomar 
todas las frecuencias de la suma anterior tomamos solo las 
que están sobre ' \ ' , podemos cambiar HfH, po^ otra nor-
ma mas pequeña, 4/3 
16 Teorema 
Dada la familia '^^^ que cumpla la condición 
3 . 1 5 , s i f e L^{T^) I c e ^ e s su s e r i e d e 
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F o u r i e r a s o c i a d a , s e t i e n e 
ue ' : j 
c 1^ ) ^ / ^ < c l | f] | 
p a r a ^ p á 4 / 3 q = i _ ^ 2 p - 1 
D e m o s t r a c i ó n 
Vamos a p r o b a r 
3 . 1 8 
U 
Z | c |2 ) ^ / 2 ^ c | | f i L / , g - ^ ' li ' - " " 4 / 3 
Esta estimación y la trivial tomando q = <», p = nos 
dan 3.17 por el teorema de interpolación de Riesz. 
Demostrar 3.18 es equivalente a demostrar su aco_ 
tacion dual, que será la que de la continuidad del opera-
dor 
2 4 2 
1 -^  L (IR ) 
d e f i n i d o p o r 
(c ) ^rr ) = E c e -2Triy -C 
3.18 equivale entonces a 
3.19 ( E c_ e-2^i^-^|' dC)^/^ < C( E 
Q yeT ^ y s ^ -
c |2 )^/2 
y ' 
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Introducimos un poco de notación para remarcar 
más la situación geométrica. Llamaremos T a la circunfe_ 
rancia de radio R con lo que U \ 
n 
y(n) 
serán los puntos del retículo que están en T . Tomemos 
^ n 
también los coeficientes que estén solo en el primer 
y 
cuadrante, lo que únicamente afecta en multiplicar por 
la constante ' de 3.19 
I E c e-2^il^-^.I^ d^ = 
T^ 'ny(n^eT ^^"^ 
n 
E E 
, |(E E c ^ ^  e-2^ i^ '^^ -^?)(E Z c ^ ^  e^^^^ ^^ ^ •?) | ^  dC 
T^ ny(n)g T ^(") m u{m)eT ^^ "^ ^ 
n m 
T' n^ín^m^^m^ y(n^)^(m^)''^^^1^ ""^^^1^ ''p^ "2) ''^ (^ 2) 
pín^), 6(m ) 
2iTi(v{mi)+p(n2)-y(n^)-6(m2),r. 
3.20 = E E c , , c , , c , , C r . , , = (A) 
n^,n2 y(n^)+6(m2) = p(n2)+u{m2) ^ ^^1^ ^^ "'l^  ^^^2^ ^^^-2^ 
m^,m2 
La segunda suma toma todos los coeficientes yín-i) ST 
6{m ) g T , p(m ) e T , v(m,) G T tales que 
^ m^ ¿ n 1 m, ^ 
^ - 2 1 
yin ) + ó (m ) = p(n ) + U(m ) 
pero al estar los radios R muy espaciados esta relación no 
puede verificarse a no ser que 
1 = ^2 m^ = m^ 
o que n^ = m^ - n^ = m^ 
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Lluego poniendo = n. ^ = m^ = m 
3.20 queda 
3.21 (A)< 2 E 
n,in y (n)+6 (m) =p (n)+u (m . , , > y (n) V (m ) o (n ) ó (m) n) +u m) '^  
2| E 
n y(n)+6(n)=p(n)+u (n ""y (n) ""óín) '^vin) ''p(n)' ^ 
n?^ m y (n)+6 (m) =p (n)+u (m) ^ ^ 
-- 2 Z + E 
(1) (2) 
Utilizaremos los dos lemas siguientes 
3.22 Lema 1 ( [ss] ) 
Dados tres puntos distintos A,y,u situados so-
bre la circunferencia de radio P - se tiene 
3 .23 A-y I |y-u| |u-X| > 2 R 
Demostración 
Es consecuencia de un teorema de geometría ele-
mental, que afirma que si un triángulo de lados a,b,c 
tiene área _ ' es el radio de circunferencia circuns_ 
crita al triángulo, entonces 
R 
abe 
4S 
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En nuestro caso, a,b,c son los factores a 
a izquierda de 3.23 y ponemos 
1^ + i I2 = m + 1 m n^ + 1 n^ 
sera 
S = 
1 
1 
1 
m^ 
^2 
"^2 
" 9 
o que prueba el lema 
3.2 4 Lema 
Una circunferencia tiene como mucho dos cuerdas 
de la misma longitud y dirección. | 
El lema 3.22 dice que si dos puntos del retícu-
1/2 lo sobre T distan menos de R 
n n 
,0 de coordenadas entonces sobre T 
estar a una distancia mayor que R 
n 
1/2 
n 
cualquier otro pun_ 
de existir, deberá 
de ambos . 
Si a un punto y(n) de T le sumamos otro 
cualquiera de SI m la suma estara como mu-
m 
:ho a una distancia R 
1/2 de y(n) 
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Luego si por ejemplo m a n fijados y(n), 6(m), 
sea 
y (n) + ó (m) 
como consecuencia del Lema 3.22, como mucho habrá un único 
p(n) dependiente de y(n) y un único V(m) dependiente 
de y(n) y de ó(m), tales que aparte de la solución tri-
vial de tomar p (n) y (n) , v (m) ó (m) , verifiquen la 
relación 
y(n) +ó(m) p(n) +v(m) 
Como es 
- I <r I | 2 i I 2 
c c S c + c y V ' ' y ' ' V ' 
quedará entonces 
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y + 6 = p + v 
•y ( n ) c c c V ( m) p ( n ) 6 ( m) 
Í9 I 
y ( n ) S T 
V (m) GT^ 
'y ( n ) ' ' V (m) 
m 
P o r t a n t o 
3 . 2 5 Z = 
2 _, , ^ , í , \ , v , , , , N y ( n ) V ( m ) p ( n ) ó (m; ÜTíin y ( n ) + 0 (m) ==p ( n ) + v (m) '^ 
9 1 Z , 2 , 1 2 
/ X ^m ' y ( n ) ' ' u (m) ' 
n ,m y ( n ) S T >^ n 
U { m ) S T " y ( n ) G T 
m n 
2 , 2 
'y (n) 
Po r o t r a p a r t e , como c o n s e c u e n c i a d e l l e m a 3 . 2 4 
l a r e l a c i ó n 
y (n) + 6 (n) = p (n) + v (n) 
solo es posible en un sólo cuadrante s . y(n) = p(n) 
u(n) = ó(n) por consiguiente 
3.27 Z = Z E c , , c , ^ c , , c j. , , 
(1) n y(n)-H6(n)=p(n)+u(n) ^^ "^ ^ P^^^ ^^"^ ^("^ 
n y(n),u{n) 1^ "^^  ^ ( " ) ' n y(n)eT ' ^ ' 
n 
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n 
y(n)eT 
Finalmente en virtud de 3.25 y 3.26 queda 
2 ' y 
J T ye 
^-2Triy.^,4 ^^^1/4 
1 /4 Z + E ) '^  <_ C ( Z 
(1) (2) ye 
c |2 )^/2 
129 
C A P I T U L O I V 
Dada la curva en el plano Y(t) = (t, t ) , con 
k ^ 2, en un entorno del origen, :\. Ruiz [22J y P. Sjó-
lin 23 estudiaron la restricción 
4 . 1 
L^(Y) ^ ""P'^ L P ( I R 2 ) 
quedando como un problema abierto el caso 
' • 1 á p' á 2k (véase la pág. 43) 
k+1 
En el teorema 4.3 damos una respuesta completa 
a esta cuestión que es de hecho un resultado más general, 
pues en realidad la demostración prueba la desigualdad 4.1 
para toda curva que tenga un contacto de orden k-1 con su 
tangente en el origen. 
Así como el cono circular aparece como una genera, 
lización de la circunferencia, un "cono" cuyas secciones 
por un plano perpendicular a su eje sean como la curva 
'• , t ) aparecerá a la vez como generalización de esta cur^ 
va y del cono cuadrático. 
Para fijar ideas, aunque no tiene por qué ser ne-
cesariamente éste, construiremos el cono 
t ) tomando la curva 
de secc ion 
t \ O á t ^ 1 
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y uniendo cada punto de esta curva con el origen por una 
recta que será una generatriz de la nueva superficie tal c£ 
mo se ve en la figura. 
y -T 
r { t ) = ( 2 - t ^ t , 3 ) 
Parametrizando en coordenadas cilindricas, 
medida de Lebesgue dU(C) sobre " será del orden de mag-
nitud de r dr d9. Luego salvo constantes podemos suponer 
que es ésta última la medida de Lebesgue singular sobre 
Si en el cono 
la restricción 
de sección :, t ) se cumple 
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4.2 ( I |f (C) i"^  da(C) ) ^ '^^  ^  C llf II 
siendo da(^) como la medida de Lebesgue en el tronco de 
cono r formado por los puntos de F de altura '. á z á 2 , 
P ' probaremos que necesariamente q á —-r (proposición 4.32) 
k+ 1 
y que hay que tomar en 4 . 2 ,^.a medida 
da(5) r*^  dr d( 
siendo a = —r - (proposición 4.5 
P J- Jr 
Luego, en el teorema 4.37 y la proposición 4.5Í 
probamos que estas condiciones son además suficientes s' 
:' ^ 2 k . 
V 
í:í^ _CURVA_Y,_[t )__ = _t_ 
3 Teorema 
Sea la curva Y(t) = (t, t ) , k ^ 2 , en un entor^ 
no compacto del origen, entonces para toda función 
2 f G S (IR ) se verifica 
4.4 f < C f „ 
L'3(Y) P'^ L P ( K 2 ) 
p' r 1 1 1 
para 1 ^ q á y ] ' > máxL4, k+1J , siendo — + —, 
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Demostrac ion 
Podemos suponer, sin perder generalidad, que la 
curva es y{t), O ^ t á ' Como en el caso del cono, va-
mos a ensanchar la curva con una anchura " y dividir el 
"collar" que resulta en rectángulos adaptados a la curva. 
Al ser la curvatura de en el origen nula, la 
geometría de ésta,hace que los rectángulos sean cada vez 
más cortos a medida que nos alejamos del origen. 
Numeramos los rectángulos a partir del origen, L 
R es el n-ésimo rectángulo y su proyección sobre el eje 
OX es el segmento x ,, x J, con Ax = x - x , al 
^ n-1 n-' n n n-1 
]^  
ser la curva g(x) = x , tendremos 
^^^n.l^ g(x ) + g'(x ) Ax + llS^J^ (Ax )^ + o(Ax )^ n n n 2 n n 
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h a c i e n d o 
¿ l l i i i i l (Ax )2 
o b t e n e m o s 
Ax 
26 
g " ( X ) 
n 
1 /2 26 
Ik ( k - 1 ) X k -2 
1/2 2 - k k . 1 / 2 
= C X ó 
n 
Luego tenemos la relación 
4.5 
2-k 
k . 1/2 
X , - X C X 6 
n+1 n n 
Pongamos x = f(n) o en la ecuación anterior, con lo que 
n ' , ^ 
resulta 
2-k 2-k 
(f(n+1) - f(n)) 6^ c f(n) ^ 6 ^ 6 
a 1/2 
y como esto debe ser cierto para todo 
2-k 1 
es decir 
k 
y por tanto de 4.5 obtenemos la ecuación en diferencias 
2-k 
f(n + f(n) = C f(n; 
que al ser el primer miembro como la derivada resulta que 
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asintóticamente 
f(n) = C n 2/k 
y por tanto f(n), salvo constantes que no dependen de 
^ 1 ^ ^ 2/k es del orden de n 
Asi pues 
2-k 2-k 
A ~ k .1/2 ^ k .1/2 
Ax = X o = n o 
n n 
2/k .1/k 
X = n o 
n 
y como que el lado largo del rectángulo R es como su pr£ 
yección Ax , hemos descompuesto el collar sobre 
"" 2-k ^^^ 
rectángulos R de dimensiones n ^ 6 x 6 
n 
en 
que era lo 
que queríamos. 
Observemos que en total tenemos del orden de 
rectángulos con ' tal 
^2/k .1/k X„ = M O M 
es decir, hay M = ó 1/2 rectángulos R en la descompo-
sición . 
Si I es el segmento de la curva 
n que está 
en R , X n I es la función característica de I 
es la función característica de R , teniendo en cuenta que 
n 
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_1_ 
f(C) I a^ X^ (O da(C) 
Y n=l ^ n 
_i 
.~2 
6 
IR n=l n n 
C I f(.í)' I a 
f(C) I a^ ¿ (C) d^l á Z 
n=l 
'2 
n n 
:?)dc 
p n= 1 
a cf) (C) 
n n " p 
1 1 
con — + —, 
p p' 
resulta que para probar 4.3 es suficiente con que para 
todo f > 1 suficientemente pequeño se cumpla 
5-1/2 
4.6 II ^  a i (?) II 
" ^, n n " 
n= 1 p 
.-1/2 2-k 
S C6 { I I a 
n=l 
1/k, 1/q' 
P a r a e l l o , a l s e r 
g -1 /2 
I - n ^ n ^ ^ ' l l p 
n= 1 ^ 
^ 2 ' ^ n n M n m 
4 . 7 :( „ y a a 1^) ( x ) 
„ 2 ' ^ n m n IR nm 
* d) ( x ) d x ) 
m ' 
i-i 
s 2 
1 2 
con — + — 
s p ' 
Pero ahora sop((¡) * é ) tienen un solapamiento 
^ n m -^  
finito al ir variando n, m (puede verse esto como un caso 
particular del lema 4.53) , con lo cual, aplicando los le-
mas 4.8 4.12, la expresión 4.7 es 
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cfl |a r la r [l* ** (K)rdx^2s 
1^  ' n ' ' m' J n m ' 
C 
k+1 k+1 
a a x k r 2ks 
n ' ' m' o o 
l/2s 
^nm 
k-2 k-2 
~ ^ k 
n m 
2k-2 2k-2 
(|n 
s-1 
-m + 1 
k+1 k+1 
r - í 
c 16 k c.2ks (I 
2-k 
a n 
n ' 
m 
2-k 
iq' k . 1/p. ll/2s 
a m ) 1 I 
m' j 
( 5(1 a n 
n 
^ ,1/k 2/Pl 1/2S 
2-k 
¿ C& il la 1^'n ^  6^/^) 
1/q 
4 . 8 Lema 
4.9 
k+1 k+1 
IR 
í k (R 2ks 
^ * cí) (x) 1^ dx á c T—-rr — r 
n m ' k-2 k-2 
2k-2 2k-2 
k k 
n rr { n k 
- m 
s-1 
+ 1) 
Demostrac ion 
En efecto 
„ d)^ * c|)^ (x) dx < sop((l) * (j) ] 
n m 
Para determinar |sop((i) * é ] 
n m 
R + R 
n m 
al 
ser el grosor de R despreciable frente a la longitud de 
n ^ ^ 
R y viceversa, si n 7^  m el tamaño de R + R será más 
m n m 
peaueño aue dos veces el área del paralelogramo formado oor 
los vectores u , u donde 
n m 
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(Ax , Ay : 
n n 
siendo Ay a proyección de R sobre el ele OY 
n "^  -^  n -" 
Rn+Rm 
Ay, Ax^.g'(x^; 
2-k 
k .1/k , k-1 ^ , 
n o K X = no 
n 
asi 2-k 1/k 
u = (n 6 , n6) 
n 
2-k 1/k 
u = (m 6 , m6) 
m 
por tanto 
4.10 R + R á C 
' n m ' 
2-k 
n 6 
2-k 
1/k 
m o 
1/k 
n6 
m6 
k+1 2-k 2-k 
C 6 (n m - nm ) 
La máxima intersección A de R con R , 
nm n m 
n ?^  m, será 
A = CLC 
nm 
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con senOt senCt 
sen a 
^1 ^ ^2 
u. • u. 
k+l 2-k 2-k 
c; k I k k 
o mn - nm 
k-1 2k-2 2k-2 
2/k 2-k 2-k 
= Ó 
-m 
x k k 
o m n 
Anm 
por tanto 
k+l 
4. 1 A 
nm sen a 2k-2 2k-2 
I k k 
n - m 
y como 
II t.v*tvJl njV mky " nm 
teniendo en cuenta además el caso 
queda finalmente 4.8. i 
m de 4 . 1 0 y 4 . 1 
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Lema 
Se tiene la acotación 
a r ia r 
n ' ' m ' 
^ k-2 k-2 2k-2 2k-2 nn, _ _ _ _ _ _ _ _ _ 1 
. n m ( n -m +1) 
2-k 
q' k 1/P. 
2-k 
q- k ,^/Pl 
^ ' n ' ^ ' ra' 
n m 
donde 
i i 
q q k+1 ' ^ 1 
, P, s = q ' , q > 
Demostrac ion 
Es una consecuencia de la proposición siguiente, 
versión continua del mismo, con 
k-2 ., 1 , 
a = —,— (1 — ) k p^ M 
2k-2 
= s-1 P = p. 
4.13 Proposición 
Dados f,g G L^ [o , 
4 . 14 
J l J 
f(x) g(y) 
1 x«y«(|x^-y^|.l)e 
dx dy ác llfll^ l|g||^ 
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siempre que 
+ M 6 + 2 a 1 1 
P P 
< 6 < p > , M ^ 
Demostración 
M M ^ M 
Acotando por x - y á(x - y) en el denomina-
dor, aplicando la desigualdad de Holder e integración frac-
cionaria tal como hacíamos en el lema 2.22 conseguiríamos 
el mismo resultado con la condición C < M 3 < '. lo que nos 
restringe a p' > 2k en el teorema 4.3. Sin embargo, hay 
M3 
que tener en cuenta que la "singularidad" no es 
sino que, si por ejemplo "' es entero, sería 
- Y) 
, M M,3 , ,3 , M-1 M-2 
(x - y ) = (x - y) (x + X y + 
M-1, 3 
+ y ) 
lo que exige O < 3 < tal como deseamos. 
Tomando valores absolutos dentro de la integral en 
4.14 podemos suponer que f(x) ^ O g(x) ^ O descompo-
nemos la integral en tres trozos 
f ( x ) g ( y ) 
a a , I M MI , , 3 1 x y ( | x - y | + l ) 
dx- d y = ( a ) + ( b ] ( c ) 
d o n d e 
4 . 1 5 ( a ) f ( x ) g ( y : 
%o a a , I M MI , , 3 
y > 2 x x y { | x - y | + l ) 
dx dy 
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4.16 (b) = f íx) g{y) 
^<—<2 ^ ^ M ^ -y I +1) 
dx dy 
^ y 
4.1 (c) = f(x) g(y) 
a a , | M , M | , , B 
x>2y X y ( X -y I +1 ) 
dx dy 
(c) se acotará de manera parecida a la integral (a) , acote_ 
mes esta última 
( a ) = f (x) h ( x ) dx < | | f II l | h | | 
1 q ' q 
con J:. + J. 
q q 
donde hemos puesto 
4.18 h(x) g(y: 
„ a a , | M M i 2x x y (|x-y |+1) 
dy g(y) dy 
,2a J2, (U_y|^i)3 
2a 1 
h, (x: 
h (x) es de tipo débil • (p, q 
4.19 Lema 
Si + - = - + MB con ( < 6 < , M ^ 1, q,< q^  p i 
X I h ^  ( x ) > X 
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Demostrac ion 
Al ser esta desigualdad homogénea podemos su-
poner que ¡I g en tal caso 
h (x; g ^y. 
2x (|x-y|'^+l) 
dy < C g(y) 
x-y >1 x-y MB 
dy = k *g(X) 
donde el núcleo 
k (t) 
M6 
si t < 
Dado un número real 
camos el núcleo 
que luego fijaremos, trun 
con 
1^1 + k^ , 
= k.X [o, y] k = k.X y,~)' 
ahora 
s iendo 
k*g(x) = k^*g(x) + k^*g{x) 
k<.*g(^) ^ l|k..llp.' Ilgllp 
i i 
p p' 
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y t 
dt ^ - M B P ' + 
M 6p • " ^  
ya que M( equivale a q < por tanto haciendo 
p' 
(-MBP'+1) i/p 
sera 
k^ * g(x) S X 
{ X |h^(x) > 2X}j ^ |{ X |k^ * g(x ) ^ X}\ + 1 { x|k*g{x) > A} 
4.20 { X |k^*g(x) > X} 1^ ' ^ i ^ g i i p < llalli ll^llp 
pero 
1 II 1 
P 
1 II 1 
dt 
1 t M3 
M 3 > - | | k |L = o t e . j p e r o M6 > - h a c e q^ < P 
1 1 II II - M 3 + ^ -
l u e g o ú m i e n t r a s q u e s:'. M 3 á 1 l i k . | L = y 
\P 
- M 3 + I 
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ya que 
(-M3P'+1)-, y por ser 1 1 ».r + — = — + Mt 
q^ p 
Veamos ahora que h(x) es de tipo débil-(p,q). 
4.21 Lema 
Si + - = - + M3 + 2a con < 3 < , q < 
q P 
M ^ 1 
{ X |h(x)>X}I ¿ C 
Demostración 
Como en el lema 4.19 suponemos que ||g 
al ser 
h{x) á —i-r h, (x) 
X 
2a "1 
A + B 
{ X |h(x) >X}\ ¿ |{ X |-|^ > X^}I + |{ X |h^(x) > X^} 
X 
pero 
{ X |47:> A^ }| ^  (-V) l/2a 2a A 
mientras que por el lema 4.19 
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B { X |h. (X) > A"} á C(--) 1 ,=^ 1 
siendo 
1 1 
+ -^ = - + M 3 
^1 P 
tomando A = 2aq / B = q/q. 
la condición del lema 1 1 + - = - + MR + 2a 
q p 
da A + B = y por tanto tendremos 
\{ X |h(x) > A} I á (-
A 
1 1 1 
+ C{-^) á C(f) 
^B A 
22 Lema 
En las condiciones del lema 4.21, si además 
q > se tiene la desigualdad fuerte 
l |h|| < c | | g | | II i i q i ' ^ i i p 
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Demostración 
Es una aplicación directa del teorema de in-
terpolación de Marcinkiewicz. | 
De acuerdo con los lemas 4.19, 4.21, y 4.22 
tendremos 
23 (a) f ( X) g {y) -, , <• 11 í 11 
— r- dx dy i f 
- „ a a, I M MI , , 3 ^ " "q 
y>2x X y (|x -y |+1) ^ 
h < 
c l l f l l ^ . l U l l p ^ c | | f | | ^ l U I I ^ 
ya que si = q se cumple el lema 4.22 y será por tanto 
' = P 
Acotaremos ahora la integral (b) en 4.15 
:b) f(x) g(y) 
, a a , I M MI , . 3 
l<2i<9 ^ y u ^ -y 1 + 1) 
dx dy f{x) £{x) d} 
1 
donde ^(x) es tal que s 
X s 2" £(x; 
,n+l 
g(y) dy 
oH a a,I M M I . 
2 X y ( I X -y | +1 ) 
luego si X s 2 , al ser 
. , M-1 M-1, I I . I M MI ^ , , M-1 M-1 I 
min(x ,y ) |x-y| < jx -y | < max(x ,y ) |x-y 
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sera 
,n+l 
£(x) 
^na^a(M-1)3 
g(y) 
x-y I +1) 
dy 
y por tanto 
£(x) 1 
.2a+ (M-l) 3 
g(y) 
(ix-yI+1) 
4.24 Lema 
Sí + - = - + M 3 + 2a, O < 3 < , M ^ 1, q< 
4. 25 { x U (X) > X } I ^ C 
g lL i ^ 
Demostración 
Por la homogeneidad de la desigualdad nos reduci-
mos al caso I g y escribimos 
£(x) ú 2a+(M-l)3 2 h^ (x) 
donde 
h^íx) g(y) 
1 ( |x-y 1 + 1) 
que por el teorema de integración fraccionaria 1.56 h„(x) 
es de tipo débil - (p,q^) 
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I I 1 ^ ^ 1 
X Ih^íx) > X}\ < C(-) 
siempre que q < 1 1 
+ — = — + 
q^ p 
Tomando 
A = (2a +(M-1)3)q B = q/q, 
la hipótesis del lema dice que A + B = y por tanto 
{ X £(x) > X} < { 
.2».ÍM-I)8 ^ ^ *íl * lí>= K'->>>'''i\<^ 
2a+(M-l)3 
+ c( B 
X 
^'I' 
Por el teorema de interpolación de Marcinkiewicz, 
i además suponemos q > ', obtendremos 
«• S C g 
" q " " p 
y entonces 
25 (b: f (x) . £(x) dx < ||f llq. lUllq ¿ c||f 
q 
fllp Ikllp 
ya que (;' = p 
Finalmente, juntando 4.23 y 4.26 queda 
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f(x) g(y) , -, <-,> ,, , , , ^ii^iiiiii 
- - ^ — — ^ - ^ ^ ^ - — 3 dx dy á (a) (o) (c) C||f|i ||g|| 
1 X y ( I X -y I +1 ) JT J:-
o que prueba la proposición 4.1' 
Probaremos ahora que el teorema 4.3 es el mejor 
posible. Recordemos que en el caso k=2 la curva es la 
circunferencia y era necesario ^' > 4, y que en \_22\ se 
demostraba la- condición necesaria q ú 
k+1 
4.2 7 Lema 
El teorema 4.3 es falso sí ]>' = k +1, q = 
Demostrac ion 
Si fuera 
L^(Y) 
^ C f 
k+1 
k+1 
k 2 
para toda función f € L (IR ) 
acotación dual 
también tendríamos su 
g dall ^^ 2_ ^ C ||g„_^ 
L {JR ) L (y) 
para toda función g 6 L (Y), siendo da la medida de 
Lebesgue singular sobre 
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En particular, tomando g = tendríamos 
ü^'^'^ll k+1 2 
y esto último es falso. 
En efecto, si parametrizamos el trozo de curva 
compacta con 
[0,1] 2 k 
IR tal Y(u) = (u,u ) 
será, por definición 
rl 
da(s, • ^-2TTi Y{u)-(s,t) ||^.(,)|U, 
-2Tri(us + u t) / 2 2k-2 ^ i V1 + k u du 
O 
1 
eos (2Tr ( k^.. / 2 2k-2^ us+u t))vl+k u du-i 
O 
1 k^. , /T , 2 2k-2^ 
us+u t) )V 1 +k u du sen ( 2iT (us+u t) ) 
Al ser |dCí(s,t) | mayor o igual que el valor ab-
nx.^ ^ • • • n ^ / , 2 2k-2 
soluto de su parte imaginaria y al estar /1 + k u aco-
tada por arriba y por abajo, para probar 
4. 28 da 
L^*^m2) 
bastará con que 
I(s,t) k+1 ,^2, 
L (IR 
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s iendo 
I(s,t) = sen { 2TT ( us+u t) ) du 
O 
Supongamos que s ^ O. ¿O haciendo en esta 
última integral 6:1 cambio de variable 
u s + u t = u ( s + u t) 
k- 1 
será dv ^ + ktu ) du, du dv 
« + ktu k-1 
luego 
rs-^ t 
4.27 I(s,t) sen (2Trv) 
O s + ktu k-1 
dv 
Dividimos la integral en dos trozos 
:a) s á ktu es ktu á v á 2ktu 
k k 
y escribiremos = ktu , ya que poniendo = ktu en vez 
de su valor exacto no afectará a los cálculos que siguen. 
Análogamente 
du s dv dv j^TT = ^^ 
ktu ^1/k ~~K~ 
t V 
(b) > ktu 
k-1 
us , du = 
dv 
Ahora, cuando = ktu 
k-1 
^kt' 
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luego 
US + u t = (k+l)t u k+1 |s 
. k-1 
k-1 
= C s 
k^ k-1 
r la integral 4.27 queda 
1 
.c(^) 
k k^^ 
I(s,t) 1/k 
s + t 
sen (2 TTv) ^  1 
,^ —-j dv + -
-1€-
1 sen ( 2Trv) dv 
k^  k-1 
f {v ) r sGn(2Trv ) 
pero 
eC 1 sen (2Trv) dv ^ o O < c < i 4- i = ¿ 
1 ^ 2 4 4 
luego siempre que (s,t) cumplan 
4.29 
1 
i . 1 <C(¿)^"' <i . 1 - 3 
2 4 = ^ ^ t ^ = 2 4 4 
sera 
I{s,t) > 
s + t 
3/4 
sen (2 TTv) dv 
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pero 
s + t 
3/4 
sen (2Trv) dv ^ -— 
16 
para los pares (s,t tales 
4. 30 2n+l 1 < ^ < 2n+l - -7-7- S S + t S 4 16 4 n = . natural 
Al ser la condición 4.29 
4.31 C^t^/'^ <. s á C^t^/^ 
con (; < C , es la región del plano formada por 
los pares (s,t) , s ^ O. t = O que cumplen las condicio^ 
nes 4.29 4.30, tendremos 
d a l l p . >. I ( s , t ) r d s d t ^ 
R 
1/k 
^ C . 
R 1 
^ ^1/k ^;i7k^ '^ ^ <^^ ^ S J ; F v k d t 
'R 
s i e n d o I = í t | ( s , t ) G R } R 
La i n t e g r a l d i v e r g e s 
' S k+1 ||d"a 
1-P + 1 ^ 0 l u e g o s 
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Src, t''^  
§i^_?9N9_?l_SECCION__Y_(t)__ = _t_.-
4.32 Proposic ion 
Si en el cono de sección vt,t ) se verifica la 
acotación 4.2, tomando doiE,) como la medida de Lebesgue 
en el tronco de cono T , entonces necesariamente 
— O' 
4.33 k+1 
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Demostración 
En efecto, tomemos en T «;! rectángulo Re- ada£ 
tado a la superficie de dimensiones 
¿\ é X 
y sea 
entonces 
una función de soporte compacto adaptada a R. , 
o 
L^íD 
^ c6 l/k 
mientras que por el principio de incertidumbre 
(1 + hi^^) 
; k p 
luego si se cumple 4.2 para toda f S L (IR ) sería 
-V (i4)(^^) 
c ¿ q k < 5 k p 
para todo > O, haciendo tender 
rece la condición necesaria 
hacia cero nos apa-
.i) £ ^ - -L . o 
k p kq 
que es precisamente 4.33 
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4.34 Proposic ion 
Si fi j ados p,q se cumple 4.2 en s iendo 
da(5) como la medida de Lebesgue en T , entonces necesa-
riamente 
4 . 35 a da(C) = r dr d 3q 
P' 
Demostrac ion 
En efecto, supongamos que en T tomamos la medi 
da de Lebesgue d\l y que se cumple 
4.36 f (5) l'^  dy (C) 
1/q 
O 
= c f,, , 
para toda f G L (IR ) 
tos de 
Si r es el tronco de cono formado por los pun-
que estén a una altura 2^ á z ^ 2^ '*' , por el 
teorema del cambio de variable, dada f 6 S(IR' 
f (S)]"^ dU{?) 
1/q 
n 
u r 
¿(2"C-)|^ 2^ '^  dyC^' 1/q 
;2n/q 
g ( ? ' ) 1"^  d y í c ' ) 
1/q 
O 
donde g(x) = f ( — ) 
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^ 1 . j. il II - 1 3 n / p l i l i 
Observemos entonces que g = 2 f 
"p " "p 
por tanto por 4.36 obtenemos 
f(C) r dy (C) 
1/q r/2.Xi/^_ 
á C 
„2n/q , 
3n " "p „3n " "p 
^(4-2) 
Luego en F deberá ser da(5) = 2 ^ dy(?) 
n 
y por consiguiente es necesario que 
la 
-2 
da{? 
= r r dr d"0 = r dr d 
l£. 
P • 
1 
4.37 Teorema 
Se cumple la desigualdad "a priori" 
4.38 
2-k 
f(C) l'^  r"^ ^^  dr d( 
1/q 
^ C ||f,, , 
P/g ' p , ^ 3 , 
^ ^ L^ (m 
para toda función f S S (IR ) con p' 'í 2k (p' > 4 
P' 
•^  k+1 
k = 2) , 
Demostración 
Vamos a proceder con una divisón del cono de mane_ 
ra análoga a como la hacíamos en el caso del cono de sección 
circular del teorema 2.5 
Supongamos que tiene un vértice en el origen 
y dividámoslo en bloques diádicos T , n 6 z siendo 
n 
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el tronco de cono que está a una altura tal que 
2" á z á 2^ "^^  Tomemos ahora la curva formada por 1 
intersección de "" con un plano perpendicular al eje 
que esté a la altura ' y dividamos 
mentes de curva 
0-1/2 
en o seg-
,-1/2 
tal como hacíamos en el teorema 4.3 Recordemos que el 
segmento I ^ , está en la dirección angular y tiene una 
^ V 2-k ^ ^ 
- _ , ^ k .1/k longitud V o 
Si a 
V 
^2/k ^1/k , . , , 
V o es el origen del segmento 
unamos cada a con el vértice del cono a lo largo de una 
generatriz, quedando de este modo el cono 
x-1/2 ^ . 
o tiras triangulares T . 
trinchado en 
-1/2 Cortamos ahora cada F en 6 secciones per-
n 
equidistantes 2 o y ensancha--pendiculares al eje 
mos "" con homogeneidad de manera que a una altura 
tenga un espesor 6r, obteniendo así el cono grueso 
troceado tal como queremos. 
se 
Tendremos pues 
njV ^ 
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donde Q . es la losa de dimensiones 
n]V 
2 - k 1 /k 
2 v O x 2 o x 2 ó 
-, ^ - ^ n o I ^ r l / 2 . 
que s e e n c u e n t r a a una a l t u r a z = 2 + 2 o ] y en una 
dirección angular ^2/k ^1/^ 
V k O 
Para probar 4.38 es suficiente con tomar 
constante en cada Q . y demostrar que 
njv ^ 
4. 39 lim 
6^0 
+ 00 
* I ¿. L 
Y n = -co j = l 
g-1/2 g-1/2 
.oo 6-^/^6-^/2 
I í I 
n = -co j = l v = l 
I 
v = l 
njv 
3k JL nnv 
1/q 
donde a . es el valor que toma 
n]v 
la función característica de Q . • 
en Q . r á) . - es 
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Para probar 4.39 bastará que para cada 
suficientemente pequeño sea 
4.40 II I nj V 
3k , , njV á c 6 
i/q 
h nnV n3V ' 
n3V q 
donde p',q' son los exponentes duales de p,q respecti-
vamente . 
. , 3k 1 3k 
De esta forma, poniendo -;—- — = —r , al ser k+ 1 q p 
aplicando la desigualdad de Hausforff-Young 
I ^ 4 í *„..(C)P d? 
n^v n 
3k n j V 
1/p' 
a . a „ 
V V V i^ H^  ni^ y X *A / s i s , 
¿ \ ¡ 3k ^J^KjV **m¿u^ ^^ l ^^ 
nm jí vy n—r 
1 
2s 
•2 P 2 P 
" 
1 
Lr>0 
r 
L j 
a . a n 
Y V Y njV n-r,£,y , , 
¿ ¿„ ¿, 3k . .3k 'PnjV*'Pn-r,J¿,y 
n ] X, vy n — - ( n - r ) — -
2 P 2 P 
(x) dx 
1/s 1/2 
c( I - I ) 
(a) (b) 
1/2 
donde ^ consistirá en tomar la suma en con 
(a) 
r ^ jlog^ 5 I ¿ e n tomar la suma con O ^ r ^ 1 lo^o ^ 
(b) 2 
4 1 Primer case 
Vamos a estimar /, que corresponde a todos los 
(a) 
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pares (m,n) con m a n 
con 2 S o 2 . 
n-m á Ilog S\, s decir 
Fijado pues = n-m se tiene, salvo solapamien-
tos finitos que no dependen de 
^*njV * *m£M^-^*nj'V *Ki'M'^ = ° 
j ?^  j \) f^ V 
mientras que 
sop (d) . * d) . ) sop{<í) . * ^ n , 
•^^n3V m^£lJ -^^njV m¿'y 
-1/2 -1/2 -1 para todo £',y ' y hay 6 .6 = 6 de estos índices 
Por consiguiente 
2 P 2 P 
1 / s 
I 
[ n j V 
n j V 
S k s „ 3 k s 
n-
2 P 
m-
2 P 
£ y 
- , a n fí^  n ( x ) d x 
n j V ^ , , m £ y ^ m £ y ' 
1 / s 
4 . 4 2 á C I I I 
o - l ( s - 1 ) a . , 
o ' n j V i £ y 
n „ 3 k s „ 3 k s 
n ] V Í]A n—— m _ _ 
2 P 2 P 
) . * ( { ) „ ( x ) d x 
n j V ^ m i l y ' 
1 / s 
p e r o a h o r a 
1 6 3 
1 1 2 - k s 2 - k 
n j V ^mS-y 
(X) 1^ d x á c 6 (1+7+T?) ( ^ + 1 ) . . k .> k , 3 m s , 3 n y " V ^ 2"^'"" 2 
y a q u e 
1 1 
2 - k 
^n jV m £ y ' sop(ci) . ,) m 3C1J 
gd-f-^+j^) 2 3m ^ k 
1 1 
2 - k 
^°^^Kjv*Kiu^ sop(c¡) . ) 5 ( l + " 7 + ¥ ) 2 ^ " V ^ 
p o r t a n t o l a e x p r e s i ó n 4 . 4 2 e s 
4 . 4 3 ^ C I I i 
n jl v y 
g l - s g d + i + i ) ( s + l ) ^ 3 m s ^ 3 n | a , . , J ^ | a „,. | ^^ 1 / s 2 2 ' n jV ' ' mX.y 
3ks 3ks 
n — r - m—— 
k - 2 k - 2 
-s 2 P - 2 P y ^ " V ^ 
4 . 4 4 Lema 
Se t i e n e l a a c o t a c i ó n 
I 1^1 I ^ s - 1 
4 . 4 5 y ' ^ " ^ ^ ""^^^ < C 5 ' 2 
k - 2 
vy 
k - 2 
y ^ V ^ 
iq- k l ^ ^ l 
n j VI V 
k-2 
¿l^mJiyl y 
1/p, 
s i e n d o P, ^ = 'Z 
k + 1 
Demostrac ion 
En efecto 
164 
vy 
I \^ \ I s 
a . a 
' njv ' ' m£y ' 
k-2 k-2 
y k V k 
= y A A -^—-r- =y A B 
vy V y V 
donde 
A 
a . 
V k-2 j_ 
V ^1 
k-2 k-2 1 (k-2)(k-1)(s-l 
k p 2k 
o k-2 k-2 1 
B = —,—s - —¡ k k p 1 
(k-2)(k+1)(s-l) 
2k 
A 
= y ^ 
y V y"^  
y como "" P ^  ^ por la desigualdad de Hólder 
4 .46 I \ % ^ ^l \ > ^l % ^ 
V V V 
1 1 
con + —r 
P l P l 
pero ahora 
l<' 
V 
1/pí A p! 
y -1^ 1 ¿ 12, c¿ gj 
^v y V y*^  
1/P: 
= I ¿I ct gJ 
y i-v V y 
y •^  ^ 1 ^ ^ 
- I 
A 
ü U 
y, _ ^ 
Iv v^PiJ 
i / p ^ 
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c o n 
, - 1 / 2 
y _^__ 
V =1 V ^ 1 
1 / p ' 
§ 1/2 l ^ ^ i / p , 
v = l 
, - 1 / 2 ( 1 ^ . 1 ) ^ / ^ 1 
o k 
( k - 1 ) ( s - 1 ) 
2k 
^ l l L / P l í 
6 i - u j 
V - P P 1 ^ 
l¿ y ^ á 6 
s - 1 p . 1 /p^ 
2k ' 
^U 
p u e s t o q u e 
„ - l / 2 1 / p ' 
I p - 3 P Í ] ^ ^ - l / 2 ( - 3 p ' + l ) l / p | 
U = l 
s - 1 
• 2 k 
con lo cual nos queda 
^ 1 P ó 1/Pi ' 
^ 6 
( k - l ) ( s - l_)_ s - 1 
6 2k . 2k ^ I A / S ^ / P I 
- - y - P , l / P . 
y y 
q u e s u s t i t u i d o e n 4 . 4 5 n o s d a 4 . 4 5 
T e n i e n d o e n c u e n t a a h o r a q u e 
- 1 / 2 
q ' 2 - k 4 .47 I [I | a ^ r V k 
j = 1 V 
-4(1-^ 
) ' / ^ i á 6 2 Pi ry | a . 
2 - k 
q - k 1 / P l 
3 V 
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por la desigualdad de Hólder al ser p sustituyendo 
4.45 en 4.43 y agrupando términos nos queda finalmente 
3s-3 s-1 
I < C 2-^ 2s ^k s 
2-k í_ í_ 
vív I 1^' k . 2 k „ 3 n 1/p. 
£,y 
2-k J^  j^  
iq' k , "'2''k „3(n-r) 1/p. 1/s 
3s-3 s-1 
C 2-^ 2" ó'^  " \l 
'^ n jv 
2-k 1_ 1_ 
q' k , 2'^ k ^3nl P^s 
donde hemos utilizado 
n n 
con A = íy 
n t« 
2-k _!_ j^  
iq' k , 2"^ k ^3n' 
a„. r V ó 2 
que es correcto siempre que —- ^ 1 que equivale a 
i' > 2k. 
Luego finalmente 
I = I 
(a) r^ I log^ 6 
II A„ ¿ 3k , . 3k ^ n j V ' P n - r , £ ^ 
n D£ v y n —r ( n - r ) — r 
2 ^ 2 ^ 
( x ) d x 
y 
3 s - 3 , s - 1 
- r — k-
^ ^ I 2 2 ^ 6 ^ 
r ^ I l o g Ó n ] V 
2 - k , 1 1 
I q ' k „ 2 k 3n 
a . r ^ V 6 2 
n j V ' 
2 / q ' 
167 -
(3 + 2k) (s-1) 
C Ó 2s I 
n j V nj V 
2-k , 1 1 
1 - I — I — 
k , 2 k „3n 
V 6 2 
2/q' 
4.48 Segundo Caso 
Vamos a acotar ahora 
I 
(b) Oárá I log2<5 
I 1 I 
a . a . 
n]V n-r,£,y 
(j) *(») 
n j l vy n ^ ^ ( n - r ) ^ '^ V^ n-r,£, y 
2 ^ 2 P 
(x)l^dx 
1/s 
Que = n-m ^ | log^ 6| significa que 2 ^ 62 , 
* 
es decir, que el diámetro de T es más grande que el lado 
m 
* 
pequeño de cualquier losa que esté en T • 
Fijado un = n-m de este caso el solapamiento 
-1/2 
vertical es del orden de 6 , tal como lo hacíamos en 
el tercer caso del teorema 2.5„ es decir, que fijadas las 
direcciones angulares v,y un punto pertenecerá como 
mucho a 6 1/2 c o n j u n t o s d e l t i p o 
s o p n j v ^mi¿y 
- 1 / 2 
De e s t e modo 
/ i j£ iy n ^ mlii ^^^ ^^y^^^ ' "^. 
^ 1 / s 
2 P- 2 P 
1 6 8 
4 .49 
(s-l 
I I 
n j£ 3k 
n—rs 
2 P 2 
3k 
m—rs 
p 
a . (¡) . *y a . cb „ (x) I ^ d: 1/s 
Ahora, fijados = n-m, ^. ^ estudiaremos el sola-
pamiento horizontal y para ello basta con observar el ta-
maño y la distribución de los diferentes soportes 
sop(d) . *é „ ) 
en el plano s perpendicular al eje que está a una 
J Jv 
altura 
2^ " + 2^ " + j6^/2 2" + £6^/^ 2^ " 
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Se t e n d r á 
V a , d) . *y a „ é „ ( x ) d x < 
^ n i v n i v ^ m£u ni£u 
V y 
r S - 1 I I S 1 I S 
¿ ) M ( v , y ) a . a 
vy "^  
) , *á> n ( x ) d x 
donde M = M(V,y) es la función de solapamiento 
La situación geométrica es algo complicada ya que 
el lado grande de Q . , puede ser más pequeño que el lado 
n j V 
grande de Q n • Vamos a distinguir y tratar por separado 
^ mJoy 
cada uno de los cuatro posibles casos siguientes, según sean 
(a) 2-k 2-k 
k „m, k „n 
y 2 <v 2 
con 2-k 2k-2 2k-2 
k k 
V -y ¿2 n-m 
;b) 
2-k 2-k 
y '^  2"^SV ^ 2=^  
(c) 
2-k 2k-2 2k-2^ 
k k-
V -y ^2 
íi — m 
2-k 2-k 
y '^  2"^  ^ V '^  2^' 
2-k r 2k-2 2k-2 
k k 
V -y S2 
n-m 
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2-k ^ 2-k 
k „ni " k ^n y 2 V 2 
2-k r 2k-2 2k-2 
, k k 
V - y ^ 2 
n-m 
50 Lema 
Para cada uno de los casos anteriores se tienen 
las acotaciones 
4.51 En los casos (a) y (c) 
k-2 
M S 
^n-m k 
2 U 
2k-2 2k-2 
Iv '^  -y ^ U l 
i v^y ó yáv con M á y 
M s 
^n-m) (75-+—;—) 
, 2 k 
2k-2 2k-2 
k k I , V -y +1 
y ^ V con M ^ y 
4.52 En los casos (b) y (d) 
M á 4 
Demostración 
Vamos a estudiar toda la situación geométrica so-
bre el plano s . „ . En los casos (b) y (d) se ve clara--
j ^ 
mente que el solapamiento es finito y por tanto íl está 
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acotada por una constante independiente de la descomposi-
ción. El caso (c) es análogo al caso (a) . 
Estudiaremos el caso (a) 
Fijados V,y proyectamos 
sop (é . * é „ ) 
sobre una recta 
más grande de é .. , 
proyección de sop((j) 
perpendicular a la dirección del lado 
•i ahora tomamos sop((b „ ^ ) , la 
^ ^m,£,y+l 
* d) „ , ) sobre r estará des-
njV m,x,,lJ+l 
plazada una distancia d^ respecto de la proyección de 
sop((b . * 4i n ) / siendo d la proyección del lado grande 
•^  n]V ^m¿y y ^ -^  ^ 
de sop(d) „ ) sobre la recta 
•^  ^ m , ü ,y es dec ir 
2-k 
j o1/k „m k d = o 2 y sen a -a y ' y V 
2-k 2k^2 2í-2 
r„m k I k k 62 y y - V 
pues a es el ángulo que forma sop((j) . 
y mX/y 
= O, siendo por tanto 
con el eje 
^ ^ ^, 2/k .l/k,k-l 
sen a = C(y o ) 
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Las respectivas proyecciones irán alejándose o acer-
cándose al origen según sea y á V ó V S y 
Si por ejemplo y ^  V y vamos tomando y + 1, . . . ,y+M 
-1/2 (con M < 6 • ) será 
sop((J) . * (j) . ) ^  ' sop ((j) . * 4* 
njv m^j¿y njv ^m,£, ,y+M 1 
siempre que 
4.53 d + d 
y y+1 
y + M^ 
pues 62 es el espesor de sopíd) . ) 
njV 
Naturalmente, para hallar la función de solapamiento 
habrá que hallar también el primer M„ que haga 
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4. 54 d + d d S 62 
2 u-M, 
y entonces será M(v/y) = máx {M , M } 
Hay que ir con cuidado, pues podría ser por ejem 
pío que en 4.53 ningún M cumpla la condición porque -
- 1/2 lleguemos al final 6 y todavía 
d + d , 
o 
o que en 4.54 sea 
d + d , 
y y-1 
f d á ó 2 
V 
y tendremos que considerar también estas posibilidades 
Análogas consideraciones pueden hacerse para el 
caso y 
Sea y á V, entonces pueden suceder dos casos 
que d + d , 
y y +1 
f d ^ 6 2 
V 
1.2 o bien que d + d 
y y+ 1 
+ d < ó 2 
V 
En este caso, si tomamos f(y) = d 
2k-2 2-2k ^ 
creciente pues f'(y) = ó2'"( ~ v ^ y ^ 
es de-
- 1) á O esto 
quiere decir que 
d + d , 
y y + 1 
+ d , < d + d , 
y+M y y-1 + d y-M 
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y por tanto el caso más desfavorable será tomar el primer 
tal que 
d + d , 
y y+1 
y + M 
como 
M 
2-kr 2k-2 2k-2 
d + d , 
y y+1 y + M 
62"^ V (^+j 
j=0 
V -(y+D) 
hay que hallar tal que 
M 
2-k r 2k-2 
I (y+j) 
j=0 
(y + j) = 2 n-m 
1 . M < 2y con y á v/' 
M 
2 s )_ (y + j) 
2-k r 2k-2 2k-2^ 
k . . . 2 
V - (y + 3) 
j=o 
2-k 
^ M y 
2k-2 2k-2-
k k 
pues 
2k- 2k-2 2k-2 
\l á y + j á 3y V 
, . . k 
(y + 3) V 
para todo luego 
M < 
k-2 
„n-m k 
2 y 
2k-2 2k-2 
2 k 
I V - y 
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M ^ 2 con á v/4 
2-k r 2k-2 2k-2 
I (U+D) [V -(y+D) 
j=0 
2k-2 2-k 
= V I (y+:) 
j=0 
M 
• I (u+j) 
j=o 
2k-2 
k k r , ,,, 2/k , 2/k ) _ l[(p,M)2_y2) 
2k-2 
k 2/k .2 
= V M - M 
,n-m 
pero es M á 
ya que 
.n-m 
M 
2-kr 2k-2 2k-2^ 
(y+3) lv -(y+3) 
j=0 
M 
2-k 
^ I (y + j) (v-y-j) (y+j) 
j=o 
M 
I (V-y-j) 
j=o 
= M (v-y)-|] 
,n-m 
luego M á 
y por tanto 
2k-2 
„n-m . ,, k ^2/k 2 2 = V M -M = M 
2k-2 2-2k 
V ^ M ^ -1 
2-2k 
¿ M 
2Í2"-^1 
2k-2 
de donde 
M < 
, , ,, 2k-2 , 1 (n-m) ( 1 + — - — ) — 
2k-2 
, , , , 2k-2. 1 (n-m) ( 1 + — • ) — k 2 
2k-2 2k-2 
V + 1 
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n este caso 
,n-in 
M 
2-kr 2k-2 2k-2 
j=0 
V - (li +j ) 
2-k k-2 
V I (v-y-j)ii 
j=0 
M^ 
= M((v-y)-f) 
luego 
,n-m 
M < 
v-yI+1 
1.2) En este caso tomaremos M = máx { M , M , M } sien do 
M = v-y. M el primer M que haga 
d + d , 
y u-i y-M^ 
n 
M el primer M^ tal que 
d + d , 
V V+1 + d , ,, > 62' 
1.2.1 acotemos M, 
Como es d + d 
V V-1 
d á 82' 
2-kr 2k-2 
v-y -—• 
2"-"^  >. I (v-j) '^  
2k-2 
k , . ^  k 
V -(V-3) 
j=0 
2k-2 
k, 2/k 2/k, k 1 , 2 2, 
2-(v -y ) V - -jív -y 
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2 . 1 queda 
^n-m ^ k-1 2 
2 ^ -^7— V 
y por tanto 
M^ < V á 2 
1 (n-m) ( 1+— -—)-2 
(n-in)2",2 
(n-m)(1 2k-2, 1 
k 2 
< 2k-2 2k-2 2k-2 
+ 1 
1.2.1.2 es > ^ 
v-y 
I (v-j) 
j=o 
2-k r 2k-2 
k . . . 2 
V - (V-D ) 
2k-2^ 2-k k-2 
=y y 1 j= ( v - y r 
j=0 
luego 
M. < v-y < 
,n-in 
V - y 
k-2 
„n-m k 
A ü 
2k-2 2k-2 
+ 1 
1.2.2) acotemos M , este caso es sencillo pues 
M, 2-k 
,n-m I ( y - 3 ) 
j=0 
2k-2 2k-2' 
k . . . 2 
V - (y-D) 
M^ 2-k^ 2k-2 
r k I k 
¿ y Iv 
j=0 
2k-2^ 
- y 
2-k 
M, y 
2k-2 2k-2^ 
k k 
V -y 
de donde resulta la relación. 
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2.3 Vamos a hallar M tal que 
M. 2-k 
,n-m 
j=0 
2k-2 2k-2> 
(v + j) 
como 
M3 
j=0 
2-kr 2k-2 2k-2 
I (V+j) ^  V+j) ^ -V ^ 
M. 2-k k-2 
> Y i I (V + j) "• j V 
j=o 
M3 k-2 
I í ^ ' 3 ^  M , ^ 
j=0 'V+]^ 
resulta que M á (2 ) , luego si y ^ — 
^2n-m^l/2 < 
k-2 
2n-m ^ k 
2k-2 2k-2 
I k 2 
V - y 
pues el segundo miembro es como ^ (V-y)2 < 2"-"^ 
v-y 
como se veía en 1.2.1.2 mientras que si y S — 
, , ,1 2k-2. 1 
(n-m) {^+—:; ) — 
1 /o o 2 k 2 
3 - ^^ > - 2k-2 2k-2 k k 
V - y 
tal como hacíamos en 1.2.1. 
Sea ahora y ^ V como antes aparecen dos casos 
2.1" que d + d 
^ V V+1 
+ d > 62 
y 
n 
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2.2 o que + d V+] 
d < 62' 
f (|i) = d es creciente pues f' (y) = o2 [1 + —r— V y 
2k-2 2-k _ -^  
k-2 k _ k 
^O 
por tanto el caso más desfavorable es tomar el primer 
tal que 
d + d , 
y y-1 y -M 
Como 
d -'- d , 
y y-1 
M 
^ d M = y (y + j) 
2-k 2k-2 2k-2' 
. . k k (y-D) - V 62' 
hay que hallar tal que 
dice 
M 
2-k 2k-2 2k-2 
I (y-D) I (y-D) - V ,n-m 
j=0 
Utilizaremos la fórmula de sumación de Abel que 
M M 
y a.b. = s^b + I (s^-s .) (b. -b .) 
j=0 ^ ^ ° j=0 ^ D+1 J 
siendo s . = a + a, 3 o 1 
De este modo 
M 
2-k 
y (y-j) I(y-j) 
j=0 
2k-2 2k-2 
k k , 
-V i 
M 
I (y-j) ' i y 
j=0 
2-kr 2k-2 2k-2 
V "^  , 
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k " 
j=0 
k-2 
f r • ^  2/k 2/k>, , . \ k ( (y-D ) - (y-M) J (y-3 ) 
pero 
k-2 
[(]i-:) -(y-M) j[lJ-3j á 
2k-2 2k-2-, 2-k 
(y-3) -V J[p-3j 
2/k ^ , ,,. 2/k puesto que al ser v £ (y-M) 
..2/k . ^.2/k ^ . ..2/k 2/k 
.y-D) - (y-M) s (y-D) - v 
y es 
k-2 
. ., 2/k 2/fe . .> k ^ (y-D) - V J [y-:J S 
2k-2 2k-2 
. . . k k 
(y-:) - V 
2-k 
ÍU< 
ya que esta última desigualdad equivale a 
k-2 2k-2 2-k 
(y-3)-v (y-j) á (y-:) -v (y-D) 
2k-2 2-k k-2 
k . ., k ^ 2/k . .. k 
V (y-:) á v (y-]) 
pues 
2k-2 _ 2_ 
k k 
,k-2 ,k-2 
k ^ . , . k 
al ser v ^y-j para todo 
Luego nos queda 
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M 
2-k 
2"-" S 2 I (y-3) 
3=0 
2k-2 2k-2 
^(u-j) 
-V 
M 
2-k 
j=0 
2k-2 2k-2 
y - V 
k 
2-k r 2k-2 2k-2 
M y 
k k 
y - V 
con lo cual 
M < 
„n-in k 
2 y 
2k-2 2k-2 
k k 
y - V 
2.2 En este caso 
y-v 
j=0 
2-k r 2k-2 2 k- 2 
y -{v+3) á 2 n-m 
y á 2 
y-v 
2-k 
j=0 
2k-2 2k-2 2-k 
-y-v 
k-2 
(v+3) J = y ¿ (y-^^-D) y 
j=o 
(y-v)2 - iüj^ = i (y-v)2 
mientras que s . y ^ 2v 
182 
I 
j=0 
2-kr 2k-2 2k-2^ 2k-2 2-k 
I (v.j) "" [y ^ -(v + j) ^ J sy ^ ^ (v + j) ^ - I (v.j 
j=0 j=0 
2k-2 
k k , 2/k 2/k, 1,2 2, 
y -j^ M ' -V ' ) - -(y - V k-1 
Luego en ambos casos se cumple lo deseado y e 
razonamiento sigue como en 1.2 | 
4.55 Lema 
Para cada uno de los casos anteriores (pág. 170) 
se tiene 
: a ) 
, . 1 1N , ,^ 2 - k 2 - k 
(1+ + ) ( s + 1) — —í 
, , , s ^ ^ ^ s- 2 k „ 3 n „ J m s , k k ) . *cb „ x ) d x á C ó 2 2 v y 
n j V ^m£y ' 
( b ) ) .,,*(p (,,, ( x ) 1^ d x á C 6 
n j V mx-y ' 
( l + 4 + f ) ( s + l ) „n (2+s ) „m(2s + l ) 
2 k 2 2 
k-2 k-2 
v ^ y ^ 
2k-2 2k-2 
k k I , 
V - y +1 
s - 1 
( c ) 
(1+—+—) ( s + 1) — — s —— 
(j) .,*(D „ ( x ) r d x S C & 2 k 2 " ( 2 + s ) 2 m ( 2 s + l ) ^ k k 
n ] V mx,y ' 
( d ) 
(i4^¿)(s+i) 
W * * m ¿ y ^ ^ ^ l <^ ^ = C 6 - ^ 2 k-2r 2k-2 2k-2 
2n(2+s) 2'"(2s + l) 
v ^ y ^ |v '^  - y '^  U 1 
s - l 
1 8 3 
Demos trac ion 
Es análoga a la demostración del lema i!. 18 con 
las obvias modificaciones. i 
De acuerdo con los lemas 4.50 y 4.55 y tendiendo 
en cuenta que en el caso (c) es 
2-k 2-k 
k „m , k „n \i 2 > V 2 y que en (d) es 
2-k 2-k 
k m le 2n 
]i 2 á V 2 , d e s p u é s d e a l g u n o s c á l c u l o s q u e d a 
y a . é . * y 
^ n j v n j v ^ i]V ' n j v ^ a . é . ( x ) d x < V y m£y^m£]j ' 
, 3 k - 2 3 k + 2 , , 3 k + 2 3 k - 2 , 
n ( ^ — s + — — — ) m ( ^ — s + ^ — ) 
„ 2k 2k „ 2k 2k s s 2 2 a . a n 
' njv ' ' m£|i ' 
k-2 k-2 r 2k-2 2k-2 
s 
k " k 2 k I , 
s-1 
Poniendo ahora esta expresión en 4.49, aplicando 
la integración fraccionaria del lema 4.12 y agrupando té£ 
inos queda, poniendo P^s = q m 
V Y Y njv n-r,£,y 
¿ L ,^,,, 3k . .3k ^njV*''^n-r,il,y 
n 3 £ V y n—r- (n - r ) —r- -^  » / ^^ 
^ ^ 2 ^ 2 P 
(x) dx 
1/s 
C 2 
.s-1 (k+1) (s-i: 
• k s , s I I 
'DV 
njV 
2-k 1 1 1/p 
iq- 23n ^ k g ^ n r 1 
2-k , 1 1 , , 
, 1 -1 / ^ ~ ; — 11 —I- "\ 1/p 
I a „ r^ 2^^'^-^) ^ . ^  ^  
^^ n-r, £,y ' y 6 
1/s 
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tomando ahora ^ 2k, como en el primer caso. 
2-k , 1 1 
1+7 
) a . I ^  2 V 6 
, . niV ' 
1/p. 
2-k 1 U 
Y I |q'23(n-r) k ^ V ^ p ^ l 
^i^n-r^,yl y 6 J ^ 
2-k 1 1 
V I iq' o3n k . "*Tlc ) a . P 2 V o 
^n] V -' 
2/p, 
De donde resulta 
(b) 
s-1 
ks 
(k+1)(s-1) 2-k ^ 1 1 „ , , 1+—+—^ 2/q' 
V I |q;'^3n k r. 2 k ) a . P- 2 V 6 
Pero 
I 2 
rSO 
s-1 
' ks 1 s-1 
log 2 ks á C 
por tanto, teniendo en cuenta que — = al ser 
q 2s 
k+1 
2 1 
p' s 
finalmente queda 
I '-
njV 3k 1 -' ^ (a) (b) 
1/2 
k+1 q 
C 6 1/q 
2-k ,, 1 1, 
-, —;— (l+:r+—; 
I a . , 1 ^ 2^" V ^ ó 2 k 
1/q' 
.o que prueba 4.40 y acaba la demostración. 
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56 Corolario 
S i ^ es un trozo compacto del cono T 
4.57 q f (?) P d|i(5) 1/q á C f -
para toda función f S L^ {IR ) , siendo dy(^) la medida 
r P ' 
de Lebesque sobre < q < , ' , "^  ' > k+1 
2 _ j. _ •j^_|_j^ 
Demostrac ion 
Es como el corolario 2.23 
4.58 Proposición 
Dada la si.iperficie del cono de sección (t, t ) I 
4.59 
I J 
f (5 ) 1^ r'^  dr di 1/q 
" P'^ L P ( 3 R 3 ) 
siendo a = 3q S q < 
P' 
k+1 ' ' > 2k (p' >4 si k=2) 
Demostración 
Es como la proposición 2.25 
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