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Purpose: An aortic valve stenosis is an abnormal narrowing of the aortic valve
(AV). It impedes blood flow and is often quantified by the geometric orifice area of10
the AV (AVA) and the pressure drop (PD). Using the Bernoulli equation, a relation
between the PD and the effective orifice area (EOA) represented by the area of
the vena contracta (VC) downstream of the AV can be derived. We investigate the
relation between the AVA and the EOA using patient anatomies derived from cardiac
computed tomography (CT) angiography images and computational fluid dynamic15
(CFD) simulations.
Methods: We developed a shape-constrained deformable model for segmenting the
AV, the ascending aorta (AA) and the left ventricle (LV) in cardiac CT images. In
particular, we designed a structured AV mesh model, trained the model on CT scans,
and integrated it with an available model for heart segmentation. The planimetric20
AVA was determined from the cross-sectional slice with minimum AV opening area.
In addition, the AVA was determined as the non-obstructed area along the AV axis
by projecting the AV leaflet rims on a plane perpendicular to the AV axis. The flow
rate was derived from the LV volume change. Steady-state CFD simulations were
performed on the patient anatomies resulting from segmentation.25
Results: Heart and valve segmentation was used to retrospectively analyze 22 car-
diac CT angiography image sequences of patients with non-calcified and (partially)
severely calcified tricuspid AVs. Resulting AVAs were in the range of 1 − 4.5cm2
and ejection fractions (EFs) between 20− 75%. AVA values computed by projection
were smaller than those computed by planimetry, and both were strongly correlated30
(R2 = 0.995). EOA values computed via the Bernoulli equation from CFD-based PD
results were strongly correlated to both AVA values (R2 = 0.97). EOA values were
∼ 10% smaller than planimetric AVA values. For EOA values < 2.0cm2, the EOA
was up to ∼ 15% larger than the projected AVA.
Conclusions: The presented segmentation algorithm allowed to construct detailed35
AV models for 22 patient cases. Because of the crown-like 3D structure of the AV,
the planimetric AVA is larger than the projected AVA formed by the free edges of
the AV leaflets. The AVA formed by the free edges of the AV leaflets was smaller
than the EOA for EOA values < 2.0cm2. This contradiction with respect to previous
studies that reported the EOA to be always smaller or equal to the geometric AVA40
2
is explained by the more detailed AV models used within this study.
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I. INTRODUCTION
Aortic valve stenosis1 is an abnormal narrowing of the aortic valve (AV) that impedes
blood flow. In patients with age over 65, AV stenosis is most often caused by calcification
that prevents proper valve opening and closing. The pressure drop (PD) that is usually45
assessed by Doppler-echocardiography2 describes to what extent improper valve opening
impedes blood flow. Another measure of AV stenosis severity is the geometric aortic valve
opening area (AVA), which is usually determined by planimetry in echocardiography2 or
cardiac computed tomography (CT) angiography3 images. CT images provide the highest-
resolution anatomic data of the AV in calcific aortic stenosis and allow to assess the amount50
of calcification, but have a limited temporal resolution and do not provide hemodynamic
data such as the PD1.
Often, the effective orifice area (EOA) represented by the area of the vena contracta (VC)
downstream of the AV is used to characterize the valve orifice and not the AVA. The EOA
can, for instance, be computed from the PD, blood flow rate and the cross-sectional area55
of the left ventricular outflow tract (LVOT) using the Bernoulli equation. Both quantities,
EOA and AVA are different, but understanding the relation between EOA and AVA is impor-
tant for a consistent interpretation of anatomical and flow-dependent indices of AV stenosis
severity. Therefore, the relation between AVA and EOA has been investigated, for instance,
in in-vitro studies that use AV models produced by stereolithography with anatomies de-60
rived from echocardiography4. In addition, simple geometric models representing the AV
have been investigated theoretically and fluid mechanics theory shows for these models that
the EOA is always smaller (up to 40%) or equal (e.g. for a funnel-shaped aortic stenosis) to
the geometric AVA5.
We developed a simulation pipeline to investigate the relation between geometric AVA65
and EOA using patient anatomies derived from cardiac CT angiography images (Fig. 1). Its
key element is a method for segmenting the heart and the AV in cardiac CT angiography
image sequences. The segmentation result defines the simulation domain for a steady-state
simulation of the blood flow through the AV with a flow rate derived from the left ventricular
(LV) volume change. EOA values are calculated via the Bernoulli equation from PD results70
and compared with geometric AVA measurements.
Compared to Ref. 4, CT images have been used that have a much higher spatial resolution
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FIG. 1. Illustration of the in-silico approach for comparing geometric AVA measurements and EOA
values computed via the Bernoulli equation from CFD-based PD estimates.
than echocardiography images and enable the AV models to be derived more accurately. For
accurately segmenting the heart and the aortic valve, several methods have been developed
for CT images and 3D ultrasound (US) sequences that use generic models of the AV and75
other heart structures that are adapted to patient images6–10. Compared to previous work,
we focus on the robust segmentation of the AV in the presence of calcifications. We built
our work on the SCDM framework11,12 and extend the segmentation for transcatheter AV
intervention planning7,13 to opened and closed valve states of patients with tricuspid and
possibly calcified AVs. While previous work related to blood flow simulations in the AV80
focused on comprehensive FSI simulations14–18 that have mostly been applied to very few
patient cases, we use simple steady-state blood flow simulations, apply them to AV geome-
tries of 22 patient cases and show that the use of detailed AV anatomies leads to new insights
when comparing EOA and geometric AVA.
After briefly introducing the SCDM segmentation framework in Sec. IIA, we provide a85
detailed description of the design of our structured AV mesh model (Sec. II B). The AV
mesh model was trained using cardiac CT angiography images and integrated into an avail-
able model for heart segmentation (Sec. II C). The Bernoulli equation and the computation
of geometric quantities like AVA on the basis of a segmentation are described in Sec. IID.
The CFD simulations are described in Sec. II E. Results for heart and AV segmentation are90
included in Sec. IIIA. The processing pipeline was applied to 22 cardiac CT angiography
image sequences, and EOA computed via the Bernoulli equation from CFD-based PD es-
timates were compared with AVA measurements. The results are presented in Sec. III B.
Sec. IV includes a discussion of the results. Our conclusions are summarized in Sec. V.
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The paper extends a conference contribution19, describes the methods in more detail, and95
includes additional results.
II. METHOD
A. Shape-constrained deformable models
Within the SCDM framework11,12 a mesh model of the target anatomy with V vertices
m1, . . . ,mV and T triangles is adapted to an image. First, the anatomical structure is100
detected using the Generalized Hough Transformation (GHT). Afterwards, parametric model
adaptation is performed. For that purpose, the model is transformed according to T (q)[mk]
with q describing the transformation parameters. Boundary points xti are detected along
profiles parallel to the triangle normals using individually trained boundary detectors Fi for
each triangle i, and the transformation parameters q are updated by minimizing the external105
energy11
Eext =
T∑
i=1
w˜i
(
∇I(xti)
‖∇I(xti) ‖
(xti − ci(q))
)2
, (1)
where I denotes the image. The weights w˜i characterize confidence in a boundary. The
triangle centers ci(q) are calculated from the transformed vertices T (q)[mj] forming the
triangle i. Boundary detection and refinement of the parameters q are iterated several110
times to complete a parametric adaptation step.
Parametric adaptation may be done in several stages. Initially, a similarity transformation
Tsim may be used. Later, adaptation may be refined using a multi-linear transformation
11
Tmulti−linear(q)[mi] =
K∑
k=1
wi,k · Tk(qk)[mi], (2)
with weights wi,k defining a fuzzy subdivision of the model into K parts. In a final stage,115
adaptation is performed by iterating boundary detection and mesh deformation. Mesh
deformation optimizes the energy E = Eext + αEint composed of the external energy of
eq. (1) and the internal energy11
Eint =
V∑
i=1
∑
j∈Ni
K∑
k=1
wi,k (xi − xj
−Tk(qk)[mi −mj])
2 (3)120
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in dependence of the vertex coordinates xi and the transformation parameters qk. Ni is
the set of neighbors of vertex i. The weight α controls to what extent deviations between
adapted mesh and reference shape are penalized.
B. Aortic valve model
The anatomy of the AV has been described in several publications20 and related mesh125
models have been designed for the purpose of segmentation6,7,9 and biomechanical modeling21.
In the following we describe the generation of a high quality AV mesh model. Compared to
the model of Ref. 6, the model is integrated with a full heart model and facilitates setting
up the domain for CFD simulations. Compared to the model of Refs. 7 and 9 that has been
generated from binary masks, our AV mesh is structured and better represents details such130
as the rim of the leaflets. The model of Ref. 21 provides also high mesh quality, but was
not integrated in an efficient segmentation framework.
The starting point of the AV mesh model is a double layered ”wedge” (Fig. 2a) repre-
senting a single AV leaflet. Three wedges represent the AV leaflets in the closed state. The
AV leaflets have been complemented by a tubular structure in direction of the ascending135
aorta (AA) and one in direction of the LV outflow tract (LVOT) (Fig. 2b).
The AV mesh model includes additional information that facilitates segmentation. In par-
ticular, each ”wedge” includes connections between the upper and the lower layer (Fig. 2c).
These connections add further terms to the internal energy of eq. (3) by including corre-
sponding vertices of the upper and lower layer of a ”wedge” in the set Ni. The connections140
help to prevent intersections between both layers during segmentation. In addition, the AV
mesh model contains a set Ccoapt of connections between the vertices at the coaptation edges
of the valve leaflets. For a closed valve, we add the term
Eclose =
∑
(i,j)∈Ccoapt
(xi − xj)
2 (4)
to the energy E that minimizes the distance between vertices at the coaptation line, ensures145
that the AV is closed, and prevents that different AV leaflets overlap.
The mesh model of Fig. 2 does not show the typical shape of the AV and the surrounding
structures. To generate this shape and also provide annotated image data for boundary
detection training (see Sec. II C), 147 anonymized cardiac CT angiography scans from 57
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(a) (b) (c)
FIG. 2. Illustration of the design of the aortic valve mesh (a–b). The connections between the
layers building the valve leaflets are shown in (c).
(a) (b) (c)
(d) (e) (f)
FIG. 3. Cross-sections of CT images with closed (a–c) and open (d–f) aortic valve. The colored
contours represent the reference segmentation.
patients were retrospectively analyzed. The mesh model was semi-automatically adapted to150
the 147 images using the previously described bootstrap approach11. The CT images had an
in-plane resolution of 0.30×0.30 - 0.78×0.78mm2 and a slice thickness of 0.33 - 1.00mm. The
data covered closed (diastasis; 70− 80% of the electrocardiographic R-R interval) and open
(mid-systole; 20− 30% of the electrocardiographic R-R interval) valve states from subjects
with healthy (without calcification) or stenosed (partially with severe calcifications) valves.155
Fig. 3 shows some examples.
To guide segmentation of the AV in different opening states, we calculated a mean mesh
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from a set of closed valves with vertices m¯cli and another mean mesh with vertices m¯
op
i
representing healthy valves in the open state. Similar to Ref. 9, both mean meshes were
combined into a point distribution model (PDM):160
mi(p) =
1
2
(
m¯
cl
i + m¯
op
i
)
+
p
2
(
m¯
cl
i − m¯
op
i
)
. (5)
Opening and closing of the valve can thus be described by the parameter p. During SCDM
adaptation, deformation modeling by multi-linear transformations is combined with the
PDM by inserting eq. (5) into the internal energy of eq. (3) and the parameter p is optimized
in addition to the vertex positions xi and the transformation parameters qk. It should be165
emphasized that the opening state of the segmentation is not simply a linear interpolation of
open and closed valve states, because the internal energy of eq. (3) allows the SCDM-based
segmentation result to deviate from the shape model.
C. Model training and adaptation
The boundary detection functions Fi use gradient information in direction of the mesh170
normal ni to detect boundaries. Different features Qj(x) like average gray-values on one or
the other side of the considered boundary are computed, and only boundaries with feature
values inside triangle-specific acceptance intervals are retained.
Specific boundary detection functions Fi have been used to enable reliable segmentation of
the AV leaflets that can be either clearly visible, noisy, or severely distorted by calcification.175
In particular, gray values are evaluated on a hexagonal grid (19 sampling points; 1mm
distance) in planes parallel to the triangle. The image gradient ∇I(x) is approximated by
the scaled difference of the average gray value on two planes on both sides of the considered
boundary point. The gray values on either side of the boundary averaged over 1, 2 or 4
points along the triangle normal are used as clipping criteria Qj(x). Additional clipping180
criteria are (i) the difference of the average gray value on both sides of the boundary, (ii) the
variance of several profile points, (iii) the variance of the gray values within a hexagonal grid,
and (iv) gradient values on either side of the boundary. All quantities were evaluated at the
reference boundaries of the training images, k-means clustering was applied and acceptance
intervals were derived. By using different clustering parameters and by combining different185
clipping criteria, two sets of boundary detector candidates were generated for coarse and for
fine boundary detection.
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Boundary detectors were assigned to a triangle using penalized ”Simulated Search”22,23.
In this approach a triangle is displaced, boundary detection is performed using a specific
detector and the Euclidean boundary detection error is recorded. It is also recorded whether190
a boundary is detected in an undesired region, in particular, if a boundary for the AV leaflet
triangles on the side of the aortic bulbus was detected on the side of the LVOT and vice versa.
Simulation of boundary detection is done for multiple displacements and all training images
resulting in an average detection error d(F, i) and a fraction p(F, i) of undesired detections.
After simulation, the detector F is selected for triangle i that minimizes a weighted sum195
of the detection error d(F, i) and the fraction p(F, i) of undesired detections. For coarse
boundary detection, profiles of length ±10mm with 1mm point spacing, 263513 boundary
detector candidates, 147 displacements, and a weighting of d(F, i) + 1.765 p(F, i) were used.
For fine boundary detection with ±2mm profile length and 0.5mm point spacing, training
used 504025 candidates, 63 displacements and undesired detections were not penalized.200
The AV model was integrated into a heart model including the ascending aorta12. We
used the training images of Ref. 23 to train the boundary detectors of the aortic bulbus.
In addition, we mapped the boundary detection functions of Ref. 23 onto the LV epi- and
endocardium to increase segmentation accuracy. Model adaptation follows the processing
chain of Ref. 12. The initial adaptation steps are performed with a half open AV (p = 0).205
During final deformable adaptation, the AV leaflets are adapted. Within an additional
refinement step, AV and LV segmentation are improved using fine boundary detection (see
above text for the AV and Ref. 23 for the LV). If a closed valve is detected, the energy term
of eq. (4) is added during the final iteration.
D. Bernoulli equation, EOA and AVA210
Fig. 4 illustrates blood flow through the AV5. Blood passes the LVOT with cross-sectional
area ALVOT and flow rate Q, flows into the AV with opening area AAV and builds the VC,
which corresponds to the location where the cross-sectional area of the jet is minimal. The
corresponding cross-sectional area is called EOA and denoted by AEOA. Afterwards, the
blood passes the aortic bulbus and enters the ascending aorta (AA). The (static) pressure215
pLVOT drops while passing the AV to a minimum of pVC and increases again in the AA.
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FIG. 4. Sketch illustrating blood flow through the AV and the (static) blood pressure from LVOT
to the AA.
(a) (b)
FIG. 5. Sketch illustrating AVA measurement by planimetry (a) and by projection (b).
Using the Bernoulli equation, the EOA can be related to the PD ∆p = pLVOT − pVC:
∆p =
1
2
ρQ2
((
1
AEOA
)2
−
(
1
ALVOT
)2)
. (6)
using the blood density ρ and the flow rate Q5. The flow rate
Q(t) =
∂
∂φ
VLV(φ)
dφ
dt
. (7)220
can be computed from the change of the LV volume VLV (Φ) over the heart phase Φ and the
heart beats per minute dφ
dt
.
While the EOA can be computed via eq.(6) from the PD resulting from blood flow
simulations, the other quantities can be inferred from the segmentation result. The LV
volume can easily be computed using the segmentation results for the endocardial LV border.225
The cross-sectional area ALVOT can be obtained by cutting the segmentation result for the
LVOT perpendicular to its axis7.
Computation of the geometric AVA formed by the free edges of the AV leaflets1 is more
complicated. In clinical studies, planimetry is used3, and an analogous approach was imple-
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mented using the segmentation result. Starting at the AV annulus plane, cross-sections were230
generated perpendicular to the AV axis and the orifice area was measured. The plane was
shifted towards the AA until the valve leaflets stopped to build a contiguous opening, and
the minimum orifice area was selected as AVA measurement AAVplan. This approach may,
however, result in a larger apparent orifice area proximal to the cusp tips. For that reason,
an approach was implemented that measures the geometric area formed by the free edges of235
the AV leaflets. In particular, the AV leaflet rims were projected on a plane perpendicular
to the AV axis to approximate the area not obstructed by the AV in 3D. The associated
AVA measurement is denoted by AAVproj. Fig. 5 illustrates both approaches. While the
planimetric and the projected AVA are the same for the example in Fig. 5, they differ for
the complex crown-like 3D structure of the AV.240
E. CFD simulations
To generate the mesh for the CFD simulations, the axis of the LVOT and of the AA
were determined. The segmentation mesh was cut perpendicular to each axis to obtain a
model of the LVOT, the open AV, the aortic sinuses and an initial part of the AA. Inlet
and outlet tubes were added by extending the shape of the inlet and outlet cross-section245
along respective axis for a length given by three times the radius. The resolution of the
surface mesh was increased and the surface was smoothed to generate a mesh with sufficient
resolution. Volumetric meshing was performed using ICEM v14.0. Mesh sensitivity tests (i.e.
CFD simulations with increasing mesh resolution) were carried out for each individual case.
In particular, a root mean squared (RMS) residual of pressure and momentum smaller than250
10−5 was chosen as convergence criterium. Each resulting model consisted of approximately
2.5 - 3.5 million elements, typically one third of which were pentahedral elements inflated
from the wall and two thirds tetrahedral elements in the core of the flow domain.
For the steady-state CFD simulations, the blood was assumed to be an incompressible
Newtonian fluid with density of 1056 kg/m3 and viscosity of 0.004Pa s. The vessel walls were255
considered to be rigid and the fluid velocity at the walls to be zero (no-slip). The volumetric
flow rate at the inlet was determined from the LV volume change and identical values were
used for the Bernoulli-based analysis. For consistency with clinical expectation, a pressure
of 16000Pa (120mmHg) has been applied at the distal boundary to represent the pressure
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FIG. 6. Example of the model geometry used for CFD simulations. The model is displayed together
with the velocity streamlines passing through the AV and the velocity distribution on an AV plane.
in the AA at peak systole. This boundary condition does only influence absolute pressure260
values, but has no influence on pressure differences derived from the CFD simulations.
The governing Navier Stokes and continuity equations were solved using an element-based
finite volume method with co-located grid (non staggered grid) and a shear stress transport
(SST) turbulence model through ANSYS-CFX v14.0. An exemplary simulation result is
shown in Fig. 6. The Reynolds number in the throat of the valve, based on equivalent diam-265
eter, varied between 3400 and 11100, justifying the use of a turbulence model. Furthermore,
the SST model was the most commonly employed model by the 28 investigators who sub-
mitted results to the FDA Critical Path initiative for a nozzle system at similar Reynolds
numbers24. Results for the FDA initiative using the particular transitional SST turbulence
model employed in our simulations show good correlation with the published experimental270
data25. In addition, a detailed comparison of laminar versus turbulent models in the context
of a thoracic aortic aneurysm26 demonstrated that the transitional SST model gave a better
correlation with measured flow fields than the laminar one.
III. RESULTS
A. Left ventricle and aortic valve segmentation275
Heart and AV segmentation was applied to the 147 training images and automatic seg-
mentation did work for 143 of these cases. Visual inspection of the segmentation results
showed that the connections between valve leaflet surfaces and boundary detection train-
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ing with penalties enabled good segmentations to be obtained. Implausible adaptations to
the wrong surface could almost completely be avoided. Due to the use of a shape model,280
segmentations tend to be smoother than a voxelwise manual annotation. Fig. 7 and Fig. 8
show models and segmentation results for different heart phases of 2 patient cases that have
not been used for model training.
Information about the segmentation accuracy can be obtained from previous publications
and the data used for training. A mean constrained symmetric surface-to-surface (CSStS)285
error that restricts search of the closest mesh point to a geodesic neighborhood of 10mm
radius around the corresponding mesh point of 0.6–0.8mm has been reported for the LV
and the aorta using test datasets independent of the training data sets12. For improved
LV segmentation a mean CSStS error of 0.7–0.8mm has been reported using 3-fold cross-
validation on 67 datasets23. For the AV leaflets, a geodesic radius of 5mm was used to290
account for the smaller size of these structures and a mean CSStS error of 0.47mm is obtained
on the 143 cases of the training data. This error is in the order of the image resolution
and of the same magnitude as the constrained mesh-to-mesh distance of 0.6mm between
two reference segmentations generated for one data set. Because of the complex model
building process, cross-validation was too complex and formal evaluation of the segmentation295
accuracy would need to be done on independent data.
The comparison between geometric AVA and EOA just uses the mesh geometries and
is not influenced by inaccuracies of the segmentation algorithm as long as realistic patient
anatomies are obtained. For that reason, visual inspection of the segmentation results is
sufficient in this context and a comprehensive evaluation of the segmentation accuracy was300
not performed.
B. Geometric AVA and EOA
For comparing EOA with geometric AVA, anonymized cardiac CT angiography datasets
of 22 patients with non-calcified and (partially) severly calcified tricuspid AVs have been
used and retrospectively analyzed. The datasets had a resolution of 0.31−0.68mm in-plane305
and a slice thickness of 0.34− 0.70mm. For each case, reconstructions for 0%, 10%, . . . , 90%
of the heart cycle were available. The mean heart rate of the datasets ranged between
51− 98BPM.
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0% 30% 60% 90%
FIG. 7. Segmentation result of a patient showing little LV contraction while the AV is opening.
The heart phase is given as percentage of the length of the R-R interval and 0% corresponds to
late diastole / beginning of systole.
Automatic heart and valve segmentation was applied to the 22 image sequences and
the results have been visually inspected. The subsequent analysis was based on the mesh310
models resulting from segmentation. In particular, LV volumes were computed. The AVA
was determined by projection, because the planimetric AVA may not be zero if the AV is
closed. Fig. 9 shows a plot of both quantities over the heart cycle for two cases. In both
cases, the valve opens when the LV starts to contract and closes when the LV relaxes again.
In the case of a non-stenosed AV (Fig. 9a), the valve opens properly resulting in an AVA of315
3.34 cm2 for the open AV. In the case of an AV stenosis (Fig. 9b), an AVA of 0.88−0.95 cm2
is obtained.
CFD simulations were performed for the heart phase with maximum AVA using a volume
flow Q estimated from LV volumes at the selected heart phase ±10% and the heart beats
per minute (BPM). If this phase was ambiguous, the heart phase with larger LV contraction320
and volume flow Q was taken. In addition, the cross-sectional area at the LVOT and the AA
were determined7. Eq. (6) was used to compute the EOA from the CFD-based PD results.
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0% 20% 30% 60%
FIG. 8. Segmentation result of a patient having a AV stenosis and showing considerable LV
contraction. The heart phase is given as percentage of the length of the R-R interval and 0%
corresponds to late diastole / beginning of systole.
(a) (b)
FIG. 9. LV Volume and AVA computed by projection over the heart cycle for a case without (a;
case 18) and with (b; case 9) AV stenosis. The heart phase is given by the percentage of the length
of the electrocardiographic R-R interval and 0% corresponds to late diastole / beginning of systole.
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(a) (b)
FIG. 10. Plots of the CFD-based EOA measurements vs. geometric AVA computed by planimetry
(a) and by projection (b). The coefficient of determination was computed according to R2 =
(
∑
(xi−x¯)(yi−y¯))
2
∑
(xi−x¯)2
∑
(yi−y¯)2
.
All values are included in Table I.
AVA values determined by projection are smaller than those computed by planimetry, and
both are strongly correlated (R2 = 0.995). For small AVA of about 1 cm2 the difference can325
be up to 20− 25%. Fig. 10 shows that AVA measurements and CFD-based EOA estimates
are strongly correlated (R2 = 0.97). EOA values were ∼ 10% smaller than planimetric AVA
values. For EOA values < 2.0cm2, the EOA was up to ∼ 15% larger than the projected
AVA.
C. Sensitivity Analysis330
The results in Tab. I are influenced by segmentation inaccuracies and approximations.
Ref. 7 suggests, for example, that segmentation inaccuracies lead to an RMS error of the
LVOT diameter of 1 − 1.2mm. Fig. 7 and 8 illustrate that AV segmentation works in the
presence of calcifications, but segmentation inaccuracies in the presence of strong calcifica-
tions might be present and difficult to detect, because of image artifacts. The calcifications335
themselves are not represented in the segmentation results and the corresponding mesh mod-
els, but are likely to influence the blood flow. In addition, results are affected by the limited
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temporal resolution of the CT images, and the heart phase with the maximum opening of
the AV might not have been captured. The limited temporal resolution can also lead to an
underestimation of the flow rate Q that is estimated from the LV volume change. In addi-340
tion, the computation of flow rates from LV volume change neglects possible mitral valve
regurgitation. While these inaccuracies affect the measurements obtained for an individual
patient, they do not limit the comparison between AVA and EOA. All quantities that are
used in the comparison for a patient case such as the anatomical mesh for the CFD sim-
ulation, geometric measurements and flow rate Q are derived from the same segmentation345
result.
For the CFD simulations, mesh sensitivity tests (i.e. CFD simulations with increasing
mesh resolution) were carried out for each individual case and a root mean squared (RMS)
residual of pressure and momentum smaller than 10−5 was chosen as convergence criterium
(see Sec. II E). Additional CFD simulations have been performed for two cases (12 and350
15) with AV stenosis and large PD. In order to ensure that the results are independent
of spatial discretisation, the Richardson’s extrapolation method27 was employed, based on
three different mesh sizes ( 1.6, 2.6 and 3.5 million elements). The relative error between
the inlet pressure returned by the model with the finest mesh used to generate the results
in Table I and the inlet pressure returned by the Richardson prediction method was 0.11%355
(Case 12) and 0.03% (Case 15).
In addition, CFD simulations were performed for these two cases to provide an indication
of the sensitivity of our simulations to the adopted flow model. First, simulations with a
laminar flow assumption instead of the turbulence model were conducted. Second, transient
flow simulations have been performed to analyze the inaccuracy resulting from the steady-360
state assumption. For these simulations, the flow rates estimated from the LV volume change
over time were interpolated using gradient-continuous piecewise cubic splines, while keeping
the valve anatomy fixed with the valve fully open. The time varying mass flow rate was
prescribed for the inlet boundary. The outlet and wall boundary conditions were kept the
same as for the steady-state simulations (constant pressure, rigid wall with no slip condition).365
The equations were solved over three cardiac cycles, using a second order backward Euler
numerical scheme, with a time step of 0.01 s and zero blood flow velocity initial condition.
The (peak) PD was computed at the maximum flow rate. The results are included in Table
II.
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Using the laminar flow model instead of the turbulence model, estimated PD increased370
by 1.5 − 2.2mmHg or 6 − 10%. For the transient flow simulations, PD estimates increase
by ∼ 1mmHg or ∼ 4%. EOA decrease by up to ∼ 4%, but are still ∼ 10% larger than AVA
results computed by projection.
IV. DISCUSSION
Tab. I includes cases with normal AVA (i.e. between 2.5 − 4.5 cm2) and normal PD375
(i.e. < 5mmHg), but also cases that would be classified2 as mild (AVA > 1.5 cm2; PD
< 20mmHg) or moderate stenosis (1.0 cm2 < AVA < 1.5 cm2; 20mmHg < PD < 40 mmHg).
Case 9, 10 and 12 come close to cases with severe AV stenosis (i.e. AVA < 1.0 cm2; PD
> 40mmHg). In addition, cases with normal ejection fraction (EF) (i.e. 55 − 75%) and
reduced EF are included for varying degree of AV stenosis. This comparison of the values in380
Tab. I with thresholds used in the echocardiographic assessment of AV stenosis shows that
the values are realistic and that the 22 analyzed cases cover different conditions. It should be
kept in mind, however, that the thresholds for classification refer to the echocardiographic
assessment of AV stenosis, while the values in Tab. I have been derived from CT images.
Differences in spatial and temporal resolution, imaging artifacts, but also the way actual385
measurements are done can lead to deviations.
Fig. 11a and b illustrate the origin of the difference between projected and planimetric
AVA. Because of the crown-like structure of the AV, the planimetric and the projected AVA
correspond only in the central region. The regions at the rim of the triangularly-shaped
AVA (arrows in Fig. 11b) are open in the plane where the planimetric AVA is measured,390
but the valve leaflets downstream of this plane (arrow in Fig. 11a) obstruct the blood flow.
When shifting the plane downstream, the AV leaflets do not build a contiguous opening
anymore and the blood flow is only partially constrained by the valve leaflets. According
to Ref. 1, the geometric AVA is formed by the free edges of the AV leaflets and caution is
needed to ensure that the minimum orifice area is identified with planimetry rather than395
a larger apparent area proximal to the cusp tips. Our projection-based AVA values come
close to this definition of the geometric AVA and the planimetric AVA values overestimate
the orifice area therefore.
The planimetric AVA that constrains the blood flow when passing the AV, was larger
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(a) (b)
(c) (d)
FIG. 11. Illustration of projected and planimetric AVA for an AV model derived from a CT image
(a,b) and a simplified AV model used in theoretical fluid mechanics studies5 (c,d). The plane (a,c)
corresponds to the cross-section with minimum orifice area. The white line (b,d) indicates the
planimetric AVA in views along the AV axis from the LVOT towards the AA. The arrows (a,b)
indicate areas causing differences between projected and planimetric AVA.
than the EOA (Fig. 10a). This observation is in agreement with results from fluid dynamics400
theory for simplified AV models (Fig. 11c and d) showing that the EOA is smaller than or
equal to the geometric orifice area that constrains blood flow through the AV5. In addition,
the valve leaflets downstream of the planimetric measurement plane obstruct the blood flow
and likely contribute to a reduced EOA compared to the planimetric AVA.
The projection-based AVA was clearly smaller than the EOA for EOA values < 2.0cm2405
(Fig. 10b). This observation seems to contradict the theoretical result that the EOA is always
smaller than or equal to the geometric orifice area. As mentioned before, the AV leaflets do
not build a contiguous opening downstream of the planimetric measurement plane anymore
and the blood flow is only partially constrained. The simplified AV model of Fig. 11c and
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d (planimetric AVA is equal to the projected AVA for this AV model) does not describe410
this property of the AV anatomy. EOA values larger than projection-based AVA values are,
therefore, not in contradiction to fluid dynamics theory.
We explain the differences between our findings and previous theoretical investigations5
and in vitro experiments4, therefore, by the more detailed AV anatomies used in this study.
Even when taking all the limitations of the segmentation and simulation approach into415
consideration (see Sec. III C), the AV models derived from CT images represent the AV
anatomy much better than the AV models used in theoretical studies (see Fig. 11). In
addition, the CT images have a higher spatial resolution than the echocardiography images
used in Ref. 4 and enable in combination with the advanced segmentation algorithm a much
better representations of the 3D crown-like structure of the AV to be generated.420
V. CONCLUSIONS
An approach for the automatic segmentation of the AV and heart anatomy over the
cardiac cycle in cardiac CT angiography images based on the SCDM framework11,12 was
presented. In particular, a structured AV model was constructed, parameterized to describe
the AV in different opening states and complemented with information such as connections425
between the leaflet layers to enable accurate AV segmentation. After integration into a
more comprehensive heart model, geometric models of LV, LVOT, AV and the AA were
derived from cardiac CT angiography images over the entire heart cycle for 22 patients with
non-calcified and (partially) severely calcified tricuspid AVs.
The geometric models were to used compute the geometric AVA by planimetry and by430
a projection-based approach. The projection-based AVA is closely related to the definition
that the minimal orifice area is formed by the free edges of the AV leaflets, and planimetric
AVA values were always larger than the projection-based values. The geometric models were
also used to perform steady-state CFD simulations and to compare the AVA values with
EOA estimates computed via the Bernoulli equation from the CFD-based PD results. AVA435
and EOA values show a high correlation (R2 = 0.97). An important observation was that
the AVA formed by the free edges of the AV leaflets was smaller than the EOA for EOA
values < 2.0cm2. This observation is in contradiction to previous studies that reported that
the EOA is always smaller or equal to the geometric AVA. The contradiction is explained
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by the more detailed AV models used in this study that better represent the crown-like 3D440
structure of the AV.
The results contribute to a better understanding of clinically used quantities for charac-
terizing AV stenosis in general, and to understanding the influence of the 3D structure of
the AV on the relation between AVA, EOA and PD in particular. The simulation pipeline
could also provide a starting point for a CT-based method to assess the PD across the445
AV complementary to established approaches such as echocardiography or invasive pressure
measurements. The high correlation between AVA and EOA might allow for an accurate
assessment of the PD on the basis of geometric quantities without performing blood flow
simulations.
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Case EF φ sel. dV/dφ dφ/dt Q ALVOT AAA AAVproj AAVplan ∆pCFD AEOA
% % cm3 BPM ml/s cm2 cm2 cm2 cm2 mmHg cm2
1 64.8 20 3.91 61 397 3.81 5.22 2.69 2.80 5.1 2.58
2 51.6 20 2.71 63 285 3.86 5.34 2.74 2.85 2.2 2.72
3 47.4 30 3.62 66 397 4.01 5.62 2.80 2.90 3.7 2.87
4 44.4 20 3.94 51 334 4.92 7.90 1.76 2.02 8.1 2.11
5 22.9 20 1.57 82 214 5.42 8.91 1.62 1.91 4.2 1.94
6 55.4 20 3.38 73 411 4.40 8.00 3.92 4.06 1.5 3.67
7 28.7 30 1.60 98 261 3.84 6.11 1.13 1.33 13.1 1.35
8 18.2 20 1.05 87 152 3.05 4.69 2.30 2.36 1.2 2.06
9 23.8 20 1.76 74 217 5.38 6.76 0.88 1.21 16.3 1.05
10 67.0 30 3.35 57 319 4.13 7.96 1.02 1.37 25.8 1.20
11 75.1 20 1.81 78 235 2.92 5.38 1.42 1.65 7.5 1.48
12 34.2 20 2.46 58 238 5.10 8.75 0.79 1.02 27.3 0.89
13 68.9 30 2.41 74 297 3.44 6.38 1.23 1.48 14.5 1.41
14 27.2 20 1.83 97 295 4.54 7.15 1.43 1.72 13.9 1.49
15 73.9 20 2.81 80 374 3.57 7.14 1.31 1.58 22.3 1.44
16 45.0 30 2.51 67 280 4.18 6.63 2.32 2.67 4.4 2.25
17 48.4 30 2.80 66 308 4.36 6.48 3.22 3.32 2.8 2.80
18 54.2 20 3.31 66 365 4.27 6.79 3.34 3.46 2.7 3.07
19 33.9 30 4.08 56 381 5.10 9.57 4.35 4.46 1.7 3.85
20 64.1 00 2.56 63 269 4.45 8.45 2.98 3.12 1.5 3.12
21 58.4 30 3.03 66 333 3.53 5.23 1.28 1.46 20.0 1.37
22 62.7 10 2.06 58 199 2.76 4.76 2.44 2.51 1.5 2.09
TABLE I. Measurements, geometric AVA results computed by projection (AAVproj) and by planime-
try (AAVplan), CFD-based PD estimates ∆pCFD and CFD-based EOA values derived from the CT
images of the 22 patient cases .
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Case ∆pCFD ∆plam ∆ptrans AEOA Alam Atrans
mmHg mmHg mmHg mm mm mm
12 27.3 28.9 28.4 0.89 0.87 0.88
15 22.3 24.5 23.3 1.44 1.39 1.42
TABLE II. PD estimates for different CFD simulations (laminar flow model instead of a turbulence
model; transient flow simulation instead of a steady-state simulation) and corresponding EOA
estimates.
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