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R-MATRICE UNIVERSELLE POUR Uh(D(2, 1, x)) ET
INVARIANT D’ENTRELACS ASSOCIE´
par Henrik Thys
Re´sume´. — En utilisant la me´thode du double quantique, nous construisons une
R-matrice universelle pour la quantification de la superalge`bre de Lie D(2, 1, x). Nous
utilisons ce re´sultat pour construire un invariant d’entrelacs et nous montrons qu’il est
e´gal a` une spe´cialisation du polynoˆme de Dubrovnik introduit par Kauffman.
Abstract (Universal R-matrix for Uh(D(2, 1, x)) and link invariant arising from it)
Using the quantum double method, we construct a universal R-matrix for the
quantization of the Lie superalgebra D(2, 1, x). We use this result to construct a
link invariant and show it coincides with a specialization of Kauffman’s Dubrovnik
polynomial.
Introduction
Les groupes quantiques introduits autour de 1983-85 par Drinfeld et Jimbo
sont des de´formations a` un parame`tre des alge`bres enveloppantes des alge`bres
de Lie semisimples complexes. Techniquement, ces “quantifications” sont des
alge`bres de Hopf munies de “R-matrices universelles”, c’est-a`-dire d’e´le´ments
qui sont responsables de l’existence de solutions de la fameuse e´quation de
Yang-Baxter et donc de repre´sentations des groupes de tresses.
Dans les anne´es 1970 Victor Kac [5] a e´tudie´ une ge´ne´ralisation naturelle
des alge`bres de Lie semisimples, a` savoir les superalge`bres de Lie. Dans la clas-
sification qu’il en donne, il y a celles que l’on peut appeler des superalge`bres
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“classiques” comme sl(n|m) ou osp(n|m) et il y a des superalge`bres excep-
tionnelles. Parmi ces dernie`res, il y a une famille, note´e D(2, 1, x) dans [5], et
que nous noterons Dx, de´pendant d’un parame`tre continu x. La superalge`bre
de Lie Dx joue un roˆle particulier en physique ou` elle fournit la seule the´orie
topologique quantique des champs (TQFT) de Chern-Simons pour laquelle la
the´orie conforme des champs (CFT) de dimension deux correspondante a une
supersyme´trieN = 4. Elle joue aussi un roˆle particulier dans les travaux re´cents
de Pierre Vogel [18] et de Jens Lieberum [11] sur les invariants de Vassiliev.
Apre`s les alge`bres de Lie semisimples, les superalge`bres de Lie ont e´gale-
ment e´te´ quantifie´es (par Gould et al., Leites et al., Scheunert, etc., cf. par
exemple [1, 3, 14, 20]). Les quantifications obtenues sont des superalge`bres
de Hopf munies de bases de type Poincare´-Birkhoff-Witt.
Pour ce qui est de l’existence d’une R-matrice universelle pour les super-
groupes quantiques, elle a e´te´ e´tablie pour les quantifications de toutes les
superalge`bres de Lie classifie´es par Kac, a` l’exception pre´cise´ment de Dx. Dans
cette partie, nous comblons cette lacune en construisant explicitement une R-
matrice universelle pour la quantification Uh(Dx).
La me´thode utilise´e est celle du double quantique introduite par Drinfeld,
me´thode dont se sont servis Rosso [13], Kirillov-Reshetikhin [9] et Levendorsky-
Soibelman [10] pour les groupes quantiques. Cette me´thode s’e´tend au cas
Z/2Z-gradue´. Nous de´finissons des analogues des vecteurs de racines positives
et ne´gatives pour Uh(Dx). Nous de´finissons e´galement l’analogue de la sous-
alge`bre positive U+ (resp. sous-alge`bre ne´gative U−) engendre´e par les vecteurs
de racines positives (resp. ne´gatives), et nous construisons un accouplement de
Hopf entre U+ et U−. Ensuite, nous calculons les relations de commutation
entre les vecteurs de racines ainsi que leur coproduit. Ceci nous permet de
construire des bases de U+ et U−, duales pour l’accouplement de Hopf. Nous
en de´duisons une R-matrice universelle pour Uh(Dx).
Une R-matrice universelle sur une quantification formelle munit la cate´gorie
des modules topologiques d’une structure de cate´gorie rubane´e au sens de Tu-
raev, cf. [6, 22]. Dans le cas qui nous inte´resse, ceci fournit pour chaque Uh(Dx)-
module un invariant d’isotopie d’entrelacs paralle´lise´s et oriente´s. En prenant
un supermodule de dimension six, nous obtenons un invariant I d’entrelacs
paralle´lise´s non oriente´s, a` valeurs dans Z[q, q−1], et nous montrons qu’il est
e´gal a` une spe´cialisation du polynoˆme de Dubrovnik introduit par Kauffman.
Le plan est le suivant. Les §§1.1 et 1.3 sont consacre´s a` des rappels sur
les superalge`bres de Hopf et sur Uh(Dx). Au §1.4 nous e´nonc¸ons les re´sultats
principaux (the´ore`mes 1.2 et 1.3). Le §2.1 est consacre´ a` la construction d’un
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accouplement de Hopf et de ses proprie´te´s et le §2.2 a` la construction d’un dou-
ble quantique D. Au §3.1 nous e´tablissons des relations ve´rifie´es dans D et nous
donnons la de´monstration du the´ore`me 1.2 au §3.2. Au §4.1, nous de´finissons
un Uh(Dx)-module M de rang six et nous calculons le tressage correspondant
a` l’aide du the´ore`me 1.2. Au §4.2, nous e´nonc¸ons quelques proprie´te´s de la
cate´gorie rubane´e associe´e a` M , et nous terminons par la de´monstration du
the´ore`me 1.3 au §4.3.
Cet article est tire´ du troisie`me chapitre de ma the`se [16]. Je tiens a` remercier
J. Alev qui m’a encourage´ a` construire un invariant de nœud a` partir de la R-
matrice du §4.1, et C. Kassel pour son aide.
1. E´nonce´ des the´ore`mes principaux
Dans ce paragraphe, nous commenc¸ons par quelques rappels sur les super-
alge`bres de Hopf, l’e´quation de Yang-Baxter gradue´e et les R-matrices uni-
verselles. Nous donnons ensuite la de´finition de la superalge`bre de Hopf Uh(Dx)
qui est la quantification de la superalge`bre de Lie Dx. Nous terminerons par
l’e´nonce´ des the´ore`mes principaux.
Le contenu du §1.1 se trouve dans de nombreux articles. On pourra notam-
ment consulter [1, 3, 14, 19, 20, 21].
1.1. Superalge`bres de Hopf tresse´es et double quantique. — On note
C le corps des nombres complexes. Un superespace vectoriel V est un C-espace
vectoriel muni d’une graduation par Z/2Z, i.e. d’une somme directe de deux
espaces vectoriels V = V0 ⊕ V1, ou` V0 est la partie paire de V et V1 la partie
impaire. Les e´le´ments de V0 (resp. de V1) sont dits homoge`nes pairs (resp.
homoge`nes impairs). Si v ∈ V0, on pose |v| = 0 et si v ∈ V1, on pose |v| = 1,
et on appelle degre´ ces quantite´s. Le corps C est un superespace dont la partie
impaire est re´duite a` 0. Le produit tensoriel de deux superespaces V et W est
le superespace V ⊗W = (V ⊗W )0 ⊕ (V ⊗W )1, ou`
(V ⊗W )0 = (V0 ⊗ V0)⊕ (V1 ⊗ V1), (V ⊗W )1 = (V0 ⊗ V1)⊕ (V1 ⊗ V0).
E´tant donne´ deux superespaces V et W , un morphisme de superespaces f :
V → W est une application line´aire telle que f(Vi) ⊂Wi. Dans toute la suite,
le morphisme identite´ d’un superespace V sera note´ idV . La volte de deux
superespaces V,W est le morphisme de superespaces τ : V ⊗W −→ W ⊗ V
de´fini sur des e´le´ments homoge`nes v ∈ V,w ∈W par
τ(v ⊗ w) = (−1)|v||w|w ⊗ v.
(La volte sera note´e τ pour tous les couples de superespaces.)
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Une superalge`bre est un triplet (A, µ, η) ou` A est un superespace, µ : A⊗A→
A et η : C → A des morphismes de superalge`bres tels que µ(µ ⊗ idA) =
µ(idA⊗µ) et µ(η ⊗ idA) = µ(idA⊗η) = idA. On notera µ(a ⊗ a
′) = aa′
pour a, a′ ∈ A. E´tant donne´ deux alge`bres (A, µA, ηA) et (B, µB, ηB), un mor-
phisme de superalge`bres f : A→ B est un morphisme de superespaces tel que
f(aa′) = f(a)f(a′) pour tous a, a′ ∈ A. Le produit tensoriel de deux super-
alge`bres (A, µA, ηA) et (B, µB , ηB) est une superalge`bre (A ⊗B, µA⊗B, ηA⊗B)
ou` µA⊗B = (µA ⊗ µB) ◦ (idA⊗τ ⊗ idB) et ηA⊗B = ηA ⊗ ηB . On notera que
pour des e´le´ments homoge`nes a, a′ ∈ A et b, b′ ∈ B, on a
(a⊗ b)(a′ ⊗ b′) = (−1)|b||a
′|aa′ ⊗ bb′.(1.1)
Une superalge`bre de Hopf (A, µ, η,∆, ε, S) est la donne´e d’une superalge`bre
(A, µ, η), de morphismes de superalge`bres ∆ : A → A ⊗ A (le coproduit) et
ε : A → C (la cou¨nite´), et d’un morphisme de superespaces S : A → A
(l’antipode) tels que
(1) (∆⊗ idA)∆ = (idA⊗∆)∆,
(2) (ε⊗ idA)∆ = (idA⊗ε)∆ = idA,
(3) µ(idA⊗S)∆ = µ(S ⊗ idA)∆ = ηε.
Rappelons que l’antipode est un anti-morphisme de superalge`bre, i.e.
S(aa′) = (−1)|a||a
′|S(a′)S(a), a, a′ ∈ A homoge`nes.
Une superalge`bre de Hopf A est dite tresse´e s’il existe un e´le´ment inversible
R =
∑
ai ⊗ bi ∈ (A⊗A)0 tel que
R∆(a) = (τ ◦∆)(a)R, ∀ a ∈ A,
(∆⊗ idA)R = R13R23, (idA⊗∆)R = R13R12,
ou`
R12 =
∑
i
ai⊗bi⊗1, R13 =
∑
i
ai⊗1⊗bi, R23 =
∑
i
1⊗ai⊗bi ∈ A⊗A⊗A.
L’e´le´ment R est appele´ R-matrice universelle de A. Il ve´rifie l’e´quation de
Yang-Baxter gradue´e
R12R13R23 = R23R13R12.
Nous rappelons maintenant la construction du double quantique de Drinfeld.
On pourra consulter [2, 7, 12, 4] pour les de´tails. Soient A et B deux su-
peralge`bres de Hopf avec antipode inversible. Un accouplement de Hopf est un
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morphisme de superespaces ϕ : B ⊗A→ C tel que
ϕ(bb′ ⊗ a) =
∑
(a)
(−1)|b
′||a(1)| ϕ(b ⊗ a(1))ϕ(b
′ ⊗ a(2)),
ϕ(b ⊗ aa′) =
∑
(b)
ϕ(b(1) ⊗ a
′)ϕ(b(2) ⊗ a),
ϕ(1 ⊗ a) = ε(a) et ϕ(b ⊗ 1) = ε(b),
ϕ(b⊗ S(a)) = ϕ(S−1(b)⊗ a).
(1.2)
pour tous les e´le´ments homoge`nes a, a′ ∈ A et b, b′ ∈ B, et ou`
∆(a) =
∑
(a)
a(1) ⊗ a(2),
suivant la notation de Sweedler. On construit a` partir de A et B une super-
alge`bre de Hopf D(A,B, ϕ) de la manie`re suivante :
(1) D(A,B, ϕ) = A⊗B comme superespace.
(2) Le coproduit de D(A,B, ϕ) est donne´ par (idA⊗ τ ⊗ idB)(∆A ⊗∆B).
(3) La cou¨nite´ est le produit tensoriel des cou¨nite´s de A et B.
(4) L’unite´ est le produit tensoriel des unite´s de A et B.
(5) Le produit est de´fini par les deux formules suivantes :
(a⊗ 1)(1⊗ b) = a⊗ b,
(1⊗ b)(a⊗ 1) =
∑
(a),(b)
(−1)ξ ϕ(S(b(1))⊗ a(1))ϕ(b(3) ⊗ a(3))a(2) ⊗ b(2),
ou` ξ = |a(1)||b(2)| + |a(2)||b(2)| + |a(1)||b(3)| + |a(2)||b(3)| et a ∈ A, b ∈ B sont
homoge`nes.
(6) L’application a 7→ a ⊗ 1 (resp. b 7→ 1 ⊗ b) de A dans D(A,B, ϕ) (resp.
de B dans D(A,B, ϕ)) est un morphisme de superalge`bres de Hopf injectif.
Ces deux derniers points nous permettent d’identifier a a` a⊗ 1 pour a ∈ A et b
a` 1⊗b pour b ∈ B, et ainsi ab a` a⊗b. Soient alors (ai∈I) (resp. (bi∈I)) une base
de A (resp. B), indexe´es par un ensemble I, duales pour ϕ, i.e. ϕ(bj⊗ai) = δij .
Alors l’e´le´ment ∑
i
ai ⊗ bi
est une R-matrice universelle pour D(A,B, ϕ), munissant cette superalge`bre de
Hopf d’une structure de superalge`bre de Hopf tresse´e.
1.2. La superalge`bre de Lie Dx. — Fixons un nombre complexe x 6= 0,−1.
Rappelons que la superalge`bre de Lie Dx introduite par Kac (cf. [5], ou` elle est
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note´e D(2, 1, x)) admet comme matrice de Cartan la matrice
A = (aij)1≤i,j≤3 =

 0 1 x−1 2 0
−1 0 2

 ,
et qu’elle a trois racines simples α1 (impaire), α2 et α3 (paires). Elle admet
e´galement quatre racines positives non simples qui sont α1+α2, α1+α3, α1+
α2+α3 (impaires) et 2α1+α2+α3 (paire). Les espaces de racine correspondant
sont tous de dimension 1. Nous posons
β1 = α3, β2 = α1 + α3, β3 = α1 + α2 + α3,
β4 = 2α1 + α2 + α3, β5 = α1, β6 = α1 + α2, β7 = α2,
(1.3)
et nous notons Q = Zα1 ⊕ Zα2 ⊕ Zα3 le re´seau des racines. Posons
D = (di)1≤i≤3 =

 −1 0 00 1 0
0 0 x

 ,
de telle fac¸on que la matrice produit
A = (aij)1≤i,j≤3 = DA =

 0 −1 −x−1 2 0
−x 0 2x


soit syme´trique.
Nous aurons besoin du lemme suivant dont la de´monstration est laisse´e au
lecteur.
Lemme 1.1. — Soient m, s des entiers tels que 1 ≤ s < m ≤ 7. Alors n1β1 +
· · ·+ nsβs 6= nmβm pour tous les e´le´ments (n1, . . . , ns, nm) non nuls de N
s+1,
ou` les βi sont de´finis par (1.3).
1.3. La quantification Uh(Dx). — Nous rappelons ici la de´finition de la
quantification Uh(Dx) de Dx, puis nous de´finirons les vecteurs de racine de
Uh(Dx), cf. [24]. On pourra e´galement consulter [1, 3, 20, 21, 23] pour des
ge´ne´ralite´s sur les de´finitions des supergroupes quantiques.
Nous noterons C[[h]] l’anneau des se´ries formelles a` une inde´termine´e. C’est
un superespace dont le partie impaire est re´duite a` 0. Un C[[h]]-module M est
muni de la topologie h-adique pour laquelle une base de voisinages de 0 est
donne´e par la famille (hnM)n≥0. Le produit tensoriel topologique M⊗ˆN de
deux C[[h]]-modules est de´fini par
M⊗ˆN = lim
←
(
M/hnM ⊗C N/h
nN
)
.
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Nous renvoyons le lecteur a` [6] pour les de´tails sur la topologie h-adique dans
le cas ge´ne´ral, et a` [19] dans le cas supergradue´. Suivant [14], nous de´finissons
Uh(Dx) comme la superalge`bre topologiquement engendre´e par Ei, Fi, Hi,
i = 1, 2, 3 et les relations (pour tous i, j = 1, 2, 3)
HiHj = HjHi,(1.4)
[Hi, Ej ] = aijEj ,(1.5)
[Hi, Fj ] = −aijFj ,(1.5
′)
[Ei, Fj ] = δij
Ki −K
−1
i
qi − q
−1
i
,
E21 = F
2
1 = 0, [E2, E3] = [F2, F3] = 0,
E2i E1 − (qi + q
−1
i )EiE1Ei + E1E
2
i = 0 si i = 2, 3,
F 2i F1 − (qi + q
−1
i )FiF1Fi + F1F
2
i = 0 si i = 2, 3,
ou` δij est le symbole de Kronecker, ou` on a pose´
q = eh/2, qi = q
di , Ki = e
hdiHi/2,
ou` [a, b] = ab−(−1)|a||b|ba de´signe le supercommutateur et ou` tous les ge´ne´rateurs
Hi, Ei, Fi sont pairs, sauf E1 et F1 qui sont impairs. La superalge`bre Uh(Dx)
est une superalge`bre de Hopf topologique (cf. [19]) dont le coproduit ∆, la
cou¨nite´ ε et l’antipode S sont de´finies par
∆(Hi) = Hi ⊗ 1 + 1⊗Hi, ε(Hi) = 0, S(Hi) = −Hi,(1.6)
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ε(Ei) = 0, S(Ei) = −K
−1
i Ei,(1.7)
∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi, ε(Fi) = 0, S(Fi) = −FiKi,(1.7
′)
pour tout i = 1, 2, 3. Nous avons e´galement
∆(Ki) = Ki ⊗Ki, S(Ki) = K
−1
i , ε(Ki) = 1.
Nous de´finissons maintenant l’analogue des vecteurs de racine dans Uh(Dx)
en utilisant les actions adjointes ad+ et ad− de´finies pour des e´le´ments t, y
homoge`nes par
ad+t(y) =
∑
(t)
(−1)|y||t(2)| t(1)yS(t(2)),
ad−t(y) =
∑
(t)
(−1)|y||t(1)|+|t(1)||t(2)| t(2)yS
−1(t(1)),
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(on pourra par exemple consulter [24]). PosonsEβ1 = E3, Eβ5 = E1, Eβ7 = E2,
Fβ1 = F3, Fβ5 = F1, Fβ7 = F2 et
Eβ2 = ad+Eβ5(Eβ1), Eβ6 = ad+Eβ7(Eβ5), Eβ3 = ad+Eβ7(Eβ2),
Eβ4 = ad+Eβ5(Eβ3), Fβ2 = ad−Fβ5(Fβ1),
Fβ6 = ad−Fβ7(Fβ5), Fβ3 = ad−Fβ7(Fβ2), Fβ4 = ad−Fβ5(Fβ3).
(1.8)
1.4. Re´sultats principaux. — Nous e´nonc¸ons maintenant nos re´sultats
principaux. Pour des re´sultats analogues pour d’autres supergroupes quan-
tiques, on consultera [1, 19, 21, 23]. Nous avons besoin des notations suivantes.
Posons
c2 = c3 = c5 = c6 = 0, c1 = 2x, c4 = −2− 2x, c7 = 2,
ϕ1 = −
1
qx − q−x
, ϕ2 =
q−x
q − q−1
, ϕ3 = −
q−1−x
q − q−1
, ϕ6 =
q−1
q − q−1
,
ϕ4 = −q
−2−2x q
1+x − q−1−x
(q − q−1)2
, ϕ5 = −
1
q − q−1
, ϕ7 = −
1
q − q−1
,
(n)i =
{
qnci−1
qci−1 si ci 6= 0,
1sinon,
, (n)i! = (n)i(n− 1)i · · · (1)i, n ∈ N, 1 ≤ i ≤ 7,
expi(a⊗ b) =
∑
n≥0
an ⊗ bn
(n)i!
, a, b ∈ Uh(Dx), i = 1, . . . , 7,
exp(a⊗ b) =
∑
n≥0
an ⊗ bn
n!
, a, b ∈ Uh(Dx),
(1.9)
ou` qx = exh/2. Pour x 6= 0,−1, on pose
B = (bij)1≤i,j≤3 = −
1
2(1 + x)

 −4 2 2x2 x −x
2x −x x

 .(1.10)
La matrice B est l’inverse de la matrice (−aij/dj)1≤i,j≤3.
The´ore`me 1.2. — L’e´le´ment
R = exp1
(
Eβ1 ⊗ Fβ1
ϕ1
)
· · · exp7
(
Eβ7 ⊗ Fβ7
ϕ7
)
exp

h
2
(∑
i,j
bijHi ⊗Hj
)
∈ Uh(Dx)⊗ˆUh(Dx)
est une R-matrice universelle pour Uh(Dx).
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Nous de´montrerons ce the´ore`me au §3.2. Posons R =
∑
si ⊗ ti et u =∑
(−1)|si|S(ti)si. CommeR ≡ 1⊗1 mod h, alors uS(u) ≡ 1 mod h admet une
unique racine carre´e θ ≡ 1 mod h. Il est bien connu que θ munit Uh(Dx) d’une
structure de superalge`bre rubane´e, cf. [6, 22]. En conse´quence, la cate´gorie des
Uh(Dx)-modules topologiques est une cate´gorie rubane´e au sens de Turaev
(on pourra consulter [17, 7, 6] pour la de´finition). Pour tout couple (V,W ) de
Uh(Dx)-modules et pour tout v ∈ V , w ∈W , le tressage cV,W : V ⊗W →W⊗V
et le twist θV : V → V sont donne´s par les formules
cV,W (v ⊗ w) = τ(R(v ⊗ w)),
θV (v) = θ
−1v.
(1.11)
Au §4.1, nous introduirons un Uh(Dx)-supermoduleM de rang six. Le coloriage
d’un entrelacs paralle´lise´ et oriente´ L dans R3 par M fournit un invariant
d’isotopie IL de tels entrelacs. Avant d’e´noncer le the´ore`me 1.3, nous rappelons
la de´finition de polynoˆme de Dubrovnik (cf. [8]). C’est un invariant Λ(a, z)
d’isotopie d’entrelacs paralle´lise´s non oriente´s a` valeurs dans Z[a±1, z±1] qui
ve´rifie les relations d’e´cheveaux suivantes :
Λ (a, z)− Λ (a, z) = z
(
Λ (a, z)− Λ (a, z)
)
,
Λ (a, z) = aΛ (a, z), Λ (a, z) = 1.
Ces e´galite´s font intervenir des entrelacs qui sont e´gaux sauf dans un disque
de R2 ou` ils sont comme sur les dessins.
The´ore`me 1.3. — Pour tout entrelacs paralle´lise´ oriente´ L dans R3, l’invari-
ant IL induit par le supermodule M est lie´ au polynoˆme de Dubrovnik par
IL = 2ΛL(−q
−1, q − q−1).
Nous de´montrerons ce the´ore`me au §4.
2. Construction d’un double quantique ge´ne´ralise´
Dans ce paragraphe, nous construisons une superalge`bre de Hopf D en util-
isant la the´orie du double quantique de Drinfeld (cf. par exemple [7], ainsi que
le §1.1). Nous utilisons les re´sultats de [4, 19] qui de´montrent la validite´ de
cette the´orie dans le cas supergradue´. On pourra e´galement consulter [15].
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2.1. Pre´liminaires techniques. — Dans ce paragraphe, nous de´finissons un
accouplement de Hopf et nous de´montrons des lemmes techniques dont nous
aurons besoin par la suite.
(1) Nous de´finissons U˜+ comme la superalge`bre de Hopf topologiquement
engendre´e sur C[[h]] par Ei et Hi, (i = 1, 2, 3) et les relations (1.4) et (1.5). Le
coproduit, la cou¨nite´ et l’antipode sont de´finies par les relations (1.6) et (1.7).
Nous de´finissons e´galement les e´le´ments Eβi , i = 1, . . . , 7 par les relations (1.8).
(2) Nous de´finissons U˜− comme la superalge`bre de Hopf topologiquement
engendre´e par Fi et H
′
i, (i = 1, 2, 3) et les relations (1.4) et (1.5
′), ou` on
remplace Hi par H
′
i. Le coproduit, la cou¨nite´ et l’antipode sont de´finies par
les relations (1.6) et (1.7′). Nous de´finissons e´galement les e´le´ments Fβi , i =
1, . . . , 7 par les relations (1.8).
Dans tout la suite, nous noterons q = eh/2 et qi = e
hdi/2.
Remarque.Nous utilisons les meˆmes notations pour les ge´ne´rateurs de Uh(Dx)
que pour ceux de U˜+, U˜−. Cet abus est justifie´ a posteriori par la proposition
2.11.
Notons C((h)) le corps des fractions de C[[h]]. Posons
ϕ(Fj ⊗ Ei) = −(−1)
|Ei||Fj |
δij
qi − q
−1
i
,(2.1)
ϕ(H ′j ⊗ Ei) = ϕ(Fj ⊗Hi) = 0,(2.2)
ϕ(H ′j ⊗Hi) = −
2aij
hdj
,(2.3)
pour 1 ≤ i, j ≤ 3. D’apre`s le lemme 3.4 de [7] (ou [15], prop. 2.1.1) qui se
ge´ne´ralise au cas gradue´, les formules (2.1)-(2.3) de´finissent un accouplement
de Hopf ϕ : U˜− ⊗ U˜+ → C((h)).
Par souci de concision, nous ne donnons pas les de´monstrations des lemmes
2.1 a` 2.7, cf. [16].
Lemme 2.1. — L’accouplement ϕ ve´rifie, pour tous i, j = 1, 2, 3,
ϕ(K ′j ⊗ Ei) = ϕ(K
′−1
j ⊗ Ei) = ϕ(Fj ⊗Ki) = ϕ(Fj ⊗K
−1
i ) = 0,
ϕ(K ′j ⊗Ki) = ϕ(K
′−1
j ⊗K
−1
i ) = q
−aij ,
ϕ(K ′j ⊗K
−1
i ) = ϕ(K
′−1
j ⊗Ki) = q
aij .
Soit V˜+ (resp. V˜−) la sous-superalge`bre de U˜+ (resp. de U˜−) engendre´e par les
Ei (resp. Fi), i = 1, 2, 3. La superalge`bre V˜+ (resp. V˜−) admet uneQ-graduation
avec Ei de degre´ αi (resp. Fi de degre´ −αi). On de´finit e´galement U˜0 (resp.
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U˜ ′0) comme la sous-superalge`bre de Hopf de U˜+ (resp. de U˜−) topologiquement
engendre´e par les Hi (resp. H
′
i), i = 1, 2, 3.
Lemme 2.2. — Pour tout H ∈ U˜0, F ∈ V˜−, F 6= 1, on a ϕ(F ⊗H) = 0. De
meˆme, pour tout H ′ ∈ U˜ ′0, E ∈ V˜+, E 6= 1, on a ϕ(H
′ ⊗ E) = 0.
Lemme 2.3. — Si E ∈ V˜+, F ∈ V˜−, H ∈ U˜0, H
′ ∈ U˜ ′0, alors
ϕ(FH ′ ⊗ EH) = ϕ(F ⊗ E)ϕ(H ′ ⊗H).
Lemme 2.4. — Si i, j1, . . . , jr ∈ {1, 2, 3}, et si r 6= 1 ou j1 6= i, alors
ϕ(Fj1 · · ·Fjr ⊗ Ei) = ϕ(Fi ⊗ Ej1 · · ·Ejr ) = 0.
Lemme 2.5. — Soient E ∈ V˜+ de degre´ α ∈ Q et F ∈ V˜− de degre´ β ∈ Q. Si
α+ β 6= 0, alors ϕ(F ⊗ E) = 0.
Lemme 2.6. — Soient n1, n4, n7 ∈ N et n2, n3, n5, n6 ∈ {0, 1}. Soit s un entier
compris entre 1 et 7. Alors, si ni 6= 0 pour 1 ≤ i < s ou ns 6= 1, alors
ϕ(Fβs ⊗ E
n1
β1
· · ·Ensβs ) = ϕ(F
n1
β1
· · ·Fnsβs ⊗ Eβs) = 0.
Proposition 2.7. — Le morphisme de superalge`bres ψ : U˜+ → U˜
cop
− de´fini
sur les ge´ne´rateurs par
ψ(Ei) = Fi, ψ(Hi) = −H
′
i
est un isomorphisme de superalge`bres de Hopf qui ve´rifie ψ(Eβi) = Fβi pour
tout i = 1, . . . , 7.
Nous de´finissons I˜+ ⊂ U˜+ et I˜− ⊂ U˜− comme les annulateurs de ϕ :
I˜+ = {E ∈ U˜+, ϕ(F ⊗ E) = 0, ∀ F ∈ U˜−},
I˜− = {F ∈ U˜−, ϕ(F ⊗ E) = 0, ∀ E ∈ U˜+}.
Proposition 2.8. — Pour i = 2, 3, les e´le´ments suivants sont dans I˜+ (resp.
dans I˜−) :
E21 , E2E3 − E3E2, E
2
i E1 − (qi + q
−1
i )EiE1Ei + E1E
2
i(
resp. F 21 , F2F3 − F3F2, F
2
i F1 − (qi + q
−1
i )FiF1Fi + F1F
2
i
)
.
De´monstration. — Pour montrer que X ∈ I˜+, on e´tablit tout d’abord que
∆(X) = X ⊗ 1 +K ⊗X,
ou` K ∈ U˜0. Ce calcul permet alors d’e´crire
ϕ(Y Z ⊗X) = (−1)ξ1ϕ(Y ⊗X)ϕ(Y ⊗ 1) + (−1)ξ2ϕ(Y ⊗K)ϕ(Z ⊗X),
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qui est nul si ϕ(Y ⊗X) = ϕ(Z ⊗X) = 0. On montre alors que ϕ(Y ⊗X) = 0
pour tout ge´ne´rateur Y ∈ U˜−, i.e. pour Y = H
′
j et Y = Fj . Ce dernier point
de´coule des lemmes 2.2 et 2.4. Nous calculons donc uniquement les coproduits
des e´le´ments conside´re´s. Pour cela, nous rappelons que nous utilisons la formule
(1.1) pour le produit de deux e´le´ments de U˜+⊗ˆU˜+. Nous traitons uniquement
le cas de z = E2i E1 − (qi + q
−1
i )EiE1Ei + E1E
2
i , i = 2 ou i = 3.
Soient 1 ≤ n,m, p ≤ 3 des entiers tels qu’un seul d’entre eux soit e´gal a` 1.
On a alors les deux e´galite´s suivantes.
∆(EnEm) = EnEm ⊗ 1 + EnKm ⊗ Em +KnEm ⊗ En +KnKm ⊗ EnEm
= EnEm ⊗ 1 + EnKm ⊗ Em + q
anmEmKn ⊗ En +KnKm ⊗ EnEm,
∆(EnEmEp) = EnEmEp ⊗ 1 + EnKmEp ⊗ Em + q
anmEmKnEp ⊗ En
+KnKmEp ⊗ EnEm + EnEmKp ⊗ Ep + EnKmKp ⊗ EmEp
+ qanmEmKnKp ⊗ EnEp +KnKmKp ⊗ EnEmEp
= EnEmEp ⊗ 1 + q
ampEnEpKm ⊗ Em + q
anm+anpEmEpKn ⊗ En
+ qamp+anpEpKnKm ⊗ EnEm
On en de´duit
∆(E2i E1) = E
2
i E1 ⊗ 1 +K
2
iK1 ⊗ E
2
i E1 + q
ai1(1 + qaii)EiE1Ki ⊗ Ei
+ E2iK1 ⊗ E1 + q
2ai1E1K
2
i ⊗ E
2
i + (1 + q
aii)EiKiK1 ⊗ EiE1,
∆(E1E
2
i ) = E1E
2
i ⊗ 1 +K1K
2
i ⊗ E1E
2
i + E1K
2
i ⊗ E
2
i
+ (1 + qaii)E1EiKi ⊗Ei + q
2a1iE2iK1 ⊗E1 + q
a1i(1 + qaii)EiK1Ki ⊗E1Ei,
∆(EiE1Ei) = EiE1Ei ⊗ 1 + EiE1Ki ⊗ Ei
+ qa1iE2iK1 ⊗ E1 + EiK1Ki ⊗ E1Ei + q
ai1+aiiE1EiKi ⊗ Ei + q
ai1E1K
2
i ⊗ E
2
i
+ qa1i+aiiEiKiK1 ⊗ EiE1 +K
2
iK1 ⊗ EiE1Ei.
Ceci prouve que ∆(z) = z ⊗ 1 +K1K
2
i ⊗ z +X , ou` X est un e´le´ment dont il
reste a` montrer qu’il est nul. Or,
X = (1+q2a1i−qa1i(qi+q
−1
i ))E
2
iK1⊗E1+(1+q
2ai1−(qi+q
−1
i )q
ai1)E1K
2
i ⊗E
2
i
+ (qai1(1 + qaii)− (qi + q
−1
i ))EiE1Ki ⊗ Ei
+ (1 + qaii − qai1+aii(qi + q
−1
i ))E1EiKi ⊗ Ei
+ (1 + qaii − qa1i+aii(qi + q
−1
i ))EiKiK1 ⊗ EiE1
+ (qa1i(1 + qaii)− (qi + q
−1
i ))EiK1Ki ⊗ E1Ei,
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et pour i = 2, 3, on a ai1 = a1i = diai1 = −di et aii = 2di. On en de´duit
1 + q2a1i − qa1i(qi + q
−1
i ) = 1 + q
−2di − q−di(qi + q
−1
i ) = 0,
qai1(1 + qaii)− (qi + q
−1
i ) = q
−di(1 + q2di)− (qdi + q−di) = 0,
1 + qaii − qai1+aii(qi + q
−1
i ) = 1 + q
2di − q−di(qdi + q−di) = 0,
d’ou`X = 0 et la proposition est de´montre´e en ce qui concerne I˜+. Pour montrer
que Y ∈ I˜−, il suffit d’e´tablir que ∆(Y ) = 1⊗ Y + Y ⊗K
′, ou` K ′ ∈ U˜ ′0, ce qui
de´coule des calculs pre´ce´dents en appliquant l’isomorphisme ψ.
On note I+ (resp. I−) le sous-ide´al de Hopf de I˜+ (resp. I˜−) engendre´ par
E21 , E2E3 − E3E2, E
2
i E1 − (qi + q
−1
i )EiE1Ei + E1E
2
i (i = 2, 3)
(resp. par F 21 , F2F3 − F3F2, F
2
i F1 − (qi + q
−1
i )FiF1Fi + F1F
2
i (i = 2, 3)).
On pose alors
U+ = U˜+/I+, U− = U˜−/I−.
Corollaire 2.9. — L’accouplement ϕ induit un accouplement sur U−⊗ˆU+
que nous noterons encore ϕ. De plus, l’isomorphisme ψ de la proposition 2.7
induit un isomorphisme de superalge`bres de Hopf entre U+ et U
cop
− , que nous
noterons encore ψ.
2.2. La superalge`bre de Hopf D. — Dans ce paragraphe, nous constru-
isons une superalge`bre de Hopf tresse´e D par la me´thode du double quantique
(cf. §1.1) et nous e´tablissons un lien avec Uh(Dx).
En paraphrasant les de´finitions de V˜+, V˜−, U˜0, U˜
′
0 du §2.1 on de´finit V+ ⊂ U+,
V− ⊂ U−, U0 ⊂ U+, U
′
0 ⊂ U−. Les re´sultats du lemme 2.2 jusqu’a` la proposition
2.7 restent valables pour ϕ : U− ⊗ U+ → C[[h]], en remplac¸ant V˜+ (resp. V˜−,
U˜0, U˜
′
0) par V+ (resp. V−, U0, U
′
0). Nous notons D = D(U+, U−, ϕ) le double
quantique de U+ et U− construit a` partir de l’accouplement ϕ (cf. le §1.1 pour
la construction).
Nous avons besoin de la proposition suivante pour e´tablir un lien entre D et
Uh(Dx). Nous laissons la de´monstration au lecteur.
Proposition 2.10. — Les relations suivantes sont ve´rifie´es dans D :
[H ′i, Ej ] = aijEj , [Hi, Fj ] = −aijFj ,
[Ei, Fj ] = δij
Ki −K
′−1
i
qi − q
−1
i
.
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De´finissons la superalge`bre D comme le quotient de D par l’ide´al de Hopf
engendre´ par Hi − H
′
i, pour i = 1, 2, 3. Posons π : D → D la projection
canonique. De´finissons ι : Uh(Dx)→ D par
ι(Ej) = Ej , ι(Fj) = Fj , ι(Hj) = Hj ,
pour j = 1, 2, 3.
Proposition 2.11. — Le morphisme ι est un morphisme de superalge`bres de
Hopf topologiques injectif et la compose´e p ◦ ι re´alise un isomorphisme entre
Uh(Dx) et D.
3. R-matrice universelle
Dans ce paragraphe, nous de´montrons le the´ore`me 1.2 en construisant des
bases de U+ et U− duales pour ϕ. Rappelons que Dx admet trois racines
simples α1, α2 et α3 (cf. §1.3), et que les vecteurs de racine sont de´finis par
(1.8). Nous notons e´galement Eβi et Fβi les images de Eβi et Fβi par l’injection
ι de la proposition 2.11.
Pour tout couple (Y, Z) d’e´le´ments homoge`nes de D et tout α ∈ C[[h]], on
pose
[Y, Z]α = Y Z − (−1)
|Y ||Z|αZY,
et on e´tend cette de´finition a` tout D ×D par biline´arite´.
3.1. Relations dans D. — Nous commenc¸ons par e´noncer des relations
ve´rifie´es dans D. Les de´monstrations des lemmes 3.1 a` 3.3 sont laisse´es au
lecteur.
Lemme 3.1. — Pour tout i = 1, . . . , 7, on a KβiEβi = q
ciEβiKβi
Lemme 3.2. — On a
Eβ2 = [E1, E3]q−x , Eβ6 = [E2, E1]q−1 ,
Eβ3 = [E2, Eβ2 ]q−1 , Eβ4 = [E1, Eβ3 ]q−1−x .
Lemme 3.3. — L’action adjointe ad+ : U+ → U+ ve´rifie pour i = 2 et 3
ad+
2Ei(E1) = 0,
et pour tout X ∈ U+, on a
ad+Ei(XEj) = ad+Ei(X)Ej , ad+Ei(EjX) = Ej ad+Ei(X),
si (i, j) = (2, 3) ou (3, 2).
Le lemme suivant a e´te´ e´tabli par Zou dans [24].
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Lemme 3.4. — Pour i = 2, 3, 6, on a E2βi = 0.
Proposition 3.5. — Dans U+, on a les relations de commutations suivantes :
[Eβ7 , Eβ5 ]q−1 = Eβ6 , [Eβ7 , Eβ2 ]q−1 = Eβ3 , [Eβ7 , Eβ1 ] = 0,
[Eβ5 , Eβ3 ]−q−1−x = Eβ4 , [Eβ5 , Eβ1 ]q−x = Eβ2 ,
(3.1)
[Eβ7 , Eβ6 ]q = 0, [Eβ7 , Eβ3 ]q = 0, [Eβ6 , Eβ5 ]−q−1 = 0,
[Eβ6 , Eβ1 ]q−x = Eβ3 , [Eβ5 , Eβ4 ]q−1−x = 0, [Eβ5 , Eβ2 ]−q−x = 0,
[Eβ4 , Eβ3 ]q−1−x = 0, [Eβ3 , Eβ2 ]−q−1 = 0, [Eβ2 , Eβ1 ]qx = 0,
(3.2)
[Eβ7 , Eβ4 ] = 0, [Eβ6 , Eβ4 ]q−1−x , [Eβ6 , Eβ3 ]−q−x = 0,
[Eβ4 , Eβ2 ]q−1−x = 0, [Eβ4 , Eβ1 ] = q
−1(q1+x − q−1−x)Eβ2Eβ3 ,
[Eβ3 , Eβ1 ]qx = 0, [Eβ6 , Eβ2 ]−q−1−x = −q
−1−x(q − q−1)Eβ3Eβ5 − q
−1Eβ4 .
(3.3)
De´monstration. — Les relations (3.1) sont imme´diates, et nous laissons au
lecteur la de´monstration des relations (3.2). Nous de´montrons les relations (3.3).
Nous utiliserons implicitement les lemmes 3.2, 3.3 et 3.4, et les relations (3.2).
(1) On a
Eβ7Eβ4 = Eβ7(Eβ5Eβ3 + q
−1−xEβ3Eβ5)
= q−1Eβ5Eβ7Eβ3 + Eβ6Eβ3 + q
−xEβ3Eβ7Eβ5
= Eβ5Eβ3Eβ7 + Eβ6Eβ3 + q
−1−xEβ3Eβ5Eβ7 + q
−xEβ3Eβ6 = Eβ4Eβ7 ,
ou` la deuxie`me et la troisie`me e´galite´ proviennent des relations de commuta-
tions de Eβ7Eβ5 et Eβ7Eβ3 et la dernie`re de celle de Eβ6Eβ3 .
(2) On a
Eβ6Eβ4 = Eβ6(Eβ5Eβ3 + q
−1−xEβ3Eβ5) = Eβ6Eβ5Eβ3 + q
−1−xEβ6Eβ3Eβ5
= −q−1Eβ5Eβ6Eβ3 − q
−1−2xEβ3Eβ6Eβ5
= −q−1−xEβ5Eβ3Eβ6 − q
−2−2xEβ3Eβ5Eβ6
= q−1−xEβ4Eβ6 ,
ou` on a utilise´ les relation de commutation de Eβ6Eβ5 et Eβ6Eβ3 .
(3) On a Eβ6Eβ3 + q
−xEβ3Eβ6 = E
2
β6
E3− q
−xEβ6E3Eβ6 + q
−xEβ6E3Eβ6 −
q−2xE3E
2
β6
= 0 car E2β6 = 0 et Eβ3 = Eβ6Eβ1 − q
−xEβ1Eβ6 .
(4) En remplac¸ant Eβ4 par sa valeur, on obtient
Eβ4Eβ2 = Eβ5Eβ3Eβ2 + q
−1−xEβ3Eβ5Eβ2
= q−1−xEβ2Eβ5Eβ3 + q
−2−2xEβ2Eβ3Eβ5 .
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(5) On a
Eβ3Eβ1 − q
xEβ1Eβ3 = ad+E2(Eβ2)E3 − q
xE3ad+E2(Eβ2)
= ad+E2(Eβ2E3 − q
xE3Eβ2) = 0
car Eβ2Eβ1 = q
xEβ1Eβ2 .
(6) On remplace a` nouveau Eβ4 par sa valeur donne´e au lemme 3.2 pour
obtenir
Eβ4Eβ1 = q
xEβ5Eβ1Eβ3 + q
−1−xEβ3Eβ5Eβ1
car Eβ3Eβ1 = q
xEβ1Eβ3 . Comme Eβ5Eβ1 = q
−xEβ1Eβ5 + Eβ2 , nous obtenons
Eβ4Eβ1 = Eβ1Eβ3Eβ5 + q
xEβ2Eβ3 + q
−1−xEβ1Eβ5Eβ3 + q
−1−xEβ3Eβ2 ,
ce qui donne le re´sultat voulu avec Eβ3Eβ2 = −q
−1Eβ2Eβ3 .
(7) En remplac¸ant Eβ6 par sa valeur donne´e au lemme 3.2, nous obtenons
Eβ6Eβ2 = Eβ7Eβ5Eβ2 − q
−1Eβ5Eβ7Eβ2
= −q−xEβ7Eβ2Eβ5 − q
−2Eβ5Eβ2Eβ7 − q−1Eβ5Eβ3
= −q−1−xEβ2Eβ7Eβ5 − q
−xEβ3Eβ5 + q
−2−xEβ2Eβ5Eβ7
+ q−2−xEβ3Eβ5 − q
−1Eβ4
= −q−1−xEβ2Eβ6 − q
−1−x(q − q−1)Eβ3Eβ5 − q
−1Eβ4 ,
ou` on a utilise´ les relations de commutation de Eβ5Eβ2 , Eβ7Eβ2 et Eβ5Eβ3 .
Proposition 3.6. — Les coproduits des vecteurs de racines non simples sont
donne´s par les formules suivantes :
∆(Eβ2) = Eβ2 ⊗ 1 +Kβ2 ⊗ Eβ2 + (1− q
−2x)Eβ5Kβ1 ⊗ Eβ1 ,
∆(Eβ6) = Eβ6 ⊗ 1 +Kβ6 ⊗ Eβ6 + (1 − q
−2)Eβ7Kβ5 ⊗ Eβ5 ,
∆(Eβ3) = Eβ3 ⊗ 1 +Kβ3 ⊗ Eβ3 + (1− q
−2x)Eβ6Kβ1 ⊗ Eβ1
+ (1− q−2)Eβ7Kβ2 ⊗ Eβ2 ,
∆(Eβ4) = Eβ4 ⊗ 1 +Kβ4 ⊗ Eβ4 + (1− q
−2−2x)Eβ5Kβ3 ⊗ Eβ3
− q−1(1 − q−2−2x)Eβ6Kβ2 ⊗ Eβ2 + (1 − q
−2x)(1− q−2−2x)Eβ5Eβ6Kβ1 ⊗ Eβ1
+ (1− q−2)(1 − q−2−2x)Eβ5Eβ7Kβ2 ⊗ Eβ2 .
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De´monstration. — Nous traitons ici uniquement le cas de Eβ4 qui est le plus
complique´. On a
∆(E1)∆(Eβ3) = (E1 ⊗ 1 +K1 ⊗ E1)(Eβ3 ⊗ 1 +Kβ3 ⊗ Eβ3
+ (1 − q−2x)Eβ6Kβ1 ⊗ Eβ1 + (1 − q
−2)Eβ7Kβ2 ⊗ Eβ2)
= E1Eβ3 ⊗ 1 + E1Kβ3 ⊗ Eβ3 + (1− q
−2)E1Eβ7Kβ2 ⊗ Eβ2
+ (1− q−2x)E1Eβ6Kβ1 ⊗ Eβ1 − q
−1−xEβ3K1 ⊗ E1 +K1Kβ3 ⊗ E1Eβ3
+ q−1(1− q−2)Eβ7K1Kβ2 ⊗ E1Eβ2 − q
−1(1− q−2x)Eβ6K1Kβ1 ⊗ E1Eβ1 ,
ou` nous avons utilise´ les relations de commutation entre les Ki et les Ej . De
meˆme, on a
∆(Eβ3)∆(E1) = Eβ3E1⊗1−q
−1E1Kβ3⊗Eβ3−q
−x(1−q−2)Eβ7E1Kβ2⊗Eβ2
+ q−x(1− q−2x)Eβ6E1Kβ1 ⊗ Eβ1 + Eβ3K1 ⊗ E1 +Kβ3K1 ⊗ Eβ3E1
+ (1 − q−2)Eβ7Kβ2K1 ⊗ Eβ2E1 + (1− q
−2x)Eβ6Kβ1K1 ⊗ Eβ1E1,
d’ou` on de´duit que
∆(Eβ4) = Eβ4 ⊗ 1+Kβ4⊗Eβ4 +(1− q
−2x)(E1Eβ6 + q
−1−2xEβ6E1)K3⊗Eβ1
+ (1− q−2−2x)Eβ5Kβ3 ⊗ Eβ3 + (1− q
−2)(E1E2 − q
−1−2xE2E1)Kβ2 ⊗ Eβ2
− q−1(1 − q−2x)Eβ6K1K3 ⊗ (E1E3 − q
−xE3E1)
+ q−1(1− q−2−x)E2K1Kβ2 ⊗ (E1Eβ2 + q
−xEβ2E1).
Or, par la proposition 3.5, on a E1Eβ6 + q
−1−2xEβ6E1 = (1− q
−2−2x)Eβ5Eβ6 ,
et
−q−1(1−q−2x)Eβ6K1K3⊗(E1E3−q
−xE3E1) = −q
−1(1−q−2x)Eβ6Kβ2⊗Eβ2 .
Ensuite, nous calculons (1− q−2)(E1E2− q
−1−2xE2E1)Kβ2 ⊗Eβ2. En utilisant
la proposition 3.5, on obtient
(1− q−2)(E1E2 − q
−1−2xE2E1)Kβ2 ⊗ Eβ2
= (1− q−2)(Eβ5Eβ7 − q
−1−2xEβ7Eβ5)Kβ2 ⊗ Eβ2
= (1− q−2)(Eβ5Eβ7 − q
−2−2xEβ5Eβ7 − q
−1−2xEβ6)Kβ2 ⊗ Eβ2 .
Pour terminer, il reste le terme q−1(1−q−2−x)E2K1Kβ2⊗(E1Eβ2+q
−xEβ2E1).
Or, d’apre`s la proposition 3.5, on a
E1Eβ2 + q
−xEβ2E1 = Eβ5Eβ2 + q
−xEβ2Eβ5 = 0,
ce qui ache`ve la de´monstration de la proposition.
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3.2. De´monstration du the´ore`me 1.2. — Nous donnons maintenant une
de´monstration du the´ore`me 1.2.
Lemme 3.7. — Pour tout i = 1, . . . , 7, on a ϕ(Fβi ⊗ Eβi) = ϕi, ou` ϕi, i =
1, . . . , 7 sont de´finis par (1.9).
De´monstration. — Elle est laisse´e au lecteur.
Proposition 3.8. — Soient n1, n4, n7 ∈ N, n2, n3, n5, n6 ∈ {0, 1} et X =
En1β1 · · ·E
n7
β7
∈ V+. Alors
∆(X) = (ns)sE
n1
β1
· · ·E
ns−1
βs−1
Ens−1βs Kβs ⊗ Eβs + y ⊗ 1 +
∑
z ⊗

∏
i≤s
Eβi

 ,
ou` y, z ∈ U+, 1 ≤ s ≤ 7 est le plus grand des entiers i tel que ni 6= 0, et
ou`
(∏
i≤s Eβi
)
de´signe un produit de racines Eβi dans l’ordre croissant des
indices, avec au moins un des indices i ve´rifiant i < s.
De´monstration. — D’apre`s la proposition 3.6 et les relations (1.7), pour i =
1, . . . , 7, on a
∆(Eβi) = Eβi ⊗ 1 +Kβi ⊗ Eβi +
∑
βk, k<i
z ⊗ Eβk
ou` z ∈ U+. On en de´duit que
∆(X) = (Eβ1 ⊗ 1+Kβ1 ⊗Eβ1)
n1 · · · (Eβs ⊗ 1+Kβs ⊗Eβs +
∑
βk,k<s
z ⊗Eβk)
ns .
Le terme y ⊗ 1 de l’e´nonce´ en de´coule aussitoˆt. Conside´rons le terme z ⊗ Eβs ,
z ∈ U+. Pour k = 0, . . . , ns − 1, on a (en utilisant le lemme 3.1),
(En1β1 · · ·E
ns−1
βs−1
⊗ 1)(Ekβs ⊗ 1)(Kβs ⊗ Eβs)(E
ns−k−1
βs
⊗ 1)
= En1β1 · · ·E
ns−1
βs−1
EkβsKβsE
ns−k−1
βs
⊗ Eβs
= qcs(ns−k−1)En1β1 · · ·E
ns−1
βs−1
Ens−1βs Kβs ⊗ Eβs ,
car aucun signe ne peut apparaˆıtre dans le produit, (si Eβs est impair, alors
ns = 1 d’apre`s le lemme 3.4). Or,
ns−1∑
k=0
qkcs =
qnscs − 1
qcs − 1
= (ns)s,
ce qui fournit le premier terme de l’e´nonce´. Il reste a` calculer le produit
 ∑
βk,k<i
z ⊗ Eβk



 ∑
βm,m<j
z′ ⊗ Eβm

 ,
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avec i < j ≤ s. Ce produit donne des termes z ⊗ EβpEβr avec p > r. Or, la
proposition 3.5 prouve que EβpEβr = λEβrEβp + ζEβfEβg +µEβt, ou` λ, ζ, µ ∈
C[[h]] et r < f, g, t < p. En particulier, avec p ≤ s, on obtient le dernier terme
de l’e´nonce´.
Lemme 3.9. — Soient ni,mi ∈ N, i = 1, 4, 7, nj ,mj ∈ {0, 1}, j = 2, 3, 5, 6.
Alors
ϕ(Fm1β1 · · ·F
m7
β7
⊗ En1β1 · · ·E
n7
β7
) = (−1)ξ
7∏
i=1
δnimi (ni)i! ϕ
ni
i ,
ou` ξ = n6(n2 + n3 + n5) + n5(n2 + n3) + n3n2.
De´monstration. — Soit s le plus grand des indices i tel que mi ou ni soit non
nul. Nous supposerons pour la de´monstration que ns ≥ ms. Le cas ms ≥
ns se traite de la meˆme manie`re graˆce a` la proposition 2.7. Posons X =
En1β1 · · ·E
ns−1
βs−1
Ens−1βs et Y = F
m1
β1
· · ·F
ms−1
βs−1
Fms−1βs . Si ms 6= 0, alors
ϕ(Y Fβs ⊗XEβs)
=
∑
(XEβs )
(−1)|Fβs ||(XEβs)(1)| ϕ(Y ⊗ (XEβs)(1))ϕ(Fβs ⊗ (XEβs)(2)).
Or, d’apre`s la proposition 3.8, on a ϕ(Fβs ⊗ (XEβs)(2)) = 0, sauf lorsque
(XEβs)(2) = Eβs . En effet, si (XEβs)(2) = 1, cela de´coule du lemme 2.2.
Sinon, (XEβs)(2) =
∏
i≤sEβi par la proposition 3.8, et le lemme 2.6 permet de
conclure. On en de´duit que
ϕ(Y Fβs ⊗XEβs) = (−1)
|Fβs ||(XEβs)(1)| (ns)s ϕs ϕ(Y ⊗XKβs)
= (−1)|Fβs ||(XEβs)(1)| (ns)s ϕs ϕ(Y ⊗X)
d’apre`s le lemme 2.3. Or, on a l’e´galite´ des degre´s
|(XEβs)(1)| = |E
n1
β1
· · ·E
ns−1
βs−1
Ens−1βs Kβs |.
Le seul cas qui nous inte´resse est celui ou` |βs| = 1, et dans ce cas ns − 1 = 0.
On en de´duit que
|(XEβs)(1)| = |E
n1
β1
· · ·E
ns−1
βs−1
| =
∑
i<s, |βi|=1
ni
puisque, lorsque βi est impaire, nous avons ni = 0 ou 1 (lemme 3.4). En ite´rant
cette ope´ration ns −ms fois, on obtient
ϕ(Y Fβs ⊗XEβs)
= (−1)ζs(ns)s · · · (ns−ms+1)s ϕ
ns−ms ϕ(Fm1β1 · · ·F
ms−1
βms−1
⊗En1β1 · · ·E
ns−ms
βs
),
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ou` ζs =
∑
i<s, |βi|=1
ni. Si ns = ms, alors on peut refaire le raisonnement
pre´ce´dant tant que ni = mi, et ce jusqu’a` ce que s = 1. De plus, il apparaˆıt un
signe (−1)ξ ou`
ξ =
7∑
i=1
ζi = n6(n2 + n3 + n5) + n5(n2 + n3) + n3n2.
Il reste donc a` montrer que
ϕ(Fm1β1 · · ·F
mr
βr
⊗ En1β1 · · ·E
ns
βs
) = 0
si s > r et ns > 0. Posons Y = F
m1
β1
· · ·Fmrβr et X = E
n1
β1
· · ·Ens−1βs . Nous avons
ϕ(Y ⊗XEβs) =
∑
(Y )
ϕ(Y(1) ⊗ Eβs)ϕ(Y(2) ⊗X)
d’apre`s (1.2). Or, d’apre`s les propositions 2.7 et 3.8, on a
∆(Y ) = Fβr ⊗ y + 1⊗ z +
∑∏
i≤r
Fβi

⊗ t
ou` y, z, t ∈ U−. On en de´duit que ϕ(Y(1) ⊗ Eβs) = 0 d’apre`s les propositions
2.2 et 2.6.
Pour j = 1, 2, 3, posons H˜j =
h
2
∑3
i=1 bijH
′
i ou` les scalaires bij sont de´finis
par (1.10).
Lemme 3.10. — On a ϕ(H˜j ⊗Hi) = δij pour 1 ≤ i, j ≤ 3 et
ϕ
(
H˜q11
q1!
H˜q22
q2!
H˜q33
q3!
⊗Hp11 H
p2
2 H
p3
3
)
= δp1q1δp2q2δp3q3 .
De´monstration. — Laisse´e au lecteur.
Proposition 3.11. — Les familles
En1β1 . . . E
n7
β7
Hℓ11 H
ℓ2
2 H
ℓ3
3 et (−1)
ξ
Fn1β1
(n1)1!ϕ
n1
1
· · ·
Fn7β7
(n7)7!ϕ
n7
7
H˜ℓ11
ℓ1!
H˜ℓ22
ℓ2!
H˜ℓ33
ℓ3!
ou` ξ = n6(n2+n3+n5)+n5(n2+n3)+n3n2, ℓi, nj parcourent N pour i = 1, 2, 3,
j = 1, 4, 7, et ou` ni de´crit {0, 1} pour i = 2, 3, 5, 6, forment respectivement des
C((h))-bases de U+ ⊗C[[h]] C((h)) et U− ⊗C[[h]] C((h)) duales pour ϕ.
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De´monstration. — Soient ni,mi, pj , qj ∈ N (i = 1, 4, 7, j = 1, 2, 3) et nk,mk ∈
{0, 1} (k = 2, 3, 5, 6). D’apre`s les lemmes 2.3, 3.9 et 3.10, on a
ϕ
(
Fm1β1
(m1)1!ϕ
m1
1
· · ·
Fm7β7
(m7)7!ϕ
m7
7
H˜q11
q1!
H˜q22
q2!
H˜q33
q3!
⊗ En1β1 · · ·E
n7
β7
Hp11 H
p2
2 H
p3
3
)
= (−1)ξ
∏
1≤i≤7
1≤j≤3
δnimiδpjqj ,
ou` ξ = n6(n2+n3+n5)+n5(n2+n3)+n3n2. La proposition de´coule alors des
propositions 2.7 et 3.5.
De´monstration du the´ore`me 1.2. — D’apre`s la proposition 3.11, l’e´le´ment
RD =
∑
m1,m2,m3,n1,n4,n7∈N
n2,n3,n5,n6∈{0,1}
(−1)n6(n5+n3+n2)+n5(n3+n2)+n3n2
(n1)1!(n4)4!(n7)7!m1!m2!m3!ϕ
n1
1 · · ·ϕ
n7
7
× En1β1 · · ·E
n7
β7
Hm11 · · ·H
m3
3 ⊗ F
n1
β1
· · ·Fn7β7 H˜
m1
1 · · · H˜
m3
3
est une R-matrice universelle pour D (cf. [2, 4, 12]). On en de´duit que l’image
R ∈ D ⊗ D de RD par la projection canonique de D sur D est une R-matrice
universelle pour D. Or,
(−1)n6(n5+n3+n2)+n5(n3+n2)+n3n2En1β1 · · ·E
n7
β7
⊗ Fn1β1 · · ·F
n7
β7
= (En1β1 ⊗ F
n1
β1
) · · · (En7β7 ⊗ F
n7
β7
),
et
∑
m1,m2,m3∈N
Hm11 H
m2
2 H
m3
3 ⊗ H˜
m1
1 H˜
m2
2 H˜
m3
3
m1!m2!m3!
= exp

h
2
(∑
i,j
bijHi ⊗Hj
) ,
donc
R = exp1
(
Eβ1 ⊗ Fβ1
ϕ1
)
· · · exp7
(
Eβ7 ⊗ Fβ7
ϕ7
)
exp

h
2
(∑
i,j
bijHi ⊗Hj
)
d’apre`s les formules (1.9). La proposition 2.11 permet achever la de´monstration.
4. De´monstration du the´ore`me 1.3
Dans ce paragraphe, nous de´montrons le the´ore`me 1.3 e´nonce´ au §1.4. Nous
commenons par de´finir un supermodule de rang six, puis nous rappelons la con-
struction de la cate´gorie rubane´e associe´e ; nous terminerons par la de´monstration
du the´ore`me.
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Dans tout le paragraphe 4, le scalaire x qui entre dans la de´finition de Uh(Dx)
vaut x = 1.
4.1. Un supermodule de rang six. — SoitM0 le C[[h]]-module topologique-
ment libre de base (v1, v2) etM1 le C[[h]]-module topologiquement libre de base
(v3, v4, v5, v6). Nous conside´rons le supermodule M = M0 ⊕M1 ou` M0 est la
partie paire et M1 la partie impaire. On pose pour i = 2, 3, j = 1, 2,
H2v1 = H3v1 = v1, H2v2 = H3v2 = v2, Eivj = Fivj = 0,
H1v1 = v1, H1v2 = −v2, E1v1 = F1v2 = 0, F1v1 = v3, E1v2 = −v6,
H2v3 = H3v3 = v3, H2v6 = H3v6 = −v6,
H2v4 = −H3v4 = −v4, H2v5 = −H3v5 = v5,
E2v3 = E3v3 = E2v5 = E3v4 = F2v6 = F3v6 = F2v4 = F3v5 = 0,
E2v4 = E3v5 = v3, E2v6 = v5, E3v6 = v4,
F2v5 = F3v4 = v6, F2v3 = v4, F3v3 = v5,
E1v4 = E1v5 = E1v6 = F1v3 = F1v4 = F1v5 = 0,
E1v3 = v1, F1v6 = v2, H1v3 = v3, H1v4 = H1v5 = 0, H1v6 = −v6.
Proposition 4.1. — Les formules pre´ce´dentes munissent M d’une structure
de Uh(Dx)-module simple topologiquement libre isomorphe a` son dual.
De´monstration. — Nous laissons le soin au lecteur de ve´rifier que ces relations
de´finissent une structure de Uh(Dx)-module. Montrons que M est simple. La
sous-alge`bre de Hopf U ′ de Uh(Dx) topologiquement engendre´e par Hi, Ei, Fi
pour i = 2, 3, est isomorphe a` Uh(sl2)⊗ˆUh(sl2). En tant que U
′-module, on a
M0 ∼= C[[h]] ⊕ C[[h]] et M1 ∼= V1⊗ˆV1. Comme V1⊗ˆV1 est un Uh(sl2)⊗ˆUh(sl2)-
module simple, il suffit de ve´rifier que chacun des vecteurs v1, v2, v3 engendre
le module M tout entier. Or, ceci est clair d’apre`s la forme des actions de E1
et F1. De plus, le lecteur ve´rifiera que l’application α :M →M
∗ de´finie par
α(v1) = −q
−3v2, α(v2) = q
−1v1, α(v3) = q
−2v6,
α(v4) = −q
−1v5, α(v5) = −q
−1v4, α(v6) = v
3,
ou` (v1, . . . , v6) de´signe la base duale de (v1, . . . , v6), est un isomorphisme de
modules.
Nous donnons maintenant le tressage cM,M de M induit par la R-matrice uni-
verselle de Uh(Dx) via la formule (1.11). L’automorphisme cM,M laisse stable
les parties paire et impaire de M ⊗ˆ2 car R est un e´le´ment pair de Uh(Dx)
⊗ˆ2.
Le calcul de cM,M a e´te´ fait a` l’aide de Maple. Nous donnons les matrices
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c0 =


q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1
q
q3− 1
q
0 0 0 0 qλ 0 0 −q2λ 0 0 −q2λ 0 0 q3λ 0 0 0
0 0 0 q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 − 1
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
0 0 −λ
q
0 0 0 0 0 0 0 0 0 0 0 0 0 −q 0 0 0
0 0 0 0 0 −1 0 0 λ 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 − 1
q
0 0 0 0 0 0 0 0 0 0
0 0 λ 0 0 0 0 0 0 0 0 0 0 −q 0 0 qλ 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0 0 0 0 0 λ 0 0 0 0 0 0 0
0 0 λ 0 0 0 0 0 0 0 −q 0 0 0 0 0 qλ 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 − 1
q
0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0
0 0 −qλ 0 0 0 0 −q 0 0 qλ 0 0 qλ 0 0 −qλ2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 λ 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 λ 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 − 1
q


c1 =


0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 λ 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 λ 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 λ 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 λ 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 λ 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 λ 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 λ 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 λ 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0


de c0 = cM,M|(M⊗ˆM)0 (resp. c1 = cM,M|(M⊗ˆM)1) dans la base (vi ⊗ vj) 1≤i,j≤2
ou 3≤i,j≤6
(resp.(vi⊗ vj) 1≤i≤2, 3≤j≤6
ou 3≤i≤6, 1≤j≤2
) ordonne´e suivant l’ordre lexicographique. Dans ces
matrices, on pose λ = q − q−1. On ve´rifie que les polynoˆmes caracte´ristique et
minimal de cM,M sont (X−q)
17(X+q)(X+q−1)18 et (X+q)(X−q)(X+q−1),
respectivement.
4.2. Cate´gorie rubane´e associe´e a` M . — Soit CM la sous-cate´gorie pleine
de la cate´gorie des Uh(Dx)-modules dont les objets sont les produits tensoriels
finis ite´re´s de M et M∗. Cette cate´gorie est une cate´gorie tensorielle d’objet
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unite´ C[[h]] et est munie d’une dualite´ induite par les applications
bM : C[[h]] −→M ⊗M
∗, dM :M
∗ ⊗M −→ C[[h]]
de´finies par bM(1) =
∑6
i=1 vi ⊗ v
i et dM(f ⊗ x) = f(x) avec x ∈M et f ∈M
∗.
Cette cate´gorie est e´galement rubane´e (cf. §1.4). Le carre´ de l’inverse du twist
est donne´ par la formule (lemme XIV.3.4 de [6])
θ−2
M
= (dMcM,M∗ ⊗ idM)(idM ⊗cM,M∗bM).
Comme α :M →M∗ est un isomorphisme, la naturalite´ du tressage donne
cM,M∗ = (α
−1 ⊗ idM)cM,M(idM ⊗α).
Un calcul a` l’aide de Maple montre que θ2
M
= q−2 idM . Par conse´quent,
θM = q
−1 idM ,
car θM ≡ idM mod h. De´finissons les morphismes
b′
M
= (idM∗ ⊗θM)cM,M∗bM : C[[h]] −→M
∗ ⊗M,
d′
M
= dMcM,M∗(θM ⊗ idM∗) :M ⊗M
∗ −→ C[[h]],
et posons
d = dM(α⊗ idM) :M ⊗M −→ C[[h]],
b = (idM ⊗α
−1)bM : C[[h]] −→M ⊗M,
d′ = d′
M
(idM ⊗α), b = (α
−1 ⊗ idM)bM .
(4.1)
Lemme 4.2. — Nous avons les e´galite´s suivantes :
cM,M − c
−1
M,M
= (q − q−1)(idM⊗M −bd),
db(1) = 2, (idM ⊗d)(cM,M ⊗ idM)(idM ⊗b) = −q
−1 idM ,
b′ = −b, d′ = −d.
De´monstration. — Ces relations peuvent se ve´rifier a` l’aide de Maple. On peut
e´galement montrer que les espaces propres de cM,M sont des sous-modules sim-
ples de M ⊗M .
4.3. Invariant d’entrelacs associe´. — Nous donnons dans ce paragraphe
la de´monstration du the´ore`me 1.3. Notons E la cate´gorie dont les objets sont
les suites finies de + et de −, y compris la suite vide, et dont les morphismes
sont engendre´s par les encheveˆtrements oriente´s. Pour plus de de´tails sur cette
cate´gorie, on pourra consulter [17].
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La cate´gorie CM e´tant rubane´e, on sait qu’il existe un unique foncteur F :
E −→ CM tel que
F(+) =M, F(−) =M∗,
F( ) = idM , F( ) = idM∗ ,
F( ) = cM,M , F( ) = bM , F( ) = dM ,
et que si L est un entrelacs oriente´ paralle´lise´, alors
F(L) ∈ EndUh(Dx)(C[[h]])
∼= C[[h]]
de´finit un invariant d’entrelacs.
Avant de de´montrer le the´ore`me 1.3, nous avons besoin des deux lemmes
suivants. Soit L est un entrelacs oriente´ paralle´lise´. Fixons une repre´sentation
planaire de L et soit n+ (resp. n−) la somme du nombre de et de
(resp. et de ) apparaˆıssant dans cette repre´sentation.
Lemme 4.3. — La parite´ des entiers n+ et n− ne de´pende que de la classe
d’isotopie de L. De plus, nous avons n+ ≡ n− mod 2 .
De´monstration. — La premie`re affirmation de´coule du fait que les mouvements
de Reidemeisters (pour les entrelacs frame´s) ne changent pas la parite´ de n+
et n−. Il en est de meˆme de l’e´galite´
= ,
(orientation quelconque).
Pour de´montrer l’e´galite´ des congruences, conside´rons comme repre´sentation
planaire de L la cloˆture d’une tresse, a` laquelle nous ajoutons, suivant la valeur
du framing de L, un certain nombre de boucles. Il est clair que pour cette
repre´sentation, on a n+ = n−.
Nous posons ε(L) = (−1)n+ .
Lemme 4.4. — L’invariant F(L) est inde´pendant de l’orientation de L.
De´monstration. — Notons L˜ l’entrelacs L dont l’orientation d’une de ses com-
posantes est inverse´e. Alors, d’apre`s les lemmes 4.2 et 4.3, on a
F(L) = ε(L)F˜(L),
ou` F˜(L) ∈ EndUh(Dx)(C[[h]]) est le morphisme obtenu a` partir de F(L) en
remplac¸ant bM et b
′
M
(resp. dM et d
′
M
) par b (resp. d), ainsi que cM,M∗ , cM∗,M ,
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cM∗,M∗ (resp. c
−1
M,M∗
, c−1
M∗,M
, c−1
M∗,M∗
) par cM,M (resp. c
−1
M,M
). Comme ε(L) = ε(L˜)
et F˜(L) = F˜(L˜), le lemme est de´montre´.
De´monstration du the´ore`me 1.3. — Nous reprenons les notations de´finies dans
la de´monstration du lemme pre´ce´dent, et nous posons
IL = ε(L)F(L) = F˜(L).
Les lemmes 4.3 et 4.4 assurent que IL est bien un invariant d’un entrelacs
paralle´lise´ non oriente´. De plus, d’apre`s le lemme 4.2, cet invariant ve´rifie bien
les relations skeins du polynoˆme de Dubrovnik, dans lequel on a pose´ a = −q−1
et z = q − q−1.
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