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We apply white noise calculus to the computation, according to the rigorous definitions given by 
T. Hida and L. Streit, of Feynman path integrals. More precisely, we show how the Feynman 
propagator in a uniform magnetic field can be explicitly computed in terms of P. Levy’s stochastic 
area spanned by two-dimensional Brownian motion. By the same technique we also compute the 
propagator for a quadratic non local action of relevance in some approximate calculations of 
quantum motion in the field of randomly located scatterers. 
nonlinear functionals of white noise * quantum mechanics * Feynman path integrals 
1. Introduction 
IMost of the conceptual appeal of white noise calculus (Hidz, 1980) comes +om its 
constant reference, in the analysis of functionals of Brownian motiq to the basic 
tool of probability theory: systems of independent identically distributed random 
variables. The ensuing conceptual transparency, as we shall try to show by the 
simplicity of the explicit computation of some Feynman path integrals (Feynman, 
1965), also corresponds to computational power. 
The effectiveness of white noise calculus in that most delicate stage of research 
in mathematical physics in which one must give precise mathematical meaning to 
ill defined but potentially useful notions are exemplified by the work of Streit (1980) 
and Hida and Streit (1983) leading to rigorous definitions and simple computational 
rules for Feynman path integrals. 
We start by reviewing here the basic notions of white noise calculus, with the 
sole purpose of establishing notation. For a complete account of the subject, the 
reader is referred to ida’s book and to references cited therein. 
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‘Ihe probability space considered in white noise calculus is (gP*, Q, p) where Y* 
is the dual of the Schwartz space Y(R), @ is the g-algebra generated by the cylinder 
(here (x, 6) represents the value of the distribution x on the test function 6 E S’(R), 
B is a Bore1 set in R”) and yt is the probability measure on S? defined, through the 
Bochner-Minlos theorem (Gel’Fand, Vile&in 1964) by the requirement: 
II 611 being the L2(R) norm of 6 
On this probability space one considers the set of random variables {b(; 6~ 3’) 
defined by the evaluation maps 
b, : x E sP* + bt(x) = (x, f). (3) 
If 51952, l l l &I is a sequence of elements of Sp converging in L’(R) to some f, the 
sequence of random variables (x, &) converges in L*(Y)*, p) to a random variable, 
which with only a slight abuse of notations can be denoted by (x,fj. 
In particular one can realize Brownian motion {B(t); t 3 0) as the Gaussian system 
defined by: 
B(t) : x E 9” + 9?( t; x) = (x, xfo,,,). (4) 
An expedient echnical tool of white noise calculus comes from the observation 
that, being the algebra generated by functions of the form 
x E 9” + exp( i(x, &)), (5) 
dense in L*(Y*, p), each random variable p on (Y’*, p) with finite variance is 
uniquely determined by its T-transform defined by 
(6) 
is, in turn, is uniquely determined by the expansion 
SFn being a symmetric function in L*(W), tiith 
IlQII 
2 
L*(sp*,p) = E, ~w”ll:2~uan,. 03) 
*(Ye, & is just the 
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Let s19, (“the n-particle space”, in the language of physicists) be the set of those 
elements of (L*) for which only the kernel F, is different from zero. For example, 
W _:= AlA ..-4 -P iqj *” ii;= 5=; =a=: v constant rando-m variab;es, an element of %YI of kernel FI is a 
Gaussian random variable of the form (x, FI). In what follows, we shall be mainly 
interested in elements of SE2 and their exponentials. 
It is therefore convenient o review the basic algorithm to deal with them. 
For real Q in %!*, with 
WQ)@ = i’C(E) 
I R2 
d2TFk 9 72M71M~2) (9) 
it can be easily shown that 
Q(X) = c Pnk ‘In)* - 11, (10) 
n 
where qn is the normalized eigenfunction corresponding to the eigenvalue p, of 
the integral operator having kernel F: 
I 
+OO 
F(rl 9 T*)%a(T*) dr2 = Yn%(T1)* 
--oo 
(11) 
Consistently with the above rigorous considerations, functionals of white noise 
of the form 
often resulting from heuristic considerations of Feynman path integrals will in what 
follows be interpreted as: 
(9(X, FX)j(8j = C(ej( -C &((S, %)*-l) 
n > 
= W)(-(s, FB+Tr FL (13) 
The characteristic function of the random variable Q(X) = (x, Fx) -Tr F can now 
be explicitly evaluated as; 
I 
dp(x) eizp(x) = n (I- 2izcl,)-l/* eViz%_ (14) 
sp* n 
ication o otio 
A classical example of the computational power of the analysis in Z2 reviewed 
above is the study of the stochastic “area” spanned by two-dimensional Brownian 
motion B(t) starting from the origin at t - 0. This problem, posed by I? Levy (!965), 
requires the evaluation of the stochastic integral 
,(t) dB,(tj-B,(i) dB,(ijj. (15) 
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We review in this section the solution of thi:r problem provided by white noise 
calculus (Hida, 1971) and apply it to the analysis, in Feynman’s approach, of 
quantum dynamics in a uniform magnetic field. 
We observe, first of all, that two-dimensional Brownian motion 
be realized on the probability space of one-dimensional white noise: 
B-J t) : X E sP*(lR) --z B2(t, X j = (X3 x~_,so~). WW 
Orthogonality of the two characteristic functions xtO,,] and x~__,,~~ indeed takes 
care of the independence of the two components. In the handy notations which a 
physicist anyway uses when dealing with distributions, equations (16a, b) can be 
rewritten as 
I 
t 
B,(t) = X(T) dT dB,( t) - x( tj dt, 
0 
mo 
I 
0 
B*( 0 = X(T) dr dB,(t) =x(-t) dt. (17bj 
-t 
From these equa?ions on: can immediately cast equation (15) in the form 
(18d 
and recognize the kernel 
The above argument is of course just a way to recall, in short hand notations, 
rigorously established relations between functionals in %‘,, and n-fold stochastic 
integrals. 
e eigerlv;atiue problem for the kernel of equation (18b) is easily solved; the 
eigenvalues xe 
T 
I - 
‘bk-2(2k+l)i# 
k=O, *I,..., 
each with multiplicity two. 
The characteristic function of ST is easily computed to be 
E(eizSr) = 1 
cos h(zT/2)’ 
ve clas3,cal problem in probability 
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The heuristic description of the quantum motion of, say, a particle of mass m = 1 
and charge e in a magnetic field corresponding to a vector potential 
in Feynman’s (1965) approach in terms of “sums over histories” with the problem 
of prop&y d&zing and computing (here and in what follows we set h = 1): 
Gtxi9 %f; T9 
[ J 
T 
l exp ie 4(79. AM799 dT 
0 I) (219 
with q(0) = Xi. 
The proposal was advanced by Streit (1980) and Hida and Streit (1983) of 
tentatively interpreting the expectation E ( l ) in equation (21) as referring to integra- 
tion with respect o the white noise measure defined above. Correspondingly, they 
can interpret q(t) as Brownian motion starting from xi: 
Q(t)=Xi+B(t)* (229 
The formal factor exp[$ll (I@ ~9)~ d ] r is introduced in equation (219 to com- 
pensate for the formal density exp[ -i jt &‘[&I of white noise measure p with 
respect o the (ill defined) translationally invariant measure in path space considered 
in Feynman’s original formulation. 
The term 
exp[ 5 JOT (4(T))2 dr] 
in equation (21) is expected to correspond to the contribution of the free part of 
the action, the 6 function pinching the trajectory at the final position xf at time T 
Rewriting equation (21) as 
G(Xi, ~1; T) = E 
( 
I(xi, xf; T) exp i e 
[ J 
T 
0 I) (239 
the main achievement of the work of Streit (1980) and Hida and Streit (1983) 
consists in giving precise mathematical meaning to I(xi, xf; T) as a generaked 
functional of Brownian motion. We will not go into any mathematical detail on the 
notion of generalized functional of otion (the reader will find an updated 
review of the subject in the work uo, 19879, except for a few heuristic 
remarks. Let 4p and +, real elements of ( L2), correspond respectively to the kernels 
rs in Fock space) (F,, F,, . . . , F, . . . ) and (Go, G1,. . . , C,). 
(249 
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Notice that each of the summands on the right hand side may have a meaning 
for highly singular p;;I, provided G, is regular enough (sa.y, F, with algebraic 
singularities at points where G, has zeroes of high enough order; or more generally 
( l , *)” can be interpreteid as the canonical pairing between the extreme members of 
a Gel’Fand triplet in which the space of symmetric L2(W”) functions is imbedded). 
Moreover the series may converge even if the F, do not have fast enough decrease 
in n, provided the G, do. Making this intuition precise, requires the embedding of 
(L2) itself in a Gel’Fand triplet 
(L*)+C (L2& (L*)-. (25) 
The right hand side of equation (24) defines in fact the canonical pairing between 
the generalized functional p E ( L2)- and the test functional # E (L2)‘, for which, 
with the customary abuse of notation, the notation E( rp#) will be retained. 
Our computation will show in fact that the interaction terms we consider are 
admissible test functionals for the generalized functional I(xi, xf ; 7’). 
To gain an insight into the proper definition of I(xi, xf; T), we recall one last 
fact about ordinary functionals of Brownian motion. For quadratic functionals 
(elements of ayp2), say of the form (x, Kx) such that exp( -$(x, KJC)) E (L*), it is known 
(Hida, 1980) that 
(Texp-4(x, a))@)== C(&j(det(l+K))-*/*exp&, K(M+l)-I@. (26) 
(This is, of course only a rewriting in condensed notation of equations (4.94) and 
(4.100) in Hida, 1980.) 
The free part of the classical action however leaves us with the formal kernel 
Ur1972) = -0 + i)e* - dX[-T,T]h), (27) 
obviously not belonging to L2(R2); notice that, in this section, having set q(t) = 
(t), we use the realization 16a, b) of p+vo-dimensional Brownian motion. 
For this kernel a multiplicative renormalization is needed, corresponding to the 
definition: 
(~(JV+p+, fi)MS) = C(s) eqG(& WK + l)-‘s). (28) 
The precisb definition of the 6 function 6( B( T) + (xi - xJ)) preserves the meaning, 
in distributional sense, pf the representation 
l exP i(x, PmX[o,r] +P2x[--F,o3. (2% 
e take, hereafter, /2q,, M/29*), which corresponds to a magnetic field 
perpendicular to , , qz). Neglecting the contribution of the free motion 
in the third orthogonal direction, we are left with the calculation of: 
1 
(xi, +-; T) =- 
(2. 12 ‘dij 
(30) 
with 
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5(T) = (PI - Y&~)XIO,T](r) + (P2+ Yxi,)X[-T.O](Tl (31) 
and 
eH 
y=-T* (3% 
Here L = 4iyF,,, where Fs, is precisely the same kernel which appears in the 
computation of L&y’s stochastic area. Next we use the result: 
(TW exp -8x, fi)) exp -8x, Lx)))(e) 
=det(l+ L(l+K)-‘)-‘I’ exp-&, (l+K+L)-‘6). 
The eigenvalue problem for L has in fact been solved above, leading to 
l-(2k4:r;2 2 
>> 
2 
= (cos yT)*. 
R 
For the e appearing in equation (31) an explicit computation shows that 
(&(l+K+L)-% 
l tg YT 
==I y [IIpI*+ Y211~iI12+2Y(P2xii,-Plxii~)l~ 
Finally, after a Gaussian integration, we obtain 
G(xi, xf; T) 
1 i = 
sin yT exp 27ri - 2(tgyT/ y) 
II xi -Xfll’ exp iy(Xi X Itf)3 
Y 
(T-/y), 
namely the fundamental solution of the Schriidinger equation 
(33) 
(34) 
(35) 
(36) 
(37) 
consider here Feynman propagators of the form 
C(X,, Xf; TJ 
= ({(xi, if, T) exp- i (7.1, Q)(h) - qh))*) (38) 
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which often occur while describing the motion of a particle in a random environment. 
The self-interaction term in 38), characterized by the memory M, results from the 
conditional elimination of the coordinates describing the random environment. 
Historically Feynman (1975) first considered action functionals of this form for the 
polaron problem. Subsequently Bezak (1969), and Samathiyakanit (1974) used 
similar actions to describe the motion of an electron in the field of random scatterers. 
Propagators of the above form have been calculated, using different echniques 
of path integration by Khandekar et al. ( 1981, 1985). 
Equation (38) can be cast into the form: 
1 
I 
+oO 
G(xi9 xf; T, =g dp exp @(xi - xJ) 
--oo 
(T(N exp -$x, Ki)) exp -$(js, LX))(~), 
with 
and 
L r 
T T 
L(q, r2) =4i 
J 
-W*(tj dt - dt 
r 
i J 
T 
cisM(t,sj . 
71”72 71 ‘2 1 
Here 
i 
T 
W2( a) = M( t, s) ds 
0 
and (being the problem considered here one-dimensionally): 
Kb*J* )= -(1+i)S(71-72)x~0,T](72)= 
Next, using the result of equation (33), equation (39) simplifies to 
1 
I 
+a0 
G!:;, xf; T) =2ar dp exp @(xi - XJ det( 1 + L( 1 + K)-*)-I’* 
-00 
(41) 
(43) 
(44) 
The integration over p can be carried out to yield 
G( Xi, XJ ; T) = (21~ det( 1 + L( 1 + K)-‘))-“*((,JJ~~,T], (1 + M + L)-1~~o,T]))-1’2 
e general non local 
ression for the Fey_,,nan propagator associated 
ratic action in (38). 
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For the particular choice 
a2 const 
M(t,s)=z=T (46) 
the various quantities in (45) can be explicitly evaluated. 
The eigenvalue problem for the kernel 1 + L( 1 + K)-’ reads 
T_tvs 
(47) 
Equation (47) can be soP;ed in a straightforward way. The resulting eigenvalues 
and eigenfunctions are: 
Lt2T2 
-j&=1-- 
( n7f)2’ 
n=l,2,..., W-W 
Il.(ri-@/T)“‘siny(T-t). (48b) 
Therefore, 
(det( 1+ L( 1 + K)-‘))-1/2 = (! q-I’2= (sidf))-“2 
and 
(X~O,TI, (l+~+K)-lX~~,~~)=iC- x[O,T], VA2 l( * Pn 
= i(ww2)Mw~). 
Combining the above results, we conclude that 
G(Xi, Xf ; T) = (hri)-‘~” 
eT)"2(tg(~~,2))1'2* 
WV 
As a final remark, we observe that, for the reduced dynamics described by equation 
(38), there is no Schredinger equation with whose fundamental solution to compare 
the above result. The agreement with the result obtained by Khandekar, Lawende 
and Bhagwat (1981) by the polygonal method, confirms however that the Streit-Hida 
method correctly formalizes the ideas underlying Feynman’s heuristic approach. 
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