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spectra of current traces under two conditions: black – an applied 
voltage of 0.2 V, red – an applied voltage of 0 V.  Based on these 
power spectra, the bandwidth of the Coulter counting apparatus 
(patch clamp amplifier and submicrometer pore) was ~50 kHz (see 
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of 10 kHz.  D) Same current trace as in C but decimated to a 
sampling frequency of 50 kHz, instead of 500 kHz as in A-C.  As 
predicted by the Nyquist sampling theorem, the amplitude of the 
signal did not change significantly (see Figure 3.B.3).  E) Same 
current trace as in A-C after filtering with a cutoff frequency of 5 
kHz.  Under these conditions, the peak amplitude of the events 
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filtered with a low-pass filter with a cutoff frequency of 10 kHz.  C) 
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Figure 3.C.1.  Histogram of the peak amplitude of resistive-pulses from single 
virions and frequency of viral events versus the concentration of 
virus particles.  A) Histogram of the peak amplitudes of 1395 events 
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virus.  The data points were fit using a linear regression algorithm 
that required the line to pass through the origin; the slope of the line 
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as a function of the free antibody concentration at equilibrium, [Ab].  
Equation 4.5 was fitted to the data using nonlinear regression (R2 = 
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fit analysis (see main text).  The inset represents a Scatchard plot of 
r⋅[Ab]-1 versus r (equation 4.6).  Linear regression was used to fit the 
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Figure 5.1.  Comparison of a single resistive-pulse from a virus particle at four 
different signal bandwidths, including 40, 10, 5, and 1 kHz.  Since 
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Figure 5.2.  Model circuits of the pores used in this work.  A) Model circuit of the 
glass pores with conical geometry.  Rw1 and Rw2 are the resistance of 
the fluidic channels leading to the glass substrate, Rs is the resistance 
of the 35 μm wide cylindrical shank, Cs is the capacitance of the 
substrate supporting the glass membrane with the pore, Rc is the total 
resistance of the conical part of the pore structure, Cc is the total 
capacitance of the conical part of the pore structure, and Cm is the 
capacitance of the glass membrane in which the pore was fabricated.  
B) Model circuit of the PET pores with cylindrical geometry.  Rp is 
the resistance of the pore.  The model circuits shown above do not 
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parameters are not expected to affect significantly the signal 
bandwidth of the pore.  In the models shown in A) and B), we 
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Figure 5.3.  Magnitude of four theoretical noise sources and the total theoretical 
noise in current recordings from submicrometer pores and nanopores 
as a function of the resistance of the pore structure for a headstage 
amplification of β = 0.1 (Rf  = 50 MΩ, Ca = 70 pF, and G = 50 MV 
A-1) assuming no excess noise in the feedback resistor (a = 1, other 
parameters as listed in the text).  The graphs show the thermal noise 
IT, dielectric noise ID, headstage and amplifier noise IA, quantization 
noise IQ, and the resulting total noise Itotal, at three different signal 
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noise for the glass pores used in this work at a cutoff frequency of fc 
= 40 kHz for all sources of noise.  The dashed line (- - -) represents 
the thermal noise IT of the pore, the dash-dot (-⋅ -⋅) line represents the 
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represents the dielectric noise of the substrate ID, the dotted line (⋅⋅⋅) 
represents the quantization noise IQ, and the solid line (⎯) represents 
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this work with fc = 40 kHz.  Note that the increased capacitance and 
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graph as in B) except with fc = 10 kHz.  E) Same graph as in A) 
except with fc = 1 kHz.  F) Same graph as in B) except with fc = 1 
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dissipation factor of PET pores compared to glass pores did not result 
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noise in current recordings from submicrometer pores and nanopores 
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amplification of β = 1 (Rf  = 500 MΩ, Ca = 25 pF, and G = 500 MV 
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parameters as listed in the text).  A) Predicted noise for the glass 
pores used in this work at a cutoff frequency of fc = 40 kHz for all 
sources of noise.  The dashed line (- - -) represents the thermal noise 
IT of the pore, the dash-dot (-⋅ -⋅) line represents the noise of the 
headstage and amplifier IA, the dash-dot-dot (-⋅⋅ -⋅⋅) line represents 
the dielectric noise of the substrate ID, the dotted line (⋅⋅⋅) represents 
the quantization noise IQ, and the solid line (⎯) represents the total 
noise Itotal (i.e. the RMS sum of the four noise sources).  B) Predicted 
noise from the four noise sources for the PET pores used in this work 
with fc = 40 kHz.  Note that dielectric noise is now larger than the 
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= 10 kHz.  D) Same graph as in B) except with fc = 10 kHz.  E) Same 
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noise in current recordings from submicrometer pores and nanopores 
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bandwidths for a “low-noise” case (black curves) with D = 0.0047 
and β = 1 and a “high-noise” case (red curves) with D = 0.016 and β 
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(green).  A) Predicted noise at a signal bandwidth of 40 kHz for 
pores with a dielectric loss D = 0.0047, headstage gain β = 1 (Rf  = 
500 MΩ, Ca = 25 pF, and G = 500 MV A-1) and assuming no excess 
noise in the feedback resistor (a = 1).  B) Predicted noise at a signal 
bandwidth of 40 kHz for pores with a dielectric loss D = 0.016, 
headstage gain β = 0.1 (Rf  = 50 MΩ, Ca = 70 pF, and G = 50 MV A-
1) and assuming no excess noise in the feedback resistor (a = 1).  C) 
Identical to graph as in A except with fc = 10,000 Hz.  D) Identical to 
graph as in B except with fc = 10,000 Hz.  E) Identical to graph as in 
A except with fc = 1,000 Hz.  F) Identical to graph as in B except 
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 This thesis describes innovative applications for resistive-pulse sensing with 
submicrometer pores and discusses the noise and bandwidth characteristics of the 
experimental setup. 
 In the initial study, resistive-pulse sensing was used to monitor the formation of 
antibody-antigen complexes (immune complexes or biological nanoassemblies).  The 
developed technique was rapid (detection in ≤ 15 minutes), label-free, could be 
performed in small volumes (≤ 40 μL), and required no immobilization of the antibody or 
antigen.  This assay was able to detect purified antigens at concentrations as low as 30 
nM, and to detect antigens in complex media such as serum.  It also enabled the 
characterization of the time course of immune complex formation and growth with a 
precision that made it possible to detect single complexes. 
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 In the second study, resistive-pulse sensing was used to characterize and quantify 
antibody-virus interactions.  These experiments demonstrated that resistive-pulse sensing 
can be used to detect a specific virus or a virus-specific antibody in solution, probe the 
ability of an antibody to immunoprecipitate the virus, determine the average number of 
antibodies bound to virus particles, and monitor the time course of the assembly of 
antibodies onto viruses in situ. 
 The third study developed theory for extracting thermodynamic parameters of 
antibody-antigen interactions from resistive-pulse data.  A model system presented in the 
literature, antibodies binding to spherical nanoparticles that expose antigens, was used to 
validate the theory; the calculated solid phase affinity constant of the antibody (2.6⋅108 ± 
0.8⋅108 M-1) was in agreement with the specifications of the supplier of the antibody. 
 The fourth and final study examined in detail the theoretical and experimental 
noise and bandwidth of current recordings from resistive-pulse sensing experiments. The 
theory presented in this study combined with its experimental validation enables the 
development of resistive-pulse sensing systems optimized for low-noise (high sensitivity) 
and high-bandwidth (high accuracy). 
 The experiments presented here demonstrate that resistive-pulse sensing is a 
simple, yet powerful technique for examining the formation of biological 
nanoassemblies.  Based on these findings, resistive-pulse sensing holds great promise as 
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The solution-based assembly of nanometer-sized objects into larger structures is a 
common and fundamental process in all living cells and organisms.  The size of the 
assembled structure can range from a few nanometers to microns or more; examples of 
these structures include proteins, nucleic acids (DNA, RNA, etc…), viruses and 
antibody-antigen complexes (Figure 1.1). Science has recently begun catching up with 
biology and the blossoming field of nanotechnology is shifting its focus from making 
nanometer-sized objects to assembling them into useful devices (Figure 1.1) (1-13).  
Monitoring in detail and in real time the solution-based assembly process and the 
resulting biological or synthetic structures is critical for gaining a complete 
understanding of the construction process as well as the driving forces behind the 
assembly.   
Currently, most of the techniques used for monitoring the solution-based 
assembly process of nanometer-sized objects are based on measuring the interaction of 
the assembly with electromagnetic radiation (techniques such as transmission electron 
microscopy and scanning electron microscopy are also commonly used to study 
nanoassemblies; however, these techniques require that the sample be dried out and 




Figure 1.1.  Examples of various nanoassemblies.  A) Cartoon illustrating the formation 
of a human papillomavirus (HPV) capsid from its component proteins (adapted from 
Merck & Co, Inc. (19)).  B) Transmission electron microscope (TEM) image of a 
nanoassembly created from gold nanoparticles with diameters of ~5.5 nm (adapted from 
Maye et al. (13))  C) Cartoon of a synthetic nanoassembly which consists of 3.7 nm 
CdTe nanoparticles bound to a 20 nm Au core nanoparticle via a poly(ethyleneglycol) 
(PEG) linker.  This device can operate as a nanoscale thermometer since the length of the 
PEG linker is dependent on temperature and the optical properties of the nanoassembly 
are influenced by the distance between the CdTe nanoparticles and the core AU particle 
(adapted from Lee et al. (1)).  D) TEM image of the assembly from panel C.  The scale 
bar is 5 nm (adapted from Lee et al. (1)).  E) TEM image of a Chilo iridescent virus 
(CIV), diameter ~140 nm, coated in gold nanoparticles.  These gold nanoparticles can be 
used as nucleation sites for further deposition of gold creating a metallodielectric 
nanoshell from the biological template; such nanoshells have applications in surface-





solution-based state).  Techniques such as optical spectroscopy (UV, Vis, and IR) (1-
3,5,7,11), static and dynamic light scattering (SLS and DLS) (4,12-16), and turbidmetry 
(14,17,18), are widely used and have produced excellent results; however, these 
techniques have some limitations.  Due to the nature of the measurement, which involves 
passing a beam of light through the solution-based sample, the data obtained from these 
techniques is a global measure of the system.  That is, these optical techniques do not 
probe individual assemblies and therefore have difficulties providing an accurate 
characterization of the polydisperse structures that may form from the assembly of the 
nanometer-sized objects.  The ideal measurement technique would be able to examine 
each assembly individually yet maintain a high throughput so that characterizing many 
assemblies (as would be required for obtaining a true measure of the system) would be 
rapid and accurate.   
 In this thesis, a new method for detecting and quantitatively monitoring the 
solution-based formation of biological nanoassemblies (which may be extendable to 
other nanoassemblies) is developed based on the well-established technique of resistive-
pulse sensing; this method is able to examine individual assemblies and can examine 
hundreds of assemblies within minutes.  The development of this technique is divided 
into four research chapters, each of which is closely based on a published, peer-reviewed 
journal article or article that is currently in review (Chapters 2, 3, and 4 are published, 
Chapter 5 is being reviewed, see Table X.1).  The first three research chapters are 
devoted to examining the capabilities of resistive-pulse sensing for detecting and 
characterizing biological nanoassemblies; the last research chapter is devoted to 
examining in detail the noise and bandwidth of the experimental system so that these two 
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parameters may be predicted (which enables simulations of resistive-pulse sensing 
experiments) and optimized (which increases sensitivity and enables data with a high 
information content).  Before presenting this research, we will examine the history of 
resistive-pulse sensing as well as other applications for this simple, yet powerful 
technique. 
 
1.1. Invention of Resistive-Pulse Sensing 
Resistive-pulse sensing, which is also known as Coulter counting, was developed 
by Wallace H. Coulter in the 1950s for use in an automated blood cell counter (20).  His 
invention revolutionized the process of counting cells by reducing the assay time by a 
factor of 120 and the error by almost a factor of 10 (21).  Yet the concept is amazingly 
simple.  Two liquid compartments containing an electrolyte are separated by a small 
pore, and a constant voltage (typically 0.01 – 4.00 V) is applied between the liquid 
compartments as shown in Fig. 1.2A.  The pore constitutes the largest electrical 
resistance in the system and determines the magnitude of the current flow.  When a 
particle (living cell, nanoassembly, etc…) passes through the pore, it displaces a volume 
of conducting electrolyte, increasing the resistance of the pore (20,22-25).  This transient 
increase in resistance (resistive-pulse) can be observed as a drop in current with a peak 
amplitude related to the volume of the particle, the diameter and length of the pore, and 





Figure 1.2.  Illustration of the principle of Coulter counting.  A) A small pore separates 
two liquid compartments that contain an electrolyte.  A constant potential is applied 
between the liquid compartments, and the current flowing through the pore is monitored.  
When a particle passes through the pore, it displaces a volume of electrolyte, which 
transiently increases the resistance of the pore.  The transient increase in resistance 
causes a transient decrease in the current flowing through the pore.  B) Current recording 
showing the transient decrease in current (resistive-pulse) that results from a 60 nm 
particle passing through a pore with a diameter of 190 nm under an applied potential of 
0.2 V. 
 
1.2. Resistive-Pulse Sensing Work Until 1996 
 The sensitivity of a resistive-pulse sensor (i.e. the smallest particle volume that 
can be detected) is largely dependent on the diameter of the pore (the length of the pore, 
the applied voltage, and the noise of the current trace also have an effect) (24,26-28), as a 
consequence, the development of this technique follows the development of fabrication 
methods for micrometer-, submicrometer-, and nanometer-sized pores.  During the 1950s 
and 60s, resistive-pulse sensing was mainly used for examining bacteria and cells 
(20,22,23) since the commercial instrument sold by Coulter could only detect particles 
larger than ~500 nm  due to the pore sizes that were available (24). 
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 In 1970, Deblois et al. were able to fabricate pores with diameters of ~500 nm in 
plastic sheets (Lexan polycarbonate) that were ~3 μm thick using a track etch technique 
(24); the plastic sheet was irradiated with many ions from an accelerator, the ion tracks 
were chemically etched until pores formed in the membrane (the ion tracks etch faster 
than the bulk plastic), and a membrane with a single pore was created by sealing all but 
one pore with epoxy.  With these devices, the authors were able to detect particles with 
diameters as small as 90 nm (24).  Building on this research, a few groups published 
papers in the 1970s, 80s, and early 90s on using resistive-pulse sensing to quantitatively 
study nanoparticles (25,26), viruses (29-31), and the aggregation of nanoparticles 
(diameters ≥ 235 nm) by cross-linking with antibodies (32-35).  In all of this work, 
however, the diameter of the pore was never less than ~450 nm and the length of the pore 
was never less than ~3 μm, which limited the minimum detectable particle diameter to 
~60 nm.  In order to break past this limit, pores with reduced dimensions were needed.   
 During the late 1980s and early 1990s, a considerable amount of work examined 
the interaction of polymers with biological ion channels in lipid bilayers (36).  From this 
research, the idea of using ion channels with their “incredibly” small dimensions (Figure 
1.3) as resistive-pulse sensors was born.  The first demonstration of this concept appeared 
in a report published by Bezrukov et al. in Nature in 1994 (37).  While this publication 
was significant, it was in the end a precursor to the landmark publication by Kasianowicz 
et al. in the Proceedings of the National Academy of Sciences in 1996 (38).   The report 
by Kasianowicz et al. showed that it was possible to detect single stranded 




Figure 1.3.  Ion channels as resistive-pulse sensors.  A) Dimensions of the α-hemolysin 
ion channel as determined by X-ray crystallography (adapted from Deamer et al. (39)).  
B) Cartoon of a polynucleotide molecule inside a α-hemolysin ion channel (adapted from 
adapted from Deamer et al. (39)).  C) Current passing through the ion channel before and 
after the addition of polyuridylic acid (poly[U]) to one side of the pore.  Note the 
resistive-pulses that are caused by passage of poly[U] through the pore (adapted from 
Kasianowicz et al. (38)). 
 
secreted by the bacterium Staphylococcus aureus, in a planar lipid bilayer with the 
resistive-pulse technique as shown in Figure 1.3.  The demonstration of using resistive-
pulse sensing to detect single macromolecules sparked the imaginations of scientists all 
over the world, and it has lead to a steady increase in the number of publications related 
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to this field ever since (based on a simple search at ISI Web of Knowledge and the 
Endnote library of the author). 
 
1.3. Resistive-Pulse Sensing After 1996 
  In the last ten years, a considerable number of studies focused on using ion 
channels as resistive-pulse sensors for detection and characterization of DNA or 
RNA(39-56), proteins or small molecules (57-60), bio-affinity interactions (61), chemical 
reactions (62-65), and changes in protein conformation (66).  While these ion-channel 
sensors have yielded promising results, there are two main drawbacks to using them.  
First, ion channels have diameters of ~1-3 nm, and are thus limited to analyzing objects 
below this size.  Second, a single ion channel protein must be incorporated into a lipid 
bilayer; this process itself can be difficult, and the bilayers can be fragile (~4 nm thick 
and usually micrometers in diameter), sensitive to vibrations and chemical attack, 
sometimes difficult to form, and not easily integrated into fluidic systems for portable or 
high throughput applications. 
 These problems have lead researchers to develop a number of methods for 
fabricating synthetic membranes with single submicrometer pores or nanopores such as i) 
developing improved track etch techniques (67-72), ii) creating epoxy membranes with 
single carbon nanotubes (27,73), iii) pulling pipettes with nanometer sized openings (74-
76), iv) using cleanroom fabrication techniques alone (28,77,78) or in combination with 
focused ion beam milling/tuning (79-81), transmission electron microscopy 
milling/tuning (82-87), or scanning electron microscopy milling/tuning (88,89), v) soft 
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lithography techniques (90,91), and vi) laser-based machining of glass (described in this 
thesis, see appendix 2.G) (92,93) or polymers (94). 
 These pores have been combined with the resistive-pulse technique to detect and 
characterize DNA (75,78,79,83-85,91,95-106), nanoparticles (27,28,73,107-110), 
binding of antibodies to functionalized nanoparticles (90,111), capture of nanoparticles at 
the mouth of a pore (112), small molecules (113), and binding of proteins to the mouth of 
a pore (114).  Recent studies combined resistive-pulse sensing with optical tweezers to 
measure the force on DNA inside a nanopore (115,116).  Finally, current recordings from 
these synthetic nanopores have also been used to study the fundamental aspects of ion 
transport through the pore (e.g. nanopore-based fluidic diodes) (68,117-123), the 
tomography of a laser focus (124), and the effect of surface properties of the pore on the 
generation of 1/f noise (85,125,126). 
 
1.4. Dissertation Outline 
 Up until 1996, four reports explored the use of resistive-pulse sensing to monitor 
the formation of assemblies from nanoparticles with diameters ≥ 235 nm (32-35).  Since 
then, two additional reports on monitoring the binding of antibodies to nanoparticles with 
a diameter of 510 nm (90,111) appeared.  These six reports, to the knowledge of this 
author, are the sum total of the work on using resistive-pulse sensing for monitoring the 
formation of assemblies (nano or otherwise).  Even though the scientific community 
seems to have so far overlooked this application, as we demonstrate in this thesis, it may 
be one of the most promising and powerful applications. 
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 In Chapter 2, we discuss experiments that use resistive-pulse sensing for detecting 
and characterizing the formation of biological nanoassemblies made of antibodies and 
antigens (these assemblies are also known as immune complexes).  These experiments 
are the first demonstration of using resistive-pulse sensing for detecting immune 
complexes.  This method enabled the rapid detection (within tens of minutes) of purified 
proteins at concentrations as low as 30 nM without the use of labels or immobilization of 
the antibody or antigen; we also demonstrated the detection of proteins in samples 
containing complex media such as serum.  With this technique, we also were able to 
monitor the time-course of the formation and growth of the immune complexes.  Since 
resistive-pulse sensing detects and characterizes individual assemblies, we obtained true 
histograms of the volumes of the immune complexes, which allowed for an examination 
of the change of the polydispersity of the immune complexes with time.  
 
 In Chapter 3, we discuss experiments that use resistive-pulse sensing for detecting 
and characterizing the formation of biological nanoassemblies consisting of antibodies 
and viruses.  These experiments are the first demonstration of using resistive-pulse 
sensing for detecting antibody-virus interactions.  With this technique, we were able to 
monitor quantitatively the time-course of the binding of serum-based antibodies to virus 
particles in their native, assembled state.  By examining different ratios of the 
concentration of virus to antibody, we estimated that the maximum number of antibodies 
able to bind to the virus was 4200 ± 450.  This technique was label free, required no 
immobilization of the antibody or virus, and can also be used to detect a specific virus or 
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a virus-specific antibody in solution and probe the ability of an antibody to 
immunoprecipitate the virus.   
 
 In Chapter 4, we developed theory for extracting the solid-phase affinity constant 
of an antibody for binding to its antigen from resistive-pulse sensing experiments.  This 
work is the first demonstration of using resistive-pulse sensing for determining the solid-
phase affinity constant of an antibody.  We validated this theory by analyzing resistive-
pulse sensing data from published experiments (90) that detected the binding of 
antibodies to colloids (diameter of 510 nm) functionalized with antigen; we calculated an 
affinity constant of 2.6⋅108 ± 0.8⋅108 M-1 which was in agreement with the specifications 
of the supplier of the antibody.   
 
 In Chapter 5, we describe in detail the signal bandwidth and noise of current 
recordings from glass and polyethylene terephthalate (PET) membranes that contain a 
single submicrometer pore or nanopore.  This work is the first detailed examination of the 
noise and signal bandwidth of current recordings from synthetic membranes that contain 
a single submicrometer pore or nanopore.  These two parameters are critical for pore-
based sensing since the signal bandwidth determines the accuracy with which a change in 
the current flowing through the pore is detected while the noise directly influences the 
sensitivity (i.e. the signal to noise ratio) of a given pore.  We examined the signal 
bandwidth of each experimental element (i.e. amplifier, pore, digitizer, etc…) that was 
used in recording the current, as well as the overall signal bandwidth of the current 
recordings.  We then examined the individual sources of noise that were expected to 
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contribute to the overall noise of the recordings, and we present theoretical equations 
describing these noise sources.  By combining theory with experiments, we were able to 
predict the total noise of recorded current traces with a maximum error of 12% when no 
voltage was applied.  Application of a voltage generated in some, but not all cases, an 
extra noise component that appeared to be of a 1/f origin; predictions of the noise were 
typically still accurate within 35% error.  Based on the detailed discussion presented in 
this chapter, we provided suggestions for minimizing the noise of current recordings 
thereby enabling recordings at high signal bandwidths (> 10 kHz) and for obtaining 
current recordings from resistive-pulse sensing experiments with adequate signal 
bandwidth to resolve fully resistive pulses. 
 
 In Chapter 6, we summarize the major results of this work and provide 



















LABEL FREE AFFINITY ASSAYS BY RAPID DETECTION OF IMMUNE 
COMPLEXES IN SUBMICROMETER PORES 
 
2.1. Introduction 
 We present a method based on a submicron pore for detecting and characterizing 
immune complexes consisting of proteins such as staphylococcal enterotoxin B (an agent 
with bioterrorism potential) and polyclonal antibodies.  The assay is rapid, label-free, 
requires no immobilization or modification of the antibody or antigen, and achieves 
single aggregate sensitivity by monitoring changes in electrical resistance when immune 
complexes pass through a submicron pore.  Adopting a recently developed 
nanofabrication technique based on a femtosecond-pulsed laser made it possible to 
fabricate pores with conical geometry with diameters as small as 575 nm.  These pores 
allowed sensing immune complexes which consisted of 610 – 17,300 proteins and 
detecting proteins at concentrations as low as 30 nM.  Monitoring the passage of 
individual immune complexes enabled determining the size-distribution and following 
the growth of these complexes.  This method senses immune complexes (and potentially 
other molecules or nanoparticles that can be induced to form specific assemblies) in 
solution, and the antibody or antigen can be present in complex media such as serum.  
Due to the small footprint and simple detection scheme, submicron pore-based sensing of 
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specific complexes may enable portable or high throughput immunoassays for 
diagnostics and biodefense. 
 Coulter counting (resistive-pulse sensing), which monitors the transient change in 
resistance (resistive-pulse) that occurs when a particle passes through a small pore filled 
with electrolyte, is a technique for detecting and analyzing micro-, and increasingly, 
nanoscale objects.  Since the sensitivity of a Coulter counter increases with decreasing 
pore diameter and length,(24) numerous techniques have been developed for fabricating 
single nanopore (67,70,79,82-85,97,127) or nanotube membranes (24,27,90,91).  Pore-
forming proteins in planar lipid bilayers (PLBs) have been used elegantly as versatile 
nanopore sensors (38,51,53,59-61,128); fabricated structures, in comparison, can offer a 
high degree of robustness and withstand environmental stress such as vibration, pressure, 
extreme pH, and elevated temperature.  Fabricated nanopores and nanotubes have been 
used for resistive-pulse sensing to detect viruses (30), the aggregation of colloids (33), 
DNA (79,83-85,91,97), nanoparticles (24,27,28,109), and proteins (90,114).  The two 
reports on protein detection relied on immobilized molecular recognition agents on the 
walls of the nanopore (114), or on functionalized colloids (90). We hypothesized that a 
specific protein could be detected rapidly without the need for immobilization or labeling 
by combining a submicron pore with Coulter counting to monitor the formation of 
immune complexes in solution.   
 
2.2. Pore Fabrication and Characterization 
 We adopted and optimized a recently developed nanomachining technique that 
employs femtosecond-pulsed lasers (129-131) to fabricate submicron pore structures in 
 
 15
borosilicate glass coverslides (Figure 2.1) (see Appendix 2.G for a more detailed 
description of the laser nanomachining).  This technique has the advantage that it does 
not require masks, etching, or high vacuum and that it can fabricate in glass.  Glass is an 
excellent substrate material due to its low-noise properties (132), its chemical and 
mechanical robustness, and its amenability to surface functionalization.  In addition, laser 
nanomaching is able to fabricate complicated 3-D structures in optically transparent 
substrates (133) which enabled us to machine pores with conical geometry and diameters 
of 575, 650 (Figure 2.1b,c), and 900 nm (see Appendix 2.C for SEM images of the 575 
and 900 nm pore).  The conical shape makes it possible to produce low-resistance pores 
in thick (> 1 μm) membranes that have low electrical capacitance (134).  Reducing the 
resistance increases the amplitude of resistive pulses as well as the transport rate through 
the pore for a given pore diameter (85,109).  Lowering the capacitance can reduce 
electrical current noise (134,135), which permits recording at high bandwidth (134) and 
increases the sensitivity of the Coulter counter (27). 
 We mounted the glass slides with the pores onto a fluidic setup (Figure 2.2) made 
of poly(dimethylsiloxane) (PDMS) to characterize their electrical properties and to 
perform the affinity assays.  The composition of the recording buffer, the resulting 
electrical resistances, and the noise values of the pores are listed in Appendix 2.A.  




Figure 2.1. Laser-based fabrication of submicron pores with conical geometry.  a) 
Femtosecond-pulsed lasers enabled nanomaching of conical pores with diameters as 
small as 575 nm in glass.  b) Scanning electron microscope (SEM) image looking into the 
35 µm cylinder of a pore (see a).  c) SEM image focused on the narrowest part of the 
pore (diameter: 650 nm).  The conical shape of the pores was confirmed by observing 




Figure 2.2.  Sideview of the experimental setup.  A patch-clamp amplifier applies a 
constant voltage and detects small changes in current (pA-range) with fast time-
resolution (~50 kHz).  A poly(dimethylsiloxane) (PDMS) fluidic setup allows for 




counter using synthetic nanoparticles.  In a cylindrical pore the resistive-pulse from a 
spherical particle is proportional to the volume of the  particle (as long as the particle 
diameter is less than ~0.4 of the diameter of the pore) (24).  When we passed particles 
with diameters of 100, 130, and 160 nm through a conical pore, we also observed a linear 
relationship between the amplitude of the current peak and the particle volume (see 
Appendix 2.C).  This linear relationship, in conjunction with evidence that particles of 
the same volume but varying shape give rise to resistive pulses with similar amplitudes 
(136), made it possible to estimate the volume of the immune complexes and 
consequently the number of proteins in a complex (see Appendix 2.B for a detailed 
discussion on the bandwidth and time resolution required for quantitative analysis of 
Coulter counting data). 
 
2.3. Detection of Immune Complex Formation in Well-Defined Media 
 To use the submicron pores for detecting and characterizing immune complexes, 
we monitored the resistive pulses that occurred when these complexes passed through the 
pore.  The antibody-antigen model system investigated here consisted of a goat anti-
mouse antibody and a monoclonal anti-baculovirus antibody from mouse as the antigen 
(see Appendix 2.D for optical micrographs of immunoprecipitates of this antibody-
antigen pair).  We examined three different equimolar concentrations, 15, 30, 151 nM, of 
the antigen and anti-mouse antibody using a pore with a diameter of 650 nm.  The pore-
based assay was able to detect immune complexes at a concentration of 151 nM and 30 




Figure 2.3.  Time-courses of the formation of immune complexes in solution.  a) Control 
experiment with the antigen (mouse monoclonal antibody against baculovirus) and a non-
specific anti-rabbit antibody, both at a final concentration of 151 nM.  b) At a final 
concentration of 151 nM of antigen and the specific anti-mouse antibody, detectable 
immune complexes formed rapidly and eventually blocked the pore (arrow).  Note the y-
scale of b) is ten times larger than the scale of the other traces due to the large size of the 
immune complexes.  c) At a lower antibody-antigen concentration (30 nM), detectable 
immune complexes formed, but they were smaller and never blocked the pore.  Each 
current trace is composed of multiple short recordings (length 1 – 2 s) that were taken 
from data files recorded during the course of the experiment; a small gap separates each 
of these short recordings.  The time in minutes after addition of anti-mouse or anti-rabbit 
antibody to the recording buffer that contained the antigen is indicated above the 
beginning of each short recording.  These recordings therefore represent short 
“snapshots” of the current activity throughout the entire experiment of several minutes 
duration.  A pore with a diameter of 650 nm (Figure 2.1b,c) was used for these 
experiments. 
 
complexes at a concentration of 15 nM of antibody and antigen.   
 Figure 2.3b,c shows that the amplitudes of many resistive pulses caused by the 
immune complexes formed at a concentration of 151 nM were considerably larger than 
those formed at 30 nM.  This result indicates that immune complexes grew larger at 151 
nM compared to 30 nM and may explain why no immune complexes could be detected at 
a concentration of 15 nM.  Indeed, the immune complexes that formed at a concentration 
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of 151 nM grew so large that they eventually blocked the pore (Figure 2.3b, arrow 
indicates the onset of pore blockage; see Appendix 2.E for a prolonged current trace).   
 We performed a control experiment using the same antigen and a non-specific 
goat anti-rabbit antibody at a concentration of 151 nM.  We did not detect any immune 
complexes or pore blockage in the presence of this control antibody (Figure 2.3a).  
Subsequent addition of the anti-mouse antibody at a concentration of 151 nM produced 
detectable immune complexes within 3 minutes, and blockage of the pore due to large 
immune complexes (“immunospecific” blockage) occurred after approximately 9 
minutes.  This blockage provided a dramatic response (significant and permanent change 
in the resistance of the submicron pore) that could be sensed using simple electronics 
with low time resolution; it may potentially be useful for disposable, ultra small, and 
portable low-power sensors for detection of biowarfare agents such as staphylococcal 
enterotoxin B (SEB) (see Figure 2.4), botolinum toxin or ricin in the field (114). 
 
2.4. Detection of Immune Complex Formation in Media Containing Serum 
 To test the ability of the pore-based sensor to detect proteins on a relevant system 
in complex media, we detected staphylococcal enterotoxin B (SEB) using sheep anti-SEB 
serum.  SEB is a causative agent of food poisoning and has potential for bioterrorism 
according to the National Institute of Allergy and Infectious Disease of the U.S.A. (137).  
Addition of the anti-SEB serum to a solution containing SEB caused a strong increase in 
the size and number of detectable aggregates when compared to the anti-SEB serum 





Figure 2.4.  Detection of staphylococcal enterotoxin B (SEB) by sensing the formation of 
immune complexes in media containing a complex sample matrix.  a) Current traces of 
anti-SEB serum only: one microliter of anti-SEB serum was added to 29 μL of recording 
buffer.  The non-specific events were caused by serum components that were not 
removed by a membrane filter with pores of 0.1 μm.  b) Current traces of SEB only (final 
concentration: 200 nM).  c) Current traces of SEB and anti-SEB serum: SEB at a final 
concentration of 200 nM and 1 μL of anti-SEB serum in a total volume of 32 μL.  The 
addition of anti-SEB serum caused a significant increase in the number and size of events 
compared to a).  Each current trace is composed of multiple short duration (length 2 s) 
current recordings that were taken from data files recorded at different times during an 
experiment; a small gap separates each recording.  The time in minutes after addition of 
anti-SEB serum, or SEB, to the recording buffer is indicated above the beginning of each 
short recording. 
 
from rabbit to detect a monoclonal antibody (see Appendix 2.F).  These results 
demonstrate that submicron pore-based sensors can detect immune complexes in media 
which contain complex samples such as blood serum. 
 
2.5. Quantitative Characterization of Immune Complexes 
 In addition to detecting immune complexes and hence antigens or antibodies, 
submicron pore-based Coulter counting offers the possibility to evaluate specific 
properties of these complexes such as their volume and growth rate.  These properties are 
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important since the size of an immune complex influences its physiological properties, 
for instance its clearance from circulation and its adherence to phagocytes (16).  Studying 
polydisperse immune complexes is difficult due to their large heterogeneity.  Light 
scattering techniques have been used (16,17); however, since they measure multiple 
particles at once, these techniques can be problematic for characterizing polydisperse 
samples (138).  In contrast, Coulter counting measures each particle individually and 
therefore can provide information on the volume, polydispersity, and growth of the 
immune complexes with single aggregate sensitivity. 
 To demonstrate these capabilities, we monitored the increase in volume of 
immune complexes over time (Figure 2.5a,d).  The general trend of the average peak 
amplitudes compares well with data obtained by light scattering (17).  The sigmoidal 
shape in Figure 2.5d may be a consequence of a thermodynamically stable size of the 
immune complexes (139,140).  Figure 2.5a,d shows that the standard deviation of the 
amplitude of the current peaks increased strongly during the growth of the immune 
complexes, indicating a strong increase in the polydispersity of the complexes.  
Interestingly, the majority of immune complexes sensed shortly after addition of antibody 
(Figure 2.5b,e) had volumes that were comparable to complexes sensed later, 8 min 
(Figure 2.5c) or 40 min (Figure 2.5f).  With increasing time, however, a fraction of 
complexes reached volumes that were approximately two times larger than the 
predominant volumes (Figure 2.5f).  This result suggests that the later stage of growth 





Figure 2.5.  Time course of the current peak amplitudes and volumes of immune 
complexes.  a) Growth of immune complexes at a concentration of 151 nM of both 
antigen (monoclonal antibody from mouse against baculovirus) and anti-mouse antibody.  
A first order exponential function was fitted to the data (17).  The small letters in the 
graph correspond to the time points from which the histograms shown in b), c) were 
extracted.  b) Peak amplitudes and volumes recorded 240 s after addition of anti-mouse 
antibody.  c) Peak amplitudes and volumes recorded 490 s after addition of anti-mouse 
antibody.  Note that 74% of the complexes maintained their volumes compared to b), 
however a small fraction of complexes reached volumes that were up to 10 times larger 
than in b).  d) Growth of immune complexes at a concentration of 30 nM.  A sigmoidal 
function was fitted to the data (17).  The small letters in graph d) correspond to the time 
points from which the histograms shown in e) and f) were extracted.  e) Peak amplitudes 
and volumes recorded 610 s after the addition of anti-mouse antibody.  f) Peak 
amplitudes and volumes recorded 2400 s after the addition of anti-mouse antibody.  Note 
the occurrence of peak amplitudes with approximately two-, three-, and four-times the 
change in current (~200, 300, 400 pA) of those shown in e).  Each point in a), d) reflects 
the average amplitude and aggregate volume obtained from peaks over a period of 20 






explain the relatively rare formation of complexes that are significantly larger than the 
majority. 
 Due to the linear relationship between peak amplitude and volume of immune 
complexes, we were able to estimate the number of proteins in an aggregate by assuming 
a molecular volume of 347 nm3 for an immunoglobulin G antibody (141).  The volumes 
of the immune complexes sensed by the pore with a diameter of 650 nm and an antibody 
antigen concentration of 151 nM ranged from 2.1⋅105 – 6.0⋅106 nm3, corresponding to 
aggregates of 610 – 17,300 proteins. 
 
2.6. Conclusion 
 Submicron pore-based detection of immune complexes offers a general, rapid, 
label-free, and solution-based method for the detection of any protein or particle that can 
be triggered to form a detectable assembly, while providing information on the volume, 
growth, and polydispersity of individual aggregates.  The detection limit of 30 nM for 
antigens compares favorably to other label-free detection techniques such as affinity 
capillary electrophoresis (ACE), gel-based immunoprecipitation, and direct 
immunoaggregation assays based on light-scattering which have detection limits between 
10 and 1000 nM depending on the technique (142-144).  In addition to its benefits for 
affinity assays with small footprints and reagent requirements, the technique presented 
here may be particularly useful for in situ monitoring of controlled assemblies of 





 This work was supported by a research grant from IMRA America, AISIN U.S.A. 
and seed funds from the College of Engineering, University of Michigan.  The authors 





































CHAPTER 2 APPENDICES 
2.A. Electrical Current Noise of Submicron Pores with Conical Geometry 
 The noise values reported in Table 1 are considerably higher than reported values 
for planar lipid bilayer (PLB) experiments (e.g. PLB experiments report a current noise 
of < 1 pA RMS at a bandwidth of 3 kHz) (134,146).  This discrepancy is due to the large 
difference in resistance between the submicron pores used (1-2 MΩ) and PLBs (> 10 
GΩ).  The large resistance of PLBs leads to currents in the pA range, and under these 
low-current conditions the noise of the recordings is dominated by two sources:  1) the 
thermal voltage noise of the access resistance irc and 2) the noise resulting from the 
interaction of the headstage noise with the input capacitance ivc.  In the present work, a 
planar lipid bilayer was not formed over the submicrometer pores and consequently the 
resistance values were significantly lower than pores that have a bilayer on them.  Under 




=        (2.A.1) 
where k is the Boltzmann’s constant, 1.38⋅10-23 m2 kg s-2 K-1, T is the temperature in 
kelvin, R is the resistance of the pore, and B is the bandwidth.  With the experimental 
values of R = 1.4⋅106 Ω, T = 294 kelvin, and B ≈ 10,650 Hz, the theoretically expected 
RMS noise was ~11 pA, which is somewhat lower than the value that is reported in Table 
2.A.1.  The noise recorded was most likely somewhat higher than the theoretical 
expectation due to other sources of noise such as amplifier noise and dielectric noise.  In 
any event, the experimentally recorded RMS noise value of 16 pA was low when 
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considering the “large” current of 140 nA during the recordings in the present work.  This 
low noise value confirms that the design of the pores and the material properties of the 
glass substrate are well-suited for Coulter counting of nanoscale objects. 
 
Table 2.A.1.  Electrical resistance and current noise of submicron pores with conical 
geometry 




Noise at 10 kHza 
(pA RMS) 
Noise at 1 kHza 
(pA RMS) 
900 1.1 17.1 10.1 
650 1.4 16.0 8.9 
575 1.8 14.1 7.5 
aA digital Gaussian low-pass filter with the specified cutoff frequency was used.  All 
noise values were obtained at an applied potential of 0.2 V in recording buffer (150 
mM KCl; 50 mM tris(hydroxymethyl)aminomethane (TRIS), pH 7.8; 0.1 mg mL-1 
bovine serum albumin; 0.1% w/v Tween 20). 
 
2.B. Determination of the Time Resolution Required for Accurate Extraction of 
Quantitative Information from Coulter Counting Analysis  
Extracting quantitative data from Coulter counting experiments requires careful 
design of the recording system and the pore since these two entities determine the 
bandwidth of the measurement.  The bandwidth is one of the most important aspects of 
the recorded data because it determines the time resolution.  The time resolution of the 
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measurement sets the upper bound of the “speed” at which changes in current can be 
recorded.  That is, if a change in current occurs faster than the time resolution of the 
recording, then the recorded current “jumps” from one value to the next and the 
intervening information on how the current arrived at this value is lost.  In the context of 
a Coulter counting experiment, the time resolution of the measurement determines the 
maximum resolution with which the resistive pulse of a particle can be observed while it 
passes though the pore.  If it moves faster than the time resolution, then the peak 
amplitude of the resistive-pulse will be clipped.  This clipping can cause inaccuracies in 
calculations that use the peak amplitude.  Another important aspect of recording data 
accurately is the sampling frequency.  According to the Nyquist theorem, the sampling 
frequency should always be at least 4 times the bandwidth of the recording.   
In the absence of both filtering and series resistance compensation, the maximum 
possible bandwidth that is obtainable in a Coulter counting experiment is determined by 
the access resistance of the pore and the capacitance of the substrate (135).  The 
resistance of the pore in parallel with the capacitance of the substrate that supports the 
pore forms a one-pole low-pass RC filter (135).  The maximum bandwidth of this filter 





≤        (2.B.1) 
where R is the resistance leading to the pore and C is the capacitance of the substrate.  
Since we used glass (a very good dielectric) and since the geometry of the pores that we 
used in this work was conical (and did not include a thin, insulating membrane), the 
capacitance of the substrate was extremely low (~ 10 pF).  Assuming a resistance of 1200 
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Ω (the maximum resistance leading to the pores we fabricated), the theoretical bandwidth 
of the recording was 13 MHz (see Chapter 5 for a more detailed discussion).  According 
to the manufacturer, the maximum bandwidth that was available from our recording 
system in the configuration that we used was approximately 50 kHz (β = 0.1, whole-cell 
mode); therefore the overall bandwidth of our measurement was not limited by the 
recording chip but by the amplifier.  It was, however, considerably higher than the 
bandwidth of 8 – 9 kHz that was required for reliable analysis of the data recorded in this 
work (see below).  
 In order to determine the bandwidth required to measure accurately the amplitude 
of the current peaks, we examined the power spectra of current traces with and without 
events as shown in Figure 2.B.1.  These two power spectra show that an accurate 
detection of the events required a bandwidth of approximately 8 – 9 kHz.  This result 
allowed us to reduce the RMS noise of the current traces by filtering with a digital low-
pass filter (Gaussian) with a cutoff frequency of 10 kHz.  Since the events only required a 
bandwidth of 8 – 9 kHz, the amplitude of the peaks was not reduced by the 10 kHz filter 
as illustrated in Figure 2.B.2c.  In fact, Figure 2.B.2e shows that filtering with a cutoff 
frequency as low as 5 kHz would have reduced the amplitude of the signal only 
marginally.  Significant reduction in amplitude was observed when using a cutoff 
frequency of 1 kHz (Figure 2.B.2f).  After filtering all recorded data with a 10 kHz low-
pass filter, we decimated the data to a sampling frequency of 50 kHz.  As predicted by 





Figure 2.B.1.  Power spectra of original current traces with and without events (here 
immune complexes).  Both current traces were recorded at maximum bandwidth of the 
recording setup (~50 kHz).  The power spectrum of the current trace with events (red) 
contained significantly more low frequency content than the power spectrum of the 
current trace without events (black).  As determined from the plot, the maximum 
frequency component of the events was approximately 8 – 9 kHz.  Therefore the current 
trace could be processed by low-pass filters with cutoff frequencies of 10 kHz (dotted 
line) without causing significant signal distortion.  The average peak amplitude of the 
events in the current trace was 123 ± 40 pA.  The current traces were obtained from a 







Figure 2.B.2.  Effect of the cutoff frequency used for low-pass filtering on the peak 
amplitudes of current events during passage of immune complexes through a submicron 
pore.  a) Current trace with three events after filtering with a digital (Gaussian) low-pass 
filter with a cutoff frequency of 50 kHz.  b) Same current trace after filtering with a 
cutoff frequency of 20 kHz.  The difference in the peak amplitude of the events between 
trace a) and b) was due to the reduction in current noise (from 26 to 17 pA RMS) and not 
due to clipping of the peak as a result of the reduced filter cutoff frequency.  c) Same 
current trace after filtering with a cutoff frequency of 10 kHz.  d) Same current trace as in 
c) but decimated to a sampling frequency of 50 kHz, instead of 500 kHz as in a)-c).  As 
predicted by the Nyquist sampling theorem, the amplitude of the signal did not change 
significantly.  e) Same current trace after filtering with a cutoff frequency of 5 kHz.  The 
peak amplitude of the events decreased slightly since the cutoff frequency of the filter 
was below the maximum frequency component of the events (8 – 9 kHz, see Figure 
2.B.1)  f) Same current trace after filtering with a cutoff frequency of 1 kHz.  Since the 
cutoff frequency of the filter was significantly below the maximum frequency component 
of the events, the events are distorted and the peak amplitude has decreased by a factor of 
approximately 0.5.  The digital filters were always applied to the original, high-
bandwidth current trace.  The resistive-pulses were caused by immune complexes passing 
through a pore with a diameter of 650 nm. 
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2.C. Peak Amplitude is Proportional to the Volume of Spherical Particles in 
Submicron Pores with Conical Geometry 
 
Figure 2.C.1.  SEM images of conical pores with diameters of 575 and 900 nm and 
determination of the relationship between peak amplitude and particle volume in conical 
pores with submicron diameter.  a) SEM image looking into the 35 μm cylinder of the 
pore with a diameter of 575 nm.  The inset shows a close-up of the narrowest part of the 
pore.  b) SEM image looking into the 35 μm cylinder of the pore with a diameter of 900 
nm.  The inset shows a close-up of the narrowest part of the pore.   c) Current versus time 
trace of particles with a diameter of 100 nm passing through the pore shown in a).  The 
dotted line represents the mean current amplitude of the peaks.  d) Current versus time 
trace of particles with a diameter of 100 and 130 nm (mean current amplitude from the 
130 nm particles in red) passing through the pore shown in a).  e) Current versus time 
trace of particles with a diameter of 100, 130, and 160 nm (mean current amplitude from 
the 160 nm particles in blue) passing through the pore shown in a).  f) Plot of the average 
peak amplitude of the resistive-pulses caused by particles with a diameter of 100, 130, 
and 160 nm passing through the pore shown in a) versus particle volume.  The data were 
fitted using a linear regression algorithm that required the line to pass through the origin; 
the slope of the line was 4.2⋅10-4 pA nm-3.  We obtained a slope of 3.9⋅10-4 pA nm-3 for 
the pore with a diameter of 650 nm (Figure 2.1b,c). 
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2.D. Confirmation of Formation of Immune Complexes by Phase Contrast and 
Fluorescence Microscopy 
We performed immunoprecipitation experiments in 0.5 mL vials in order to verify 
that the anti-mouse antibody formed immune complexes with the monoclonal antibody 
from mouse against baculovirus (here used as the antigen).  The antibody and antigen 
were added to recording buffer at the concentrations listed in Table 2.D.1.  The vials, 
each containing 20 μl of solution, were initially vortexed and then left at room 
temperature for ≥ 2 hours without agitation.  The total volume was carefully removed 
from the vial, placed on a clean microscope slide, and covered with a clean cover glass. 
 
Table 2.D.1.  Antibody and antigen concentration used to verify the formation of 










1 1.33 0 1.33 
2 0 1.33 1.33 








We examined these slides using a Nikon Eclipse TE 2000-U inverted microscope 
with a 20× objective in phase-contrast mode.  We did not see any complexes when only 
the antibody (Figure 2.D.1b,c) or the antigen (Figure 2.D.1a) was present at a 
concentration of 1.33 μM.  In contrast, when both the antigen and antibody were present 
at a concentration of 0.667 μM (total protein concentration  = 1.33 μM), immune 





Figure 2.D.1.  Microscope images to verify the specific formation of immune complexes.  
a) Control experiment with the monoclonal antibody from mouse against baculovirus 
(antigen) at a concentration of 1.33 μM.  No protein aggregates were seen on the slide by 
phase contrast microscopy.  b) Control experiment with the anti-mouse antibody from 
goat that was labeled with tetramethylrhodamine isothiocyanate (TRITC) at a 
concentration of 1.33 μM.  No protein aggregates were seen on the slide by phase 
contrast microscopy.  c) False colored fluorescence image of the same field of view as in 
b).  No protein aggregates of the fluorescently-labeled antibody were visible.  d) 
Immunoprecipitation experiment with the antigen and anti-mouse antibody each at a 
concentration of 0.67 μM.  The phase contrast image shows at least eight micron-sized 
immune complexes (indicated with white arrows).  e) False colored fluorescence image 
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of the same field of view as in d).  We used a typical fluorescent filter set for rhodamine, 
an exposure time of 1 s, and the maximum intensity of excitation of the lamp (Exfo X-
Cite 120, Photonic Solutions, Mississauga, Ontario) to capture this image.  All of the 
images were captured with a CCD camera (Photometrics CoolSnap HQ, Roper Scientific, 
Trenton, NJ) and processed using image analysis software (Metamorph, Universal 
Imaging, Downington, PA). 
 
2.E. Blockage of Submicron Pores by Biospecific Formation of Large Immune 
Complexes 
Figure 2.E.1.  Blockage of the submicron pore with a diameter of 650 nm by large 
immune complexes.  At a concentration of 151 nM monoclonal antibody from mouse 
against baculovirus (here used as the antigen) and 151 nM anti-mouse antibody, the 
resulting immune complexes grew large enough that they clogged the pore as indicated 
by step-wise increases in electrical resistance (blockage started approximately 15 minutes 
after addition of anti-mouse antibody).  This “immunospecific blockage” may be useful 
for simple detection of antibody-antigen interactions.  The graph is composed of several 





2.F. Sensing the Formation of Immune Complexes in the Presence of Serum 
 
Figure 2.F.1.  Time courses of the formation of immune complexes in a solution 
containing serum.  a) Control experiment with 2 μL serum from a rabbit that was not 
immunized (filtered through a membrane with pores of 0.1 μm) added to 40 μL of 
recording buffer.  Note the presence of small peaks that were caused by serum 
components not removed by the filter.  Addition of the antigen (here mouse monoclonal 
antibody against baculovirus) to a final concentration of 151 nM did not cause any 
change in the signal.  b) Anti-mouse antibody was dissolved in unfiltered rabbit serum 
and then this mixture was filtered using a membrane filter with 0.1 μm pores.  A volume 
of 2 μL of rabbit serum containing anti-mouse antibody was added to 40 μL of recording 
buffer; the final concentration of antibody was 151 nM.  Addition of the antigen to a final 
concentration of 355 nM caused a significant increase in the number of events and the 
size of the events.  c) Antigen was added to a final concentration of 151 nM.  As 
expected from Figure 3a, no events resulted from passage of antigen alone through the 
pore.  Addition of 2 μL of rabbit serum containing anti-mouse antibody to 42 μL of 
recording buffer initiated the formation of immune complexes; the final concentration of 
antibody was 151 nM.  As seen in b), immune complexes rapidly formed causing a 
significant increase in the number of events and the size of the events.  Each current 
recording is composed of multiple concatenated data files; a small gap separates each 
file.  The time in minutes since addition of rabbit serum, or antigen is indicated above the 




2.G. Materials and Methods   
 Solutions.  We prepared all solutions with deionized water (resistivity of 18.2 MΩ 
cm, Aqua Solutions, Jasper, GA) and used potassium chloride, sulfuric acid (both from 
EMD Biosciences, La Jolla, CA), TRIS (Shelton Scientific, Shelton, CT), bovine serum 
albumin (Sigma, St. Louis, MO), Tween 20 (Mallinckrodt Chemicals, Phillipsburg, NJ), 
hydrochloric acid (VWR International, West Chester, PA), nitric acid (Fluka Chemie, 
Buchs, Switzerland), and hydrogen peroxide (EMD Chemicals, Gibbstown, NJ) without 
further purification.  Recording buffer was filtered through sterile 0.1 or 0.2 μm, low 
protein absorption polyethersulfone membrane filters (both from Pall, East Hills, NY).  
 We used affinity-purified monoclonal antibody from mouse against baculovirus 
envelope gp64 protein (eBioscience, San Diego, CA) without further modification.  
Affinity-purified goat anti-mouse antibody (H+L) conjugate labeled with 
tetramethylrhodamine isothiocyanate (TRITC) and affinity-purified goat anti-rabbit 
antibody (H+L) conjugate labeled with TRITC (Zymed, San Francisco, CA) were diluted 
in recording buffer and filtered through either a 0.1 μm or 0.2 μm membrane filter.  The 
TRITC labels on these antibodies were not used for the submicron pore assays but were 
useful to perform control experiments of immunoprecipitation with fluorescence 
microscopy (see Figure 2.D.1).  We filtered the sheep anti-SEB serum and purified SEB 
(both from Toxin Technology, Sarasota, FL) through a 0.1 μm membrane filter.  We used 
the 100, 130, and 160 nm particles (polystyrene microspheres functionalized with 
carboxyl groups, Bangs Laboratories, Fishers, IN) at a concentration of ~1⋅1010 particles 
mL-1 in recording buffer. 
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 Nanomachining using a femtosecond-pulsed laser.  We fixed a cover glass 
(Corning 0211 borosilicate, Fisher Scientific, Pittsburgh, PA) to a 3-axes microscope 
nanomanipulation stage (Mad City Labs, Inc., Madison, WI) as shown in Figure 2.G.1.  
A few drops of water were placed on the upper side of the cover glass at the area that was 
to be machined (if the machining time was greater than 30 minutes, we used an aluminum 
compartment sealed with tape to minimize evaporation of water).  The laser, a directly 
diode-pumped Nd:glass CPA laser system (Intralase Corp., Irvine, CA), was focused 
through the a 100x oil immersion microscope objective (N.A. = 1.3, Zeiss, Thornwood, 
NY) and the cover glass to the machining site (Figure 2.1a).  We used pulses with a 
duration of 600-800 fs (femtoseconds) that were frequency doubled from 1053 nm to 527 
nm.  The glass was machined by scanning the laser in circular patterns which removed 
material layer by layer.  Since the subsequent layer was formed under water, machining 
always proceeded at the glass-water interface.  The submicron pores were machined in a 
three stage process.  We used the following parameters for the pores: 35 µm cylinder 
machined with 60-80 nJ per pulse at a frequency of 1.5 kHz; wide part of the cone 
machined with 12-15 nJ per pulse at 1.5 kHz; tip of the cone machined with 8-13 nJ per 
pulse at 10 Hz.  After machining, we left the glass coverslides in water for 12 hours with 
the 35 µm cylinder facing down; this configuration facilitated settling of debris out of the 
pore.  The glass coverslides were cleaned in a fresh mixture of 3:1 concentrated sulfuric 






Figure 2.G.1.  Experimental setup for nanomachining borosilicate cover glass with a 
femtosecond-pulsed laser (adapted from Joglekar et al. (130)). 
 
 SEM sample preparation.  We coated the glass coverslides in gold (thickness ~10 
nm) using a sputter coater (Structure Probe Incorporated, West Chester, PA) and imaged 
them with a high resolution scanning electron microscope (FEI Company NOVA 200 
Nanolab, Hillsboro, OR).  After imaging, we removed the gold layer using a 3:1 mixture 




 Data acquisition.  We placed the glass coverslide (narrowest part of the 
submicron pore facing the top liquid compartment) on a fluidic channel in 
poly(dimethylsiloxane) (PDMS, Sylgard 184 Silicone, Dow Corning, Midland, MI).  A 
fresh film of PDMS with a hole in the center was placed on the top of the glass coverslide 
(Figure 2.2) to confine the electrolyte (recording buffer) to the top side of the cover glass.  
In order to guarantee reliable recording conditions while measuring relatively large 
currents (100-180 nA), we used Ag/AgCl pellet electrodes (Eastern Scientific, Rockville, 
MD).  We used a patch clamp amplifier (Axopatch 200B, voltage clamp mode, applied 
potential of either 0.2 V (Figures 2.3, 2.F.1)  or 0.15 V (Figure 2.4), analog low-pass 
filter set to a 100 kHz cutoff frequency), a low noise digitizer (Digidata 1322, sampling 
frequency set to 500 kHz), and a computer with recording software (Clampex 9.2, all 
from Axon Instruments, Union City, CA) for data acquisition.   
 Since we recorded the current at high bandwidth (~50 kHz), we took care in the 
analysis of the data to avoid two possible problems: amplifier saturation, and recording 
digitized data with low signal-to-noise ratios (SNR < 1) (148).  We avoided amplifier 
saturation by ensuring that the currents including their high-bandwidth noise were at all 
times within the dynamic range of the amplifier and of the digitizer used in this work.  
The maximum recorded current with its RMS noise of ± 0.06 nA was at all times below 
180 nA; the dynamic range of the recording setup was ± 200 nA.  The second problem, 
recording digitized data with low SNRs, occurs if the amplitude of the signal of interest is 
considerably lower than the noise levels (148).  Such low amplitude resolution can lead 
to inaccuracies during off-line analysis (e.g. event detection after filtering) (148).  This 
condition was, however, avoided in the work presented here since the lowest signal-to-
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noise ratio of the high bandwidth (~50 kHz) data we recorded was 2:1 (peak 
amplitude:RMS noise).  In addition, after filtering with a cutoff frequency of 10 kHz, we 
only included peak amplitudes of at least 5 times the RMS noise in the quantitative 
analysis of immune complexes (see below). 
 
 Data processing and event detection.  For all data processing and event detection, 
we used Clampfit 9.2 (Axon Instruments, Union City, CA).  We filtered the recorded data 
with a digital Gaussian low-pass filter with a cutoff frequency of 10 kHz and then 
decimated it to a sampling frequency of 50 kHz.  We used a threshold search with two 
criteria to identify events (event is defined here as an immune complex or nanoparticle 
passing through the pore).  We only counted transient reductions in current as an event if 
these reductions had an amplitude of at least 5 times the RMS noise of the current trace 
for a duration of at least 25 μs.  These criteria established the lower limits for the 
algorithm that we used for analysis to distinguish events from noise; these criteria do not 
imply that most events lasted only for 25 μs.  In fact, the vast majority of events lasted at 
least 100 μs.  For instance, the histograms in Figure 2.G.2 show that the mean halfwidth 
of the smallest immune complexes was 190 ± 60 μs and the mean halfwidth of the 
smallest nanoparticles was 210 ± 110 μs.  We therefore conclude that the sampling 






Figure 2.G.2.  Histograms of the halfwidths of events caused by immune complexes and 
nanoparticles passing through submicron pores with conical geometry.  a) Histogram of 
the halfwidths of some of the smallest events (mean peak amplitude = 107 ± 16 pA) that 
are shown in Figure 5d (recorded during the interval 4.8 – 6.9 min of the experiment).  b) 
Histogram of halfwidths of medium-sized events (mean peak amplitude = 122 ± 40 pA) 
that were recorded during the interval 2.5 – 4.0 min of the experiment shown in Figure 
5a.  c) Histogram of the halfwidths of large events (mean peak amplitude = 380 ± 430 
pA) that were recorded during the interval 8.3 – 8.6 min of the experiment shown in 
Figure 5a. d) Histogram of the halfwidths of events caused by the smallest nanoparticles 
(diameter 100 nm) moving through the pore with a diameter of 575 nm (Figure 2.C.1a). 
 
We analyzed the collected data of events using Origin 7.5 software (OriginLab, 
Northampton, MA).  The smallest peaks that were collected by the threshold search had a 
dI/I value of 0.1%.  We did, however, apply a stringent requirement of a threshold of 5 
times RMS for detection of events to ensure accurate assignment.  Other investigators 
have previously reported dI/I values of 0.1% for reliable detection of DNA (113) and 








SUBMICROMETER PORE-BASED CHARACTERIZATION AND 
QUANTIFICATION OF ANTIBODY-VIRUS INTERACTIONS 
 
3.1. Introduction 
 This chapter describes the use of a submicrometer pore-based resistive-pulse 
sensor to i) detect a specific virus or a virus-specific antibody in solution, ii) probe the 
ability of an antibody to immunoprecipitate the virus, iii) determine the number of 
antibodies bound to individual virus particles, and iv) monitor the assembly of 
nanoparticles onto templates (here antibodies onto viruses) in situ.  The assay is label-
free, examines viruses in their native, assembled state, and requires no immobilization or 
modification of the virus or antibody.  It functions by detecting the difference in the peak 
amplitudes of resistive pulses that occur when viruses with and without antibody bound 
pass through a submicrometer pore.  This technique made it possible to monitor 
quantitatively the time-course of binding of an antibody to a non-pathogenic virus, the 
icosahedrical Paramecium Busaria Chlorella Virus (PBCV-1) with a diameter of ~ 190 
nm (149).  We found that the maximum number of antibodies that were able to bind to 
PBCV-1 was 4200 ± 450.  Due to its small footprint and its simple detection scheme, 
submicrometer pore-based sensing of antibody-virus interactions may enable portable or 
high throughput immunoassays for diagnostics and biodefense. 
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 The ability to determine the number of antibodies bound to a virus enables at least 
three important applications.  First, it makes it possible to predict the efficacy of 
antibody-mediated neutralization of viruses (150,151).  Second, the number of antibodies 
that are bound to a virus can be used for determining the antibody’s affinity (152,153) 
and the valency of binding (154,155).  And third, antibodies binding to a virus particle 
represent an accessible example of a well-defined self-assembly; monitoring this 
assembly process may thus be useful as a model system for studying templated self-
assembly.  Such a system may promote other attempts of controlled nano-assemblies (e.g. 
fabrication of hierarchical nanostructures by binding of nanoparticles to engineered 
templates – we are currently investigating this application) (1,4,5,156,157). 
 Currently available techniques for direct determination of the number of 
antibodies bound to virus particles include assays with radiolabelled antibodies (158-
163), sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) (164), 
capillary electrophoresis (CE) (165), and enzyme-linked immunosorbent assays (ELISA) 
(166).  These techniques typically require: (i) a minimum concentration of 3⋅109 virus 
particles⋅mL-1 (ELISA and CE typically use > 3⋅1011 virus particles⋅mL-1), (ii) labeled 
antibodies, (iii) reaction volumes ranging from 10 μL (CE) to ≥ 100 μL, and (iv) in most 
cases, fairly bulky and sophisticated laboratory equipment with high power requirements 
(such as a CE apparatus, plate readers, etc). 
 Here we present a simple, non-destructive method for detecting virus-specific 
antibodies in solution and for determining the number of antibodies bound to an intact 
virus in a physiological buffer.  This label-free technique is able to operate with virus 
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concentrations as low as 5⋅107 virus particles⋅mL-1 and establishes whether or not the 
antibody can aggregate (immunoprecipitate) the virus.  As illustrated in Figure 3.1, the 
approach uses laser-fabricated pores in glass and simply measures transient changes in 
current, so-called resistive-pulses which are typical for Coulter counting experiments.  In 
these experiments, the reaction volume was 40 μL, but this value could be reduced to < 
10 μL via the integration of micro-fluidics (167).  Due to the small size of the pores, this 
approach could potentially be miniaturized and performed in parallel for high throughput 
applications.   
 Previous work using submicrometer pores, nanopores and nanotubes for resistive-
pulse sensing includes the detection of colloid aggregation (32,33), DNA 
(38,44,51,59,79,83,84,91,95-97,101,102,106,168,169), nanoparticles (24,26-
28,73,109,112), proteins (61,90,92,111,114), small molecules (58,60,113), the 
measurement of the size and polydispersity of several viruses (29,30), as well as the 
analysis of the length of viral glycoproteins (spikes) (31).  Sohn’s group used resistive-
pulse sensing to detect the binding of antibodies to synthetic colloids, which where 
functionalized with antigen (90,111).  Here we demonstrate the use of resistive-pulse 
sensing for the detection, characterization, and quantification of the binding of antibodies 
to intact virus particles.  
 
3.2. Recording Setup and Pore Characterization 
 In order to measure the resistive-pulses caused by the passage of virus particles 
through the pore, we used a similar setup to the one reported recently (see Appendix 3.A) 
(92).  It consisted of a patch clamp amplifier with two Ag/AgCl electrodes and a conical 
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pore with a diameter of 650 nm mounted in a poly(dimethylsiloxane) (PDMS) fluidic 
setup.  The pore was fabricated in a borosilicate cover glass using a femtosecond-pulsed 
laser (92,129-131,133,167).  We chose glass as the substrate because it is an excellent 
material for low-noise electrical recordings (i.e. low capacitance, low dielectric loss) 
(92,128,132,134), and the conical shape of the pore provided enhanced sensitivity 
compared to cylindrical pores (92,114).  Replacement of the solutions on either side of 
the pore was straightforward due to the fluidic setup and the transparency of the entire 
assembly made it possible to observe the pore with a microscope when necessary. 
 Before examining the interaction of antibodies with virus particles, we 
characterized the response of the submicrometer pore to spherical nanoparticles of 
defined size and shape (see Appendix 3.A) (92).  Deblois et al. demonstrated that a 
spherical particle passing through a cylindrical nanopore creates a resistive-pulse with a 
peak amplitude that was proportional to the volume of the particle (as long as the particle 
diameter was less than ~ 0.4 of the diameter of the pore) (24).  We demonstrated recently 
a linear relationship for spherical particles passing through conical pores (92); the 
proportionality between current peak amplitude and particle volume for the conical pore 
was 3.9⋅10-4 pA⋅nm-3.  Virus particles are typically not perfectly spherical; however, 
experimental evidence suggests that the shape of particles which resemble spheroids does 
not influence the linear relationship between particle volume and peak amplitude (136).  
We made use of this linear correlation to estimate the change in the volume of PBCV-1 




3.3. Measuring Resistive-Pulses from Individual Virus Particles 
 At the beginning of each experiment, we characterized the response of the 
submicrometer pore-based Coulter counter to single virions (see Appendix 3.B for a 
detailed analysis of the bandwidth of the measurement, the bandwidth and sampling 
frequency required resolve an event due to a virus completely, and the effects of digital 
filtering and decimation of data on the peak amplitudes and half-widths of the events).  
Even in the absence of antibodies, PBCV-1 virions passing through the conical pore 
created resistive-pulses with peak amplitudes significantly above the baseline noise 
(Figures 3.1, 3.2A).  We analyzed these pulses with a computer algorithm by using a 
threshold value for the peak amplitude to identify individual “virus events” (the dotted 
red line in Figure 3.2A,B indicates the threshold value): peaks that had at least 10 times 
the amplitude of the standard deviation of the current noise from its mean baseline value 
(root mean square current noise, here called RMS noise) were counted as viruses (most 
events generated from a solution containing only virus had peak amplitudes of at least 
700 pA, or ~ 40× the RMS current noise, Figure 3.2A).  The analysis of resistive-pulses 
showed that the frequency of events was proportional to the concentration of the virus 






Figure 3.1.  Resistive-pulse technique for detecting and characterizing the binding of 
antibodies to virus particles.  A) Detection of virus particles before addition of 
antibodies.  Single virions passing through the laser-fabricated, conical pore cause a 
transient reduction in current (resistive-pulse) as shown by the spikes (events) in the 
current trace.  The dotted line represents the mean of a Gaussian curve fit to the 
distribution of the peak amplitudes of the events.  The concentration of the virus was 
4⋅107 particles⋅mL-1 and the average current passing through the pore for all experiments 
was ~ 140 nA.  B) Detection of virus particles after addition of antibodies.  Binding of 
antibodies to the virus increases the volume of the particle leading to an increase in the 
peak amplitude when the viruses pass through the pore.  The current trace displays events 
that were recorded 10 – 15 minutes after addition of the antiserum, which was at a final 
dilution of 0.001× the original antiserum.  If the antibody is capable of causing 
aggregation of viruses, this approach makes it possible to identify dimers (and larger 
complexes of virus particles) by detecting events with approximately twice (three times, 





Figure 3.2.  Detection of antibody-virus interaction using a submicrometer pore. A) 
Current versus time trace before addition of antiserum.  The transient increases in 
resistance (events) that occurred when viruses passed through the pore lead to transient 
reductions in current.  The dotted red line represents the threshold used to distinguish 
events caused by the passage of viruses from current noise.  B) Current versus time trace 
approximately 8 min after addition of antiserum.  The mean peak amplitude was 
approximately 22% larger than the mean peak amplitude before addition of antiserum; 
whereas the four largest peaks were presumably due to aggregates of virus particles.  C) 
Histograms of the peak amplitudes of 175 events that occurred before antibody binding 
(black) and 6 – 8 min (red) after addition of antiserum (final virus concentration 4.4⋅108 
virus particles⋅mL-1, final dilution of the antiserum: 0.001× the original antiserum).  The 
Gaussian mean of the first (bigger) peak in the red histogram shifted compared to the 
histogram before antibody binding (shown in black).  The second peak in the red 
histogram occurred presumably due to the formation of dimers.  The inset represents data 
from control experiments: the histograms show events that occurred before (black) and 
2.5 – 3.5 min (red), 7.5 – 8.5 min (blue), and 13 – 15 min (green) after addition of serum 
from a rabbit that was not immunized (final virus concentration 4.4⋅108 virus 
particles⋅mL-1, final dilution of this control serum: 0.0013× the original control serum).  
The change in the mean peak amplitude of the control experiments was < 6.5%. 
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the following relationship: frequency of events (Hz) = 4.0⋅10-9 (Hz⋅mL⋅virus particles-1) × 
concentration of virus particles (particles⋅mL-1); N = 6; R2 = 0.95 (see Appendix 3.C).  
 In order to estimate the size of individual virus particles without antibody bound,  
we analyzed approximately 1400 virus events (see Appendix 3.C).  This analysis was 
based on fitting a Gaussian distribution to a histogram of the peak amplitudes as shown 
in Figure 3.2C.  Applying the linear relationship between peak amplitude and particle 
volume to the mean peak amplitude from the Gaussian distribution then made it possible 
to calculate the mean volume of the virus particles.  Using equations that relate the 
volume of an icosahedron to its diameter (170), we obtained a diameter of 203 ± 14 nm 
along the fivefold axes for PBCV-1 virions (see Appendix 3.C for a more detailed 
discussion).  This result compares well with measurements of the size of PBCV-1 by 
cryoelectron microscopy, which revealed an average diameter of 190 nm along the 
fivefold axes (depending on the microscope technique, diameters of 140-190 nm have 
been reported (149); however, cryoelectron microscopy is known to preserve the native 
state of the virus (171,172) and may therefore reflect the size of the virus particles in 
their hydrated state more accurately than EM techniques that require drying of the 
samples).  Coulter counting with a submicrometer pore is thus a rapid, simple, and 




3.4. Quantitative Monitoring of the Binding of Antibodies to Virus Particles 
 To examine the binding of antibodies to PBCV-1, we monitored the peak 
amplitude of the events after adding a polyclonal antiserum against PBCV-1; the dilution 
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of the antiserum and therefore the concentration of antibodies in the mixture was kept 
constant in all experiments while the concentration of virus particles was varied (the 
concentration of the specific antibody in the antiserum was unknown; however, in 
Appendix 3.D, we calculated a lower bound of 0.55 mg⋅mL-1 for the concentration of the 
specific antibody based on the collected data).  Upon addition of antiserum to solutions 
with various virus concentrations, the peak amplitudes of the virus events increased.  A 
Gaussian fit of the resulting histograms showed a shift of the mean peak amplitude that 
indicated particles of increased volume (Figure 3.2C).  The final increase in amplitude 
upon antibody binding onto individual virus particles ranged from + 7 to + 60% (Figure 
3.3), depending on the ratio of antibody concentration to virus concentration in the 
solution.  By calculating the difference between the mean current peak amplitudes from 
the Gaussian fits before and after addition of antiserum (Figure 3.2C), we were able to 
determine the increase in volume due to antibody binding.  The maximum increase in 
volume occurred at the highest antibody to virus ratio and was + 1.4⋅106 nm3, 
corresponding to + 60% (Figure 3.1).   
 Figure 3.2C also shows a second peak in the histogram of the peak amplitudes 
upon addition of antibody to the virus particles.  The mean value of the Gaussian 
distribution fitted to the second peak was approximately twice that of the first peak.  
Since the antiserum that we used can cause aggregation of viruses (173) (see also 
Appendix 3.E), we suggest that the second peak was caused by dimers of viruses which 
were linked by the divalent polyclonal IgG antibodies in the antiserum.  Control 




Figure 3.3.  Kinetics of antibody binding at different ratios of antibody to virus 
concentration and estimation of the maximum number of antibodies that can bind to the 
virus.  In all experiments, the final dilution of the antiserum or control serum was held 
constant and was 0.001× the original serum.  A) Plot of the number of antibodies bound 
to virus particles versus time.  The final concentration of the virus was either 2.8⋅108 
(squares) or 4.0⋅109 (circles) virus particles⋅mL-1.  The triangles are from a control 
experiment with non-specific rabbit serum and a virus concentration of 3.4⋅108 virus 
particles⋅mL-1.  The error bars reflect the error of the mean value from a Gaussian fit to a 
histogram of the peak amplitudes of at least 50 events.  B) Plot of the number of 
antibodies bound to PBCV-1 viruses at equilibrium versus the concentration of the virus 
(increasing virus concentration corresponds to decreasing antibody to virus ratio).  The 
data were fitted with a sigmoidal function of the form y = A2 + (A1-A2)/(1 + (x/x0)^p) 
(N = 6, R2 = 0.99).  The error bars were calculated by summing the standard deviation of 
the mean values of the Gaussian fits to histograms of the peak amplitudes. 
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(< 6.5%) change of the mean of a Gaussian fit to the peak amplitudes of the virus  (Figure 
3.2C  inset), indicating that binding of non-specific antibodies (or other proteins) to the 
viruses was minimal. 
  
3.5. Determination of the Kinetics of Antibodies Binding to Virus Particles 
 Using the aforementioned approach to calculate the increase in volume of virus 
particles upon binding of antibodies, we were able to estimate the number of antibodies 
attached to individual virus particles by assuming that each antibody contributed a 
volume of 347 nm3 (this molecular volume of IgG antibodies was measured by Atomic 
Force Microscopy) (141).  Since the assay presented here provided the ability to record 
virus events continuously, it was possible to follow the number of antibodies bound to 
virus particles over time.  We were thus able to extract the kinetics of the antibody-virus 
interaction at different ratios of antibody concentration to virus concentration as shown in 
Figure 3.3A.  The equilibrium stage of antibody binding was typically reached after 6 – 
13 minutes (depending on the ratio of antibody to virus).  We found that the equilibrium 
occupancy decreased with decreasing antibody to virus ratio and that it ranged from 500 
– 4000 antibodies per virus particle (Figure 3.3B). 
 Based on the sigmoidal fit of the data shown in Figure 3.3B, we estimate that the 
maximum number of antibodies that could bind to the virus particles was 4200 ± 450.  
Wang et al. report (173) that PBCV-1 contains a major capsid protein which carries the 
primary epitope to which the polyclonal antiserum binds.  PBCV-1 is enclosed in 5040 
copies of this major capsid protein (174).  Since we observed a maximum number that 
was close to this number, namely 4200 ± 450 antibodies bound to each virus particle, we 
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propose that most of these primary epitopes were accessible for antibody binding.  The 
close agreement of these numbers also suggests that the majority of the antibodies in the 
antiserum were bound to an individual virus particle with one of their two binding sites 
(i.e. monovalent binding; purely divalent binding would result in a maximum possible 
antibody load of ~ 2520 per virus assuming that the major surface antigen is responsible 
for most antibody binding interactions).  The observation that this antiserum aggregates 
the virus also supports the hypothesis of significant monovalent binding. 
 
3.6. Conclusion 
 In conclusion, we have developed a simple technique for determining the number 
of antibodies bound to viruses in their native conformation.  The assay is label-free, non-
destructive, requires no immobilization or modification of the virus or antibody, and can 
establish if the antibody is suitable for immunoprecipitation.  Due to the specificity of 
most antibody-virus interactions, this method can be used to detect the presence of an 
antibody directed against a particular virus in complex media such as serum (here the 
anti-PBCV-1 antibody); it may therefore be useful for immunoassays (175) and vaccine 
development.  One potential drawback of this technique is that it may be challenging to 
detect a small number of antibodies (< 10) bound to a virus particle.  While we applied 
this method to sense the binding of antibodies to viruses, we expect that this technology 
could be extended to characterize and monitor other types of nanoscale assemblies such 
as the assembly of nanoparticles to functional components (1,4,5,156,157). 
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3.6. Materials and Methods   
 Solutions.  We prepared all solutions with deionized water (resistivity of 18.2 MΩ 
cm, Aqua Solutions, Jasper, GA) and we used potassium chloride, sulfuric acid (both 
from EMD Biosciences, La Jolla, CA), TRIS (Shelton Scientific, Shelton, CT), bovine 
serum albumin (Sigma, St. Louis, MO), Tween 20 (Mallinckrodt Chemicals, 
Phillipsburg, NJ), hydrochloric acid (VWR International, West Chester, PA), nitric acid 
(Fluka Chemie, Buchs, Switzerland), and hydrogen peroxide (EMD Chemicals, 
Gibbstown, NJ) without further purification.  Recording buffer, composed of 150 mM 
KCl, 50 mM tris(hydroxymethyl)aminomethane (TRIS) buffer, pH 7.8, 0.1 mg⋅mL-1 
bovine serum albumin, 0.1% w/v Tween 20, was filtered through sterile, low protein 
absorption polyethersulfone membrane filters with a pore size of 0.2 μm (Pall, East Hills, 
NY).  Concentrated PBCV-1 virions and the polyclonal antiserum from rabbit were both 
kindly provided by J. L. Van Etten, University of Nebraska-Lincoln, Lincoln, NE.  We 
diluted the virus and antiserum in recording buffer and filtered the antiserum solution 
through a 0.2 μm membrane filter.   
 
 Nanomachining using a femto-second pulsed laser.  We described this procedure 
in detail previously (see Appendix 2.G) (92).  Briefly, we attached a borosilicate glass 
coverslide (Corning 0211, Fisher Scientific, Pittsburgh, PA) to a 3-axes microscope 
nanomanipulation stage (Mad City Labs, Inc., Madison, WI), and placed a droplet of 
water on the area that was to be machined.  For laser-based ablation of the glass at 
defined locations, we focused a directly diode-pumped Nd:glass CPA laser system 
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(Intralase Corp., Irvine, CA) through a 100× oil immersion microscope objective (N.A. = 
1.3, Zeiss, Thornwood, NY), and used laser pulses that were frequency doubled from 
1053 nm to 527 nm with a duration of 600-800 fs.  We used a three stage process that 
employed different pulse energy and repetition rates for the shaft, top of the cone, and tip 
of the cone to machine the pore. 
 
 Preparation of the substrates with the pore for SEM. We coated the glass 
coverslide with the pore in gold (thickness ~ 10 nm) using a sputter coater (Structure 
Probe Incorporated, West Chester, PA) and imaged them with a high resolution scanning 
electron microscope (FEI Company NOVA 200 Nanolab, Hillsboro, OR).(92)  After 
imaging, we removed the gold layer using a 3:1 mixture of fuming nitric acid and 
concentrated hydrochloric acid. 
 
 Mixing and data analysis.  We added the diluted virus solution to the buffer in the 
top liquid compartment (final volume of this mixture was 40 μL).  To keep the 
concentration of the polyclonal antibodies constant, we always added a volume of 2 μL 
of the diluted antiserum to this virus-buffer mixture.  We then aspirated and expelled the 
volume in the top liquid compartment 3 times using a pipette (Eppendorf Reference, 
Westbury, NY) with a volume setting of 5 μL.  This procedure combined with the small 
volume ensured that the two solutions were well mixed. 
 The addition of the virus to the top liquid compartment caused the RMS noise 
(filter cutoff frequency = 10 kHz) to change by a maximum of 15.5% (15.6 to 18.0 pA 
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RMS at a virus concentration of 4.4⋅108 particles⋅mL-1).  This change was, however, not 
correlated with the concentration of the virus; the maximum concentration of virus (4⋅109 
particles⋅mL-1) caused a change of only 3%.  The addition of the antiserum to the top 
liquid compartment caused the RMS noise to change by less than 4%. 
 During the data analysis, we usually noticed that immediately after the addition of 
antiserum or control serum the peak amplitude from virus particles of the events was 
slightly reduced (< 4.7%).  We attributed this decrease in amplitude to a small change in 
the conductance of the solution.  In order to minimize the error in our determination of 
the number of antibodies bound to a virus, we used the average of the Gaussian means of 
the peak amplitudes immediately after addition of antiserum (before significant binding 
of antibodies could occur) as the peak amplitude of virus particles that did not have 
antibodies bound on their surface. 
 
 Data acquisition and processing.  Prior to each experiment, we cleaned the glass 
cover-slide that contained the pore in a fresh mixture of 3:1 concentrated sulfuric acid to 
30% hydrogen peroxide for at least 15 minutes.  The poly(dimethylsiloxane) (PDMS, 
Sylgard 184 Silicone, Dow Corning, Midland, MI) support that contained the bottom 
liquid compartment (see Appendix 3.A) was cleaned thoroughly after each experiment 
with alternating rinses of DI water and 95% ethanol (VWR International).  We cut the 
PDMS film that was used for the top liquid compartment from a slab of PDMS that was 
cured in a clean Petri dish; we used a new PDMS film in each experiment.  This 
procedure ensured a good seal between the PDMS and the glass, and we encountered no 
leaks during the experiments.  We used Ag/AgCl pellet electrodes (Eastern Scientific, 
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Rockville, MD) since the recorded currents were relatively large (~ 140 nA).  We used a 
patch clamp amplifier (Axopatch 200B) in voltage clamp mode and set the analog low-
pass filter to a cutoff frequency of 100 kHz.  The setup was completed by a low noise 
digitizer (Digidata 1322, sampling frequency set to 500 kHz), and a computer with 
recording software (Clampex 9.2) for data acquisition.  For all data processing and event 
collection, we used Clampfit 9.2 (all from Axon Instruments, Union City, CA).   
 We filtered the data with a digital Gaussian low-pass filter with a cutoff frequency 
of 10 kHz and then decimated it to a sampling frequency of 50 kHz (see Appendix 3.B 
for a detailed analysis of the bandwidth of the measurement, the bandwidth and sampling 
frequency required to resolve an event due to a virus completely, and the effects of digital 
filtering and decimation of data on the peak amplitudes and half-widths of the events).  
We defined a peak as an event that was due to passage of a virus if the signal had an 
amplitude of at least 13 times the standard deviation of the baseline signal from its mean 
for a duration of at least  25 μs and a maximum of 10 ms (all events had a halfwidth > 
100 μs).  We analyzed the collected data using Origin 7.5 (OriginLab, Northampton, 
MA) and Matlab (The MathWorks, Natick, MA).  
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CHAPTER 3 APPENDICES 
3.A. Recording Setup and Pore Characterization 
 
Figure 3.A.1.  Schematic design of the conical pore and the recording setup used in this 
work.  A) Geometry and dimensions of the pore used in all experiments.  B) Scanning 
electron microscope (SEM) image looking into the 35 μm cylinder of the pore shown in 
A; scale bar = 5 μm.  The inset shows a close-up of the narrowest part of the pore; scale 
bar = 500 nm.  C) Sideview of the experimental setup.  A patch-clamp amplifier applied a 
constant voltage and detected small changes in current (pA-range) with a bandwidth of 
~50 kHz (the sampling frequency was 500 kHz).  A poly(dimethylsiloxane) (PDMS) 
fluidic setup allowed for replacement of solution on either side of the pore (92).  The 
electrode in the top liquid compartment was always polarized positively (+ 0.2 V) and 






Figure 3.A.2.  Plot of the average peak amplitude of the resistive-pulses caused by 
particles with a diameter of 100, 130, and 160 nm passing through a pore with a diameter 
of 575 nm versus particle volume (92). The data were fitted using a linear regression 
algorithm that required the line to pass through the origin; the slope of the line was 
4.2⋅10-4 pA nm-3.  We obtained a slope of 3.9⋅10-4 pA nm-3 for the pore with a diameter of 
650 nm (Figure 3.A.1A,B). 
 
3.B. Determination of the Bandwidth Required for Accurate Extraction of Quantitative 
Information from Coulter Counting Analysis  
Extracting quantitative data from Coulter counting experiments requires careful 
design of the recording system and the pore since these two entities determine the 
bandwidth of the measurement (92).  The bandwidth is one of the most important aspects 
of the recorded data because it determines the time resolution.  The time resolution of the 
measurement sets the upper bound of the “speed” at which changes in current can be 
recorded.  That is, if a change in current occurs faster than the time resolution of the 
recording, then the recorded current “jumps” from one value to the next and the 
intervening information on how the current arrived at this value is lost.  In the context of 
a Coulter counting experiment, the time resolution of the measurement determines the 
maximum resolution with which the resistive pulse of a particle can be observed while it 
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passes though the pore.  If the particle moves faster than the time resolution, then the 
peak amplitude of the resistive-pulse will be clipped.  This clipping can cause 
inaccuracies in calculations that are based on the peak amplitude.  Another important 
aspect of recording data accurately is the sampling frequency.  According to the Nyquist 
theorem, the minimum sampling frequency required to prevent aliasing is twice the signal 
bandwidth (i.e. if the signal has a bandwidth of 10 kHz, the sampling frequency must be 
at least 20 kHz); however, it is typically recommended that a sampling rate at least 5 
times the signal bandwidth be used (176).  
The maximum possible bandwidth that is obtainable in a Coulter counting 
experiment is determined by the geometry of the pore, the substrate material, the 
conductivity of the buffer, and the recording electronics.  In order to determine the 
bandwidth that was available during our experiments, we examined the power spectrum 
of a high bandwidth current trace (taken at the maximum bandwidth of the recording 
setup, 4-pole Bessel filter with cutoff frequency of 100 kHz and a sampling rate of 500 
kHz; see black power spectrum in Figure 3.B.1A).  The power spectrum contained a 
linear decrease in power between 4-1000 Hz and a roll-off in power after ~50 kHz.  The 
linear drop in the range of 4-1000 Hz is most likely due to 1/f noise (85,177). This 
hypothesis is supported by the reduction in power (noise) seen in this frequency range 
when the applied voltage was decreased to 0 V as shown by the red power spectrum in 
Figure 3.B.1A (177,178).  Therefore the decrease in power in the range from 4-1000 Hz 
is not due to a limited bandwidth of the recording setup or pore but rather to the reduction 




Figure 3.B.1.  Determination of the bandwidth available during Coulter counting 
experiments and the bandwidth required to resolve events.  A) Power spectra of current 
traces under two conditions: black – an applied voltage of 0.2 V, red – an applied voltage 
of 0 V.  Based on these power spectra, the bandwidth of the Coulter counting apparatus 
(patch clamp amplifier and submicrometer pore) was ~50 kHz (see text for details).  B) 
Power spectra of high bandwidth traces (~50 kHz; no digital filtering) without events 
from viruses (black), with events from viruses (red), and with events 12 minutes after 
addition of antiserum (blue).  As illustrated by this plot, the maximum frequency 
component of the virus events was ≤ 8 kHz.  The concentration of the virus was 2.8⋅108 
virus particles⋅mL-1 and the antiserum was added to the top liquid compartment such that 
the final dilution was 0.001× the original antiserum. 
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 The parameter that is important here, namely the reduction of bandwidth due to 
the recording setup can be obtained from the “roll-off” at higher frequencies.  This roll-
off begins at ~50 kHz and is most likely due to a combination of two factors: the 
bandwidth limitation of the headstage (according to Axon Instruments, the headstage 
operating in the configuration that we used, i.e. whole cell mode with β = 0.1, has a 
bandwidth of ~50 kHz) and the 4-pole Bessel filter that was used to prevent aliasing 
(cutoff frequency of 100 kHz).  The analysis of the power spectra in Figure 3.B.1 
therefore shows that the available bandwidth was ~ 50 kHz. 
Since the pore can be modeled as a network of resistive and capacitive 
components, it is possible that the pore itself could limit the bandwidth; this bandwidth 





≤        (3.B.1) 
where R is the resistance leading to the pore and C is the capacitance of the substrate.  
Assuming a resistance of 1200 Ω (the maximum resistance leading to the pores we 
fabricated) and a substrate capacitance of 10 pF, the theoretical bandwidth of the 
recording was 13 MHz (see Chapter 5 for a more detailed discussion).  Therefore, we 
believe that in the frequency range of interest in this work, the submicrometer pore 
structure was not acting as a filter and the bandwidth of the measurement was not limited 
by the pore but rather by the recording electronics to ~50 kHz as shown in Figure 3.B.1A.   
We also used power spectrum analysis to determine the bandwidth required to 
resolve events due to viruses with or without antibody bound.  As shown in Figure 
3.B.1B, the current traces that contained events had more power in frequencies ranging 
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from 4-8000 Hz compared to the trace that did not contain events.  Therefore, a 
bandwidth of ~8 kHz was required to resolve the events completely.  Due to this result, 
we were able to reduce the RMS noise of the current traces by filtering with a digital 
low-pass filter (Gaussian) with a cutoff frequency of 10 kHz without causing significant 
distortion of events: as expected, the amplitude of the virus peaks was not significantly 
reduced (< 5% decrease) by the 10 kHz filter when compared to the peaks that were 
filtered at 50 kHz as illustrated in Figure 3.B.2A,C (we also examined more than 200 
events and their mean peak amplitude and the mean value of a Gaussian curve fit to the 
peak amplitude distribution decreased by less than 5%).  Similarly, the mean half-width 
value of over 200 events changed by less than 8% due to the 10 kHz filter (Figure 
3.B.4A,B).  Figure 3.B.2E demonstrates that filtering with a cutoff frequency as low as 5 
kHz would have only reduced the peak amplitude of the signal by less than 11%.  
Significant reduction in amplitude would have been observed, however, if we would have 
used a cutoff frequency of 1 kHz as shown in Figure 3.B.2F (~ 50% decrease).  In the 
work presented here, we filtered the recorded data with a 10 kHz low-pass filter, and 
decimated the data to a sampling frequency of 50 kHz.  As predicted by the Nyquist 
sampling theorem, this decimation had a minimal effect on the peak amplitude (Figure 
3.B.2C,D and Figure 3.B.3 show that the decimation of data caused a negligible change 
in the peak amplitude of an event; the mean peak amplitude and the mean value of a 
Gaussian fit of over 200 events decreased by less than 1%).  Decimation also had a 
negligible effect on the event half-width (Figure 3.B.3 and Figure 3.B.4B,C show that the 




Figure 3.B.2.  Effect of the cutoff frequency used for low-pass filtering on the peak 
amplitudes of current events during passage of viruses through a submicron pore.  A) 
Current trace with two events after filtering with a digital (Gaussian) low-pass filter with 
a cutoff frequency of 50 kHz.  B) Same current trace after filtering with a cutoff 
frequency of 20 kHz.  C) Same current trace after filtering with a cutoff frequency of 10 
kHz.  D) Same current trace as in C but decimated to a sampling frequency of 50 kHz, 
instead of 500 kHz as in A-C.  As predicted by the Nyquist sampling theorem, the 
amplitude of the signal did not change significantly (see Figure 3.B.3).  E) Same current 
trace as in A-C after filtering with a cutoff frequency of 5 kHz.  Under these conditions, 
the peak amplitude of the events decreased slightly since the cutoff frequency of the filter 
was below the maximum frequency component of the events (~8 kHz, see Figure 3.B.1B)  
F) Same current trace after filtering with a cutoff frequency of 1 kHz.  Since the cutoff 
frequency of the filter was significantly below the maximum frequency component of the 
events, the events are distorted and the peak amplitude has decreased by a factor of 
approximately 0.5.  The digital filters were always applied to the original, high-






Figure 3.B.3.  Close-up view of a single event due to the passage of a virus through the 
pore before and after decimation of data.  A) Close-up view of a single event after 
filtering with a digital low-pass filter with a cutoff frequency of 10 kHz (sampling 
frequency of 500 kHz).  B) Same trace as in A decimated by a factor of ten (sampling 
frequency of 50 kHz).  The change between the peak amplitude and half-width of trace A 







Figure 3.B.4.  Histogram of the half-widths of events due to the passage of viruses at 
different bandwidths in the absence and presence of antiserum to demonstrate that the 
bandwidth and data decimation used in this work did not distort the recorded signals (i.e. 
was sufficient to resolve the entire signal).  A) Half-widths of events due to the passage 
of viruses after filtering with a digital Gaussian low-pass filter with a cutoff frequency of 
50 kHz.  B) Same events as in A but filtered with a low-pass filter with a cutoff 
frequency of 10 kHz.  C) Same events as in B but after decimation to a sampling 
frequency of 50 kHz.  Out of all virus events collected (after digital filtering and 
decimation), less than 3% of events had a half-width less than 0.12 ms, and all events had 
a half-width greater than 0.10 ms.  D). Half-widths of events collected 10.5 – 14.5 
minutes after addition of antiserum (digital filter cutoff of 50 kHz, sampling frequency 
decimated to 50 kHz).  The concentration of the virus was 2.8⋅108 virus particles⋅mL-1 
and the antiserum was added to the top liquid compartment such that the final dilution 







3.C. Analysis of the Measured Diameter of PBCV-1 and Frequency of Events Versus 
Virus Concentration 
The measured diameter of PBCV-1 reported in the main text (203 ± 14 nm) had a 
standard deviation (STD) of ~ 7%.  Previous reports in the literature on using resistive-
pulse sensing to size virus particles have resulted in STDs of ≤ 4% (29).  The STD of ~ 
7% reported here may be due to one of following three effects, or to a combination of 
these effects.  First, the data used to create the histogram in Figure 3.C.1A was collected 
from 5 separate experiments that were conducted over seven days.  Although the 
procedure for the experiments was always the same, there may have been small 
differences (e.g. in temperature or recording buffer) that caused an increase in the STD.  
Second, virus particles may have passed through the pore off center which could lead to 
off-axis effects that can increase the STD of a population of particles by as much as 3.5% 
(107).  Finally, while unlikely, the STD of ~ 7% could be due the existence of structural 






Figure 3.C.1.  Histogram of the peak amplitude of resistive-pulses from single virions 
and frequency of viral events versus the concentration of virus particles.  A) Histogram 
of the peak amplitudes of 1395 events caused by PBCV-1 without antibody bound 
passing through the pore shown in Figure 3.A.1A,B.  The histogram was fit with a 
Gaussian distribution.  B) Frequency of events versus the concentration of virus.  The 
data points were fit using a linear regression algorithm that required the line to pass 
through the origin; the slope of the line was 4.0⋅10-9 Hz⋅mL⋅virus particles-1. 
 
3.D. Concentration of Antibodies Specific for PBCV-1 in the Rabbit Antiserum 
The concentration of specific antibody in the rabbit antiserum was unknown.  We 
were, however, able to obtain a lower bound for the concentration of the specific 
antibody in the antiserum based on the number of antibodies bound per virus at 
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equilibrium and the concentration of the virus.  At the highest concentration of virus 
(4⋅109 particles⋅mL-1), approximately 550 antibodies were bound to each virus at 
equilibrium.  Therefore there were at least 4⋅109 × 550 = 2.2⋅1012 specific antibodies⋅mL-
1 present in the diluted serum.  Based on the molecular weight of an IgG antibody of 
150,000 Daltons, this value corresponds to a specific antibody concentration of 5.5⋅10-4 
mg⋅mL-1.  Since the serum was diluted by a factor of 1000, the original serum contained 
at least 0.55 mg⋅mL-1 of specific and active antibody.  This lower bound compares 
favorably to a previous study that reported an average concentration of specific antibody 
of 0.78 mg⋅mL-1 in rabbit antiserum (179). 
 
3.E. Pore Blockage by Aggregates of Virus 
In the experiments that involved antiserum (the antiserum dilution was held 
constant at 0.001× the original antiserum, the virus concentration was varied), the pore 
eventually blocked (> 8 min after addition of antiserum) due to the formation of large 
viral aggregates.  No more events could be recorded after blockage (at the lowest virus 
concentration only partial blockage occurred).  This blockage terminated the experiment, 
and before the next use, the pore was cleaned in a fresh mixture of 3:1 concentrated 





Figure 3.E.1.  Microscopic observation of antiserum, control serum, and of virus 
antibody complexes.  A) Phase contrast microscope image of the antiserum at a dilution 
of 0.001 in the absence of virus particles; scale bar = 75 μm.  B) Phase contrast 
microscope image of control serum at a dilution of 0.001 in the presence of virus at a 
concentration of 6⋅108 virus particles⋅mL-1; scale bar = 75 μm.  C)  Phase contrast 
microscope image of immune complexes formed by the antiserum at a dilution of 0.001 
and the virus at a concentration of 6⋅108 virus particles⋅mL-1.  The black arrows indicate 
micrometer-sized viral aggregates; scale bar = 75 μm.  D) Transmission electron 
microcopy (TEM) image of virus aggregated by antibody.  The average distance between 
viruses in the aggregate was 23 ± 7 nm which is close to the maximum span (~ 15 nm) of 
an IgG molecule (see Figure 3.E.2) (154).  The serum was used at a dilution of 0.001 and 
PBCV-1 was used at a concentration of 1⋅109 particles⋅mL-1.  Scale bar = 100 nm.  The 
inset shows the entire aggregate.  Scale bar of the inset = 300 nm.  The buffer used for all 
images was composed of 150 mM KCl, 50 mM tris(hydroxymethyl)aminomethane (TRIS) 





Figure 3.E.2.  TEM image with individual measurements of the distance between virus 
particles in an aggregate.  The serum was used at a dilution of 0.001 and PBCV-1 was 
used at a concentration of 1⋅109 particles⋅mL-1.  All of the measurements are in nm.  Scale 
bar = 100 nm.     
 
3.F. Preparation of Virus Samples for TEM.   
A 300 mesh copper carbon grid (Electron Microscopy Sciences, Hatfield, PA) 
was placed in a glow discharge for 1 minute at 100 millitorr and 60 volts (Denton 
Vacuum DV-502, Moorestown, NJ) to increase the hydrophilicity of the grid.  We diluted 
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the serum 1000 fold and incubated it with the virus at a concentration of 1⋅109 
particles⋅mL-1 in buffer containing 150 mM KCl, 50 mM 
tris(hydroxymethyl)aminomethane (TRIS) buffer, pH 7.8 for 1 hour.  A drop of this 
solution containing the virus and antiserum was placed on the hydrophilic grid and the 
solution was wicked away with a kimwipe paper (Kimberly-Clark, Neenah, WI).  For 
negative staining of the antibody-virus aggregates, a drop of 1% phosphotungstic acid 
was placed on the grid for ~ 2 minutes and the solution was then wicked away with a 
kimwipe.  The aggregates were imaged using a transmission electron microscope 



































ESTIMATION OF SOLID PHASE AFFINITY CONSTANTS USING RESISTIVE-
PULSES FROM FUNCTIONALIZED NANOPARTICLES 
 
4.1. Introduction 
 Resistive-pulse sensing (Coulter counting) is a simple yet powerful method for 
the detection and characterization of micro- and nano-scale objects 
(39,41,43,92,108,180).  Assays based on this technique function by monitoring the 
transient change in electrical resistance (resistive-pulse) when the object of interest 
passes through a small, electrolyte-filled pore.  Resistive-pulse sensing is useful to 
characterize a sample of interest due to three properties: (i) the signal, i.e. the change in 
current from baseline, is proportional to the volume of the particle that created the peak 
(23,24,92), (ii) the number of resistive-pulses per time interval (frequency of pulses) is 
related to the concentration of particles (26,27,29,93), and (iii) the residence time of the 
particle in the pore is related to its velocity (26,27,109).  The smallest particle that can be 
detected with a resistive-pulse sensor is determined largely by the diameter of the pore, 
but also by the electrical current noise, the time resolution (bandwidth) of the 
measurement, and the applied voltage (24,92,134).  Gu et al. were able to detect 
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individual molecules by exploiting the extremely small pore diameter of ion channel 
proteins (60). 
 The critical importance of the pore diameter of nano-Coulter counters has 
recently sparked the development of methods for obtaining membranes with single pores 
that have diameters significantly smaller than 1 μm (24,27,28,38,59,60,67,70,79,82-
84,86,88,90,92,127).  Access to these pores has lead to a rapid increase in research 
activity that applies resistive-pulse sensing to assays ranging from the detection or 
characterization of: (i) viruses (29,30,93), (ii) DNA (38,44,51,59,78,79,83,84,91,95-
97,101,102,106,168), (iii) nanoparticles (24,26-28,73,92,109,112), (iv) small molecules 
(58-60,113,181), (v) proteins (61,90,92,93,111,114), and (vi) the aggregation of colloids 
(32,33).  The reports on protein detection that used fabricated nanopores (90,92,111,114)  
(as opposed to nanopores based on pore-forming proteins in planar lipid bilayers 
(61,182)) have thus far focused on semi-quantitative data; that is they have not provided 
affinity constants for the antibody-antigen (or ligand-receptor) interaction.  Here we 
demonstrate that resistive-pulse experiments can be used to estimate the solid phase 
affinity constant (also called avidity or functional affinity constant) (183) of an antibody 
for binding to its antigen. 
 
4.2. Detection of the Binding of Antibodies to Colloids Functionalized with Antigen  
 Saleh et al. recently described a novel immunoassay that used a micropore and 
the resistive-pulse technique to detect the interaction of a monoclonal anti-streptavidin 
antibody with streptavidin-functionalized nanoparticles (90).  The authors recorded the 
resistive-pulses during the passage of these spherical colloids with a diameter of 510 nm 
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through the pore.  A constant concentration of colloids (1.2⋅109 particles mL-1) was 
incubated with an increasing concentration of the antibody, and the resistive-pulses from 
the colloids with bound antibody were recorded and compared to the pulses before 
antibody binding.  The authors calculated the diameter of the colloids at different 





















)/arcsin(δ ,    (4.1) 
where Iδ is the change in current from baseline, I is the baseline current flowing through 
the pore, D is the diameter of the pore, L is the length of the pore, and d is the diameter of 
the colloid.  Since the change in current from baseline increased with increasing 
concentration of antibody, the authors concluded that the diameters of the nanoparticles 
increased due to antibody binding.  Assuming that the antibody-antigen interaction 
reached equilibrium (Saleh et al. incubated the colloids with the antibody for up to thirty 
minutes (184), and we reported recently (93) that the binding of polyclonal antibodies to 
virus particles typically reached equilibrium within 13 minutes), we show that an 
extended analysis of Saleh et al.’s data makes it possible to use resistive-pulse sensing to 
estimate solid phase affinity constants of e.g. antibody-antigen interactions.    
 Equation 4.1 was derived by Gregg et al. for spherical particles by proposing that 
the transient increase in the resistance of the pore is due to the displacement of a volume 
of conducting electrolyte by the spherical particle (23,28).  By using Equation 4.1, Saleh 
et al. assumed that binding of antibodies to the colloids created a dielectric layer of 
antibodies which could be treated as an increase in the diameter of the colloids.  The 
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thickness of this hypothetical confluent film (and therefore the mean increase in particle 
diameter) was proposed to depend on the extent of coverage of the colloids with 
antibodies. 
 We propose that the colloid diameters obtained by Saleh et al. from equation 4.1 
can yield additional information if they are used to calculate the volume of these 
particles.  Basing the analysis on particle volumes has the additional benefit of extending 
it to particles that may not be perfect spheres (92,93); experimental evidence suggests 
that irregularly (spheroidal) shaped particles of the same volume  produce peak 
amplitudes of identical magnitude (136).  Based on the diameters of the colloids that 
Saleh et al. reported at various antibody concentrations, we calculated the corresponding 
volumes of spheres with these diameters (using V = 1/6⋅π⋅d3) to obtain the volume of the 
colloids with and without antibodies bound.  By assuming a volume of 347 nm3 for an 
antibody (141), we were able to calculate the number of antibodies bound to each colloid 
at equilibrium, r as shown in Figure 4.1.  This additional information enabled the 
estimation of the solid phase affinity constant of the antibody as demonstrated below. 
 
4.3. Effect of Particle Charge on Resistive Pulses 
 The derivation of equation 1 did not take into account possible effects from the 
surface charge of the particle.  Recent Coulter counting experiments with double stranded 
DNA (dsDNA) demonstrated that the highly charged properties of dsDNA can 
significantly alter the peak amplitude of the resistive-pulse (78,83,106).  Depending on 
the ionic strength of the buffer, dsDNA even caused transient increases in current 




Figure 4.1.  Number of monoclonal anti-streptavidin antibodies from mouse bound per 
streptavidin-functionalized colloid, r, versus the initial concentration of antibody in 
solution.  The concentration of the colloids was held constant at 1.2⋅109 particles mL-1 
(90).  We created this plot by analyzing and converting the data presented by Saleh et al 
(90).  See main text for an explanation concerning the two data points with open circle 
symbols. 
 
that the amplitude and sign of the pulse is determined by two competing effects 
(78,83,106).  One, the dsDNA displaced a volume of conducting electrolyte thereby 
removing mobile charge carriers from the electrolyte solution in the pore which caused a 
transient increase in resistance.  Two, the dsDNA delivered a cloud of mobile counter 
ions into the pore due to its highly charged nature (two negative charges per base pair) 
which caused a transient decrease in resistance.  Under certain conditions, these two 
effects were able to cancel each other out causing the passage of dsDNA through the pore 
to create no signal as demonstrated by Smeets et al. (106).   
 The effect due to the surface charge of the dsDNA depends on the length of the 
dsDNA and the length of the pore; if the length of the dsDNA is significantly shorter than 
the length of the pore, the effect of the surface charge on the amplitude of the resistive-
pulses is assumed to be negligible (Smeets, R.M.M., personal communication). This 
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hypothesis agrees with the results of Ito et al (27,109).  These authors demonstrated that 
particles with nearly identical diameters of ~60 nm and different surface charge (they 
used particles with 120 carboxylic acid groups and particles with 24,200 carboxylic acid 
groups in an aqueous electrolyte with pH = 7.3, where most of these carboxylic acid 
groups were deprotonated and thus charged) produced resistive-pulses with nearly 
identical peak amplitudes in pores with lengths ≥ 0.83 μm (ratio of pore length to particle 
diameter of 830 nm / 60 nm = 13.8).  In the experiments conducted by Saleh et al., the 
length of the pore was 7 – 9 μm and the diameter of the colloids was 510 nm.  These 
values constituted experimental conditions that were nearly identical to those of Ito et al. 
(ratio of pore length to particle diameter of 7000 nm / 520 nm = 13.5).  Based on the 
experimental evidence from Ito et al., we assume here that the surface charge of the 
antibody-colloid complex does not significantly affect the peak amplitude of the 
resistive-pulse. 
 Before estimating the solid phase affinity constant, the valency of the antibody-
antigen interaction must be considered (185).  Given that the antigen was immobilized on 
the colloid, the antibody could bind in a monovalent or divalent fashion (i.e. one or two 
arms of the antibody could bind to streptavidin molecules).  In the following analysis, we 
discuss both possibilities. 
 
4.4. Derivation of the Thermodynamics of the Antibody-Antigen Interaction  
 In order to estimate the solid phase affinity constant, Ka, of the antibody in the 
case of monovalent binding between the antibodies and the antigen at all concentration of 
antibody, we analyzed the binding equilibria of the antibody-antigen interaction studied 
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by Saleh et al.  Under these conditions, we were able to consider the colloids (with many 
antigen molecules covalently attached to their surface) in a fashion analogous to 
macromolecules that possess many identical binding sites for a single ligand.   The 
thermodynamics of such as system are straight-forward and described in detail by G. G. 
Hammes (186).  Following Hammes’ approach, we begin the derivation by examining the 
simplest case, the one in which the entire macromolecule possesses only a single binding 
site for the ligand.  This situation is equivalent to the interaction of an antibody, Ab, with 
a colloid, CAg, that would carry a single antigen (here streptavidin) molecule.  This 
scenario can be described using the following equation (186): 
             (4.2)  
 The equilibrium for this reaction is characterized by Ka, the equilibrium constant, 








a = ,      (4.3) 
where [Cag Ab] represents the concentration of the complex between the antigen-
functionalized colloid and the antibody at equilibrium, [Cag] represents the concentration 
of free colloids at equilibrium, and [Ab] represents the concentration of free antibody at 
equilibrium.  The binding equilibria governed by equation 4.3 can be characterized by a 

















= ,    (4.4) 
where r represents the moles of antibody bound per mole of colloid at equilibrium (or the 
number of antibodies bound per colloid at equilibrium).  Equation 4.4 describes a single 
AbCAgAgCAb + . 
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interaction and can be extended to colloids with multiple antigens (in analogy to 










= ,      (4.5) 
where n represents the number of antigens immobilized on a colloid.  Provided that r and 
[Ab] are known or can be determined experimentally, equation 4.5 can be used to 
determine Ka, and n. 
 
4.5. Estimation of the Solid-Phase Affinity Constant of the Antibody 
 The concentration of the colloids is typically known and was held constant at 
1.2⋅109 particles mL-1 by Saleh et al. in all experiments.  The volume-based analysis of 
the Coulter counting data introduced here made it possible to calculate the number of 
antibodies bound per colloid at equilibrium, r, as shown in Figure 4.1.  Multiplying r by 
the concentration of colloids revealed the concentration of bound antibodies at 
equilibrium.  The concentration of free antibody at equilibrium, [Ab], was then obtained 
by subtracting the equilibrium concentration of bound antibodies from the initial 
antibody concentration.  During this analysis, we observed that two of the colloid 
diameters reported by Saleh et al. corresponded to bound antibody concentrations that 
exceeded slightly (≤ 6%) the initial antibody concentration.  Since it is not possible that 
more antibodies bound to the colloids than were present in solution, we used the lower 
limit of the mean diameter of the antibody decorated colloids, which was provided by the 
error bars in Saleh et al.’s paper to calculate the number of antibodies bound and hence to 
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obtain a plausible concentration of bound antibody.  These two data points are denoted in 
Figure 4.1 and Figure 4.2 with open circles as opposed to filled squares, and were 
excluded from the generation of the best fits in Figure 4.2.   
 Based on the analysis derived above, we were able to create a plot of the number 
of antibodies bound per colloid at equilibrium, r, as a function of the free antibody 
concentration, [Ab] (Figure 4.2).  By fitting the data with equation 4.5 (R2 = 0.98, N = 5), 
we obtained the maximum number of antibodies which could bind to the colloids at 
saturation, n, and the solid phase affinity constant, Ka, for the interaction.  As expected, 
the value of n = 12,300 ± 730 obtained from the fit was in good agreement with the n 
(11,800) we calculated above (Figure 4.1) from the maximum volume increase as 
determined from resistive-pulses, and this value also matches well with the number of 
9,800 streptavidin molecules immobilized on the colloid (90).  Therefore, at saturation, 
approximately one antibody was bound perstreptavidin molecule (monovalent binding).  
We obtained a value of 2.6⋅108 ± 0.8⋅108 M-1 for Ka from this analysis, which is in 
agreement with the manufacturer’s specifications that this monoclonal antibody has an 
affinity greater than 1⋅108 M-1.  Taking possible ligand depletion effects (185) into 





Figure 4.2.  Plot of the number of antibodies bound per colloid at equilibrium, r, as a 
function of the free antibody concentration at equilibrium, [Ab].  Equation 4.5 was fitted 
to the data using nonlinear regression (R2 = 0.98, N = 5).  The two data points marked by 
open circles were not included in the Scatchard plot and they were not included in the 
best fit analysis (see main text).  The inset represents a Scatchard plot of r⋅[Ab]-1 versus r 
(equation 4.6).  Linear regression was used to fit the data (R2 = 0.93, N = 5).   
  
4.6. Examination of the Possibility of Bivalent Antibody Binding 
 In order to examine the case of bivalent binding, we plotted the data using the 





.      (4.6) 
Equation 6 is known as the Scatchard equation and the inset of Figure 4.2 shows a plot of 
the data in this format (this plot makes it possible to determine Ka by linear regression; 
we obtained Ka = 2.8⋅108 ± 0.4⋅108 M-1).  Scatchard plots, as shown in Figure 4.2, are 
commonly used to assess the presence of divalent binding.  If there was significant 
divalent binding, the Scatchard plot would be non-linear since at least two apparent solid 
phase affinity constants would determine the binding interaction (185,186).  The data in 
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Figure 4.2, inset, follow a linear trend which implies predominantly monovalent binding 
across all antibody concentrations; however, the error bars in the horizontal and vertical 
direction combined with the recent debate on the validity of using Scatchard plots for 
determining the valency of binding (187,188) makes a conclusive determination of the 
valency of binding impossible.  It is therefore conceivable that a fraction of antibodies 
bound divalently under conditions of low antibody concentration (i.e. at low occupancy 
of antigens by antibodies).  As a consequence, the solid phase affinity constant of 2.6⋅108 
– 3.7⋅108 M-1 obtained here is most accurate for the condition of significant occupancy of 
antigens by antibodies. 
 As a final remark, it is possible that a fraction of the anti-streptavidin antibody 
bound to the colloids in a non-specific fashion.  We calculated previously that the 
maximum number of antibodies bound to a colloid was 11,800, while the manufacturer 
specifies ~ 9,800 streptavidin molecules on the surface of the colloids.  This difference 
suggests that as many as 17% of the antibodies may have been bound non-specifically.  
Assuming that the fraction of antibodies that bound non-specifically remained at a 
constant 17% over the range of antibody concentrations used, we re-calculated the solid 
phase affinity constant for the anti-streptavidin antibody using equation 4.5; the resulting 
solid phase affinity constant was 1.8⋅108 ± 0.7⋅108 M-1. 
 
4.7. Conclusion  
 In conclusion, we demonstrated that resistive-pulse sensing can be used to 
estimate the solid phase affinity constant for the binding of an antibody to a specific 
antigen (or more generally, for receptor-ligand interactions – especially when the binding 
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interactions is predominately monovalent).  The system analyzed here is analogous to 
antibodies binding to intact virus particles (93) or to the attachment of nanoparticles to 
templates (1).  We recently estimated the number of polyclonal antibodies that were able 
to attach to native virus particles (93), and we believe that the quantitative approach 
outlined here will make it possible to estimate the solid phase affinity or the avidity 
constant of monoclonal antibodies or Fab fragments for their binding to antigens on 
viruses (or other epitopes that are intrinsically immobilized on nanoparticles) in 
physiological conformation.  In addition, this method may be useful for determining the 
number of nanoparticles attached to a template and thus for extracting the average 
“association constant” of nanoparticle-template interactions.  Obtaining these values for 
synthetic systems is difficult by established methods such as electron microscopy or 
atomic force microscopy.  The technique presented here may thus be useful to accelerate 
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NOISE AND BANDWIDTH OF CURRENT RECORDINGS FROM 
SUBMICROMETER PORES AND NANOPORES 
 
5.1. Introduction 
 Membranes that contain a single submicrometer pore or nanopore are attracting 
rapidly increasing interest from a broad community of scientists in chemistry, physics, 
engineering, and the life sciences (39,41,72,108,189,190).  This interest partially stems 
from the ability of these pores to act as a highly sensitive transducer that can detect 
nanoparticles, individual macromolecules, and even small, single molecules in solution 
(39,41,72,108,189,190).  In these experiments, a voltage is applied across the membrane 
and the ionic current flowing through the pore is monitored.  Two parameters of critical 
importance for pore-based sensing are the signal bandwidth and the current noise 
(134,135,147,176).  The signal bandwidth determines the accuracy with which a change 
in the current flowing through the pore is detected while the noise directly influences the 
sensitivity of a given pore.  Here we present a detailed theoretical and experimental study 
on the signal bandwidth and the noise of current recordings from synthetic membranes 
that contain a single submicrometer pore or nanopore with the goal of enabling 
optimization and accurate prediction of these two parameters as well as providing 
guidelines for reliable and sensitive low-noise recordings from these pores. 
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 Recent advances in fabricating membranes that contain a single submicrometer 
pore or nanopore (27,28,38,59,60,67,69-71,73-77,79,80,82-84,86-
90,92,94,104,127,128,182,191-193) have generated a dramatic increase in the number of 
applications that use these pores for sensing (24-38, 40, 42, 44-47, 49-53, 56-66, 68, 73, 
75, 78, 79, 83-85, 90-93, 95-106, 109, 111-122, 124-126, 168, 181, 182, 194-201).  The 
largest body of work has been generated by using these pores for resistive-pulse sensing 
experiments.  These experiments monitor the transient change in current (resistive-pulse) 
when an object of interest passes through the pore.  Resistive-pulse sensing has been used 
to detect and characterize: i) synthetic polymers (36,37), ii) DNA and RNA (38,40,42,44-
47,49-53,56,59,75,78,79,83,84,91,95-106,115,116,168,195-197,201), iii) nanoparticles 
(24-28,73,92,109,112,198), iv) viruses (29-31) and antibody-virus interactions (93), v) 
proteins (57,90,92,93,111,114,194,200) and unfolding of proteins (66), vi) small 
molecules (58-60,113,181,199), vii) ligand binding (61), viii) chemical reactions (62-
65,182), and ix) the aggregation of nanoparticles (diameter > 235 nm) by cross-linking 
with antibodies (32-35).  Additional work using current recordings from synthetic 
membranes with a single nanopore has included studies on the fundamental aspects of ion 
transport through the pore (68,117-122), on the tomography of a laser focus (124), and on 
the effect of surface properties of the pore on the generation of 1/f noise (85,125,126).  
 The signal bandwidth and the noise of the current recordings are important 
parameters for almost all of these applications.  For resistive-pulse sensing experiments, 
the noise of the recordings limits the signal-to-noise ratio and hence the sensitivity of the 
pore because the peak of a resistive-pulse must be above the noise to be detectable 
(73,85).  Quantitative resistive-pulse sensing experiments (i.e. experiments that make use 
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of the peak amplitudes or widths of resistive-pulses) require that the signal bandwidth is 
sufficient to resolve fully the resistive-pulses (92,134,202) otherwise the data may be 
inaccurate.  Ensuring a high signal bandwidth increases the information content and 
accuracy of the recordings which is also important for experiments that analyze the noise 
to obtain data on the surface properties of the pores (125,126).  High signal bandwidth, 
however, also strongly increases the current noise, so the appropriate choice of signal 
bandwidth is critical.  Furthermore, determining individual sources of the noise may 
make it possible to design the pore and the experimental setup in a fashion that minimizes 
the noise, and makes it possible to predict accurately the noise of a given experiment.  
Accurate noise prediction combined with equations that predict the peak amplitude of a 
resistive-pulse (22,24,25,27,28,106,168,203) would also aid in experiment design, for 
instance with regards to the optimal geometry and diameter of the pores for a given 
application or to the ideal material properties of the substrate in which the pore is 
fabricated.  
 While a significant research effort has focused on the noise and signal bandwidth 
of current recordings from patch-clamp experiments (132,135,147,176,178,204-207) and 
planar lipid bilayer experiments (134,208), we present here the first detailed study on the 
noise and signal bandwidth of current recordings from synthetic membranes that contain 
a single submicrometer pore or nanopore.  We examine the signal bandwidth of each 
experimental element (pore, headstage-amplifier-analog filter, digitizer, and digital filter) 
that is used for recording, as well as the overall signal bandwidth of these recordings.  
We discuss the individual sources of noise that are expected to contribute to the overall 
noise of the recordings, and we present theoretical equations describing these noise 
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sources.  Where possible, we compare the theoretical prediction of the individual noise 
source with experimental results.  By combining theory with experiments, we were able 
to predict the total noise of the recorded current traces with high accuracy when no 
voltage was applied.  Application of a voltage generated in some, but not all cases, an 
extra noise component that appeared to be of a 1/f origin.  Finally, we provide 
suggestions for minimizing the noise of current recordings, and for obtaining current 
recordings from resistive-pulse sensing experiments with adequate signal bandwidth to 
resolve fully resistive pulses. 
 
5.2. Overall Signal Bandwidth of Current Recordings from Submicrometer Pores 
and Nanopores  
 The overall signal bandwidth of current recordings from a submicrometer pore or 
nanopore is one of the most important parameters of the measurement because it 
determines the time resolution of the data and, as described later, strongly influences the 
noise of the recording.  The time resolution sets the upper bound of the “speed” at which 
changes in current can be resolved.  That is, if a change in current occurs faster than the 
time resolution, then the recorded current will “jump” from one value to the next and the 
intervening information on how the current arrived at this new value is lost.  In the 
context of resistive-pulse sensing experiments, the signal bandwidth can limit the 
accuracy of measurements of peak amplitude and peak width; for example, if the 
resistive-pulses require a larger bandwidth than what is available, then the peak 
amplitude of the resistive-pulses may be artificially reduced (i.e. the signal may be 
 
 90
“clipped”, see Figure 5.1) or the duration of the resistive-pulse may be too short to be 
detected. 
 The overall signal bandwidth of the current recording is determined by a 
combination of the signal bandwidths of each individual element involved in the 
measurement of the ionic current.  Here the individual elements are the submicrometer 
pore or nanopore, the headstage (i.e. the part of the amplifier that performs the initial 
amplification, placed as close as possible to signal of interest) and amplifier, the analog 
low-pass filter (which prevents aliasing (176) and reduces noise), the digitizer, and, if 
used, the digital filter.  The overall signal bandwidth will always be smaller or equal to 
the lowest signal bandwidth available from each individual element, and determining an 
exact value for each element can be difficult (it is possible to group certain elements and 
measure the signal bandwidth of this group).  In general, if the signal bandwidth of an 
element is approximately three times greater than the lowest signal bandwidth, its 
contribution to the overall signal bandwidth of the recordings is negligible (202).  In the 
following sections, we examine the signal bandwidth of each of the aforementioned 
elements (or a grouping of these elements) as well the overall signal bandwidth of the 







Figure 5.1.  Comparison of a single resistive-pulse from a virus particle at four different 
signal bandwidths, including 40, 10, 5, and 1 kHz.  Since complete resolution of the 
resistive-pulse required a signal bandwidth of at least 10 kHz (see Figure 5.10) (93), the 
shape of the resistive-pulse is modified significantly at signal bandwidths less than this 
value. 
 
 Before beginning this analysis, we would like to clarify the meaning of the term 
signal bandwidth.  When measuring signals in the presence of noise, two distinct 
bandwidths should be considered (209), the signal bandwidth and the noise bandwidth.  
Usually, the signal bandwidth is more important than the noise bandwidth since it 
determines the time resolution of the recordings.  The noise bandwidth is only required 
for an accurate prediction of the root-mean square (RMS) noise from theoretical 
equations and can be derived from the signal bandwidth as discussed below in the section 
Theoretical calculations of the RMS current noise from power spectral densities.   
 The signal bandwidth of systems that attenuate all frequency content above a 
specific frequency (e.g. a system that contains a low-pass filter) is typically defined as the 
frequency at which the signal (including its noise) has been attenuated by -3 dB (i.e. the 
signal bandwidth is the frequency at which the power of the signal and noise output from 
the system has been attenuated by 50% compared to the power of the signal and noise 
input to the system).  Since the frequency at which a low-pass filter attenuates the input 
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signal by -3 dB is commonly defined as the cutoff frequency fc of the filter (a definition 
we also used in this work), the terms signal bandwidth and cutoff frequency are often 
used interchangeably along with the terms -3 dB bandwidth and bandwidth.  Here we will 
use the terms signal bandwidth and cutoff frequency synonymously in the text and fc in 
the equations.   
  
Signal bandwidth of the pore: 
 Submicrometer pores and nanopores are typically fabricated in dielectric 
materials such as glass, silicon dioxide, silicon nitride, and polymers.  The use of such 
materials as substrates makes it possible to model the pore as a network of resistive and 
capacitive components.  Consequently it is possible that the pore structure itself could 
limit the signal bandwidth of the measurement (135,176,205).  In the simple case of a 
cylindrical pore spanning a membrane (as in the PET pores we used, see Figure 5.2B), 





≤ ,        (5.1) 
where fc (Hz) is the cutoff frequency (i.e. signal bandwidth), C (F) is the capacitance of 
the membrane that supports the pore, and R (Ω) is the total resistance leading to and from 
the membrane in which the pore is fabricated.  Note, in this model circuit for a pore in an 
electrolyte, R is not the resistance of the pore itself; R is only the resistance that arises in 
series with the capacitance of the chip (i.e. only the resistance to and from the pore is 





Figure 5.2.  Model circuits of the pores used in this work.  A) Model circuit of the glass 
pores with conical geometry.  Rw1 and Rw2 are the resistance of the fluidic channels 
leading to the glass substrate, Rs is the resistance of the 35 μm wide cylindrical shank, Cs 
is the capacitance of the substrate supporting the glass membrane with the pore, Rc is the 
total resistance of the conical part of the pore structure, Cc is the total capacitance of the 
conical part of the pore structure, and Cm is the capacitance of the glass membrane in 
which the pore was fabricated.  B) Model circuit of the PET pores with cylindrical 
geometry.  Rp is the resistance of the pore.  The model circuits shown above do not 
include the resistance or capacitance of the electrodes since these parameters are not 
expected to affect significantly the signal bandwidth of the pore.  In the models shown in 
A) and B), we considered the convergence resistance (210) to and from the pore as a part 
of the resistance of the pore (i.e., Rp and Rc include the convergence resistance). 
 
 In the experiments performed here, we used glass pores with conical geometry as 
shown in Figure 5.2A as well as polyethylene terephthalate (PET) pores with cylindrical 
geometry as shown in Figure 5.2B.  For the glass pores with conical geometry, Eq. 5.1 is 
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not directly applicable; however, it may be used to provide an estimate of the signal 
bandwidth for these pores by using the lower value of the bandwidth calculated with the 
following two sets of parameters (see Figure 5.2 for definitions of parameters): 1) C = Cs 
and R = Rw1 + Rw2 and 2) C = Cm + Cc and R = Rw1 + Rw2 + Rs.  In the fluidic setup we 
used with the recording buffer of lowest conductivity, Rw1 was approximately 100 Ω, Rw2 
was approximately 1100 Ω, Rs was approximately 80 kΩ, Cs was approximately 10 pF, 
Cm was approximately 5 fF, and Cc was approximately 2 fF.  Examining the two 
parameter sets resulted in a signal bandwidth of 13 MHz for parameter set 1 or of 280 
MHz for parameter set 2.  Taking the lower value thus predicts that the signal bandwidth 
of the glass pores with conical geometry is ~13 MHz (211). For the PET pores, Rw1 was 
approximately 20 Ω, Rw2 was approximately 300 Ω and Cs was approximately 30 pF.  
Using Eq. 5.1, these values result in an estimated signal bandwidth of 16 MHz for the 
PET pores.    
 In summary, we estimate that the signal bandwidth of the pore structures we used 
here was in the low MHz range, which is significantly greater than the signal bandwidth 
of the recording electronics we used (~ 52 kHz, see below).  It is important to realize that 
for the cylindrical pores used here, the resistance of the pore Rp did not affect the signal 
bandwidth since it was not in series with a significant capacitance.  In the case of conical 
pores, the equivalent model circuit was complicated but based on the estimate performed 
here (211), we suggest that the bandwidth of the conical pores used in this work was at 
least 13 MHz.  In general, as long as the pore structures do not generate a large resistance 
in series with a large capacitance (i.e. as long as the product of R × C is smaller than 
 
 95
approximately 1⋅10-6 Ω F), the signal bandwidth will not be limited by the pore structure 
itself but rather by the recording electronics as discussed in the following paragraphs. 
 
Signal bandwidth of the headstage, amplifier, analog low-pass filter, and digitizer: 
 The manufacturer of the headstage and amplifier used here does not specify the 
signal bandwidth of these individual elements.  Instead, the headstage (H), the amplifier 
(A), and an analog low-pass Bessel filter (F) are grouped together and the maximum 
signal bandwidth of this HAF group is specified in the form of a no load (no external 
components such as electrodes attached to the headstage) 10 – 90% risetime.  Here, the 
10 – 90% risetime t10-90 (s) of a system is the time that it takes for the output of the 
system to go from 10% of its final value to 90% of its final value when a step function is 
the input.  This value can be used to estimate the signal bandwidth of the HAF 
combination by using the following relationship (202,212): 
cf
t 34.09010 ≈− .        (5.2) 
 In the work presented here, we used two of the three amplification modes 
available in the Axopatch 200B amplifier: a headstage amplification of β = 0.1 and of β = 
1.0.  For β = 0.1, the feedback resistor in the headstage of the amplifier Rf equals 50 MΩ 
and the amplifier is able to pass a maximum current of 200 nA.  For β = 1.0, Rf equals 
500 MΩ and the amplifier is able to pass a maximum current of 20 nA.  The third mode 
of this amplifier uses a feedback capacitor instead of a resistor to decrease the noise; 
however, due to the relatively large currents recorded in most pore-based sensing 
experiments (hundreds of picoamps to nanoamps), this capacitive feedback mode is often 
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not practical due to the large number of resets required to discharge the feedback 
capacitor.  The manufacturer of the amplifier specifies that the two modes of headstage 
amplification β = 0.1 and β = 1.0 have a t10-90 risetime of 6 μs when an analog low-pass 
Bessel Filter with eight poles and a cutoff frequency of 100 kHz is used and no load is 
applied to the input.  This risetime corresponds to a signal bandwidth (Eq. 5.2) of 57 kHz 
(0.34 / 6⋅10-6 s = 56.6 kHz).  The manufacturer states that this signal bandwidth is lower 
than expected for a low-pass Bessel filter with a cutoff frequency of 100 kHz due to the 
signal bandwidth limitation of the electronics in the headstage of the amplifier (for a 
discussion of the electronic components used in a patch-clamp amplifier, see references 
(204,205)). 
 Since the signal bandwidth of the HAF combination is a very important 
parameter, we used an experimental technique to measure it (205,213).  For this 
measurement, we added the digitizer (D) to the grouping (HAFD) to test its effect on the 
signal bandwidth of the current trace (since the digitizer has a signal bandwidth larger 
than 250 kHz, no effect was expected).  Adding the digitizer also made it possible to 
record the data.  Using the built in low-pass Bessel filter with four poles set to a cutoff 
frequency of 100 kHz and a square wave that was capacitively coupled into the amplifier 
(see Experimental Section), we measured a no load t10-90 risetime of 6.3 ± 0.8 μs 
corresponding to a signal bandwidth of 54 ± 6 kHz for β = 0.1 and a t10-90 risetime of 6.5 
± 0.7 μs corresponding to a signal bandwidth of 52 ± 5 kHz for β = 1.  When we loaded 
the system with glass or PET pores with various resistances (0.2 MΩ to 4.3 GΩ), the t10-
90 risetime of either mode changed by less than 3.2%.  In summary, the signal bandwidth 
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of the HAFD combination was close to the value specified by the manufacturer for the 
HAF combination, and the signal bandwidth of the HAFD combination was minimally 
affected when loaded with electrodes and pores of either substrate material. 
 
Overall signal bandwidth of current recordings before and after application of a 
digital filter: 
 Since the signal bandwidth of the pores that we used was significantly greater 
than the signal bandwidth of the HAFD combination, the overall signal bandwidth of the 
current recordings was set by the HAFD combination to ~ 52 kHz (214).  After digitizing 
original current traces, it is common practice to filter these recordings with low-pass 
digital filters to reduce the noise by reducing the signal bandwidth of the sources of 
noise.  What then is the effect of digital filtering on the overall signal bandwidth?  The 
answer can be complicated depending on the type of filter used and depending on the 
cutoff frequency of the filter compared to the overall signal bandwidth of the originally 
recorded current trace (215).  For the experiments presented in this work, the solution 
was straightforward since the signal bandwidth of the pore was significantly greater than 
the signal bandwidth of the HAFD combination, and since we only used analog Bessel 
filters and digital Gaussian filters (216).  In this case of similar types of filters, the overall 












= ,       (5.3) 
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where fc1 is the signal bandwidth of the HAFD combination (here ~ 52 kHz) and fc2 is the 
cutoff frequency of the digital filter.  In addition to using Eq. 5.3, the overall signal 
bandwidth of the digitally filtered recordings can be determined experimentally by 
measuring the t10-90 risetime of a digitally filtered square wave that was coupled in 
capacitively.  For all discussions of current noise below, we used the experimentally 
determined signal bandwidth. 
 In summary, the overall signal bandwidth of the current trace was limited by the 
HAFD combination to ~ 52 kHz since the estimated signal bandwidth of the pore 
structures we used was large (low MHz range).  We expect the same result for most pore 
structures of other investigators as long as the product of R × C is smaller than 
approximately 1⋅10-6 Ω F. While it can be difficult to determine an exact overall signal 
bandwidth, there are two key ideas which help to estimate the overall signal bandwidth: 
1) the overall signal bandwidth will always be less than or equal to the lowest signal 
bandwidth of any element (pore, HAFD, digital filter) involved in the recording and 2) if 
the signal bandwidth of an element is significantly greater than the lowest signal 
bandwidth of an element (i.e. by a factor of approximately three), its contribution to the 
overall signal bandwidth of the recordings can be ignored (202). 
 
5.3. Noise of Current Recordings from Submicrometer Pores and Nanopores  
 The noise of the current recording is a critical parameter for resistive-pulse 
sensing experiments since it limits the signal-to-noise ratio and hence the sensitivity of a 
pore (73,85), and in some cases it enables fundamental studies on the surface properties 
of the pores (125,126).  A careful examination of the pore and the electrical components 
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involved in current recordings permits a determination of the individual sources and 
magnitudes of noise that contribute to the overall noise.  With this information, it may be 
possible to minimize the amount of noise through knowledge-based design of the 
experimental parameters, the pore structures, and the recording electronics (see below).  
Knowing the sources of noise may also enable an accurate prediction of the noise from a 
given pore; combining this prediction with theoretical equations that predict the peak 
amplitude of a resistive-pulse for a given particle (22,24,25,27,28,106,168,203) enables 
the simulation of resistive-pulse sensing experiments without the need for experimental 
work (assuming the bandwidth is adequate to resolve fully the resistive-pulses).  Finally, 
a detailed understanding of the noise can be helpful in studies that examine “extra” noise 
that may appear due to specific properties of a given pore (125,126).  
 There are several well-established methods for describing the noise of current 
recordings.  The most generally used technique is to calculate a single value that can be 
directly related to the noise measured in the current trace (176).  Two examples of such 
single values are: 1) peak-to-peak (p-p) noise, which is calculated by measuring the 
change in the current from peaks in the noise trace above the mean value of the noise to 
peaks below the mean value, and 2) root-mean-square (RMS) noise, which is the standard 
deviation of the noise from its mean value (176).  In order to obtain detailed information 
about the noise, it is common practice to calculate its power spectral density (also known 
as power spectrum).  The power spectral density of the noise provides information on the 
distribution of the power of the noise (which can be thought of as the strength of the 
noise signal) as a function of frequency.  This information can be useful for determining 
the origin of the noise (147,176).  In this work, we describe the theoretical and 
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experimental noise of the current traces based on RMS values and power spectral 
densities.  We chose to use RMS noise values because p-p noise values are somewhat 
ambiguous (there are no strict definitions on which peaks to choose), and RMS noise 
values can be calculated easily from power spectral densities (described below) or from 
original current traces. 
 In the following sections, we examine in detail the theoretical noise from each 
component involved in recording the ionic current flowing through a synthetic pore.  We 
describe the origin of each noise source and provide equations for calculating theoretical 
power spectral densities and RMS values of the noise of each source; these equations 
represent the minimum amount of noise that can be expected from the individual sources 
of noise.  Where possible, we compare the theoretical value of the individual source with 
an experimentally measured value, and we use this comparison to predict accurately the 
noise that is experimentally observed in current traces from glass and PET pores.  
Finally, we examine the “extra” noise that is observed in some of the pores under an 
applied voltage and conclude that the extra noise may be of a 1/f origin (85,125,126). 
 
Theoretical calculations of the RMS current noise from power spectral densities: 
 Before beginning a detailed analysis of the noise, we will briefly discuss a detail 
that enables a more accurate calculation of the predicted RMS noise from the theoretical 
power spectral densities.  Equations that provide RMS values of the noise are derived by 
integrating the power spectral densities of the noise with respect to frequency f from 0 to 
the cutoff frequency of the filter (see Eqs. 5.4 and 5.5).  This approach assumes that the 
noise from a given source is completely attenuated above the cutoff frequency that is 
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used in the calculation; however, the filters (digital or analog) commonly used in 
recording the ionic currents from the pores do not completely attenuate signals above 
their given cutoff frequency (i.e. the gain of the filter is not equal to 0 above the cutoff 
frequency of the filter) (147) which can lead to an appreciable amount of noise power 
above the cutoff frequency of the filter.   
 This additional noise can be taken into account by using the noise bandwidth of 
the filter in place of the signal bandwidth in theoretical calculations of RMS noise.  The 
noise bandwidth is calculated by multiplying the signal bandwidth of the filter with 
coefficients that are determined by the type of filter and by the frequency dependence of 
the power spectral density (147).  For a low-pass Bessel filter with eight poles, the 
correction coefficients are: c1 = 1.04 for a noise source with a power spectral density that 
has no dependence on frequency; c2 = 1.3 for a noise source with a power spectral 
density that grows linearly as a function of f; and c3 = 1.9 for a noise source with a power 
spectral density that grows as a function of f 2 (147).  Since we could not find the precise 
coefficients for a four pole low-pass Bessel filter or a low-pass Gaussian filter (as used in 
this work), we used coefficients c1, c2, and c3 as the best available approximation for all 
theoretical RMS calculations performed in this report (except for quantization noise that 
was not filtered by a digital filter (176)). 
 
 
Theoretical noise generated by the headstage and amplifier: 
 In nearly all current recordings from submicrometer pores or nanopores, the 
recording electronics convert the measured current into a voltage signal by using a 
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current-to-voltage (I-V) converter.  This I-V converter generates the majority of the noise 
that is added to the current signal in the headstage and amplifier (205).  The power 
spectral density of the noise of an I-V converter )(2 fS A (A
2 Hz-1) is given by Eq. 5.4 and 










































fcakTfcqIfI π , (5.5) 
where q (C) is the elementary charge of an electron, 1.6⋅10-19 C, Ifet (A) is the gate 
leakage current of the input field effect transistor (FET), a (unitless) is a constant factor 
that represents excess noise (176), Th (K) is the temperature of the feedback resistor, Rf 
(Ω) is the resistance of the feedback resistor, en (V Hz-1/2) is the input voltage noise of the 
input FET of the I-V converter, and Ct (F) is the total capacitance that interacts with the 
input of the headstage. 
 The first term in the power spectral density (Eq. 5.4) fetqI2  represents the shot 
noise generated by the gate leakage current of the input FET of the I-V converter.  The 
input FETs used for patch-clamp amplifiers like the Axopatch 200 series are designed to 
exhibit low shot noise and have Ifet values of ~ 0.2 pA (176), which is the value that we 
used in our calculations.  The second term 
fR
akT4  represents the thermal noise generated 
by the feedback resistor.  As stated above, the constant a is used to account for excess 
noise that may be present in the feedback resistor (176).  The headstage of the patch-
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clamp amplifier we used was cooled so that Th ≈ 258 K, and Rf was either 50 MΩ (β = 













n π  represents the noise 
generated by the interaction of the input voltage noise with the input capacitance.  The 
value of en ranges from 2 – 3 nV Hz-1/2 (176), and we used a value of 3 nV Hz-1/2 for en in 
the calculations here.  The total input capacitance Ct is equal to the sum of the 
capacitance in the amplifier Ca and the capacitance of the dielectric material(s) Cd that 
interacts with the headstage (see preceding section for numerical values of Cd).  With no 
load connected to the input pins, Ct is equal to Ca.  For a headstage amplification of β = 
0.1, the value of Ca is ~ 70 pF (i.e. the sum of the capacitance of the FET, which is ~ 20 
pF, and an injection capacitance of 50 pF (176)).  For a headstage amplification of β = 1, 
Ca is ~ 25 pF (i.e. the sum of the gate capacitance of the FET, which is ~ 20 pF, and an 
injection capacitance of 5 pF (176)).   
 The dash-dot line (-⋅ -⋅) in Figure 5.3 shows the theoretical RMS value of the 
noise generated by the headstage and amplifier with a headstage amplification of β = 0.1.  
For comparison, we show in Figure 5.4 the theoretical RMS value of the noise generated 
by the headstage and amplifier when β = 1.  These two figures demonstrate that the 




Figure 5.3.  Magnitude of four theoretical noise sources and the total theoretical noise in 
current recordings from submicrometer pores and nanopores as a function of the 
resistance of the pore structure for a headstage amplification of β = 0.1 (Rf  = 50 MΩ, Ca 
= 70 pF, and G = 50 MV A-1) assuming no excess noise in the feedback resistor (a = 1, 
other parameters as listed in the text).  The graphs show the thermal noise IT, dielectric 
noise ID, headstage and amplifier noise IA, quantization noise IQ, and the resulting total 
noise Itotal, at three different signal bandwidths for pores fabricated in glass and PET.  A) 
Predicted noise for the glass pores used in this work at a cutoff frequency of fc = 40 kHz 
for all sources of noise.  The dashed line (- - -) represents the thermal noise IT of the pore, 
the dash-dot (-⋅ -⋅) line represents the noise of the headstage and amplifier IA, the dash-
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dot-dot (-⋅⋅ -⋅⋅) line represents the dielectric noise of the substrate ID, the dotted line (⋅⋅⋅) 
represents the quantization noise IQ, and the solid line (⎯) represents the total noise Itotal 
(i.e. the RMS sum of the four noise sources).  B) Predicted noise from the four noise 
sources for the PET pores used in this work with fc = 40 kHz.  Note that the increased 
capacitance and dissipation factor of the PET pores compared to glass pores increased the 
dielectric noise, the headstage and amplifier noise, and the total noise.  C) Same graph as 
in A) except with fc = 10 kHz.  D) Same graph as in B) except with fc = 10 kHz.  E) Same 
graph as in A) except with fc = 1 kHz.  F) Same graph as in B) except with fc = 1 kHz.  At 
this reduced cutoff frequency, the increased capacitance and dissipation factor of PET 





Figure 5.4.  Magnitude of four theoretical noise sources and the total theoretical noise in 
current recordings from submicrometer pores and nanopores as a function of the 
resistance of the pore structure for a headstage amplification of β = 1 (Rf  = 500 MΩ, Ca 
= 25 pF, and G = 500 MV A-1) assuming no excess noise in the feedback resistor (a = 1, 
other parameters as listed in the text).  A) Predicted noise for the glass pores used in this 
work at a cutoff frequency of fc = 40 kHz for all sources of noise.  The dashed line (- - -) 
represents the thermal noise IT of the pore, the dash-dot (-⋅ -⋅) line represents the noise of 
the headstage and amplifier IA, the dash-dot-dot (-⋅⋅ -⋅⋅) line represents the dielectric noise 
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of the substrate ID, the dotted line (⋅⋅⋅) represents the quantization noise IQ, and the solid 
line (⎯) represents the total noise Itotal (i.e. the RMS sum of the four noise sources).  B) 
Predicted noise from the four noise sources for the PET pores used in this work with fc = 
40 kHz.  Note that dielectric noise is now larger than the headstage and amplifier noise.  
C) Same graph as in A) except with fc = 10 kHz.  D) Same graph as in B) except with fc = 
10 kHz.  E) Same graph as in A) except with fc = 1 kHz.  F) Same graph as in B) except 
with fc = 1 kHz.  
 
recordings for pores with resistances greater than ~10 MΩ when β = 0.1 and ~50 MΩ 
when β = 1.  Overall, we expect that the noise of the headstage and amplifier will be 
significant (or dominant) in many experiments (especially experiments that require high 
signal bandwidths).  We discuss methods for minimizing IA in later sections of this 
chapter. 
 
Theoretical noise generated by the pore: 
 To a first approximation, the overall pore structure can be considered as a simple 
resistive element.  Resistors generate noise due to thermal agitation of charge carriers 
inside the device (176), and this type of noise is known as thermal noise (also called 
Johnson noise or Nyquist noise).  The power spectral density of thermal noise )(2 fST  is 
given by Eq. 5.6 and the RMS thermal noise IT(fc) is given by Eq. 5.7 (147,176): 
R
kTfST
4)(2 = ,        (5.6) 
R
fkTcfI ccT 1
4)( = ,       (5.7) 
where R (Ω) is the resistance of the pore structure, k is Boltzmann’s constant, 1.38⋅10-23 
m2 kg s-2 K-1, and T (K) is the temperature (here, T = 294 K).  The dashed lines (- - -) in 
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Figures 5.3 and 5.4 show the resulting theoretically estimated RMS value of the thermal 
noise IT as a function of the resistance of the pore structure for three different signal 
bandwidths using Eq. 5.7.  
 We think that Eqs. 5.6 and 5.7 provide a reasonable approximation of the thermal 
noise that is generated by many of the pore structures that are commonly used; however, 
if the capacitance of the substrate is large (greater than ~100 pF), or the resistance of the 
pore is large (greater than ~100 MΩ), or the resistance leading to and from the pore is 
large (greater than ~500 Ω), Eqs. 6 and 7 may no longer accurately describe the thermal 
noise of the pore structure.  In this instance, it may be more accurate to derive the 
theoretical thermal noise equation of the pore from the model circuit of the pore (Figure 
5.2) rather than using Eqs. 6 and 7 (147).  For comparison, we present a general method 
for determining the thermal noise from the model circuit in Appendix 5.A, and we used 
this method to derive thermal noise equations for the model circuits presented in Figure 
5.2. 
 Based on the graphs in Figures 5.3 and 5.4, we predict that the thermal noise 
generated by the pore structure is an important or dominant source of noise for both 
dielectric materials given that the resistance of the pore is smaller than ~50 MΩ (at 
bandwidths smaller than 10 kHz, thermal noise dominates up to approximately 400 MΩ).  
As a general rule, the thermal noise of the pore is the minimum amount of noise 
achievable in a current trace, and we expect that it will be a significant source of noise in 
many experiments.  Thermal noise cannot be reduced for a pore structure with a given 
resistance without lowering the bandwidth; we therefore discuss in later sections of this 
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paper ways to perform measurements with the optimal signal bandwidth to reduce the 
thermal noise to its minimum value without compromising the accuracy of resistive-pulse 
recordings. 
 
Theoretical noise generated by the substrate material: 
 Synthetic nanopores are typically fabricated in dielectric materials such as silicon 
dioxide, silicon nitride, glass, and polymers.  While these materials provide excellent 
substrates that can be chemically and mechanically robust, they exhibit loss in the form 
of thermal energy.  The thermal energy generated by this loss generates thermal noise 
from the dielectric material (176), and this type of noise is known as dielectric noise.  
The power spectral density of dielectric noise )(2 fSD is given by Eq. 5.8 and the RMS 
dielectric noise ID(fc) is given by Eq. 5.9 (147,176): 
fkTDCfS dD π8)(
2 = ,       (5.8) 
2
24)( cdcD fckTDCfI π= ,      (5.9) 
where D is the dissipation factor (dielectric loss tangent, unitless) of the material(s), and 
Cd (F) is the capacitance of the dielectric(s).   
 In general, D is determined by combining the dielectric loss of all materials that 
contribute to the capacitance Cd.  These materials do not, however, contribute to D 
equally; thus it can be difficult to determine an exact value of D (134).  Since the pores 
that we used were made of a single substrate material, either glass or PET, (and the 
substrate did not require any form of support that made a significant contribution to Cd), 
we estimated D as the dielectric loss of the material in which the pore was fabricated (D 
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is frequency dependent but usually changes minimally over the range of frequencies of 
interest here (176)).  For the conical pores in Corning 0211 borosilicate glass, the value 
of D was 0.0047 and the capacitance of the dielectric was Cd = Cs + Cm + Cc ≈ 10 pF 
(217).  For the cylindrical pores fabricated in PET, the value of D was 0.016 and the 
capacitance of the dielectric was Cd = Cs ≈ 30 pF (218).  The dash dot dot line (-⋅⋅ -⋅⋅) in 
Figures 5.3 and 5.4 shows the theoretical RMS value of the dielectric noise of the glass 
and PET pores for three signal bandwidths.   
 Figures 5.3 and 5.4 demonstrate that the increased capacitance and dissipation 
factor of the PET pores compared to the glass pores causes an increase in the dielectric 
noise of the substrate (as well as the noise of the headstage and amplifier).  In the case of 
PET pores with resistances larger than ~50 MΩ, reducing the noise of the headstage and 
amplifier by selecting a headstage amplification of β = 1 renders the dielectric noise the 
largest source of noise.  Dielectric noise can be particularly important for high signal 
bandwidth applications since the RMS value of the dielectric noise grows linearly with 
the signal bandwidth (Eq. 5.9).  We discuss methods for minimizing dielectric noise in 
later sections of this paper. 
 
Theoretical noise generated by the digitizer: 
 The digitizer converts an analog signal to a discrete signal by performing an 
operation known as quantization.  Quantization refers to the mapping of each value of an 
analog signal to an integer multiple of a fundamental value known as the quantizing step, 
δ (unitless) (176).  The approximation of the original signal by the discrete values 
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available to the digitizer adds additional noise to the signal, and this noise is known as 
quantization noise.  If the analog signal is “reasonably large” compared to δ, then the 
power of the quantizing noise can be approximated by δ 2/12 (176).  During digitization, 
the signal is sampled at a specific frequency fs as well as quantized.  The power of the 
quantizing noise lies in the band of frequencies from 0 to fs/2 and is usually independent 
of frequency (176).  Hence the power spectral density of the voltage quantization noise 
)(2 fSQV  can be approximated by Eq. 5.10 and the RMS voltage quantization noise VQ(fc) 
can be approximated by Eq. 5.11 (176) (recall that the current flowing through the pore is 















= .       (5.11) 
 The digitizer that we used has 16 bits of accuracy and accepts signals from +10 V 
to –10 V (i.e., the full scale range, FSR, of the digitizer is ± 10 V).  Hence δ = 20 V / 216 
= 0.305 mV (this value was held constant throughout all of the experiments).  In order to 
obtain the power spectral density of the quantization noise and RMS quantization noise 
expressed in current, )(2 fSQA and IQ(fc), the overall gain of the system G (V A
-1) must be 























= .       (5.13) 
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In the experiments discussed here, G was 5⋅107 V A-1 for β = 0.1 and 5⋅108 V A-1 for β = 
1.  We held fs constant at a value of 500 kHz throughout all experiments.  Note that the 
coefficient of correction c1 present in Eqs. 5.11 and 5.13 is only used if the quantization 
noise has been filtered by a digital filter, otherwise this coefficient should be removed.  
The dotted lines (⋅⋅⋅) in Figures 5.3 and 5.4 show the theoretical RMS value of the 
quantization noise generated by the digitizer for three bandwidths. 
 Figures 5.3 and 5.4 show that the quantization noise is typically not an important 
source of noise.  In most cases, we do not expect quantization noise to make a significant 
contribution to the overall noise in a current trace; however, since this noise source is 
added in after the current trace is filtered with an analog filter, it can be significant in 
current traces that have been strongly filtered with analog filters.  As we show in a 
following section, the experimentally determined noise generated by the digitizer can 
also be greater than what is predicted by the quantization noise equation.  Therefore we 
discuss methods for minimizing quantization noise in the later sections of this paper. 
 
Calculation of the total theoretical RMS noise: 
 The total theoretical RMS value of the noise can be calculated by considering the 
underlying random nature of the sources of noise.  This randomness causes uncorrelated 
noise sources to add in an RMS fashion (Eq. 5.14) (176).  Since the RMS value of the 
thermal noise of the pore IT, the dielectric noise of the substrate ID, the noise of the 
amplifier IA, and the quantization noise of the digitizer IQ are uncorrelated, the total RMS 




QADTtotal IIIII +++= .      (5.14) 
Due to the RMS addition of the sources of the noise, the largest source(s) of noise tends 
to dominate the total noise as shown in Figures 5.3 and 5.4.  Considering this 
characteristic is crucial for attempts to reduce the noise of the current recordings. 
 To predict accurately the total RMS noise, the noise bandwidth of each source 
must be determined.  In general, the signal bandwidth of the HAFD combination (or 
HAFD-digital filter combination) should be used for calculations of the noise bandwidth 
of the headstage and amplifier noise, the dielectric noise of the substrate, and the thermal 
noise of the pore (219).  The remaining source of noise to consider for calculating the 
total noise is quantization noise, which is added after the current trace has been filtered 
with an analog filter.  If the current trace is not filtered digitally, then quantization noise 
will have a noise bandwidth of fc =fs/2 (as mentioned above, no correction coefficient is 
used (176)).  If a digital filter is used, the noise bandwidth of the quantization noise can 
be calculated from the signal bandwidth of the digital filter by using the correction 
coefficient 
 To summarize, the total theoretical noise of current recordings from 
submicrometer pores or nanopores is dominated by the largest source(s) of noise.  Figure 
5.3 shows that the total noise is dominated by thermal noise for PET and glass pores with 
resistances less than 10 - 50 MΩ.  For pores with resistances greater than ~50 MΩ, the 
largest source of noise is the headstage and amplifier.  If the noise of the amplifier can be 
reduced by choosing a larger headstage amplification (β = 1 rather than 0.1), then the 
noise of glass pores with resistances above ~50 MΩ can be dominated by the thermal 
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noise of the pore instead of the headstage and amplifier noise whereas the noise of PET 
pores with resistances above ~50 MΩ can be dominated by dielectric noise. 
   
Effect of substrate capacitance on current noise: 
 The capacitance of the substrate that contains the pore can have a significant 
effect on the noise of a current trace since it influences the noise of the headstage and 
amplifier, the dielectric noise of the substrate, and potentially the thermal noise of the 
pore (as discussed in Appendix 5.A).  To examine the effect of substrate capacitance, we 
plotted in Figure 5.5 the theoretical RMS noise of the four individual sources as well as 
the total noise as a function of the substrate capacitance.  Since we allowed the substrate 
capacitance to range from 10 pF to 2 nF, we used a thermal noise equation (Eq. 5.A.6) 
which includes the effect of the substrate capacitance (derived for cylindrical pores, 
Figure 5.2B); this equation and its derivation are provided in Appendix 5.A.  In Figure 
5.5, we examine a “low-noise scenario” (D = 0.0047 and β = 1, Figure 5.5A,C,E) and a 
“high-noise scenario” (D = 0.016 and β = 0.1, Figure 5.5B,D,F) at three different signal 
bandwidths.  In both scenarios, we found that the capacitance of the substrate had an 
increasing effect on the noise at higher bandwidths as expected from the theoretical 
equations.  It is therefore critical to use a substrate with low capacitance (≤ 100 pF) to 







Figure 5.5.  Magnitude of four theoretical noise sources and the total theoretical noise in 
current recordings from submicrometer pores and nanopores as a function of the 
capacitance of the substrate Cs.  The graphs show the thermal noise IT-Cyl (- - -, calculated 
using Eq. 5.A.6 from Appendix 5.A) derived for a cylindrical pore structure (Figure 
5.2B), the headstage and amplifier noise IA (-⋅ -⋅, Eq. 5.5), the dielectric noise ID (-⋅⋅ -⋅⋅, 
Eq. 5.9), the quantization noise IQ (⋅⋅⋅, Eq. 5.13), and the resulting total noise Itotal (⎯, Eq. 
5.14) at three different signal bandwidths for a “low-noise” case (black curves) with D = 
0.0047 and β = 1 and a “high-noise” case (red curves) with D = 0.016 and β = 0.1.  The 
black and red curves in each plot were calculated for a pore with a resistance of Rp = 10 
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MΩ (Ra = Rw1 + Rw2 = 350 Ω).  The blue and green curves show the total noise for two 
additional values of the resistance of the pore: Rp = 3 MΩ (blue) and Rp = 50 MΩ 
(green).  A) Predicted noise at a signal bandwidth of 40 kHz for pores with a dielectric 
loss D = 0.0047, headstage gain β = 1 (Rf  = 500 MΩ, Ca = 25 pF, and G = 500 MV A-1) 
and assuming no excess noise in the feedback resistor (a = 1).  B) Predicted noise at a 
signal bandwidth of 40 kHz for pores with a dielectric loss D = 0.016, headstage gain β = 
0.1 (Rf  = 50 MΩ, Ca = 70 pF, and G = 50 MV A-1) and assuming no excess noise in the 
feedback resistor (a = 1).  C) Identical to graph as in A except with fc = 10,000 Hz.  D) 
Identical to graph as in B except with fc = 10,000 Hz.  E) Identical to graph as in A 
except with fc = 1,000 Hz.  F) Identical to graph as in B except with fc = 1,000 Hz. 
 
Comparison of theoretical and experimental noise of the digitizer and amplifier: 
 In order to test the accuracy of the theoretical equations of the noise of the 
headstage and amplifier and the digitizer, we compared the theoretically calculated 
values with experimental results.  To determine experimentally the quantization noise 
power 2QAS , we examined the power spectra of current recordings after filtering with 
analog filters that reduced the noise power from the other sources of noise below that of 
the noise power of the digitizer as shown in Figure 5.6A.  We determined the 
quantization noise power from the flat part of the power spectrum at frequencies higher 
than the roll-off of the filter that was used.  This analysis provided a value  of 
=2QAS 2.1⋅10
-4 ± 0.38⋅10-4 pA2 Hz-1 for β = 0.1 and a value of =2QAS  2.0⋅10
-6  ± 0.26⋅10-6 
pA2 Hz-1 for β = 1.  Using Eq. 5.12, we obtained =2QAS 1.24⋅10
-5 pA2 Hz-1 for β = 0.1, 
and =2QAS 1.24⋅10
-7 pA2 Hz-1 for β = 1.  In contrast, both of the experimentally measured 
values were approximately 16 times larger than the theoretical values (the two measured 
values for β = 0.1 and β = 1 were, however, different by a factor of 100 which agrees 




Figure 5.6.  Power spectra used to determine experimentally the amount of quantization 
noise and dependence of the RMS noise generated by the amplifier on the signal 
bandwidth.  A) Power spectra calculated from current traces that were recorded with a 
headstage gain of β = 0.1.  An analog low-pass Bessel filter with four poles and a 
bandwidth of 10 kHz (black), 5 kHz (red), and 2 kHz (blue) was used to reduce the noise 
of the current trace below that of the quantization noise that was added in during 
digitization.  The flat region of the power spectra at frequencies higher than the cutoff 
frequency of the filter was used to calculate the value of the quantization noise; the 
average value of the flat region of the three traces was 2.1⋅10-4 ± 0.38⋅10-4 pA2 Hz-1.  The 
power spectra used to determine experimentally the quantization noise with β = 1 were 
very similar to the ones shown here.  B) Noise generated by the combination of the 
headstage (no load applied to the input pins) with the patch clamp amplifier as a function 
of the bandwidth at two different settings of the gain: β = 0.1 (black) and β = 1 (red).  All 
data points were obtained by selecting the signal bandwidth by digital filtering (220) 
except for the two points marked with an asterisk (which were obtained by analog 
filtering only).  The dashed lines were calculated (not fitted) using Eq. 5.5 without 
consideration of excess noise (a = 1).  The solid lines were generated by fitting Eq. 5.5 to 
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the data using a and Ct (since there was no load attached, Ct = Ca) as fitting parameters.  
For β = 0.1, the best fit (R2 ≥ 0.99) generated a value of a = 1.6 and of Ca = 98 pF.  For β 
= 1, the best fit (R2 ≥ 0.99) generated a value of a = 1.9 and of Ca = 30 pF.  The points 
marked with an asterisk were excluded from the best fit analysis (221). 
 
amplifier and in each case the changes between the measured values of noise always 
agreed with Eq. 5.12).  This large discrepancy may be caused by the digitizer adding 
extra noise to the quantization noise. 
 The power spectrum of the quantization noise was constant over the frequency 
range of interest as predicted by theory, hence we were able to subtract the 
experimentally determined quantization noise from the measured value of the noise of the 
recording electronics.  The resulting experimentally determined headstage and amplifier 
noise made it possible to compare the theoretical equations of the RMS noise generated 
by the amplifier (no load applied to the input pins) with the measured RMS noise from 
current traces that were filtered with digital Gaussian low-pass filters of varying cutoff 
frequency for β = 0.1 and β = 1 as shown in Figure 5.6B. 
 Since the capacitance of the amplifier Ca and the constant representing excess 
noise in the feedback resistor a were not well defined, we carried out best fit analyses 
with the experimental data points (except for the data points marked with an asterisk 
(221)) with Eq. 5.5 by using Ca and a as fitting parameters (since no load was connected 
to the input pins, Ca = Ct).  With this procedure, we obtained excellent fits for β = 0.1 
with Ca = 98 pF and a = 1.6 as well as for β = 1 with Ca = 30 pF and a = 1.9 as shown in 
Figure 5.6B.  We also examined the accuracy of Eq. 5.5 if we would use a = 1 (no excess 
noise in the feedback resistor) as well as the values for Ca  that we estimated from the 
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specifications of the manufacturer and Sherman-Gold (176) (β = 0.1, Ca = 70 pF; β = 1, 
Ca = 25 pF).  In this case, the maximum error between the measured noise and the 
theoretical noise was ≤ 30% for both β = 0.1 and for β = 1 (not including the data points 
with an asterisk).   
 In summary, the experimental value of the noise of the digitizer was significantly 
higher than the theoretical value of the quantization noise.  The theoretical equations of 
the quantization noise, however, accurately predicted the reduction in the noise of the 
digitizer caused by an increase in the gain of the amplifier.  Therefore, the theoretical 
quantization noise equations are useful for predicting the change of the experimentally 
measured digitizer noise when a given parameter of the experiment is modified.  For the 
case of the amplifier and headstage noise, two parameters in Eq. 5.5 were not well 
defined so we fit the experimental noise data with this equation.  We obtained excellent 
fits and the values of the amplifier capacitance obtained from the fits were close to the 
theoretically estimated values. 
 
A combination of theory and experimental results enabled an accurate prediction 
of the total noise of pores in glass or PET substrates: 
 One of the main goals of this work was to enable the prediction of the expected 
noise of current recordings from pores with a variety of geometries that were fabricated 
in various materials.  To this end, we demonstrate the accurate prediction of the 
experimentally observed noise of pores in glass or PET substrates.  The pores in glass 
substrates that we used had conical geometry and diameters ranging from 250 nm to 1.5 
μm (Figure 5.2A).  The pores in PET substrates that we used had cylindrical geometry 
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and diameters ranging from ~10 nm to 610 nm (Figure 5.2B).  In order to predict the 
current noise, we used Eq. 14 with Ca = 98 pF and a = 1.6 for β = 0.1 and with Ca = 30 
pF and a = 1.9 for β = 1 (as obtained from the best fits shown in Figure 5.6B) to perform 
the calculation of the theoretical noise of the headstage and amplifier (all other values 
were used as given previously in the text).  For the quantization noise, we used the 
experimentally measured value since it was straightforward to determine and 
significantly greater than the theoretical value (as mentioned before).  We used the 
thermal noise and dielectric noise equations as given by Eqs. 5.7 and 5.9. 
 In order to carry out the analysis, we determined first the experimental signal 
bandwidth of the HAFD-digital filter combination (using Eq. 5.2) by measuring the t10-90 
of a digitally filtered square wave that we coupled in capacitively after mounting the 
glass pores or PET pores in the recording setup.  From this experimental value of the 
signal bandwidth, we then calculated the theoretically predicted noise values for pores in 
PET or glass as a function of resistance.  As shown in Figure 5.7, the predicted noise 
values and the measured values were in excellent agreement, in particular for recordings 
at signal bandwidth ≤ 23 kHz. Consequently, the theoretical approach described here can 
be used to predict accurately the expected noise from pores before fabricating these pores 
and before carrying out any experiments.  This predicted, minimal achievable noise can 
be used to assess the best possible signal-to-noise ratio for resistive pulse recordings of 




Figure 5.7.  Comparison between predicted and measured noise of pores fabricated in 
glass and PET at four different signal bandwidth values (i.e., the original current trace 
was filtered with a digital Gaussian low-pass filter with one of four different cutoff 
frequencies).  The signal bandwidth of the HALD-digital filter combination was 
determined experimentally from the t10-90 risetime; it was ~40 kHz (black), ~23 kHz 
(red), ~10 kHz, (blue), and ~1 kHz (green).  The dashed lines were calculated using Eq. 
5.14 with the modifications to the individual sources of noise as discussed in the text.  A) 
Predicted and measured noise values from conical pores in glass with diameters ranging 
from 250 nm to 1.5 μm as a function of the resistance of these pores with β = 0.1 
(parameters used for calculating the predicted noise as discussed in the text).  B) Identical 
graph as in A except with β = 1 (parameters used for calculating the predicted noise as 
discussed in the text).  C) Noise values measured from cylindrical pores in PET with 
diameters ranging from ~10 nm to 610 nm as a function of the resistance of these pores 
(β = 0.1).  D) Identical graph as in C except with β = 1.  The recording buffer for 
experiments with the glass pores was either 1.00 M KCl with 0.01 M phosphate buffer 
pH 7.3 and 0.1% w/v Triton X-100 or 0.15 M KCl with 0.01 M phosphate buffer pH 7.3 
and 0.1% w/v Triton X-100; the recording buffer for the experiments with the PET pores 
was 1.00 M KCl with 0.01 M phosphate buffer pH 7.3 and 0.1% w/v Triton X-100.  The 




the analysis with theoretical equations for predicting the amplitudes from translocating 
objects (22,24,25,27,28,106,168,203). 
 One surprising result from Figure 5.7 is that at the highest signal bandwidth (40 
kHz), the pores in glass and in PET generated a measurable current noise that was 
smaller than the theoretically predicted value (which we expected to be the minimal 
possible noise).  For pores in glass the maximum difference between the measured and 
predicted noise value was ≤ 8.5% and for the pores in PET is was ≤ 12% for either value 
of β.  We think that these decreased experimental noise levels at the highest signal 
bandwidths are mainly due to inaccuracies in the measurement of the signal bandwidth of 
the HAFD-digital filter combination (222).   
 To summarize, in the absence of an applied voltage, the total noise from current 
recordings through submicrometer- and nanometer-size pores can be predicted with high 
accuracy up to a signal bandwidth of 23 kHz (error < 5%); at a signal bandwidth of 40 
kHz, this prediction is still within an error of 12%.  The equations provided above (Eqs. 
5.4-14) also provide insight on possible strategies to reduce the inherent current noise of 
recordings from submicrometer pores and nanopores. 
 
Application of a voltage, in some cases, increased the noise of the current trace: 
 Many of the experiments that use submicrometer pores and nanopores for sensing 
require the application of a voltage across the membrane in order to monitor the current 
flowing through the pore.  The application of a voltage can, however, cause an increase 
in the noise of the current trace (in some cases, the noise can grow by more than one 
order of magnitude) (85,125,126).  Therefore, we examined the noise for all pores used in 
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this work while applying a voltage.  Typical resistive-pulse sensing experiments use a 
voltage of 0.1 – 0.4 V (39,41,72,108,189,190).  Here we limit our discussion to pores that 
produced currents smaller than 200 nA (the saturation value of the amplifier) under 
voltage biases ≤ 0.4 V (N = 17).  Figure 5.8 shows that, in some cases, the noise 
increased significantly after a voltage was applied.  For glass pores, the magnitude of the 
increase showed a weak dependence on the resistance of the pore with increased noise at 
low resistance values.  For PET pores, we observed almost no change in the noise.  
 In general, the noise generated by the headstage and amplifier, the quantization 
noise generated by the digitizer, the dielectric noise generated by the substrate, and the 
thermal noise generated by the pore are not expected to increase when a voltage is 
applied (or when current flows).  So the question is, what caused the extra noise when a 
voltage is applied?  One possible source is shot noise (176,205,207,223-227).  RMS shot 
noise is usually modeled as increasing proportionately with the square root of the current, 
which would agree with the trend of increasing noise with decreasing resistance in glass 
pores; however, significant amounts of shot noise are only expected in circuits that 
contain a potential barrier (such as a diode or certain ion channels) (223,226,228,229) 
and the power spectral density of shot noise is independent of frequency (147,223,228).  
As far as we know, the pores used in this work did not contain a potential barrier and 
they did not exhibit rectification.  Nanopores, under certain conditions, can be strongly 
rectifying (69,117-119,121,122) and hence may contain a potential barrier; these pores 




Figure 5.8.  Influence of an applied voltage on the RMS current noise recorded from 
pores in glass and PET substrates.  A) Noise measured with glass pores at a signal 
bandwidth of ~40 kHz (black), ~10 kHz (blue), and ~1 kHz (green) with an applied 
voltage of 0 V (squares), 0.1 V (circles) or 0.2 V (up triangles) with a headstage gain of β 
= 0.1.  B) Noise obtained from PET pores at a signal bandwidth of ~40 kHz (black), ~10 
kHz (blue), and ~1 kHz (green) with an applied voltage of 0 V (square), 0.1 V (circles), 
0.2 V (up triangles), or 0.4 V (down triangles) with a headstage gain of β = 0.1.  The 
recording buffer for the glass pores was either 1.00 M KCl with 0.01 M phosphate buffer 
pH 7.3 and 0.1% w/v Triton X-100 or 0.15 M KCl with 0.01 M phosphate buffer pH 7.3 
and 0.1% w/v Triton X-100.  The recording buffer for the PET pores was 1.00 M KCl 





 Figure 5.9 shows that the increase in the power of the noise that we observed 
under an applied voltage was clearly dependent on frequency.  Specifically, as the 
frequency decreased below approximately 50 kHz, the power of the noise from the 
current traces with an applied voltage increased linearly (on a log-log plot) whereas the 
power of the noise from the current trace without an applied voltage remained flat.  
Figure 5.9 also shows that the linear increase in noise power was maintained from the 
initial frequency at which the noise power began to increase (which varied from pore to 
pore) until the lowest frequencies on the power spectra (~6 Hz) (230). 
 A linear increase of the noise power as a function of decreasing frequency in a 
double logarithmic plot is in agreement with so-called 1/f noise or flicker noise.  This 
type of noise is characterized by a power spectrum 2FS  of (178): 
 αf
cSF =
2 ,        (5.15) 
where c is a constant (and usually has the value 1) and α is close to 1.  The value of α can 
vary considerably, and discussions on 1/f noise include values of α that range from 0 – 2 
(178).   Noise with the type of power spectra as shown in Figure 5.9 has been observed 
previously in nanopore structures that were fabricated in synthetic membranes 
(85,125,126), and recent reports have proposed a physical origin including nanobubbles 
in the pore (125) or mobile surface charges on the surface of the walls of the pore for the 





Figure 5.9.  Representative power spectra of the current noise recorded from a glass pore 
that exhibited a large amount of extra noise under an applied voltage of 0.0 V (black), 0.1 
V (red), 0.2 (blue).  The light blue and the light red line were generated by fitting the 
power spectra to Eq. 15.  For the light red line, α was equal to 0.70 ± 0.005; for the light 
blue line, α was equal to 0.67 ± 0.004. 
 
 In order to examine if the extra noise that we found experimentally with the glass 
pores when we applied a voltage had a 1/f origin, we fitted the power spectra of the 
current noise from these pores with Eq. 5.15 (applied voltage of 0.2 V).  We obtained 
good fits with values for c that varied between 0.2 – 8.4 (average of 3.0 ± 2.4) and values 
for α that varied between 0.4 – 0.8 (average of 0.6 ± 0.1).  To examine this extra noise in 
more detail, we compared the results reported here with a simple theoretical model of 1/f 
noise derived from experimentally similar conditions.  In this approach, Hooge et al. 
predicted that the RMS value of the noise increases linearly (on a linear scale) with 
voltage (178,231).  We found that approximately 66% of the glass pores that we 
examined followed a roughly linear trend in a voltage range of 0 to 0.2 V (signal 
bandwidth of 1 kHz), albeit with a significant variance in the slopes of the linear best 
fitted lines (the glass pores with the largest amount of extra noise tended to follow an 
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exponential trend with increasing voltage as opposed to a linear trend).  Several of the 
glass pores generated noise that deviated from this linear trend at 0.4 V, even though the 
power spectra displayed an apparent 1/f component at low frequencies.  In summary, we 
suggest that the extra noise generated by the glass pores used here was of a 1/f origin, 
although, at this point, we do not know the exact mechanism causing its generation. 
 Overall, the occurrence of significant 1/f noise under conditions of an applied 
voltage appeared random from pore to pore.  This variability has been described in other 
devices that display significant 1/f noise (228).  Generally, we (and others) do not 
conduct current recordings with pores that exhibit amounts of extra noise under an 
applied voltage since this noise reduces the sensitivity of the measurement (in our 
experience, these pores are also more prone to clogging compared to pores that do not 
have significant amounts of extra noise).  From an experimental point of view, the best 
pores exhibit a small increase in RMS noise (≤ 35% at a signal bandwidth of 10 kHz) 
when a voltage is applied (in our hands, ~60% of the glass pores and all of the PET pores 
fell in this category).  Hence, for many experiments, the noise equations provided here 
can be used to predict the noise from current recordings with a maximum error of 35% 
even in the presence of an applied voltage. 
 
5.4. Recommendations for Minimizing the Noise of Current Recordings  
 In order to minimize the noise of a current trace, it is helpful to analyze the 
relative magnitude of the contributions from each of the sources of noise.  Since the noise 
values from various sources add in an RMS fashion, the largest source of noise dominates 
so that any reduction in the smaller values has a minimal effect on the overall noise.  
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Depending on the parameters of a given experiment, it is possible that any one of the 
sources of noise listed in the text here may be the dominant noise source.  Therefore we 
will briefly introduce methods for minimizing each source of noise.  We exclude the 
obvious method of reducing the signal bandwidth of the noise sources from these 
recommendations, as it will be discussed in detail in the next section. 
 
Thermal Noise: 
 As expected, the thermal noise generated by a pore (or the feedback resistor of the 
headstage) represents the theoretical minimum amount of noise that can be obtained in a 
current trace.  There are many instances in which this source of noise can be dominant 
(Figures 5.3 and 5.4), and barring a reduction in the bandwidth, thermal noise can only be 
reduced by increasing the resistance of the pore.  Increasing the resistance of the pore 
could be achieved by reducing the diameter of the pore or by increasing the length of the 
pore.  The diameter of the pore, however, has to be at least slightly larger than the largest 




 Dielectric noise is dependent on the material(s) in which the pore was fabricated 
(or on the material of the support structure if applicable) since the dielectric loss D, and 
to some extent the total capacitance of the dielectric materials Cd, are material properties.  
Selecting material(s) with a low D such as some types of glass, quartz, or Teflon (134), 
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while at the same time ensuring that Cd is as low as possible will minimize the dielectric 
noise.   
 
Headstage and amplifier noise: 
 For pores with resistance values greater than approximately 10 MΩ, we predict 
that the noise generated by the headstage and amplifier represents an important or 
dominant source of noise in many cases (Figures 5.3 and 5.4).  Hence minimizing this 
source of noise can have a significant impact on the overall noise of such high resistance 
pores.  The noise of the headstage and amplifier can be minimized by following two key 
recommendations.  One, the total input capacitance Ct should be as low as possible (the 
RMS value of the input voltage noise of the amplifier grows as 32 ct fC , and this term 
becomes the dominant noise source in the amplifier above a few kilohertz bandwidth 
(176)).  Hence the capacitance of the pore structure (and if necessary its support) as well 
as any injection capacitors (such as the ones used in many patch clamp amplifiers for 
capacitance compensation) should be reduced as much as possible (injection capacitors 
are not needed for resistive-pulse sensing experiments but are included in many patch-
clamp amplifiers for whole-cell capacitance compensation; whole-cell capacitance 
compensation should be off for resistive-pulse recordings but these capacitors are still 
“seen” by the headstage).  Two, the feedback resistor used by the amplifier should be as 
large as possible while still meeting the requirements of the experiment such as a 





 It is rare for quantization noise (or the noise generated by the digitizer) to be the 
dominant noise source; however, if the current signal is filtered with an analog filter that 
reduces strongly the noise of all other sources, quantization noise can become a 
significant as it is added after the analog filtering step (Figure 5.6A).  It is possible to 
reduce quantization noise by increasing the overall gain G of the amplifier (at least for 
the experimental setup considered here) or by using a digitizer with a larger number of 
bits of resolution.  Increasing the gain of the amplifier may reduce the total range of 
detectable currents which can be undesirable if very small and very large signals have to 
be detected during the same experiment.   
 
5.5. Recommendations for Obtaining Optimal Current Recordings for Resistive-
Pulse Sensing Experiments   
 Submicrometer pores and nanopores are most commonly used to perform 
resistive-pulse sensing experiments; here we provide recommendations for optimizing the 
current recordings in the context of these experiments.  In general, we think that it is best 
to record current traces using the highest possible signal bandwidth available from the 
headstage and amplifier, or in this case the HAFD combination (148,176).  This method 
ensures that the maximum amount of information is contained in the current trace and 
increases the likelihood that the resistive-pulses in the current trace will be completely 
resolved.  An exception to this recommendation is if the noise level of the current trace is 
similar to, or considerably higher than the amplitude of the resistive pulse (148); in this 
case, it would be better to reduce the signal bandwidth of the HAFD combination (and 
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hence the noise) via analog filtering before digitization to reduce the RMS noise to less 
than half the value of the peak amplitude of the resistive-pulse.  Failing to employ this 
noise reduction may lead to inaccuracies in the off-line data analysis (148). 
 Recording at high signal bandwidths requires a high speed digitizer since the 
sampling frequency of the digitizer should be at least twice the signal bandwidth of the 
HAF in order to prevent aliasing, which refers to the shifting (or mapping) of high 
frequency components to low frequency components.  Using the minimum sampling 
frequency is not recommended since the types of filters used in resistive-pulse sensing 
experiments generally do not sharply attenuate the noise power at frequencies above their 
cutoff frequency (and accurate reconstruction of the time domain signal requires more 
data points than what is provided when the minimum sampling frequency is used) (176).  
A sampling frequency that is five times the signal bandwidth of the HAF is usually 
considered to be adequate (in some cases, a sampling frequency that is 10 times the 
signal bandwidth of the HAF may be advantageous) (176).  
 After the current trace has been digitized, the overall signal bandwidth of the 
current trace can be reduced to the optimal value for analysis (defined below) using a 
digital filter.  Reducing the overall signal bandwidth after digitization has the added 
benefit of reducing the bandwidth of the quantization noise at the same time as the rest of 
the sources of noise.  This procedure reduces the probability that quantization noise will 
become a dominant source of noise.  As mentioned above if only an analog filter is used, 
the quantization noise may become significant, and a digital filter with a signal 





Reducing the overall signal bandwidth to its optimal value:  
 If the overall signal bandwidth of the current trace is greater than the signal 
bandwidth necessary to resolve fully the resistive-pulses contained in the current trace, 
then additional noise will be included in the data but no additional information.  This 
additional noise can reduce the accuracy with which the peak amplitudes and widths of 
resistive-pulses are measured.  Therefore it is desirable to reduce the overall signal 
bandwidth to a value slightly higher (but not extensively higher) than the signal 
bandwidth required by the resistive-pulses in the current trace (usually by using digital 
filters on the high-signal bandwidth current trace). 
 It is relatively difficult to know a priori the signal bandwidth that will be required 
to resolve fully the resistive-pulse when a given object passes through the pore, and 
hence to know the optimum overall signal bandwidth.  Fortunately, there is a relatively 
simple experimental procedure for determining this value assuming that the maximum 
overall signal bandwidth is greater than the signal bandwidth required to resolve fully the 
resistive-pulses.  Using the maximum available overall signal bandwidth, a current trace 
can be recorded from the pore with an applied voltage equal to the voltage that will be 
used during the resistive-pulse sensing experiment.  The objects of interest can then be 
added to one side of the pore and a current trace containing resistive-pulses from these 
objects can be recorded.  In general, even a current trace that contains many resistive-
pulse events will still consist mostly of the baseline current with its associated noise.   
 It is then possible to determine the signal bandwidth required to resolve the events 
completely by comparing the power spectrum of the current trace without events with the 
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power spectrum of the current trace that contains events; the power spectrum from the 
current trace with events will display increased power in the range of frequencies that 
represent the power spectrum of the resistive-pulses when compared to the power 
spectrum of the current trace without events as shown in Figure 5.10.  The optimum 
overall signal bandwidth for accurate measurements with minimized noise lies somewhat 
above the frequency where the power spectra converge.  For example, since the power 
spectra from the traces with and without events converged completely at a frequency of 
approximately 8 kHz in Figure 5.10, we recommend an optimum overall signal 
bandwidth with a value close to 10 kHz.  The overall signal bandwidth can then be 
reduced to the optimum value (e.g. to ~10 kHz in the example above) by using 
appropriate filtering. 
 For the pore structures presented here, it is simple to determine the appropriate 
filtering since the overall signal bandwidth of the current trace is determined by the 
HAFD combination or HAFD-digital filter combination (i.e. the pore does not limit the 
overall signal bandwidth).  Assuming that the signal bandwidth of the HAFD 
combination was 52 kHz, using a digital Gaussian filter with a cutoff frequency of 11 
kHz on the current trace would produce an overall signal bandwidth of ~10 kHz based on 




Figure 5.10.  Power spectra of current recordings from a submicrometer pore; the black 
trace was calculated from a recording with no resistive-pulses and the red trace was 
calculated from a recording that had resistive-pulses caused by virus particles moving 
through the pore (93).  As illustrated by this plot, the highest frequency component of the 
virus events was less than approximately 8 kHz.  The signal bandwidth of the recordings 
was approximately 52 kHz. 
 
bandwidth, the situation becomes more complicated; in this scenario, the goal is to 
reduce the signal bandwidth of the HAFD combination (and hence the noise bandwidth 
of the thermal noise, headstage and amplifier noise, and dielectric noise) (219) as much 
as possible while ensuring that the overall signal bandwidth remains above the bandwidth 
of the resistive-pulses.   
 For example, suppose the signal bandwidth of the HAFD combination was 52 
kHz, the signal bandwidth of the pore was 10 kHz, and the signal bandwidth of the 
resistive pulse was 8 kHz.  The overall bandwidth of the current trace is ~10 kHz which 
is the optimal overall signal bandwidth of the current trace; however, the signal 
bandwidth of the HAFD is not determined by the signal bandwidth of the pore (219) so 
extra noise is included in the current trace but no extra information (135,176).  Therefore 
the noise of the current trace should be reduced by using a digital or analog filter with a 
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cutoff frequency of approximately 20 kHz which will not cause a significant decrease in 
the overall signal bandwidth. 
 
5.6. Conclusion  
 Based on a detailed discussion of the signal bandwidth and noise of current 
recordings from individual submicrometer pores or nanopores, we show that these two 
parameters can critically affect the sensitivity, accuracy, and information content of the 
recordings from experiments such as resistive-pulse sensing.  The bandwidth sets a 
fundamental limit on the time resolution of changes in the current while the noise helps 
to determine the sensitivity of a given pore.  The signal bandwidth and noise are currently 
two of the limiting factors for experiments that attempt to sense the very small, often 
short-lived resistive-pulses (or fluctuations in these pulses) during the passage of 
individual nucleobases through nanopores for applications such as DNA sequencing.   
Detection of such small, short-lived events will either require new recording modalities 
with very low noise at very high-bandwidth or it will require strategies to increase 
significantly the amplitudes of resistive-pulses (i.e. by fabricating pores with very small 
channel lengths and diameters) possibly combined with a strategy to prolong the duration 
of pulses from individual bases (i.e. by filling the pores with a chemically cross-linked 
sieving gel).  At present, the bandwidth and noise pose a fundamental challenge to the 
tremendous potential of submicrometer pore- and nanopore-based sensing.  We hope that 




5.7. Materials and Methods 
 Solutions.  We prepared all solutions with deionized water (resistivity of 18.2 MΩ 
cm, Millipore, Billerica, MA), and we used all chemicals without further purification, 
including: potassium chloride, sulfuric acid (both from EMD Biosciences, La Jolla, CA), 
bovine serum albumin, Triton X-100 (both from Sigma Chemical Company, St Louis, 
MO), tris(hydroxymethyl)aminomethane (TRIS, Shelton Scientific, Shelton, CT), 
potassium phosphate – monobasic, potassium phosphate – dibasic (both from J.T. Baker, 
Phillipsburg, NJ), hydrochloric acid (VWR International, West Chester, PA), nitric acid 
(Fluka Chemie, Buchs, Switzerland), and hydrogen peroxide (EMD Chemicals, 
Gibbstown, NJ).  Recording buffer for the noise measurements, which consisted of either 
0.15 M KCl with 0.01 M phosphate buffer pH 7.3 and 0.1% w/v Triton X-100 or 1.00 M 
KCl with 0.01 M phosphate buffer pH 7.3 and 0.1% w/v Triton X-100, was filtered 
through sterile 0.1 or 0.2 μm polyethersulfone membrane filters (both from Pall, East 
Hills, NY).  Recording buffer for the virus experiment, which consisted of 0.15 M KCl 
with 0.05 M tris(hydroxymethyl)aminomethane (TRIS) buffer pH 7.8 and 0.1 mg mL-1 
bovine serum albumin as well as 0.1% w/v Tween 20, was filtered through sterile 0.2 μm 
polyethersulfone membrane filters. 
 
 Pore fabrication and imaging.  We fabricated glass pores with conical geometry 
using a femtosecond-pulsed laser as described previously (Chapters 2 and 3).  Briefly, we 
attached a glass coverslide (Corning 0211 borosilicate, Fisher Scientific, Pittsburgh, PA) 
to a 3-axes microscope nanomanipulation stage (Mad City Labs, Inc., Madison, WI), and 
placed a droplet of water on the area that was to be machined.  For laser-based ablation of 
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the glass at defined locations, we focused a directly diode-pumped Nd:glass CPA laser 
system (Intralase Corp., Irvine, CA) through a 100× oil immersion microscope objective 
(N.A. = 1.3, Zeiss, Thornwood, NY), and used laser pulses that were frequency doubled 
from 1053 nm to 527 nm with a duration of 600-800 fs (129,130,132,166).  To fabricate 
the pore, we used a three-stage machining process that employed different pulse energy 
and repetition rates for the cylindrical shank that was 35 μm wide, top of the cone, and 
tip of the cone.  Polyethylene terephthalate (PET) pores with cylindrical geometry and 
with diameters ranging from 10 – 610 nm were kindly provided by Professor Zuzanna S. 
Siwy, University of Irvine, CA; we used these pores without further cleaning or 
treatment. 
 After fabrication, we coated the glass pores in gold (thickness ~10 nm) using a 
sputter coater (Structure Probe Incorporated, West Chester, PA) and imaged them with a 
high resolution scanning electron microscope (HRSEM, FEI Company NOVA 200 
Nanolab, Hillsboro, OR).  Before using these pores for experiments, we removed the gold 
layer by etching in a 3:1 (vol/vol) mixture of fuming nitric acid and concentrated 
hydrochloric acid.  In some cases, we reduced the diameters of the glass pores by 
depositing silicon dioxide at 380° C using plasma enhanced chemical vapor deposition 
(PECVD, Group Sciences Inc, San Jose, CA).  The deposition time varied from pore to 
pore but was always less than 60 s.  Before each experiment, we cleaned the glass pores 
in a fresh 3:1 (vol/vol) mixture of concentrated sulfuric acid with 30% hydrogen peroxide 
for at least 15 minutes.   
 Data acquisition.  To assemble the recording setup, we placed the glass substrate 
with the pore or the PET substrate with the pore on a fluidic channel in 
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poly(dimethylsiloxane) (PDMS, Sylgard 184 Silicone, Dow Corning, Midland, MI) 
(92,93).  We used a fresh film of PDMS (thickness ~ 1 mm) with a hole in the center 
(diameter ~ 3.6 mm) to confine the electrolyte (recording buffer) in the top liquid 
compartment as shown in Figure 5.11.  In order to guarantee reliable recording 
conditions while measuring the wide range of currents (10-9 – 10-12 A) in the experiments, 
we used Ag/AgCl pellet electrodes (Eastern Scientific, Rockville, MD).  For recording 
currents at constant voltage, we used a patch clamp amplifier (Axopatch 200B, Molecular 
Devices, Sunnyvale, CA) in voltage clamp mode with a gain of α = 0.5, and with the 
built in, four- pole, analog low-pass Bessel filter set to a cutoff frequency of 100 kHz 
unless otherwise specified in the text.  A low-noise digitizer (Digidata 1322, Molecular 
Devices) performed analog to digital data conversion with a sampling frequency fs of 500 
kHz and we stored the data on a computer using recording software (Clampex 9.2, 
Molecular Devices). 
 
 Data processing.  We used the digital Gaussian low-pass filter provided with the 
Clampfit 9.2 software (Molecular Devices) with cut-off frequencies as specified in the 
text.  This digital filter was always applied to the original current traces (not to 
previously digitally filtered traces).  We calculated noise power spectra using Clampfit 
9.2 software.  In order to measure root-mean-square (RMS) values of the noise, we 




Figure 5.11.  Sideview of the recording setup used for the experiments presented here 
(92,93). 
 
samples).  We analyzed the noise data and performed all fitting operations using Origin 
7.5 software (OriginLab, Northampton, MA).  Theoretical calculations of the noise were 
performed using custom Matlab programs (The Mathworks, Natick, MA). 
 
 Recording resistive-pulses from virus particles.  We followed the procedure 
described previously (Chapter III) to monitor resistive-pulses from virus particles.  
Briefly, we diluted concentrated Paramecium Busaria Chlorella Virus (PBCV-1), kindly 
provided by J. L. Van Etten, University of Nebraska-Lincoln, Lincoln, NE, in the 
recording buffer for the virus experiments to a final concentration of ~5⋅108 particles mL-
1.  We then recorded resistive-pulses from virus particles passing through a glass pore 
with conical geometry and a diameter of ~ 650 nm under an applied potential of 0.2 V. 
 
 Measurement of the signal bandwidth of the recording electronics.  In order to 
measure the signal bandwidth of the recording electronics (headstage, patch-clamp 
amplifier, analog low-pass filter, and digitizer), we used a high-quality function generator 
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(Agilent 33220A, Agilent Technologies, Santa Clara, CA) to create a 2 kHz triangle 
waveform with a transition time from positive to negative slope of less than 0.5 μs.  We 
then brought the two terminals of the function generator (signal and ground) within a few 
centimeters of the headstage and the ground input (or to the Ag-AgCl electrodes that 
were connected to these pins when the device was loaded with a glass or PET pore).  The 
air gap between these components acted as a capacitor, and the current I flowing through 
a capacitor with a capacitance C is the time derivative of the input waveform of the 
voltage V (I = C × dV/dt).  Thus the input pins (or the electrodes connected to these pins) 
sensed a square wave with the same frequency as the triangle wave.   
 With this setup, we were able to measure the 10-90% risetime t10-90 of the 
recording electronics (i.e. the time it took for the recorded square wave to go from 10% 
of its final value to 90% of its final value).  This t10-90 risetime could be combined with 
Eq. 5.2 to calculate the signal bandwidth of the recording electronics (176,205).  We used 
the same technique to determine the signal bandwidth of the recording electronics after 
“loading” the setup (i.e. after mounting a pore in the fluidic setup and immersing the 
electrodes in the two electrolyte compartments which were separated by a glass or PET 
substrate that contained a pore).  We also used this capacitive coupling method to 
determine the signal bandwidth of the combination of the recording electronics with low-
pass digital Gaussian filters by measuring the t10-90 risetime of the square wave after it 
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CHAPTER 5 APPENDICES 
5.A. Detailed Theoretical Analysis of the Thermal Current Noise of Cylindrical Pores 
and Conical Pores 
 As discussed in the main text, the thermal noise of the pore structures we used can 
be modeled, to a first approximation, using simple thermal noise equations (Eqs. 5.6 and 
5.7); however, if the capacitance of the substrate is large (≥ 100 pF), or the resistance of 
the pore is large (≥ 100 MΩ), or the resistance leading to and from the pore is large (≥ 
500 Ωs), Eqs. 5.6 and 5.7 may no longer describe the thermal noise of the pore.  In this 
case, it may be more accurate to derive the theoretical thermal noise of the pore structures 
from an equivalent circuit of the pore structure (147).  Since submicrometer pore and 
nanopore structures are usually fabricated in dielectric materials, the equivalent circuit of 
the pores is often a linear network of resistive and capacitive components.  For the 
cylindrical PET pores and the conical glass pores we used here, the equivalent circuits 
are shown in Figure 5.2 of the main text and in Figure 5.A.1 here (these two figures are 
identical and we provide a copy here for convenience).   
 Once the equivalent circuit of the pore is known, it may be possible to calculate 
the total admittance Y of the circuit (admittance is the inverse of the impedance Z).  
Using the admittance, the power spectral density of the thermal current noise of a linear 
circuit ( )fST2  (A2 Hz-1) can be calculated with the following equation (147): 
( ) ( )fSYfS TVT 2
22 = ,        (5.A.1) 
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where ( )fSTV2 is the power spectra density of the thermal voltage noise of the network.  
The power spectral density of the thermal voltage noise ( )fSTV2  is given by the following 
equation (147): 
( ) { }YkTfSTV 1Re42 = ,       (5.A.2) 
where k is Boltzmann’s constant, 1.38⋅10-23 m2 kg s-2 K-1, and T (K) is the temperature.   
Combining Eqs. 5.A.1 and 5.A.2, the power spectral density of the thermal current noise 
( )fST2  can be written as:  
( ) { } { }YkTYkTYfST Re41Re4
22 == .     (5.A.3) 
With Eq. 5.A.3, it is possible to calculate the thermal current noise ( )fST2  for the 
cylindrical and conical pores we used (shown in Figure 5.A.1).   
 
Derivation of the thermal noise equation for a simple cylindrical pore: 
 We will begin by examining the cylindrical PET pores since the equivalent circuit 
for this geometry is simpler than the equivalent circuit for the conical glass pores.  The 
admittance of the circuit can be written as: 
( )












































Figure 5.A.1.  Model circuits of the pores used in this work.  A) Model circuit of glass 
pores with conical geometry.  Rw1 and Rw2 (Ω) are the resistance of the fluidic channels 
leading to the glass substrate, Rs (Ω) is the resistance of the 35 μm wide cylindrical 
shank, Cs (F) is the capacitance of the substrate supporting the glass membrane with the 
pore, Rc (Ω) is the total resistance of the conical part of the pore structure, Cc (F) is the 
total capacitance of the conical part of the pore structure, and Cm (F) is the capacitance of 
the glass membrane in which the pore is fabricated.  B) Model circuit of PET pores with 
cylindrical geometry.  Rp (Ω) is the resistance of the pore.  The model circuits shown 
above do not include the resistance or capacitance of the electrodes since these 
parameters are not expected to affect significantly the thermal noise characteristics of the 
pore. 
 
where 21 wwa RRR +=  (Ω) and all other parameters are as defined in Figure 5.A.1B.  
Therefore, the PSD of the thermal current noise ( )fS CylT2−  is 























,    (5.A.5) 
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.    (5.A.6) 
From Eq. 5.A.5, it is easy to see that in the limit Ra  0, pCylT RkTS 4
2 =− as expected.   
 We performed a detailed comparison of Eq. 5.7 and Eq. 5.A.6, and found that the 
two equations showed an increased divergence when either the resistance of the pores or 
the signal bandwidth increased (assuming that Ra and Cs remained constant) as shown in 
Figure 5.A.2.  For the PET pore with the highest resistance we examined (Rp = 4 GΩ, Ra 
= 350 Ω, Cs = 30 pF) and a signal bandwidth of 40 kHz, Eq. 5.7 gave a value of 0.4 pA 
RMS while Eq. 5.A.6 gave a value of 2.1 pA RMS (in contrast, for a pore with Rp = 50 
MΩ, Eq. 5.7 gave a value of 3.6 pA RMS and Eq. 5.A.6 gave a value of 4.2 pA RMS).  
Therefore the theoretical equation we used in the main text was off by at most a factor of 
approximately 5 for the PET pores. 
 While this is error is considerable, we decided to use Eq. 5.7 in the main text for 
the following four reasons.  First, we believe that Eq. 5.7 will in yield a reasonable 
prediction of the thermal noise of many submicrometer pore and nanopore structures.  
Second, modeling the pore as a linear network of resistors and capacitors is itself an 
approximation and deriving the admittance of a given pore structure can be difficult.  
Third, for the recording system and PET pores considered here, Eq. 5.7 and Eq. 5.A.6 




Figure 5.A.2.  Comparison of the thermal noise predicted by Eq. 5.7 in the main text 
(black line)  and Eq. 5.A.6 (red line) with a signal bandwidth of 40 kHz (graph A), 10 
kHz (graph B) and 1 kHz (graph C).  For these graphs, Ra was 350 Ω (i.e. the buffer was 
1.00 M KCl with 0.01 M phosphate buffer pH 7.3 and 0.1% w/v Triton X-100) and Cs 
was 30 pF.  We used R = Rp + Ra for Eq. 5.7. 
 
bandwidths greater than 10 kHz); many researchers do not operate in these extreme 
cases.  Fourth, as shown below, the more accurate thermal noise equation that we derived 
for the conical glass pores also only displayed a significant divergence from Eq. 5.7 in 
extreme cases (none of the glass pores we examined in this report fell under the category 
of extreme cases).  Hence for clarity and to make it easier for researchers to obtain a good 
estimate of the noise for most cases, we choose to use Eq. 5.7   
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Derivation of the thermal noise equation for the conical pores: 
 We now examine the theoretical thermal current noise for the conical glass pores 
( )fS ConT2−  shown in Figure 5.A.1A.  Since the circuit is relatively complex and the 
equations lengthy, we do not provide here the derivation of the following power spectral 
density:  
( ) =− fS ConT2          (5.A.7) 
( ) ( )












where cmM CCC += , 21 wwa RRR +=  and all other parameters are as defined in Figure 
5.A.1A (this derivation ignores the distributed nature of the resistance of the cone Rc and 
the capacitance of the cone Cc).  In order to calculate the RMS thermal current noise of 
the glass pores IT-Con(fc), the above equation should be integrated from 0 to fc (the signal 
bandwidth) with respect to f ; however, the analytical expression that results from this 
integration is exceptionally long so we do not provide it here.  Using this analytical 
expression also required long calculation times on the computers that were available, so 
we instead calculated RMS values by numerically integrating Eq. 5.A.7.   
 We performed a detailed comparison of the values given by numerical integration 
of Eq. 5.A.7 and the values given by Eq. 5.7, and we found that the two showed small 
differences that were dependent on the resistance of the cone Rc and on the signal 
bandwidth (assuming that Ra, Rs, Cs, and CM remained constant) as shown in Figure 
5.A.3.  For the glass pore we examined in this report, the difference between the two 




Figure 5.A.3.  Comparison of the thermal noise predicted by Eq. 5.7 in the main text 
(black line)  and the numerical integration of Eq. 5.A.7 (red line) with a signal bandwidth 
of 40 kHz (graph A), 10 kHz (graph B) and 1 kHz (graph C).  For these graphs, Ra was 
1200 Ω, Rs was 80,000 Ω (i.e. the buffer was 0.15 M KCl with 0.01 M phosphate buffer 
pH 7.3 and 0.1% w/v Triton X-100) Cs was 10 pF, and CM was 7 fF.  We used R = Rc + Rs 
+ Ra for Eq. 5.7. 
 
noise equation in the theoretical calculations of the total noise of the glass pores without 
adding a significant error to the prediction of the total noise. 
 In summary, we believe that the simple thermal noise equations provided in the 
main text (Eqs. 5.6 and 5.7) will yield a good first approximation of the thermal noise of 
the pore structures that are used by many researchers.  There are cases, however, when 
the simple thermal noise equations will provide values considerably different from the 
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thermal noise equations derived from the model circuit of the pore structure.  In general, 
if the capacitance of the substrate is large (≥ 100 pF), the resistance of the pore is large (≥ 
100 MΩ), or the resistance leading to and from the pore is large (≥ 500 Ω), there may be 
a significant divergence between the simple equations provided in the main text and the 
equations derived here.  For the scenarios we examined in the main text, the simple RMS 
noise equation and the derived RMS noise equation were in relatively good agreement in 
all cases except for PET pores with resistances greater than ~100 MΩ at signal 
bandwidths greater than ~40 kHz.  Even for these exceptions, the overall difference in the 
predicted total RMS noise used in the main text was minimal since the thermal noise was 

































SUMMARY AND SUGGESTIONS FOR FUTURE RESEARCH 
 
 Previous work has revealed that resistive-pulse sensing is a simple, yet powerful 
technique for the detection and characterization of discrete micro- or nano-scale objects.  
In this thesis, we described a new application for resistive-pulse sensing, namely in situ 
detection and characterization of the formation of biological nanoassemblies (immune 
complexes, antibody-virus complexes).  Due to its central importance for resistive-pulse 
measurements, we also provided the first comprehensive discussion of the noise and 
signal bandwidth of the experimental setups. 
 
6.1. Summary of Chapter 2 
 In Chapter 2, we used resistive-pulse sensing to detect and characterize the 
formation of biological nanoassemblies which consisted of antibodies and antigens 
(immune complexes).  The assay was rapid, label-free, required no immobilization or 
modification of the antibody or antigen, and was performed in volumes ≤ 40 μL.  To 
fabricate the submicrometer pores required for the experiments, we adopted a recently 
developed nanofabrication technique based on a femtosecond-pulsed laser; this technique 
made it possible to fabricate pores with conical geometry and with diameters as small as 
575 nm.  With these pores, we were able to sense immune complexes which consisted of 
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610 – 17,300 proteins, and we were able to detect purified proteins at concentrations as 
low as 30 nM.  The resistive-pulse technique enabled the monitoring of the passage of 
individual immune complexes, which provided a true volume-distribution of the 
complexes and allowed for following the growth and polydispersity of these complexes.  
This method sensed immune complexes in solution, and we showed that the antibody or 
antigen could be present in complex media such as serum.  This work was the first 
demonstration of a resistive-pulse based immunoassay that required no immobilization of 
the antibody or antigen; the simplicity of this assay (i.e. simply mixing of the antibody 
and antigen in solution is required) combined with the small footprint of the device 
makes it attractive for portable or high throughput immunoassays for diagnostics and 
biodefense. 
 
6.2. Summary of Chapter 3 
 In Chapter 3, we used resistive-pulse sensing for detecting and characterizing the 
formation of biological nanoassemblies from antibodies and viruses.  The assay was 
label-free, examined the non-pathogenic, icosahedrical Paramecium Busaria Chlorella 
Virus (PBCV-1) in its native, assembled state, and required no immobilization or 
modification of the virus or antibody.  Before examining virus-antibody interactions, we 
characterized the size of PBCV-1 virions using resistive-pulse sensing; we measured a 
diameter of 203 ± 14 nm along the fivefold axes, which compared well with the average 
diameter of 190 nm measured with cryoelectron microscopy (149).  Since resistive-pulse 
sensing provided a continuous measurement of the sample, we were able to monitor 
quantitatively the time-course of binding of an antibody in rabbit serum to PBCV-1.  We 
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found that the maximum number of antibodies that were able to bind to PBCV-1 was 
4200 ± 450.  This work constitutes the first demonstration of using resistive-pulse 
sensing to monitor antibody-virus interactions, and the method we described could be 
used to i) detect a specific virus or a virus-specific antibody in solution, ii) probe the 
ability of an antibody to immunoprecipitate the virus, iii) determine the number of 
antibodies bound to individual virus particles, and iv) monitor the assembly of 
nanoparticles onto templates (here antibodies onto viruses) in situ.  Finally, due to the 
small footprint and the simple detection scheme, resistive-pulse sensing based detection 
of antibody-virus interactions may also provide a simple technique for portable or high 
throughput immunoassays with applications in clinical laboratories (e.g. vaccine 
development) or biodefense. 
 
6.3. Summary of Chapter 4 
 In Chapter 4, we described a method for estimating the solid phase affinity 
constant of antibodies by using resistive-pulse data from spherical nanoparticles that 
expose antigens.  We developed this technique by analyzing data published recently by 
Saleh et al. (90).  These authors used resistive-pulse sensing to detect an increase in the 
diameter of streptavidin-functionalized colloids due to the binding of monoclonal anti-
streptavidin antibodies.  Based on further analysis of the data presented by Saleh et al., 
we were able to determine the number of antibodies bound to the colloids at various 
antibody concentrations.  This information made it possible to estimate the solid phase 
affinity constant of the interaction by fitting the data with a thermodynamic model that 
described the binding equilibrium between antibody and antigen binding.  We calculated 
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a value of 2.6⋅108 ± 0.8⋅108 M-1 for the solid phase affinity constant which is in 
agreement with the specifications of the supplier of the antibody.  This chapter thus 
demonstrated that resistive-pulse sensing can be used to extract thermodynamic 
parameters of antibody-antigen interactions (61), and may therefore be useful for 
studying the thermodynamic parameters governing the interactions of synthetic objects 
such as nanoparticles attaching to templates (6) or viruses (12).  
 
6.4. Summary of Chapter 5 
 In Chapter 5, we presented a detailed study on the noise and signal bandwidth of 
current recordings from glass and polyethylene terephthalate (PET) membranes that 
contained a single submicrometer pore or nanopore.  We examined the theoretical signal 
bandwidth of two different pore geometries, and we measured the signal bandwidth of 
the electronics used to record the ionic current.  We also investigated the theoretical noise 
generated by the substrate material, the pore, and the electronics used to record the 
current.  Employing a combination of theory and experimental results, we were able to 
predict the noise in current traces recorded from glass and PET pores with no applied 
voltage with a maximum error of 12% in a range of signal bandwidths from 1 – 40 kHz.  
In many experiments, application of a voltage did not significantly increase the noise.  In 
some cases, however, application of a voltage resulted in an additional source of noise.  
For these pores, predictions of the noise were typically still accurate within 35% error.  
The power spectra of this extra noise suggested a 1/fα origin with best fits to the power 
spectrum for α = 0.4 – 0.8.  Based on the detailed discussion of the noise and signal 
bandwidth characteristics of recordings from submicrometer pores and nanopores, we 
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provided recommendations for reducing the noise generated by the various sources 
allowing recordings at high signal bandwidth (> 10 kHz), which increases the 
information content and accuracy of the current recordings. 
 
6.5. Conclusions and Suggestions for Future Research 
 The material from Chapters 2 – 5 provides exciting new directions for original 
research in a wide range of fields such as biomedical engineering, chemical engineering, 
chemistry, virology, biology, and nanotechnology.  Here, we describe these ideas, and 
summarize them at the end of this section in Table 6.1.   
 The first area of interest is the continuation of the work from Chapter 2 (detection 
of antibody-antigen complexes).  While this research demonstrated that it was possible to 
detect purified proteins (antigens) at concentrations as low as 30 nM, we believe that this 
limit could be pushed to considerably lower concentrations, at least by an order of 
magnitude and perhaps more.  There are two simple methods for reducing the detection 
limit: reducing the diameter of the pore or modifying the antibody-antigen ratio.  
Reducing the diameter of the pore will enable the detection of smaller immune 
complexes, which should enable detection of lower concentrations of protein.  In the 
limit of a very small pore (tens of nanometers), it may be possible to detect individual 
antigens binding to individual antibodies.  In this case, it may be better to use a 
monoclonal antibody as opposed to a polyclonal antibody since monoclonal antibodies 
possess a single affinity constant.  On the other hand, it may be interesting to examine the 




 The antibody-antigen ratio used in almost all of the experiments from chapter two 
was 1:1; this ratio is not always ideal for the formation of large immune complexes.  The 
ideal ratio is determined by the number of accessible epitopes (sites to which the 
antibody can bind) on the antigen.  That is, if there were ten (accessible) epitopes on the 
antigen, the ideal ratio of antibody to antigen would be 5:1 (in the case of IgG antibodies 
with two binding sites).  By combining the two recommendations presented here, it 
should be straightforward to obtain an order of magnitude decrease in the antigen 
detection limit.  Indeed, we believe it will possible to achieve antigen detection limits 
below 100 pM.  Such a low detection limit would be excellent when compared to the 10 
– 1000 nM detection limit of other label-free techniques that require no immobilization 
of the antigen such as affinity capillary electrophoresis (ACE), gel-based 
immunoprecipitation, and direct immunoaggregation assays based on light-scattering 
(142-144). 
 The work from Chapter 2 demonstrates that resistive-pulse sensing is able to 
detect and monitor the formation of immune complexes, which are nanoassemblies 
composed of hundreds or thousands of nano-sized objects (here protein particles).  These 
experiments provide the inspiration for a number of new resistive-pulse sensing studies 
that examine the formation of other nanoassemblies, both biological and synthetic.   
 In the category of biological nanoassemblies, we propose this technique could be 
used for the rapid detection of cryoglobulins.  Cryoglobulins (CGs) are “abnormal” blood 
proteins, which owe their name to the unusual property that they form aggregates when 
blood serum from affected patients is cooled below body temperature (232,233).  Current 
clinical testing for CGs requires 5-10 mL of serum, typically takes 3-7 days, uses the 
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unaided human eye for detection, and requires expertise to avoid loss or contamination of 
the CGs (234).  Adapting the assay from Chapter 2 may lower the required volume of 
serum to below 100 μL, reduce the wait time to less than 6 hours, and enable the 
automated detection of cryoglobulins. 
 In the category of synthetic nanoassemblies, we propose pore-based sensing could 
be used for monitoring and characterizing the formation of nanoparticle assemblies (4-
6,8,9,13,235).  Currently, there is no technique available that can accomplish the 
information rich, in-situ, solution-based monitoring of the formation of nanoparticle 
assemblies.  The closest technique is dynamic light scattering (DLS); however, DLS 
measures multiple interactions at once and is unable to provide a true histogram of the 
volume of the assemblies.  Resistive-pulse sensing measures each assembly individually 
and is thus able to provide a true histogram of the volume of the assemblies (and thus 
potentially the number of objects in the assembly).  In addition to this level of detail, 
resistive-pulse sensing is a rapid technique since it can measure a few hundred 
assemblies within one minute.  Resistive-pulse sensing would therefore be an excellent 
technique for monitoring and characterizing the formation of nanoparticle assemblies.  
This technique may thus be able to address an urgent need in nanotechnology. 
 Chapter 3 of this thesis focused on examining antibody-virus interactions and the 
results of this work provide the foundation for two separate research directions.  Both of 
these paths make use of the theoretical work presented in Chapter 4, so we discuss future 
work for that chapter here as well.  First, resistive-pulse sensing could be used to 
characterize other antibody-virus combinations; future experiments may use antibodies 
that are known to not aggregate the virus (151,155,158,159,236-238) and could examine 
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in detail the kinetics of the antibody-virus interaction.  Combining this data with the 
theory presented in Chapter 4 may enable the calculation of the solid-phase affinity 
constant of an unlabeled, monoclonal antibody for its antigen as it is natively presented 
by a virus particle.  Finally, we also think it should be possible to use this technique to 
determine how effectively an antibody aggregates a virus.  The data obtained from 
resistive-pulse sensing experiments may therefore be useful for the development of 
vaccines or possibly antiviral drugs, both of which are growing areas of interest in this 
era of globalization.  This technique may also be useful for development of antibody-
based therapies such as immunotherapy against cancer. 
 The second research path suggested by Chapter 3 is the study of nanoparticle 
template interactions.  There is a growing inteerest in forming nanoassemblies which 
consist of small particles (roughly 1 – 50 nm, synthetic or biological) binding to larger 
particles (roughly 20 – 500 nm, synthetic or biological) (1-4,6,12,239).  Based on the 
research demonstrated in Chapters 3 and 4, it should be possible to monitor in-situ the 
formation of these nanoassemblies, determine the number of small particles binding to 
the larger particles, estimate an average affinity constant of the small particle-large 
particle interaction, and study the kinetics of the small particle-large particle interaction. 
We therefore believe that a combination of the technique presented in Chapter 3 with the 
theory of Chapter 4 is a promising way to study the formation of these nanoassemblies. 
 The final future research suggestions arise from the work discussed in Chapter 5.  
While the theoretical component of this study was exceptionally detailed, we only 
examined the signal bandwidth and noise of two substrate materials which had 
capacitances of 10-30 pF.  Therefore a follow-up study that examined the signal 
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bandwidth and noise of other substrate materials (such as silicon-based pores) with a 
wider range of capacitances (and perhaps series resistances) would be interesting and 
useful.  This study could also examine how closely the pore structures match their 
equivalent circuit model; the electrochemical impedance spectra of the pores could be 
recorded using a lock-in amplifier (e.g. an SR 830, Stanford Research Systems, 
Sunnyvale, CA) and the equivalent circuit model could be fitted to this spectra.   
 
Table 6.1.  Summary of future research 
Inspiration Future research 
Chapter 2 Use pore diameters below 300 nm and optimized antibody to antigen 
ratios to push the detection limit of purified antigens below 100 pM using 
purified antibodies. 
 
Determine the detection limit when the antigen, antibody, or both are 
present in serum. 
Chapter 2 Study other biologically relevant forms of aggregation/assembly such as 
the formation of cryoglobulins (18,232,234,240) or the assembly of virus 
capsids. 
Chapter 2 Monitor the aggregation/assembly of synthetic nanoparticles (e.g. 
semiconductor nanocrystals) (4-6,8,9,13,235) 
Chapters 3 
and 4 
Examine the interaction of other virus particles with antibodies.  Use 
antibodies which are known to not aggregate the virus 
(151,155,158,159,236-238) so that the pore never clogs with antibody-
virus complexes. 
 
Attempt precise examination of the kinetics of antibody-virus interaction. 
Chapters 3 
and 4 
Study the binding of nanoparticles (synthetic or biological) to templates 
(biological or synthetic) (1-4,6,12,239).  For example, the binding of 
nanoparticles to viruses. 
Chapter 5 Examine in detail the noise and bandwidth of current recordings from 
pores with a wide range of capacitances (approximately 10 pF – 1 nF) and 
series resistances (approximately 500 Ω - 1 MΩ). 
 
Use a lock-in amplifier to study the electrochemical impedance spectra of 





6.6. Concluding Remarks 
 While Wallace H. Coulter originally developed resistive-pulse sensing for 
counting cells, this technique has found numerous applications in a wide range of fields 
such as biology, biophysics, biomedical engineering, chemistry, and nanotechnology.  
The development of many of these new applications occurred in the last ten years.  The 
rapid growth in the utilization of resistive-pulse sensing will likely continue due to its 
numerous advantages (Table 6.2) and since many of its disadvantages can be mitigated 
with appropriate measures or further research as discussed in Table 6.2.  This author 
believes that in the future, the most powerful applications of resistive-pulse sensing will 
be the in-situ detection and characterization of biological, synthetic, or hybrid 
(assemblies formed from biological and synthetic components) nanoassemblies.  For 
example, with integrated micro- or nanofluidics, resistive-pulse sensing could be used in 
highly-sensitive, disposable sensors for the detection of antigens or antibodies outside the 
laboratory.  In the laboratory, resistive-pulse sensing could be used in the routine 
characterization of nanoassemblies thereby helping enable the development of the next 
generation of functional nanodevices.  The experiments and results presented in this 
thesis provide some of the necessary background for developing these new resistive-








Table 6.2.  Advantages of restive-pulse sensing and challenges for increased 
utilization of this technique 
Advantages Challenges Potential Solutions 
Simple measurement 
(measuring a current under 
an applied voltage)  
Need to measure picoamps 
or nanoamps of current 
Use low-noise patch-clamp 
amplifier 
Easily integrated with 
microfluidics and on-chip 
electronics 
Limited range of sensitivity 
for a given pore (i.e. the 
geometry and diameter of a 
pore cannot be adjusted 
during an experiment) 
Switch pores between 
experiments, develop a 
multiplexed assay that uses 
an array of pores with 
different diameters, or 
develop pores with tunable 
diameters 
Able to provide results 
within minutes or hours 
Pore may irreversibly clog 
during experiment 
Filter solutions, build filters 
into integrated device, or 
coat pore in non-stick 
substance such as 
polyethylene glycol (PEG) 
Able to provide simple 
detection and quantitative 
information of individual 
objects in solution 
Can be difficult to obtain 
quantitative information on 
the sample of interest in the 
presence of other objects of 
similar volume 
 
Remove other objects via 
filtration or use a label to 
identify the object of 
interest 
Able to examine individual 
macromolecules or small 
molecules 
Resistive-pulse sensing 
requires the use of 
conductive solutions so that 
a current can be measured 
Ensure there are ions 
present in the solvent that 
can participate in redox 
chemistry compatible with 
the electrodes 
 
Able to monitor in-situ the 
formation of 
nanoassemblies.   
Measurement bandwidth 
limited by amplifier 
technology (current limit of 
~50 kHz) therefore very fast 
changes in current cannot 
be resolved 
Further research into 
development of high-
bandwidth patch-clamp 
amplifiers with low-noise 
Current fabrication 
techniques allow for pores 
with diameters ranging 
from 1 μm to 1 nm. 
Can be difficult to mass-
produce membranes with a 
single submicrometer pore 
or nanopore with well-
defined geometry 
Further research on 
fabrication techniques for 
membranes that contain a 
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