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 The growth in the electric power industry’s portfolio of Direct Current (DC) based generation 
and loads have captured the attention of many leading research institutions.  Opportunities for 
using DC based systems have been explored in electric ship design and have been a proven, 
reliable solution for transmitting bulk power onshore and offshore.   To integrate many of the 
renewable resources into our existing AC grid, a number of power conversions through power 
electronics are required to condition the equipment for direct connection.  Within the power 
conversion stages, there is always a requirement to convert to or from DC. 
The AC microgrid is a conceptual solution proposed for integrating various types of 
renewable generation resources.  The fundamental microgrid requirements include the capability 
of operating in islanding mode and/or grid connected modes. The technical challenges associated 
with microgrids include (1) operation modes and transitions that comply with IEEE1547 without 
extensive custom engineering and (2) control architecture and communication.  The Medium 
Voltage DC (MVDC) architecture, explored by the University of Pittsburgh, can be visualized as 
a special type of DC microgrid. 
This dissertation is multi-faceted, focused on many design aspects of an offshore DC 
microgrid.  The focal points of the discussion are focused on optimized high power, high 
frequency magnetic material performance in electric machines, transformers, and DC/DC power 
converters – all components found within offshore, power system architectures.  A new 
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controller design based upon model reference control is proposed and shown to stabilize the 
electric motor drives (modeled as constant power loads), which serve as the largest power 
consuming entities in the microgrid.  The design and simulation of a state-of-the-art multilevel 
converter for High Voltage DC (HVDC) is discussed and a component sensitivity analysis on 
fault current peaks is explored.  A power management routine is proposed and evaluated as the 
DC microgrid is disturbed through various mode transitions. Finally, two communication 
protocols are described for the microgrid – one to minimize communication overhead inside the 
microgrid and another to provide robust and scalable intra-grid communication. 
The work presented is supported by Asea Brown Boveri (ABB) Corporate Research 
Center within the Active Grid Infrastructure program, the Advanced Research Project Agency – 
Energy (ARPA-E) through the Solar ADEPT program, and Mitsubishi Electric Corporation 
(MELCO). 
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px Polynomial Coefficients of Plant Denominator, )(ˆ sd p ; x = 0,1,2,3…n 
qx Polynomial Coefficients of Plant Numerator, )(ˆ snp ; x = 1,2,3…n 
)(ˆ sr  Reference Model Input 
s Laplace Operator, Switching Function, Switch 
t Ribbon thickness, Time 
u Phase voltage of HVDC Converter, Control signal 
ud Direct Axis Control Input 
uq Quadrature Axis Control Input 
)(ˆ su  Control System Input 
 xxi 
v AC voltage 
vd Direct Axis Voltage 
vq Quadrature Axis Voltage 
)(ˆ sy p  Plant Output 
)(ˆ sym  Reference Model Output 
 
α Steinmetz Exponent on Frequency 
β Steinmetz Exponent on Induction, Wind Turbine Pitch Angle 
δ Phase of Voltage 
λ Flux or Tip Speed Ratio of Wind Turbine 
λd Direct Axis Flux 
λq Quadrature Axis Flux 
λopt Optimal Tip Speed Ratio 
λm Permanent Magnet Flux 
λs Stator Flux 
λr Rotor Flux 
µ Permeability 
ω Circular Frequency 
ω1 Model Pole Location 
ωe Excitation Frequency 
ωn Natural Frequency 
ωo Nominal Frequency 
ωr Rotor Mechanical Speed 
ϕ Phase Delay, Transformer Geometric Constant 
ρ Resistivity, Air Density, Angle between Rotor and Stator Machine Axis 
ρ Copper Resistivity 
σ Total Leakage Factor 
σs Stator Leakage Factor 
σr Rotor Leakage Factor 
θ Phase of Impedance, System Angle 
θr Rotor Angle 
τ Closed Loop Transfer Function Time Constant 
τs Stator Time Constant 
ζ Damping Coefficient 
Δ Delta side of transformer 
Φ HVDC Converter Energy Ratio 
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1.0  INTRODUCTION 
Corporate research centers, universities, power equipment vendors, end-users and other market 
participants around the world are beginning to explore and consider the use of DC in future 
transmission and distribution system applications.  Recent developments and trends in electric 
power consumption indicate an increasing use of DC-based power and constant-power loads.  In 
addition, growth in renewable energy resources requires DC interfaces for optimal integration.  
A strong case is being made for intermeshed AC and DC networks, with new concepts emerging 
at the medium voltage level for Medium Voltage DC (MVDC) infrastructure developments. 
At the turn of the 20th century, the use of AC transmission, as opposed to DC, was a 
justifiable decision for many reasons.  Looking toward the future of transmission and 
distribution, this decision must be reevaluated, in light of the changes taking place throughout the 
United States electric grid at all levels – generation, transmission and distribution, and end-use.  
In 2006, EPRI presented a number of valid arguments that strengthened the case for DC 
infrastructure in the 21st century [1].  Modern advances in the transportation industry have often 
come through the application of electronics (electric vehicles and magnetic levitation trains, for 
example).  These innovations utilize DC power, requiring an AC to DC conversion within the 
current grid infrastructure.  We are living in the emerging era of the microgrid, composed of 
distributed generation (such as photovoltaic systems) and energy storage systems that produce 
DC power.  Finally, solutions for integrating renewable energy with storage devices are 
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attempting to be developed at the utility scale to deliver DC power.  These advances will make 
utility scale energy storage more economical and efficient. 
Power electronics technology is an efficient, powerful, and reliable solution for 
integrating large amounts of renewable generation into existing grid infrastructure. Increased 
renewable integration with aggressive growth targets is a mandate set forth by the United States 
government with a deadline in 2030.  Growing developments in the area of power electronics, 
including the application of novel semiconductor devices and materials, have unlocked the 
potential for higher capacity, faster switching, lower-loss conversion, inversion, and rectification 
devices.  In recent years the advent of silicon carbide solid state electronic devices, which have 
lower switching and conduction losses compared to silicon devices, have made DC/AC 
conversion more promising in the near-term timeframe.  Virtually all voltage and current ratings 
are possible by utilizing series and parallel combinations of discrete semiconductors.  All of 
these factors combine to form an opportunity for the development and further deployment of DC 
technology throughout the electric grid at all levels. 
1.1 MOTIVATION FOR RESEARCH PURSUITS 
Before a problem statement is defined, it is important to investigate areas where DC technology 
is currently being utilized.  Electric ship design, trends and exploration in offshore renewable 
energy integration (specifically wind power) in the United States, and the concept of the 
microgrid is lightly defined in this section.  Utilizing the local, offshore wind power to supply 
power to the offshore production platforms is a new concept being explored and explained in this 
section as well.  
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1.1.1 Electric Ship Design 
The concept of an integrated power system (IPS) is familiar terminology for the Office of Naval 
Research and research groups within universities [2],[3].  A generic layout of an electric ship 
using a DC backbone is provided in Figure 1.1.  The idea of IPS is to enable all the energy 
generated to be used by all the ship systems.  Earlier IPS concepts showed that the energy within 
the ship propulsion system would be enough to supply traditional ship operation needs so that 
service generators could be eliminated, yielding significant fuel savings.  Efficient use of 
generated energy is important, but another critical factor in ship design is space savings.  
Traditionally, every marine load or load circuit was interfaced with a transformer strictly for 
galvanic isolation.  Transformers have two main functions in addition to providing galvanic 
isolation – impedance matching and voltage scaling [4].  Although vital and a workhorse of past 
and current electric power systems, transformers rated for 60 Hz are large and heavy.  For these 
reasons, research organizations like the Advanced Research Projects Agency – Energy (ARPA-
E) are providing funds for investigating new magnetic materials for transformer cores so the unit 
can operate at much higher frequencies.  The size and weight of the transformer is inversely 
proportional to the operating frequency. 
Historically, DC has had protection issues limiting DC distribution systems to a 
maximum rating of 1,000 V level on naval ships.  Traditional electromechanical switchgear is 
slow and DC voltage collapse can be much faster than AC collapse.  Amongst power engineering 
professionals, it is well known that AC circuit breakers make use of zero crossing points to clear 
faults, but in DC systems there are no zero crossings.  Today, solid-state devices and power 
converters are making DC a more attractive and feasible option.  Rectifier and inverter sets found 
in today’s modern motor drives have the capability of identifying faults in microseconds.  Motor 
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controllers handle faults, maintain the DC link between the rectifier and inverter in various 
circumstances, and monitor over-voltage and under-voltage while using appropriate protection 
schemes for a specific occurrence.  If the technology and knowledge within the motor drives 
industry is mapped to future DC architectures, it is expected that the same benefits in controller 
performance and protection will be inherit in these systems. 
 
Figure 1.1:  Electric Ship Power System Architecture [5] 
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1.1.2 Explorations in Offshore Wind Generation Potential and Oil Drilling Reservoirs 
A better understanding of onshore wind behavior has been the attention of many engineers in the 
last several years.  The Department of Energy (DOE), through FOA-414, has found great interest 
in exploring the integration of offshore wind and has funded a team of organizations to explore 
the wind speed behaviors at sea and determine the optimal location for placing large wind 
turbines around the perimeter of the United States.  Not only is optimal wind turbine placement 
important, but investigating ways of integrating the power into the grid is being considered [6]. 
Drilling rigs, as those shown in Figure 1.2, and offshore production platforms rely heavily 
on AC variable frequency drives for applications such as propulsion, station keeping, drilling, 
and pumping product to the surface.  In drilling rigs, drill-ships, and offshore production 
platforms, the non-linear variable speed drive load makes up 85% of the installed kW.  The 
typical installed drive power for a drilling package is 5000-12,000 HP (3.7 to 9 MW), [7].  
Drilling rigs and oil platforms are placing considerable harmonic strain on generators and 
degrading the quality of the voltage supplies.  As stated in [7], the power quality is degraded due 
to harmonic currents produced during the conversion from AC to DC for VFDs.  The harmonic 
spectrum of an oil production platform can be found in [7].  The harmonic mitigation methods 
include the use of passive LC filters, multi-pulse drives, active filters and active front end 
rectifiers.  But the additional equipment requires additional space, often where space is at a 
premium, and also increases the weight of the platforms.  A host of disadvantages for each of the 
mitigation methods is also provided in [7]. 
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 Figure 1.2:  Semi-Submersible Drilling Rig [7] 
 
Today, domestic offshore oil drilling takes place in the Gulf of Mexico and Northern 
Alaska, as shown in Figure 1.3.  The eastern seaboards, from North Carolina through Maine, are 
locations with the greatest potential for offshore oil and gas drilling.  Considering a few results in 
Figure 1.4 from the Department of Energy wind turbine placement study mentioned earlier 
showing available wind generation along the east coast, readers will observe a strong overlap 
between high wind penetration and oil drilling areas approved by the United States government 
when comparing Figure 1.3 and Figure 1.4. 
The offshore production platform is an opportunity for a more innovative application 
while taking advantage of the offshore wind turbine power generation locally.  The directions 
that many manufacturers of power system equipment are exploring with offshore technologies, 
Figure 1.5, to harness and transmit electric power provides further encouragement that the 
direction proposed is viable [8]. 
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 Figure 1.3:  Location of Oil Drilling Opportunities between 2012 and 2017 [5] 
 
Figure 1.4:  Available Wind Generation Onshore and Offshore in the United States [9] 
 
  
Figure 1.5:  Offshore Platforms – Siemens Offshore Design (Left), [10]& ABB Offshore Design (Right), [11] 
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1.1.3 Challenges and Opportunities with Microgrids 
The MVDC architecture, [1], [5], has often been referred to as a type of microgrid upon first 
view.  The microgrid concept was first proposed in 2002 as a better way to implement the 
emerging potential of distributed generation.  During disturbances, the generation and 
corresponding loads can separate from the disturbed grid, maintain service, and not harm the 
overall grid’s integrity.  As pointed out by [12], the difficult task is to achieve the microgrid 
functionality without extensive custom engineering and still have high system reliability and 
generation placement flexibility.    
The fundamental microgrid requirements include the capability of operating in islanding 
and/or grid connected modes with high stability, mode switching with minimum load disruption 
and shedding during transitions, and after a transition, stabilize in a certain amount of time.  The 
high-level technical challenges associated with microgrids include (1) operation modes and 
transitions that comply with IEEE1547 (Standard for Interconnecting Distributed Resources with 
Electric Power Systems), [13], and (2) control architecture and communication.  For the case of 
an AC based microgrid, the following items are considered by various research teams: 
• Islanding mode:   
Frequency and Voltage Stability, Optimal Power Flow 
• Grid to Islanding mode:   
Transition and Stabilization, Minimum load shedding and disruption 
• Islanding to Grid mode:   
Re-synchronization and Re-connection, Minimum impact on sensitive loads and 
electronics as transients evolve during state transitions 
 
Key research and development needs are centered upon operational inverter improvements 
(harsh environment design, robust operation during fault conditions, improved overload, volume 
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and weight reduction) and improved system yields (micro and mini converters).  A listing of 
topics referred to as advanced concepts provided in [14] focused on (1) an integrated storage 
inverter, (2) direct medium voltage inverter design and (3) DC microgrid subsystems.  These 
components are extremely important but protection is also one of the most vital challenges facing 
the deployment of microgrids. 
1.1.4 Increased Interest in Microgrid Operations for AC and DC Architectures 
A plug-and-play property of the microgrid is defined as a unit (either generation source or load) 
that can be placed at any point without re-engineering the system or controls.  Ideally, the 
microgrid should maintain system operation even if one component is lost [12] and operate 
without communications [15] because of the long distance between generation units [16].   
The ability of the microgrid to transition to an islanded state smoothly or automatically 
reconnect to the bulk power delivery system (and vice versa) is an important operational property 
[12].  This feature also supports the fact that the reference frequency in a microgrid application is 
not fixed and depends on the magnitude of the load and power frequency curves of the sources 
[15].  These transitions from one system state to another will be referred to as a mode transition 
throughout this dissertation.  Other transition modes are application specific.  Handling internal 
fault ride-through in the case of wind turbine systems is a prime example.  The authors in [17] 
designed a phase-locked loop controller for grid failure detection and automatic mode switching 
between stand-alone and grid-connected modes for a 11 kW, full converter, wind turbine.  In 
[18], the authors investigated parallel microgrid inverters with the design challenge of ensuring 
precision power flow control, current sharing between the converters and smooth transition 
between grid-tie and islanding modes.  An adaptive droop control method is formulated for 
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inverters operating in grid-connected and islanded modes in [19] and a control strategy to handle 
transient disturbances and faults in [20].  
 Most of the research conducted so far has concentrated on AC microgrids [21].  The DC 
microgrid has a similar network structure compared to a single phase AC microgrid.  The 
fundamental differences include the existence of a frequency component and reactive power flow 
control is not necessary in a DC system.  Power flow is controlled by voltage droops in AC 
[22],[23],[24],[25] and DC systems [26].  Droop control is extensively found in the literature and 
is worthy of explaining here.  Consider a two generator system with grid impedance, Z, between 
both units.  The apparent power, S, flowing from the reference generator to the next can be 
described with (1.1).  The real and reactive power components from (1.1) are described by (1.2) 
and (1.3), respectively. 
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Relationships (1.4) and (1.5) can be simplified to (1.6) and (1.7).  By utilizing a small angle 
approximation and neglecting line resistance; one arrives at (1.8) and (1.9). 
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From (1.8) and (1.9), the angle δ can be controlled by regulating P and the voltage V1 is 
controllable through Q.  Control of the frequency dynamically controls the power angle and thus, 
the real power flow.  By adjusting P and Q, frequency and amplitude of the grid voltage are 
determined.  
1.1.5 Microgrid Hierarchical Control Terminology 
Only a few works conceived the microgrid as a whole problem taking into account the different 
control levels.  In the literature, [27] and [28] provide exceptional overviews of the three control 
layers within microgrids – primary control, secondary control, and tertiary control.  The primary 
control – droop control discussed earlier – is often used to emulate physical behaviors to make 
the system stable and more damped.  The primary control maintains voltage and frequency 
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stability of the microgrid prior to islanding.  The secondary control ensures that the electrical 
signals through the microgrid are within the required values compensating voltage and frequency 
deviations toward zero when necessary caused by the operation of the primary controls.  Finally, 
the tertiary layer controls the power flow between the microgrid and main grid.  Figure 1.6 is an 
illustration showing the interoperability of the primary, secondary, and tertiary control within a 
microgrid set-up.  Figure 1.7 shows the reduced controller complexity for a DC microgrid with 
respect to an AC microgrid.  
 
Figure 1.6:  Block Diagram of Microgrid Control Layers Operating in Unison [27] 
 
 
 
 
Figure 1.7:  Hierarchical Control Architectures for an AC and DC Microgrid [28] 
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1.2 SIGNIFICANCE AND CONTRIBUTIONS 
With improvements in power electronics technology, renewable energy resources are 
experiencing wider adoption and commercial facilities are considering new infrastructure options 
with the vast increase in IT hardware.  These movements are allowing research teams to propose 
ideas centered around high and low voltage DC grids.  As examples, reference [29] studied a 
multi-terminal HVDC system for transferring power between (1) one wind farm to two grid 
connected points and (2) multiple wind turbines to one grid connected point.  Reference [30] 
studied the eight different operation modes within a DC data center environment.  Variable wind 
turbines and energy storage systems coupled through a DC microgrid are explored in [21].  The 
microgrid, currently, is also being considered for more efficient disaster recovery [31], [32]. 
With the motivation and current industry/academia pursuits established, one main goal of 
this study is to investigate offshore, power management strategies within a medium voltage DC 
microgrid as various network components transition from one state (grid-connected or islanded) 
to another while adequately serving critical industrial processes.  The approach is to understand 
that there are research needs at the power system level but determine a remedy for the problem at 
the component/equipment level.  For this reason, detailed model development in ANSYS PExprt, 
PSCAD/EMTDC, and Matlab/Simulink is required.  The chosen package is dependent on the 
problem being evaluated in the forthcoming chapters.    
The DC microgrid developed and analyzed throughout this dissertation is found in Figure 
1.8.  The main source of generation serving the offshore production platform composed of 
electric motor drives includes offshore wind power, potential utility feed from an onshore 
substation, and backup generators on the platform.  Interfacing many of the generation sources 
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and loads are a number of power electronic interfaces – one key component being the 
bidirectional DC/DC converter.   
 
Figure 1.8:  DC Microgrid - Local Wind Power being supplied to Offshore Platform 
 
The research contributions, from the author’s perspective, include the following: 
• Proposed offshore DC and, potentially, practical microgrid architecture that utilizes offshore 
renewables to supply the local load.  Average models of all components assembling the 
microgrid are mathematically provided and combined to form the overall architecture in the 
Matlab/Simulink environment. 
 
• Performance evaluation of new magnetic materials utilized in high frequency and high power 
environments showing size reductions of these magnetic components (bidirectional chargers, 
transformers, and electric machines) that will indeed be utilized in the offshore production 
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platform or other environments where size and weight restrictions are common.  This 
optimized analysis is conducted in ANSYS PExprt or RMxprt. 
  
• The offshore microgrid offers an opportunity for a multi-terminal application that will be 
explained in Chapter 3.  Therefore, a model of a high voltage DC system utilizing modular 
multilevel converters is developed in PSCAD/EMTDC to evaluate component sensitivities 
on peak DC fault currents.  Physical systems of this size and power rating are difficult for 
any computer to simulate, thus, discussions are presented on how to scale computer models, 
from a system energy perspective, to predict electrical quantities of interest. 
 
• Constant power loads are inherently unstable and common in power systems.  The electric 
motor drives are constant power consuming entities due to their speed regulation.  This work 
lays out the mathematical details showing that PD controllers, traditionally used for 
stabilizing systems, are inadequate and proposes a model reference control design ensuring 
stability.  Although the analysis is based on linear methods (small perturbations from the 
operating point), the control architecture can be readily upgraded to include adaptation 
capabilities following model reference adaptive control (MRAC) design – a discussion point 
in the future work. 
 
• Our objective is to develop a simplified power management strategy between the available 
renewable generation and onshore utility to provide adequate power to the platform under 
various mode transitions while still maintaining continuous and seamless power to the 
electric machines.  Although wind turbines out at sea have higher output power potential for 
transmission compared to onshore wind turbines, the engineer cannot say with 100% 
confidence that the critical load can always be served by the wind generation alone.  In 
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systems like Figure 1.8, the available power production is also a system constraint.  At times, 
the wind potential may be too high allowing for power to be transferred to the utility and at 
other times too low requiring the wind turbines to disconnect and allow the utility and onsite 
diesel generation to supply the critical motor loads.  Ultimately, our desire is to use the diesel 
generation supply at a minimum. 
 
• Finally, communication protocols are described and proposed.  One protocol is for within the 
microgrid itself and another protocol for communication between other microgrids in the 
same geographical location.  This portion of the dissertation required discussions between 
electrical engineers and telecommunication engineers speaking the same dialogue showing 
that the microgrid problem is truly multidisciplinary in nature. 
 
The proposed research objectives will have a number of profound impacts and technological 
advancements in the following areas listed, in no particular order: 
 
1. Enhancement in DC System Operation and Understanding.  Changes being made to the power 
system architecture and layout are drastic with increased renewable generation penetration and 
power electronic equipment.  From previous sections, strong arguments have been made that 
support new developments in DC areas.  As many have been focused on improving AC 
architectures, this body of work shall go beyond the norm and enhance the engineering 
community’s knowledge in DC microgrid operation.  
 
2. Microgrids:  Conceptual to Practical.  Throughout the last decade, the microgrid was 
conceptualized as a potential solution to improve power system reliability by having the ability 
to detach from the main grid under a major disturbance.  Usually, microgrids have some kind of 
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connection with a larger electrical network but this is not necessarily always the case.  This 
dissertation has distinct applications to help improve disaster relief procedures, future military 
operating bases used for short time periods, and in non-developed nations where a strong electric 
grid is non-existent.   
 
3.  Numerical Insights into Advantages of MVDC compared to MVAC.  Pursuing DC system 
design is a challenge when the legacy of the electric power industry has primarily been based on 
AC.  This dissertation area will try to disclose some of the advantages that have been 
hypothesized, through a simulation environment, or perhaps reveal the challenges with DC based 
grids.  
 
4. Diagnosis of Power Electronic Operation and Equipment Interaction in a DC Environment. 
Presently 30% of all electric power generated uses power electronics technologies somewhere 
between the point of generation and end-use.  By 2030, 80% of all electric power will flow 
through power electronics, [33].  The need to understand how equipment, like power electronics, 
in the grid responds, interacts and delivers power to changing loads due to operational mode 
transitions is a valuable exploratory effort because this will be a future scenario that will need to 
be handled appropriately both in AC and DC system design.  
 
5. Exploratory Offshore Renewable Generation Utilization.  Traditionally, engineers have 
strictly focused on transporting offshore renewable energy, specifically wind power, to the shore 
and utilizing the remaining power, after losses have been considered, to power equipment on 
land.  The system described in the proposal body is a unique application that uses offshore wind 
generation, locally, to power an offshore production platform (a heavy industrial environment).  
Although conceptual at first, the oil and gas industry could potentially benefit from this study.  
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As stated earlier, many global manufacturers are pursuing initiatives and funding offshore power 
equipment design.    
 
6. Evolving Application for High Voltage DC.  The increasing need for high voltage, grid-scale 
power electronics (HVDC & FACTS) and growth is astonishing.  Also, multi-terminal HVDC is 
a concept that has been proposed but, in practice, has not been implemented to date.  The 
medium voltage DC concept is an application of a multi-terminal scenario and microgrid 
packaged into one unit which will be explored. 
1.3 DISSERTATION OUTLINE 
This dissertation provides a thorough treatment (but not complete!) for an offshore, medium 
voltage DC microgrid power system design.  This dissertation is organized in 7 chapters, as 
follows: 
Chapter 2 looks into power density improvements for electric machines, transformers and 
bidirectional DC/DC converters utilizing novel nanocomposite magnetic materials capable of 
performing at high switching frequency.  The analysis is conducted in various ANSYS packages. 
Chapter 3 investigates the design of a modular multilevel converter based HVDC system 
with key analysis focused upon component sensitivities to system fault currents.  Scaling the 
HVDC system for large submodule count per inverter arm is also emphasized.  The analysis is 
conducted in PSCAD/EMTDC. 
Chapter 4 presents the argument that the motor drives on the offshore platform can be 
modeled as constant power loads.  First, it is shown that traditional proportional-derivative 
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control cannot be used to stabilize constant power loads and a new, small signal model reference 
control is analytically derived for stabilizing the constant power load.  The analysis is primarily 
conducted in Matlab/Simulink. 
Chapter 5 explores the detail model development for all components of the DC microgrid 
power system described in Chapter 1 including wind turbine models, detailed variable frequency 
electric drive model, average converter models, and associated controls for each component.  
Model development was entirely developed in Matlab/Simulink using the SimPowerSystems 
toolbox. 
Chapter 6 presents a power management routine implemented within the model 
developed in Chapter 5.  A few mode transitions are evaluated and results presented including 
grid connected to islanding mode and islanding to grid connected mode. Low voltage ride 
through studies conducted with the wind generation is considered a future work item.  Emphasis 
is placed on the behavior of the components on the offshore platform and behavior of the 
bidirectional DC/DC converters in the model. 
Chapter 7 demonstrates the necessary communication requirements for the offshore DC 
microgrid.  A multi-disciplinary partnership was established between the research groups of the 
electric power initiative in the Swanson school of engineering and the department of 
telecommunications to adequately research this microgrid problem.  Lite details are only 
provided for completeness with more extensive results published collaboratively between both 
parties. 
Chapter 8 concludes the dissertation by summarizing the major takeaways of this 
document while also providing a few suggestions for future work including experimental 
verification in the electric power systems laboratory at the University of Pittsburgh.  
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2.0  POWER DENSITY IMPROVEMENTS UTILIZING HIGH FREQUENCY 
MAGNETIC NANOCOMPOSITE MATERIALS IN POWER APPLICATIONS 
The need for the advancement of soft magnetic materials for applications in high-frequency, 
medium-voltage, MW-scale power electronics and grid integration technology is conveyed by 
recent DOE reports [34].  Figure 2.1 provides a comprehensive summary of the power electronic 
programs that the Advanced Research Project Agency – Energy (ARPA-E) has found interest in 
funding.  Increases in DC power conversion and DC loads also motivate research into new 
topologies containing high-frequency DC-to-DC power converters.  The soft magnetics used in 
these power electronics can occupy significant space, require extensive cooling, and limit 
designs [35].  Operation at higher frequencies allows for reductions in converter size and weight 
[36],[37].  Current commercial magnetic core materials are limited by low saturation inductions, 
in the case of ferrites, or limited to low-frequency applications because of unacceptable losses at 
high frequencies, in the case of silicon steels. Nanocomposites contain both the soft magnetic 
strengths of amorphous core materials with the more attractive saturation inductions of 
crystalline metals, a combination naturally well suited for high-frequency converter applications 
[37],[38].  
The operation of power converters at higher frequencies is limited by increased losses, a 
trend accounted for by the Steinmetz Equation, (2.1), which relates the operating frequency, f, 
and saturation induction, Bs, to power loss.  In (2.1), the material-dependent, empirically-found  
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 βα BkfPL =  (2.1) 
 
Steinmetz Coefficients, α(~2) β(~1-2), account for all core losses, in which hysteretic, anomalous 
and conventional eddy current losses are predominant.  Eddy current losses depend on electrical 
resistivity, sample geometry, and dimensions. The operating frequency of a transformer can be 
chosen by considering the tradeoffs at high switching frequencies, namely, reduced converter 
size at the expense of reduced efficiency. 
Exhaustive development of nanocomposites, such as FINEMET, NANOPERM, and 
HITPERM, has shifted focus to optimizing these materials’ properties specifically for their use in 
state-of-the-art power converters, [39],[40],[41]. Combinations of compositional additions and 
novel processing techniques have produced nanocomposites with permeability, μ > 105, 
saturation induction, Bs > 1.6T, resistivity, ρ > 150μΩ-cm, thickness, t < 15 μm, temperature 
stability up to 300oC, and overall core losses less than 20 W/kg at 10 kHzT, a unit convention set 
by the ARPA-E.  Note that T in the metric is Tesla. 
 
Figure 2.1:  2010 Power Electronic Opportunities for Improvements [34] 
 
The unique material properties possessed by nanocomposites also present challenges. 
Converter designs developed for ferrites or silicon steels may not be the ideal designs for new 
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nanocomposites.  With currently available soft magnetic materials, thermal management 
requirements limit converter power density below levels that could otherwise be achieved with 
advanced switching circuits [35].  The research presented here is focused on a HTX-012B, a 
novel nanocomposite magnetic material whose iron based chemistry has been optimized to have 
low coercivity and low permeability.  The material’s performance will be evaluated in three 
major power engineering applications including electric machines, transformers, and 
bidirectional chargers with higher emphasis on the latter two applications.  Continuing with the 
offshore medium voltage DC microgrid theme, the yellow encircled components found in Figure 
2.2 can take advantage of these high frequency magnetic materials.  
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Figure 2.2:  Offshore Medium Voltage DC Microgrid Emphasizing Magnetic Intensive Areas 
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2.1 MOTIVATION FOR DESIGNING BIDIRECTIONAL CHARGERS WITH  
HIGH FREQUENCY MAGNETIC COMPONENTS 
The topology chosen for the DC/DC converter first proposed in [42] is the dual active bridge 
(DAB) DC/DC converter.  Multiple configurations have been proposed with two of the most 
common provided in Figure 2.3.  Half-bridge converters, as shown in Figure 2.3 (a) consist of a 
single phase leg in parallel with a split capacitor bus.  These converters have been applied in 
uninterruptible power supply systems, electric vehicle applications, and photovoltaic arrays.  
Although the half-bridge converters offer a reduced switch count in comparison to the full-bridge 
configuration, their primary drawback is the size and cost of the DC capacitors (C1-C4) required.  
Half-bridge topology ratings are limited to below 400 V and 2 kW, which is not applicable for a 
medium voltage design (kV rating) [42],[43]. 
The single phase, full-bridge, DAB topology found in Figure 2.3 (b) is very attractive 
because of its zero-voltage switching capability, low component stresses (increased phase legs), 
high-power density applications [42],[44],[45],[46] and accommodates voltage levels up to 1 kV 
and higher [47].  The configuration has found widespread use in shipboard power systems 
because of its galvanic isolation property between two voltage levels through a transformer [48].  
In recent literature, [49] explored controller designs for varying loads with the full-bridge DAB 
operating in the megahertz operating regime while maintaining high efficiency operation.  The 
ARPA-E has also funded work to investigate bidirectional, battery-to-grid charger applications 
using GaN devices [50].  With growing trends towards higher switching frequency based 
bidirectional charger applications which utilize transformers, the motivation is set to perform an 
analysis using ANSYS PExprt to quantify the potential benefits of using HTX-012B in the 
charger transformer.  
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(B) Single Phase, Full-bridge Based Dual Active Bridge Converter 
Figure 2.3:  Bidirectional DC/DC Converter Topology 
 
The bidirectional DC/DC converter shown in Figure 2.3 can operate as a buck converter 
with power flowing from the MVDC input, Vg, to the local load, or a boost converter with power 
flowing from the local load towards the MVDC bus.  Net power will flow from the primary side 
of the converter to the secondary side if a delay exists between the primary and secondary side 
voltages.  More specifically, if ϕ lies between 0 and 90 degrees as shown in Figure 2.4, power 
will flow from the primary side to the secondary side.  If ϕ is between 90 and 180 degrees, power 
will flow from the secondary side to the primary side under the assumption that the load is a 
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voltage source like a battery.  The waveforms illustrated are ideal and neglect the resonant 
transitions that may occur between the substrate capacitances of the semiconductors and line 
inductance.  The numbers associated with each of the four intervals shown in Figure 2.4 
correspond to the active switches shown in Figure 2.3. 
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Figure 2.4:  Voltage and Current Waveforms of DAB DC/DC while Operating in Charging (Buck) Mode 
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2.2 OPTIMIZING BIDIRECTIONAL CHARGER MAGNETIC DESIGN FOR 
KILOWATT SCALE POWER APPLICATIONS USING ANSYS 
With the understanding of the DAB circuit behavior, procedures for evaluating the magnetic 
performance of HTX-012B against traditional ferrites using ANSYS PExprt are explored.  A 
benchmark circuit platform used for the analysis is taken from [46],[51].  The single phase DAB 
converter was experimentally prototyped and rated for 300 V input, 1-to-1 turns ratio, 20 kHz 
operating frequency, and 1 kW rated output power. 
2.2.1 Analytical Methodology for Optimizing Transformer Parameters  
Consider the single phase core found in Figure 2.5.  The graphic shows appropriate dimensions 
from the front and side views of the transformer core with windings appropriately colored – a is 
the width of the main flux path, b is the width of the transformer window, h is the height of half 
of the transformer window, and thickness d.   
Traditionally, modeling every winding associated with the core is not of interest unless 
AC resistance is of concern resulting in model approximations [52].  For the analysis presented, 
it is assumed that (1) the windings are fully filled in the window area of the core and (2) the 
volume model of the transformer can be simplified by assuming the coils are densely packed 
(high fill factor).  The volume of the transformer (core + windings) can be expressed with the 
geometric parameters of the latter paragraph as shown in Table 2.1. 
The cost function (transformer volume), optimized variables (geometric dimensions of 
transformer) and constraints of interest are listed as (2.2).  The design constraints are functions of 
the geometric dimensions of the transformer as well as driving frequency as indicated by (2.3),  
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 Table 2.1:  Geometrical Relationships Associated with Transformer Core 
Geometric Property Mathematical Relationship with  
Geometric Dimensions 
Cross Sectional Area adAc =  
Window Area bhAw 2=  
Mean Length per Turn )(2 dbalo ++=  
Transformer Width )(21 bal +=  
Transformer Thickness bdl +=2  
Transformer Height hal 223 +=  
Transformer Volume 321 lllV =  
Core Volume hbddhabaVc 2)22)(2( −++=  
Transformer Thermal Area )(2 323121 llllllAt ++=  
 
 
Figure 2.5:  Single-phase Transformer Core for Dual-Active Bridge Converter [46] 
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(2.4), and (2.5).  Equation (2.3) is the transformer universal EMF equation assuming the core is 
driven by a sinusoid, (2.4) is the standard Steinmetz relationship describing transformer core loss 
for nanocomposite materials, (2.5) is a relationship describing transformer winding losses [35], 
and (2.6) is an estimate on the temperature rise within the core, [53].  Note that α, β, and k are 
standard Steinmetz coefficients, l is a magnetic effective length, and ϕ is a geometric constant.  
Equation (2.2) through (2.6) establishes the basis for an optimization problem with given 
constraint that can be solved using Matlab optimization algorithms.  The benchmark results for 
our study are provided in Table 2.2 - both numerical results and available core selected, [51].   
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The existing literature provides a nice basis for sizing cores of any size.  However, the 
research team in [51] had to select a bobbin from a different manufacturer with given design 
constraints.  Utilizing ANSYS PExprt, a solution was found that achieves a smaller magnetics 
volume with parts (core and bobbin) that can be purchased from the same manufacturer.  This 
analysis will be shown next. 
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 Table 2.2:  Optimal Core Results for DAB Benchmark Case with Available Commercial Core Metrics [51] 
Transformer Property Optimized Numerical Result 
(Single Phase) 
Commercial Core 
 (Magnetics:  0P44125UC) 
Volume (mm3) 85376 105204 
Bmax(T) 0.3 0.25 
Core Loss (W) 1.79 2.16 
Winding Loss (W) 
Total Loss (W) 
Transformer Turns 
a (mm) 
b (mm) 
d (mm) 
h (mm) 
7.02 
8.81 
82 
11.7 
13.0 
13.0 
21.6 
2.84 
 
5.0 
 
78 
 
11.94 
18.8 
11.94 
15.9 
 
  
Figure 2.6:  Magnetics 0P44125UC [54] 
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2.2.2 Optimal Ferrite Core Transformer Parameters Analyzed through ANSYS PExprt  
The transformer core uses P material that is commonly used for low to medium frequency 
general-purpose power converters and is engineered for lowest loss at 95°C, [55].  The 
parameters required by the software are provided in Table 2.3.  AWG22 gauge wire was chosen 
for this application.   With a 300 V peak-to-peak, 20 kHz square wave voltage defined having a 
duty cycle of 50%, the computer software is able to optimize a transformer core rated for 1 kW 
using stock libraries.  PExprt optimizes based on reducing the total system loss associated with 
the core and windings towards a minimum.  The vendors incorporated into the program include 
AVX, Electrical Steel, Epcos, Ferroxcube, Magnetics, Metglas, Micrometals, Steward, and TDK.  
Only one stock library can be selected to be evaluated per solution set, thus, Magnetics was 
chosen.  The top ten cores selected for a 1 kW rated core are provided in Table 2.4.  Figure 2.7 
provides the volume for each core relative to each other for the ten proposed solutions.    
 
Table 2.3:  Ferrite Material Properties 
Ferrite Material Property Quantity 
Core Resistivity 5 Ω-m 
Relative Permittivity 10000 
Initial Permeability 2500 
Magnetic Flux Density Saturation 
Steinmetz Coefficient α 
Steinmetz Coefficient β 
Steinmetz Coefficient k 
0.375 T 
2.1 
2.65 
0.0015 kW/m3 
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Table 2.4:  Top Ten Core Solutions Rated for 1 kW Utilizing Ferrite Core 
Core Name Volume  (mm3) Turns 
Temperature 
(oC) Parallel Turns 
Power Losses 
(W) 
ETD49 24510 72 58.91 2 5.2485 
ETD49 24510 72 74.55 1 8.3685 
EC70 39621 55 42.84 2 4.6319 
EC70 39261 55 51.26 1 7.2212 
EE45528 43050 44 50.03 2 5.4129 
EE47228 50416 42 45.32 2 5.0993 
EE47228 50416 42 54.36 1 7.7417 
ETD59 51152 42 42.92 2 4.7803 
ETD59 51152 42 50.65 1 7.3051 
EE48020 68265 42 43.71 2 6.1329 
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Figure 2.7:  Optimal Manufacturer Core Volume Solutions 
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The advantages of operating at higher switching frequency include component volume 
reductions resulting in improved power density, one of the key drivers behind the ARPA-E 
program.  Hence, the core volume, total loss, and number of wire turns around the core are 
parameters of interest in this analysis with core volume being of highest priority.  Evaluating the 
solutions in Table 2.4, the core selected for the 1 kW application is the ETD49.  Two solutions 
are associated with the ETD49 core – the solution with 5.25 W total loss, 2 parallel turns, and 
maximum temperature rise of 58.91oC is chosen.  Other valuable parameters associated with this 
design including current density and maximum flux density are included in Figure 2.8. 
 
 
Figure 2.8:  Notable Parameters associated with the ETD49 Ferrite Core Design for the 1 kW DAB 
 
The dimensions associated with the core and bobbin is provided in Figure 2.9.  Figure 2.9 
(a) provides the dimensions of the bobbin, Figure 2.9 (b) provides the dimensions of the core, 
Figure 2.9 (c) and (d) provide the schematic and dimensions associated with a readily available 
core from Magnetics, respectively.  A cross sectional view of the core with winding arrangement 
is found in Figure 2.10.  This schematic is the geometry that can be used to conduct a finite 
element analysis upon if quantities such as current density distribution, flux distribution, power 
loss vs. time, and other variables that might be of interest. 
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(A) PExprt Bobbin Dimensions (B) PExprt Core Dimensions 
 
 
(C) Magnetics Manufactured Core (D) 2014 Manufactured Core Dimensions 
 
Figure 2.9:  ETD49 Core:  Simulation Results and Manufactured Component from Magnetics [56] 
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 Figure 2.10:  Cross Section of 72 Windings Configured in Two Parallel Turns around ETD49 Core 
2.2.3 Optimal HTX-012B Nanocomposite Core Transformer Parameters Analyzed 
through ANSYS PExprt  
HTX-012B is a material whose chemistry has been optimized for high switching frequency, 
tunable permeability depending on desired application, capable of operating at high temperature 
(above 200oC), and designed for high power applications (kW to MW scale magnetic core 
designs).  A few disadvantages of the material are that the alloy saturates between 1 and 1.2 T 
and is mechanically brittle.  Throughout this section, the same analysis is conducted as in Section 
2.2.2 except the ferrite has been replaced with HTX-012B. 
Before the magnetic material could be evaluated in a charger application, loss 
characteristics of various cores had to be obtained experimentally as a function of frequency and 
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induction level.  Once these parameters were obtained, the Steinmetz coefficients could be 
evaluated and used as inputs into the software. 
Six circular cores made of HTX-012B were manufactured, annealed, then impregnated, 
and tested by technicians at Spang & Company – Magnetics division.  Two sets of cores were 
fabricated – uniform cores and cut cores having outside diameters of 1.25 inch (small), 2.81 inch 
(medium), and 6.25 inch (large).  As the cores were scaled, the ratio between the inside and 
outside diameter was fixed at 0.80 to reduce flux crowding.  The size of the cut in the cores is 
0.002 inches.  General properties associated with the cores are provided in Table 2.5 with core 
loss measurements associated with the cores for three different frequencies in Table 2.6. 
 
Table 2.5:  Dimensions, Mass, and Permeability of Experimentally Tested Cores 
 
Table 2.6:  Core Loss Measurements at Varying Frequencies and Induction Levels for Experimental Toroids 
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The core loss results of Table 2.6 have been plotted to show various trends as the cores 
are geometrically scaled.  Figure 2.11, Figure 2.12, and Figure 2.13 are the core loss results for 
fixed frequency excitation of 20 kHz, 50 kHz, and 100 kHz, respectively.  Figure 2.14 are the 
results for fixed induction.  A few trends can be observed.  Consider Figure 2.11 although the 
following observation can be seen in Figure 2.12 and Figure 2.13.  The annealed core loss 
remains constant (left to right in the plots) as the size of the cores increases for a given 
frequency.  This is not the case for the cores that were impregnated and impregnated with cut.  
For the latter core conditions, the losses increase with increasing core size.  Interestingly, the 
losses are lower in magnitude for the large cores compared to the small and medium-sized cores.  
This trend is related to the mechanical stress states of the cores.  Consider the loss trends from 
top to bottom for each figure.  As induction levels increase, losses consistently increase.  Finally, 
consider when the applied induction level is fixed and frequency varies as shown in Figure 2.14.  
The losses measured appear to be independent of core size and consistent from core to core if 
applied induction is fixed and frequency is varied.  The experimentally determined Steinmetz 
coefficients based off of this data is provided in Table 2.7.  
Table 2.7:  Steinmetz Coefficients Associated with Tested Cores 
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Figure 2.11:  Core Loss for Annealed, Impregnated, and Impregnated Cut Cores (f = 20kHz) [57] 
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Figure 2.12:  Core Loss for Annealed, Impregnated, and Impregnated Cut Cores (f = 50kHz) 
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Figure 2.13:  Core Loss for Annealed, Impregnated, and Impregnated Cut Cores (f = 100kHz) 
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Figure 2.14:  Core Loss for Annealed, Impregnated, and Impregnated Cut Cores (B = 0.1T) 
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The next task at hand is to introduce the material properties from the tested cores into the 
simulation software.  The bobbin for the core (Figure 2.9) will likely have an outside diameter of 
36 mm (1.41 inches).  From the experimental cores, Core #2 has an outside diameter of 1.25 
inches and a measured permeability of 2,843.  This permeability value is relatively close to the 
ferrite design.  The experimental core loss information of Core #2 at (20 kHz, 0.1 T), (20 kHz, 
0.2 T), (50 kHz, 0.1 T), (50 kHz, 0.2 T) from Table 2.6 were inputs into the core loss definition 
and Steinmetz coefficients extracted as shown in Figure 2.15.  For Core #2, the effective area of 
the core is 0.657 cm2.   
 
 
Figure 2.15:  Steinmetz Coefficients Provided by PExprt for HTX-012B Based on Experimental Loss Data 
 
The remaining material definition parameters are provided in Figure 2.8.  Although 
permeability is a function of frequency, it is assumed that the permeability is relatively constant 
for the frequency range of operation.  For very high switching frequencies, this assumption is not 
valid,[58]. 
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 Table 2.8:  HTX-012B Nanocomposite Material Properties 
HTX-012B Material Property Quantity 
Core Resistivity 1 Ωm 
Relative Permittivity 10000 
Initial Permeability 2843 
Magnetic Flux Density Saturation 1.08 T 
 
Table 2.9:  Top Ten Core Solutions Rated for 1 kW Utilizing Nanocomposite HTX-012B 
Core Name Volume  (mm3) Turns 
Temperature 
(oC) Parallel Turns 
Power Losses 
(W) 
EE44022 23321 40 66.08 2 5.9785 
ETD49 24510 49 56.98 2 5.1987 
ETD49 24510 40 68.78 1 7.5634 
EC70 39621 46 47.43 2 5.6100 
EC70 39621 37 57.28 1 8.4266 
EE45528 43050 37 53.17 2 6.0570 
EE47228 50416 39 47.94 2 5.7826 
ETD59 51152 41 45.34 2 5.3978 
ETD59 51152 33 54.41 1 8.1681 
EE48020 68265 42 45.95 2 6.8988 
 
 
Figure 2.16:  Notable Parameters associated with the ETD49 Nanocomposite Core Design for the 1 kW DAB 
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The top ten optimized core results for a 1 kW DAB core utilizing HTX-012B is provided 
in Table 2.9 with other parameters of interest associated with the core in Figure 2.16.  For 
reasons listed previously, the best suitable design is the ETD49 core using two parallel turns.  
Although the same core is utilized in this design compared with the ferrite design, there are some 
advantages to using the HTX-012B material that will be pointed out in the next section. 
2.2.4 Results Comparison between Analytical Ferrite Core, Computer Simulated Ferrite 
Core, and Computer Simulated Nanocomposite Core 
Table 2.10 provides a side by side comparison of the ferrite core results (benchmark) with the 
results when utilizing HTX-012B in the core.  Realize that the analytical result is an 
approximation from the originally proposed geometry whereas PExprt provides a more formal 
solution from a larger family of core shapes and sizes that are widely available for purchase.  By 
utilizing a nanocomposite material, the losses are more evenly distributed between the core and 
windings. The number of turns required to achieve the DAB ratings (1 kW, 300 V, 20 kHz) is 
reduced in comparison to the ferrite design as well as the core’s magnetizing inductance.  The 
ferrite material does not exhibit any noticeable advantage in comparison to HTX-012B from an 
electrical engineering design perspective.  Note that economics have not been taken into account. 
 
Table 2.10:  Comparison of Optimized Core Results 
Transformer Property Analytical Result (Square Core) 
Optimized / 
Commercial 
Ferrite Core 
Optimized / 
Commercial 
HTX-012B Core 
Volume (mm3) 85376 24510 24510 
Bmax(T) 0.3 0.242 0.355 
Core Loss (W) 
Winding Loss (W) 
Total Loss (W) 
Turns 
Core Temperature (oC) 
1.79 
7.02 
8.81 
82 
-- 
0.924 
4.324 
5.249 
72 
53.04 
2.516 
2.683 
5.199 
49 
52.74 
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2.3  ELECTRIC MACHINE POWER DENSITY IMPROVEMENT USING 
NANOCOMPOSITE MATERIALS 
Colleagues on the ARPA-E project have explored a new class of Fe-Co based amorphous and 
nanocomposite materials in permanent magnet machine applications.  Co-rich compositions offer 
the benefits of Fe-rich alloys but are not nearly as brittle and offer an alternative for high 
frequency operation when material strength is critical, [59].  Frequencies in excess of 1000 Hz 
can be achieved.  However, Co-rich materials have lower saturation inductions, which ultimately 
impact overall torque production from a machine. 
 Novel materials contribute to improved machine power density but also novel motor 
architectures.   Reference [59] chose the Parallel Path Magnetic Technology (PPMT) architecture 
because peak power density can be achieved with little or no rare earth material.  For 10 kW 
rated machines, the team showed that a 70% size reduction can be achieved if HTX-005C (novel 
Fe-Co nanocomposite material) was utilized in comparison to M-19 G29 (non-oriented silicon 
steel) while using 83% less rare earth permanent magnet.  Reductions are shown in Figure 2.17.  
 
Light Grey:  HTX-005 soft magnet; Dark Grey:  NdFeB hard magnet 
 
 
Figure 2.17:  Size Reduction of 10 kW PPMT Motor Using HTX-005C Fe-Co Nanocomposite Material [59] 
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2.3.1 Power Density Improvement of Induction Motors Utilizing HTX-012B:  Design 
Considerations 
All machine designs require mechanical, electrical, and thermal analysis.  Although HTX-012B 
is an iron rich alloy, the intent is to show power density improvements for induction motor 
applications.  The B-H loop associated with HTX-012B is provided in Figure 2.18. 
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Figure 2.18:  B-H Curve for HTX-012B 
 
To observe possible power density improvements for induction motors, an example 
motor model is selected from the ANSYS RMxprt motor library.  The model reflects an existing 
motor and ensures validity of the operational characteristics for the base case.  By increasing the 
driving frequency of the motor, the motor’s size can be decreased, as described by Faraday’s 
Law.  This is shown mathematically for a toroidal core assuming a sinusoidal current excitation 
and constant voltage in (2.7) – both the cross sectional area, A, and driving frequency, ω, are 
inversely proportional to each other.  Note that N and l are the number of turns and effective 
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length, respectively.  When increasing the driving frequency without changing any other 
parameters of the motor, the mechanical speed of the motor increases proportionally.  For this 
reason, the number of poles of the motor must be altered in order to maintain the same 
mechanical speed.  This concept is described by (2.8) where P is the number of pole pairs and ωe 
and ωr is notation for the excitation frequency and rotor frequency, respectively. 
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The number of poles of the original motor is reduced from 8 poles to 2 poles.  The 
voltage, driving frequency (50 Hz), and rated speed are all kept constant.  A second motor model 
is then created with all the same characteristics; however, the driving frequency is changed to 
200 Hz requiring an increase in pole number to keep the same rotational speed between both 
cases. The number of poles was altered to 8 for the second case. 
The nanocomposite material, HTX-012B, replaces the stator material but not the rotor 
material for both motor models to maintain mechanical integrity.  The original motor model 
utilizes an electric steel listed as M19-24G in the rotor.  Because the original motor model is only 
rated for 50 Hz operation we cannot be sure the loss data for M19-24G is valid for higher 
frequencies.  For this reason, a new material, M600-50A is used to replace M19-24G in the rotor.  
The core loss/material data and B-H curves were obtained from [60],[61],[62] and can be seen in 
Figure 2.19 and Figure 2.20, respectively.  The core loss data for M600-50A is represented by 
the dashed lines in Figure 2.20. 
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With the new materials in the rotor and stator, a non-linear optimization algorithm is 
performed on the geometry of the 8 pole motor.  Parameters such as the outer diameter of the 
stator, air gap size, slot length, and a general scaling factor are allowed to vary so as to decrease 
the overall size of the motor.  The objective of the algorithm is to reduce size while keeping the 
efficiency and power factor high.  In addition, the algorithm is run to keep the output power and 
the rotational speed for the 8 pole design, the same as the 2 pole design. 
 
 
Figure 2.19:  M600-50A B-H Curve [62] 
 
 
Figure 2.20:  Core Loss Data for M600-50A [62] 
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When increasing the number of poles, it is critical to take into account how the 
magnetizing current, and therefore, the power factor (P.F.) are both impacted.  As the number of 
poles in a motor increases, the magnetic flux has less distance to travel to get from one end of a 
pole to the other.  There is an inverse relationship between the number of poles and the necessary 
thickness or width of the return path in the stator core.  If the thickness is not increased, flux 
crowding will occur and will diminish the motor’s ability to produce torque; additionally the 
magnetizing current will also increase.  This increases the full load current and, therefore, the 
primary I2R losses.  In order to maintain the same output power, the current through the rotor 
cannot diminish.  Therefore, the stator current must increase to provide more magnetizing 
current.  As the magnetizing current increases, the power factor of the motor decreases.  The 
machine power factor trend as machine poles increase is shown in Figure 2.21, [63]. 
 
Figure 2.21:  Machine Power Factor Adjustments as Number of Machine Poles Increase [63] 
 46 
2.3.2 Power Density Improvement of Induction Motors Utilizing HTX-012B:  Motor 
Optimization Study 
The motor model for this study is depicted in Figure 2.22 and the geometric data is listed in 
Table 2.11. The geometry and winding configuration is fixed for the 2 pole design operating at 
1.3 kW, 50 Hz and 2800 RPM.  In order to run an optimization algorithm for the 8 pole design, 
adjustable parameters are assigned to the dimensions of the rotor and stator outer diameters, rotor 
and stator slots, motor length, and a scaling factor for the motor at a whole.  Every geometric 
variable of the motor was multiplied by the scaling factor except for the stacking factor and the 
number of slots.  This scaling factor was used to allow the optimization algorithm to change the 
motor’s size.  These variables and their constraints are listed in Table 2.12.  A nonlinear 
optimization algorithm is run to reduce the size of the motor while keeping the same output 
power and rotational speed.  The constraints of the optimization algorithm are as follows: 
Efficiency > 77%; Power Factor > 0.93; Slot fill factor < 79%.  These constraints were chosen to 
make the machine power factor the highest priority. 
 
 
Figure 2.22:  Motor Geometry, Winding Configuration and Slot Dimensions 
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Table 2.11:  Motor Geometric Variables 
Parameter Stator Rotor 
Outer Diameter (mm) 
Inner Diameter (mm) 
Length (mm) 
Stacking Factor 
Number of Slots 
Hs0 (mm) 
Hs01 (mm) 
Hs1 (mm) 
Hs2 (mm) 
Bs0 (mm) 
Bs1 (mm) 
Bs2 (mm) 
210 
148 
250 
0.92 
48 
0.8 
NA 
1.05 
12.9 
2.8 
4.9 
6.7 
147.3 
48 
250 
0.92 
44 
0.5 
0 
1.2 
12 
1 
5.2 
3.5 
 
 
 
 
Table 2.12:  Motor Constraints 
Parameter Min Max 
Outer Diameter Stator (mm) 
Outer Diameter Rotor (mm) 
Length (mm) 
Hs2 Stator (mm) 
Hs2 Rotor (mm) 
Scaling Factor 
190 
137 
125 
4 
4 
0.4 
210 
147.9 
375 
14 
14 
1 
 
 
Operating characteristics for the two pole and eight pole motor are provided in Table 2.13 
and Table 2.14, respectively.  A 56% size reduction and a 57% reduction in weight can be 
visually seen through the magnetic field plots shown in Figure 2.23 and Figure 2.24 for the two 
pole and eight pole machine, respectively.  While there is a 7.6% reduction in power factor 
between these models, the output power, rated torque, and efficiency are all similar.  Figure 2.25  
 
Table 2.13:  Two Pole Motor Output 
Machine Parameter  Quantity 
Outer Diameter Stator (mm) 
Outer Diameter Rotor (mm) 
Length (mm) 
Hs2 Stator (mm) 
Hs2 Rotor (mm) 
Scaling Factor 
Stator Ohmic Loss (W) 
Rotor Ohmic Loss (W) 
Iron-Core Loss (W) 
Output Power (W) 
Input Power (W) 
Efficiency 
Power Factor 
Rated Torque (N-m) 
Rated Speed (RPM) 
Rated Slip 
Stator Phase Current (A) 
Magnetizing Current (A) 
Rotor Phase Current (A) 
 
Total Net Weight (kg) 
Total Size (m3)  
210 
147.3 
250 
14 
12 
1 
21.965 
29.444 
0.000564 
1300.1 
1519.94 
85.53 
0.967 
4.222 
2940.52 
0.01982 
1.3668 
0.2922 
1.329 
 
54.987 
0.00866 
 
Table 2.14:  Eight Pole Motor Output 
Parameter Quantity 
Outer Diameter Stator (mm) 
Outer Diameter Rotor (mm) 
Length (mm) 
Hs2 Stator (mm) 
Hs2 Rotor (mm) 
Scaling Factor 
Stator Ohmic Loss (W) 
Rotor Ohmic Loss (W) 
Iron-Core Loss (W) 
Output Power (W) 
Input Power (W) 
Efficiency 
Power Factor 
Rated Torque (N-m) 
Rated Speed (RPM) 
Rated Slip 
Stator Phase Current (A) 
Magnetizing Current (A) 
Rotor Phase Current (A) 
 
Total Net Weight (kg) 
Total Size (m3) 
196.6 
147.9 
125 
14 
8.55 
1 
9.87 
10.4 
0.0011288 
1299.3 
1490.02 
87.1997 
0.8931 
4.16534 
2978.72 
0.007 
1.451 
0.4377 
1.3378 
 
23.448 
0.00379 
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 Figure 2.23:  Two Pole Motor Flux Distribution 
 
 
Figure 2.24:  Eight Pole Motor Flux Distribution 
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and Figure 2.26 show a reduction in the maximum torque for the motor from 40 Nm to 37.2 Nm; 
however, rated torque remains the same.  If HTX-012B is used in the stator, simulations show 
improved power density and improved operating efficiency, with a minimal loss in power factor. 
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Figure 2.25:  Two Pole Motor Torque vs. Speed Curve 
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Figure 2.26:  Eight Pole Motor Torque vs. Speed Curve 
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2.4 APPROXIMATE UTILITY SCALE TRANSFORMER CORE SIZE REDUCTION 
EMPLOYING NANOCOMPOSITE MAGNETIC MATERIALS 
The optimization objective of any transformer design is decided by the application of the power 
transformer and specification of the design.  Various factors such as the weight, volume of the 
transformer, cost, minimum loss, or combination of all four are often considered.  Design 
constraints are from the limit of the magnetic, electrical, and mechanical properties of the 
materials used in transformers.  Usually system constraints include the maximum flux density, 
maximum allowable temperature rise and sometimes current density as shown previously.  The 
objective of this brief section is to optimize a 100 kW transformer core and quantify volume 
reductions with increased switching frequency.  The C-core design to be optimized is shown in 
Figure 2.27 (dark gray component). 
 
Figure 2.27:  C-Core Transformer Design [64] 
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The design details of the 100 kW, 13.8 kV (primary) / 7.7 kV (secondary) rated 
transformer will be kept to a minimal.  The transformer is to operate with an efficiency greater 
than 99% with a power factor of 0.93 and weighing 15 lbs.  There are 8 primary circuits and 1 
secondary all using multi-filar windings.  All winding groups are in parallel to one another.  On 
the primary side and secondary side, 12 AWG Litz wire and 22 AWG magnet wire is used, 
respectively. 
The loss model associated with the Litz wire is described by (2.9) and (2.10), [65].  In 
(2.10), ω is the transformer driving frequency, µo is the permeability constant, N is the 
transformer turns, n is the number of strands, dc is the diameter of the copper strand, k is a factor 
accounting for field distribution in multi-winding transformers, ρc is the resistivity of copper at 
100oC, and bc is the depth of the core window.  Data contributing to core loss or winding loss 
computation utilized in the optimization algorithm is provided in Table 2.15.   
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Table 2.15:  Parameters Associated with Core and Winding Loss Calculation 
Loss Variable Value 
Steinmetz Coefficient, α 
Steinmetz Coefficient, β 
Steinmetz Coefficient, k  
Number of Turns, N 
Number of Strands, n 
Diameter of Strand, dc 
Resistivity of Copper, ρc 
Transformer Depth, bc 
Litz Wire DC Resistance, Rdc 
Solid Wire DC Resistance, Rdc 
1.695 
1.967 
0.787 W/kg 
32 
420 
0.000102 m 
23x10-9 Ω-m 
0.110 m 
0.323 Ω 
0.0104 Ω 
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Table 2.1 provides the geometric relationships associated with the transformer and (2.3) 
through (2.6) describe the physics associated with the transformer.  Equations (2.3) through (2.6) 
are function of system frequency and core geometry.  The system constraints provided in Table 
2.16 and latter relationships establish the necessary mathematics to optimize the transformer 
core, as was demonstrated in the charger application.  The Matlab optimization toolbox was 
utilized to optimize the core volume and the codes that were written are provided in Appendix A.  
The frequency of the core varied from 1000 Hz to 40 kHz resulting in six sets of results for six 
distinct frequencies.  These results are provided in Table 2.17.  A plot of core volume versus 
frequency is also provided in Figure 2.28.  
Table 2.16:  System Constraints to Optimize 100 kW Transformer 
Loss Variable Value 
BTx 
Tmax 
a 
b 
d 
h 
N 
0.65 T to 0.75 T 
150oC 
0.008 to 0.08 m 
0.04 to 0.36 m 
0.008 to 0.08 m 
0.09 to 0.51 m 
25 to 32 
 
 
Table 2.17:  Transformer Optimization Results with Varying Frequency 
Case Number 1 2 3 4 5 6 
BTx (T) 1.90 0.75 0.75 0.75 0.73 0.67 
Trise (oC) 13.63 41.40 59.70 88.53 116.29 134.33 
Irms,primary 1.25 1.25 1.25 1.25 1.25 1.25 
Pcore (W) 113.24 13.23 26.87 64.77 111.80 150.30 
Pwinding (W) 89.85 89.85 89.85 89.86 89.87 89.88 
Powerloss (W) 203.09 103.09 116.72 154.63 201.68 240.18 
a (m) 0.080 0.041 0.022 0.011 0.008 0.008 
b (m) 0.263 0.040 0.040 0.040 0.040 0.040 
d (m) 0.080 0.080 0.075 0.075 0.075 0.075 
h (m) 0.146 0.090 0.090 0.090 0.090 0.090 
N 32 32 32 32 31 26 
Vcore (m3) 0.1064 0.0050 0.0032 0.0024 0.0021 0.0021 
Frequency (Hz) 1000.00 5000.00 10000.00 20000.00 30000.00 40000.00 
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Figure 2.28:  Core Volume vs. Frequency for 100 kW Rated Transformer Core 
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3.0  MODULAR MULTILEVEL CONVERTER BASED  
HIGH VOLTAGE DC MODELING, COMPONENT SENSITIVITY ANALYSIS, AND 
SCALING APPROXIMATIONS  
There are a number of advantages associated with Voltage-source converter High Voltage DC 
(VSC-HVDC) technology including:  (1) more efficient power transfer over long distances, (2) 
carrying capacity of up to 2 to 5 times that of an AC line of similar voltage, (3) interconnection 
of two AC systems, where AC lines would not be possible due to stability problems or both 
systems having different nominal frequencies (as in Japan), (4) underwater power transfer if 
cables are longer than 50 km and (5) rapid and accurate power flow control, [66].  For these 
reasons, it’s not surprising to see the number of planned installations taking place in North 
America and China as shown in Figure 3.1 and Figure 3.2, respectively.  
 
Figure 3.1:  Planned HVDC Installations within North America through 2019 
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 Figure 3.2:  Planned HVDC Installations in China through 2020 [67] 
 
Multilevel converters are power conversion systems composed of an array of power 
semiconductors and capacitive voltage sources that, when properly controlled, can generate a 
multiple-step voltage waveform with variable and controllable frequency, phase and amplitude 
[68].  The number of levels, n, of a converter is defined as the number of steps or constant 
voltage values that can be generated by the converter between the output terminal and any 
internal reference node (the DC-link node) within the converter. 
A qualification of a multilevel converter to be referred to as being multilevel is that each 
phase of the converter has to generate at least three different voltage levels.  Figure 3.3 contains 
three inverter structures.  The topology on the far left is an inverter, but it is not a multilevel 
inverter because the output is that of a classical voltage source inverter.  The middle and far right 
topologies are three and five-level topologies and are classified as multilevel inverters.   
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 Figure 3.3:  Definition of a Multilevel Inverter [68] 
 
The number of levels is always defined by the number found in the line-to-neutral voltage 
output, which are equally distant from each other.  When considering a three-phase system, the 
levels of one phase are combined with those of the other phases generating (2n – 1) voltage 
levels in the line-to-line voltage waveform, where n is the phase to neutral voltage levels.  The 
levels that are produced by the inverter add a new degree of freedom, from the control 
perspective, giving more alternatives to generate the desired output waveform.  For this reason, 
multilevel inverters have the capability of improving power quality resulting in lower voltage 
distortion and reduced dv/dt [68]. 
The modular multilevel converter (MMC) topology design for an HVDC converter 
station is shown in Figure 3.4. The topology boasts a number of advantages over traditional 
multilevel designs including its high modularity in hardware and software, low generation of 
harmonics, lower switching frequency of semiconductor devices, easily scalable, and, most 
importantly, a stronger approximation of a sinusoidal output with increasing submodules [69].  
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An extensive literature review on the MMC topology, modulation, and control is provided in 
[70], controller design in [71], and protection needs given a pole-to-pole fault occurrence in [72]. 
Missing from the literature is a sensitivity analysis of the various components that make 
up the converter topology and their impacts on system currents and fault currents.  The study 
presented in this chapter focuses on (i) the arm reactor, Ls, sizing and configuration layout 
(symmetrical vs. asymmetrical) depicted in Figure 3.4, (ii) transformer impedance, and (iii) 
bypass switch (BPS) speed of response on fault current magnitudes.   
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Figure 3.4:  Modular Multilevel Converter Topology 
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Many research teams have also investigated approaches for simulating systems with 
hundreds of submodules per converter arm, [73],[74].  In this work, 10 submodules per arm are 
used to perform the majority of the sensitivity analysis.  Reasons for this will be stated.   A 
transient analysis of a 6 submodule per arm system with appropriately sized capacitors will be 
shown to predict circuit phenomena comparable to a 10 submodule per arm design. 
Although the system ratings of a HVDC system are on the order of 100’s of kilovolts and 
100’s of megawatts, the presence of the multi-terminal “HVDC” concept is an apparent 
characteristic of the offshore medium voltage DC microgrid concept as shown in Figure 3.5.  
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Figure 3.5:  Multi-Terminal DC Application within the Offshore DC Microgrid Environment 
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3.1 MODULAR MULTILEVEL CONVERTER MODELING AND CONTROL 
The MMC in Figure 3.4 consists of n series-connected half-bridge submodules on each of the six 
arms, two arms per phase.  For the validated model presented, the number of submodules, or n, is 
10.  For the entire HVDC system, there are 120 submodules.  Each MMC submodule consists of 
a half bridge cell where its output voltage is either equal to its capacitor voltage or zero 
depending on the switching states (two states).  The two switches per submodule are 
complimentary in nature.  The submodule voltage Vsm takes on the value of 0 volts or the voltage 
on the capacitor depending upon which switch is ON and which is OFF.  Figure 3.6 demonstrates 
this submodule operation.  The operation directly depends upon the binary input to the IGBT 
switches (S1 and S2) specific to each submodule. When Vsm = VC the submodule as a whole is 
considered ON.  When Vsm = 0 the submodule is considered OFF.  
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S2 OFF
Vsm
+
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Vsm
+
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S1
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Figure 3.6:  Submodule States of the Modular Multilevel Converter 
 
Circuit synthesis of the MMC topology is worthy of noting.  Consider a theoretical 
example system with 6 submodules (n = 6), the system is considered a 7 voltage level system (n 
+ 1).  To achieve Level 7 all upper switches of one arm must be turned ON (Vsm = VC) while all 
lower switches of the same arm must be turned OFF (Vsm = 0).  To achieve Level 6, the first 5 
upper switches closest to the arm reactor must be turned ON and one lower switch closest to the 
arm reactor must be turned ON with all other switches OFF.  Figure 3.7 provides a visual aid of 
these voltage level changes on the Phase A branch of the MMC.  This pattern continues until the 
approximate sinusoidal waveform is established based upon 7 levels.   
 60 
Transformer 
Arm reactance 
Vdc/2
Vdc/3
 
 
Vdc/6
 
0
 
 
Phase A Phase A Phase A Phase A
Level 7 Level 6 Level 5 Level 4  
Figure 3.7:  Circuit Synthesis of 6 Cell per Arm MMC Converter 
3.1.1 Generalized Mathematical Model of the MMC Converter  
In Figure 3.4, ik1 and ik2 represent the upper and lower arm currents of phase-k (k = a, b, c) with 
their sum being composed of the total line current, ik.  Mathematically, this is expressed as (3.1).  
 kkk iii =+ 21  (3.1) 
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Because the capacitors within the top arm and bottom arm are never equally balanced for 
all system conditions, a current difference can exist that circulates through each phase.  This 
current difference is expressed as (3.2).  The circulating currents within the three phases must 
sum to zero as described by (3.3).  The circulating currents have no effect on the DC or AC-side 
of the converter but perform a role in the sizing of the MMC components and capacitor ripple, 
[71].  
 
2
21 kk
kz
iii −=  (3.2) 
 
 0=++=∑ kckbkakz iiii  (3.3) 
 
Writing Kirchoff’s voltage law for phase-k in Figure 3.4, equations (3.4) and (3.5) can be 
deduced for the upper and lower converter arms, respectively.  Note that point “O” is a fictitious 
dc-side mid-point associated with vo.  This term can often be neglected if the system is balanced.  
Also, uk is the terminal voltage associated with the AC-side of the converter. 
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The sum of (3.4) and (3.5) divided by 2 leads to (3.6).  Equation (3.6) describes the dynamics of 
the MMC converter on the AC-side for any phase-k, [75], with the transformer inductance, LTx, 
assumed to be much larger than the arm inductances.  Utilizing Park’s transformation, (3.7), the 
dq-axis relationships can be shown to be (3.8).  In (3.8), f can be three phase voltage or current. 
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3.1.2 MMC Converter Inner Loop Controllers:  Current Regulators and Tuning 
Inner loop current controls are found on the sending end and receiving end converters in the 
HVDC system.  On the sending end converter, the outer loop provides DC voltage regulation. On 
the receiving end, the outer loop regulates real power flow.  The equations expressed by (3.8) are 
coupled together but can be decoupled through a change of variable.  Defining (3.9) and 
substituting into (3.8), the result can be shown to be (3.10).  Equation (3.10) represents two first-
order, decoupled subsystems with inputs being id and iq.  
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Throughout the analysis, it has been assumed that line resistance, R, is small.  If R were 
considered, (3.10) would be appropriately adjusted as shown with (3.11).  The closed loop 
transfer function can be shown to be (3.12) if the gains are chosen to be kpc = L / τ and kic = R / τ.  
The time constant, τi, ranges between 1 and 5 milliseconds, [75],[76].  The current regulator for 
each converter station is found in Figure 3.8. 
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Figure 3.8:  Current Controller of MMC Converter 
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To obtain the desired DC voltage, it may be required to increase the fundamental line-to-
line voltage by adding a third harmonic component to the three-phase sinusoidal modulating 
wave without causing overmodulation. This technique is illustrated in Figure 3.9.  Essentially, 
the peak fundamental component can be higher than the peak triangular carrier wave, which 
boosts the fundamental voltage.  At the same time, the modulated wave can be kept lower than 
the carrier signal avoiding problems caused by overmodulation.  This technique is referred to as 
third harmonic injection, [77].  The reference signal generated is a combination of the three-
phase sinusoidal modulated wave signal generated by the current controller based upon vd,ref and 
vq,ref and a signal composed of a third harmonic. 
 
 
Figure 3.9:  Illustration of Modulated Case with Third Harmonic Injection [77] 
3.1.3 MMC Converter Outer Loop Controllers:  AC and DC Regulators 
The outer control loops in the HVDC model include the AC voltage regulator and DC voltage 
regulator.  The adjusted error difference established by the PI controller between the measured 
line-to-ground voltage on the wye-side of the transformer and reference is regulated to establish 
iq,ref.  AC voltage regulation is a feature of both converter stations.  The adjusted error difference 
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established by the PI controller between the measured DC voltage and reference is regulated to 
establish id,ref for only one converter station.  Mathematically, the latter is described by (3.13).  
Stronger mathematical details for tuning the DC regulators are provided in [71],[78].  For our 
application, kpdc = 10 and kidc = 200. 
 
 ( ) ( )∫ −+−= dtVVkVVki drefdidcdrefdpdcrefd ,,,  (3.13) 
 
 
In the monopolar HVDC system, one converter acts as the sending end and the other as 
the receiving end at any given time.  The converter controlled by the DC voltage regulator can be 
seen as the sending end. The receiving end must then be controlled by a real power regulator, 
ensuring proper power transfer through the system.  The id,ref command for the receiving end 
converter is described by (3.14), [79]. 
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3.1.4 Capacitor Balancing Algorithm 
A problem that arises if left unaddressed is a voltage imbalance between the various capacitors in 
a given arm. This is due to the different rates at which the capacitors are switched, resulting in 
more charge being stored in the capacitors that are switched the least frequently. To remedy this 
problem, an algorithm was implemented based on that demonstrated in [71], which relies on the 
selection of cells based on capacitor voltage and the direction of current flow. The strategy can 
be separated into three distinct portions: determination of the number of conducting cell 
capacitors per arm, sorting of cells based on capacitor voltage, and selection of the conducting 
cells based on current direction. 
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3.1.5 System Parameters and Dynamic Performance Evaluation 
Megawatt scale HVDC systems require hundreds of submodules per arm.  The key challenge for 
systems of this size is simulating all power semiconductor switching events without exhausting 
computational resources.  A detailed article written by an IEEE task force addresses various 
average models associated with the MMC, [80].  Since fault studies are critical for evaluating 
protection design, a detailed switching model of the modular multilevel converter is required. 
The primary objective from this point forward is to adequately scale the system down from 
hundreds of submodules per converter arm to about ten submodules per arm.  This is done by 
equating the energies of both systems and scaling the capacitance accordingly.  
 The ratio of the total energy stored and the rated capacity of the converter should be 
maintained when converter parameters are scaled.  The ratio of the total capacitor energy to the 
rated capacity of the converter, Φ, is listed as (3.15).  With the understanding that the DC voltage 
is evenly distributed between each submodule, the energy stored per arm is defined by (3.16).  
Finally, the ratio, Φ, can be shown to be (3.17).  Note that the number of arms is 6 for three 
phase systems and the number of cells per arm is defined as N.  Variable S is the system apparent 
power.  Ratio Φ must be maintained while parameters C, N, VDC, and S are varied allowing 
(3.18) to be written.  As long as the large scale system parameters are known, (3.18) can be used 
to determine the necessary capacitance for an adequately scaled simulation model.  
 
 =Φ (Number of arms)(Number of cells per arm)(Energy stored per arm)  
Rated Capacity of Converter (3.15) 
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A deeper treatment on energy storage requirements in modular multilevel converters can be 
found in [81] and similar capacitor sizing analysis as presented here in [73]. 
 In order to select the number of submodules, the following criteria are considered.  First, 
the total harmonic distortion (THD) measured on the wye-side of the transformer must be below 
the limits set by IEEE 519-1992.  If the THD was found to be too high through simulation 
studies, the number of cells would need to be increased. Second, the capacitor voltage ripple 
must be less than 10%.  The THD voltage distortion limits are found in Figure 3.10.  Ten cells 
per arm was found to be adequate.  The HVDC system parameters are found in Table 3.1. 
 
Table 3.1:  HVDC System Parameters for a US Market Installation 
Parameter Numerical Quantity 
Tx Primary Winding  
Tx Secondary Winding 
Transformer Reactance 
Transformer MVA Rating 
X/R Ratio of Transformer 
Rated System Capacity 
Rated DC Voltage 
Nominal Frequency 
Switching Frequency 
Submodule Capacitor 
Arm Reactor 
Cable Length 
500 kV - Wye 
500 kV - Delta 
0.25 p.u. 
1050 MVA 
100 
1000 MW 
+/- 500 kV 
60 Hz 
2.5 kHz 
300 µF 
0 to 100 mH 
800 to 1200 km 
 
 
Figure 3.10:  THD Voltage Distortion Limits [82] 
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Figure 3.11 provides a schematic layout of the HVDC model developed in 
PSCAD/EMTDC.  The cable parameters are taken from [83].  System dynamic / steady-state 
results are provided in Figure 3.12.  Although attempts were made to initialize the system at 
steady-state (charging capacitors with ideal sources, controller reference points, etc.), reviewers 
will still notice some initial dynamics occurring from 0 to 1.0 seconds into the simulation.  
PSCAD does not initially compute the steady-state solution but always starts from 0 in its 
computational procedures.  All results from 0 to 1.0 seconds should be ignored.  A commanded 
step change at 2.6 seconds is initiated by the author. 
 
Figure 3.11:  Top-Level View of HVDC Model Development in PSCAD 
 
The DC voltage over the course of the simulation can be seen in Figure 3.12(a) and 
capacitor ripple in Figure 3.12(b). It is clear that after the initial transient, the DC voltage settles 
near the demanded 1000 kV value and, after a reference change, to 1050 kV at 2.6 seconds.  The 
DC steady-state error was calculated to be 0.6% and calculation of the voltage fluctuation on the 
capacitors was found to be 1.39%.  Note that both quantities are well below their specified limits 
mentioned earlier. 
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Figure 3.12(c) shows that the HVDC system model is working satisfactorily – all 
circuitry, capacitor balancing algorithm, and system controls.  Note that the slight phase shift 
between the grid side and the ∆-side is expected due to the Y-∆ transformer (30 degree phase 
shift).  According to IEEE 519-1992, the total harmonic distortion (THD) at the point of 
interconnection can be no more than 1.5%.  Utilizing 10 cells per arm for the base case, the grid 
side AC voltage THD was found to be 0.49%.  The final portion of this analysis presents the 
power flow characteristics.  The steady-state DC power flow is 1000 MW as expected and shown 
in Figure 3.12(d). 
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Figure 3.12:  HVDC Model Waveforms:  (a) DC voltage (b) Capacitor Voltage Ripple,  
(c) ∆-side AC Voltage  / Y-Side AC Voltage / Reference Signal and (d) Power Flow 
 
 
 70 
3.2 MODULAR MULTILEVEL CONVERTER COMPONENT SENSITIVITY 
ANALYSIS ON FAULT CURRENTS 
When considering system faults, the pole-to-ground DC-link fault is more likely compared to the 
pole-to-pole DC-link fault.  However, the pole-to-pole fault is more critical in the symmetrical 
monopole HVDC configuration and needs evaluated for worst case peak currents, [72].  The 
pole-to-pole fault is located in Figure 3.13.  The important features of Figure 3.13 for the 
explanation to follow include the bypass switch (BPS) and AC circuit breaker – the two 
mechanisms of mechanical protection in the circuit.  Some details of the analysis are purposely 
omitted with only observations noted. 
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Figure 3.13:  Pole-to-Pole Fault in a Monopolar HVDC System 
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When a fault is identified in the system, the AC circuit breaker (ACCB) and BPS are 
introduced into the circuit and converter controllers do not regulate any longer but gate block.  
Assume the HVDC system is operating at steady-state and suddenly a pole-to-pole fault occurs.  
The first action of the controllers is to gate block (microsecond time scale), the BPS close on all 
submodules to protect the semiconductors (millisecond time scale), and finally the ACCB open 
on both ends of the system isolating the unit from the rest of the grid.  For pole-to-ground faults, 
the bypass switches are not needed since a natural ground occurs for current to flow towards.  
For the pole-to-pole fault, bypass switches are necessary because the current is continuously 
circulating through the unit.  The component operating sequences are provided in Table 3.2. 
 
Table 3.2:  Circuit Breaker and BPS Operating Sequence after Fault Occurs 
Fault 
Voltage Source Converter 1 Voltage Source Converter 2 
ACCB BPS Controller ACCB BPS Controller 
OFF Close Open DC Regulation Close Open 
Power 
Regulation 
ON Close Open DC Regulation Close Open 
Power 
Regulation 
ON Close Open GB Close Open GB 
ON Close Close GB Close Close GB 
ON Open Close GB Open Close GB 
ON Open Close GB Open Close GB 
 
 The analysis presented from this point forward shows the sensitivity of transformer 
reactance, BPS speed response, and lumped inductance (arm and DC line reactance) on fault 
current magnitudes.  A 25% transformer reactance, 0 mH DC line reactance, 10% arm reactance 
along the lower arms (asymmetric configuration), and 10 ms BPS operation speed is utilized to 
establish the base case DC peak current of 13.4 kA.  The overhead line parameters associated 
with the study are taken from [84] and an electro-geometric model was built within PSCAD.  
Only pole-to-pole fault studies are evaluated and peak DC currents emphasized.  Other variables 
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often considered by manufacturers include (1) the time to reach the maximum peak current, (2) 
rate of change in the current, (3) peak currents through the submodule diodes, and (4) I2T for the 
diodes.  
3.2.1 Transformer Impedance Impact on Peak DC Current 
The transformer reactance was varied from 10% to 25% per unit impedance with increments of 
5% resulting in four cases.  The peak DC currents for the four scenarios evaluated are provided 
in Figure 3.14.  From experience, transformers within the United States market typically are 
designed for 25% impedance.  These results support this design criteria.  Peak DC current when 
pole-to-pole faults are applied are quite sensitive to the transformer impedance rating.  
 
Figure 3.14:  Transformer Reactance Impact on Peak DC Current 
3.2.2 Bypass Switch Impact on Peak DC Current 
The BPS speed of operation was varied from 5 ms to 11 ms.  The peak DC currents for the seven 
scenarios evaluated are provided in Figure 3.15.  Intuitively, these results make sense.  The 
longer the BPS is inactive in the circuit, the more time the DC current has to reach its peak 
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potential.  The purpose of the BPS is to protect the submodules by introducing an alternative 
path (short circuit) for the current to flow.  The faster the BPS can be introduced into the 
network, the quicker the transient current can be suppressed resulting in a faster decay towards 
zero from which system restart could then be achieved.  Peak DC current when pole-to-pole 
faults are applied are quite sensitive to BPS operation speed. 
 
 
Figure 3.15:  Bypass Switch Speed Impact on Peak DC Current 
3.2.3 Reactor Impact on Peak DC Current 
There are two reactor sets introduced into the MMC HVDC converter design – arm reactors 
placed either in an asymmetrical configuration (only along the bottom arm of each phase) or 
symmetrical configuration (both upper and lower arm placement) and the DC line reactors.  
Figure 3.16 provides the sensitivity results on the DC positive rail current if the DC line reactor 
varies from 0 to 100 mH.  Similarly, Figure 3.17 provides the peak DC current results if the arm 
reactor varies from 5% to 10% per unit impedance.  Interestingly, the peak DC currents are 
insensitive to changes in arm reactor size.  Before the onset of the study, it is well known that 
DC line reactors contribute to fault current control – hence the name current limiting reactors 
(CLR) – and was conducted for completeness. 
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 Figure 3.16:  DC Line Inductor Impacts on Peak DC Current 
 
 
Figure 3.17:  Asymmetrical Arm Reactor Impact on Peak DC Current 
 
Other exhaustive system studies on circuit component sensitivites can be evaluated 
including impacts of increasing overhead line length, system strength, and many others.  These 
were conducted but only the most dramatic results from particular system components have been 
shown.  Although not related to high power design (utility scale), a nice study was conducted in 
[85] showing the fault current dependence on cable length, chosen bus voltage, and number of 
interconnected sources within a meshed DC system.  
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3.3 ELECTRIC CHARACTERISTIC PREDICTION WITH REDUCED 
SUBMODULE COUNT IN CONVERTER ARMS 
Utilizing the case with 10% reactor sizing with asymmetrical arm configuration, no DC line 
reactors, and a line-to-line fault applied, the task at hand is to draw comparisons of peak DC 
current transients and HVDC power flow dynamics for both a 6 and a 10 cell per arm system.  
Indirectly, the capacitor value also changes with the number of cells utilized per arm.   
Recall that the THD level on the wye-side of the transformer is of greatest importance – 
remaining below the set value provided by IEEE 519-1992 while minimizing submodules but 
predicting peak currents adequately.  For the 6 cell and 10 cell system, the submodule 
capacitance is 180uF and 300uF, respectively.  The arm reactor is the same in both cases.  A 
line-to-line fault occurs at 3.1 seconds and the sequence of circuit operations described by Table 
3.2 occurs throughout the simulation time.  The solution time step for both simulations is set to 
10 microseconds and channel plot time to 25 microseconds.   
Comparing the peak DC fault current flowing through the HVDC overhead line model 
and power flow dynamics, the 6 cell system strongly predicts the same transient behavior in 
comparison to the 10 cell system. The 6 cell system also serves as a suitable approximation for 
the system dynamics but the THD levels are higher than the maximums set by IEEE standards.   
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Figure 3.18:  Comparison between Electrical Characteristics for 6 and 10 Cell MMC Converter Systems 
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4.0  MODEL REFERENCE CONTROLLER DESIGN FOR STABILIZING 
CONSTANT POWER LOADS IN A MEDIUM VOLTAGE DC MICROGRID 
Constant power loads (CPL) exhibit negative incremental impedance characteristics contributing 
to destabilizing effects in power systems [86].  Power electronic converters and motor drives, 
when tightly regulated, behave as CPLs.  For the case of a motor drive, the inverter drives the 
motor and tightly regulates the speed to achieve constant speed.  Assuming a linear relationship 
between torque and speed, motor torque will remain constant resulting in constant power 
consumption by the motor.  For CPLs, the instantaneous value of impedance is positive (V/I > 
0), but the incremental impedance is always negative (dV/dI < 0).  In the literature, the latter is 
referred to as negative incremental impedance instability [86],[87],[88].  
 As pointed out in [87], CPL induced instability or oscillations can be resolved by 
modifying the DC system’s hardware structure, by adding resistors, filters, or energy storage 
elements, but approaches based on feedback control can offer more practical and efficient 
solutions.  In addition to linear controllers featured by simple architectures and designs, many 
research teams have chosen nonlinear based control approaches to stabilize CPL scenarios to 
avoid limitations of linearization (operating closely to the system equilibrium point) and large-
signal stability is guaranteed [88].  The primary nonlinear approaches include the use of 
Lyapunov-based design, hysteresis control, nonlinear passivity-based techniques, and boundary 
control.  However, some of the disadvantages of these techniques include the use of 
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proportional-derivative (PD) controllers which can be sensitive to noise, current and voltage 
transient overshoots, and difficulty with implementation.  
In this chapter, a model reference controller is proposed for stabilizing CPLs.  Model 
reference control has the advantages of allowing the designer to select the pole and zero 
placements to adequately tune system behavior.  The controlled closed-loop system with 
naturally unstable plant replicates the dynamic system behavior of the designed reference model 
to ensure stable output.  Moreover, this control architecture can be readily upgraded to include 
adaptation capabilities following model reference adaptive control (MRAC) design. 
This chapter provides a review of the fundamentals of bidirectional DC/DC converters 
and develops the plant model to be controlled through model reference control approaches.  An 
in-depth treatment of how model reference control techniques can be used to stabilize CPLs 
through the design of a controller compensator for a third-order plant model will be analytically 
shown.  Finally, a demonstration of the closed loop response showing compensator performance 
through a Matlab/Simulink simulation using the proposed control scheme will be provided.  A 
diagram emphasizing the focus of this chapter is highlighted in Figure 4.1.  
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Figure 4.1:  Model Reference Controller Design Application within the Offshore DC Microgrid Environment  
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4.1 FUNDAMENTALS OF BIDIRECTIONAL DC/DC CONVERTERS 
The dual active bridge DC/DC converter shown in Figure 4.2 was first proposed in [42].  The 
converter topology has grown in popularity as demand in bidirectional power flow capability has 
increased in research pursuits such as battery charger applications for electric vehicles.  Research 
teams have devised new control techniques for improving system efficiencies [49] and using 
state of the art semiconductor devices for high frequency operation of the topology [89].  
Research efforts have been primarily centered upon low power applications.  In this work, we 
utilize the dual active bridge as an interface between two medium voltage (kV) DC busses. 
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Figure 4.2:  Dual Active Bridge Bidirectional DC/DC Converter 
 
The current traces and operating waveforms of the dual active bridge DC/DC converter 
are provided in Figure 4.3 and Figure 4.4, respectively.  Plots correspond to the primary side 
voltage, Vp, secondary side voltage, Vs, inductor current, IL, and input current, Ig.  The active 
devices within the circuit for each subinterval are labeled according to the convention found in 
Figure 4.2.  The most notable characteristic is the phase delay, ϕ, between both bridges, which 
controls the allowable power flow in the circuit.  The relationship between the phase delay and 
duty cycle, dh, is described by (4.1).  Note that Ts is the switching period. 
 
2
shTd=φ  (4.1) 
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Figure 4.3:  Current Traces of DAB DC/DC Converter 
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Figure 4.4:  Operating Waveforms of the Dual Active Bridge DC/DC Converter 
4.1.1 Converter Dynamics 
The average inductor current can be described by (4.2), [90].  The output voltage as a function of 
the converter duty cycle and output impedance, Zout, of the converter is described by (4.3).  If we 
apply a small perturbation to both the output voltage,Vˆ , and duty cycle, hdˆ , of (4.3) and 
linearize, the linear small signal transfer function between the output voltage and duty cycle can 
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be shown to be (4.4) where KDC denotes )2/()21( TxhsDC LdTnV − .   Equation (4.4) is the plant that 
will be shown to be naturally unstable. 
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4.1.2 System Description with Constant Power Load Assumption 
Figure 4.5 is a key segment of the overall power system found in Figure 4.1 and will be studied 
thoroughly in this work.  Starting from left to right, the medium voltage DC bus has been 
replaced with an ideal voltage source (assuming a well regulated DC bus) and a bidirectional 
DC/DC converter interfaces the medium voltage DC bus with the induction motor inverter. A 7.2 
kV rated, single core, XLPE insulated, PVC sheathed, unarmoured cable bridges the power 
converters and is modeled as a coupled pi circuit as shown [91]. 
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Figure 4.5:  System Model for Studying CPL Scenario 
 
 As described in [92], a common constant power load is a DC/AC inverter that drives an 
electric motor and tightly regulates the speed of the machine to be constant.  Assuming a linear 
relationship between torque and speed, for every speed there is one and only one torque.  For 
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constant speed, torque will be constant as well as power.  Therefore, the motor/inverter 
combination presents a constant power load characteristic to the DC/DC converter.  With the 
understanding that the average current of the bidirectional DC/DC converter can be described by 
(4.2) and assuming that the DC/AC inverter and motor can be approximately represented as a 
constant power load (whose time constant is much smaller than that of the DC/DC converter), 
Figure 4.5 can be simplified to Figure 4.6. 
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Figure 4.6:  Simplified System Model for Evaluating CPL Scenario (Third Order System) 
 
The output impedance associated with the simplified system model is described by (4.5) 
where the circuit parameters are defined in Figure 4.6.  The pole-zero placements of the naturally 
unstable transfer function is found in Figure 4.7.  For higher power applications, the poles and 
zeros shift further into the unstable region of the complex plane.  Line parameters used for this 
observation are provided in Table 4.1. 
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Table 4.1:  Cable Parameters 
Parameter Numerical Quantity 
Line Resistance, R 
Line Inductance, L 
Line Capacitance, 2C1,2 
Cable Distance 
0.0176 Ω/km 
0.248 mH/km 
0.923 µF/km 
0.005 km (16 feet) 
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Figure 4.7:  Pole-zero plot associated with unstable output impedance for various constant power loads 
4.2 STABILITY ASSESSMENTS USING MODEL REFERENCE  
CONTROL THEORY 
Based on the previous analysis, the task at hand is to design a controller compensator.  Power 
system engineers are accustomed to using some form of PID controller. The integral (I) control is 
often used to eliminate steady-state error, while derivative (D) control to improve stability and 
system damping.  This section will first show that the proportional derivative (PD) controller 
cannot achieve satisfactory steady-state performance and stable response at the same time.  The 
principles of model reference control (MRC) are used to stabilize the CPL scenario. 
4.2.1 Attempt to Stabilize Plant with PD Controller 
To appreciate the damping control effect of a PD controller, we first consider a simplified 
second-order model of the plant.  Because the distance between the DC/DC converter and motor 
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inverter is short (application being on an offshore platform), the cable can be approximated with 
a line resistance and inductance in series (Figure 4.8), [93].  Noting the output capacitor of the 
dual active bridge DC/DC converter, the system model can be approximated as a second-order 
system with output impedance transfer function described by (4.6), where Z2,out represents the 
simplified second-order output impedance, the meaning of KDC is given in (4.4), and the other 
circuit parameters are defined in Figure 4.6.  The line resistance is assumed to be small. 
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Figure 4.8:  Second-order System Model of a Simplified Motor Drive Model (Second-Order) 
 
The first choice of controller compensator would be the PD controller because this type 
of compensation provides a phase lead, which creates a stabilizing effect.  Generally for a 
second-order plant, the derivative (D) part of the PD control can act on the damping component 
of the closed-loop system and thus stabilize the plant.  Figure 4.9 shows a diagram with PD 
control in the closed loop. 
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Figure 4.9:  PD Control of Plant 
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The closed-loop transfer function of the system in Figure 4.9 can be written as (4.8) 
where a standard PD compensator of the form KP + KDs is used to control the plant in (4.6), and 
KP and KD are the proportional and derivative gains, respectively.  A couple of observations can 
be made on the performance of the PD control.  First, under the premise of stability, from (4.9), 
as KP increases the damping ratio, ς, increases.  As KD increases, the natural frequency, ωn, and 
damping ratio decrease.  This behavior of PD control is different from the conventional effect of 
PD control when applied to a stable and minimum-phase plant where, for example, bigger KD 
and KP usually achieve larger damping ratio and higher natural frequency, respectively.    From 
(4.10), as KP increases the natural frequency decreases.   
The DC gain of the system is listed as (4.11a).  In order for the closed-loop system to be 
stable, both (4.9) and (4.10) need to be greater than 0, i.e., KDCKPL ˗ KDCKPY ˗ YC > 0 and 
KDCKPY < 1.  However, as KDCKPY < 1, the system’s DC gain is always negative.  Therefore, the 
PD controller here cannot achieve satisfactory steady-state performance while maintaining 
system stability. 
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We now consider the third-order model of the plant including the line resistance R and an 
added capacitor C2 in parallel with the constant power load.  It can be derived that the DC gain of 
the closed-loop system with PD control equals (4.11b). 
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Under the premise of stability (here a necessary condition for stability is KDCKP(Y ˗ R) > 1), the 
system’s DC gain is always greater than 1.  Therefore, the PD controller still cannot achieve 
satisfactory steady-state performance even with a capacitor added in parallel to the constant 
power load. 
4.2.2 Model Reference Control Definitions and Assumptions 
Thus far, it has been shown that the plant cannot be controlled satisfactorily using a traditional 
PD controller.  Our objective is to design a controller such that the behavior of the controlled 
plant remains close to the behavior of a desirable reference model, M(s), despite uncertainties or 
variations in the plant parameters.  Before establishing the mathematical details, a few 
assumptions need to be described based upon the plant and reference model.  First, the plant is a 
single-input, single-output, linear time-invariant system described by (4.12).  Note that pnˆ and 
pdˆ are monic polynomials of order m and n, respectively.  The plant is strictly proper, minimum 
phase, and not assumed to be stable.  The gain of the plant, kp > 0.  Second, the reference model 
is described by (4.13) with numerator and denominator polynomials that are monic, coprime and 
of the same order as the plant.  The reference model is stable, minimum phase with km > 0.   
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To achieve our control objective, we consider the controller structure found in Figure 
4.10 where f0 is a scalar, )(ˆ sc , )(ˆ sd ,and )(ˆ sλ  are polynomials of degrees n-2, n-1, and n-1, 
respectively. 
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Figure 4.10:  Controller Structure to Stabilize Constant Power Load [94] 
 
 The closed loop transfer function between the output, yp, and input, r, can be shown to be 
(4.14).  Note that (4.14b) can be obtained if (4.12) is substituted into (4.14a).  It is possible to 
make (4.14) equal to )(ˆ sM  if and only if (4.15) is satisfied.  If satisfied, there exists unique f0*, 
)(ˆ* sc , and )(ˆ* sd  such that the transfer function in (4.14) equals )(ˆ sM described by (4.13), 
assuming that pnˆ  and pdˆ  are coprime [94]. 
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The unique solutions of these polynomials can be determined with (4.16).  The expression for 
)(0ˆ sλ  is an arbitrary Hurwitz polynomial of degree n-m-1 and q(s) is the quotient obtained when 
dividing mdˆ0ˆλ  by pdˆ of degree n-m-1. 
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4.2.3 Attempt to Stabilize Second-Order Plant with Model Reference Control 
Consider the second order plant associated with the output impedance of the system of Figure 4.8 
listed as (4.17).  The plant takes on the form of (4.18). 
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The zero of (4.18) is not of minimum phase because the zero is located in the right half of the 
complex plane.  The model that is chosen is listed as (4.19).  One advantage of the control 
structure chosen (Figure 4.10) is that the forward block cancels the zeros of )(ˆ sP  and replaces 
them with the zeros of )(ˆ sM .  
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Utilizing the procedures outlined in the previous section, polynomials (4.20), (4.21), 
(4.22), and (4.23) can be written.  One will notice that (4.21) introduces negative feedback terms.   
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The feedforward block of Figure 4.10 is listed as (4.23).  Comparing (4.17) and (4.18), qo = Y/L 
resulting in an unstable compensator since qo > 0. 
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4.2.4 Stabilized Third Order Plant with Model Reference Control 
Utilizing the short line modeling assumption has resulted in an unstable compensator design.  
The third order plant model, (4.5), will be used, which introduces additional capacitance into the 
system (coupled pi network).  Our plant is now described by (4.24).  
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In order to use model reference control, the plant needs to be minimum phase (but not 
necessarily stable). Therefore, both q0 and q1 must be greater than 0.  While q0 > 0 is easily 
satisfied as the line resistance R is usually very small or ignorable, the condition q1 > 0 imposes a 
constraint on the use of capacitor C2, the value of which should be lower bounded by L/(RY).  
When these conditions are satisfied, we can consider a reference model described by (4.25). 
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Using the model reference controller structure as in Figure 4.10 and following the procedures as 
in the previous section, we can determine )(ˆ sλ , )(ˆ* sd and )(ˆ* sc to be (4.26), (4.27), and (4.28), 
respectively.  
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The controller compensator is listed as (4.29) and is clearly stable if the parameters ao, a1, bo, b1, 
and b2 are chosen appropriately.   
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4.3 COMPENSATOR DESIGN AND PARAMETER SELECTION  
To select the parameters of the reference model, we consider the following criteria. First, the DC 
gain of the reference model equals 1, so that the output voltage is able to follow the reference 
voltage with no steady-state error. Second, the reference model is stable with desired transient 
characteristics, e.g., with sufficiently small rise time, settling time, and percentage overshoot.    
To meet the first criterion, the reference model’s DC gain should satisfy  
0,:
1)0(ˆ
>
==
ii
o
o
m
baStability
b
akM
 
If km=1, then ao = bo.  For the system to be critically damped, (4.30) must be satisfied.  
To meet the second criterion, we follow the guideline of [95] and choose the pole locations as 
shown in Figure 4.11.  The third order denominator of the reference model is chosen to be 
composed of a stable real pole and a complex conjugate pair as described by (4.31).  We choose 
not to place all the poles at one point or within a very small region, because otherwise the 
controlled system tends to have slow response and use large control signals.  Instead, we place 
the poles 30 degrees apart on a circle of radius ω1.  Using (4.31), bo, b1, and b2 can be solved for 
as shown in (4.32). 
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Figure 4.11:  Pole Placement of the Reference Model 
 
After determining the denominator of (4.25), we choose the numerator parameters as 
shown in (4.33).  These parameters ensure that )(ˆ)(ˆ)(ˆ 0 snss mλλ =  is critically damped.   
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4.3.1 Simulation Results – Control Block Diagram Response 
The parameters associated with the system are provided in Table 4.2.  For this study, the 
bidirectional converter is rated for 200 kW corresponding to a transformer leakage inductance of 
5.21 mH.  Demanded power, Prms, is 100 kW, and the DC bus ripple (ΔVDC) was chosen to be +/-
4.5% of nominal DC voltage.  The equivalent lumped capacitance on the output of the 
bidirectional DC/DC converter was calculated with (4.34), [96].  This capacitance is an electric 
circuit model constraint.  To maintain system stability, (4.35) must be satisfied.    
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Table 4.2:  Rated System Parameters 
Parameter Numerical Quantity 
Transformer Turns, n 
Leakage Inductance, LT 
Duty Cycle, dh 
DC Bus Voltage, VDC 
Switching Frequency, fs 
Line Resistance, R 
Line Inductance, L 
Line Capacitance, 2C1,2 
Lumped Capacitance, C1 
Lumped Capacitance, C2 
Cable Distance  
Constant Power Load, Y 
Line Frequency 
Complex pole frequency, ω1 
5 
5.208 mH 
0.1464 
1 kV 
3 kHz 
0.0176 Ω/km 
0.248 mH/km 
0.923 µF/km 
13.26 mF 
5 mF 
0.1 km 
10 ΩDC 
377 rad/s 
3500 rad/s 
 
 
With all necessary parameters defined, the pole-zero plot for the plant transfer function, 
(4.5), is plotted in Figure 4.12.  Figure 4.12 also shows the impacts of the lumped capacitance on 
the overall system stability.  The additional capacitance in the network helps shift the poles and 
zeros of the plant transfer function but doesn’t completely help stabilize the plant.  The pole-zero 
plot for the reference model, )(ˆ sM , is provided in Figure 4.13.  Because the zero is placed far 
along the real-axis, the pole placements are a bit skewed.  For this reason, point identifiers are 
included showing that the poles conform to the design methodology found in Figure 4.11.  
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Figure 4.12:  Pole-zero plot for unstable plant with lumped network capacitors (right) and neglected (left) 
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Figure 4.13:  Pole-zero Plot for Model, M(s) 
 
The closed loop Matlab/Simulink block diagram representation of the CPL scenario 
being evaluated with controller design using model reference control techniques is provided in 
Figure 4.14.  A step response of the closed-loop block diagram response of Figure 4.14 is 
provided in Figure 4.15.  The Matlab script used to populate the parameters associated with the 
block diagram is provided in Appendix B. 
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 Figure 4.14:  Simulation Model of Designed Control Structure Utilizing Model Reference Control 
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Figure 4.15:  Closed Loop Controller Performance Based Upon Model Reference Control Design 
 
As a basis of comparison, if a PD compensator were selected to regulate the plant, the 
expected closed loop response is provided in Figure 4.16.  The noticeable observation is that the 
PD controller cannot stabilize the output voltage.  Using model reference control design ensures 
that a very smooth, well performing system response is achieved. 
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Figure 4.16:  Closed Loop Controller Performance Based Upon PD Design 
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4.3.2 Simulation Results – Circuit Response 
To ensure that the plant is adequately modelled, the model reference control design is evaluated 
in SimPowerSystems using the circuit layout found in Figure 4.17.  Figure 4.17 is a modified 
version of Figure 4.5 with control blocks emphasized and the electric machine replaced with a 
dynamic constant power load.  The DC/DC converter output voltage is regulated with the model 
reference controller and the inverter output voltage is regulated with a traditional dq control 
scheme where each axis is regulated with a PI controller.  Table 4.2 provides all the parameters 
associated with the circuit model.  
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Figure 4.17:  Circuit Diagram for Proving Model Reference Control Capability 
 
 Initially, the input into the controller, r, is set to 1200 V and a step change of 100 V is 
applied at 0.5 seconds into the simulation.  The d-axis reference voltage is set to 1.0 per unit for 
the inverter.  The DC bus voltage, DC/DC output current, power consumed by the dynamic load, 
and modulation index of the inverter are all provided in Figure 4.18. 
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Figure 4.18:  Circuit Response with Step Change in DC/DC Converter Control Input at 0.5 seconds 
 
From the simulation results, a few observations can be observed.  First, the power 
provided to the dynamic load is always held constant at 150 kW – if the DC bus voltage rises, the 
current compensates accordingly.  The derivation of the output impedance, (4.5), assumed 
constant load impedance, Y, of 10Ω corresponding to 100 kW of DC power.  This load value is 
with respect to the DC side of the inverter.  The relationship between the DC side impedance of 
the inverter, RDC, and AC side impedance, RAC, is described by (4.36).  Substituting appropriate 
values into (4.36), one can show that 150 kW is the appropriate AC power to be absorbed by the 
load at all times.  This is only the case if the inverter has a neutral point clamped topology which 
will be described more thoroughly in the following chapter. 
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The second observation is the ripple on the voltage.  The average model circuit 
representation of the plant under study is shown in Figure 4.19 with capacitors that impact the 
ripple voltage.  These capacitors provide the energy storage necessary to balance instantaneous 
power delivered to the dynamic load.  Mathematical details of these average models are provided 
in Chapter 5.  Notice that both power converters have Norton equivalents and if transformed into 
Thevenin equivalents, capacitors C1 and C2 would be in series.  With this concept in mind and 
from (4.34), the simulated ripple can be verified as shown in (4.37). 
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Figure 4.19:  Average Circuit Model Representation of Plant Model under Study 
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Finally, Figure 4.20 provides a comparison of the circuit simulation result and control 
block diagram response showing that the plant model derived adequately reflects the dynamics 
of the circuit behavior.  The control block diagram voltage response is not a simple step change 
but, if zoomed around the control input step time (see Figure 4.15), one will see a very fast 
control response.  The small signal duty cycle response between both exhibits the same transient 
frequency with the big difference being the observed ripple in the circuit simulation response.  
The average value of the small signal duty cycle for the circuit simulation converges to the 
control diagram response as in the case with the DC/DC converter output voltage.   
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Figure 4.20:  Comparison of Circuit Simulation and Control Block Diagram Response 
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5.0  MODELING AN OFFSHORE MEDIUM VOLTAGE DC MICROGRID  
The purpose of this section is to provide the mathematical details associated with the various 
renewable, power electronic, and electric drive models that combine to form the overall DC 
microgrid model.  Throughout the chapter, figures are provided in each subsection showing that 
the models have been adequately implemented in Matlab/Simulink.  Detailed schematics of some 
of the Simulink models are provided in Appendix C for the curious student. 
5.1 FULL CONVERTER WIND TURBINE MODEL 
The wind collection system that was modeled within the Matlab/Simulink environment is 
composed of 1 wind turbine which will be represented by an aerodynamic model, permanent 
magnet synchronous generator (PMSG), and a three-level neutral point clamped rectifier that 
generates the required DC bus voltage.  A schematic representation is found in Figure 5.1.  Table 
5.1 provides the wind turbine and PMSG parameters used for modeling. 
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Figure 5.1:  Offshore Wind Turbine Collection System 
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Table 5.1:  Wind Turbine and Permanent Magnet Synchronous Machine Parameters [97] 
Wind Turbine Parameters PMSG parameters 
Rate power P 5 MW Rate power P 5 MW 
Rated rotor speed nr 14.8 rpm Rated voltage (L-L RMS) 3.3 kV 
Rotor diameter D 116 m Rated current (RMS) 0.92 kA 
Hub height 138 m Power factor 0.95 
Hub height mean speed 11.8 m/s Phase resistor Rs 50 mΩ 
Cut in wind speed 2.5 m/s d-axis inductance Lmd+Lσ 3.5218 mH 
Cut out wind speed 25 m/s q-axis inductance Lmq+Lσ 3.5218 mH 
Rated wind speed 11.8 m/s PM flux 14.3522Wb 
Optimum tip speed ratio 7.6179 Number of pole pairs 118 
Maximum power coefficient Cp 0.4746 Inertia factor 2.5e5 kg.m2 
Air density 1.225 kg/m3 Friction factor 2.26e4 N.m.s 
  
5.1.1 Simplified Model of a Permanent Magnet Synchronous Machine  
A standard set of electrical equations, with respect to the dq rotor reference frame, describing the 
permanent magnet synchronous machine are displayed as (5.1) with output torque listed as (5.2).  
Note that Ls is the stator leakage inductance, λm is the permanent magnet flux of constant 
magnitude, ω is the rotor speed, P is the number of pole pairs, F is a friction factor, and J the 
moment of inertia of the machine [98].  This model described by (5.1) and (5.2) assumes that 
saturation is neglected, induced emf’s are sinusoidal, the Eddy currents and hysteresis losses are 
negligible, and there are no field current dynamics.  Finally, the mechanical equation, based on 
Newton’s second law, of the machine is listed as (5.3). 
 
 
qsr
d
sdsd iLdt
diLiRV ω−+=  (5.1a) 
   
 
mrdsr
q
sqsq iLdt
di
LiRV λωω +++=  (5.1b) 
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 ( )( )qdqsdsqmem iiLLiPT −+= λ22
3
 
(5.2) 
   
 
dt
dJFTT rrme
ωω =−−  (5.3) 
5.1.2 Aerodynamic Model of Wind Source 
The wind source power can be computed with (5.4), which is derived from elementary fluid 
mechanics.  Note that Cp is termed the power coefficient, ρ is the air density, A is the area swept 
by the turbine blades, VW is the velocity of the wind, β is the pitch angle and λ is the tip speed 
ratio.  The inputs into the aerodynamic model include the machine mechanical speed, the pitch 
angle of the wind turbine system, and wind speed.  With a pitch angle of zero, the wind will 
generate maximum torque on the blades of the wind turbine.  The rated wind speed is 11.8 m/s as 
indicated in Table 5.1. 
 3),(
2
1
WPT VACP λβρ=  (5.4) 
 
From a review of the literature, many definitions exist for the power coefficient because 
the term is an empirical expression [99], [100], [101], [102], [103].  The definition that was 
chosen for its computation comes from a laboratory validated environment and is listed as (5.5). 
 
λββλβ 7654321 )/exp(
1),( CCCCCCCC xP +Λ−


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
 −−−
Λ
=  (5.5) 
 
In (5.5), C1 = 0.5176, C2 = 116, C3 = 0.4, C4 = 0, C5 = 5, C6 = 21, and C7 = 0.0068.  The 1/Λ 
term found in (5.5) is defined by (5.6).   
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Once the power is computed, it is easy to compute the output mechanical torque by dividing by 
the mechanical speed of the machine.  The mechanical torque generated by the turbine serves as 
an input into the mechanical equation of the PMSG, (5.3).    
5.1.3 Maximum Power Point Tracking Control Implementation 
According to [104], the optimal torque reference can be obtained using (5.7) through (5.9).  Note 
that λopt is the optimal tip speed ratio given in Table 5.1 and Cp is computed with (5.5).  The 
controller that implements these equations, to achieve maximum power output, is illustrated in 
Figure 5.2.   
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Figure 5.2:  Maximum Power Point Tracking Implementation and Control of Wind Turbine 
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The controller uses field oriented control to perform the speed control of the PMSG by 
decoupling the flux linkage and torque control.  The flux linkage definitions are listed as (5.10) 
and (5.11), [105]. 
 
mdsd iL λλ +=  (5.10) 
 
 
qsq iL=λ  (5.11) 
 
Three-phase power systems are conveniently modeled and controlled in the dq coordinate 
system.  The two motivations for the change of coordinates includes (1) three variables of the 
original coordinate are mapped onto two variables and (2) the variables can be decoupled, 
analyzed, and controlled independently.  For maximum torque control applications, and referring 
to (5.2), it’s always desired to drive the d-axis current to zero and maximize the q-axis current 
capability.  This is the reason for establishing the q-axis current reference based on the maximum 
torque determined with (5.7) to (5.9).  The reference torque is divided by the permanent magnet 
flux, λm, and pole pairs, refer to (5.2) and note that Ld = Lq, to establish the q-axis reference 
current. 
The final component in the maximum power point tracking block of Figure 5.2 is the 
reference signal generator output.  The transformation from dq to abc components is slightly 
more unique compared to any other in the overall model.  The relationship between the line-to-
line output voltage and DC voltage for a neutral point clamped topology is described by (5.12).  
To obtain the desired DC voltage, it may be required to increase the fundamental line-to-line 
voltage by adding a third harmonic component to the three-phase sinusoidal modulating wave 
without causing overmodulation [77].  The reference signal generated is a combination of the 
three-phase sinusoidal modulated wave signal generated by the current controller based upon 
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vd,ref and vq,ref.  A third harmonic signal is superimposed onto the modulated waveform.  This 
technique was adequately described in Chapter 3 of this dissertation. 
 
 dcrmsLL mVV 612.0, =  (5.12) 
   
5.1.4 Wind Turbine Model Validation 
The expected electrical torque is calculated below from which the rated power can be obtained.  
Note that the machine is a wound rotor implying that Ld and Lq are the same.  Figure 5.3 provides 
the current controller responses associated with the wind turbine.  Note that the desired steady-
state quantities for the quadrature axis current and direct axis current are obtained, therefore, 
validating that the maximum power point tracking routine is responding appropriately.  
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Figure 5.3:  Wind Turbine Controller Responses 
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Figure 5.4 provides a few illustrations showing that the power coefficient and tip speed 
ratio achieve their optimal settings provided in Table 5.1.  With all components and controls 
synchronized, the desired output power of the wind turbine is achieved as shown below. 
0 1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
Time (secs)
P
ow
er
 C
oe
ffi
ci
en
t, 
C p
0 1 2 3 4 5 6 7 8 9 10
0
2
4
6
8
10
Time (secs)
Ti
p 
S
pe
ed
 R
at
io
, λ
0 1 2 3 4 5 6 7 8 9 10
0
2
4
6
x 10
6
Time (secs)
P
ow
er
 O
ut
pu
t (
W
)
 
Figure 5.4:  Wind Turbine Aerodynamic Responses and Output Power 
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5.2 POWER ELECTRONIC CONVERTER MODELING 
This section develops the framework for the average models of the neutral point clamped 
converter, pulse width modulated boost rectifier, and the bidirectional DC/DC converter. 
5.2.1 Mathematical Modeling of Power Electronic Converters:  The Average Model 
Figure 5.5 provides a layout of a half-bridge inverter with AC and DC side boundaries labeled in 
the circuit.  The analysis presented on the half-bridge inverter will be valuable for understanding 
average model development of the neutral point clamped converter.  A semiconductor switch, s, 
is defined as two components:  (1) A high power transistor, Q, and (2) an anti-parallel diode, D. 
The switches are complimentary in nature as described by (5.13). 
 1)()( 21 ≡+ tsts  (5.13) 
 
Equations (5.14)-(5.16) describe the relationships between the half-bridge converter terminal 
voltages/currents and the switching functions, sn(t).  The DC power, terminal power, and sending 
power can be described by (5.17), (5.18), and (5.19), respectively. 
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Figure 5.5:  Simplified Half-Bridge Inverter 
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 )()2/()()2/()( 21 tsVtsVtV DCDCt −=  (5.14) 
 
 )()( 1 tisti p =  (5.15) 
 
 )()( 2 tistin =  (5.16) 
 
 [ ]itstsViViVtP DCnnppDC )()(2)( 21 −=+=  (5.17) 
 
 [ ]itstsVitVtP DCtt )()(2)()( 21 −==  (5.18) 
 
 iVtP ss =)(  (5.19) 
 
Equations (5.13)-(5.19) are the mathematical relationships for a switching model of the 
converter.  The equivalent circuit utilizing these relations is provided in Figure 5.6.  The 
switching model provides insight into instantaneous currents, voltages, and power quantities but 
does not easily show how the main control variables (one being the modulation index) impact 
these electrical quantities. 
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Figure 5.6:  Switched Equivalent Circuit Model of the Half-Bridge Converter 
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The procedure for determining an average model of a circuit is straightforward.  The AC 
side current must satisfy (5.20).  The terminal voltage, because it is periodic, can be described 
with a Fourier series as shown with (5.21) revealing an average term and the high frequency 
signal components.  The terminal voltage is of utmost importance because this parameter 
dynamically determines the amount of power flowing from the AC side boundary towards the 
system boundary. 
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Substituting (5.21) into (5.20), one arrives at (5.22).  The current, i(t), can be decomposed 
the same way.  Upon doing so, (5.22) can be decomposed into a set of relationships providing the 
average model, (5.23a) and high frequency periodic model (5.23b).  In general, any periodic 
signal can be averaged using (5.24).  Assuming the audience is familiar with pulse width 
modulation routines in power electronic circuits, (5.24) is only valid if the frequency of the 
carrier waveform is sufficiently larger than that of the modulating waveform. 
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Applying (5.24) to (5.14) through (5.19), one arrives at the averaged set of equations, (5.25)-
(5.30) describing the average model of the half-bridge converter.  The switching functions, s1 
and s2, are pulsed signals of unity amplitude and duty cycle, d, and are complimentary in nature. 
 dts =)(1  (5.25a) 
 
 dts −= 1)(2  (5.25b) 
 
 
)12(
2
)( −= dVtV DC  (5.26) 
 
 dIi p =  (5.27) 
 
 Idi n )1( −=  (5.28) 
 
 
IdVP DCDC )12(2
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IdVP DCt )12(2
−=  (5.30) 
 
The modulation index, m, is the amplitude ratio between the reference and carrier signals 
of the pulse width modulation strategy. The duty cycle, d, is related to the modulation index, m, 
by (5.31).  Substituting (5.31) into (5.26)-(5.30), one arrives at (5.32) through (5.35). 
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Utilizing the relationships previously derived, one arrives at the average circuit model of Figure 
5.7.  Classic references on power electronic circuit averaging are provided in the references 
as[76], [106], and [107]. 
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Figure 5.7:  Averaged Equivalent Circuit of the Half-Bridge Converter 
5.2.2 Average Model of Pulse Width Modulated Rectifier with Open Loop PQ Control 
Consider the pulse width modulated boost rectifier in Figure 5.8 with power devices represented 
by single pole, double throw switches.  Each switch, s, can take on two positions. 
Mathematically, two binary values are used to describe their position (1-top or 0-bottom) during 
circuit operation.  The instantaneous voltages and currents in terms of the switch states are 
defined by (5.36) and (5.37).   
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Table 5.2:  Operating States of Pulse Width Modulated Boost Rectifier 
sa sb sc sa -sb sb -sc sc –sa idc  vab vbc vca 
0 0 0 0 0 0 0 0 0 0 
0 0 1 0 -1 1 ic 0 -vdc vdc 
0 1 0 -1 1 0 ib -vdc vdc 0 
0 1 1 -1 0 1 ib+ic -vdc 0 vdc 
1 0 0 1 0 -1 ia vdc 0 -vdc 
1 0 1 1 -1 0 ia+ic vdc -vdc 0 
1 1 0 0 1 -1 ia+ib 0 vdc -vdc 
1 1 1 0 0 0 ia +ib+ic 0 0 0 
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Figure 5.8:  Pulse Width Modulated Boost Rectifier 
  
The circuit states and relationships between the DC side and AC side of the rectifier 
given a specific switch outcome are provided in Table 5.2.  Our objective is to replace the 
outlined region of Figure 5.8 with switch dependent current sources and, ultimately, arrive at the 
average circuit model.  The line current and phase-to-phase current are related through (5.38). 
 
 bccaccabcbcaaba iiiiiiiii −=−=−=  (5.38) 
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If we assume balanced conditions, (5.39), we can show that the phase-to-phase current is 
three times the difference of any two line currents, (5.40).  Writing Kirchoff’s voltage law 
around the three phases of the circuit and applying Kirchoff’s current law at the capacitor node, 
one can easily write the differential equations of the system listed as (5.41) and (5.42). 
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If we define a few vectors by (5.43) and substitute into (5.41) and (5.42), we arrive at (5.44) and 
(5.45) which conveniently describe the switching model of the pulse width modulated boost 
rectifier. 
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Recall from Fourier analysis and the earlier subsection that the average of a signal is defined by 
(5.46).  If (5.44) and (5.45) are substituted into (5.46), the average model of the pulse width 
modulated rectifier can be shown to be (5.47) and (5.48).   
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An important integral property, (5.49), was utilized in the equation averaging and is valid if and 
only if the maximum frequency components of vdc(t) is much less than half the converter 
switching frequency.  The average of the switching function, s(t), is also defined as the duty 
cycle, d in (5.50). 
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Using (5.47) and (5.48), the pulse width modulated boost rectifier average model is illustrated in 
Figure 5.9.  For further reading on the subject, consider [108]. 
The most straightforward way of controlling the DC voltage output of the boost rectifier 
resulting in modification to the real and reactive power references is through the control scheme 
provided in Figure 5.10.  For further information, consult [109]. 
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Figure 5.9:  Average Model of Pulse Width Modulated Inverter/Rectifier 
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Figure 5.10:  Open Loop PQ Regulator of Pulse Width Modulated Boost Rectifier 
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5.2.3 Average Model Implementation of Neutral Point Clamped Converter in Simulink 
The half-bridge converter is a basic building block for the multilevel neutral point clamped 
converter.  The neutral point clamped converter is utilized to interface the wind turbine to the 
medium voltage DC bus bar and the bidirectional DC/DC converter to the motor drive.  The 
average model of the half-bridge converter was adequately discussed in Section 5.2.1.  Using the 
terminal voltage of the converter described by (5.32) and noting the power balance relationship 
written as (5.51) that relates the AC and DC sides, Figure 5.11 provides the average circuit 
model of the neutral point clamped converter.  The modulation index, shown in red, is dynamic 
whose value is adjusted by the control system. 
 ctcbtbatadcdc ivivivVi ++=  (5.51) 
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Figure 5.11:  Average Model of Neutral Point Clamped Converter 
 
Figure 5.12 shows the detailed and average output voltage responses for a three level multilevel 
converter – the line-to-line output has five levels as shown. 
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Figure 5.12:  Detailed and Average Model Output Voltage Waveform of NPC Inverter 
5.2.4 Average Model of Bidirectional DC/DC Converter 
The average model of the dual active bridge was covered in Chapter 4.  The proof of the 
relationships was not shown at the time.  Consider the average DC input current of the dual 
active bridge, Ig, mathematically written as (5.52), where d is the duty cycle and Ip is the peak 
DC input current as was shown in Figure 4.4. 
 )1( dII pg −=  (5.52) 
 
Equation (5.52) is in terms of the peak DC input current, Ip.  Converter equations should 
normally be written in terms of known parameters.  Recalling that the slope of the DC input 
current can be written from the constitutive relationship for the voltage across an inductor, we 
can rewrite Ip in terms of the system input parameters (Vg, LTx, Ts, d).  This relationship is listed 
as (5.53).  Substituting (5.53) into (5.52), we arrive at the average DC input current, (5.54), for 
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both the primary side current and input current of the DAB converter.  Comparing (5.54) and 
(4.2) and one will note similar expressions scaled by the transformer turns ratio.  Figure 5.13 
provides the circuit schematic of the DC/DC converter average model implemented in 
Matlab/Simulink. 
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Figure 5.13:  Average Model of Bidirectional DC/DC Converter 
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Figure 5.14:  Illustration of Detailed and Average Model Currents for the Bidirectional DC/DC Converter 
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5.3 VARIABLE FREQUENCY DRIVE MODEL 
Figure 5.15 shows a schematic diagram of a variable frequency drive used to control an 
induction motor/generator.  The voltage sourced converter (VSC) is a three-level neutral point 
clamped converter mentioned in previous sections.  The objective of this section is to establish 
the mathematical principles of how the machine is controlled with flux and current controllers.  
A few plots showing successful model implementation into Matlab/Simulink will be provided as 
done in previous sections.  For a thorough treatment of the derivation refer to [76].  
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Figure 5.15:  Variable-Frequency Voltage Sourced Converter for Controlling Induction Machine 
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 The equations which govern the electrical dynamics of a symmetrical three-phase AC 
machine are provided in (5.55), (5.56), (5.57), and (5.58).  Subscripts s, r, and m refer to the 
stator, rotor, and magnetization branch, respectively in all relationships.  Note that all voltages, 
currents, and flux linkages denoted by λ are space vectors in the dq plane.  The rotor position 
with respect to the stator is represented by variable θr.  Traditional leakage factors denoted by σ 
are defined by (5.59), (5.60), and (5.61) for the stator, rotor, and total leakage factor, 
respectively.  The stator time constant is defined by (5.62). 
 ssss iRVdt
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λ  (5.55) 
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5.3.1 Machine Current Control 
The machine flux and torque are controlled through the direct axis and quadrature axis currents.  
However, the VSC can only control the stator voltage.  Therefore, one must relate the direct axis 
and quadrature axis stator currents with the stator voltages.  Without sharing the mathematical 
abstractness of defining fictitious space phasor currents as described in [76]and [110] for the 
magnetization current, it can be shown that the stator current, magnetization current and stator 
terminal voltage are related by (5.63) where ρ is the angular position of the magnetization current 
with respect to the stator axis.  Note that the magnetization current is aligned with the direct axis 
current as shown in Figure 5.16. 
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Figure 5.16:  Magnetization Current Alignment in a dq Axis Frame 
 
Substituting (5.61) and (5.62) into (5.63) and dividing through by Rs, (5.64) will be obtained.  
Decomposing the current and voltage space phasors into their d-axis and q-axis components, 
(5.65) and (5.66), using Euler’s identity and substituting into (5.64), we arrive at (5.67) and 
(5.68).  
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 Equations (5.67) and (5.68) are nonlinear, coupled equations where Vsd and Vsq are inputs 
and Isd and Isq are outputs that can be decoupled if (5.69) and (5.70) are defined as new control 
inputs.  The approach to be shared is a common technique done with three phase systems.  
Substituting (5.69) and (5.70) into (5.67) and (5.68), respectively, we arrive at two first order, 
single input, single output linear equations listed as (5.71) and (5.72) which are used for gain 
tuning.  If the PI compensator gains are chosen based upon (5.73), the closed loop transfer 
function associated with (5.71) and (5.72) will contain one design variable, τi, to choose.  
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 Figure 5.17 illustrates the current controller based upon (5.69) and (5.70) with flux 
observer, [110], establishing Imr and ω setpoints.  Specific features of the controller and 
magnetization current considerations will be discussed more thoroughly in Chapter 6. 
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Figure 5.17:  Machine Current Control 
5.4 SYSTEM PARAMETERS AND ASSEMBLED DC MICROGRID VALIDATION 
The DC microgrid model developed in Matlab/Simulink is found in Figure 5.18.  The purpose of 
this section is to provide convincing arguments that the developed model is suitable for further 
power management studies in Chapter 6 of this dissertation.  The scenario to prove model 
validation involves a grid disconnect at 4.0 seconds into the simulation.  The only source of 
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generation in the model after this point comes from the wind generation and diesel generator on 
the platform.  For our purposes, the diesel generator is modeled as an ideal three phase voltage 
source with uncontrolled rectifier connected to the offshore production platform low voltage bus.   
At 1, 1.75, and 2.75 seconds, the motor drives rated for 1.68 MW each are connected into 
the network by setting their power reference controls accordingly.  Also on the platform is a 
generic resistive load used to draw power from the diesel generator in the case for validating 
when the load is higher compared to the available generation (Chapter 6).  For all simulations in 
this chapter, the wind speed is held constant at 11.8 m/s, the rated wind speed, and blade pitch set 
to 0 degrees to extract rated power from the generator. 
One of the key takeaways from this analysis is to notice how the grid power electronics 
with associated controls help to isolate parts of the system network.  All components are 
regulated except for the bidirectional DC/DC converters which are set to deliver maximum 
power to the loads equally.  In chapter 6, the duty cycles dynamically change.   
Wind Turbine and Control
Grid Connected Converter
Variable Frequency Motor Drives
Bidirectional DC/DC Converters
Diesel Generator / Rectifier  
Figure 5.18:  Interconnected DC Based Microgrid Computer Model 
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5.4.1 System Power Balance and DC/DC Converter Power Handling Capability 
Figure 5.19 provides the generation source responses in the DC system.  The wind turbine takes 
nearly 1 second of simulation time to reach full output power and maintains steady output under 
rated conditions even when the motors command power at 1, 1.75, and 2.75 seconds.  The 
turbine is rated for 5 MW, 5 kVdc with rectifier.  The MVDC bus is slightly higher than rated as 
indicated in Figure 5.20 resulting in lower machine output current creating less machine torque 
(Equation 5.2).  The wind power is also transmitted 10 km (6.2 miles) accounting for some 
electrical loss in the line.   
The center graphic in Figure 5.19 shows the real and reactive power flowing through the 
grid connected, pulse width modulated rectifier.  The reference power was set to 5 MW and 
changed to 0 MW at 4 seconds.  The reference reactive power is set to zero throughout the entire 
simulation.  The offshore platform generator supplies the remaining load on the platform if the 
load exceeds the total generation in the network.  The load resistor is set to 1 Ω for evaluation 
purposes.  The dynamic response of this generator is provided as the last graphic in the figure. 
The currents flowing through the input of one DC/DC converter (MVDC bus side) and 
output of the converter are plotted in Figure 5.20.  The turns ratio, n1 / n2 = n, is equal to 2.  
Using (4.2), we can predict the average DC current at the input and output of the converter.  This 
calculation is provided below.  The ripple on the DC current is caused by the six pulse diode 
bridge rectifier attached to the offshore platform DC bus.  The average input current into each 
DC/DC converter is 823 A resulting in a total current flow of 1646 A provided by the turbine 
generator and grid connected converter equally. 
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Figure 5.19:  Generation Sources in Microgrid 
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Figure 5.20:  Bus DC Voltages and Currents in DC Microgrid 
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To explain the voltage dip that occurs at 4 seconds on the medium voltage DC bus, 
consider (5.1a) and (5.1b) – the equations governing the permanent magnet machine.  Equations 
(5.74a) and (5.74b) are another form of (5.1a) and (5.1b) but in terms of flux linkage, current, 
and voltage.  Since iq of the wind turbine is regulated to achieve maximum power extraction, the 
only variable capable of changing is id to meet the load demand.  If the d-axis current changes to 
something other than zero, the d-axis flux linkage is altered by decreasing – Equation (5.10) – 
resulting in a DC bus voltage sag as simulated.  This is indeed the case as shown in Figure 5.21.  
A remedy to this issue will be provided in Chapter 6 by allowing the DC/DC converter duty 
cycles to change, which are currently fixed in this simulation set.  
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Figure 5.21:  dq Flux Linkages of Wind Turbine Generator after Grid Disconnect 
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5.4.2 Motor Drive Responses 
Regulation of the magnetization current is normally exercised during the converter start-up 
sequence, when the machine is at standstill, and the q-axis current is kept at zero so no machine 
torque is generated.  Since we are dealing with larger machines on the offshore production 
platform, the rotor time constants are fairly large – on the order of 1 to 1.5 seconds.  This implies 
that the currents will reach steady-state in about 5τr.  To obtain a faster closed-loop response, a 
PI compensator, K(s), is introduced to regulate the magnetization current.  The drawback of a 
faster closed-loop response is that the d-axis current and reference point will create larger 
transient currents strictly due to the magnitude of the rotor time constant [76]. 
The machine parameters for this study are provided in Table 5.3.  The reference 
magnetization current can be set using (5.75) under the assumption that the rotor speed regulates 
closely to the rated mechanical speed which is often the case to generate maximum efficiency 
out of the induction machine (η ≈ 1- s).  Figure 5.22 provides the regulated d-axis current of 141 
A and q-axis current of 7.3 kA for each machine.  Knowing the rated torque and the machine 
speed held constant at 32 rad/s, the q-axis current can be predicted with (5.76).   
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Classic texts on machine reference theory such as [111] often designate the q-axis on the real 
axis and d-axis on the imaginary axis and this is how the induction machine model in 
Matlab/Simulink orients itself.  For the derivation provided for the motor drive current regulator, 
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the d-axis is along the real axis and q-axis aligned to the imaginary axis.  The axes orientations 
are provided in Figure 5.23.  This will become important when interpreting the torque direction. 
Table 5.3:  Induction Machine Parameters [76] 
Parameter Numerical Quantity 
Nominal Power, P 
Pole Pairs 
Nominal Voltage, VLL 
Nominal Frequency, ωo 
Stator Resistance, Rs 
Rotor Resistance, Rr 
Magnetizing Inductance, Lm 
Stator Inductance, Ls 
Rotor Inductance, Lr 
Stator Leakage Factor, σs 
Stator Leakage Factor, σr 
Total Leakage Factor, σ 
Stator Time Constant, τs  
Rotor Time Constant, τr  
Controller Constant, τi 
Controller Gains, Kp; KI 
imr Controller Gains 
1.678 MW 
12 
2300 V 
377 rad/s 
29 mΩ 
22 mΩ 
34.6 mH 
35.2 mH 
35.2 mH 
0.0173 
0.0173 
0.0337 
1.213 secs 
1.6 secs 
3 millisecs 
13.67, 333 sec-1 
79.6, 50 sec-1 
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Figure 5.22:  dq Current Regulation of Induction Motors 
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Figure 5.23:  Axes Orientation for Current Controller and Motor 
 
Our job now is to map the chosen dq controller axes onto the dq machine axes.  For 
clarity, we will designate a subscript m for motor axis and subscript c for controller axis.  
Consider Figure 5.24 with our attention on graphic (a) – representative axis for the current 
controller – and graphic (c), representative axis for the motor.  From this illustration we can write 
(5.77) where f is either AC voltage or current. 
 
Figure 5.24:  Relationship between the dq and abc Quantities for Generating and Motoring Operation[98] 
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Another expression for the induction machine torque expressed in terms of the dm-axis 
and qm-axis currents is listed as (5.78). 
 ( )mdsmqsmqsmdsme iiPT ,,,,, 2
3 λλ −=       (5.78) 
 
Substituting (5.77) into (5.78), we arrive at a torque expression for the motor mapped into the 
controller dq axis orientation. 
 ( )cqscdscdscqsce iiPT ,,,,, 2
3 λλ +−=       (5.79) 
 
Recall that the controller d-axis is aligned with the magnetization current (see Figure 5.16) and 
because the stator leakage inductance, Lls, is much smaller in comparison to the magnetizing 
inductance, Lm, we are able to simplify (5.79) to (5.80), [112].   
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Table 5.4 provides the predicted steady-state results of the motor drive.  Figure 5.25 
shows the d-axis and q-axis simulated stator currents and machine electrical torque in the motor 
dq frame described earlier.  For motor operation, the q-axis current must lead the d-axis current, 
Figure 5.24, which is indeed the case.  The expected flux magnitude can be calculated with 
(5.81), which is a result of equating (5.80) with (5.76).  Finally, Figure 5.26 provides the total 
demanded power by the motors as they command power at 1, 1.75, and 2.75 seconds.  The 
dynamic behavior of the inverter modulation index for one motor is also plotted.  As the offshore 
DC bus voltage drops due to increased load, the modulation index increases to maintain system 
currents (see Figure 5.11). 
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Table 5.4: Predicted Motor Simulation Results 
Prated ω Te isqLL isd = imr λds 
1.678 MW 31.42 rad/s 53.4 kN 7.42 kA 141 A 0.4 V-s 
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Figure 5.25:  dq Stator Currents and Motor Torque 
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Figure 5.26:  Motor Load Power and Modulation Index of Motor Inverters 
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6.0  DYNAMIC POWER MANAGEMENT AND DC/DC CONVERTER CURRENT 
SHARING EVALUATION UNDER VARIOUS MODE TRANSITIONS  
In traditional AC systems, power management is critical to ensure that system generation and 
load are balanced so stability issues are not of concern.  System frequency deviation in AC 
architectures from the intended set-point (50 or 60 Hz) has often been the indicator that an issue 
is arising – lower system frequency implies load is greater than available generation and high 
system frequency implies available generation is greater than total load. 
As mentioned in previous sections, future microgrids will have hierarchical control 
structures for monitoring deviations and managing power.  Figure 6.1 provides the role a central 
computer will play in the microgrid studied throughout this dissertation.  Available power 
generation and power absorbed by the loads are measured and sent back to the central computer 
in order to coordinate power flows in the network.  Power flows can be altered by adjusting the 
blade pitch of the wind turbine, duty cycles of the bidirectional DC/DC converters, or power 
reference of the grid connected converter.  
In this chapter, we will focus on the power management of the microgrid assuming ideal 
communications.  We will also study two mode transitions in this chapter including (1) main grid 
connected to being disconnected and (2) grid disconnected to grid connected.  A low voltage ride 
through scenario associated within the microgrid setting is left as future work.  Dynamic 
behavior of the real-time DC/DC converter duty cycle adjustments is of most interest to the 
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research team and will be emphasized.  The power management routine also has the capability of 
scaling the amount of power flowing through each DC/DC converter.  Since both converters are 
sized to handle 10 MW of power in the case of converter failure, simulations can be run showing 
that the power does not need to be equally shared between both components.  In practice, it’s not 
always guaranteed that the converters are always manufactured by the same vendor.  
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Figure 6.1:  Power Signals and Coordination through Centralized Computer 
6.1.1 Power Management Routine 
The power flowing through the DC/DC converters is described by (6.1), where VH is the medium 
voltage DC bus and VL is the offshore production platform bus voltage.  Ptot is the total power the 
converter is rated to handle – 10 MW for our system studies – and α is a scaling factor between 0 
and 1.  For converter sizing, this factor is set to 0.5 since two converters are assumed to be in 
operation at all times. 
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 )1(2 hhTx
sLH
tot ddL
TVnVP −=α  (6.1) 
 
If (6.1) is solved for the duty cycle, dh, we arrive at (6.2).  If Ptot is 10 MW; VH is 5 kV; VL is 1 
kV; fs is 3 kHz; LTx is 208 µH; and α is 0.5 then n must be set to 5 to have a positive real root as a 
solution to the quadratic equation.  Equation (6.2) is a critical expression that is continuously 
solved for to adjust the DC/DC converter duty cycles as system conditions change.  In Chapter 5, 
the duty cycle was fixed to validate system operation.  The previous discussion is critical to 
ensure that the duty cycle is below 0.5 for power to flow from generation to load.   
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With the approach to be presented, we assume one directional power flow in the direction 
of the offshore production platform and ideal communication between the central computer and 
diesel generator.  The inputs from the primary control into the secondary power management 
scheme strictly include the machine electrical power and current, DC bus voltages, and all 
system generation.  The power management architecture is found in Figure 6.2.     
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Figure 6.2:  Power Management Routine for Adjusting DC/DC Converters in Microgrid 
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Starting from left to right in Figure 6.2, the total power generation on the MVDC side of 
the microgrid is summed (based on system measurements) and scaled by factors kα and kβ.  
These weights range from 0 to 1 depending on the power rating of the bidirectional converter.  
There is one weight for each DC/DC converter.  Utilizing (6.2), the duty cycle, dh, is determined 
and adjusts the DC/DC converter output power.  The later description can be argued to be open 
loop in nature with future efforts put forth into implementing the model reference control (MRC) 
design of Chapter 4 as shown in Figure 6.2.  The power management routine is simple Matlab 
code programmed and communicates directly with the Simulink model as shown in Figure 6.3 – 
bottom left of the diagram shows a white bin with several inputs and two outputs corresponding 
to the duty cycles of the DC/DC converter. 
 
Figure 6.3:  Microgrid Computer Model with Implementation of Power Management Scheme 
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6.1.1 DC/DC Converter Dynamic Response under a Grid Disconnection 
The case under study in this section is very similar to the case studied in Chapter 5 but the 
DC/DC converters are able to adjust their duty cycles to allow or suppress power flow depending 
on load demand.  The wind turbines always produce maximum power, the grid supplies 5 MW 
and disconnects at 4 seconds into the simulation.  The motor drives command power at 1 second, 
1.75 seconds, and 2.75 seconds and are all rotating at a fixed speed of 32 rad/s (rated mechanical 
speed).  A 0.25 Ω resistor is attached to the offshore platform bus.  The bidirectional DC/DC 
converter No. 1 (closest to the generation) has a scaling factor, kα, equal to 0.6 and converter No. 
2 has a scaling factor, kβ set to 0.4.  This implies that 60% of the power generation will flow 
through No.1 and 40% through No. 2. 
 Figure 6.4 provides the generation profiles as a function of time.  Because the generation 
supplied through the pulse width modulated rectifier completely diminishes to zero, there is not 
enough power generation to supply the motor drives and the resistive load in the network, thus, 
resulting an increased output from the diesel generation in the system.  The dynamic behavior of 
the DC/DC converter duty cycles is provided in Figure 6.5 adjusting with changes in system load 
and available power generation.  Sample calculations for the first time interval of Figure 6.5 are 
provided below. 
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Figure 6.4:  System Generation Response During a Grid Disconnect 
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Figure 6.5:  DC/DC Converter Duty Cycle Response 
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Figure 6.6:  DC Bus Voltages and Current Flows in Case of Grid Disconnect 
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Figure 6.7:  Zoomed-In Intervals of Figure 6.6 Providing Finer Electrical Characteristics 
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 Figure 6.6 provides DC bus voltages on the medium voltage bus bar and offshore 
production platform bus bar as well as current flows along the rails of these busses.  Constant 
power load characteristics are also observed.  As voltage drops because power is commanded by 
the motor drives, current increases to maintain desired power to the motors.  High ripple is 
observed in the current as full load is brought into service at 2.75 seconds into the simulation.  
Zoomed-in regions of the currents and voltages at points beyond 2.75 seconds are provided in 
Figure 6.7.  The characteristic pulses generated by the rectifier attached to the low voltage DC 
bus are observed, which are naturally reflected onto the medium voltage DC bus through the 
interfacing DC/DC converters.  The scaled currents through each of the DC/DC converters are 
provided in Figure 6.8.  Remember, the duty cycles are a function of kα and kβ.    
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Figure 6.8:  Output Currents of DC/DC Converters for Grid Disconnect Scenario – 60% / 40 % Weighting 
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 Finally, for completeness, Figure 6.9 provides the dynamic response of the wind 
generator currents, wind generator current controller, and current supplied by the grid up until 
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grid disconnection.  The high ripple wind generator current is noticeable at 2.75 seconds and, 
when noticed at a finer resolution, takes on similar characteristics as those shown in Figure 6.7. 
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Figure 6.9:  Wind Generator Currents and Grid Connected Converter Current for Grid Disconnect Scenario 
 
 At the time this dissertation is being written, research attention has been focused upon 
sharing power between parallel connected converters as presented in [113].  Future efforts will 
for sure be centered upon the microgrid case, as was done in this chapter, and with a nicely 
written article starting the trend in [114]. 
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6.1.2 DC/DC Converter Dynamic Response under a Grid Connection 
For the grid connected scenario, we consider the case when the total generation in the system 
becomes much larger in comparison to the total load when the grid interfacing converter is 
commanded to deliver 5 MW of power.  This converter essentially transitions from a 
disconnected to grid connected state.  The wind turbine is continuously feeding maximum rated 
power into the network and only one motor drive is active in the circuit at all times with the other 
two out of service.  The generic load of 0.25 Ω remains in the circuit.  With this simulation 
study, one can postulate that the dynamic behavior of the DC/DC converters act as an aid for 
improving system stability as compared to the time to mechanically alter the blade pitch of the 
wind turbines.  DC/DC converter No.1 and No.2 are set to share 60% and 40% of the total 
current, respectively, as in the previous section. 
 Figure 6.10  provides the generation profiles of the wind, power flowing through the grid 
connected converter, and diesel generation power on the offshore production platform.  Notice 
that once the grid connected converter commands power at four seconds, the diesel generation is 
no longer needed to supply the offshore load – truly an economic benefit.  Figure 6.11 shows the 
dynamic behavior of the DC/DC converter duty cycles.  The duty cycles are initially low and, 
once more generation becomes available, the duty cycles increase allowing more generation to 
flow through the converter to meet the desired load.  Finally, the detailed current waveforms of 
each of the DC/DC converters are provided in Figure 6.11. 
 
 
 
 
 144 
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
1
2
3
4
5
6
Time(secs)
P
ow
er
(M
W
)
 
 
Wind Power
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-2
-1
0
1
2
3
4
5
6
7
8
Time(secs)
P
ow
er
 (M
W
 | 
M
va
r)
 
 
Real Power, P
Reactive Power, Q
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
1
2
3
4
5
6
Time(secs)
P
ow
er
 (M
W
)
 
 
Offshore Platform Power
 
Figure 6.10:  System Generation Response During a Grid Connection 
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Figure 6.11:  Duty Cycles and Output Currents of DC/DC Converters – 60% / 40% Weighting 
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7.0  CONSIDERATIONS FOR DESIGNING THE COMMUNICATION NETWORK 
ARCHITECTURE OF THE OFFSHORE DC MICROGRID  
Emphasis has been placed on the electrical design of the offshore microgrid to this point.  The 
electrical system also needs to work in tight synchronization with the signaling system provided 
by the telecommunication subsystem.  Fast cooperation of those systems is dependent upon 
scalable and intelligently designed co-existent architectures.  As discussed in previous chapters, 
the microgrid control architectures can be summarized by three layers:  primary, secondary, and 
tertiary control.  Each one of these layers is a separate physical entity that may or may not be 
owned by the same operator.  Each control layer must function in unison with each other in a 
scalable and highly efficient manner.  Designing the communication network architecture to 
meet the stringent real-time operation requirements of the control layers is the focus of this 
chapter. 
This chapter will provide an overview of the distributed control architecture, including 
the microgrid and wide-area communication networks.  Telecommunication technological 
options, security, and addressing protocols for the microgrid architecture will also be conveyed.  
This chapter is published in [115]. 
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7.1 COMMUNICATION NETWORKS 
Communication network architectures are described in terms of the seven layer OSI Model 
[116].  For the purposes of the following discussion, the focus is on layers two and three – Media 
Access Level (MAC) and Internet Protocol (IP).  The MAC layer provides the functionality to 
send and receive data between a transmitter and a receiver, within the bounds of the same 
network.  Basic transmission error checking is provided.  The IP layer builds upon, adding intra-
network addressing, substantially improved error checking, retransmission capabilities for lost 
packets, congestion control, and session management (via Transmission Control Protocol (TCP) 
and User Datagram Protocol (UDP)).  In-depth discussion of the OSI Model and above 
mentioned protocols is out of the scope of this chapter, with additional resources provided [117]. 
 Due to the real-time, and safety critical nature of the drilling operation, the 
communication network has to provide above all fast, reliable and secure service.  The entire 
communication network can be envisioned as two separate networks:  (1) microgrid network and 
(2) wide-area communication network.  The microgrid network includes the DC/DC converters, 
induction machines, diesel generator and respective primary and secondary controllers.  The 
wide-area network includes the secondary control associated with the wind turbines and tertiary 
control, with the secondary control functioning as a bridge between the two networks.  The 
geographical distance between the elements of the wide area network can be quite high 
depending on how far the wind turbines are installed from the offshore platform. 
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7.1.1 Microgrid Communication Network 
The frequency of messages in the microgrid network is determined by the fastest cycle of a 
subsystem element.  There are three logical channels in the network including (1) induction 
machine / primary controller to the secondary controller, (2) secondary controller to the DC/DC 
converters, (3) secondary controller to diesel generator.  These channels are pictorially shown in 
Figure 7.1. 
 
Figure 7.1:  Architecture of Microgrid Communication Networks 
 
The primary controller functions as an independent local control.  The channel between 
the induction machine and secondary controller has the highest frequency of messages.  The 
induction machine would provide torque and rotor speed measurements every 10 to 25 µs [118].  
This rate is necessary to capture and address transient phenomenon due to grid islanding.  The 
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two measurements provided are float values and the payload of every message is not extensive.  
However, the high update rate means that the number of messages received each second is quite 
high.  Each measurement pair is unique to the induction machine and the number of 
measurements is proportional to the number of motors in the microgrid.  Given the update cycle, 
the estimated number is between 5,000 and 10,000 messages per motor per second.  Once the 
secondary controller receives the measured values from each motor, the control calculates the 
appropriate duty cycles for each of the two DC/DC converters (for this case) to alter the 
demanded power flow to the machine loads.  The latency between a measured torque and motor 
speed and reception of the corrected control command by each DC/DC converter constitutes the 
control loop delay experienced by the power system. 
The secondary control would contribute significantly to the delay budget.  The controller 
would have to interface with the wide-area control network, employing IP addressing, resulting 
in full IP Stack included in the real-time operating system and a slower runtime cycle.  One way 
of preventing slower runtime cycles is to have two execution cycles running in the embedded 
real-time operating systems of the controller.  The processes should run on two physically 
separated processors communicating via shared memory channels as shown in Figure 7.2.  This 
would allow the inside electrical loop controller to operate at a much higher rate by only 
implementing MAC layer addressing and omitting encryption/decryption operations – Steps (2) 
and (6) in Figure 7.2. 
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 Figure 7.2:  Secondary Controller's Inside and Outside Communication Cycles 
 
The outside network application would (1) query the outside interface (IP Layer), (2) 
decrypt information, (3) read the logical channel for any message from inside the microgrid, (4) 
execute control logic, (5) write to the logical channel, (6) encrypt data, and (7) write to the 
outside interface at the end of its cycle.  The inside loop controller would (1) receive network 
messages, (3) check the logical channel for any control instruction from the tertiary controller, 
(4) execute logic, (5) write messages to the tertiary controller, (7) and output messages to the 
appropriate local microgrid network port.   
Even by separating the controllers in order to gain performance, it is unlikely that the 
inside communication cycle would be able to keep up with the 10 to 20 µs message frequency.  
Without loss of generality, we assume that the inside communication execution cycle would be 
of at least 10 millisecond and the outside communication cycle would be around 20 millisecond.  
 150 
7.1.2 Wide-Area Control Network 
The tertiary controller is in charge of balancing energy supply and demand between the onshore 
grid, wind turbines, and one or more microgrids.  In the event of insufficient wind generation, the 
tertiary control would initialize the diesel generators located in various microgrids in order to 
continue non-interrupted drilling operations.  The tertiary controller would be distributed in 
nature with each microgrid having a dedicated top level controller as illustratively shown in 
Figure 7.3. 
 
Figure 7.3:  Architecture of Wide-Area Communication Network 
 
Due to the large geographical area, the communication network would require IP 
addressing and significant security protocols.  Contrary to the local microgrid control network, 
which creates messages at a deterministic high rate, the wide-area control network would be non-
deterministic in nature.  Two major types of messages would be present:  (1) keep alive between 
different sub-systems, and command/failure notifications.  The keep alive message would range 
between milliseconds to seconds.  The control and failure messages are stochastic in nature, 
which may be a result of wind patterns or other natural phenomena as well as hardware and 
software failures. 
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Due to the size of the wide-area communication network, security becomes an issue as 
well as interconnectivity and scalability.  One wind farm may be connected to two or more 
offshore platforms and a tertiary control may communicate between multiple wind farms and 
platforms as illustrated.  Functionality provided by the IP layer would be needed here for session 
establishment and maintenance.  Data encryption and authentication is vital for security 
protection.  The network is assumed to be using UDP and not TCP as transmission protocol.  
Retransmissions are not employed.  In case of a lost packet, the receiver would take into account 
the follow up packet.  A retransmit packet will contain stale information (data too old to be acted 
upon) by the time it is received.  In the case of TCP, it is possible to flood the network with 
retransmitted packets, creating congestion.  TCP uses principle design to avoid loss in non-
critical networks.  The protocol tends to be over active and too aggressive in time-critical 
networks.  Hence, the applications at the end points need to be robust enough in order to tolerate 
packet losses, up to a safe predefined number, and continue normal operation. 
7.2 PERFORMANCE ANALYSIS OF THE DISTRIBUTED COMMUNICATION 
ARCHITECTURE 
Communication networks are evaluated in terms of four factors – efficiency, latency, availability 
and reliability, and security.  In the following section, we discuss each communication 
technology and evaluate its performance based on those parameters.  A summary of all 
communication parameters and suggested numerical quantities associated with the microgrid 
power system being study are provided in Table 7.1. 
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Table 7.1:  Telecommunication Protocols and Media Options for Microgrid and Wide-Area Networks [115] 
 
7.2.1 Availability and Reliability 
Availability in communication networks is the percentage of time which the network is in a 
specified operational state.  A simple representation of availability, shown by (7.1), is the 
product of all link and equipment availability, Ai, on the communication path assuming a series 
arrangement.  Equation (7.1) is applied for a communication network that does not have built-in 
back-up paths.  For networks with more than one path between source and destination pair, 
availability is determined with (7.2), where Api is the availability of the ith path. 
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In general, parallel networks are always more reliable, however they are much more 
expensive to implement.  For the availability calculation in the microgrid and wide-area 
communication networks, we assume single path networks.  Unlikely in reality, it is important to 
analyze this base case in order to gain understanding of media options and their suitability. 
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7.2.2 Packet Size and Overhead 
Efficiency is defined as the fraction of useful data bits out of the total bits transmitted.  The extra 
bits are control information and they are referred to as overhead.  There are two communication 
protocols employed in the network design:  (1) inside the microgrid and (2) outside the 
microgrid/inside the wide-area.  The goal of the former protocol is speed and reliability, 
however, some performance is sacrificed for the purposes of interoperability and security.  In the 
communication protocol within the microgrid we assume Ethernet is adopted and 42 bytes are 
used for the payload.  This is the minimum allowed by the MAC protocol.  There are an 
additional 42 bytes of mandatory MAC header.  The overall efficiency is 50%, which is low, and 
a result of the small payload of every packet.  This can be corrected by buffering some 
measurements, and sending them in a single packet.  This however goes against the real-time 
principle of the applications.  Low efficiency is typical of such applications (real time audio and 
video).  In the wide-area network, the payload would be 512 bytes (the minimum for UDP 
Packets) with additional 70 bytes of headers.  The payload would also be encrypted but private 
key encryption does not expand the data it encrypts.  The overall efficiency is much higher, 
around 90% but, with larger packet size, there would be large transmission delay. 
7.2.3 Transmission Delays 
There would be a number of sources of delay in the network – transmission delay, processing 
delay in the intermediate notes, and encryption/decryption delay (only for the wide-area 
network).  From these sources, the transmission delay would be the least significant, and the 
processing delay most significant.  In the wide-area network, there would be a 13 µs delay for 
private key encryption per message (assuming low level field programmable gate array 
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implementation of AES/Rijndael [119]), and another 4 millisecond delay [120] for authentication 
of the data.  Assuming the real-time system has reasonable performance, 10 milliseconds per 
cycle for the inside interface [121], 15 milliseconds for the outside interface plus an additional 5 
milliseconds for encryption and authentication.  This would result in 10 to 11 milliseconds of 
delay for one hop end-to-end delay for the microgrid network and 100 milliseconds for the wide-
area network. 
7.2.4 Security 
As stated previously, security results in too much overhead and delay and is unlikely to be used 
in the microgrid network.  The assumption here is that the microgrid network would be contained 
in one physical location – the offshore platform.  As such, the cyber security is replaced by 
physical security (locked cabinets for the equipment and steel cable enclosures as an example). 
In the tertiary network, encryption is necessary because the network has a large 
geographical span, possibly connecting multiple networks owned by different operators, and 
potential use of wireless communication technology.  Wireless signals are easily intercepted and 
fabricated and have to be encrypted to prevent malicious behavior. 
There exists two encryption paradigms – public and private key encryption.  The 
advantage of pubic key encryption is that two parties communicating with each other have their 
own separate keys.  Such data encrypted by a party is also signed by that party and cannot be 
later denied or produced by a third party.  The downside of public key encryption is that it has 
quite slow decryption and especially slow encryption procedures.  For the latter reason, it is not 
used for large data streams.  In comparison, private key cryptography is significantly faster, up to 
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speeds of 3 Gbps [119], but both parties share the same key.  Data is not signed and can be 
denied or knowledge of the secret key allows a third party to join the communication undetected. 
A common practice in security protocols is to use public key encryption in the initial 
communication set-up, agree upon a private key, and switch to private key encryption.  Since 
public keys are individual, there is a need for key management intermediary, a Certificate 
Authority that is in charge of distributing, renewing and retiring keys.  The microgrid 
communication network would have to be protected by a firewall and an intrusion detection 
system (IDS).  This is especially important, since inside the microgrid network there is no data 
encryption.  Under no conditions should an outside communication channel be allowed in those 
non-encrypted networks.  The secondary controller should be the only channel of communication 
inside and outside the microgrid network.  Deviation of this rule could result in adversary issuing 
plain text control commands to the DC/DC converters and damaging the induction machines. 
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8.0  CONCLUSIONS AND FUTURE WORK 
As mentioned earlier, this dissertation body is multi-faceted focusing on many areas of electrical 
engineering including communications, electric motor drives and machines, microgrid design, 
power magnetics, power electronics modeling and control, power system analysis, and renewable 
generation.  The microgrid design presented is truly multi-disciplinary requiring a diverse set of 
skillsets.  However, adequate engineering will not be enough to make microgrids a reality.  State 
incentives, scalable and economical microgrid controllers, and cheap forms of storage will help 
to drive microgrid developments into the marketplace. Future natural disasters equivalent to 
Superstorm Sandy could/will cause scientists and engineers, government leaders, and policy 
developers to think differently about grid design to ensure grid resiliency, [122]. 
 Various contributions can be found throughout the dissertation body and only the main 
drivers of each chapter will be elaborated here.  First, the case was made for a unique offshore 
DC microgrid using renewable generation as its main source of power generation.  The offshore 
microgrid is composed of electric machines and transformers that can consume significant space 
on the platforms as well as weigh down the overall structure.  New classes of nanocomposite 
magnetic materials that operate at high frequency/ high power have been shown with ANSYS to 
reduce the magnetic volume for bidirectional DC/DC converters, power transformers, and 
electric machines.  Only the electrical performance has been evaluated.  Further study in the 
mechanical behavior of these materials is essential for electric machine applications.   
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Second, an argument was made to show that the offshore microgrid is inherently a multi-
terminal network.  Multi-terminal HVDC is currently an attractive topic in the industry.  A 
modular multilevel converter with associated controls was simulated in PSCAD/EMTDC and a 
component sensitivity analysis on peak DC fault currents showed that the bypass switch speed 
and transformer impedance contribute greatly to the peak currents.  Power converter scaling 
methods for performing simulation studies have also been provided for other research teams. 
Third, the electric motor drives in the microgrid design behave as constant power loads, 
which are inherently unstable.  Proportional derivative control techniques that most power 
engineers are accustomed too are not adequate for stabilizing these loads and a new control 
approach using model reference control design principles was shown to stabilize and dampen the 
unstable plant model used in the analysis. 
Fourth, a completely validated Matlab/Simulink computer model of the offshore 
microgrid composed of wind turbines that maximum power point track, average power electronic 
models for DC/DC converters; multilevel inverters; and rectifiers with associated control, and 
variable speed electric motor drives was described.  Fifth, related to the fourth takeaway, a 
preliminary power management scheme was implemented that dynamically adjusts the duty 
cycles of the bidirectional DC/DC converters to main balance between generation and loads.  For 
AC systems, frequency is an indicator of system balance.  For DC systems, one could argue that 
the DC/DC duty cycle serves as a similar indicator.  Finally, the dissertation presented a 
communication network architecture for managing power in the offshore microgrid providing a 
number of technological options with theoretical bounds. 
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 Many future work efforts are in-store for the proposed model reference control design in 
Chapter 4.  First, the research team wants to validate the concepts experimentally and we can do 
this with the facilities in the university.  The university is equipped with a new, state-of-the art 
electric power systems lab with all equipment donated by Eaton.  Figure 8.1shows a few pictures 
of the lab.  Experiments can be isolated with set-ups as shown in the left of Figure 8.1 for 
stability evaluation.  Power management routines for larger systems can be proven using the 
motor control center (MCC), equipped with six, 5 hp variable frequency motor drives. The 
motors are permanently mounted in the back of the MCC and not shown in the picture.  All 
motors are connected to a common AC bus as the case in the simulation models. 
  
Figure 8.1:  Portable Motor Units (Left) and Motor Control Center (Right) 
 
The model reference control design was analytically determined using small signal 
analysis to linearize the design.  Our next approach, which is becoming a speciality of the group, 
is to use adaptive controllers to continuously update controller parameters as a result of 
disturbances or changes in grid conditions.  The difficulty and challenge is obtaining an adequate 
adaptation rule for common microgrid events. 
 Wind turbines are required to abide by Low Voltage Ride Through (LVRT) criteria 
established through the Federal Energy Regulatory Commission (FERC) Large Generator 
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Interconnection Agreement (LGIA) in current AC system designs [123].  The LVRT profile is 
shown in Figure 8.2.  Meeting these requirements can be troublesome for vendors in stiff, 
meshed AC architectures and might be even more challenging in future microgrid designs.  
Remember, microgrids were first proposed to help meet the renewable integration targets set by 
the United States government and will need to abide by these regulations unless standards are 
adjusted for microgrids in particular.  The Matlab/Simulink model does not have the capability 
of investigating LVRT.  As the system voltage falls in the computer model, current from the 
wind turbine converter increases to meet the constant power load demands.  In LVRT scenarios, 
the converter current cannot feed system disturbances, like faults.    
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Figure 8.2:  LVRT Requirement per Appendix G of FERC's LGIA 
  
Throughout the dissertation, the author assumed ideal communication constraints.  In 
practice, this will definitely not be the case and diesel generators will not respond as quickly as 
the profiles have shown in the simulation results.  In fact, communication delays are another root 
cause of a system becoming unstable – information is not received in order for the controllers to 
take action.  Electrical engineers and telecommunication engineers at Pitt will be heavily 
investigating these communication constraints in the future timeframe. 
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APPENDIX A 
MATLAB CODE TO EVALUATE SWITCHING FREQUENCY IMPACTS ON 
TRANSFORMER POWER DENSITY   
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function [c,ceq] = XfmrConstraints1(x) 
% Lead Graduate Student Researcher:  Brandon Grainger 
% Undergraduate Research Assistant:  Zachary Smith 
% January 2014 
  
%% Objective of Function XfmrConstraints 
% The objective of this function is to calculate the amount of flux in the 
% transformer, losses in the core and windings, and temperature rise. 
  
%% Initial Conditions: 
%a = .028m 
%b = .110m 
%d = .028m 
%h = .205m 
%N = 32 
  
f = 1000;                   % Operating frequency of transformer (Hz) 
Bmax = 0.75;                % Maximum Flux Density (Tesla) 
Bmin = 0.65;                % Minimum Flux Density (Tesla) 
Tmax = 150;                 % Maximum allowed temperature (Celsius) 
  
%% Declaration of Physical Properties 
% Geometric Properties 
a = x(1);                           % Property a in meters 
b = x(2);                           % Property b in meters 
d = x(3);                           % Property d in meters 
h = x(4);                           % Property h in meters 
N = x(5);                           % Number of turns in Primary 
  
Ac = a*d;                           % Cross Sectional Area (m^2) 
Aw = 2*b*h;                         % Window Area (m^2) 
l0 = 2*(a+b+d);                     % Mean Length per Turn (m) 
l1 = 2*a+2*b;                       % Transformer Width (m) 
l2 = d+b;                           % Transformer Thickness (m) 
l3 = 2*a+2*h;                       % Transformer Height (m) 
V = l1*l2*l3;                       % Transformer Core (m^3) 
Vc = (2*a+b)*(2*a+2*h)*d-2*h*b*d;   % Core Volume (m^3) 
At = 2*(l1*l2+l1*l3+l2*l3);         % Transformer Thermal Area (m^2) 
%% Variables 
%%%%%%% Transformer Parameters %%%%%%% 
circuit = 8;                        % Number of circuits in primary 
PowerT = 128340;                    % Power rating of the transformer W 
PowerFactor = 0.93;                 % Minimum allowable power factor 
STrans = PowerT/PowerFactor;        % Maximum kVA of the transformer 
omega = 2*pi*f;                     % Radial Frequency 
Erms = 13.8*10^3;                   % Voltage of the transformer (Volts) 
Ermspri = Erms;                     % RMS voltage - primary winding (Volts) 
Irmspri = STrans/Ermspri/circuit;   % RMS curr. - primary winding (Amperes) 
Ermssec = Ermspri*0.5580;           % RMS voltage - second. winding (Volts) 
                                    % (utility side) 
Irmssec = PowerT/Ermssec;           % RMS curr. - secondary winding (Amps) 
                                    % (utility side) 
  
%%%%%%%%%% Pcore Variables %%%%%%%%%%% 
alpha = 1.6945; 
beta = 1.967;    
k = 0.787;                          % W/kg 
  
%%%%%%%% Pwinding Variables %%%%%%%%%% 
rho = 23*10^(-9);                   % Electrical resistivity of copper 
                                    % Ohm*m at 100degC 
km = 2;                             % Coil numbers in the transformer 
kAC = 1;                            % AC Resistance Coefficient 
kw = 0.1;                           % Fill factor of the window area 
  
mu0 = 4*pi*10^(-7);                 % Permeability constant (H/m) 
n = 420;                            % Number of strands in Litz wire 
dc = 0.00010160;                    % Strand diameter (m) 
kf = 1;                             % Factor accounting for field  
                                    % distribution in multiwinding TXs 
Rs = 0.323;                         % Resistance of secondary wire (Ohms) 
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                                    % 22 AWG wire 
Rdc = 0.0104;                       % DC Resistance of primary wire (Ohms)  
                                    % 12 AWG wire 
  
  
%% Calculation of Cost Function, Losses, and Temperature Rise 
%%%%%%%%%% Volume of the Core %%%%%%%%%%%% 
Vcore = l1*l2*l3;                   % Cost Function (Volume in m^3) 
weight = 15*0.453592;               % Weight of transformer in kg 
origVcore = 0.0177;                 % Initial value of transformer (m^3) 
density = weight/origVcore;         % Density of core 
  
%%%% Magnetix Flux in the Transformer %%%% 
  
% Flux Density of the Core (T)(V*s/(m^2)) 
BTx= sqrt(2)*Erms/(2*pi*f*N*circuit*a*d);        
  
%%%%%%%%% Power Loss in the Core %%%%%%%%% 
  
% Calculation of Core Loss (W) 
Pcore = density*Vcore*(k*(f/1000)^(alpha)*BTx^(beta));  
  
% Alternative Core Loss Equation 
% Pcore = Vcore*(0.0277419*(f)^(alpha)*BTx^(beta));     
  
%%%%%%% Power Loss in the Windings %%%%%%% 
% Pwinding = kAC*km*kw*rho*N^2*l0/Aw;    
Fr = 1 + (pi*omega*mu0*N*n)^2*dc^6/(768*rho^2*b^2); 
Pwp = (Fr*Irmspri^2*Rdc)*circuit;   % Litz Wire Winding Loss (Primary) 
Pws = Irmssec^2*Rs;                 % Solid Copper Wire Loss (Secondary) 
Pwinding = Pwp+Pws;                 % Total Winding Loss 
  
%%%%%%%%%%%% Temperature Rise %%%%%%%%%%%% 
Trise = 450*((Pcore+Pwinding)/(At*100*100))^(0.826);     
% Average Temperature Rise of the Transformer.  
%"At" in the Trise equation is multiplied by 10000 to get units cm^2. 
  
c(1) = BTx - Bmax; 
c(2) = Trise - Tmax; 
c(3) = -BTx + Bmin; 
ceq = []; 
  
%%%%%%%%%%%% Variables of Interest to Display %%%%%%%%%%%% 
BTx 
Trise 
Irmspri 
Pcore 
Pwinding 
Powerloss = (Pcore + Pwinding) 
efficiency = (STrans-Powerloss)/STrans 
a 
b 
d 
h 
N 
disp('excel results') 
disp(BTx) 
disp(Trise) 
disp(Irmspri) 
disp(Pcore) 
disp(Pwinding) 
disp(Powerloss) 
disp(efficiency) 
disp(a) 
disp(b) 
disp(d) 
disp(h) 
disp(N) 
disp(Vcore) 
disp(f) 
end 
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function [Vcore] = XfmrCost1( x ) 
% Lead Graduate Student Researcher:  Brandon Grainger 
% Undergraduate Research Assistant:  Zachary Smith 
% January 2014 
  
%% Objective of Function XfmrCost 
% The objective of this function is to calculate the cost (volume) of the 
% transformer. 
  
%% Initial Conditions: 
%a = .028m 
%b = .110m 
%d = .028m 
%h = .205m 
%N = 32 
%Solver: fmincon - Constrained nonlinear minimization 
%Algorithm: Interior point 
%Frequency 1000Hz 
%Start Point [0.028 0.110 0.028 0.205 32] 
%Lower Bound [0.0075 0.04 0.075 0.09 25] 
%Upper Bound [0.08 0.36 0.08 0.51 32] 
% Bmax = 0.75;                % Maximum Flux Density (Tesla) 
% Bmin = 0.65;                % Minimum Flux Density (Tesla) 
% Tmax = 150;                 % Maximum allowed temperature (Celsius) 
%% Declaration of Physical Properties 
% Geometric Properties 
a = x(1);                       % Property a in meters 
b = x(2);                       % Property b in meters 
d = x(3);                       % Property d in meters 
h = x(4);                       % Property h in meters 
  
l1 = 2*a+2*b;                   % Transformer Width (m) 
l2 = d+b;                       % Transformer Thickness (m) 
l3 = 2*a+2*h;                   % Transformer Height (m) 
  
%% Calculation of Cost Function 
%%%%%%%%%% Volume of the Core %%%%%%%%%%%% 
Vcore = l1*l2*l3;               % Cost Function (Volume in m^3) 
  
end 
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APPENDIX B 
MATLAB CODE TO EVALUATE MODEL REFERENCE CONTROLLER DESIGN 
FOR CONSTANT POWER LOAD SCENARIO 
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% Brandon Grainger 
% June 2014 
% Sponsored:  ABB Corporate Research 
% Purpose - Stability Assessment of MRC Controller 
  
%-------------------------------------------------------------------------- 
% Cable Parameters 
% 3.6/6(7.2)kV - Single Core, XLPE Insultated, PVC Sheathed, Screened 
%                Unarmoured cables - IEC 60502-2 
  
% Nominal Cross Section:  1000mm^2 
% Current Rating:  1340 A - Copper wire / Duct 
%-------------------------------------------------------------------------- 
clc; 
clear 
%--------------------- Cable Characteristics --------------------- 
  
% Distance 
d= 0.1; 
  
% DC Resistance at 20 degrees 
R_m = 0.0176;                      %ohm/km 
R = R_m*d;                         %ohm 
  
% Trefoil Formation 
L_m = 0.248e-3;                    %H/km 
L = L_m*d;                         %H 
  
% Nominal Capacity 
C_m = 0.923e-6;                    %F/km 
C = C_m/2*d; 
  
%%--------------------- Converter Characteristics --------------------- 
  
n = 5; 
Vdc = 1000; 
Ts = 1/3000; 
L_conv = 5.208e-3; 
dh= 0.1464; 
  
Y = (Vdc)^2/100e3 
C1 = (C + (100e3/(Vdc*0.1*Vdc*377)));  
C1 = 13.2e-3 
C2 = [(L/(R*Y))+2e-3]; 
C2 = 5e-3 
  
%----------------------  Pole Placement of M(s) ------------------------ 
  
wn = 5000; 
wn = 3500;               % Tuned for Slower Control Response    
  
Kp_PD =  1/(Y+1);        % Kp < 1/Y (Constraint) 
Kd_PD =  1; 
  
%-------------------------------------------------------------------------- 
% Transfer Function Characteristics of Plant (3rd Order System)  
% x coefficients for numerator; y coefficients for denominator 
  
x2 = Y*C2*L; 
x1 = R*C2*Y-L; 
x0 = Y-R; 
y3 = L*C1*C2*Y; 
y2 = R*C1*C2*Y-L*C1; 
y1 = C1*Y-R*C1 + C2*Y; 
y0 = -1; 
G = n*Vdc*Ts*(1-2*dh)/(2*L_conv); 
sys=G*tf([x2 x1 x0],[y3 y2 y1 y0]) 
  
%-------------------------------------------------------------------------- 
% Adaptive Controller Transfer Function Characteristics  
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km = 1; 
G = G/100;         
kp = G/C1; 
Co = km/kp; 
  
% Compensator: Lambda / (Lambda - C_hat) 
w1 = sqrt(wn^3/km)             % w1 is numerator coefficient of M(s) 
  
a2 = 1                         % Lambda Coefficients 
a1 = 2*w1 
a0 = w1^2 
  
q2 = 1;                        % Lambda - C_hat Coefficients 
q1 = (R*C2*Y-L)/(L*C2*Y);      % Plant Transfer Function numerator 
q0 = (Y-R)/(L*C2*Y); 
  
% Feedback:  d_hat / Lambda 
  
b2 = sqrt(3)*wn+wn 
b1 = wn*wn + sqrt(3)*wn*wn 
b0 = km*wn*wn*wn 
  
p2 = (R*C1*C2*Y-L*C1)/(L*C1*C2*Y) 
p1 = (C1*Y-R*C1+C2*Y)/(L*C1*C2*Y) 
p0 = -1/(L*C1*C2*Y) 
  
d2 = (p2-b2)/kp                % d_hat Coefficients 
d1 = (p1-b1)/kp 
d0 = -(b0+p0)/kp 
  
%-------------------------------------------------------------------------- 
  
% Zero/Pole Placement for M(s) and P(s) on Same Mapping 
  
sys2=tf([1 a1 a0],[1 b2 b1 b0]) 
figure 
iopzplot(sys) 
figure 
iopzplot(sys2) 
  
%-------------------------------------------------------------------------- 
  
% Testing Matching Equality:  Variable "Right" = Variable "Left" 
  
np=tf([1 q1 q0], 1); 
dm = tf([1 b2 b1 b0],1); 
  
Right = np*dm 
  
aaa = -tf([1 q1 q0],1)*tf([(p2-b2) (p1-b1) -(b0+p0)],1); 
bbb = (tf([1 a1 a0], 1)-tf([(a1-q1) (a0-q0)], 1))*tf([1 p2 p1 -p0],1); 
  
Left = aaa+bbb 
  
%-------------------------------------------------------------------------- 
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APPENDIX C 
MODELING THE WIND TURBINE IN SIMULATION PLATFORMS 
This appendix was written to provide an intuitive understanding of the wind turbine model 
developed in this dissertation.  
Permanent Magnet Synchronous Generator (PMSG) Implementation in Simulators 
The outputs of the machine module shown in Figure AC.1 include the machine mechanical and 
electrical speeds, measured abc currents and rotor displacement angle.  These variables are 
extensively used to coordinate the control between the machine and three-level, neutral point 
clamped rectifier. 
Permanent Magnet 
Machine 
and 
Aerodynamic Model
Rotor_Angle, θr 
Mechanical_Speed, ωr
Electrical_Speed, ωe
Iabc_measurements
Output Power
 
Figure AC.1:  PMSG and Aerodynamic Model Module with Outputs 
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The blocks connected together in Figure AC.2, which are embedded in Figure AC.1, are 
used to solve the mechanical equation of the machine described by (5.3).  The inputs to the 
equation are the mechanical torque coming from the aerodynamic model and the electromagnetic 
torque coming from the electrical model of Figure AC.3.  The moment of inertia of the machine, 
J, is 2.5x105 kgm2, the friction factor, F, is 2.26x104 Nm-s, and the number of pole pairs was 
chosen to be 118.  Once the mechanical speed of the machine is solved for in the inner loop, the 
electrical speed can be determined by multiplying by the number of pole pairs.  The mechanical 
speed is also integrated using the discrete time integrator, 1/s, to obtain the rotor angular 
position.  Three of the four outputs of Figure AC.1 come from the mechanical equation. 
-
+
-
Moment of Inertia, J
sT
1
P
Pole Pairs, P
Mechanical Torque, Tm
Electrical Torque
Te
FFriction Factor
F
Mechanical_Speed, ωr
sT
1
Electrical_Speed, ωe
Rotor_Angle, θr
 
Figure AC.2:  Mechanical Equation Implementation of PMSG 
 
Figure AC.3 provides a technique for solving the two coupled electrical equations listed 
as (5.1a) and (5.1b).  This set of blocks requires three inputs, which include the rotor angular 
position, electrical machine speed, and the abc line-to-ground voltage measurements from the 
terminals of the machine.  The three-phase voltage measurement is transformed into dq 
components by means of a standard Park’s transformation, listed as (A1).  The block in Figure 
AC.3 labeled, Script ABC to dq0 Rotor Reference, is a script that performs the transformation.  
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Note that the following trigonometric identities listed as (A2a) through (A2d) are convenient 
expressions for computing the 3x3 matrix in a computer. 
Script 
ABC to DQO 
Rotor
Reference
Id and Iq
Calculations
Torque
Calculation
(Equation 5.2)
Vd
Vq
Id
Iq
va,vb,vc
Rotor_Angle, θr
Electrical_Speed, ωe Pole Pairs, P
Ld Lq
Flux, λm 
Script 
ABC to DQO 
Rotor
Reference
Id
Iq
ia,ib,ic
Iabc_measurements
 
Figure AC.3:  Electrical Model Implementation of PMSG 
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The heart of the computations occurs in the Id and Iq Calculations block found in Figure 
AC.3.  The inputs to this block include the dq components of the abc line-to-ground voltage 
measurements as well as the calculated electrical speed from the mechanical equation of Figure 
AC.2.  A subsystem exists within the Id and Iq Calculations block that solves the coupled 
differential equations of the electrical system listed as (5.1a) and (5.1b).   The details of the 
underlining system are found in Figure AC.4.  The next step in the process is to compute the 
electromagnetic torque of the machine.  With the dq current components calculated, the torque 
can be calculated using (5.2).  This electromagnetic torque, Te, is fed back into the mechanical 
equation model to complete the coupling between the electrical and mechanical relationships.   
Equation (5.1a) 
Solved for d-axis 
Current Component
Equation (5.1b) 
Solved for q-axis 
Current Component
Id
Vd
Vq
Electrical_Speed 
ωe
Iq
Iq Id
 
Figure AC.4:  Illustration for Solving Electrical System Differential Equations 
  
The last step in the process is to send the dq current components through an inverse 
Park’s transformation described by (A3) to obtain the abc currents.  These currents are then fed 
into programmable current sources, as shown in Figure AC.5, which serve as the main source of 
power for the physical MVDC wind collection system.  Recall that most distributed resources 
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can be modeled current fed components, [25].  The audience will notice three voltage 
measurements being made in Figure AC.5.  These measurements are fed into the electrical model 
system equations (Figure AC.3).   
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Figure AC.5:  Physical Machine Interconnection to the MVDC Collection System 
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APPENDIX D 
SCRIPTS FOR MONITORING AND ADJUSTING POWER EXCHANGE 
THROUGHOUT THE DC MICROGRID 
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% Brandon Grainger 
% Parameters for System Model 
% Sponsored:  ABB Corporate Research Center 
% March 2014 
  
%-------------------------------------------------------------------------- 
% Simulation Convergence Parameters 
%-------------------------------------------------------------------------- 
  
Ts=5e-5; 
Ts_Control=50e-6; 
Ts_Power=Ts; 
  
%-------------------------------------------------------------------------- 
% Wind Turbine System and Control Parameters 
%-------------------------------------------------------------------------- 
Radius = 58;                      % Unit:  Meters 
Pairs = 118;                      % Unit:  N/A 
M_Flux = 14.3522;                 % Unit:  Webers (Vs) 
L_machine = 3.5218e-3;            % Unit:  Henry 
  
% Control Parameters 
Kp_Wind = 0.3; 
Ki_Wind = 10; 
  
%-------------------------------------------------------------------------- 
% Bidirectional DC/DC Converter 
%-------------------------------------------------------------------------- 
fs_DCDC = 3000; 
Ts_DCDC = 1/fs_DCDC; 
L_DCDC = 208e-6; 
n = 5000/7500; 
  
%-------------------------------------------------------------------------- 
% Bidirectional DC/DC Converter 
%-------------------------------------------------------------------------- 
  
% Motor Drive No.1 Parameters 
Rs = 29e-3; 
Rr = 22e-3; 
Lm = 34.6e-3; 
Lls = 0.6e-3; 
Llr = 0.6e-3; 
Ls = Lls + Lm; 
Ls = 35.2e-3; 
Lr = Llr + Lm; 
Lr = 35.2e-3; 
Prated = 1.678e6; 
Vrated = 2300; 
wo = 377; 
sigma_s = (Ls/Lm)-1; 
sigma_r = (Lr/Lm)-1; 
sigma = 1 - (1/((1+sigma_r)*(1+sigma_s))); 
Imr_ref = (sqrt(2/3)*Vrated)/(wo*Lm*(sigma_s+1)); 
tau_s = Lm*(1+sigma_s)/Rs; 
tau_r = Lm*(1+sigma_r)/Rr; 
tau_i = 3e-3; 
  
Kp = 1*sigma*tau_s/tau_i; 
Ki = 1/tau_i; 
  
% Motor Drive No.2 Parameters 
Rs_2 = 29e-3; 
Rr_2 = 22e-3; 
Lm_2 = 34.6e-3; 
Lls_2 = 0.6e-3; 
Llr_2 = 0.6e-3; 
Ls_2 = Lls_2 + Lm_2; 
Ls_2=35.2e-3; 
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Lr_2 = Llr_2 + Lm_2; 
Lr_2=35.2e-3; 
Prated_2 = 1.678e6; 
Vrated_2 = 2300; 
wo = 377; 
sigma_s_2 = (Ls_2/Lm_2)-1; 
sigma_r_2 = (Lr_2/Lm_2)-1; 
sigma_2 = 1 - (1/((1+sigma_r_2)*(1+sigma_s_2))); 
Imr_ref_2 = (sqrt(2/3)*Vrated_2)/(wo*Lm_2*(sigma_s_2+1)); 
tau_s_2 = Lm*(1+sigma_s_2)/Rs_2; 
tau_r_2 = Lm*(1+sigma_r_2)/Rr_2; 
tau_i_2 = 3e-3; 
  
Kp_2 = 1*sigma_2*tau_s_2/tau_i_2; 
Ki_2 = 1/tau_i_2; 
  
% Motor Drive No.3 Parameters 
Rs_3 = 29e-3; 
Rr_3 = 22e-3; 
Lm_3 = 34.6e-3; 
Lls_3 = 0.6e-3; 
Llr_3 = 0.6e-3; 
Ls_3 = Lls_3 + Lm_3; 
Ls_3=35.2e-3; 
Lr_3 = Llr_3 + Lm_3; 
Lr_3=35.2e-3; 
Prated_3 = 1.678e6; 
Vrated_3 = 2300; 
wo = 377; 
sigma_s_3 = (Ls_3/Lm_3)-1; 
sigma_r_3 = (Lr_3/Lm_3)-1; 
sigma_3 = 1 - (1/((1+sigma_r_3)*(1+sigma_s_3))); 
Imr_ref_3 = (sqrt(2/3)*Vrated_3)/(wo*Lm_3*(sigma_s_3+1)); 
tau_s_3 = Lm*(1+sigma_s_3)/Rs_3; 
tau_r_3 = Lm*(1+sigma_r_3)/Rr_3; 
tau_i_3 = 3e-3; 
  
Kp_3 = 1*sigma_3*tau_s_3/tau_i_3; 
Ki_3 = 1/tau_i_3; 
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