Abstract. In this paper we study nonlinear instability in the Swift-Hohenberg equation. The short-time pattern formation under the fully nonlinear setting is rigorously characterized. For unstable constant equilibria, we investigate the nonlinear dynamics of patterns which occur within the time interval of existence.
Introduction and main result.
In this paper we study the problem of nonlinear pattern formation in the Swift-Hohenberg (SH) equation. The equation was derived in the context of thermal convection in [8] . The SH equation has been used to model patterns in a variety of fluids and biological materials [3] , [2] such as Taylor-Couette flow and lasers. Related works are found in [9] , [10] , [11] , [13] . In this article, we will rigorously establish bounds on the short-time common patterns under the fully nonlinear regime and characterize the nonlinear patterns by a finite number of the maximal growing modes over a time scale of ln 1 δ . We consider the generalized Swift-Hohenberg equation
Here α > 0 is a given constant, f (·) is a given function, and f satisfies f (0) = f (0) = 0. We impose the following boundary conditions and initial condition
where u 0 (x) is given.
We use the norm in
The corresponding linearized equation then takes the form
Then we have
and {e q } forms a basis of the space of functions in T d which satisfy (1.2). We will solve the linearized equation (1.4) with the boundary and initial conditions.
Suppose the initial datum has the following decomposition:
First we will find a solution with initial datum u(x, 0) = e q (x). We seek a solution of the following form:
is a solution of (1.4) if and only if
Define λ q = α − (q 2 − 1) 2 . Then we will make the following assumption.
It is easy to see that there exist only finitely many values q ∈ Ω such that α−(q
where ν > 0 is the gap between λ max and the rest of λ q , q ∈ Ω. For u 0 = q∈Ω w q e q (x) we define
We will frequently use the following ingredients: For d ≤ 3 by the Sobolev imbedding theorem there exists a constant
We assume that f ∈ C 2 near 0 so that there exists η > 0 such that
From (1.9) and (1.10) we have
Then we have the following lemma.
and λ max be defined in (1.8) and (1.6) respectively. Then we have
Proof. We have
Since the e q (x)'s are orthogonal in
where λ q ≤ λ max and so we have
Hence we get
We will now state the main theorem on pattern formation under the fully nonlinear setting. We fix θ > 0 to be a small constant. For any small δ > 0 we define the escape time
The following theorem establishes a characterization of nonlinear patterns in the SH equation by a finite combination of the maximal linear growing modes.
w q e q (x)]e λ max t .
Notice that Theorem 1 implies instability for the Swift-Hohenberg equations (1.1), (1.2), (1.3); refer to [4, 5] .
The passage from linear to nonlinear instability does not rely on systematic machinery. In the PDE system with a dissipation, characterization of pattern formation has been developed in Kirchhoff ellipses [6] , reaction-diffusion systems [5] , and Keller-Segel systems [4] . The methods in this paper are based on the bootstrap idea that was first introduced by Guo and Strauss.
In section 2, we will provide energy estimates to control the nonlinear terms in the SH equation and the nonlinear patterns will be established in section 3.
Energy estimates.
In this section, we provide energy estimates to control the nonlinear terms in the SH equation (1.1).
2), then for every derivative |∂| ≤ 2 we have
Here u
Proof. First of all, we note that
So we have
By the boundary condition (1.2) we can integrate by parts to obtain
Therefore we get
where C 0 is a universal constant.
Proof. Taking second order ∂ derivatives of (1.1) we have
by integration by parts and using the boundary condition (1.2). We now treat the last nonlinear term
By assumption (1.10) and u(x, t) H 2 ≤ η,
We have a constant
Hence we get ∇u
Set v = ∂u:
by Lemma 2. Therefore we have
From (2.1), (2.3), (2.4) we have
By Lemma 2, we have
From (2.5) and (2.6) we have
This completes the proof. 
