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ABSTRACT
Qureshi, Tariq R. Ph.D., Purdue University, December 2013. Unitary Space-Time
Waveform Scheduling for High-Resolution Delay-Doppler MIMO Radar Sensing. Ma-
jor Professor: Michael D. Zoltowski.
In this dissertation, we deal with radar systems where multiple radar waveforms
are simultaneously transmitted from different antennas. The goal is to process the
returns in a way that the overall ambiguity function is a sum of individual ambi-
guity functions, such that the sum better approximates the ideal thumbtack shape.
The transmitted waveforms are based on complementary sequences, which have this
property that their individual autocorrelation functions sum to a delta function. A
unitary design for the illustrative 4×4 example prescribes the scheduling of the com-
plementary sequence based waveforms over four transmit antennas over four PRIs.
Further, it dictates how the matched filtering of the returns over four PRIs are com-
bined in such a way so as to achieve both perfect separation (of the superimposed
returns) AND perfect reconstruction. Perfect reconstruction implies that the sum
of the time-autocorrelations associated with each of the four waveforms is a delta
function. The net result of the processing of four antennas over four PRIs yields
16 cross-correlations all of which ideally exhibit a sharp peak at each target delay.
Conditions for both perfect separation and perfect reconstruction are developed, and
a variety of unitary waveform sets satisfying both are proposed. Since complemen-
tary sequences are very sensitive to Doppler, a scheme for Doppler compensation is
proposed based on a data dependent weighting of the different PRI matched-filtered
outputs prior to summing. The scheme is further improved to provide a reasonable
estimate of the Doppler phase shift using the MUSIC algorithm. A new Doppler
estimation and compensation scheme based on a clever application of DFT is also
xdeveloped, which provides an improvement in both in detection performance, and
processing times. We have also developed a channel estimation scheme for MIMO-
OFDM systems based on our proposed designs. We show that our designs are not
limited to symmetric MIMO systems, and that they work for arbitrary transmit and
receive antenna dimensions. Proof-of-concept simulations are presented verifying the
efficacy of the proposed unitary waveform matrix designs in conjunction with the
proposed Doppler compensation and estimation techniques.
11. INTRODUCTION
In active sensing systems, the objective is to design a communication system to learn
certain facts about a particular environment of interest. Perhaps the most widely
known example of active sensing is a radar, which is an abbreviation for ’radio detec-
tion and ranging’. The purpose of a radar system is the detect the presence, range,
speed, and location of an object, which is usually referred to as the ’target’. A radar
system transmits a waveform s(t), which is reflected from the target, and this reflected
waveform is processed to extract information about the target range and speed; the
range is determined by measuring the rountrip delay of the waveform, and the speed is
determined by the Doppler shift imparted on the transmitted waveform by the target.
The performance of a radar system is characterized by the detection performance [1],
which is the ability of the radar to accurately determine the presence or absence of
a target, as well as the resolution, which is characterized by the minimum separation
in delay and Doppler that is needed for unique identification of the targets. The
resolution capabilities of a radar system are characterized by the ambiguity function
of the probing waveform, which is reviewed briefly in the next section.
1.1 Radar Ambiguity Function
Woodward introduced the radar ambiguity function in his seminal paper [2]. The
narrowband radar ambiguity function is the response of a mismatched filter to the
transmitted signal where the mismatch in delay and Doppler is τ and υ respectively.
2Definition 1.1.1 Ambiguity function Let s(t) be the transmitted signal. The sym-
metric ambiguity function of s(t) is defined as,
Γ (τ, υ) =
+∞∫
−∞
s (t+ τ/2) s∗ (t− τ/2) e−j2piυtdt. (1.1)
The asymmetrical ambiguity function is defined as,
χ (τ, υ) =
+∞∫
−∞
s (t) s∗ (t+ τ ) e−j2piυtdt. (1.2)
Along similar lines, we can define the cross ambiguity function between two different
waveforms as
Definition 1.1.2 Cross ambiguity function Let sn(t) and sm(t) be two possibly
different waveforms. The symmetric cross ambiguity function is defined as,
Γn,m (τ, υ) =
+∞∫
−∞
sn (t+ τ/2) s
∗
m (t− τ/2) e
−j2piυtdt. (1.3)
Similarly, the asymmetric cross ambiguity function can be defined as,





m (t− τ) e
j2piυtdt (1.4)
The basic theorems about the ambiguity functions were first developed in [3–6]
and the proofs can be found in radar theory books such as [7–9].
1.1.1 Matched Filter Interpretation of Ambiguity Function
It can be shown that the radar ambiguity function results from the matched filter
processing of the received signal. Suppose s(t) is transmitted by a radar to probe
3an environment. The time delayed and Doppler shifted received signal, sr(t) can be
written as,
sr(t) = s(t+ τ)e
j2piυt (1.5)
where τ is the delay and υ is the Doppler shift. The received signal is processed with
the filter h(t) = s∗(T −t), matched to the transmitted signal s(t). Then, the noiseless
filter response Mτ,υ(t), at time t = T can be written as,
Mτ,υ (T ) =
+∞∫
−∞




s (α) s∗ (α− τ) ej2piυ(α−τ)dα
= e−j2piυτχ (τ, υ)
(1.6)
As we can see, the matched filter response can be characterized using the ambi-
guity function of the transmitted waveform.
1.1.2 Synthesis problem
An important property of the ambiguity function is the volume invariance property
[6] given by the following equation
∫∫
R2
|χ (τ, υ)|2dτdυ = E ,
|χ (τ, υ)| ! |χ (0, 0)| = E
(1.7)
The ambiguity function characterizes the L2 distance or equivalently, dissimilarity
between the two time and Doppler shifted signals. Hence, the radar waveform design
problem reduces to finding a waveform that has an ideal ambiguity function, which
is an impulse in the delay-Doppler plane. The volume invariance property precludes
such a possibility, but is it possible to design a radar waveform with a particular
ambiguity function that doesn’t violate the volume invariance property? This is
known as the synthesis problems, and no known solution to this problem currently
4exists [8]. In [10], the synthesis of waveforms that approximate the desired function
in a least squares sense were discussed. Other works where the synthesis problem was
studied include [11–13].
1.2 MIMO Radar
In conventional radar systems, a single waveform is transmitted, and the return
is processed to obtain information about the target. The delay and the Doppler
shift information can be extracted from the return to determine the target range and
velocity. To obtain the spatial information about the target, multiple antennas are
employed at both the transmit and receive sides. A single waveform is normally trans-
mitted coherently by all the transmit elements with appropriate weighting applied at
each element to steer the waveform in a particular direction. At the receiver, the
same weighting (beamforming [9]) principles can be applied to ’look’ into a certain
direction, which is the process of rejecting waveforms coming from all directions other
than the direction of interest. This arrangement has been studied and applied in the
radar literature for a long time, and it is termed as the ’phased-array radar’. The
phased array radar has many advantages over the traditional single antenna systems,
such as the electronic steerability of the antenna array and the ability to use array
processing techniques for improved detection [9].
In the past decade, a tremendous amount of work has been done in the field of
MIMO communications [14–17] , where the term MIMO is an acronym for Multiple
Input Multiple Output. MIMO systems employ multiple antennas at the transmit
and receive sides. Inspired by the success of MIMO in communications, recently there
has been a strong trend in the radar community to apply the MIMO principles in the
field of radar and sensing [18–21]. While the idea of the MIMO radar seems promising,
there has been skepticism in the radar community about this new concept, and there
is no agreed upon definition of the MIMO radar. The most widely used definition
of a MIMO radar is based on the transmission of mutually orthogonal waveforms
5from different transmit antennas. In the literature, the MIMO Radar is generally
divided into two categories: Colocated MIMO Radar [22], and MIMO radar with
widely separated antennas [23]. In the latter, the antennas are separated far apart,
while in the former, the antenna elements are spaced close to each other.
1.3 Waveform Design for MIMO Radar
One of the most active areas of research in MIMO radar is waveform design.
In a conventional phased array system, weighted copies of the same waveform are
transmitted from different elements. In such systems, the research has mainly focused
on developing waveforms where the ambiguity function has a certain shape. Examples
of some widely studied waveforms include the FM chirp, the V-chirp, etc [8]. MIMO
radars, on the other hand, allow for a greater flexibility in the choice of waveforms
being transmitted from different antennas, and the diversity in the choice of waveforms
has been attributed to much of the stated performance improvements of the MIMO
radar over its phased array and single antenna counterparts.
A number of different approaches to MIMO radar waveform design have been
proposed in the literature. Space-Time codes was used to achieve diversity in MIMO
radar in [24]. Waveforms that are adjusted based on the target and clutter statistics
were discussed in [25]. In [26], it was shown that the MIMO radar performance can
be improved by properly designing the transmit signal covariance matrix. In [27],
the authors show that MIMO radar waveforms designed by either maximizing the
conditional mutual information (MI) between the reflected waveforms and the target
impulse response, or minimizing the Mean Squared Error (MSE) in estimating the
target impulse response, result in essentially the same design. In [28], minimax robust
waveform design for MIMO radar was considered, and different waveforms were ob-
tained using the MI and MSE criteria for the case when target Power Spectral Density
(PSD) is not assumed to be known perfectly. An approach to find the signal cross
correlation matrix to achieve a certain transmit beampattern was presented in [29],
6which also dealt with the problem of designing multiple constant-modulus waveforms
given a certain transmit correlation matrix. [30] presented a computationally efficient
scheme for the synthesis of constant-modulus transmit waveforms with good cross
and auto-correlation properties. In [31], joint optimization of the transmitted signals
and the receive filters for the extended target in clutter was achieved through the use
of an iterative algorithm, which improved the SINR performance with every iteration.
An information theoretic approach to designing probing signals in the MIMO radar
in colored noise was considered in [32]. In [33], space-time coding was used to mit-
igate the cross correlation between the transmitted signals, which is a major source
of performance degradation in MIMO radar.
In [34], Howard et al. proposed a new multi-channel radar scheme employing
polarization diversity for getting multiple independent views of the target. In this
scheme, Golay pairs [35] of phase coded waveforms are used to provide synchronization
and Alamouti coding [36] is used to co-ordinate transmission of these waveforms on
the horizontal and vertical polarizations. The combination of Golay complementary
sequences and Alamouti coding makes it possible to do radar ambiguity polarimetry
on a pulse-by-pulse basis, which reduces the signal processing complexity. This scheme
has been shown to provide the same detection performance as the single channel radar
with significantly smaller transmit energy, or provide detection over greater ranges
with the same transmit energy as the single channel radar.
The scheme in [34] is very attractive, but it does not take into account the Doppler
shift that occurs from PRI to PRI in the case of a moving target. This is one of the
main reasons why the complementary sequences have not found a widespread use in
radar. In the case of a moving target, delay resolution of a waveform is not enough for
accurate target ranging, because the autocorrelation may have significant sidelobes
along the non-zero Doppler axis [8]. The focus in the literature in this regard has been
to find sequences with better Doppler properties. In [53], PTM [37]- [41] sequences
were used to make the Golay sequence transmissions resilient against Doppler shifts.
The method achieves good results for small Doppler shifts, but the number of PRIs
7needed per transmission of the coded Golay sequence matrix is large. The purpose of
this scheme is to make the radar system resilient to Doppler for small Doppler shifts,
which would result in better range estimates [8].
1.4 Dissertation Outline
The dissertation is organized as follows. In chapter 2, we formally introduce com-
plementary sequences, which are pairs of sequences where the sum of autocorrelation
functions of the individual sequences sum to a delta function. Some useful properties
of these sequences are discussed. The idea of MIMO radar waveform design for two
transmit, two receive antenna (2× 2) systems based on complementary sequences is
introduced, which lays the foundation for much of the work in the latter chapters.
In chapter 3, we extend the ideas developed in chapter 2 for designing waveforms
for MIMO radar. Specifically, we present 4 × 4 radar waveform designs based on
complementary and near-complementary sequences. Conditions on these waveforms
which result in an ideal thumbtack response at the receiver are derived, and waveform
designs which fully and partially satisfy these conditions are presented.
In chapter 4, using the concepts developed in the previous chapters, we present a
technique that allows for perfect channel separation and estimation in MIMO-OFDM
systems using complementary sequences. We address the problem of pilot sequence
design in MIMO-OFDM systems and show that if the pilot sequence is designed
using transformed complementary sequences, channel separation and estimation can
be greatly simplified at the receiver. We present the details of the algorithm using a
2×2 MIMO-OFDM system, and then describe how the technique can be easily applied
to MIMO-OFDM systems with arbitrary transmit-receive antenna dimensions.
In chapter 5, we review some current schemes to combat Doppler in the signal
model that we introduced in chapter 3, and develop a subspace signal processing
algorithm to mitigate the effects of Doppler on the received waveform, and show how
8the Doppler phase shift can not only be mitigated using our technique, but can also
be estimated using a simple application of the MUSIC algorithm.
In chapter 6, we present a refined technique for estimating target delay and
Doppler which is similar in concept to the idea of coherent processing of pulse trains.
We show that a high delay-Doppler resolution can be achieved even at relatively
low target SNRs. Simulation results for various single and multi-target scenarios are
provided to demonstrate the viability of our technique.
In chapter 7, we present a summary of the work presented so far in the dissertation,
and suggest avenues for further research. We outline some of the enhancements that
are currently being done to further improve and quantify the performance of our
techniques. We give directions on how the ideas developed can be used in a wide
variety of radar systems.
92. COMPLEMENTARY SEQUENCES AND RADAR
DETECTION
Complementary sequences are pairs of sequences where the aperiodic autocorrelation
of the individual sequences sums to a delta function. Binary complementary sequences
were first introduced by M. J. E. Golay in [35] in 1949 in the context of multislit
spectrometry. In 1962, Golay provided properties and a method of construction for
sequences of length 2N , 10, and 26 [42]. Later on, Turyn constructed sequences of
length mn from individual sequences of lengths m and n. He showed that using this
method, we can construct any sequence of length 2N10K26M where N , M , and K are
integers [43]. In this chapter, we formally introduce the complementary sequences,
and list some important properties of these sequences.
Definition 2.0.1 Let x(n) and y(n) be length N sequences. The aperiodic autocor-






If the aperiodic correlation functions of x(n) and y(n) satisfy
Rx(k) + Ry(k) =

 2N if k = 00 if k #= 0. (2.2)
then these sequences are said to be complementary.
If the elements of these sequences are fourth roots of unity, these are called the
complex Golay complementary sequences. We note that the real complementary
sequences with elements taking the values ±1 are a sub-class of the complex comple-
mentary sequences.
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2.1 Properties of Complementary Sequences
We list some relevant properties of the complementary sequences which will be
useful in our development later.
Property 1 If X(ω) and Y (ω) denote the DTFT of the complementary sequences,
we have that
|X(ω)|2 + |Y (ω)|2 = C (2.3)
Proof The proof follows from the Weiner-Khinchin theorem [44] and the fact that
the Fourier Transform of a delta function is a constant.
Property 2 If any of the complementary sequence is multiplied by ejφ, the resulting
sequences are complementary.







ejϕx(l)e−jϕx∗(l +m) = Rx(m) (2.4)
As a consequence of this property, we observe that if one of the sequence is multi-
plied by a negative sign, the resulting pair is still complementary. To see, let φ = pi,
which implies ejφ = −1, and we have the stated result.
Property 3 If any of the sequences is inverted in time, they remain complementary.
Proof Let x′(n) = x(−n). Now, let F (.) denote the Fourier Transform of a function,





























=X(ω)X∗(ω) = F {Rx(m)} (2.8)
where (a) follows from substituting x(−l) for x′(l), (b) follows from making the sub-
stitution k = −l − m, and (c) follows from the basic Fourier transform properties.
The proof follows from (c) and property 1.
Property 4 If both the sequences are multiplied by the same constant, the resulting
sequences are complementary.
Proof The proof follows from the definition of complementary sequences.
Property 5 If both the sequences are multiplied by ejpikn/N , the resulting sequences
are complementary.




























=X(ω + pik/N)X∗(ω + pik/N) (2.12)
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where (a) follows from substituting x′(n) = ejpikn/Nx(n), (b) follows from mak-
ing the substitution n = l + m, and (c) follows from Fourier transform properties.
Similarly,
F {Ry′(m)} = Y (ω + pik/N)Y
∗(ω + pik/N) (2.13)
Making the substitution ω′ = ω+ pik/N and using property 1 completes the proof.
2.2 Complementary Sequences and Radar Detection
After having introduced complementary sequences in the previous section, we now
show how complementary sequences can be used for radar detection. We introduce
two cases; the single antenna system, and the two transmit, two receive antenna
system that is abbreviated as 2× 2 system.
2.2.1 Single Channel Radar
Consider a single antenna radar system as shown in Figure 2.1(a). The transmitted
signal in the first PRI is x(n), while y(n) is transmitted in the second PRI. For a
target at delay n0, the received signals for each PRI can be written as
r1(n) = hx(n− n0) + n1(n) (2.14)
r2(n) = hy(n− n0) + n2(n) (2.15)
Where h ∼ CN(0, σ2h) is the random target scattering coefficient, which is assumed
to be constant over two PRIs and n1, n2 ∼ CN(0, σ2n). Matched filtering the returns
with their corresponding transmitted waveforms, and summing the outputs gives
Rr1(m) +Rr2(m) =

 hN + σ






Fig. 2.1. Conceptual model of the radar. (a) Single Channel (b) Multi-
Channel
14
As we can see, if the returns are not affected by the Doppler phase, we get a sharp
peak at the correct delay, and only noise at other range cells. The detection problem
then simplifies to detecting the energy in each range cell, and picking the range cell
with the highest reflected energy.
2.2.2 Multi-Channel Radar
In Figure 2.1(b), a conceptual diagram of the multi-channel radar is shown. Note
that the term multi-channel is a generalized term used for describing a system which
allows for transmission and reception over multiple channels. In the case of the
channels describing antennas, we can see that the signal transmitted by one antenna
would be received by both the antennas after reflection from the target, but in the
case of the channels being two frequency channels that have a significant guard band
between them, the channels would not interfere. We would limit our use of the term
’channel’ for the case where we are dealing with multiple antennas.
In [34], a new multichannel radar technique was proposed where complementary
sequences were used to co-ordinate transmission over the two different polarizations
using Alamouti coding [36]. We review Alamouti coding briefly before giving details
on the scheme in [34].
2.2.3 Alamouti Coding: A Primer
Alamouti coding is an orthogonal space-time block code (OSTBC) [45] first pro-
posed in [36] for transmit diversity. For a 2× 1 system, the code is given by a 2× 2
matrix where the columns represent symbol intervals, and the rows represent differ-
ent antennas. If s1 and s2 are the two different waveforms to be transmitted, the
















































The matrix H can be made orthogonal since
HHH =
















and we can detect the signals since n′ = HHn is still white because H is orthogonal
[46]. It should be noted that in the case of Alamouti coding, we need to know the
channel at the receiver in order to detect the transmitted symbols.
2.2.4 Multichannel Radar with Complementary Sequences
For a 2× 2 system, the alamouti coded waveform matrix to be transmitted from








The columns represent PRIs and the rows represent the two transmit antennas, and
the sequences s1(n) and s2(n) are complementary. Just as in the single channel case,
the received signal can be written as
R(n) = HS(n) +N(n) (2.22)







Note that hij ∼ CN(0, σ2hij ) is the random scattering coefficient from transmit an-
tenna j to receive antenna i and N ∼ CN(0, σ2nI). At the receiver, we convolve the







Because the sequences are complementary, we can show that
S(n) ∗ SH(n) = NIδ(n) (2.25)
We now have
R(n) ∗ SH(n) = Hδ(n) +N′(n) (2.26)
As we can see, the matched filter output peaks at the true target delay, and for all
over delay values, it only contains noise. It was shown in [34] that this simple scheme
achieves significant performance gains over the single antenna system because of the
inherent diversity associated with obtaining multiple independent views of the target
scene. In the next chapter, we will build on these ideas and develop a framework for
designing waveforms based on complementary sequences.
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3. UNITARY WAVEFORM DESIGN AND SCHEDULING
In the previous chapter, we touched upon the issue of using complementary sequences
for a multichannel/multi-antenna system. In this chapter, we further explore that
idea, and develop general M × N space-time waveforms. Our initial approach is to
study and design waveforms that allow for improved delay resolution, and then deal
with the problem of Doppler in chapters 5 and 6. We begin by developing the system
model, and then develop waveform families for our system model.
3.1 System Model
We consider a system with M transmit and receive antennas, and we refer to it
as an M ×M system. We assume an extended target that can be modeled as a sum
of point targets. There is a loose time co-ordination between the transmitter and the
receiver, in that the received waveforms differ only be a constant phase factor, i.e. if
s(t) is the waveform transmitted from the ith antenna, then the received waveform at
the kth antenna is given by
rk(t) = hike
jφiks(t− τ) (3.1)
where hik is the path gain and φik is the random phase between the ith transmit
antenna and the jth receive antenna, and τ is the target delay which is assumed to
be constant between all transmit and receive antenna pairs. Since φik is only a phase
factor, we can absorb it in the path gain. The delay is given by τ = dT+dRc where
dT is the distance from the transmitter(s) to the target, and dR from the target to
the receiver(s). The relative motion between the target and the transmitter/receiver
induces a Doppler shift, which can be modeled as a phase shift between successive
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PRIs, i.e., if we transmit the same waveform in adjacent PRIs, the received waveforms
in the second PRI is a phase shifted version of the waveform in the first PRI. Notice
that we have implicitly assumed that the path gain hik stays constant for N PRIs.
We are now ready to develop the system equation for our M ×M MIMO radar.
TheM×M waveform matrix S(n) is transmitted from theM transmit antennas over




HkS(n− dk)Dk +N(n) (3.2)
where Q is the number of targets, k is the target index, n is the chip index within
a pulse, R(n) is the M × M receive waveform matrix, where the rows represent
antennas and columns represent PRIs. Hk is the channel matrix for the kth target




and Dk is the matrix that represent the phase shifts due to Doppler between PRIs,
and is given by
Dk = diag(1, e
jυk, · · · , ej(N−1)υk) (3.4)
and N(n) is the noise matrix. The problem is to design the matrix S(n) that would
allow us to extract the maximum information about the target scene. To this end,
we assume for now that we are dealing with a single target located at n = 0 and that
the Doppler shift is negligible, resulting in D = I, and present some waveform designs
for the special cases of 2 × 2 and 4× 4 systems. We’ll later show how these designs
can be generalized to multiple targets with different Doppler shifts and systems with
arbitrary antenna dimensions.
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3.2 Unitary Waveform Matrices
As stated in the previous section, we are interested in designing the matrix S(n)
to extract maximum information about the target scene.
Consider M such that M = 2m where m ∈ N. Let us first consider the case m = 1














we can see that
S2(n) ∗ S
H
2 (−n) = NI2δ(n) (3.7)
Where IM is the M ×M identity matrix. It is interesting to look at the structure
of these matrices in the frequency domain. In particular, the above convolution

















2 (ω) = NI2 (3.9)
As we can see from this equation, the DFT of the transmitted waveform matrix is a
unitary matrix for all digital frequencies ω ∈ [−pi, pi). We can also observe that this
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frequency domain waveform matrix represents a 2 × 2 design. The 4 × 4 and 8 × 8
systems can be obtained from the 2× 2 design as follows
S4(ω) =












It can be easily verified that
S4(ω)S
H
4 (ω) = S
H




8 (ω) = S
H
8 (ω)S8(ω) = 4NI8 (3.13)







This is one way in which unitary waveform matrices can be constructed using only
one pair of complementary sequences.
3.2.1 Application in MIMO Radar
We now use these ideas in our earlier M ×M model. Assuming thatM is a power
of 2, and that we are only dealing with a single target located the delay = 0, the noise
free received waveform matrix can be written as
R(n) = HSM(n) (3.15)
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which is matched filtered at the receiver and the outputs are given by
Y(n) = R(n) ∗ SHM(−n) (3.16)
This can be expanded as
Y(n) = H
{





We know from our earlier discussion that
SM(n) ∗ S
H
M(−n) = αIδ(n) (3.18)
which gives
Y(n) = αHδ(n) (3.19)
Where α = MN/2. This shows that the use of these waveforms allows us to process
them in a way where the output peaks at the correct target delay, and is zero at all
other delay values if we ignore the effects of noise. In the next section, we focus on
the 4 × 4 system in more detail, and derive some interesting properties that would
help us design waveforms that satisfy (3.18). We will drop the dimension subscript
from the matrix SM (n) because we will exclusively be dealing with 4 × 4 waveform
matrices from this point forward, unless otherwise specified.
3.3 4× 4 Space-Time Diversity Waveform Design
In this section, we explore the 4 × 4 design in more detail, and focus on quad-





i (−n) ∼ δ(n) (3.20)
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3.3.1 Conditions for Perfect Reconstruction and Separation




s1(n) s∗2(−n) s3(n) s
∗
4(−n)
−s2(n) s∗1(−n) −s4(n) s
∗
3(−n)
−s3(n) s∗4(−n) s1(n) −s
∗
2(−n)






The received waveform matrix R(n), ignoring the noise component for now, is given
by
R(n) = HS(n) (3.22)
At the receiver, the goal is to process R(n) so as to achieve perfect separation of the
waveforms. In the previous section, we saw how to achieve this separation, so we
form
Φ(n) = S(n) ∗ SH(n) (3.23)




θ(n) 0 −φ(n) 0
0 θ(n) 0 φ(n)
φ(n) 0 θ(n) 0













2(−n) ∗ s4(n) (3.25)
We say that waveform design has perfect reconstruction property if
θ(n) = δ(n) (3.26)
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and if
φ(n) = 0 ∀n (3.27)
we say that the waveform design has perfect separation property.
Theorem 3.3.1 If the waveforms are complementary, the key matrix satisfies the
perfect reconstruction property.
Proof The proof follows from (3.20) and the definition of θ(n).
Theorem 3.3.2 If the waveforms exhibit conjugate symmetry, or if the waveforms
are time reversed versions of each other, they satisfy the perfect separation property.
Proof See Appendix A.1.
As we can see, if the waveforms satisfy these conditions, they will be perfectly recon-
structable and separable.
3.4 Waveform Families Based on Kronecker Products
We now develop waveform families using the Kronecker products of different se-
quences. Consider two pairs of complementary sequences satisfying
ε1(n) ∗ ε
∗
1(−n) + ε2(n) ∗ ε
∗
2(−n) = N1δ(n) (3.28)
ε3(n) ∗ ε
∗
3(−n) + ε4(n) ∗ ε
∗
4(−n) = N2δ(n) (3.29)
We form the transmitted waveforms of these sequences using the Kronecker product
as
s1(n) = ε1(n)⊗ ε3(n) (3.30)
s2(n) = ε1(n)⊗ ε4(n) (3.31)
s3(n) = ε2(n)⊗ ε3(n) (3.32)
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s4(n) = ε2(n)⊗ ε4(n) (3.33)
Consider forming the autocorrelation
R(m) = Rs1s1(m) +Rs2s2(m) +Rs3s3(m) +Rs4s4(m) (3.34)
Theorem 3.4.1 The autocorrelation R(m) possesses the complementary property of
the original sequences.
Proof See Appendix A.2.
We now present some waveform designs based on Kronecker products of different
sequences.
3.4.1 Kronecker Products of Barker Codes
Consider two Barker Sequences
b1(n) = {1, 1, 1, 1, 1,−1,−1, 1, 1,−1, 1,−1, 1}
b2(n) = {0, 1, 1, 1,−1,−1,−1, 1,−1,−1, 1,−1, 0}
(3.35)
We form the transmitted waveforms as
s1(n) = b1(n)⊗ b2(n)
s2(n) = s∗1(−n)
s3(n) = b2(n)⊗ b1(n)
s4(n) = s∗3(−n)
(3.36)
These waveforms satisfy one of the conditions that leads to perfect separation given in
the previous but their autocorrelation functions do not sum to a delta function. The
diagonal and off-diagonal autocorrelation sequences are given in Figures 3.1(a) and
(b). The diagonal terms show only infrequent minor disturbances as compared to the
peak, which makes these sequences an attractive choice for radar applications, even
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though they do not have the perfect reconstruction property in the strict sense. Be-
cause of the conjugate symmetric construction, the off diagonal terms are identically
zero.



























Fig. 3.1. (a) Main diagonal sequence: some of values around the main
lobe are non-zero (b) Off diagonal sequence is identically zero
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3.4.2 Conjugate Symmetric Transmit Waveforms
In this section, we look at waveforms that exhibit conjugate symmetry. An impor-
tant aspect in the design of conjugate symmetric waveforms is their DFT (Discrete
Fourier Transform) properties. Since the DFT of a conjugate symmetric sequence
is real valued, the use of conjugate symmetric sequences enables 2×2, 4×4 and 8×8
waveform scheduling according to OSTBC for real designs.






















In order to make four conjugate symmetric waveforms using the SRRC, we sample
this pulse with a sampling interval Ts =
T













The response with a roll-off factor of α = 0.5 is shown in Figure 3.2(a). This waveform
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The combined frequency response of these waveforms is shown in Figure 3.2(b). The
main and off diagonal sequences for these waveforms are given in Figures 3.3(a) (b).
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Fig. 3.2. (a) Impulse response of the quarter-band filter (b) Frequency
response of the four quarter-band filter waveforms
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Fig. 3.3. (a) Main diagonal sequence is close to a delta function (b) Off
diagonal sequence is identically zero
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We see from these figures that these waveforms are perfectly seperable except for
the negligible disturbance in the autocorrelation function around the lag values ±12
which can be eliminated by making the sequences longer.
3.4.3 Combination of Golay Codes and Half Band Filters
In the previous section, we created waveforms with quarter-band filters that
achieved perfect separation. In this section, we form transmit waveforms through
the Kronecker product of Golay codes with half-band SRRC filters. The half-band





















h(1)b (n) = p(n)e
j pi2 n (3.41)
h(2)b (n) = p(n)e
−j pi2 n (3.42)
The transmit waveforms are formed by the Kronecker product of these waveforms
with the Golay complementary codes g1(n) and g2(n), and are given by
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Fig. 3.4. (a) Main diagonal sequence resembles a delta function (b) Off
diagonal sequence is identically zero
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s1(n) = g1(n)⊗ h
(1)
b (n)
s2(n) = g1(n)⊗ h
(2)
b (n)
s3(n) = g2(n)⊗ h
(1)
b (n)




where gi(n) are the Golay codes and hi(n) are the half-band filters. The main and off
diagonal sequences are shown in Figures 3.4(a) and (b) . We see that the waveforms
formed from the Kronecker product of Golay sequences with half-band filters possess
excellent separation properties.
3.5 Radar Detection
So far in this chapter, we have developed our system model, and have proposed
waveform designs that either fulfill, or come very to close to fulfilling the perfect
reconstruction and separation properties that we developed. In this section, we put
everything together, and demonstrate how these complementary waveforms can be
used to detect the presence or absence of a target. The following analysis assumes
that any waveform family can be used as the transmit waveform matrix so long as
the perfect reconstruction and separation conditions are met.
After receiver processing, we get the channel matrixH, and we stack the entries of
that matrix into a vector h = vec(H). If we normalize the transmitted signal energy




 h+ n : H1n : H0 (3.44)
where h ∈CN
2
is the vector of the channel coefficients that is distributed as CN(0, σ2hI)
and n ∈ CN
2
is the noise vector with distribution CN(0, σ2nI). The likelihood ratio
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detector is an energy detector that computes the energy in the received vector under
both hypotheses [46] and is given by
‖T‖2 > γ (3.45)
where γ is the detection threshold. The probability of false alarm PF and probability
of detection PD require an investigation of the pdf of ‖T‖
2. For a 4× 4 system, the



















and the corresponding probability of false alarm PF and probability of detection






















Based on these probabilities, the Receiver Operating Characteristic (ROC) curves
were plotted for a 4×4 system, where the 4×4 system was derived from a two transmit,
two receive antenna system where each the transmit and receive antennas transmit
and receive on both the horizontal and the vertical polarizations, respectively, and is
termed as the Polarization-Spatial diversity system. The ROC curves are compared
against the 2 × 2 polarization diversity system for target SNRs of 0, 3, 7 and 10db.
The plot is shown in Figure 3.5.
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Pol. Spc. Div.:  0dB Target SNR
Pol. Spc. Div.: 3dB Target SNR
Pol. Spc. Div.: 7dB Target SNR
Pol. Spc. Div.: 10dB Target SNR
Pol. Div.:  0dB Target SNR
Pol. Div.: 3dB Target SNR
Pol. Div.: 7dB Target SNR
Pol. Div.: 10dB Target SNR
Fig. 3.5. Comparison of ROC curves for the 4×4 polarization-spatial
diversity and 2×2 polarization diversity system
3.6 Extension to Antenna Arrays of Arbitrary Size
So far, we have only consider the 2 × 2 and 4 × 4 symmetrical systems. We
now extend these ideas to transmit and receive arrays of arbitrary sizes. Consider
a system with NT transmit and NR receive antennas. Let m1, m2 be such that
2m1−1 < NT ! 2m1 and 2m2−1 < NR ! 2m2 where m1 and m2 are positive integers.
There are NT channel coefficients between the transmit array and each element of
the receive array. Now, using the ideas developed earlier, we know that a waveform
matrix exists for the 2m1 × 2m1 system. From this matrix, we extract a sub-matrix
of dimension NT × 2m1 and we call this matrix S˜NT (ω). Now, since each row of





(ω) = 2m1INT (3.49)
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Therefore, we can process the received space-time waveform matrix at every antenna
with the matrix S˜HNT (ω), and we can isolate the channel gains corresponding to that
antenna. This shows that the ideas presented in this chapter are applicable to any
general antenna array of arbitrary dimensions. As an example, consider the 3 × 3
case. To make the ideas in this chapter work for this system, we would take the first
three rows of the matrix in (3.21), and use that as our transmitted waveform matrix.
It is easy to verify that the shortened matrix still satisfies the perfect reconstruction
and separation properties.
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4. MIMO-OFDM CHANNEL ESTIMATION USING
COMPLEMENTARY SEQUENCES
4.1 Introduction
OFDM is a multi-carrier modulation scheme that has gained considerable popu-
larity over the past decade because of its ability to combat frequency-selective fad-
ing normally encountered in a multi-path wireless environment. OFDM converts
the frequency selective channel into flat-fading sub-channels, thereby significantly
reducing the receiver complexity by eliminating the need for using equalization at
the receiver [48]. MIMO systems were first introduced in [14–17]. Under certain
conditions [15], the capacity of MIMO systems is shown to increase linearly with
min{NT , NR} where NT and NR are the number of antennas at the transmitter and
the receiver, respectively.
MIMO-OFDM systems provide performance gains because they combine the diver-
sity and multiplexing gains of MIMO with the resilience of OFDM against multi-path
fading. In order to achieve these performance improvements, accurate CSI (Channel
State Information) is required at the receiver which is obtained via channel esti-
mation. A number of different pilot assisted methods have been proposed in the
literature for estimating the channel, such as [49–51]. In a pilot assisted scheme for
channel estimation, known pilot sub-carriers are inserted in the transmitted signal to
sample the multi-path channel. At the receiver, these samples are then used to obtain
a representation of the entire channel through linear or higher order interpolation.
Pilots essentially sample the frequency response of the channel. If the sampling is
done according to the Nyquist criterion, the entire frequency response of the channel
can be reconstructed from the samples obtained from the pilots.
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The difficulty in channel estimation for multi-antenna systems lies in the fact that
at every receive antenna, we get a signal coming from different transmit antennas,
and hence different channels. Therefore, we need to estimate the individual channels
given the mixtures of channels. A technique for estimating the channel in a 2 × 2
transmit diversity system has been proposed in [52], which is an iterative technique.
It requires the initialization of the channel estimates at the receiver by sending the
complementary code sequences without the data during the first two OFDM symbol
periods followed by a successive interference cancelation procedure that goes back and
forth between data estimation and channel estimation. This is because the method
in [52] is not based on pilot tones as the Golay codes are simply added to the OFDM
frame. Based on the ideas in chapters 2 and 3, in this chapter we present a simpler
and more computationally efficient method to obtain the sampled channel estimates
using pilots without any need for initialization symbols or extra processing at the
receiver. Our method uses Golay complementary sequences [35] to design pilots in
the frequency domain. The use of a combination of complementary sequences and
OSTBC [45] like coding allows us to separate channels from different transmitting
antennas at the receiving antenna.
4.2 Multipath Channel Model
We consider a multi-path channel with Bc < BT , Where BT is the transmission
bandwidth and Bc is the coherence bandwidth. Bc can be expressed in terms of the





We will assume that the channel is slowly fading and is quasi-static over n ≥ 2
consecutive symbol intervals. With these assumptions, the sampled channel from





β(l)ij δ(t− tl) (4.2)
where β(l)ij are i.i.d complex Gaussian random variables with variance σ
2
h. L is the
length of the sampled channel impulse response (CIR) which captures all the necessary
variation in the continuous channel impulse response.
4.3 Pilot Design and Channel Estimation
We consider a 2×2 MIMO-OFDM system withN sub-carriers of which Np are pilot
sub-carriers. Each pair of transmit-receive antennas encounters a length L multi-path
channel. The system cyclically extends every OFDM symbols before transmission
by appending the trailing Ng samples to the beginning of the symbol. We assume
Ng ≥ L so that all the sub-carriers remain mutually orthogonal at the receiver [48].
The Np point pilot sequence is designed in the frequency domain as described in
the following section. We present a development without considering the effects of
receiver noise. We will show that if certain conditions are met, the channel estimation
is exact. Therefore, the only source of degradation is the receiver noise. We will later
characterize the noisy estimation performance using the Normalized Mean Squared
Error (NMSE) criterion.
4.3.1 Frequency Domain Pilot Design
To distinguish the pilot sequence design from the context of radar, which is the
main theme of this disseration, we denote the complementary sequences used here as
e1(n), e2(n). The pilot sequence is designed in the frequency domain using the DFT
of complementary sequences. The Np point DFT of the complementary sequence is
given by
E˜i(k) = DFTNp{ei(n)} (4.3)
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We use E˜(k) to emphasize the fact that this represents the pilot sequence with k =
0, 1, ..., Np and is the sequence carried by the pilot sub-carriers, as shown in Figure 4.1.
The advantage of designing the pilot sequence in the frequency domain lies in the fact
that the sequence is carried by orthogonal sub-carriers. The relative magnitudes of
these sub-carriers change because each sub-carrier, upon passing through the channel,
is multiplied by the corresponding value of the channel frequency response at that
frequency. However, with the assumption that the guard interval Ng is longer than
the maximum length of the sampled channel impulse response L, the sub-carriers still
remain orthogonal at the receiver, and we can recover the pilot sequence without any
interference from the data.
Fig. 4.1. Transmitted and received signals over the two contiguous OFDM
symbol periods
If Hij(k) represents the N -point DFT of the sampled channel frequency response
between ith transmit antenna and the jth receive antenna, we define the sampled
frequency response at the pilot frequencies as
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H˜ij(k) = Hij(kN/Np) k = 0, 1, ..., Np − 1 (4.4)
The transmitted and received signals over the two OFDM symbol intervals are shown
in Figure 4.1. The received sequence, after removing the cyclic prefix and taking the












































We know that the data sub-carriers do not play any part in the channel estimation
because they are orthogonal to the pilot sub-carriers. Therefore, we only consider the
sub-carrier indices pertaining to the pilot sub-carriers, i.e.
Y˜i(k) = Yi(kN/Np) k˜ = 0, 1, ..., Np − 1 (4.8)








































More specifically, H˜11(k) can be estimated as















Similarly, we have that
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As we can see from these equations, the complementary sequences allow us to estimate
all the different channels at the pilot sub-carrier frequencies without incurring any
extra computational overhead. The noisy channel estimates can be represented as
ˆ˜Hij(k) = H˜ij(k) + n˜(k) (4.17)
Where n˜(k) represents the noise sequence at the sub-carrier frequencies. In order to
obtain the actual channel impulse response h˜ij(n) via IDFT of the estimated sampled






certain conditions need to be met, as we now explain.
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4.3.2 DFT Length
We saw in the previous section that the channel estimation involves a product of
three terms, Ei[k˜], Hij [k˜], and E∗j [k˜]. This operation represents a three-fold circular
convolution in the time domain, i.e.
E˜i(k)H˜ij(k)E˜
∗







In order to get the actual hij(n), which is the channel impulse response, the rela-
tionship between Np and Nc, which are the lengths of the pilot sequence and the
complementary sequence, is very critical.
We know that if two sequences of length M and L are linearly convolved, the
resulting sequence is of length M +L− 1. In order to get the same sequence through
DFT processing, we need to take the M + L − 1 point DFT of both the sequences
(by zero padding the two sequences to make them of length M +L− 1), multiply the
DFTs together, and take the IDFT to get theM+L−1 point linear convolution. This
idea can be applied to our three-fold convolution by choosing the initial DFT length
to be at least 2Nc +L− 2 where Nc is length of the complementary sequences and L
is the channel length. However, since convolution satisfies both commutativity and
associativity, we can first focus our attention on the convolution of the complementary
sequences. The sum of the 2Nc − 1 point linear convolution of the complementary
sequences is a Dirac delta function delayed by Nc, i.e. δ[n−Nc−1]. The convolution
of channel with this function is
hij(n) ∗ δ(n−Nc − 1) = hij(n−Nc − 1) (4.20)
From this, we see that the resulting three-fold convolution is the sampled channel
impulse response delayed by Nc − 1. Note that this resulting 2Nc + L − 2 point
sequence has Nc − 1 zeros before and after the L point channel sequence. This tells
us that if we were to reduce the initial DFT length to Nc+L−1, this would have the
effect of aliasing the trailing Nc−1 zeros in the three-fold linear convolution with the
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leading Nc − 1 zeros. What we get is an Nc + L− 1 point sequence which represents
the actual sampled channel response delayed by Nc−1. We can use the fact that this
Nc + L − 1 sequence still has Nc − 1 zeros to further reduce the initial DFT length
by observing that if we reduce the initial DFT length to Nc, the resulting three fold
convolution would be the initial Nc − 1 zeros being aliased with the values of the
sampled channel response, which can also be thought of as a circular shift of the
channel response. Since we know Nc and the maximum channel length L, we know
the amount of circular shift present in the estimated channel, and we can reverse the
circular shift to get the actual channel response. Therefore, to estimate the channel
correctly, we can establish a relationship between the number of pilots Np, which also
represents the initial DFT length used to transform the complementary sequences into
the frequency domain, the length of the complementary sequences Nc, and maximum
length of the sampled channel impulse response L, given by
Np ≥ Nc ≥ L (4.21)
Note that pilots represent an overhead in a communication system, and therefore,
we need to minimize the number of pilots needed to achieve a desired performance
level. We have reduced the minimum required number of pilot symbols, Np, per
OFDM frame to be L which is the minimum required by any OFDM system for
channel estimation purposes.
4.3.3 Pilot Generation
In the previous section, we noted that we modulate the pilot sub-carriers with
the DFT of the complementary sequence. Since the DFT of the same complementary
sequences is going to be used for generating the pilot sequence, we can take the Np
point DFT of the complementary sequences and store that sequence for use with every
symbol. This Np point sequence is then mapped to the equi-spaced pilot sub-carriers.
This operation is shown in Figure 4.2.
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Fig. 4.2. Pilot sequence generation
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Alternate Implementation
The time-domain equivalent of this operation leads to an alternate method of
generating the same pilot sequence in the time-domain. Consider taking the Np point
DFT of the complementary sequences where Np satisfies (4.21). If we take the IDFT
of this transformed sequence, we get the original complementary sequence padded




 ei(n) n = 0, 1, ..., Nc − 10 n = Nc, Nc + 1, ..., Np − 1 (4.22)
Without loss of generality, let us assume that N/Np=j ∈ N. This means if we only
consider the pilot sequence and assume that the data sub-carriers are zero, we see
that the pilot-only OFDM symbol has N/Np − 1 zeros between the adjacent pilot
symbols. The OFDM symbol in the frequency domain can be represented as
S˜(Nk/Np) = E˜i(k) (4.23)




for n = 0, 1, ..., Np − 1, m = 0, 1, ..., (N/Np) − 1. This equation is the basis for an
alternate implementation of the system using the DFT of complementary sequences
to modulate the pilot sub-carriers. Instead of using the DFT of the complementary
sequences, we can add si(n) to the time domain OFDM symbol directly: the data
sub-carriers are modulated by the data sequence and are passed through the DFT
block, and then si(n) is added to the time-domain OFDM data sequence. The time-
domain OFDM data sequence is obtained by taking the IDFT of the data sequence
mapped to the data sub-carriers, and not mapping anything to the pilot sub-carriers
in the frequency domain.
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4.4 Simulation Results
Having laid the foundations of the central idea behind this channel estimation
technique, we now present some simulations results. We consider an OFDM system
with N = 256 sub-carriers and Np = 16 equi-spaced pilot sub-carriers. The channel is
a unit variance Rayleigh fading channel with uniform power delay profile and L = 5
taps. We use real valued complementary sequence of length Nc = 10, given by
e1(n) = {1, 1,−1, 1,−1, 1,−1,−1, 1, 1}
e2(n) = {1, 1,−1, 1, 1, 1, 1, 1,−1,−1}
(4.25)
Our performance measure is the normalizedMSE between the actual channel impulse




















Where SNRij is the SNR at the ith receive antenna in the jth symbol interval. We
showed in the previous section that we can get the exact channel estimates in the
case where there is no noise in the system. Therefore, the performance is limited only
by the receiver noise. Figure 4.3 shows the NMSE plotted against SNRave. The
NMSE decreases monotonically as the receiver SNR increases, thereby validating
our claim that the estimation performance is limited only by the receiver noise.
In Figure 4.4, we show the estimated and the actual channel impulse response for
the channel from the transmit antenna 1 to receive antenna 1 in the case where there
is no noise and we have Np ≥ Nc + L. The impulse responses are exactly the same,
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except that the estimated channel response is delayed by Nc samples. This happens
because the autocorrelation on the complementary sequences is a delta function with
a delay of Nc, and since the estimation of the channel impulse response involves the
convolution of the actual channel response with the autocorrelation function of the
complementary sequences, we observe a delay of Nc samples.
In Figure 4.5, the estimated and the actual channel impulse responses are shown
for the case whereNp < Nc+L−1. Specifically, we haveNp = 16, Nc = 10, and L = 10
and there is no noise. We can see from this figure that the estimated channel impulse
response is a time-domain aliased version of the actual channel impulse response,
where the time-domain aliasing manifests itself as a circular shift of the channel
impulse response. However, since we have Np ≥ Nc, if we left shift the sequence by
Nc + L − 1 − Np = 3, we have the same situation as the one shown in Figure 4.4,
where the estimated channel is just a delayed version of the actual channel.
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Normalized MSE vs Averaged Received SNR
Fig. 4.3. Plot of NMSE against the average SNR
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Estimated Channel Impulse Response










Actual Channel Impulse Response
Fig. 4.4. Estimated and Actual CIR
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Estimated Channel Impulse Response










Actual Channel Impulse Response
Fig. 4.5. Estimated and Actual CIR for Np < Nc + L− 1
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5. SUBSPACE SIGNAL PROCESSING FOR DOPPLER
COMPENSATION AND ESTIMATION
In the previous chapters, we have seen that the complementary and near complemen-
tary sequences do a remarkable job of providing an accurate range estimate of the
target when we ignore the Doppler shift. In this chapter, we consider the effects of
Doppler on our system, and develop a technique to mitigate the detrimental effects
of Doppler on our range estimate.
5.1 Effects of Doppler
In this section, we develop a signal model that incorporates the effects of Doppler.
From our development of the signal model earlier, the received signal is given by
R(n) = HS(n)D+N(n) (5.1)




1 0 0 0
0 ejυ 0 0
0 0 ej2υ 0




where υ is the phase shift due to Doppler from one PRI to the next. As in the case
of negligible Doppler, we process the received waveform matrix as
R(n) ∗ SH(−n) = HS(n)D ∗ SH(−n) +N(n) ∗ SH(−n) (5.3)
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In the presence of non-trivial Doppler phase shift, the condition in (4) is not satisfied
in general, i.e.,
S(n)D ∗ SH(−n) #= αIδ(n) (5.4)
and unambiguous range resolution is no longer possible. To illustrate this, we plot
the detection statistic
∥∥R(n) ∗ SH(−n)∥∥2 in Figure 5.1 and 5.2 for target SNR of 5dB
and 10dB. As we can see, the presence of Doppler makes it impossible to detect the
target even at these relatively high target SNRs.
5.2 Doppler Compensation Approaches
In the literature, not a lot of schemes for Doppler compensation/estimation exists
for the case where complementary sequences are used as transmit waveforms in radar.
Instead, a large body of work exists where the efforts have been focused on construct-
ing sequences that are complementary or sub-complementary with some tolerance to
Doppler shifts. In [54], a class of sub-complementary codes have been proposed that
exhibit some tolerance to Doppler shift. In [55], polyphase codes were proposed by
R. L. Frank whose Doppler tolerance is similar to that of the LFM chirp. A new
class of codes called the P1, P2, P3, P4 codes were proposed in [56, 57], and it was
shown in [58] that the P3, P4 codes show greater tolerance to Doppler with increasing
frequency as compared to Frank codes. The sidelobes along the zero Doppler axis,
however, are smaller in the Frank codes as compared to the P3, P4 codes. P (n, k)
codes were proposed in [59], and it was shown in [60] that they have a better tolerance
to low Doppler shifts as compared to Frank and P1, P2, P3, P4 codes.
5.2.1 Doppler Resilient Complementary Sequences
Perhaps the most relevant approach in the context of Doppler compensation was
presented in [53]. The central idea of this scheme is to determine a sequence of
Golay complementary sequences for which the lower order terms in the Taylor series
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Fig. 5.1. Plot of the detection statistic in the presence of Doppler for SNR
= 5dB
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Fig. 5.2. Plot of the detection statistic in the presence of Doppler for SNR
= 10dB
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expansion around zero Doppler of the pulse train ambiguity function vanish. In the
rest of this section, we provide a brief overview of this method.
For ease of exposition, we stick to the notation used by the authors, should the
reader wish to refer to the original manuscript. Consider two length L complementary
sequences x0(n), x1(n), and their associated z-transforms [62] X0(z), X1(z). For the
rest of this section, the discussion will be limited to a 2× 2 system. The transmitted






where X˜(z) = X∗(1/z∗). Over N PRIs, N/2 such OSTBC matrices are transmitted,
and they are reflected from a point scatters are relative delay d0. The received 2×N
matrix can be written as
R(z) = z−d0HX(z)D(υ) +W(z) (5.6)
The dimensions of H, X(z), D(υ) and the noise matrixW(z) are 2×2, 2×N , N×N
and 2×N , respectively. The received signal matrix is processed by X˜(z) to obtain
R(z)X˜(z) = z−d0HX(z)D(υ)X˜(z) +W(z)X˜(z) (5.7)
Define
G(z, υ) = X(z)D(υ)X˜(z) =

 G1(z, υ) G2(z, υ)
G˜2(z, υ) G1(z, υ)

 (5.8)
In the absence of the Doppler shift, the matrix G(z, υ) is a scaled identity matrix.
Therefore, it is desired that the complementary sequences be chosen such that
















(ej2kυ − ej(2k+1)υ)X2k(z)X˜2k+1(z) (5.11)





















((2k)m − (2k + 1)m)X2k(z)X˜2k+1(z) (5.15)
Other than C0(z) and B0(z), which equal NL and 0, respectively, the rest of the










−l m = 1, 2, 3, ... (5.17)
Around the zero Doppler region of the function, the idea is to design the com-
plementary sequences that can be scheduled over N PRIs such that cm,l and bm,l
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vanish up to a certain order M for all non-zero delays, i.e., cm,l = 0 and bm,l = 0 for
1 ≤ m ≤M and for all non-zero l.
To do this, the author consider a set partitioning problem known as the Prouhet-
Tarry-Escott problem [41]. To understand this, we first define the PTM sequences
[37, 40]. The PTM sequences S = {s0, s1, ...}, where si ∈ 0, 1, i ≥ 0, and s0 = 0 can
be constructed using the following recursion:
1) s2i = si,
2) s2i+1 = s¯i
where s¯ is the binary complement of s. We now consider the Prouhet-Tarry-Escott
problem [41], which is defined as:
Prouhet-Tarry-Escott problem: Let S be the set of all integers between 0 and








for all 0 ≤ m ≤ M? Prouhet proved that this is indeed possible when N =
2M+1, where the partitions are given by the PTM sequence. The authors used this
partitioning to prove two theorems, which ensure that the diagonal and off-diagonal
terms of the matrix G(z, υ) vanish up to a certain order M .
Theorem 5.2.1 The coefficients C1(z), ..., CM(z) in (5.14) will vanish at all non-
zero delay if the Golay pairs (x0, x1), ..., (xN−2, xN−1), N = 2M+1 are selected such
that all pairs (xp, xq) where p and q are odd and p ∈ S0 and q ∈ S1 are also Golay
complementary.
Proof See [53] proof of Theorem 2.
Theorem 5.2.2 Let N = 2M+1 and let (x0, x1), ..., (xN−2, xN−1) be Golay pairs.





where sk is the kth element in the PTM sequence.
Proof See [53] proof of Theorem 3.
For a 2 × 2 system and for 2M+1 = N = 16(M = 3) PRIs, the partitioning of
Golay complementary sequences satisfying the above theorems is given by
X =
(

















In Figure 5.3, the delay-Doppler plot of the main diagonal sequence is plotted,
and in figure 5.4, the delay plot off diagonal sequences is given for three different
Doppler shifts. As we can see from these figures, for very low Doppler shifts, this
method of designing transmit sequences works well, as it drives both the main and
off diagonal sidelobes down. However, even for modest Doppler shifts, the sidelobes
starts to become a major problem. Also, the authors did not give an example of the
multi-target scenario, so we don’t know how this scheme would perform when there
are more than one targets present in the observation space.
5.3 Doppler Processing
To deal with Doppler, we adopt a slightly different approach to the one presented
in [53], and summarized in the previous section. The approach that we adopt is based
on exploiting the structure of the received waveform matrix. Consider the case with
no Doppler, where the output of the matched filter is given by
Γ(n) = R(n) ∗ SH(−n) (5.23)
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Fig. 5.3. Main diagonal delay-Doppler plot for the main diagonal sequence
for the Doppler resilient and conventional processing
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Fig. 5.4. Off diagonal delay plot for the Doppler resilient and conventional
processing for different Doppler shifts
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At this point, it would be prudent to point out that even though it appears that we
do matched filtering for the entire space-time received matrix at once, we as a matter












where Γi(n) is the output of the matched filter for the waveforms received at the
ith antenna. Each term of the vector Γi(n) is a sum of four autocorrelations. For
instance,
Γi1 = ri1(n) ∗ s
∗
1(−n) + ri2(n) ∗ s2(n) + ri3(n) ∗ s
∗
3(−n) + ri4(n) ∗ s4(n) (5.25)
For each receive antenna i, we can stack the individual autocorrelation terms corre-




ri1(n) ∗ s∗1(−n) ri1(n) ∗ −s
∗
2(−n) ri1(n) ∗ −s
∗
3(−n) ri1(n) ∗ −s
∗
4(−n)
ri2(n) ∗ s2(n) ri2(n) ∗ s1(n) ri2(n) ∗ s4(n) ri2(n) ∗ −s3(n)
ri3(n) ∗ s∗3(−n) ri3(n) ∗ −s
∗
4(−n) ri3(n) ∗ s
∗
1(−n) ri3(n) ∗ s
∗
2(−n)








w = [ 1 1 1 1 ]T (5.28)
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If we ignore the receiver noise, then we have
Γi = hi =
[
hi1 hi2 hi3 hi4
]
(5.29)
Thus, the output of the matched filter consists of the radar reflection coefficients
corresponding to receive antenna i in the case where the Doppler and the noise are
ignored. After defining these terms, we now prove an important theorem.
Theorem 5.3.1 For a target located at n = 0, the matrix Yi(n) is singular ∀n #= 0,
−(Nc − 1) ! n ! ((Nc − 1).
Proof See Appendix B.1.
This means that for a target located at n = 0, the matrices Yi are singular for all
n #= 0, and the vector producing the desired output lies in the null-space of these
matrices, which in the case of negligible Doppler is the vector w. Since (5.28) holds
for all i, we can form a concatenated matrix given by
YC(n) =
[















Now, consider the case where Doppler can no longer be ignored. Given (5.31), it
would make intuitive sense that YC(n) would still be singular for non-zero values
of n, but that w would not be the vector lying in its null-space. If w did indeed
lie in the null-space, our complementary sequence based transmit waveforms would
have very desirable Doppler properties, and we would not need to devise any special
mechanisms to deal with Doppler. We now prove another important theorem that
would form the basis of our Doppler compensation scheme.
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Theorem 5.3.2 For a target located at n = 0 imparting a non-negligible Doppler
shift of υ, the matrix YC(n) is rank deficient ∀n #= 0, −(Nc− 1) ! n ! ((Nc− 1) and
the vector lying in the null-space of YC(n) is given by














Proof See Appendix B.2.
5.3.1 Doppler Compensation Approach
From theorem (5.3.2), we learn that if we know wD, we can remove all the effects
of Doppler on the signal. Since this vectors lies in the null-space of YC(n), this would
suggest that for every delay bin, we find the eigenvector associated with the smallest
eigenvalue, and process YC(n) with this eigenvector to reliably estimate whether a
target is present in that delay bin or not. There is, however, a problem associated
with this approach which prevents us from doing that. We know that at the true
target delay, YC(n) is non-singular. Therefore, in this delay bin, the eigenvector
associated with the smallest eigenvalue is not the desired eigenvector. And since we
do not know the true target delay beforehand (this is what we are trying to estimate),
we have no way of knowing whether we have found the right processing vector.
In order to get around this problem, we devise an algorithm which ensures that
we get the right processing vector at every delay bin. To counter the effect of YC(0)
(the true target delay = 0) on the null-space, instead of working with a single chip



















From matrix theory [61], we know that for a matrix A, the singular value decompo-
sition is given by
A = UΣVH (5.36)
where Σ is a rectangular diagonal matrix with singular values on the diagonal. This
implies that if A is a square matrix, then
AAH = UΣ2UH (5.37)
has the same singular vectors asA. For the purpose of our discussion, this means that
the correlation matrix ofXC(n) would be singular as long as 0 /∈ {n−q, ..., n+q}, but
that it would be non-singular if this isn’t true. The length 2q + 1 window is formed
to exploit the fact that if we could subtract of the effect of YC(0) on the null space
of RXCXC (n
′), we can still process the returns in a way that would allow us to detect





for each value of k such that n′− q ≤ k ≤ n′ + q and store the eigenvector associated







Note that out of the 2q + 1 singular vectors in UR, there is at most one singular
vector that corresponds to YC(0) and this happens whenever 0 ∈ {n− q, ..., n + q}.
We can readily see that the case where 0 /∈ {n′ − q, ..., n′ + q} would always mean
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that RXC (n
′) has a non-trivial null-space. The more interesting case is the one where
0 ∈ {n′ − q, ..., n′ + q}. We illustrate this case with an example.
Example with q = 1, n′ = 0
In this, for k = −1, and k = 1, (5.38) is full rank. So, the three smallest eigen-
vectors in this case are uR,−1, uR,0 and uR,1 and the eigenvector we seeks is uR,0. To
determine this, we take a dot product of each eigenvector in UR(0) with the other








Since the null-space is non-trivial only for k = 0, we argue that a0 will be smaller
than a−1 and a1. This is because the term
∣∣uHR,1uR,−1∣∣ will be larger, because uR,−1
and uR,1 are similar. So, in our example, we choose uR,0 as the processing vector.
To generalize the idea in the previous example, we form
Ψ(n′) = UHR (n
′)UR(n
′) (5.41)
This would give us the dot products between different eigenvectors. Next, let
m(n′) = 1T(2q+1)×1Ψ
H(n′)Ψ(n′) (5.42)




where mi is the ith element of the vector m(n). To check the presence of target in




If the target is present, we should expect a sharp peak, while the magnitude of z(n′)
for all other values of n′ should be small.
Because of the noise, it is difficult to determine the exact Doppler phase shift
using the processing vector. The Doppler phase shift, however, is important, as it
can provide valuable information about the target speed. Since we know that the
Doppler phase information exists in the null-space, and we know that the vector we
are looking for is a sampled complex exponential (wD), we can try to estimate this
vector, and as a result, the Doppler phase shift.
5.3.2 MUSIC Algorithm for Doppler Phase Estimation
The Multiple Signal Classification (MUSIC) is a method used for frequency es-
timation, and it was first proposed in [63]. MUSIC uses the eigenspace method to
estimate the frequency content of a signal autocorrelation matrix. If a signal x(n)
consists of P complex exponentials, then we can form an M ×M correlation matrix
of this signal Rx with M > P . The eigenvectors corresponding to P largest eigenval-
ues of this matrix will correspond to the P complex exponentials, and the remaining
M − P eigenvectors will be in the noise sub-space. Let
e(ω) =
[
1 ejω ej2ω ... ej(M−1)ω
]
(5.45)





















where the columns US(n) are the eigenvectors corresponding to the non-zero eigen-
values, and those of UN (n) are the null-space eigenvectors. Since our desired Doppler








That is, the most likely value of the phase is where the vector is e(υ) is orthogonal
to the ’signal’ eigenvectors.
5.4 Simulation Results
We simulate a 4× 4 system using Golay complementary sequences of length Nc =
16. The channel entries are i.i.d complex Gaussian with unit variance. We use a
window length of 2q + 1 = 5, and the results are presented for a target SNR of 0db.
For the single target case, the Doppler shift is set at pi/3, and for the multi-target
case, the two targets either have the same Doppler phase shift of pi/3, or they have
Doppler phase shifts of pi/3 and pi/2, respectively.
In Figure 5.5, we plot the detection statistic for the case of a single target located
at delay = 0. As we see from this figure, our Doppler processing technique closely
approximates the case where no Doppler is present and matched filtering is used,
even for a relatively high Doppler phase shift of pi/3. In Figures 5.6-5.10, we present
results for a two target scenario, where the first target is located at delay = 0, and
the Doppler shifts and relative delays between the two targets are varied. In Figure
5.6, the targets are separated in delay by 17 chips, which is greater than the code
length. Again, our comparison benchmark is the two target case where there is no
Doppler shift on any of the targets, as this is the case where the complementary
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properties of our waveforms result in perfect range estimates. As we can see from
this figure, our technique works really well whether the targets have the same Doppler
shift, or different Doppler shifts. The sidelobe level for the case where the targets
have different Doppler phase shifts associated with them is seen to be slightly higher,
which is an expected result. When the target separation is reduced to less than the
code length (Figures 5.7, 5.8), we observe that there is a very slight increase in the
sidelobe level for both cases where the targets induce a Doppler shift in the received
waveform, but the results still closely approximate the case with no Doppler. When
the targets are pushed closer than the window length (2q + 1 = 5), we start seeing a
increase in the sidelobe level. This is to be expected, because the algorithm now has
to account for two different Doppler phase shift vectors within that window, but the
target peaks are still clearly visible. Note that this processing is done using only 4
PRIs. If we average over multiple 4-PRI sets, the results would improve.
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Fig. 5.5. (a) Plot of the detection statistic for (a) Doppler shift of pi/3 (b)
No Doppler
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Fig. 5.6. (a) Plot of the detection statistic for a delay separation of 17
chips. (a) No Doppler shift (b) Same Doppler shift (c) Different Doppler
Shifts.
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Fig. 5.7. (a) Plot of the detection statistic for a delay separation of 13
chips. (a) No Doppler shift (b) Same Doppler shift (c) Different Doppler
Shifts.
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Fig. 5.8. (a) Plot of the detection statistic for a delay separation of 8
chips. (a) No Doppler shift (b) Same Doppler shift (c) Different Doppler
Shifts.
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Fig. 5.9. (a) Plot of the detection statistic for a delay separation of 4
chips. (a) No Doppler shift (b) Same Doppler shift (c) Different Doppler
Shifts.
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Fig. 5.10. (a) Plot of the detection statistic for a delay separation of 3
chips. (a) No Doppler shift (b) Same Doppler shift (c) Different Doppler
Shifts.
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6. DOPPLER MATCHED FILTER APPROACH
In radar systems, the Doppler measurement accuracy is proportional to the obser-
vation interval, i.e., if we observe Doppler for a long enough period of time, the
estimation accuracy is improved, as is instructed by the classical estimation the-
ory [64]. An alternative approach to the one presented in the previous chapter is to
pass the received signal through a bank of Doppler filters, covering the spectrum of
the possible Doppler shifts, but this approach is computationally very inefficient. An
approach that is frequently employed to determine the Doppler signature of a target
is the processing of the coherent pulse trains and the technique that we present in
this chapter is based on the same principle.
6.1 Coherent Processing of Pulse Trains
Consider the transmission of a pulse s(t), 0 ≤ t ≤ T in P PRIs. We transmit the
pulse, and then listen for the echo, before transmitting the same pulse in the next
PRI. To detect the presence or absence of target at a certain range, we divide the
’listening’ interval into M uniform length delay bins. After the ith transmission of
s(t), the return ri(t) is match filtered with s(t), and the output of the matched filter
is sampled for every k, such that 0 ≤ k ≤ M − 1. The output of the matched filter
corresponding to the ith PRI can be written as
rMF,i =
[





















Each rj is the output of the matched filter for the jth delay bin for every transmission
of the pulse s(t). Now, we know that there is a constant phase shift θ0 between
adjacent PRIs due to target motion. To extract this information, a very desirable
and computationally efficient approach is to take the Fourier transform of each ri.
This would create a delay-Doppler map of the target scene, and it would peak for the
value of delay and Doppler that is most closely associated with the true target delay
and Doppler parameters.
6.1.1 Multiplexed-Waveform Pulse-Doppler Processor
In coherent processing of pulse trains, the conventional method is to repeat the
same pulse for all of the P PRIs. Conceptually, this amounts to viewing the tar-
get scene through the same ’lens’ P times. In [65], it was shown that if we can
switch the pulses from one PRI to the next, it can be viewed as viewing the tar-
get through a different ’lens’, and by appropriately choosing the P different pulses,
we can create P different images of the target scene, which can be combined to re-
duce the sidelobe levels in the composite delay-Doppler image of the target scene.
In [66], constant amplitude phase, frequency, and phase-frequency coded waveforms
were proposed for radars that are able to operate over multiple independent chan-
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nels, and these waveforms were used as diversity waveforms in [65] where a simple
sub-optimal solution to this problem was proposed, which was termed as MWPDP
(Multiplexed-Waveform Pulse-Doppler Processor). In this technique, the matched
filtering with different waveforms is achieved by a time-varying filter, which processes
the returns in P PRIs, and then the output is fed to a DFT filter bank. It was
shown that this scheme achieves better sidelobe cancelation around the mainlobe
in the delay-Doppler plane but generates weak ghost images further away from the
mainlobe. Also, the processing complexity is higher than that of a standard coherent
pulse-Doppler processor.
In this chapter, we develop a scheme for our system model that also uses matched
filtering followed by the DFT filter bank. We will show that this scheme combines
the benefits of coherent pulse train processing with diversity waveforms to achieve
performance improvement without prohibitively increasing the processing complexity.
6.2 Doppler Match-Filter Processing
Consider the matrix YC(n), reproduced below for convenience
YC(n) =
[
Y1(n) Y2(n) Y3(n) Y4(n)
]
(6.4)
This matrix is the result of processing our space-time waveforms received over all
four antennas over four PRIs. To this end, let us index each 4-PRI set with k, and













which is a matrix of dimension 4K × 16 for every n. To aid in the development




f1(n) · · · f16(n)
]
(6.6)
We can draw parallels between this matrix and the one used in the coherent
processing of the pulse train. Each column contains the values associated with the
corresponding delay bin for the transmission of all 4K PRIs. Recall our discussion in













Theorem 6.2.1 For a single scatterer imparting a Doppler phase shift of υ, and a
target located at n = 0, we have that ∀n #= 0, −(Nc− 1) ≤ n ≤ (Nc− 1), we have that




1 ejυ . . . ej(4K−1)υ
]
(6.9)
Proof See Appendix C.1.
This theorem forms the basis of our proposed algorithm; for every delay bin n,
(6.8) will have a non-zero value only for the values of υ that correspond to the true
target Doppler phase shift, and that is true for all targets. As seen from the structure
of (6.8), we can use DFT of length P , with P ≥ 4K − 1 to accomplish this match
filtering along the Doppler axis, i,e, the detection statistic for every delay bin is formed
as
fDi (n) = DFT {f1(n)} (6.10)
And we have the P × 16 matrix
FD(n) =
[






Each entry of the vector fDi (n) is the output of match filtering with a Doppler shift
corresponding to that entry. For the purpose of detection the presence of a target in
a particular delay-Doppler bin, we can measure the reflected energy in that bin and











Since all vectors fDSi(n) provide the same information about the Doppler phase
shift for every n, we can combine them and form
fDS (n) = F
D
S (n)116×1 (6.14)
Our detection statistic for every delay-Doppler bin is now given by
z(l, n) = fDS (l, n) (6.15)
where fDS (l, n) is the l
th component of the vector fDS (n) for every delay bin n.
6.2.1 Waveform Diversity
From the volume invariance property of the ambiguity function described in chap-
ter 1, we know that the volume under the ambiguity surface of a particular waveform,
or set of waveforms, cannot be changed. This is one of the themes of the Doppler
resilience scheme described in [53], i.e., push the sidelobes away from the region of
interest on the ambiguity surface. In [65], waveform diverse pusled-Doppler process-
ing was used to drive the sidelobe level down around the mainlobe. The approach
that we have devised for sidelobe reduction is also based on the idea of using wave-
form diversity to reduce the sidelobe level. We modify our transmitted waveforms
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by multiplying each waveform with a complex exponential of known frequency. Note
that this operation is not meant to impart a frequency shift. What this does is that
this multiplication leaves the peak value unchanged because of the properties of the
autocorrelation function, but forthe sidelobes, it re-distributes the sidelobe energy in
the delay Doppler plane, and this energy distribution has the effect of further reduc-
ing the sidelobe levels. To see this, consider a sequence x(n) with autocorrelation
function Rxx(m). If we define a new sequence as
v(n) = ejω0nx(n) (6.16)
Then, we have that
Rvv(m) = e
jω0mRxx(m) (6.17)
Also, if x(n) is unimodular, so is v(n). Now, consider our original complementary
waveform si(n), and consider the set ωk ∈ (0, 2pi), k = 0, 1, ..., K − 1. For every set
4− PRI set, we define a new set of complementary sequences as
vi(n) = e
jωknxi(n) (6.18)










Rsi(m) ∼ δ(m) (6.19)
Because the mainlobe of the autocorrelation is unaffected by the multiplication with
a complex exponential, we still get the sharp peak as in the original sequence, but
the sidelobes are changing from every set of 4-PRI to the next. This has an aver-
aging effect on the sidelobe level, and this is why the sidelobe level is reduced quite
considerably with this type of waveform diversity.
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6.3 Simulation Results
In this section, we present simulation results for the case of multiple targets.
We present two scenarios with six targets: the Doppler signatures of the targets
remain the same, but their delay separation is increased. We use length 32 Golay
complementary sequences for our unitary matrices and the received data is upsam-
pled by a factor of 4. In the first case, the delay-Doppler signatures of the targets
are (2, 0.5pi), (6, 0.5pi), (10, 0.58pi), (14, 0.58pi), (18, 0.66pi), (22, 0.66pi), and in the sec-
ond case, the signatures are (2, 0.5pi), (18, 0.5pi), (34, 0.58pi), (50, 0.58pi), (66, 0.66pi),
(82, 0.66pi). The delay is expressed in the units of samples, where 1 chip = 4 samples.
The target SNR is set to 0db for all the results presented here.
In Figures 6.1 and 6.3, we show the delay-Doppler image for the two scenarios
constructed using our technique. In Figures 6.2 and 6.4, the sidelobe levels are shown
for the two scenarios with and without waveform diversity. As we can see, waveform
diversity plays a vital role in driving the sidelobe level down. Figures 6.5-6.7 show that
as we increase the number of PRIs, we observe that the Doppler spread of the target
image shrinks, pointing towards better Doppler resolution, and also a reduction in
the background level, which is due to better ’averaging’ obtained by using waveform
diversity.
In Figure 6.8, the delay-Doppler signatures of the targets are (2, 0.5pi), (5, 0.5pi),
(21, 0.58pi), (37, 0.58pi), (53, 0.66pi), (69, 0.66pi), i.e., we simulate the case where two
out of the six targets have a delay separation that is 0.75 chip, and we see that
the targets are resolvable in delay even if we decrease the delay separation to less
than a chip interval. In Figure 6.9, the delay-Doppler signatures of the targets
are (2, 0.5pi), (4, 0.5pi), (20, 0.58pi), (36, 0.58pi), (52, 0.66pi), (68, 0.66pi) and we see that
if the chip interval is further decreased to 0.5 chip for the same case, the line be-
tween the peaks close to each other is blurred. These last two results show empirical









Fig. 6.2. Sidelobe level comparison for SNR = 0db for (a) Waveform









Fig. 6.4. Sidelobe level comparison for SNR = 0db for (a) Waveform
















Fig. 6.8. (a) Delay-Doppler map of six targets with two targets at 0.75




Fig. 6.9. (a) Delay-Doppler map of six targets with two targets at 0.5 chip
separation (b) Magnified view
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7. SUMMARY AND FUTURE WORK
In this chapter, we summarize the work we have done, and provide a brief description
of the directions that can be explored in the future.
7.1 Summary
This dissertation focuses on solving some of the issues associated with the use
of complementary sequences in multi-antenna radar, particularly their sensitivity to
Doppler shift. Complementary sequences can be used for space-time co-ordination of
waveform in MIMO radar. Multiple independent views of the target can be obtained
by processing the transmitted waveform matrix at the receiver in a manner that al-
lows us to separate the waveforms at the receiver and exploit the diversity inherent
in an active sensing environment due to its multipath nature. Even though the ideas
presented in this dissertation are applicable to any M ×N MIMO radar system, we
used the 4× 4 system to explicate the techniques developed in our work. We showed
that a 4×4 unitary design implies the following features: first, it dictates the schedul-
ing of the waveforms over the four virtual antennas over four PRIs. Second, it tells us
how the matched filtering of the returns over four PRIs are combined in such a way as
to achieve both perfect separation (of the superimposed returns) AND perfect recon-
struction. Perfect reconstruction implies that the sum of the time-autocorrelations
associated with each of the four waveforms is a delta function. The net result of the
processing of four PRIs over four virtual antennas yields sixteen cross-correlations all
of which ideally exhibit a sharp peak at the target delay. We developed the condi-
tions for both perfect separation and perfect reconstruction, and presented waveforms
designs that fully or partially met these criteria, and their potential advantages in
radar systems. We showed that our techniques can be employed very effectively for
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pilot-assisted channel estimation in MIMO OFDM systems. We proposed a method to
design pilot sequences using the Golay complementary sequences, and showed that by
using this method, multiple interfering channels can be separated in a MIMO-OFDM
system, leading to a better estimation of the channel, and consequently, improving
the system performance.
In the case of a moving target, however, delay resolution of a waveform is not
enough for accurate target ranging, because the autocorrelation may have significant
sidelobes along the non-zero Doppler axis. Therefore, a waveform design scheme
needs to ensure that it performs well in the presence of Doppler. This is one of
the main reasons that complementary sequences haven’t found a widespread use in
the radar literature in the past; they don’t perform well in the presence of Doppler.
In [53], PTM [37]- [41] sequences were used to make the Golay sequence transmissions
resilient against Doppler shifts. The method achieves good results for small Doppler
shifts, in that the sidelobes are pushed away from the Doppler origin, but the number
of PRIs needed per transmission of the coded Golay sequence matrix is large, and
would require the channel to stay constant over large intervals of time. To solve this
problem, we proposed a Doppler compensation scheme which exploits the subspace
structure of the transmitted waveform matrix. We showed that the received waveform
matrix can be processed in a way that imparts a specific structure on the subspace
that it occupies, and the null-space of this matrix can be used to minimize the effects
of Doppler. We develop a processing filter using the null-space of this matrix to
alleviate the effects of Doppler in target ranging, and showed that the method works
over a wide range of target SNRs. The method is further refined by using the MUSIC
algorithm to estimate the exact Doppler phase shift.
The sub-space technique was limited in range resolution by the window size used
in the algorithm. To improve upon that, we developed another technique, that is
not only simple, but is also superior in terms of resolution. The scheme is based
on the idea of the processing of coherent pulse trains. We process and arrange the
received waveform data in such a way that the DFT can be used to find the peaks
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corresponding to different targets in the delay-Doppler plane. By pre-multiplying
the transmitted complementary sequences by a complex exponential of random, but
known, frequency, we can reduce the height of the sidelobes in the delay-Doppler
plane by spreading them over the entire plane without affecting the mainlobe height.
We present simulation results to show the efficacy or our proposed technique, both
in terms of the delay-Doppler resolution that can be achieved, as well as in reducing
the height of the sidelobes.
7.2 Future Directions
In this section, we describe some directions that can be explored in the future
based on our work.
7.2.1 Theoretical Detection and Resolution Analysis
The initial research on this methodology for waveform design for enhanced delay-
Doppler resolution has shown a lot of promise, especially highlighted by the simplified
receiver processing afforded by these methods to achieve this enhanced resolution. To
further this effort, it is desirable to obtain theoretical bounds on the delay-Doppler
resolution, in addition to the theoretical and numerical results that have thus far been
obtained. Effort is already under way to characterize the delay-Doppler resolution as a
function of the number of PRIs over which the Doppler is observed, and to characterize
the detection performance of the system through the ROC curves. Performance
analysis of the system without the Doppler shift showed that the system had a much
better detection performance for a given false alarm probability. In chapter 5, we
showed that the simulation results for the system with and without Doppler aren’t
far from each other, and we expect that our detection analysis will confirm these
empirical findings.
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7.2.2 Applications to Clutter and Interference Limited Systems
One key aspect of the radars for the future would be adaptive processing based
on prior information about the clutter interference environment. In multi-antenna
communications, a huge performance improvement has been obtained through chan-
nel state information (CSI) being fed-back to the transmitter [68]- [71], which runs
parallel to the transmitted probing waveforms being adapted based on the clutter
information in radar. We wish to investigate the modifications needed in our designs
so that they can be suited to systems with clutter and interference information avail-
able (either through feedback, or statistical modeling of the environment) where the
performance and computational complexity are constrained to satisfy certain bench-
marks. In the existing literature [27]- [33] , adaptive methods have been proposed
where the waveform selection is driven by the clutter and or/interference information
available at the transmitter, but the area of MIMO waveform design in the presence
of clutter is still in its infancy, and we believe that we have the right approach and
initial designs that can be adapted for MIMO radar systems in the presence of clutter.
In particular, we wish to investigate the performance of our proposed designs in the
presence of clutter, and based on the findings, would pursue further changes in our
designs that would allow for better rejection of clutter at the receiver. Recently, it
has been shown that the clutter covariance matrix rank is based on the covariance
matrix of the transmitted waveforms [72]. Given that our waveform designs impart a
specific subspace structure on the waveform covariance matrix, it might lead to full
or near full rejection of clutter based on a better estimation of the clutter subspace.
7.2.3 Application to HMPAR systems
So far, our proposed system explicitly assumes that there are multiple antennas
and/or polarization channels on which the waveforms are transmitted. A more general
and appealing application is to apply these ideas to joint transmit/receive beamform-
ing, where instead of transmitting these waveforms over multiple antennas, we use
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them for signal separation with multiple subarrays or subapertures. This would also
allow us to do accurate ranging for objects with more complex radar cross sections.
An interesting application is in the area of signal design for Hybrid MIMO Phase-
Array Radar (HMPAR), where Pseudo-noise (PN) sequences have been used to drive
the temporal correlation of the transmit signals [73]. Using our waveform designs in
the HMPAR system could result in better temporal correlation of the transmitted
signals, which could lead to a better overall system performance.
APPENDICES
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A. APPENDIX FOR CHAPTER 3
A.1 Proof of Theorem 3.3.2
To prove this, we first see that φ(n) is conjugate symmetric, i.e.,
φ(−n) = −φ∗(n) (A.1)
which implies that if φ(n) is real valued, then
φ(0) = 0 (A.2)
Now, we can write φ(n)as
φ(n) = (−s3(n) ∗ s
∗














for i = 1, 2, 3, 4, then
φ(n) = 0 (A.5)
and we achieve perfect separation. Also, if the waveforms are time reversed versions









then we also have
φ(n) = 0 (A.8)
A.2 Proof of Theorem 3.4.1
Since
z(n) = x(n)⊗ y(n) ⇒ Rzz(m) = Rxx(m)⊗N ryy(m) (A.9)
we have that
R(m) = (Rε1ε1(m)⊗N Rε3ε3(m)) + (Rε1ε1(m)⊗N Rε4ε4(m))
+ (Rε2ε2(m)⊗N Rε3ε3(m)) + (Rε2ε2(m)⊗N Rε4ε4(m))
= (Rε1ε1(m)⊗N (Rε3ε3(m) +Rε4ε4(m))) + (Rε2ε2(m)⊗N (Rε3ε3(m) +Rε4ε4(m)))
= N1 (Rε1ε1(m)⊗N δ(m)) +N1 (Rε2ε2[m]⊗N δ(m))
= N1 ((Rε1ε1(m) +Rε2ε2(m))⊗N δ(m))




B. APPENDIX FOR CHAPTER 5
B.1 Proof of Theorem 5.3.1
Consider the signal model without the noise. From this, we see that
Γi(n) = h
T
i S(n) ∗ S
H(n) (B.1)
Since
S(n) ∗ SH(n) = αIδ(n) (B.2)
We have that ∀n #= 0, −(Nc − 1) ≤ n ≤ (Nc − 1)
Γi(n) = 01×4 (B.3)
We now have
Γi(n) = w
TYi(n) = 01×4 (B.4)
Since, w is not a zero vector, we can conclude that w lies in the null-space of Yi(n)
∀n #= 0, −(Nc − 1) ≤ n ≤ (Nc − 1) and for these values of n, Yi(n) is singular.
B.2 Proof of Theorem 5.3.2
To prove this, let’s start with Γi(n), which can be written as
Γi(n) = h
T
i S(n)D ∗ S
H(n) (B.5)
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Because we have been using Yi(n) for both the negligible and non-negligible Doppler,
for the purpose of proving this theorem, we distinguish the latter from the former by




ri1(n) ∗ s∗1(−n) ri1(n) ∗ −s
∗
2(−n) ri1(n) ∗ −s
∗
3(−n) ri1(n) ∗ −s
∗
4(−n)
ri2(n) ∗ s2(n)ejυ ri2(n) ∗ s1(n)ejυ ri2(n) ∗ s4(n)ejυ ri2(n) ∗ −s3(n)ejυ
ri3(n) ∗ s∗3(−n)e
j2υ ri3(n) ∗ −s∗4(−n)e
j2υ ri3(n) ∗ s∗1(−n)e
j2υ ri3(n) ∗ s∗2(−n)e
j2υ










i (n) = w
TDHYDi (n) (B.8)
From the definition of YDi (n), we see that
DHYDi (n) = Yi(n) (B.9)
Where Yi(n) is the matrix for the negligible Doppler case. Therefore,
wHDY
D
i (n) = w
TYi(n) (B.10)
And from Theorem 5.3.1, we have that ∀n #= 0, −(Nc − 1) ≤ n ≤ (Nc − 1), Yi(n) is
singular, and wD lies in the null-space of Yi(n) for these values of n.
100
C. APPENDIX FOR CHAPTER 6
C.1 Proof of Theorem 6.2.1
















From Theorem 5.3.2, we know that the terms inside the summation are zero for all
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