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Запропонована методика обґрунтування обмежень до значень показників 
контролю та діагностування, що дозволяє обґрунтовувати вимоги до сис-
тем контролю та діагностування 
 
засоби контролю та діагностування, цифрові системи управління 
 
Постановка задачі. В дійсний час для управління різноманітними 
складними процесами широкого застосування набули цифрові системи 
управління (ЦСУ). Ядро таких систем складають цифрові обчислювальні 
системи. Більшість з процесів, що підлягають управлінню, є безперерв-
ними, тому системи управління повинні здійснювати обробку інформації 
у реальному часі. Це накладає вимоги до значення готовності цих сис-
тем. Вирішення задачі забезпечення високої готовності систем управ-
ління складними процесами протягом тривалого часу експлуатації не-
можливо без застосування системи оперативного контролю та віднов-
лення [1]. Ефективність контролю залежить, головним чином, від доско-
налості засобів контролю, яка характеризується значеннями показників 
контролю та діагностування (КД) [2]. Тому при виборі засобів необхідно 
мати обґрунтовані вимоги до значень показників КД, що зможуть забез-
печити потрібний рівень готовності системи управління.  
Аналіз літератури. Рішення задачі контролю ЦСУ розглядається в 
роботах [3 – 6]. У більшості з них здійснюється контроль процесів обро-
бки інформації. В цих роботах наводиться описання розроблених засобів 
контролю, які базуються, переважно, на застосуванні структурної, алго-
ритмічної надмірності і застосовуються для специфічних операцій, алго-
ритмів обробки. Наведенні дані вказують на ефективність застосування 
цих методів у конкретних випадках, які розглядаються. 
Сучасні системи управління будуються з використанням уніфікова-
них комплектуючих, тому доцільно провести оцінки відповідності засо-
бів КД, що пропонуються, вимогам, що висуваються до системи КД в 
цілому. 
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Мета статі. Розробка методики обґрунтування вимог до засобів КД, 
що забезпечують потрібний рівень готовності ЦСУ. 
Методика обґрунтування вимог до засобів КД. Вимоги до засобів 
КД доцільно висувати у вигляді обмежень на значення їх показників. При 
визначенні вимог до значень показників КД, які забезпечують готовність 
ЦСУ, всі показники необхідно привести до вигляду, який буде відповіда-
ти умові – найбільшому значенню показника відповідає найменше зна-
чення готовності. Для оцінки готовності ЦСУ можна застосовувати пока-
зники готовності, що наведені у ДСТУ 2680-94 „Надійність техніки”. 
Процес визначення обмежень до значень показників полягає в на-
ступному. У інтервалах можливих значень для кожного показника КД 
визначають максимально можливе значення. Формують кортеж початко-
вих обмежень із максимально можливих значень показників КД: 
Ρпочатк = {ρi
max};  і = n,1 , 
де n – кількість показників КД, і кортеж із мінімально можливих значень 
показників КД: 
Ρmіn = {ρi
mіn}. 
Поступово зменшуючи, по черзі, значення показників від максима-
льних до мінімально можливих перевіряють виконання умов: 
│Кпр
потр – Кпр(ρi)│ ≤ δ;  ρi
min ≤ ρi, 
де δ – потрібна точність визначення вимог до показників КД; ρi
min – мі-
німально можливе значення показника. 
У випадку виконання цієї вимоги отримані значення показників фор-
мують кортеж обмежень значень показників КД, що забезпечують готов-
ність ЦСУ: Ρобм = {ρi
обм}, і = n,1 . Різна вагомість впливу показників КД на 
готовність системи вказує, що обмеження до найбільш впливових показ-
ників повинні бути жорсткішими, ніж обмеження до найменш впливових. 
Для виконання цього необхідно, щоб значення найбільш впливових пока-
зників КД були якомога більшими, при цьому значення найменш впливо-
вих показників можуть бути мінімальними. Тому кортеж початкових об-
межень повинен будуватися з урахуванням розташування показників у 
ряді вагомості впливу таким чином, щоб при визначенні обмежень споча-
тку зменшувати значення найменш впливових показників, а значення 
найбільш впливових показників зменшувати в останню чергу. 
Вихідними даними, які використовуються в методиці є К г
потр, 
Кг = f(ρi), δ, Ρ
початк, Ρmіn. Значення Ρпочатк та Ρmіn повинні бути сформовані 
відповідно до рядів вагомості впливу показників КД на готовність ЦСУ. 
Для зменшення інтервалів [ρ i
min, ρi
max], [ρi
min, ρi], [ρi, ρi
max] при визначен-
ні чергового значення ρi пропонується використовувати методи лінійно-
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го пошуку, у частковості метод золотого перетину [127], який забезпе-
чує швидке наближення до потрібного значення. 
Методика реалізується на наступних етапах. 
1 етап. Визначення інтервалів [ρ i
н, ρi
в] для кожного показника. 
2 етап. Визначення довжини інтервалу значень і-го показника, 
l:= │ρi
в – ρi
н│. 
3 етап. Зменшення і-го показника КД, отримання ρ i
Т:= ρi
в – 0,618  l. 
Перевірка виконання вимоги Кпр
потр ≤ Кпр(ρi
Т). При виконанні цієї вимоги 
здійснюється перехід до 5 етапу, у протилежному випадку до етапу 4.  
4 етап. ρi
в:= ρi
Т; і:= і + 1. Перехід до 2 етапу. 
5 етап. Перевірка виконання вимоги │Кпр
потр – Кпр(ρi)│ ≤ δ. Якщо 
вимога виконується здійснюється перехід до 7 етапу, коли ні здійсню-
ється перехід до 6 етапу. 
6 етап. ρi
н:= ρi
Т, Перехід до 2 етапу. 
7 етап. ρi:= ρi
Т. Формування кортежу Ρобм = {ρi }; і = n,1 . 
Приклад застосування методики. Система з повним періодичним 
контролем, граф переходів якої представлений на рис. 1, може знаходи-
тись у наступних станах: S1 – працездатний (вихідний) стан ЦСУ; S2 – 
прихована відмова, яка виникає в періодично контрольованій частині 
системи і не виявляється до проведення операцій періодичного контро-
лю; S3 – контроль системи з прихованою відмовою; S5 – контроль праце-
здатної системи; S4 – відновлення після відмови. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Вихідні данні для розрахунків: інтенсивність відмови системи 
λ12 = 0,00001; потрібне значення готовності системи Кпр
потр = 0,975;  
допуск на обчислене значення коефіцієнта працездатності  δ = 0,0005; 
S+ S– 
Рис. 1. Граф переходів, який описує функціонування 
системи КД з повним періодичним контролем 
S5 
S3 S2 S1 
S4 
п 
 
п 
1-п 1-п 
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інтервал зміни значень тривалості контролю к = 1 … 10; інтервал зміни 
значень часу відновлення системи після відмови tвв = 10 … 100;  
інтервал зміни значень імовірності хибної відмови під час контролю 
αп = 0,01 … 0,8; інтервал зміни значень імовірності невиявленої відмови 
під час контролю п = 0,1 … 0,8. 
Обмеження до значень показників контролю та діагностування: 
– імовірність хибної відмови під час контролю αп ≤ 0,0181; 
– імовірність невиявленої відмови під час контролю βп ≤ 0,3118; 
– інтенсивність відновлення системи після відмови ωвв ≥ 0,6666 год
–1; 
– тривалість контролю τ к ≤ 1,5 год. 
Висновки. Запропонована методика обґрунтування обмежень до 
значень показників КД необхідна для реалізації методу вибору програм-
них засобів КД та дозволяє визначати граничні значення показників КД 
засобів контролю та діагностування. Вибір і застосування засобів  конт-
ролю та діагностування, значення показників КД яких відповідають об-
меженням дозволяє забезпечити потрібну готовність ЦСУ складних тех-
нічних систем та об’єктів. 
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