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In beginning computer science courses, students are often overwhelmed by the
complex and novel way of problem-solving. Having a good expectation of how
long the task is going to take is not easy even for students with much experience in
programming. Without knowing their progress, beginners may become
discouraged, have poor efficiency, miss deadlines, fail the course, and even drop
out of the program. In this paper, I introduce a way to predict student time spent on
Jupyter assignments by training models with collected student logs. The key idea
of this project is that the student’s future relative progress can be deduced by the
student’s past relative progress and problems together with information on other
students. I develop a toolkit used for creating and troubleshooting prediction
schemes. I present two ways of prediction: Assignment-based binary classification,
and Cell-based ternary completion time. These two approaches have satisfactory
results but still have room for improvement. I also evaluate an adaptation of an
existing prediction scheme and compare the results. The video of the oral
presentation of this thesis is available at (https://youtu.be/2qiuRLjfF-Y)
Introduction
Many computer science classes are starting to use the Jupyter notebook as the main
tool for homework, quizzes, and exams. Beginner students doing these exercises
and tests may get discouraged when they get stuck or have no idea how long it will
take. Some other students may not balance the workload with other courses they
are taking and therefore have decreased efficiency. When they have  a certain
expectation of how long the question would take, and later find out that it would
take much longer, a beginner student may feel very frustrated. To help with this
problem, I propose a way of predicting how long a student would take to complete
the current assignment or cell. I have created two schemes of prediction:
assignment-based binary classification, and cell-based ternary remaining time, with
the second one improving the previous one. During the development of the
prediction schemes, I created a toolkit used for inspecting test cases. This toolkit
helped me improve the prediction accuracy, and helped me come up with these two
different schemes. I also evaluated an existing prediction scheme from the Retina
system [Retina]. I will explain its mechanism and compare its results with the
results of my schemes. In the following sections, I will define terminology, discuss
previous works, present my work, evaluate the Retina prediction scheme, and talk
about possible future work.
Definition
What is cell and assignment completion time?
Cell completion time for a student doing a Jupyter assignment is the time the
student takes in total editing the contents of a cell. The time for a cell doesn’t have
to be continuous: the sum of all periods that the student is working on the cell will
be its cell completion time.
Assignment completion time for a student doing a Jupyter assignment is the time
the student takes in total editing the assignment file. Naturally, this should equate
to the sum of the cell completion time for all cells the student has worked on. Idle
time is considered part of the time spent if it’s under 5 minutes. This length is
chosen arbitrarily based on the intuition of typical student behavior.
Here’s an example:
In this case, the cell completion time will be 1h for cell 1, 0.5h for cell 2, 0.5h for
cell 3, 0.5h for cell 4, and 1h for cell 5 (This is because the idle time when the
student was working on cell 5 is less than 5 minutes). The assignment completion
time will be 3.5h. The remaining time would be different. If the student is at the
2.5h mark, the remaining time for the assignment would be 1.5h because after 1.5h
the student finishes. The cell remaining time for cell 5 would be 0.5h.
What is predicting cell and assignment completion time?
Predicting cell and assignment completion time means telling the student his/her
cell and assignment completion time before he/she finishes the cell and assignment.
This requires using already collected data from the point when the student started
to the point of the present time, together with any pre-collected data about other
students doing this or other assignments. For my proposed prediction schemes, I
will use in-progress data on the current student and pre-collected data on other
students doing this same assignment. The Retina system, discussed below, needs
previous assignments from the same semester together with the data of the same
assignment of previous semesters.
Previous Work
To begin, let’s first define the important inputs and outputs that will be used in
discussing previous work and throughout this paper.
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means that the Retina paper uses the set of completion times from any previous
assignment this semester, and an assignment that’s the same as the current
assignment from any previous year. Let’s look at an example:
If we want to know student s’ performance in assignment 2 in spring 2021, then we
need assignment 1 in spring 2021 together with assignment 2 in fall 2020.
Knowing that s ranked third in assignment 1 S2021, we will find the student who
ranked third as well in assignment 2 F2020 and use that student’s performance as
the prediction for s’ performance in assignment 2 S2021. This means that the
prediction will be 2h.





an online novice programming task and turned them into time-series data to use
recent temporal pattern mining. Then they use the mined features to train machine
learning models to predict student success.
Limitations of Previous Work
. With only 1 minute of data the approach presented in the NCSU paper was able to
achieve a 97.8% f1-score.  However, the programming task they were looking at
was neither cell-based nor in a Jupyter environment. It was an online custom
environment, which is not popular in universities that offer computer science
courses. It was also a different research problem in that they were predicting
student success but not student finish time.
The Retina paper made several assumptions. First of all, they assumed that the
same assignment across semesters will be similar in length and difficulty. This is a
valid and reasonable assumption, which I will also use later in my thesis. A second
assumption is that the student will perform at a consistent level across different
assignments in the semester. This may not be a valid assumption. As the semester
progresses, the assignments may get harder and more complex, and the student
who ranked high, in the beginning, may struggle in these later assignments. The
student can also be short on time when doing the assignment because of a heavy
load from other classes. There could be a lot of reasons affecting the student’s
performance on an assignment, so it would be better to develop a prediction
scheme without using the student’s previous assignments as a direct reference.
Another limitation of the Retina paper is that they only predict the entire time for
the assignment, not the remaining time. The prediction is made without any
reference to how the student is currently doing and is solely based on historical
information. The environment they were investigating was not cell-based either.
In this thesis, I plan to improve or remove most of these limitations in my new
prediction schemes, and also make an evaluation of the Retina prediction scheme
since there’s been no other evaluation of it.
My Work
First, let’s look at the data sources that I used in developing this thesis. Sam and
James from Dr. Dewan’s research group created a logger that can record student
progress when editing a Jupyter notebook [1]. All of the log files I have are from
Professor John Majikes’ Comp 116 class. I take , a set of student logs in JSON𝑆
𝑎
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format collected from assignment a in semester y, and use it to predict , the𝑡
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assignment completion time of the current student, and , the cell completion𝑡
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time of the current student. The logs are a collection of JSON files that I read from
its folder. Then I process the JSON objects and turn them into usable features to
train the model. The JSON objects are composed of checkpoints. Each checkpoint
is a snapshot of what changed between the last checkpoint and the current time.
Every time the student makes an edit and saves it, the logger will create such a
checkpoint. These checkpoints contain important data that I will use to predict the
completion and remaining time of students.
Assignment-based Binary Classification
In this first approach, I addressed several limitations of the Retina paper. Most
prominently, my approach doesn’t need any previous assignments to predict the
time taken, while the approach described in the Retina paper requires two previous
sets of assignments. Because of the lack of previous assignments, my approach
also doesn’t assume that the student performs steadily throughout the semester. The
prediction is based on the behaviors in the current assignment. Moreover, since the
prediction will be made while the student is doing the assignment, the time
predicted will be the remaining time that changes as the student progresses instead
of a fixed total time.
This approach is a binary classification, predicting whether the student’s time spent
will be greater or smaller than the median of the class. I set a variable indicating
the student’s progress into the assignment. This variable determines what
percentage of the logs will we use to predict the final time spent. The default value
is around 6 minutes after beginning the assignment.
While implementing and evaluating this scheme, I realized that I could only use the
logs of students who completed the assignment. The time spent for a student who
completed the assignment very fast could be the same as a student who gave up on
the assignment at that same time. These two students could have different feature
values but have the same labels since their time spent is the same. Therefore, I
decided to only include the students who have completed the assignment correctly.
To do this, I wrote a parsing algorithm that parses the output text of each question’s
checker cell provided by the instructor, since the checker cell’s output contains
information about whether the student has completed the question correctly. A
student is only considered to have completed the assignment if all of the checkers
have passed.
This approach of predicting assignment completion time takes , the set of student𝑆
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logs collected from assignment a in semester y, as input, and outputs , the𝑡
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student’s completion time. In this scheme, is equal to either 0 or 1, since it can𝑡
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only predict whether or not the student takes more time than the median. For this
approach, I used the assignment logs collected from Comp 116’s assignment 1 in
Spring 2019.
To predict the final time spent of the student using a machine learning model, I
needed to identify the features that represent traits of students that spend more time
and traits of students that spend less time. The number of errors a student has could
be an indication since the more errors one has, one will need more time fixing
those errors. The longest time this student has spent on a single cell could also
show whether the student has encountered any difficulties. If so, the student may
encounter more in future questions. The progress of the student into the assignment
is also considered because if the student has small progress over the same period of
time, this means that the student works slowly and might need to spend more time
in total. Finally, the average time a student spends in all previous cells that has
been worked on could tell me whether or not the student will continue spending
more time in future parts of the assignment.
Here is a list of features that I came up with in the end:
With these features, I predicted the results of collected logs and tested predicted
time spent against the actual time spent. By using the entire class’ logs as training
data and testing with a smaller amount of logs’ results, I was able to get an average
f1-score of 79.60% over 10 training trials.
Here is a table of the weights of each feature determined by the model:
The most important features are longest cell time and average time spent for each
cell. It makes sense because these are direct indications of whether or not the
student will take a long time in the future. The next important ones are average
wall time each cell, total errors, and cell_progress. Total errors is more important
than current errors because total errors is a better feature that records how much
time the student has spent correcting the errors. Even if the student doesn’t have a
lot of errors right now, he would have spent a lot of time if he made a lot of errors
before and corrected them.
Here is the distribution of student assignment completion time, with the orange
bars signifying the falsely predicted cases.
I experimented with different time periods in the assignment and found that 6
minutes gave the best prediction results. If the time is too short, there isn’t enough
information to help the model predict student behavior. If the time is too long, the
student’s behavior might change within the assignment and the accuracy decreases.
This number might be different for different assignments. In the scope of this
particular assignment, 6 minutes yielded the best results.
To help this scheme more formally, here is the pseudocode for this entire process:
This first approach is successful in predicting a binary time spent result with
around 80% f1-score. However, it still has several limitations:
1. It predicts no information on time spent on cells
2. It only predicts binary results, not a more refined multi-class result
3. It’s not very transferrable to other programming platforms since an assignment
has many code cells
I will address these limitations in the next approach.
Cell-based Ternary Remaining Time
In this approach, I fixed the limitations of the previous one. This approach, first of
all, will predict a ternary result. One significant observation in the previous
approach is that a large number of cases are centered around the median.
Therefore, with this cluster of cases along the dividing line, it is harder for the
model to predict the results well. This time, I divided the labels into three groups:
the ones around the median time spent for the cell, and the ones that are either too
small or too big. The boundaries are variables that can be manually set. Some
example boundaries can be [median-standardDeviation,
median+standardDeviation], or [1/3 * median, 4/3 * median]. I used the latter one
as the boundaries since it has better results. This way, the big cluster of cases
around the median would fall into the middle category.
Another major change in this approach is that it would predict the current cell
being worked on instead of predicting the entire assignment. To do this, I broke
each cell into smaller buckets, meaning that I would only use the information on a
certain initial period of the cell as features, and use them to predict the final time
spent on this same cell. I set the initial period to be 1/4 of the total completion time
of this cell. Since information in the same cell is rather limited, I changed the
features to record student behaviors directly. Insertions and deletions made by the
student will now be the main components of the features. This is because when
someone makes a large number of edits, naturally they would take more time.
To record their insertions and deletions, I needed to find the differences in the cell
content during different snapshots of the cell. Using the log’s “to_display” field
(which records cell status whenever the student makes an edit and saves) with
python’s difflib, I was able to isolate the insertions and deletions made by the
student.
With the insertions and deletions stored separately, I decided to use the length of
these insertions and deletions as features. Intuitively, someone who makes more
insertions and deletions would take more time than someone who makes less
because typing takes time. “My insertion” would represent the insertion length of
the current student in the current cell. Original cell length would be the length of
the cell before any work has been done. This feature could potentially be useful
because it could signify how long the problem is, therefore indicating its
complexity. Insertion/median is the result of dividing my insertion by the insertion
made by the median performing student in the current cell. This compares the
current student to the median student and might help the model understand the
current student’s ability.
Here are the features I used this time:
Here’s some pseudocode for better understanding:
This approach has an average prediction f1-score of 72.31% while the middle
category of cases occupies 51.38% of all cases. This means that always guessing
the case belongs to label 1 will yield 51.38% accuracy. The prediction accuracy is
not ideal but is still consistently better than guessing. In future work, investigation
on the features would be done to improve the features to better capture student
behaviors, thus improving prediction accuracy.
Here are the weights of the features after training the model:
Insert/median has the most weight because it compares the current student with the
median performing student. This feature gives the model information on the
student’s status in the class. The next important one is my insertion because it
directly tells the model how much insertion the student is making. Generally, we
see that insertions weigh more than deletions because deleting stuff doesn’t take
much time. Deleting only takes one button but inserting takes much more work and
thought process.
And Here’s the distribution of the cell completion time:
Next, I will evaluate the Retina prediction scheme and compare its results with
mine.
Evaluation of the Retina Approach
In this section I will compare the Retina Approach with my first prediction scheme
instead of the second one because the first one predicts assignment completion time
just like Retina, while the second one predicts cell completion time. To be able to
compare the Retina approach with my classification-based schemes, I have to adapt
it first. Since it would output a numeric time spent value instead of a classification
result, I changed the output so that it would also be a binary result. I used
assignment 1 from Spring 2019 and assignment 2 from Fall 2020 to predict
assignment 2 from Spring 2019. Here I’m using later assignments to predict
assignments in the previous semester because these are the only log files we have,
but it doesn’t matter because either way, it should be the same under the
assumption that the same assignments are similar in length and difficulty across
semesters.
The results from this approach have an accuracy of 69.33%. It’s better than
guessing, but not as effective as the accuracy of my assignment-based binary
completion time approach. Therefore, this approach doesn’t apply very well to
these assignments in the Jupyter environment. One example of a false case is the
student whose log file is “Section1.O7-000.json”. He ranked 88th in assignment 1.
However, in assignment 2 he ranked 26th. This is a student who has improved
dramatically in his ranking and there are many others just like this one. This shows
that assuming students perform consistently is not reasonable.
Toolkit used
For the development of this thesis, I built a toolkit to help me create and
experiment with various prediction methods. Here is a picture of what my toolkit
looks like:
The left part of this tool can help me inspect the different test cases as a result of
the trained model. The first dropdown list gives a choice of the four categories of
prediction. After choosing one of the
categories, the dropdown below it will
generate a list of the test cases in that
category. Then the box below will be
populated with the features of that test
case, giving us more insight into this
test case. This tool can help me explain
the results predicted by the machine
learning model. The most useful
categories are false positives and false
negatives. By looking at cases in these
categories, I can understand why these
cases failed and make relevant changes
to the feature sets. I repeated this
process to get better features that
would yield better
prediction results.
The right part of the tool is a simple
query system. It takes in feature
conditions as input query and tells
me which cases satisfy the
conditions I entered. It then shows
the category of those satisfying cases
so that we can look for them on the left side.
One example where this tool helped me in isolating a problem was that it helped
me identify a feature that was not useful at all. That feature was “lines altered”. I
realized this fact by looking through the false positive and false negative categories
on the left side of the tool. The different cases had almost no common relationships
in “lines altered” feature value. After searching on the right side of the tool with
constraints on this feature, the results have cases of all four categories with no bias.
This showed that the value of “lines altered” has no use in predicting the time spent
on the assignment.
The left and right parts of this tool are like the reverse in each other. The left part
gives me details as I specify its category, while the right part gives me the category
as I specify its details. They are very helpful when used together and they helped
me iteratively create the two time prediction schemes described above.
Conclusion
In this paper, I presented two prediction schemes that can help students get a better
sense of where they are in the assignment or cell, and evaluated the results of using
Retina’s prediction approach. The prediction schemes I proposed are generally
effective in the Jupyter environment but should be improved in future work for
better accuracy.
Future Work
Several things could be done in the future to improve and expand my prediction
schemes:
1. Refine the features further to have better prediction results. This is important
because 72.31% is only a “rough idea” of how long the student will take in the
cell.
2. Develop another scheme that predicts assignment or cell completeness.
Currently, we only make predictions for students that have completed the
assignment. In the future, it would be helpful to first inform the student whether
he/she will finish the assignment, and then how long he/she will take if the
previous prediction is yes.
3. Unify the format of the logs collected so that these predictions can be made in
real-time as the student is doing the assignment. Currently, the logs that I use
are not the same as the logs collected directly from the students. The logs that I
use are processed logs of those raw logs for better readability. To be able to
predict time spent as the student progresses in the assignment, the raw log
format will need to be the same as the log format that I use to generate the
features.
4. Transfer this prediction scheme to other platforms. Right now my thesis is
based on the Jupyter environment. It would be helpful for students working on
other platforms, such as Eclipse, and VSCode, to get this prediction as well.
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