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PATHWISE MODERATE DEVIATIONS FOR OPTION PRICING
ANTOINE JACQUIER AND KONSTANTINOS SPILIOPOULOS
Abstract. We provide a unifying treatment of pathwise moderate deviations for models commonly used
in financial applications, and for related integrated functionals. Suitable scaling allows us to transfer these
results into small-time, large-time and tail asymptotics for diffusions, as well as for option prices and realised
variances. In passing, we highlight some intuitive relationships between moderate deviations rate functions
and their large deviations counterparts; these turn out to be useful for numerical purposes, as large deviations
rate functions are often difficult to compute.
1. Introduction
We develop a unifying framework for pathwise moderate deviations of (multiscale) Itoˆ diffusions, with ap-
plications to small-time, large-time and tail asymptotics for the diffusions and related integrated functionals.
The original motivation is a pathwise extension of the moderate deviations proved in [17] in the context of
small-time option pricing only. More specifically, we consider a generic two-dimensional stochastic volatility
model X = (X,Y ) of the form
(1)
dXt = −1
2
σ2(Yt)dt+ σ(Yt)dWt,
dYt = f(Yt)dt+ g(Yt)dZt,
d〈W,Z〉t = ρdt,
with starting point (X0, Y0) = (x0, y0). For 0 < ε, δ ≤ 1, the rescaled process Xε defined by
(2) Xεt := (Xεt , Y εt ) :=
(
δX ε
δ2
t, Y ε
δ2
t
)
,
is a solution of the multiscale system
(3)
dXεt = −
1
2
ε
δ
σ2(Y εt )dt+
√
εσ(Y εt )dWt,
dY εt =
ε
δ2
f(Y εt )dt+
√
ε
δ
g(Y εt )dZt,
starting from Xε0 = (δx0, y0), again with d〈W,Z〉t = ρdt. One reasonably expects that if δ = 1, then
small ε asymptotics for (3) correspond to small-time asymptotics for (1). Equivalently, if we allow both ε
and δ to tend to zero such that lim εδ = γ ∈ (0,∞), then small (ε, δ) asymptotics for (3) correspond to
scaled large-time asymptotics for (1). Hence, one can describe small- and large-time asymptotics for (1) via
small ε asymptotics for (3) by appropriately choosing δ. Such asymptotic results can then by translated
to corresponding estimates for option pricing, a quantity of interest in mathematical finance. In addition,
one more quantity of interest in financial applications is related to asymptotics of integrated functionals of
the form
∫ t
0
H(Xεs , Y
ε
s )ds for appropriate functions H. In particular, H(x, y) = y corresponds to the so-
called realised variance. The focus of this paper is to quantify such approximations via the lens of moderate
deviations (MD), and we shall analyse three situations.
First, considering Xt := limε↓0Xεt (in some appropriate sense) and a positive function h(·) such that
limε↓0 h(ε) =∞ with limε↓0
√
εh(ε) = 0, we are interested in the large deviations properties of
ηεt :=
Xεt − Xt√
εh(ε)
,
or equivalently moderate deviations properties for Xε, and, as a corollary, for Xε, and their consequences
on estimates for option prices on eX . Moderate deviations for Xε have been developed in the literature
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both in the δ = 1 case [1, 14], and in the ε, δ ↓ 0 case [1, 14, 20, 28]; we make here precise the connection
of those results to small- and large-time moderate deviations results respectively for (1), and provide exact
consequences for option pricing. The mathematical finance literature has seen an explosion of applications
of large deviations over the past decade [8, 9, 12, 13, 16, 24, 31], but moderate deviations have only recently
been introduced by [17]. However, [17] only considers small-time behaviours, which are not pathwise and
are based on assuming that X admits a continuous density expansion at all times with a specific behaviour
for small times. Our methodology here allows us to derive pathwise results without the need for such
assumptions.
Second, we obtain moderate deviations principle for some integrated functionals, more precisely large
deviations for quantities of the form
Rε :=
1√
εh(ε)
∫ ·
0
(
H(Xεs , Y
ε
s )−H(Xεs )
)
ds,
for some function H, where H centers H around its mean behaviour with respect to the invariant distribution
of the process Y . We also allow the coefficients of the SDE (1) to depend on both (x, y) and allow certain
growth with respect to y (namely we do not impose global boundedness assumptions). This constitutes the
main theoretical result of this paper, presented in Section 4 and proven in Sections 6-7. For example, when
H(x, y) = y, this corresponds to asymptotics of the realised variance and yields estimates for options thereon.
Related moderate deviations results have also been established in [22], but with H uniformly bounded, which
is insufficient for many applications. Our proof is based on the weak convergence approach of [10] through
stochastic control representations, which then allow us to consider growth in the coefficients of both the
underlying SDE models and on H.
Finally, we show how to apply the pathwise moderate deviations to models used in quantitative finance,
and derive asymptotics for option prices. In passing, we obtain interesting connections between the large
deviations and the moderate deviations rate functions. The latter in fact characterises the local curvature
of the large deviations rate function around its minimum. Even though this is to be intuitively expected, it
shows that one can use moderate deviations to get an approximation to large deviations asymptotics, and is
useful in practice as the moderate deviations rate function is usually available in closed form as a quadratic,
whereas the large deviations rate function is often not explicit. Lastly, we mention that even though the
results in this paper are mostly presented for X ∈ R2, the actual theorems hold in any finite dimension, as
in [1, 5, 14, 28]. We restrict ourselves here to this setting, solely because of the financial motivation.
The rest of the paper is organised as follows. In Section 2 we review the small-noise pathwise moderate
deviation results from the literature, and connect them to small-time moderate deviations asymptotics for
financial models. In Section 3 we review the small-noise moderate deviations for slow-fast systems (3),
with lim εδ = γ ∈ (0,∞), and connect them to the corresponding large deviations estimates. In Section 4 we
present our main new theoretical result, on moderate deviations for integrated functionals. Section 5 contains
the financial implications of our results on option price asymptotics, Sections 6-7 gather the proof of the
moderate deviations for integrated functionals, while Appendices A and B state some results of independent
interest, used throughout the paper.
2. Pathwise moderate deviations for small-noise diffusions
We first consider pathwise moderate deviations for small-noise Itoˆ diffusions, following [1, 14, 28]. By
suitable rescaling, this allows us to unify and generalise several recent results in the mathematical finance
literature on small-time moderate deviations, in particular those of [17]. However, before proceeding let us
recall the definition of a large deviations principle.
Definition 2.1. Let P be a Polish space and P be a probability measure on (P,B(P)), we say that a collection
(Zε)ε∈(0,1) of P-valued random variables has a large deviations principle with rate function S : P → [0,∞]
and speed 1/ε if
(1) For each M ≥ 0, the set Φ(M) = {ξ ∈ P : S(ξ) ≤M} is a compact subset of P.
(2) For every open G ⊂ P,
lim inf
ε↓0
ε lnP (Zε ∈ G) ≥ − inf
ξ∈G
S(ξ)
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(3) For every closed F ⊂ P,
lim sup
ε↓0
ε lnP (Zε ∈ F ) ≤ − inf
x∈F
S(ξ).
A fact that we will heavily use in this paper is that Definition 2.1 implies that for a regular set Γ ⊂ B(P),
i.e. Γ is such that the infimum of S over the closure cl(Γ) is the same as the infimum of S over the interior Γo,
we have that
lim
ε↓0
P (Zε ∈ Γ) = − inf
ξ∈cl(Γ)
S(ξ).
Consider now the Rd-valued SDE
(4) dXεt = bε(t,Xεt )dt+
√
εaε(t,Xεt )dWt, Xε0 = x0 ∈ Rd,
where for every ε ∈ (0, 1), bε : R+×Rd → Rd, aε : R+×Rd →Md×m (the space of real-valued d×m matrices)
and W is a standard multidimensional Brownian motion taking values in Rm defined on an appropriately
filtered probability space. We shall also fix some arbitrary time horizon T > 0. We will be working with
diffusions of the form (4) that have unique strong solutions, and that satisfy the following assumption:
Assumption 2.2.
(i) The coefficients bε, aε as well as Dbε converge as ε tends to zero to some functions b, a and Db
respectively, uniformly on bounded subsets of R+ × Rd.
(ii) The coefficients bε,b ∈ C0,1, aε, a are locally Lipschitz in x uniformly in ε ∈ (0, 1) and t ∈ [0, T ].
(iii) There exists C > 0 such that for all t ∈ [0, T ] and x ∈ Rd,
max
{
Tr
[
aεa
T
ε (t, x)
]
, 〈x, bε(t, x)〉
}
,max
{
Tr
[
aaT(t, x)
]
, 〈x,b(t, x)〉} ≤ C (1 + |x|2) ,
Under Assumption 2.2, the SDE (4) has a unique non-explosive solution and supt∈[0,T ] |Xεt −Xt| converges
to zero in probability as ε tends to zero, where X satisfies Xt = x0 +
∫ t
0
b(s,Xs)ds.
Let now h(·) be a continuous function on (0, 1], diverging to infinity at the origin, with limε↓0
√
εh(ε) = 0.
Define the moderate deviations process ηε pathwise as
(5) ηεt :=
Xεt − Xt√
εh(ε)
, for all t ≥ 0.
We are interested in the moderate deviations principle (MDP) for {Xε, ε > 0} in C ([0, T ];Rd), which
amounts to establishing the large deviations principle (LDP) for {ηε, ε > 0} in C ([0, T ];Rd). The following
theorem is in the spirit of [1, 5, 14, 28], and follows by arguments similar to those in [5, 28].
Theorem 2.3. Under Assumption 2.2, the family {ηε, ε > 0} satisfies the LDP (or {Xε, ε > 0} satisfies the
MDP) in C([0, T ];Rd) with speed h2(ε) and rate function
S(ξ) = inf
{
1
2
∫ T
0
|us|2ds : u ∈ L2
(
[0, T ];Rd
)
, ξ =
∫ ·
0
[
Db(s,Xs)ξs + a(s,Xs)us
]
ds
}
.
Notice that if aaT(t, x) is uniformly non degenerate on the path of {Xs, s ∈ [0, T ]}, then we can write
S(ξ) =
 12
∫ T
0
(
ξ˙s −Db(s,Xs)ξs
)T (
aaT(s,Xs)
)−1 (
ξ˙s −Db(s,Xs)ξs
)
ds, if ξ ∈ AC([0, T ],Rd), ξ0 = 0,
+∞, otherwise.
where AC([0, T ],Rd) denotes the class of absolutely continuous functions from [0, T ] to Rd.
2.1. Small-time moderate deviations. We now show how to use Theorem 2.3 in order to prove small-time
moderate deviations for a class of two-dimensional systems X satisfying the differential equations
(6)
dXt = −1
2
σ2(Xt, Yt)dt+ σ(Xt, Yt)dWt,
dYt = f(t,Xt, Yt)dt+ g(Xt, Yt)dZt,
d〈W,Z〉t = ρdt,
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with starting point X0 = (x0, y0). Since we are interested in small-time asymptotics, we rescale (6) according
to (2) with δ = 1, namely we consider Xεt := (Xεt , Y εt ) := (Xεt, Yεt). This yields the system
dXεt = −
ε
2
σ2(Xεt , Y
ε
t )dt+
√
εσ(Xεt , Y
ε
t )dWt,
dY εt = εf(εt,X
ε
t , Y
ε
t )dt+
√
εg(Xεt , Y
ε
t )dZt,
with starting point Xε0 = (x0, y0). The limiting process X := limε↓0Xε is constant, equal to (x0, y0) almost
surely. Define now the process ηε as in (5), where
√
εh(ε) tends to zero and h(ε) tends to infinity as ε tends
to zero. In the notations of (4), we have
(7) bε(t, x, y) = ε
(− 12σ2(x, y)
f(εt, x, y)
)
and aε(t, x, y) =
(
σ(x, y) 0
ρg(x, y) ρg(x, y)
)
,
where for convenience, we denote ρ :=
√
1− ρ2. Then, using Theorem 2.3, we have the following result:
Proposition 2.4. If bε and aε in (7) satisfy Assumption 2.2, σ(·), g(·) are non-zero on (x0, y0), then (Xε)ε>0
satisfies the pathwise MDP with speed h2(ε) and rate function
S(φ, ψ) =

1
2(1− ρ2)
∫ T
0
∣∣∣∣∣ φ˙sσ(x0, y0)
∣∣∣∣∣
2
− 2ρφ˙sψ˙s
σ(x0, y0)g(x0, y0)
+
∣∣∣∣∣ ψ˙sg(x0, y0)
∣∣∣∣∣
2
 ds, if φ, ψ ∈ AC([0, T ],R),
and (φ0, ψ0) = (0, 0),
+∞, otherwise.
Proof. The matrix aa>(x0, y0) is invertible, since by assumption σ(·), g(·) are non-zero on (x0, y0), so that
Theorem 2.3 applies. 
We are primarily interested in the MDP for the Xε component, which we obtain via contraction principle:
Corollary 2.5. Under the assumptions of Proposition 2.4, {Xε, ε > 0} satisfies the pathwise MDP with
speed h2(ε) and rate function
I(φ) =
 12σ(x0, y0)2
∫ T
0
|φ˙s|2ds, if φ ∈ AC([0, T ],R) and φ0 = 0,
+∞, otherwise.
Proof. By Proposition 2.4 and the contraction principle [7, Section 4.2.1], the MDP rate function for the
first component of (Xεt , Y
ε
t ) is
I(φ) = inf{S(φ, ψ) : ψ ∈ C([0, T ],R), ψ0 = 0},
which can be solved as a variational problem. For a fixed absolutely continuous trajectory φ, the Euler-
Lagrange equation for the stationary path ψ is
ψ¨t = ρ
g(x0, y0)
σ(x0, y0)
φ¨t,
or ψ˙t = ρ
g(x0,y0)
σ(x0,y0)
φ˙t + C for some constant C. Plugging it in the expression for S(·) in Proposition 2.4, and
minimising over C we obtain that the minimum is at C = 0, which concludes the proof. 
Remark 2.6. Setting T = 1, and understanding ε as time, Corollary 2.5 immediately provides us with
small-time asymptotics of probabilities. For x1 > 0, the minimisation problem trivially yields φt = x1t as
optimal path on [0, 1], so that
lim
ε↓0
1
h(ε)2
logP
(
Xε√
εh(ε)
≥ x1
)
= − x
2
1
2σ(x0, y0)2
.
2.2. Examples.
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2.2.1. Local-stochastic volatility model. Consider a local stochastic volatility model of the form (6), with
σ(t,Xt, Yt) = σL(t,Xt)ξ(Yt),
and assume that the local volatility component σL(εt, ·) converges uniformly to σL(·) as ε tends to zero.
This is consistent with diffusion-type models, but not for jump models [18]. Applying the time rescaling
transformation t 7→ εt yields
dXεt = −
ε
2
σ2L(εt,X
ε
t )ξ(Y
ε
t )
2dt+
√
εσL(εt,X
ε
t )ξ(Y
ε
t )dWt,
dY εt = εf(εt,X
ε
t , Y
ε
t )dt+
√
εg(Xεt , Y
ε
t )dZt,
with starting point (Xε0 , Y
ε
0 ) = (x0, y0). Clearly, Xε = (Xε, Y ε) converges to the constant process equal to
x0 = (x0, y0) almost surely as ε tends to zero. Choosing h(ε) ≡ ε−β , with β ∈ (0, 1/2), we then obtain that
under Assumption 2.2 and the assumptions of Proposition 2.4, in particular assuming that σL(x0)ξ(x0) 6= 0,
ηε := εβ−1/2(Xε − x0) satisfies a LDP as ε tends to zero by Theorem 2.3, and hence Xε satisfies a MDP
from Corollary 2.5 with rate function
I(φ) =
 12 1σL(x0)2ξ(y0)2
∫ T
0
φ˙2sds, if φ ∈ AC([0, T ],R) and φ0 = 0,
+∞, otherwise.
2.2.2. Stein-Stein. Consider the Stein-Stein [33] stochastic volatility model:
(8)
dXt = −1
2
Y 2t dt+ YtdWt, X0 = x0,
dYt = (a+ bYt)dt+ cdZt, Y0 = y0,
d 〈W,Z〉t = ρdt.
With the time-scaling t 7→ εt, the system (8) reads
dXεt = −
ε
2
(Y εt )
2dt+
√
εY εt dWt, X
ε
0 = x0,
dY εt = (a+ bY
ε
t )εdt+
√
εcdZt, Y
ε
0 = y0,
d 〈W,Z〉t = ρdt.
Clearly, Xε = (Xε, Y ε) converges to the constant process equal to x0 = (x0, y0) almost surely as ε tends to
zero. Choosing h(ε) ≡ ε−β , with β ∈ (0, 1/2), we then obtain that ηε := εβ−1/2(Xε − x0) satisfies a LDP
as ε tends to zero by Theorem 2.3, and hence Xε satisfies a MDP from Corollary 2.5 with rate function
I(φ) =
 12y20
∫ T
0
φ˙2sds, if φ ∈ AC([0, T ],R) and φ0 = 0,
+∞, otherwise.
2.2.3. Heston. Consider the Heston stochastic volatility model:
(9)
dXt = −1
2
Ytdt+
√
YtdWt, X0 = x0,
dYt = κ(θ − Yt)dt+ ξ
√
YtdZt, Y0 = y0,
d 〈W,Z〉t = ρdt,
Applying the time rescaling t 7→ εt, the system (9) turns into
dXεt = −
ε
2
Y εt dt+
√
ε
√
Y εt dWt, X
ε
0 = x0,
dY εt = κ(θ − Y εt )εdt+
√
εξ
√
Y εt dZt, Y
ε
0 = y0,
d 〈W,Z〉t = ρdt.
Clearly, Xε = (Xε, Y ε) converges to the constant process x0 = (x0, y0) almost surely as ε tends to zero.
Choosing again h(ε) ≡ ε−β , with β ∈ (0, 1/2), we then obtain that ηε := εβ−1/2(Xε − x0) satisfies a LDP
as ε tends to zero, and that Xε satisfies a MDP from Corollary 2.5 with rate function
I(φ) =
 12y0
∫ T
0
φ˙2sds, if φ ∈ AC([0, T ],R) and φ0 = 0,
+∞, otherwise.
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Together with Remark 2.6, this corresponds to the Moderate Deviations regime for the Heston model in [17,
Theorem 6.2], with βˆ = 1/2− β.
3. Large-time moderate deviations
The former section considered small-noise perturbations of stochastic Itoˆ diffusions, which lent himself
perfectly to small-time analysis of the solution of the system by scaling. We investigate here proper mul-
tiscaled diffusions, in the form of (3), and show how their behaviour yields large-time asymptotics of the
solution. Consider a general perturbed two-dimensional diffusion X = (X,Y ) of the form
(10)
dXt = −1
2
σ2(Yt)dt+ σ(Yt)dWt,
dYt = f(Yt)dt+ g(Yt)dZt,
d〈W,Z〉t = ρdt,
with starting point X0 = (x0, y0). For 0 < ε, δ < 1, the general rescaling (2) yields
(11)
dXεt = −
1
2
ε
δ
σ2(Y εt )dt+
√
εσ(Y εt )dWt,
dY εt =
ε
δ2
f(Y εt )dt+
√
ε
δ
g(Y εt )dZt,
d〈W,Z〉t = ρdt,
If δ = ε, then (Xεt , Y
ε
t ) = (εXt/ε, Yt/ε), but the more general space-time transformation (2) allows us to
consider also the case εδ → γ ∈ [0,∞). For 0 < ε, δ  1 this is in the setup of [20] and more relevant, if we
allow the possibility of εδ → γ ∈ (0,∞) and correlation ρ 6= 0, the setup of [28]. To this end let us make the
following standing assumption:
Assumption 3.1.
(i) The function σ(·) ∈ Cα(R) for some α > 0 and there exist constants 0 < K <∞, 0 ≤ qσ < 1 such that
|σ(y)| ≤ K(1 + |y|qσ ).
(ii) The function f(·) is locally bounded and we can write f(y) = −κy + τ(y) where τ(·) is a globally
Lipschitz function with Lipschitz constant Lτ < κ. In addition, lim|y|↑∞
f(y)y
|y|2 = −κ.
(iii) The function g is either uniformly continuous and bounded from above and away from zero or alterna-
tively it takes the form g(y) = ξyqg for qg ∈ [1/2, 1) with ξ a non-zero constant. In the latter case, we
also assume that f(y) = κ(θ − y).
(iv) The constants qσ and qg satisfy qσ + qg ≤ 1.
Assumption 3.2. The SDE (10) has a unique strong solution.
Let LY denote the infinitesimal generator of the Y process before time/space rescalings, i.e.
LY h = fh′ + 1
2
g2h′′,(12)
and let µ(·) be the invariant measure corresponding to LY , which under Assumption 3.1 exists and is unique.
With
lim
ε↓0
ε
δ
=: γ ∈ (0,∞),
let us set
λ(y) := −1
2
γσ2(y) and λ :=
∫
R
λ(y)µ(dy).
Then, it is a classical result [29] that Xε converges to X in probability as ε tends to zero, where
Xt := x0 + λt.
Lastly, we introduce the function Φ, solving the Poisson equation
(13) LY Φ(y) = − 1
γ
(λ(y)− λ) = 1
2
(
σ2(y)− σ2) , with ∫
Y
Φ(y)µ(dy) = 0,
where σ2 :=
∫
R σ
2(y)µ(dy). In the case of bounded and non-degenerate g, Assumption 3.1 implies that
Theorems 1 and 2 in [29] hold, providing existence and appropriate smoothness of Φ and also polynomial
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growth (in |y|). In the case where g is only Ho¨lder continuous with exponent qg ∈ [1/2, 1) and can become
zero only at zero, the same conclusions hold by Lemma A.2. In order to state Theorem 3.3, we need to know
the relative rates at which δ, ε, and 1/h(ε) vanish. In particular,
(14) ζ := lim
ε↓0
ε/δ − γ√
εh(ε)
specifies the relative rate at which ε/δ converges and h(ε) goes to infinity. In order for a MDP to hold, we
require that ζ be finite. In the special case εδ = γ, then ζ = 0. The following holds:
Theorem 3.3 (Theorem 2.1 of [28]). Under Assumptions 3.1 and 3.2, the sequence {Xε, ε > 0} from (11)
satisfies the MDP with speed h2(ε) and rate function
I(φ) = inf
{
1
2
∫ T
0
|us|2ds : u ∈ L2([0, T ];R), φ =
∫ ·
0
(
α+ q1/2us
)
ds
}
,
where
α = −ζ
2
∫
R
σ2(y)µ(dy) and q =
∫
R
[
σ2(y) + |Φ′(y)g(y)|2 + 2ρσ(y)g(y)Φ′(y)
]
µ(dy),
where the finite constant ζ is defined in (14), and Φ is the solution to the Poisson equation (13).
A few comments on how Theorem 3.3 compares to Theorem 2.1 of [28] are in line.
Remark 3.4. Theorem 3.3 corresponds to the setting of Regime 2 in [28] and in the special case where the
drift of the fast motion, Y ε grows at most linearly in y, i.e. r = 1 in the notation of [28]. In addition, we
would like to note that Theorem 2.1 of [28] is proven under slightly stronger conditions on the growth of the
coefficients than the ones made in the current Assumption 3.1. There are two reasons for this. First, in [28]
the general multidimensional case was considered. In contrast, in this paper we consider the one-dimensional
case, which then means that we can get more precise information on the growth of the solution to Poisson
equations like (13), see Lemma A.2. In turn, these more precise growth rates lead to more relaxed conditions.
Second, in the setting of (10) and in contrast to the general setting of [28], the coefficients are only functions
of y and not of x. This then implies that the solution to the PDE (13) is also only a function of y. Hence,
a number of terms that need to be taken into account in [28], see Appendix C there, are basically zero here
(since Φ does not depend on x). These two circumstances then imply that we can relax the growth conditions
on the coefficients of the model. Then, the exact same methodology as in [28] yields the proof of Theorem
3.3. The full argument is not repeated here due to its similarity to the argument in [28].
Example 3.5 (Heston model). For the Heston model (9), the rescalings (2) yield the system
(15)
dXεt = −
ε
2δ
Y εt dt+
√
ε
√
Y εt dWt, X
ε
0 = δx0,
dY εt = κ(θ − Y εt )
ε
δ2
dt+
√
ε
δ
ξ
√
Y εt dZt, Y
ε
0 = y0,
d 〈W,Z〉t = ρdt.
In this case, the invariant measure µ has the Gamma density [19, Section 33.4]
(16) m(y) =
(2κ/ξ2)2κθ/ξ
2
Γ(2κθ/ξ2)
y2κθ/ξ
2−1e−2κy/ξ
2
, for y > 0.
Furthermore, it is easy to check that Assumption 3.1 is satisfied, and so is Assumption 3.2 by [25, Chapter 5,
Theorem 2.9], so that Theorem 3.3 holds with
α = −ζθ
2
and q =
∫
R
y
(
1 + |ξΦ′(y)|2 + 2ρξΦ′(y)
)
µ(dy).
The Poisson equation (13) can be solved explicitly as Φ′(y) = − 12κ , which yields
(17) q = θ
(
1 +
ξ2
4κ2
− ρξ
κ
)
> 0.
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Remark 3.6 (Connections to large deviations). For the Heston model in Example 3.5, consider the regime
ε = δ, so that γ = 1 and ζ = α = 0. Taking h(ε) = ε−β with β ∈ (0, 1/2) implies an LDP for the sequence of
processes (ηε = εβ−1/2Xε· )ε>0, or, in terms of the original process, an LDP for ε
β+1/2X·/ε. Setting t = 1 and
mapping ε 7→ t−1 yields an LDP for Xt/tβ+1/2 as t tends to infinity. The MDP from Theorem 3.3 therefore
implies that, for any x > 0:
lim
t↑∞
t−2β logP
(
Xt
tβ+1/2
≥ x
)
= − inf {I(φ) : φ0 = 0, φ1 ≥ x} .
The Euler-Lagrange equation for this minimisation problem is simply −qφ¨t = 0, which yields, with the
boundary conditions, the optimal path φt = xt. Therefore, we obtain
lim
t↑∞
t−2β logP
(
Xt
tβ+1/2
≥ x
)
= −x
2
2q
,
with q given in (17). Now, the large-time large deviations regime was proved in [13, 24], with
lim
t↑∞
t−1 logP
(
t−1Xt ≥ x
)
= −Λ∗(x),
and rate function Λ∗ available in closed form as
Λ∗(x) := u∗(x)x− Λ(u∗(x)), for all x ∈ R,
with
Λ(u) :=
κθ
ξ2
(
κ− ρξu− d(u)
)
and d(u) :=
√
(κ− ρξu)2 + ξ2u (1− u2), for all u ∈ (u−, u+) ,
u∗(x) :=
ξ − 2κρ+ (κθρ+ xξ)ζ̂ (x2ξ2 + 2xκθρξ + κ2θ2)−1/2
2ξ(1− ρ2) , u± :=
ξ − 2κρ± ζ̂
2ξ(1− ρ2) ,
and ζ̂ :=
√
4κ2 + ξ2 − 4κρξ. Here again, the moderate rate function turns out to be the second-order Taylor
expansion of the large deviations rate function at its minimum. More precisely, it is easy to show that Λ∗
attains its minimum at −θ/2, which corresponds to the limiting behaviour (at t = 1) of Xε1 as ε tends to
zero. Indeed, due to ergodicity, we have that dXt = − 12θdt. We can also show that ∂2xxΛ∗(−θ/2) = q−1,
where the constant q is given by the moderate deviations regime (17). Hence, the moderate deviations rate
function characterizes the local curvature of the large deviations rate function around its minimum.
Figure 1. Comparison of the MDP rate function (black, solid) and the LDP rate function
(blue, dash) in the Heston model. The MDP rate function has been shifted so that the
minima match. The parameters are κ, θ, σ, ρ = 2.7609, 0.7,−0.6, 0.8.
4. Limiting behaviour for integrated functionals
We now consider an extension of the previous results to functionals of diffusion processes, and prove
moderate deviations thereof. This problem has already been approached in [22], but, using weak convergence
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techniques, we are able to relax some of the their assumptions, making the results amenable to applications
in mathematical finance, see also Remark 4.6. We consider the model
(18)
dXεt = −
1
2
ε
δ
σ2(Xεt , Y
ε
t )dt+
√
εσ(Xεt , Y
ε
t )dWt,
dY εt =
ε
δ2
f(Xεt , Y
ε
t )dt+
√
ε
δ
g(Xεt , Y
ε
t )dZt,
d〈W,Z〉t = ρdt,
which corresponds to the original system (1) using the general rescaling (2) (as in the large-time framework
above), whenever the coefficients do not depend on Xε. For given sets A,B, for i, j ∈ N and α > 0 we
denote by Ci,j+αb (A×B), the space of functions with i bounded derivatives in x and j derivatives in y, with
all partial derivatives being α-Ho¨lder continuous with respect to y, uniformly in x. For any x ∈ R, let LYx
denote the infinitesimal generator of the Y process when  = δ = 1 (i.e. before the space/time rescalings):
LYx h(y) = f(x, y)h′(y) +
1
2
g2(x, y)h′′(y),(19)
and let µx(dy) be the invariant measure corresponding to the infinitesimal generator LYx , which is guaranteed
to exist by Assumption 4.1 below. With
(20) lim
ε↓0
ε
δ
= γ ∈ (0,∞),
let us set
λ(x, y) := −1
2
γσ2(x, y) and λ(x) :=
∫
R
λ(x, y)µx(dy).
It is a classical result [29] that Xε converges in probability to X as ε tends to zero, where
(21) Xt := x0 +
∫ t
0
λ(Xs)ds.
For an appropriate function H(x, y), let H(x) :=
∫
RH(x, y)µ(dy); we are interested in the LDP for
(22) Rε :=
1√
εh(ε)
∫ ·
0
(
H(Xεs , Y
ε
s )−H(Xεs )
)
ds.
The following assumption is a counterpart to Assumption 3.1 in the more general configuration with full
dependence on x and y in the coefficients.
Assumption 4.1.
(i) There is α > 0 such that either f, g ∈ C1,α(R) and H ∈ C2,1+α(R), or f, g ∈ C1,2+α(R) and H ∈ C2,α(R).
(ii) There exist constants 0 < K <∞ and 0 ≤ qσ < 1 such that
|σ(x, y)| ≤ K(1 + |y|qσ ).
In addition, σ is Lipshitz continuous in x locally uniformly with respect to y.
(iii) We can write f(x, y) = −κy+τ(x, y) with κ > 0, τ(x, y) is a globally Lipschitz function in y, uniformly
with respect to x, with Lipschitz constant Lτ < κ, and supx∈R f(x, y)y ≤ −κ|y|2 for |y| large enough.
(iv) The function g is either uniformly continuous and bounded from above and away from zero or alterna-
tively it takes the form g(y) = ξyqg for qg ∈ [1/2, 1) and ξ a non-zero constant. In the latter case we
also assume that f(x, y) = κ(θ − y).
(v) There exist constants 0 < K <∞ and qH ≥ 0 such that
|H(x, y)|+ |∂xH(x, y)|+ |∂2xH(x, y)| ≤ K(1 + |y|qH ).
Assumption 4.2. The SDE (18) has a unique strong solution.
Let us further consider u(x, ·) to be the solution to the Poisson equation
(23) LYx u(x, y) = H(x, y)−H(x),
∫
Y
u(x, y)µx(dy) = 0.
By Theorem A.1 and Lemma A.2, u is a well-defined classical solution that can grow at most polynomially
in |y|. Next, due to compactness issues, that we will see in the proof of tightness in Section 7.1, we need
10 ANTOINE JACQUIER AND KONSTANTINOS SPILIOPOULOS
to restrict the values of the constants qσ, qg, qH that dictate the growth in |y| of the coefficients σ, g and H
respectively. We collect these constraints in the following assumption:
Assumption 4.3.
(i) If the operator LYx given by (19) depends generally on (x, y), we assume that
max{qσ + qH , qg + qH} < 1.
(ii) If the operator in (19) takes the special form
LY h(y) = κ(θ − y)h′(y) + 1
2
ξ2y2qgh′′(y),(24)
with qg ∈ [1/2, 1), and H(x, y) = H(y) is only a function of y, then we assume that
qσ < 1 and qg + qH < 2,
where the constants qg, qH and the function h(·) are such that lim
ε↓0
√
εh(ε)
qg+qH−1
1−qg = 0.
Notice that for Assumption 4.3(ii), if qH = 1, then assuming h(ε) = ε
−β with β ∈ (0, 1/2) yields√
εh(ε)qg/(1−qg) = ε1/2−βqg/(1−qg), so that Assumption 4.3 is satisfied if and only if qg < 1/(2β+1) ∈ (1/2, 1).
In order to state the main result, we shall need one additional assumption, merely for technical reasons. Given
the solution u(·, ·) to the Poisson equation (23) and the constant γ defined in (20), introduce the following:
Q(x) :=
∫
R
Q(x, y)µ(dy) and Q(x, y) :=
1
γ2
|uy(x, y)g(y)|2.(25)
Assumption 4.4. The Lebesgue measure of the set
{
s ∈ [0, T ] : Q(Xs) = 0
}
is equal to zero.
At this point, we mention that the reason we single out the operator (24) is because in this case we can
have more detailed information on the behaviour of the solutions to the corresponding Poisson equation (23).
This is discussed in detail in Lemma A.2. To be specific, in the special case of (24) with H(x, y) ≡ H(y),
the solution to the PDE (23) grows like |y|qH whereas the derivative grows like |y|qH−1 for qH ≥ 1. On the
other hand, in the general case, one can only guarantee that both solution and derivatives to the solution of
PDE (23) grow like |y|qH . Then, we have the following result, proved in Sections 6-7:
Theorem 4.5. Let Assumptions 4.1, 4.2, 4.3 and 4.4 be satisfied. Then, the sequence {Rε, ε > 0} from (22)
satisfies the LDP (equivalently MDP for
∫ ·
0
(
H(Xεs , Y
ε
s )−H(Xεs )
)
ds), with speed h2(ε) and rate function
I(φ) = inf
{
1
2
∫ T
0
|vs|2ds : v ∈ L2([0, T ];R), φ· =
∫ ·
0
Q
1/2
(Xs)vsds
}
.
Remark 4.6. We point out that a result similar to Theorem 4.5 has also been established in [22] using
different methods. However, the results of [22] are not sufficient for our purposes, as they assumed that both
functions g and H are bounded (H is even assumed to be bounded by K(1 + |y|−(2+η)) for some η > 0). In
our work we allow the coefficients to grow according to Assumptions 4.1 and 4.3. In turn this allows us to
consider a considerably wider class of models. We see some examples below.
5. Financial applications: asymptotic behaviour of option prices
We can use Corollary 2.5 for the short-time asymptotics and Theorem 3.3 for the long-time asymptotics
to get statements for Call option prices analogous to Theorem 6.2 and 6.3 of [17]. Theorem 4.5 is used to
obtain estimates on asymptotics for realised variance.
5.1. Tail estimates. We show here how the general result in Theorem 2.3, as well as its lighter versions in
Proposition 2.4 and Corollary 2.5 yield, for some suitable scaling, tail estimates for probabilities. We shall
consider the following forms for the coefficients of the SDE (6):
Assumption 5.1. There exist (a, b, cg, cσ) ∈ R4, together with νσ ∈ (0, 1] and νg ∈ [0, 1− νσ] such that
f(t, x, y) = a+ by, g(x, y) = cgy
νg , σ(x, y) = cσy
νσ , for all t, x, y.
PATHWISE MODERATE DEVIATIONS FOR OPTION PRICING 11
These assumptions may look restrictive, but are in fact sufficient for many financial applications, as
detailed further below. Note that we excluded the trivial case νσ = 0 as the SDE for X is then independent
of Y , and can be dealt with directly by hand.
Proposition 5.2. Consider the model (6) under Assumptions 2.2 and 5.1. Then, with ζ :=
1−νg+νσ
2(1−νg) , the
sequence (εζX) satisfies a moderate deviations principle on C([0, T ],R) with speed h(ε)2 and rate function
I(φ) =
 12σ(y0)2
∫ T
0
|φ˙s|2ds, if φ ∈ AC([0, T ],R) and φ0 = 0,
+∞, otherwise.
Proof. Let α > 0 to be chosen. Under Assumption 5.1, the model (6) reads
dXt = −c
2
σ
2
Y 2νσt dt+ cσY
νσ
t dWt,
dYt = (a+ bYt)dt+ cgY
νg
t dZt,
d〈W,Z〉t = ρdt,
with starting point X0 = (x0, y0). The rescaling Xδt = (Xδt , Y δt ) := (δXt, δαYt) for all t ≥ 0 yields the system
dXδt = −
δ1−2ανσc2σ
2
(Y δt )
2νσdt+ cσδ
1−ανσ (Y δt )
νσdWt,
dY δt =
(
aδα + bY δt
)
dt+ cgδ
α(1−νg)(Y δt )
νgdZt,
d〈W,Z〉t = ρdt,
with starting point Xδ0 = (Xδ0 , Y δ0 ) = (δx0, δαy0). Equating the δ powers in the diffusion coefficients yields
1− ανσ = α(1− νg), or α = (1− νg + νσ)−1 > 0, so that
dXδt = −
δ1−2ανσc2σ
2
(Y δt )
2νσdt+ cσδ
γ(Y δt )
νσdWt,
dY δt =
(
aδα + bY δt
)
dt+ cgδ
γ(Y δt )
νgdZt,
d〈W,Z〉t = ρdt,
with γ := 1− ανσ. Setting
√
ε := δγ finally gives the system
dXεt = −
ε(1−2ανσ)/(2γ)c2σ
2
(Y εt )
2νσdt+ cσ
√
ε(Y εt )
νσdWt,
dY εt =
(
aε
1
2(1−νg) + bY εt
)
dt+ cg
√
ε(Y εt )
νgdZt,
d〈W,Z〉t = ρdt,
with starting point Xε0 = (ε1/(2γ)x0, εα/(2γ)y0). Theorem 2.3 then applies whenever γ > 0 and 1− 2νσα ≥ 0,
which is equivalent to νg ≤ 1− νσ, and the proposition follows by setting ζ := 1/(2γ). 
Example 5.3.
• In the Heston case (9), Assumption 5.1 holds with a = κθ, b = −κ, cσ = 1, cg = ξ, and νσ = 1/2 = νg,
so that Proposition 5.2 applies with ζ = 1;
• In the Stein-Stein case (8), Assumption 5.1 holds with a = a, b = b, cσ = 1, cg = c, νσ = 1, νg = 0,
so that Proposition 5.2 applies with ζ = 1.
In both cases, for any x > x0, we can write
lim
ε↓0
1
h2(ε)
logP
(
Xεt√
εh(ε)
≥ x
)
= lim
ε↓0
1
h2(ε)
logP
(
Xt ≥ xh(ε)√
ε
)
= − x
2
2σ(y0)2t
.
Again, the moderate deviations regime provides a closed-form representation for the rate function, in contrast
with the otherwise more abstract rate function arising from large deviations, as developed in [8, 9, 23].
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5.2. Small-time behaviour. The following theorem is a reformulation of [17, Theorem 6.3] and [12, Corol-
lary 2.1 and Theorem 2.2], based on the asymptotic behaviour (assuming x0 = 0 for simplicity)
(26) P(Xt ≥ kt) ∼ exp
{
− k
2
t
2σ2(0, y0)t
}
,
as t tends to zero, from Proposition 2.4 and Corollary 2.5, with kt := k
√
th(t) > 0. This behaviour
in fact follows directly from our main result above; in the model (6), the pathwise moderate deviations
principle for the first component (Corollary 2.5) generalises (being pathwise and with weaker assumptions) the
results from [17], and directly yields (26). More precisely, from the proposed scaling (Xεt , Y
ε
t ) := (Xεt, Yεt),
Corollary 2.5 and Remark 2.6 imply, as t tends to zero, for k > x0 = 0,
lim
ε↓0
1
h(ε)2
logP
(
Xε√
εh(ε)
≥ k
)
= − k
2
2σ2(0, y0)
,
which in turn implies (26), identifying t to ε and setting kt := kh(t)
√
t. In order to state the main result
here, we need the following assumption:
Assumption 5.4. For any p ≥ 1 there exists t∗p > 0 such that E
(
epXt
)
is finite for all t ∈ [0, t∗p].
Remark 5.5. The moment assumption in the theorem is classical in the mathematical finance literature
related to large and moderate deviations for option pricing. It can be found in [17, Theorem 6.3] and in the
more general framework [15, Assumption (A2)]. Essentially, this assumption ensures that some integrability
of the stock price eXt is guaranteed (otherwise Call prices may not be defined), which is not automatically
granted by large and moderate deviations results. We refer the reader to [15, Lemma 4.7] for some easy-to-
check condition.
Theorem 5.6. Under Assumption 5.4 and the assumptions of Proposition 2.4, the Call price satisfies
lim
t↓0
1
h2(t)
logE
(
eXt − ekt)
+
= − k
2
2σ2(0, y0)
, for all k > 0.
Proof. We follow here the proof of [17, Theorem 6.3] with minor modifications. In the small-maturity case,
the limiting process limε↓0Xε is equal to x0 = 0, so that Corollary 2.5 and Remark 2.6 imply that, as ε
tends to zero, and identifying t to ε,
lim
t↓0
1
h2(t)
logP
(
Xt√
th(t)
≥ k
)
= − k
2
2σ(0, y0)2
.
For any δ > 0, there exists then t∗ > 0 such that for all t ∈ (0, t∗], letting kt := k
√
th(t),
exp
{
− k
2
t
2σ(0, y0)2t
(1− cδ)
}
≤ P (Xt ≥ kt) ≤ exp
{
− k
2
t
2σ(0, y0)2t
(1 + cδ)
}
,
where the constant c = 2σ(0, y0)
2 is of no importance. Letting k˜t := kt(1 + cδ), the Call price reads
E
(
eXt − ekt)
+
≥ E
[(
eXt − ekt)
+
1Xt≥kt
]
≥ E
[(
eXt − ekt)
+
1Xt≥k˜t
]
≥
(
ek˜t − ekt
)
+
P
(
Xt ≥ k˜t
)
.
Regarding the first term, we can write(
ek˜t − ekt
)
+
= cδkt +O
(
k2t
)
.
The second term is dealt with from the moderate deviations principle with kt replaced by k˜t:
lim
t↓0
1
h2(t)
logP
(
Xt ≥ k˜t
)
≥ −k
2(1 + cδ)2
2σ(0, y0)2
,
and therefore
lim inf
t↓0
1
h2(t)
logE
(
eXt − ekt)
+
≥ −k
2(1 + cδ)2
2σ(0, y0)2
.
Letting δ tends to zero yields the desired lower bound. Regarding the upper bound, fix p ≥ 1 and note that,
by Assumption 5.4, E(epXt) is finite for all t ∈ [0, t∗p]. Doob’s inequality [25, Theorem 3.8], implies
P
(
Xt∗p ≥ k
)
≤ e−pkE
[
exp
(
Xpt∗p
)]
,
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where Xt := sup0≤u≤tXu, so that Xt∗p also has finite p-th moment, and
E
[
exp
(
Xpt∗p
)]
= p
∫ ∞
0
e(p−1)kP
(
Xt∗p ≥ k
)
dk is finite.
By dominated convergence and since the process X has continuous paths, then E(epXt) converges to epX0
as t tends to zero. Finally, for any p, q ∈ [1,∞) such that p−1 + q−1 = 1, Ho¨lder’s inequality yields
E
(
eXt − ekt)
+
= E
[(
eXt − ekt)
+
1{Xt≥kt}
]
≤ E
[{(
eXt − ekt)
+
}p] 1p
P(Xt ≥ kt) 1q ≤ E
(
epXt
) 1
p P(Xt ≥ kt) 1q .
Since the first term converges to E
(
eX0
)
, we then obtain
lim sup
t↓0
1
h2(t)
logE
(
eXt − ekt)
+
≤ 1
q
lim sup
t↓0
1
h2(t)
logP(Xt ≥ kt) = − k
2
2σ2(0, y0)
.
Letting p tend to infinity, and consequently q to one, yields the lower bound in the theorem. 
5.3. Large-time behaviour. Following the methodology developed in [13, 24], we can translate the mod-
erate deviations results into large-time asymptotic behaviours of option prices. In order to state the results,
let J denote the (convex) contraction of the rate function I given in Theorem 3.3 onto the last point, i.e.
J(x) := inf{I(φ) : φ(0) = 0, φ(1) = x}. Introduce further the Share measure Q(A) := EP (eXt1{A}) for any
A ∈ Ft. Before proving the main result of this section, let us state and prove a useful lemma.
Lemma 5.7. Under Q, the process X defined in (10) satisfies
(27)
dXt =
1
2
σ2(Yt)dt+ σ(Yt)dW
Q
t , X0 = x0,
dYt = f
Q(Yt)dt+ g(Yt)dZ
Q
t , Y0 = y0,
d〈WQ, ZQ〉t = ρdt,
where fQ(·) := f(·) + ρg(·)σ(·). Let Assumptions 3.1 and 3.2 be satisfied for (27). With the rescaling (2),
the sequence (Xε)ε>0 satisfies a MDP under Q with speed h2(ε) and action functional IQ defined as in
Theorem 3.3 with λ
Q
= −λ, λQ(·) = −λ(·) and where the invariant measure µQ is that of Y in (27).
Proof. From (10), we can write
Q(A) = EP
[
exp
{
−1
2
∫ t
0
σ(Yu)
2du+ ρ
∫ t
0
σ(Yu)dZu + ρ
∫ t
0
σ(Yu)dZ
>
u
}
1{A}
]
,
where we decomposed the Brownian motion W into W = ρZ + ρ¯Z>. Girsanov’s Theorem implies that the
two processes ZQ and Z
Q
defined as
ZQt := Zt − ρ
∫ t
0
σ(Yu)du and Z
Q
t := Z
>
t − ρ
∫ t
0
σ(Yu)du
are two independent standard Brownian motions under Q, and we can rewrite (10) as (27) with fQ(·) :=
f(·) + ρg(·)σ(·) and WQ := ρZQ + ρZQ. The lemma then follows directly from Theorem 3.3 under the
assumptions on the coefficients. 
Note the flipped sign in the drift of X in (27). We can thus define JQ as the contraction (onto the last
point) of the rate function IQ for Xε under Q. The minimising functional φ in Theorem 3.3 is linear, of the
form φt = αt, hence
(28) J(x) =
x2T
2q
and JQ(x) =
x2T
2qQ
, for any x ∈ R.
Proposition 5.8. Let β ∈ (0, 1/2). As t tends to infinity, we observe the following asymptotic behaviours:
1
t1/2+β
logEP
(
ext
β+1/2 − eXt
)
+
≈
{
x− tβ−1/2J(x),
x,
if x < 0,
if x ≥ 0,
lim
t↑∞
1
t2β
logEP
(
eXt − extβ+1/2
)
+
=
{ −JQ(x),
0,
if x > 0,
if x ≤ 0.
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Proof. We follow the methodology developed in [24, Theorem 13] with a few changes. For all t ≥ 1 and
ε > 0, the inequalities
ext
β+1/2 (
1− e−ε) 1{Xt/tβ+1/2<x−ε} ≤ (extβ+1/2 − eXt)
+
≤ extβ+1/21{Xt/tβ+1/2<x}
hold. Taking expectations, logarithms and dividing by t2β , we obtain
x
tβ−1/2
+
log (1− e−ε)
t2β
+
logP
(
Xt
tβ+1/2
< x− ε)
t2β
≤ 1
t2β
logE
(
ext
β+1/2 − eXt
)
+
≤ x
tβ−1/2
+
logP
(
Xt
tβ+1/2
< x
)
t2β
.
From the moderate deviations principle in Theorem 3.3 and using (28), we can write
lim
t↑∞
t−2β logP
(
Xt
tβ+1/2
< x
)
= − inf
z<x
J(z) =
{ −J(x), if x < 0,
0, if x ≥ 0,
so that, as t tends to infinity, the asymptotic behaviour for Put option prices in the proposition holds.
For Call option prices on exp(X), we can use the inequalities, for t ≥ 1 and ε > 0,
eXt
(
1− e−ε) 1{Xt/tβ+1/2>x+ε} ≤ (eXt − extβ+1/2)
+
≤ eXt1{Xt/tβ+1/2>x}.
Taking expectations under P, this becomes(
1− e−ε)EP (eXt1{Xt/tβ+1/2>x+ε}) ≤ EP (eXt − extβ+1/2)
+
≤ EP (eXt1{Xt/tβ+1/2>x}) ,
and, using the Share measure Q, this translates into(
1− e−ε)Q( Xt
tβ+1/2
> x+ ε
)
≤ EP
(
eXt − extβ+1/2
)
+
≤ Q
(
Xt
tβ+1/2
> x
)
.
Using Lemma 5.7 and (28), the proposition then follows from the computation
lim
t↑∞
t−2βQ
(
Xt
tβ+1/2
> x
)
= − inf
z>x
JQ(z) =
{ −JQ(x), if x > 0,
0, if x ≤ 0.

5.4. Asymptotics of the realised variance. We now show how Theorem 4.5 applies to the realised
variance in the Heston model (9). The rescaling (2) yields the same perturbed system (15) as in the large-
time case. Likewise, the invariant measure µ(·) has Gamma density given in (16). With H(x, y) ≡ y, we
have qσ = qg = 1/2 and qH = 1, so that Assumption 4.3 holds and Theorem 4.5 gives the pathwise large
deviations for the process
(29) Rε =
1√
εh(ε)
(∫ ·
0
Y εs ds− θ
)
.
In this case, the Poisson equation (23) satisfies uy(y) = − 1κ , and hence Q(x) ≡ ξ
2θ
κ2 , yielding the rate function
(30) I(φ) =
 12 γ
2κ2
ξ2θ
∫ T
0
∣∣∣φ˙s∣∣∣2 ds, if φ ∈ AC([0, T ],R) and φ0 = 0,
+∞, otherwise.
Take for simplicity γ = 1, i.e. ε = δ, then we can write, for any t ≥ 0,
Rεt =
1√
εh(ε)
(∫ t
0
Y εs ds− θ
)
=
1√
εh(ε)
∫ t
0
Y εs ds− θε =
√
ε
h(ε)
∫ t/ε
0
Yuds− θε =
√
ε
h(ε)
Vt/ε − θε
where we denote θε :=
θ√
εh(ε)
, and Vt :=
∫ t
0
Yudu represents the realised variance over the period [0, t].
The large deviations for the sequence Rε therefore implies that, taking t = 1, and applying the contraction
principle, for any fixed x > 0,
lim
ε↓0
1
h2(ε)
logP
( √
ε
h(ε)
V1/ε − θε ≥ x
)
= − inf
{
I(φ) : φ1 ≥ x
}
,
or, taking for example h(ε) = ε−β for β ∈ (0, 1/2), and renaming ε 7→ t−1,
lim
t↑∞
t−2β logP
(
Vt ≥ xtβ+1/2 + θt
)
= − inf
{
I(φ) : φ1 ≥ x
}
.
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Here again, this minimum can be computed in closed form from (30). The corresponding Euler-Lagrange
equation yields the linear optimal path φt = xt, for any x > 0, so that
JV(x) := inf
{
I(φ) : φ1 ≥ x
}
=
κ2x2
2ξ2θ
=
x2
2Q
.
Note that, since the drift and diffusion of X in (9) do not depend on X itself, then Q is constant here. In the
Heston case (9), we can compare this large-time MDP to the corresponding large-time LDP for the realised
variance. Indeed, from [4, Proposition 6.3.4.1], the moment generating function for the realised variance
reads, for all u such that the right-hand side is finite,
Λ(u, t) := logE
(
euVt
)
=
2κθ
ξ2
log
(
2γ(u) exp
{
(κ+ γ(u)) t2
}
γ(u)
(
eγ(u)t + 1
)
+ κ
(
eγ(u)t − 1)
)
+
2uy0
(
eγ(u)t − 1)
γ(u)
(
eγ(u)t + 1
)
+ κ
(
eγ(u)t − 1) ,
where γ(u) :=
√
κ2 − 2ξ2u. Straightforward computations yield that
Λ∞(u) := lim
t↑∞
Λ(u, t)
t
=
κθ
ξ2
(κ− γ(u)) , for all u < κ
2
2ξ2
.
We can therefore use a partial version of the Ga¨rtner-Ellis theorem [7, Section 2.3] to show that the sequence
(t−1Vt)t>0 satisfies a large deviations principle as t tends to infinity, with rate function Λ∗ defined as the
Fenchel-Legendre transform of Λ∞. More precisely, for any x > 0,
Λ∗(x) = sup
u< κ
2
2σ2
{
ux− Λ∞(u)
}
=
κ2(x− θ)2
2ξ2x
and ∂xxΛ
∗(x)|x=θ = κ
2
ξ2θ
= Q
−1
.
Again, we observe that the moderate deviations rate function characterises the local curvature of the large
deviations rate function around its minimum. We can translate this behaviour into asymptotics of options
on the realised variance, both in the large deviations case and in the moderate deviations one:
Proposition 5.9. Let β ∈ (0, 1/2). As t tends to infinity, we have, for all x > 0,
lim
t↑∞
1
t
logE
(
ext − eVt)
+
= x−Λ∗(x) and lim
t↑∞
[
1
t2β
logEP
(
ext
β+1/2 − eVt−θt
)
+
− x
tβ−1/2
]
= −JV(x).
Remark 5.10. Note that, again, formally setting β = 1/2 in the second limit, which arises from moderate
deviations, one obtains after simplification,
lim
t↑∞
1
t
logE
(
e(x+θ)t − eVt
)
+
= x+ θ − JV(x),
which again, as in Remark 3.6, indicates that the moderate deviations rate function represents exactly the
curvature of the large deviations one at its minimum.
Proof. We start with the first limit, which falls in the scope of large deviations. Mimicking the proof of
Proposition 5.8, for all t ≥ 1 and ε > 0, we can write the inequalities
ext
(
1− e−ε) 1{Vt/t<x−ε} ≤ (ext − eVt)+ ≤ ext1{Vt/t<x}.
Taking expectations, logarithms and dividing by t and taking limits, we obtain
x+ lim
t↑∞
1
t
logP
(Vt
t
< x− ε
)
≤ lim
t↑∞
1
t
logE
(
ext − eVt)
+
≤ x+ lim
t↑∞
1
t
logP
(Vt
t
< x
)
.
The large deviations obtained above for the sequence (Vt/t)t>0 as t tends to infinity concludes the proof.
We now prove the other limit, which arises from moderate deviations. Now, mimicking the proof of
Proposition 5.8, for all t ≥ 1 and ε > 0, we can write
ext
β+1/2 (
1− e−ε) 1{V˜t/tβ+1/2<x−ε} ≤ (extβ+1/2 − eV˜t)+ ≤ extβ+1/21{V˜t/tβ+1/2<x},
with V˜t := Vt−θt, so that, taking expectations, logarithms and dividing by t2β , the proposition follows from
x
tβ−1/2
+
1
t2β
logP
(
V˜t
tβ+1/2
< x− ε
)
≤ 1
t2β
logE
(
ext
β+1/2 − eV˜t
)
+
≤ x
tβ−1/2
+
1
t2β
logP
(
V˜t
tβ+1/2
< x
)
.

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6. Control representations for the proof of Theorem 4.5
In this section we connect Theorem 4.5 to certain stochastic control representation and to the Laplace
principle. We start by applying Itoˆ formula to the solution u to (23). Rearranging terms, we obtain
Rεt =
δ2
ε3/2h(ε)
(u(Xεt , Y
ε
t )− u(x0, y0))−
δ
εh(ε)
∫ t
0
(guy)(X
ε
s , Y
ε
s )dZs −
δ2
εh(ε)
∫ t
0
(σux)(X
ε
s , Y
ε
s )dWs
− ρδ√
εh(ε)
∫ t
0
(σguxy)(X
ε
s , Y
ε
s )ds+
δ
2
√
εh(ε)
∫ t
0
(
σ2ux
)
(Xεs , Y
ε
s )ds−
δ2
2
√
εh(ε)
∫ t
0
(
σ2uxx
)
(Xεs , Y
ε
s )ds.
We shall consider Rεt through this expression together with (18) as the triple (R
ε
t , X
ε
t , Y
ε
t ). By [10, Section
1.2], the large deviations principle (with speed h2(ε)) for Rε is equivalent to the Laplace principle, which
states that for any bounded continuous function G mapping C([0, T ];R) to R,
(31) lim
ε↓0
− 1
h2(ε)
logE
[
exp
{−h2(ε)G(Rε)}] = inf
φ∈C([0,T ];R)
{
I(φ) +G(φ)
}
,
where I(·) is called the action functional. We prove (31) and then Theorem 4.5 identifies I(φ). The proof
of (31) is based on appropriate stochastic control representations developed in [3]. Let A be the space
of Ft-progressively measurable two-dimensional processes v = (v1, v2) such that E
(∫ T
0
|v(s)|2ds
)
is finite.
From [3, Theorem 3.1], we can write the stochastic control representation
− 1
h2(ε)
logE
[
exp
{−h2(ε)G(Rε)}] = inf
uε∈A
E
[
1
2
∫ T
0
|uε(s)|2ds+G(Rε,uε)
]
(32)
where the controlled process (Rε,u
ε
t , X
ε,uε
t , Y
ε,uε
t ) satisfies the system
Rε,u
ε
t =
δ2
ε3/2h(ε)
(
u(Xε,u
ε
t , Y
ε,uε
t )− u(x0, y0)
)
− δ
εh(ε)
∫ t
0
(guy)(X
ε,uε
s , Y
ε,uε
s )dZs
− δ
ε
ρ
∫ t
0
(guy)(X
ε,uε
s , Y
ε,uε
s )u
ε
1(s)ds−
δ
ε
ρ
∫ t
0
(guy)(X
ε,uε
s , Y
ε,uε
s )u
ε
2(s)ds
− δ
2
ε
ρ
∫ t
0
(σux)(X
ε,uε
s , Y
ε,uε
s )u
ε
1(s)ds
− ρ δ√
εh(ε)
∫ t
0
(σguxy)(X
ε,uε
s , Y
ε,uε
s )ds+
1
2
δ√
εh(ε)
∫ t
0
(
σ2ux
)
(Xε,u
ε
s , Y
ε,uε
s )ds(33)
− 1
2
δ2√
εh(ε)
∫ t
0
(
σ2uxx
)
(Xε,u
ε
s , Y
ε,uε
s )ds−
δ2
εh(ε)
∫ t
0
(σux)(X
ε,uε
s , Y
ε,uε
s )dWs,
dXε,u
ε
t = −
1
2
ε
δ
σ2(Xε,u
ε
t , Y
ε,uε
t )dt+
√
εh(ε)σ(Xε,u
ε
t , Y
ε,uε
t )u
ε
1(t)dt+
√
εσ(Xε,u
ε
t , Y
ε,uε
t )dWt,
dY ε,u
ε
t =
ε
δ2
f(Xε,u
ε
t , Y
ε,uε
t )dt+
√
εh(ε)
δ
g(Xε,u
ε
t , Y
ε,uε
t ) [ρu
ε
1(t) + ρu
ε
2(t)] dt+
√
ε
δ
g(Xε,u
ε
t , Y
ε,uε
t )dZt,
with d〈W,Z〉t = ρdt. With this control representation at hand, we proceed by analysing the limit of the
right-hand side of (32) as ε tends to zero. Similarly to [28], we define the function θ : R4 7→ R by
θ(x, y, z1, z2) := −γ−1g(x, y)uy(x, y) (ρz1 + ρz2) .(34)
Let Z = R define the control space, and Y the state space of Y . Our assumptions guarantee that θ is
bounded in x, affine in z1, z2 growing at most polynomially in y. Next step is to introduce an appropriate
family of occupation measures whose role is to single out the correct averaging taking place in the limit. For
this reason, let 0 < ∆ = ∆(ε) ↓ 0 be a parameter whose role is to exploit a time-scale separation. Let A1,
A2, B, Γ be Borel sets of Z, Z, Y, [0, T ] respectively. Then, define the occupation measure P ε,∆ by
(35) P ε,∆(A1 ×A2 ×B × Γ) :=
∫
Γ
[
1
∆
∫ t+∆
t
1A1(u
ε
1(s))1A2(u
ε
2(s))1B(Y
ε,uε
s )ds
]
dt,
and assume uεi (s) = 0 if s > T . For a Polish space S, let P(S) be the space of probability measures on S.
Next we recall the definition of a viable pair for the moderate deviations case.
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Definition 6.1 (Definition 4.1 in [28]). Let θ(x, y, z1, z2) : R×Y ×Z ×Z → R be a function that grows at
most linearly in y. For each x ∈ R, let Lx be a second-order elliptic partial differential operator and denote
by D(Lx) its domain of definition. A pair (ψ, P ) ∈ C([0, T ];R)×P(Z ×Z ×Y × [0, T ]) is called a viable pair
with respect to (θ,Lx), and we write (ψ, P ) ∈ V(θ,Lx), if
• the function ψ is absolutely continuous;
• the measure P is integrable in the sense that∫
Z×Z×Y×[0,T ]
(|z1|2 + |z2|2 + |y|2)P (dz1 dz2 dy ds) <∞;
• for all t ∈ [0, T ] (with X defined in (21)),
(36) ψt =
∫
Z×Z×Y×[0,t]
θ(Xs, y, z1, z2)P (dz1 dz2 dy ds);
• for all t ∈ [0, T ] and for every F ∈ D(Lx),
(37)
∫ t
0
∫
Z×Z×Y
LXsF (y)P (dz1 dz2 dy ds) = 0;
• for all t ∈ [0, T ],
(38) P (Z × Z × Y × [0, t]) = t.
The last item is equivalent to stating that the last marginal of P is Lebesgue measure, or that P can be
decomposed as P (dz1 dz2 dy dt) = Pt(dz1 dz2 dy) dt. Then we shall establish the following result:
Theorem 6.2. Under Assumptions 4.1, 4.2, 4.3 and 4.4, the family of processes {Rε, ε > 0} from (22)
satisfies the large deviations principle, with action functional
(39) I(φ) = inf
(φ,P )∈V(θ,Lx)
{
1
2
∫
Z×Z×Y×[0,T ]
(|z1|2 + |z2|2)P (dz1 dz2 dy ds)}
with the convention that the infimum over the empty set is infinite.
As will be shown during the proof, Theorem 4.5 follows directly from Theorem 6.2.
7. Proof of Theorem 4.5
In this section we offer the proof of Theorem 4.5. As mentioned in Section 6, the proof of Theorem 4.5
is equivalent to that of the Laplace principle in Theorem 6.2. In Subsections 7.1 and 7.2 we prove tightness
and convergence of the pair (Rε,u
ε
, P ε,∆) respectively. In Subsection 7.3, we finally establish the Laplace
principle and the representation formula of Theorem 4.5. The proofs of these results make use of the results
of [28]. Below we present the main arguments, highlighting the differences and give exact pointers to [28]
when appropriate.
7.1. Tightness of the pair {(Rε,uε , P ε,∆), ε > 0}. In this section we prove the following proposition:
Proposition 7.1. Under Assumptions 4.1, 4.2 and 4.3, for a family {uε, ε > 0} of controls in A satisfying
sup
ε>0
∫ T
0
|uε(t)|2 dt < N almost surely,
for some N <∞, the following hold:
(i) the family {(Rε,uε ,Pε,∆), ε > 0} is tight on C([0, T ];R)× P(Z × Z × Y × [0, T ]);
(ii) With the set
BM :=
{
(z1, z2, y) ∈ Z × Z × R : |z1| > M, |z2| > M, |y| > M
}
,
the family {Pε,∆, ε > 0} is uniformly integrable in the sense that
lim
M↑∞
sup
ε>0
Ex0,y0
[∫
(z1,z2,y)∈BM×[0,T ]
[|z1|+ |z2|+ |y|] Pε,∆(dz1 dz2 dy dt)
]
= 0.
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Proof of Proposition 7.1. Tightness of {P ε,∆, ε,∆ > 0} on P(Z×Z×Y×[0, T ]) and the uniform integrability
of the family of occupation measures is the subject of [28, Section 5.1.1], and will not be repeated here. It
remains to prove tightness of {Rε,uε , ε > 0} on C([0, T ];R). We prove it making use of the characterisation
of [2, Theorem 8.7], and it follows if we establish that there is ε0 > 0 such that for every η > 0,
(i) there exists N <∞ such that
(40) P
(
sup
0≤t≤T
∣∣∣Rε,uεt ∣∣∣ > N) ≤ η, for every ε ∈ (0, ε0);
(ii) for every M <∞,
(41) lim
α↓0
sup
ε∈(0,ε0)
P
(
sup
|t1−t2|<α,0≤t1<t2≤T
∣∣∣Rε,uεt1 −Rε,uεt2 ∣∣∣ ≥ η, sup
t∈[0,T ]
∣∣∣Rε,uεt ∣∣∣ ≤M
)
= 0.
Essentially both statements follow from the control representation (33) together with the results on the
growth of the solution to the Poisson equation by Theorem A.1 and Lemma A.2 and using Lemma B.5 to
treat each term on the right-hand side of (33). For sake of completeness, we prove the first statement (40).
The second statement (41) follows similarly using the general purpose Lemma B.5. Rewrite (33) as
(42) Rε,u
ε
t =
9∑
i=1
Ri,εt ,
where Ri,εt represents the i
th term on the right-hand side of (33), and notice that
P
(
sup
0≤t≤T
∣∣∣Rε,uεt ∣∣∣ > N) ≤ 9∑
i=1
P
(
sup
0≤t≤T
∣∣∣Ri,εt ∣∣∣ > N9
)
.
Theorem A.1 and an application of Ho¨lder inequality imply that, for qH < 2− qg,
E
(
sup
t∈[0,T ]
|R1,εt |
)
≤ 2δ
2
ε3/2h(ε)
(
1 + E sup
t∈[0,T ]
|Y ε,uεt |qH
)
≤ 2δ
2
ε3/2h(ε)
1 +(E sup
t∈[0,T ]
|Y ε,uεt |2
)qH/2
≤ K δ
2
ε3/2h(ε)
(
1 +
(√
ε
δ
)(1−ν)qH
+ h(ε)
qH
1−qg
)
= K
(
δ2
ε3/2h(ε)
+
(
δ
ε
)2−(1−ν)qH ε 1−(1−ν)qH2
h(ε)
+
δ2
ε2
√
εh(ε)
qg+qH−1
1−qg
)
,(43)
where the third inequality follows from Lemma B.4. This certainly stays bounded (actually, it goes to zero) by
Assumption 4.3 and because, for any qH < 2− qg we can choose ν ∈ (0, 1− qg) so that limε↓0 ε
1−(1−ν)qH
2
h(ε) = 0.
Hence we obtain that for some unimportant constant K <∞,
P
(
sup
t∈[0,T ]
∣∣∣R1,εt ∣∣∣ > N9
)
≤ K
N
.
For the stochastic integral term R2,εt , we have that for a constant C <∞ that may change from line to line
and for ν > 0 small enough such that qguy (1 + ν) < 1 (with some abuse of notation qguy is the degree of
polynomial growth in |y| of the function g(x, ·)uy(x, ·)), we have
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
guy(X
ε,uε
s , Y
ε,uε
s )dZs
∣∣∣∣ > εh(ε)N9δ
)
≤
≤ C
N2(1+ν)
(
δ
εh(ε)
)2(1+ν)
E
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
guy(X
ε,uε
s , Y
ε,uε
s )dWs
∣∣∣∣2(1+ν)
)
≤ C
N2(1+ν)
(
δ
εh(ε)
)2(1+ν)
E
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∣∣∣guy(Xε,uεs , Y ε,uεs )∣∣∣2 ds∣∣∣∣(1+ν)
)
,
PATHWISE MODERATE DEVIATIONS FOR OPTION PRICING 19
from which the result follows by Lemma B.5 given that qguy < 1. Similarly, we obtain a corresponding
bound for the other stochastic integral term R9,εt . The Riemann integral terms R
3,ε
t , . . . , R
8,ε
t are treated
very similarly again using Lemma B.5. The conditions on qσ, qg and qH from Assumption 4.3 guarantee that
Lemma B.5 applies in these cases. These considerations yield (40).
The second statement (41) follows by similar arguments using again Lemma B.5 and the growth properties
of the involved functions with respect to |y|. The only term that potentially needs some discussion is the R1,εt
term. In particular, we need to show that for every η > 0, there exists ε0 > 0 such that
sup
ε∈(0,ε0)
P
(
sup
t∈[0,T ]
∣∣∣R1,εt ∣∣∣ > η
)
≤ η.
But this follows again by the estimate on E
(
supt∈[0,T ] |R1,εt |
)
above together with Assumption 4.3. This
completes the proof of the proposition. 
7.2. Convergence of the pair {(Rε,uε , P ε,∆), ε > 0}. In Section 7.1 we proved that the family of processes
{(Rε,uε , P ε,∆), ε > 0} is tight. It follows that for any subsequence of ε converging to 0, there exists
a subsubsequence of (Rε,u
ε
, P ε,∆) which converges in distribution to some limit (R,P ). The goal of this
section is to show that (R,P ) is a viable pair with respect to (θ,Lx), according to Definition 6.1. To show that
the limit point (R,P ) is a viable pair, we must show that it satisfies (36), (37), and (38). The proof of (37)
and (38) can be found in [28, Section 5.2], whereas the proof of statement (36) follows via the Skorokhod
Representation Theorem [2, Theorem 6.7] and the martingale problem formulation. For completeness, we
present the argument below. We will invoke the Skorokhod Representation Theorem, which allows us to
assume that there exists a probability space in which the desired convergence occurs with probability one.
Let us define
Ψε,u
ε
t := R
ε,uε
t −
δ2
ε3/2h(ε)
(
u(Xε,u
ε
t , Y
ε,uε
t )− u(x0, y0)
)
.
As in the proof of (43),
lim
ε↓0
δ2
ε3/2h(ε)
E
(
sup
t∈[0,T ]
∣∣∣u(Xε,uεt , Y ε,uεt )− u(x0, y0)∣∣∣
)
= 0,
so that it is enough to consider the limit in distribution of the family {Ψε,uε· , ε > 0}. The rest of the argument
is now classical.
Consider an arbitrary function G that is real valued, smooth with compact support on R. Fix two
positive integers p1 and p2 and let φj , j = 1, . . . , p1, be real valued, smooth functions with compact support
on Z×Z×Y×[0, T ]. Let S1, S2, and ti, i = 1, . . . , p2, be nonnegative real numbers with ti ≤ S1 < S1+S2 ≤ T .
Let ζ be a real-valued, bounded and continuous function with compact support on Rp2 × Rp1p2 . Given a
measure P0 ∈ P(Z × Z × Y × [0, T ]) and t ∈ [0, T ], define
(P0, φj)t :=
∫
Z×Z×Y×[0,t]
φj(z1, z2, y, s)P0(dz1 dz2 dy ds),
the empirical measure
P ε,∆t (dz1 dz2 dy) :=
1
∆
∫ t+∆
t
1dz1(u
ε
1(s))1dz2(u
ε
2(s))1dy(Y
ε,uε
s )ds,
as well as the operator L̂ε,∆t as
L̂ε,∆t G(Ψ) :=
∫
Z×Z×Y
G′(Ψ)θ(Xt, y, z1, z2)P
ε,∆
t (dz1 dz2 dy).
Based on the martingale problem formulation, proving (36) is equivalent to proving that
(44) lim
ε↓0
E
[
ζ
(
Ψε,u
ε
ti ,
(
(P ε,∆, φj)ti
)
i≤p2,j≤p1
)[
G(Ψε,u
ε
S1+S2
)−G(Ψε,uεS1 )−
∫ S1+S2
S1
L̂ε,∆t G(Ψε,u
ε
t )dt
]]
= 0,
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and
(45) lim
ε↓0
{∫ S1+S2
S1
L̂ε,∆t G(Ψε,u
ε
t )dt−
∫
Z×Z×R×[S1,S1+S2]
G′(Rt)θ(Xt, y, z1, z2)P (dz1 dz2 dy dt)
}
= 0.
Note first that for every real-valued, continuous function φ with compact support and t ∈ [0, T ], (P ε,∆, φ)
t
converges to
(
P , φ
)
t
with probability one as ε tends to zero. Now (45) follows directly by the first statement
of [28, Lemma 5.1]. In order to prove (44) we first apply the Itoˆ formula to G(Ψ). Then it is easy to see
that all of the terms apart from
δ
ε
∫ t
0
G′(Ψs)(guy)(Xε,u
ε
s , Y
ε,uε
s ) (ρu
ε
1(s) + ρu
ε
2(s)) ds
in the representation (42) will vanish in the limit. This term surviving in the limit together with the second
statement of [28, Lemma 5.1] directly yield (44). This concludes the proof of (36).
7.3. Laplace principle and compactness of level sets. We prove here the Laplace principle lower and
upper bounds and the compactness of level sets of the action functional I(·). We start with the lower bound,
i.e. we need to show that for all bounded, continuous functions G mapping C([0, T ];R) into R,
lim inf
ε↓0
− logE
[
exp
{−h2(ε)G(Rε)}]
h2(ε)
≥ inf
(φ,P )∈V(θ,Lx)
{
1
2
∫ [|z1|2 + |z2|2]P (dz1 dz2 dy ds) +G(φ)} .
It is sufficient to prove it along any subsequence such that − 1h2(ε) logE
[
e−h
2(ε)G(Rε)
]
converges, which exists
due to the uniform bound on the test function G. In addition, by Lemma B.1, we may assume that
sup
ε>0
E
∫ 1
0
|uε(s)|2ds ≤ N,
for some constant N . For such controls, we construct the family of occupation measures P ε,∆ from (35), and
per Proposition 7.1 the family {(Rε,uε , P ε,∆), ε > 0} is tight. This indicates that for any subsequence, there
is a further subsequence for which (Rε,u
ε
, P ε,∆) converges to (R,P ) in distribution, with (R,P ) ∈ V(θ,Lx)
being a viable pair per Definition 6.1. Then using Fatou’s lemma, we conclude the proof of the lower bound
lim inf
ε↓0
− logE
[
exp
{−h2(ε)G(Rε)}]
h2(ε)
≥ lim inf
ε↓0
{
E
(
1
2
∫ T
0
|uε(s)|2 ds+G(Rε,uε)
)
− ε
}
≥ lim inf
ε↓0
E
(
1
2
∫ T
0
1
∆
∫ t+∆
t
|uε(s)|2dsdt+G(Rε,uε)
)
= lim inf
ε↓0
E
(
1
2
∫
Z2×Y×[0,T ]
[|z1|2 + |z2|2]P ε,∆(dz1 dz2 dy dt) +G(Rε,uε))
≥ E
(
1
2
∫
Z2×Y×[0,T ]
[|z1|2 + |z2|2]P (dz1 dz2 dy dt) +G(R))
≥ inf
(ξ,P )∈V(θ,Lx)
{
1
2
∫
Z2×Y×[0,T ]
[|z1|2 + |z2|2]P (dz1 dz2 dy dt) +G(φ)} .
Next we want to prove compactness of level sets. Namely, we want to show that for each s < ∞, the set
Φs := {ξ ∈ C([0, T ];R) : I(φ) ≤ s} is a compact subset of C([0, T ];R), which amounts to showing that it is
precompact and closed. The proof is analogous to the proof of the lower bound using Fatou’s lemma on the
form of I(·) as given by (39) and thus the details are omitted; see also [11] for further details.
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It remains to show the upper bound. From [28] we can write I(φ) =
∫ T
0
Lo(Xs, φs, φ˙s)ds, where
Lo(x, η, β) := inf
(v,µ)∈Aox,η,β
1
2
∫
Y
|v(y)|2µx(dy),
Aox,η,β :=

v = (v1, v2) : Y → R2, µ ∈ P(Y), such that
∫
Y
LYx F (y)µx(dy) = 0, for all F ∈ C2(Y),∫
Y
[|v(y)|2 + |y|2]µx(dy) <∞,
β =
∫
Y
θ(x, y, v1(y), v2(y))µx(dy).

Then, applying [28, Theorem 5.1] we get that if Q(x) defined in (25) is non-degenerate everywhere then
(46) Lo(x, η, β) =
β2
2Q(x)
,
and the infimum is attained at
u1(y) = −ρβg(x, y)uy(x, y)
γQ(x)
and u2(y) = −ρβg(x, y)uy(x, y)
γQ(x)
.
This representation essentially gives the equivalence between Theorems 4.5 and 6.2. Now, we have all the
tools needed to prove the Laplace principle upper bound. We need to show that for all bounded, continuous
functions G mapping C([0, T ];R) into R,
lim sup
ε↓0
− 1
h2(ε)
logE
[
exp
{−h2(ε)G(Rε)}] ≤ inf
φ∈C([0,T ];R)
[I(φ) +G(φ)].
Let ζ > 0 be given and consider ψ ∈ C([0, T ];R) with ψ0 = 0 such that
I(ψ) +G(ψ) ≤ inf
φ∈C([0,T ]:R)
[I(φ) +G(φ)] + ζ <∞.
Since G is bounded, this implies that I(ψ) is finite, and thus ψ is absolutely continuous. Because Lo(x, η, β) is
continuous and finite at each (x, η, β) ∈ R3, a mollification argument allows us to assume that ψ˙ is piecewise
continuous, as in [10, Section 6.5]. Given this ψ define
u1(t, x, y) := −ρg(x, y)uy(x, y)ψ˙t
γQ(x)
and u2(t, x, y) := −ρg(x, y)uy(x, y)ψ˙t
γQ(x)
.
Define a control in feedback form by
uε(t) :=
(
u1(t,Xt, Y
ε
t ), u2(t,Xt, Y
ε
t )
)
.
Then Rε,u
ε
converges to R in distribution, where
Rt =
∫ t
0
[∫
R
− [γ−1ρg(Xs, y)uy(Xs, y)u1(s,Xs, y) + γ−1ρg(Xs, y)uy(Xs, y)u2(s,Xs, y)]µXs(dy)]ds
=
∫ t
0
[∫
R
[
γ−2|g(Xs, y)uy(Xs, y)|2
]
µXs(dy)
]
Q
−1
(Xs)ψ˙sds
=
∫ t
0
Q(Xs)Q
−1
(Xs)ψ˙sds =
∫ t
0
ψ˙sds = ψt,
with probability one. If Q(x) becomes zero at a countable number of points, we define Q
−1
(x) := 1/Q(x) if
Q(x) 6= 0 and 0 otherwise (recall Assumption 4.4). At the same time, the cost satisfies
lim
ε↓0
E
(
1
2
∫ T
0
|uεs|2ds−
1
2
∫ T
0
∫
R
|u(s,Xs, y)|2µXs(dy)ds
)2
= 0.
In addition, the relation (46) implies that
E
(
1
2
∫ T
0
∫
Y
|u(s,Xs, y)|2µXs(dy)ds
)
= E
(
I(R)
)
= I(ψ).
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Then, we can finally write
lim sup
ε↓0
− logE
[
exp
{−h2(ε)G(Rε)}]
h2(ε)
= lim sup
ε↓0
inf
u∈A
E
[
1
2
∫ T
0
|u(t)|2dt+G(Rε,u)
]
≤ lim sup
ε↓0
E
[
1
2
∫ T
0
|uε(t)|2dt+G(Rε,uε)
]
= E
[
1
2
∫ T
0
∫
R
|u(s,Xs, y)|2µXs(dy)ds+G(R)
]
= [I(ψ) +G(ψ)] ≤ inf
φ∈C([0,1];R)
[I(φ) +G(φ)] + ζ.
Since ζ > 0 is arbitrary, the upper bound is proved. The proof also shows that we have the explicit
representation given by Theorem 4.5.
Appendix A. Regularity results on Poisson equations
The following theorem collects results from [29] and [30] that are used in this paper.
Theorem A.1. Under Assumption 4.1, set F (x, y) = H(x, y)−H(x). If there exist K, qF > 0 such that
|F (x, y)|+ ‖∂xF (x, y)‖+ ‖∂xxF (x, y)‖ ≤ K(1 + |y|qF ),
then there is a unique solution from the class of functions which grow at most polynomially in |y| to
LY u(x, y) = −F (x, y), with
∫
Y
u(x, y)µ(dy) = 0.
Moreover, the solution satisfies u(·, y) ∈ C2 for every y ∈ R, ∂xxu ∈ C, and there exists K ′ > 0 such that
|u(x, y)|+ ‖∂yu(x, y)‖+ ‖∂xu(x, y)‖+ ‖∂xxu(x, y)‖ ≤ K ′(1 + |y|)qF ,
While Theorem A.1 addresses regularity and growth properties of solutions to general Poisson equations,
Lemma A.2 specialises the discussion on Poisson equations whose operators correspond to the so-called
CEV model—widely used in mathematical finance—and where the right-hand side H(x, y) ≡ H(y) is only a
function of y. In this case, we have more precise information on the growth of the solution and its derivatives.
Lemma A.2. Consider the Poisson equation (23) with the operator given by (24) and H(x, ·) = H(·) ∈ C2,α
such that for some K > 0 and qH ≥ 1, |H(y)| ≤ K(1 + |y|qH ) holds, then there is a unique solution from the
class of functions which grow at most polynomially in |y| to
LY u(y) = H(y)−H, with
∫
Y
u(y)µ(dy) = 0.
Moreover, the solution satisfies u ∈ C2, and there exists a positive constant K ′ such that
|u(y)| ≤ K ′(1 + |y|qH ), and |∇yu(y)| ≤ K ′(1 + |y|qH−1).
If qH = 0, then |u(y)| ≤ K ′(1 + log(1 + |y|)).
Proof. If the generator LY corresponds to the CIR model, i.e., when qg = 1/2, we refer the reader to [19,
Lemma 3.2]. We prove it for the more general case qg ∈ (1/2, 1) and qH ≥ 1 using a more direct argument.
The invariant measure has density given by the speed measure of the diffusion:
m(y) =
1
ξ2y2qg
exp
{∫ y
1
2κ(θ − z)
ξ2z2qg
dz
}
,
and a quick computation shows that the derivative to the solution of the Poisson PDE satisfies
u′(y) =
1
ξ2y2qgm(y)
∫ y
0
(
H(z)−H)m(z)dz = − 1
ξ2y2qgm(y)
∫ ∞
y
(
H(z)−H)m(z)dz,
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where we used the centering condition to obtain the last equality. Now, without loss of generality we assume
that ξ = θ = κ = 1. For some positive constant C that may change from line to line, we can write
|u′(y)| ≤ 1
y2qgm(y)
∫ ∞
y
zqHm(z)dz ≤ Ce
y
2−2qg
1−qg
∫ ∞
y
zqH−2qge−
z
2−2qg
1−qg dz
≤ CeR(y)y1+qH−2qg
∫ ∞
1
g(x)e−y
2(1−qg)R(x)dx,
with g(x) := xqH−2qg and R(x) := x
2(1−qg)
1−qg . Since 1 − qg > 0, the function R(·) is smooth and strictly
increasing on [1,∞]. Furthermore, since qH − 2qg ∈ (0, 1), the function g(·) is smooth on [1,∞]. As y
becomes large, this integral is exactly of Laplace type, albeit without a saddlepoint for R(·), its minimum
being attained at the left boundary of the domain. Using [27, Section 3.3], we can write, for large y,∫ ∞
1
g(u)e−y
2(1−qg)R(u)du ∼ g(1)e
−y2(1−qg)R(1)
y2(1−qg)R′(1)
=
1
2
y2(qg−1)e−y
2(1−qg)R(1)
,
and therefore, as y tends to infinity, |u′(y)| = O (yqH−1), and the lemma follows. 
Remark A.3. It is clear from the proof of Lemma A.2 that its statement is also true in the case of qg = 0
with f (the drift component in the operator LY ) growing at most linearly in y.
Appendix B. Preliminary results on the involved controlled processes
In this section we recall some results from [28] and we prove some additional corollaries related to certain
bounds involving the controlled processes (33) appearing via the weak convergence control representation.
Lemma B.1 (Lemma B.1 of [28]). Under Assumptions 4.1 and 4.2, let (Xε,u
ε
t , Y
ε,uε
t ) be the strong solution
to (33). Then the infimum of the representation in (32) can be taken over all controls such that∫ T
0
|uε(s)|2ds < N, almost surely,
where the constant N does not depend on ε or δ.
Lemma B.2 (Lemma B.2 of [28]). Under Assumptions 4.1 and 4.2, for N ∈ N, let uε ∈ A such that
sup
ε>0
∫ T
0
|uε(s)|2ds < N
holds almost surely. Then there exist ε0 > 0 small enough such that
sup
ε∈(0,ε0)
E
(∫ T
0
|Y ε,uεs |2ds
)
≤ K(N,T ),
for some finite constant K(N,T ) that may depend on (N,T ), but not on ε, δ.
Lemmas B.3-B.4 follow from Lemma B.2, but since their proof was not included in [28], we include them
here.
Lemma B.3. Let Assumptions 4.1 and 4.2 be satisfied. For N ∈ N, let uε ∈ A such that
sup
ε>0
∫ T
0
|uε(s)|2ds < N,
almost surely. Define
Mεt :=
√
ε
δ
∫ t
0
e−
ε
δ2
κ(t−s)g(Xε,u
ε
s , Y
ε,uε
s )dZs.
Then, for 0 ≤ qg < 1, and for every ν ∈ (0, 1− qg), there is a constant C = C(T, ν) <∞ that is independent
of ε, δ such that
E
(
sup
t∈[0,T ]
|MεT |2
)
≤ C
(√
ε
δ
)2(1−ν)
.
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Proof of Lemma B.3. For notational simplicity, let us set η =
√
ε/δ. By the factorization argument (see for
example page 229 of [6]), we have that for any α ∈ (0, 1/2), there is a constant Cα such that
Mεt = ηCα
∫ t
0
(t− s)α−1e−η2κ(t−s)Aεα(s)ds,
where
Aεα(s) =
∫ s
0
(s− r)−αe−η2κ(s−r)g(Xε,uεr , Y ε,u
ε
r )dZr.
Then for any p > 1/α > 2 we get
sup
t∈[0,T ]
|MεT |p ≤ ηpCpα
(∫ T
0
s
(α−1)p
p−1 ds
)p−1 ∫ T
0
|Aεα(s)|pds
= ηpCpp,αT
αp−1
∫ T
0
|Aεα(s)|pds.
By the Burkholder-Davis-Gundy inequality, we get
E
∫ T
0
|Aεα(s)|pds ≤ Cp
∫ T
0
E
(∫ s
0
(s− r)−2αe−2η2κ(s−r)
∣∣∣g(Xε,uεr , Y ε,uεr )∣∣∣2 dr)p/2 ds.
Using the inequality that for any ν > 0,
e−λt ≤
(ν
e
)ν
t−νλ−ν , for λ, t > 0,
we obtain
e−2η
2κ(s−r) ≤
(ν
e
)ν
(s− r)−ν(2η2κ)−ν = K(ν, κ)(s− r)−νη−2ν .
Therefore, we get
E
∫ T
0
|Aεα(s)|pds ≤ CpK(ν, κ)p/2
∫ T
0
E
(∫ s
0
(s− r)−2α−νη−2ν
∣∣∣g(Xε,uεr , Y ε,uεr )∣∣∣2 dr)p/2 ds.
Next choosing 2α+ ν < 1 and p > 1/α we get by Young’s inequality
E
∫ T
0
|Aεα(s)|pds ≤ CpK(ν, κ)p/2η−νp
(∫ T
0
s−2α−νds
)p/2
E
∫ T
0
∣∣∣g(Xε,uεs , Y ε,uεs )∣∣∣p ds
≤ CpK(ν, κ)p/2η−νp
(
1
1− 2α− ν T
1−2α−ν
)p/2
E
∫ T
0
(
1 +
∣∣∣Y ε,uεs ∣∣∣pqg) ds
Then, by Lemma B.2, if we choose pqg ≤ 2 (which is possible since p > 1/α > 2 and qg < 1) we obtain
for some constant C = C(p, T, α, ν, κ) <∞
E
∫ T
0
|Aεα(s)|pds ≤ Cη−νp.
Putting the latter bounds together, we then obtain for some constant C independent of η =
√
ε/δ:
E
(
sup
t∈[0,T ]
|MεT |p
)
≤ Cηp(1−ν).
Gathering together all the restrictions on α, ν, p, qg, we have that we need p ∈ (2, 2/qg), which due to the
relation p > 1/α means that α ∈ (qg/2, 1/2) ⊂ (0, 1/2). Then the restriction 2α+ν < 1 gives that ν < 1−qg.
Then, for p > 1/α > 2 we get for some unimportant constant C <∞ that may change from line to line
E
(
sup
t∈[0,T ]
|MεT |2
)
≤
E( sup
t∈[0,T ]
|MεT |2
)p/22/p ≤ (E( sup
t∈[0,T ]
|MεT |p
))2/p
≤ Cη2(1−ν) = C
(√
ε
δ
)2(1−ν)
,
competing the proof of the lemma. 
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Lemma B.4. Let Assumptions 4.1 and 4.2 be satisfied. For N ∈ N, let uε ∈ A such that
sup
ε>0
∫ T
0
|uε(s)|2ds < N,
almost surely. Then, for 0 ≤ qg < 1, for any ν ∈ (0, 1− qg) and for ε > 0 small enough we have
E
(
sup
t∈[0,T ]
|Y ε,uεt |2
)
≤ K(N,T, ν)
(
1 +
(√
ε
δ
)2(1−ν)
+ h(ε)
2
1−qg
)
,
for some finite constant K(N,T ) that does not depend on ε and δ.
Proof of Lemma B.4. By Assumption 4.1, we can write that f(x, y) = −κy + τ(x, y), and we can assume
that τ is globally Lipschitz in y with Lipschitz constant Lτ < κ, where κ is from Assumption 4.1. For
presentation purposes and without loss of generality, we only prove the case ρ = 0, i.e., when the Brownian
motions are independent. It is easy to see that
Y ε,u
ε
t = e
− εκ
δ2
ty0 +
ε
δ2
∫ t
0
e−
ε
δ2
κ(t−s)τ(Xε,u
ε
s , Y
ε,uε
s )ds+Q
ε
t +M
ε
t ,
where
Qεt :=
√
εh(ε)
δ
∫ t
0
e−
ε
δ2
κ(t−s)g(Xε,u
ε
s , Y
ε,uε
s )u
ε
sds and M
ε
t :=
√
ε
δ
∫ t
0
e−
ε
δ2
κ(t−s)g(Xε,u
ε
s , Y
ε,uε
s )dZs.
Let us also set Λεt := Y
ε,uε
t −Qεt −Mεt , so that
dΛεt = −
ε
δ2
κΛεtdt+
ε
δ2
τ(Xε,u
ε
t , Y
ε,uε
t )dt.
Hence, we have
1
2
d
dt
|Λεt |2 = dΛεt · Λεt = −
ε
δ2
κ|Λεt |2 +
ε
δ2
τ(Xε,u
ε
t , Y
ε,uε
t )Λ
ε
t
≤ − ε
δ2
κ|Λεt |2 +
ε
δ2
(
τ(Xε,u
ε
t ,Λ
ε
t +Q
ε
t +M
ε
t )− τ(Xε,u
ε
t , Q
ε
t +M
ε
t )
)
Λεt +
ε
δ2
τ(Xε,u
ε
t , Q
ε
t +M
ε
t )Λ
ε
t
≤ − ε
2δ2
(κ− Lτ )|Λεt |2 +K
ε
δ2
(
1 + |Qεt |2 + |Mεt |2
)
,
for some unimportant positive constant K. In the last line we used the Lipschitz and growth properties of τ
together with Young’s inequality. Then we obtain that for some finite constant K > 0,
|Λεt |2 ≤ e−
ε
δ2
(κ−Lτ )t|y0|2 +K ε
δ2
∫ t
0
e−
ε
δ2
(κ−Lτ )(t−s) (1 + |Qεs|2 + |Mεs |2)ds.
We now bound each term separately. We have for some constant K that may change from line to line
E
(
sup
t∈[0,T ]
|Qεt |2
)
≤ εh
2(ε)
δ2
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
e−
ε
δ2
κ(t−s)g(Xε,u
ε
s , Y
ε,uε
s )u
ε
sds
∣∣∣∣2
≤ εh
2(ε)
δ2
E sup
t∈[0,T ]
∫ t
0
e−2
ε
δ2
κ(t−s)
∣∣∣g(Xε,uεs , Y ε,uεs )∣∣∣2 ds∫ T
0
|uεs|2ds
≤ εh
2(ε)
δ2
NKE sup
t∈[0,T ]
∫ t
0
e−2
ε
δ2
κ(t−s)
(
1 +
∣∣∣Y ε,uεs ∣∣∣2qg)ds
≤ εh
2(ε)
δ2
NK sup
t∈[0,T ]
∫ t
0
e−2
ε
δ2
κ(t−s)ds
(
1 + E sup
t∈[0,T ]
∣∣∣Y ε,uεt ∣∣∣2qg
)
≤ K(N,T, κ)h2(ε)
(
1 + E sup
t∈[0,T ]
∣∣∣Y ε,uεt ∣∣∣2qg
)
.
Using now Lemma B.3, we have that for any ν ∈ (0, 1− qg),
E
(
sup
t∈[0,T ]
|Mεt |2
)
≤ C
(√
ε
δ
)2(1−ν)
.
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Consequently, we obtain that for some appropriate constant K <∞,
E
(
sup
t∈[0,T ]
|Λεt |2
)
≤ K
{
1 + h2(ε) +
(√
ε
δ
)2(1−ν)
+ h2(ε)E
(
sup
t∈[0,T ]
∣∣∣Y ε,uεt ∣∣∣2qg
)}
Hence, recalling the original definition of Λεt = Y
ε,uε
t − Qεt −Mεt , we have for ε > 0 small enough such
that h(ε) > 1 and for some constant K <∞ that changes from line to line,
E
(
sup
t∈[0,T ]
|Y ε,uεt |2
)
≤ K
(
1 + h2(ε) +
(√
ε
δ
)2(1−ν)
+ h2(ε)E
(
sup
t∈[0,T ]
∣∣∣Y ε,uεt ∣∣∣2qg
))
≤ K
(
1 + h2(ε) +
(√
ε
δ
)2(1−ν)
+ h2(ε)E
(
sup
t∈[0,T ]
∣∣∣Y ε,uεt ∣∣∣2qg
))
≤ K
(
1 + h2(ε) +
(√
ε
δ
)2(1−ν)
+ h(ε)
2
1−qg
)
+
1
2
E
(
sup
t∈[0,T ]
∣∣∣Y ε,uεt ∣∣∣2
)
,
where in the last step we used Young’s generalised inequality. Hence, by rearranging terms we obtain
E
(
sup
t∈[0,T ]
|Y ε,uεt |2
)
≤ K
(
1 +
(√
ε
δ
)2(1−ν)
+ h(ε)
2
1−qg
)
,
completing the proof of the lemma. 
Lemma B.5 (Lemma B.3 in [28]). Let Assumption 4.1 hold, N ∈ N, and uε = (uε1, uε2) ∈ A such that
sup
ε>0
∫ T
0
|uε(s)|2ds < N
holds almost surely. Let A(x, y) and B(x, y) be given functions and K, θ ∈ (0, 1) such that
|A(x, y)| ≤ K(1 + |y|θ) and |B(x, y)| ≤ K(1 + |y|2θ).
Then for α ∈ {1, 2},
(i) for any p ∈ (1, 1/θ], there exists C > 0 such that
E
 sup
t∈[0,T ]
∣∣∣∣∣
∫ T
0
A(Xε,u
ε
s , Y
ε,uε
s )u
ε
α(s)ds
∣∣∣∣∣
2p
+ sup
t∈[0,T ]
∣∣∣∣∣
∫ T
0
B(Xε,u
ε
s , Y
ε,uε
s )ds
∣∣∣∣∣
p
 ≤ C;
(ii) for any p ∈ (1, 1/θ], there exists C > 0 such that for fixed e > 0 and for all 0 ≤ t1 < t1 + e ≤ T ,
E
 sup
0≤t1<t2≤T
|t2−t1|<e
∣∣∣∣∫ t2
t1
A(Xε,u
ε
s , Y
ε,uε
s )u
ε
α(s)ds
∣∣∣∣2p + sup
0≤t1<t2≤T
|t2−t1|<e
∣∣∣∣∫ t2
t1
B(Xε,u
ε
s , Y
ε,uε
s )ds
∣∣∣∣p
 ≤ C|e|r/θ−1;
(iii) for all ζ > 0,
lim
e↓0
lim sup
ε↓0
P
 sup
0≤t1<t2≤T
|t2−t1|<e
∣∣∣∣∫ t2
t1
A(Xε,u
ε
s , Y
ε,uε
s )u
ε
α(s)ds
∣∣∣∣ > ζ
 = 0
and
lim
e↓0
lim sup
ε↓0
P
 sup
0≤t1<t2≤T
|t2−t1|<e
∣∣∣∣∫ t2
t1
B(Xε,u
ε
s , Y
ε,uε
s )ds
∣∣∣∣ > ζ
 = 0.
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