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Abstract
In this work, we analyze a recently proposed stabilized finite element formulation for the approximation of the
resistive magnetohydrodynamics equations. The novelty of this formulation with respect to existing ones is the
fact that it always converges to the physical solution, even when it is singular. We have performed a detailed
stability and convergence analysis of the formulation in a simplified setting. From the convergence analysis, we
infer that a particular type of meshes with a macro-element structure is needed, which can be easily obtained
after a straight modification of any original mesh.
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1. Introduction
In this work, we analyze a numerical formulation for the approximation of the incompressible visco-resistive
magnetohydrodynamics (MHD) system, which models incompressible viscous and electrically conducting flu-
ids under electromagnetic fields (see [19]). Many conforming numerical approximations to this problem have
been proposed so far. There are different equivalent formulations of the continuous magnetic sub-problem,
namely saddle-point and (weighted) exact penalty formulations (see [29] and [25, 2, 26, 17, 18], respectively).
The first one leads to a double-saddle-point formulation for the MHD system. A Galerkin finite element (FE)
approximation of the resulting problem has been proposed and analyzed by Scho¨tzau in [29]. It is well-known
that saddle-point formulations require to choose particular mixed FE spaces satisfying discrete versions of the
so-called inf-sup conditions (see e.g. [12]). Instead, a weighted exact penalty formulation has been used in
[25]. This formulation allows to simplify implementation issues but introduces a new complication, the defini-
tion of the weight function (see [18]). Alternative formulations have been proposed for a regularized version of
the system, based on an exact penalty formulation [24]. These methods must be used with caution, since they
converge to spurious solutions when the exact magnetic field is not smooth. Non-conforming approximations
of discontinuous Galerkin type have been designed in [27]. They have good numerical properties, but the in-
crease in CPU cost –degrees of freedom– of these formulations (with respect to conforming formulations) is
severe for realistic large-scale applications.
Since the resistive MHD system loses coercivity as the Reynolds and magnetic Reynolds numbers increase,
i.e. convection-type terms become dominant, the previous formulations are unstable unless the mesh size
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is sufficientely refined, which is impractical. In order to treat this problem, as well as the previous ones,
some stabilized FE formulations have been proposed for resistive MHD in [8, 9, 21, 22, 15, 16, 30]. These
formulations are appealing in terms of implementation issues, since arbitrary order Lagrangian FE spaces can
be used for all the unknowns and include convection-type stabilization. However, these formulations are based
on the regularized functional setting of the problem, and so, restricted to smooth or convex domains (see [18]).
They are accurate for regular magnetic solutions but tend to spurious (unphysical) solutions otherwise. A
further improvement is the formulation in [6, 7], which always converges to the exact (physical) solution, even
when it is singular. In this work, we carry out a numerical analysis of this formulation in order to prove stability
and unconditional convergence in the correct norms while keeping optimal a priori error estimates for smooth
solutions.
The outline of this work is the following. First, the MHD problem of interest is stated in Section 2. The
stabilized FE formulation is introduced in Section 3. We present a detailed stability and convergence analysis
for the stationary and linearized problem in Sections 4 and 5 respectively. The possible extension of these
results to nonlinear problem is analyzed in Section 6. Section 7 is devoted to the numerical experiments. We
finish the work by drawing some conclusions in Section 8.
2. Problem statement
2.1. The strong form
The incompressible visco-resistive MHD system of partial differential equations consists of the Navier-Stokes
equations coupled to the (simplified) Maxwell equations via the Lorentz force. A linearized version of this
system of equations reads as follows: find a velocity field u(x, t), a (kinematic) pressure p(x, t), an induced
magnetic field b(x, t) and a magnetic pseudo-pressure r(x, t) such that
a · ∇u− ν∆u+∇p− (∇× b)× d = fu, (1a)
∇ · u = gu, (1b)
λ∇× (∇× b) +∇r −∇× (u× d) = fb, (1c)
∇ · b = gb, (1d)
in (x, t) ∈ Ω, where Ω ⊂ Rd is the spatial open bounded domain filled by the fluid (assumed polyhedral
in the finite element approximation), d being the space dimension. With regard to the physical parameters
that describe the fluid, ρ is its density, µf the fluid viscosity, µm the magnetic permeability and σ the electric
conductivity. Further, ν := µfρ−1 and λ := (ρµ2mσ)
−1. In this work, we consider all physical properties
constant. (a,d) is the point around which the system has been linearized. In order to recover the nonlinear
case, (a,d) must be replaced by (u, %b), where % := (ρµm)−1. Regularity conditions for (a,d) are discussed
later. fu and fb are the forcing terms, fb being solenoidal. Let us remark the fact that we have introduced gb
and gu. We are only interested in the case when both functions are zero, but this generalization will allow us to
re-use the following stability results in the convergence analysis. These equations must be supplemented with
appropriate boundary conditions.
In order to introduce the boundary conditions, let us consider two disjoint partitions of the domain boundary
Γ ≡ ∂Ω:
Γ = Γf,e ∪ Γf,n, Γ = Γm,e ∪ Γm,n,
where the first subscript denotes the subproblem (f for fluid and m for magnetic) and the second one the type
of boundary condition (e for essential and n for natural). Then, the fluid sub-problem is supplemented with the
standard boundary conditions:
u = uΓ on Γf,e, −pn+ νn · ∇u = σn,Γ on Γf,n,
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where uΓ(x, t) and σn,Γ(x, t) are the trace and normal stress prescribed; n(x) denotes the normal vector on
Γ pointing outwards from Ω. With regard to the magnetic sub-problem, we consider the set of ideal boundary
conditions:
n× b = n× bΓ, r = 0 on Γm,e, n · b = n · bΓ, n× (∇× b) = JΓ on Γm,n,
where n · bΓ and n× bΓ are the normal and tangential traces to be prescribed; clearly, JΓ · n must vanish.
Taking the divergence of (1c), we easily infer that r = 0. Unfortunately, this is not true in general for the dis-
cretized system. For numerical purposes, it is more suitable to explicitly enforce (1d) via a Lagrange multiplier,
the magnetic pseudo-pressure r(x, t).
2.2. The weak form
Let us introduce some notation to set up the weak form of the problem. As usual, Sobolev spaces of functions
whose derivatives of order up to m belong to L2(Ω) are denoted by Hm(Ω); H10 (Ω) is the subspace of H
1(Ω)
of functions vanishing on ∂Ω. The space of vector functions with components in L2(Ω) and with divergence
also in L2(Ω) is denotedH(div; Ω); if the components are L2(Ω) and the curl is in L2(Ω)d the space is denoted
H(curl; Ω). H(div 0; Ω) is the subspace of L2(Ω)d of divergence free vector functions.
The inner product of f, g ∈ L2(Ω) is represented as (f, g), whereas 〈f, g〉 is used to denote the integral ∫
Ω
fg
whenever it makes sense; this in particular applies for the duality between H10 (Ω) and its topological dual
H−1(Ω). The same notation is used for both scalar and vector valued functions. Given a normed functional
space X , its norm is written as ‖ · ‖X , with the abbreviations ‖ · ‖L2(Ω) ≡ ‖ · ‖, ‖ · ‖Hm(Ω) ≡ ‖ · ‖m,
‖ · ‖H−1(Ω) ≡ ‖ · ‖−1, ‖ · ‖H(curl;Ω) ≡ ‖ · ‖curl. Finally, the symbol . is used to denote ≤ up to positive
constants that do not depend on numerical or physical parameters.
Let us consider the functional setting in which the system of equations (1) is well-posed. For the sake of clarity,
we will consider homogeneous essential boundary conditions; in any case, the extension to the most general
case is standard. We introduce the vectorial functional spaces:
V = {v ∈ H1(Ω)d such thatv = 0 on Γ},
C = {c ∈ H(curl; Ω) such thatn× c = 0 on Γ}, (2)
for the velocity and magnetic field functions, respectively. Further, the space for fluid pressures is Q ≡ L20(Ω)
and the one for magnetic pseudo-pressures S ≡ H10 (Ω). Now, we can state the stationary MHD problem at
hand in its weak form as follows: find u ∈ V , b ∈ C, p ∈ Q and r ∈ S such that
〈a · ∇u,v〉+ (ν∇u,∇v)− (p,∇ · v)− 〈(∇× b)× d,v〉 = 〈fu,v〉, (3a)
(q,∇ · u) = 〈gu, q〉, (3b)
(λ∇× b,∇× c)− 〈∇× (u× d), c〉+ (∇r, c) = 〈fb, c〉, (3c)
− (∇s,b) = 〈gb, s〉, (3d)
for any (v, c, q, s) ∈ V ×C ×Q× S. Let us show that r ≡ 0 in (3). Taking c = ∇r (which clearly belongs
to C) in (3c), and using the fact that ∇ × ∇r = 0 and ∇ · fb = 0 a.e. in Ω, we obtain ‖∇r‖ = 0. Since r
vanishes on ∂Ω, it implies r ≡ 0 a.e. in Ω by virtue of Poincare´’s inequality. We refer to [26, Propositions 3.4
and 3.5] for the completion of the proof.
Let us re-write system (3) in compact manner as:
A((u,b, p, r), (v, c, q, s)) = F(v, c, q, s), ∀(v, c, q, s) ∈ V ×C ×Q× S.
with the obvious definition of the bilinear form A and the linear form F .
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In the following, we consider infima and suprema with respect to functions in some space different from the
zero function. For the sake of brevity, we will omit the fact that the zero function cannot be picked. Problem
(3) is well-posed due to the inf-sup conditions
inf
q∈Q
sup
v∈V
(q,∇ · v)
‖q‖‖v‖1 ≥ βf > 0, infs∈S supc∈C
(∇s, c)
‖s‖1‖c‖H(curl;Ω) ≥ βm > 0, (4)
that are known to be true at the continuous level, as well as the Poincare´-Friedrichs inequalities
‖v‖1 ≤ CP,1‖∇v‖ forv ∈ H10 (Ω)d,
‖c‖H(curl;Ω) ≤ CP,2‖∇ × c‖ for c ∈ C ∩H(div 0; Ω), (5)
e.g., see [28, Corollary 3.51].
From the standard theory of saddle-point problems, well-posedness of the MHD system (3) is proved in the
next theorem.
Theorem 1. The following inf-sup condition is satisfied,
inf
(u,b,p,r)∈V ×C×Q×S
sup
(v,c,q,s)∈V ×C×Q×S
A((u,b, p, r), (v, c, q, s))
‖(u,b, p, r)‖Gal × ‖(v, c, q, s)‖Gal ≥ β > 0. (6)
As a consequence, formulation (3) is well-posed.
Proof: We can easily check that A((u,b, 0, 0), (v, c, 0, 0)) is a bilinear, continuous and coercive form when
it is restricted to V ∩ H(div 0; Ω) × C ∩ H(div 0; Ω). It is a direct consequence of the Poincare´-Friedrichs
inequalities (5). This result, together with the inf-sup conditions (4) are necessary and sufficient conditions
for proving (6) (see [20, Proposition 2.36]). We know from the theory of saddle-point problems that (3) is
well-posed if and only if condition (6) is satisfied (see [20, Theorem 2.34]). 
3. A stabilized FE formulation suitable for singular magnetic solutions
Let us present now the spatial discretization we propose. Let Th = {K} be a FE partition of the domain Ω.
For simplicity we assume Ω polyhedral and Th quasi-uniform, of diameter h. Summation over all the element
domainsK is denoted as
∑
K . Finite element spaces and FE functions are identified with the subscript h. Only
conforming approximations are considered, i.e., the FE spaces where the unknowns are sought are V h ⊂ V ,
Ch ⊂ C, Qh ⊂ Q and Sh ⊂ S. In particular, we will use C0 Lagrangian finite element interpolations of an
arbitrary order for all the unknowns. Given two functions f and g piecewise polynomial on each K ∈ Th, we
define (f, g)h :=
∑
K
∫
K
f g and ‖f‖h := (f, f)1/2h .
Since we assume Th quasi-uniform, the following inverse inequality holds:
‖∇vh‖L2(K) ≤ Cinv
h
‖vh‖L2(K), K ∈ Th, (7)
for a positive constant Cinv and for all piecewise polynomial functions vh.
We consider a residual-based stabilized FE formulation for the MHD problem. This type of formulation does
not change the statement of the continuous problem but modifies the way the discretization is performed.
Instead of considering only those terms that come from a Galerkin discretization, this type of formulation
includes additional terms, that are always proportional to some residual, and so, consistent. In order for this
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approach to be effective, the new terms must provide stability over the Lagrange multiplier-type unknowns
which allows one to circumvent discrete inf-sup conditions, as well as convection stability (see e.g. [14]). In
order to obtain a numerical algorithm suitable for singular solutions and avoiding the need to define weighting
functions that require information about the placement of singularities, we stick to the double saddle-point
formulation (3). The resulting method has been stated in Algorithm 1; we refer to [6] for a motivation of the
method.
Algorithm 1: Stabilized FE formulation
Find (uh,bh, ph, rh) ∈ V h ×Ch ×Qh × Sh such that
Astab((uh,bh, ph, rh), (vh, ch, qh, sh)) = Fstab(vh, ch, qh, sh), (8)
for any (vh, ch, qh, sh) ∈ V h ×Ch ×Qh × Sh, where
Astab((uh,bh, ph, rh), (vh, ch, qh, sh)) =A((uh,bh, ph, rh), (vh, ch, qh, sh))
+ S((uh,bh, ph, rh), (vh, ch, qh, sh)),
with the stabilization terms
S((uh,bh, ph, rh), (vh, ch, qh, sh)) = (τ1(Xu(uh, ph,bh)− ν∆uh), Xu(vh, qh, ch) + ν∆vh)h
+ (τ2∇ · uh,∇ · vh)
+ (τ3(∇× (uh × d)− λ∇× (∇× bh)),∇× (vh × d) + λ∇× (∇× ch))h
+ (τ4∇rh,∇sh) + (τ5∇ · bh,∇ · ch),
and
Fstab(vh, ch, qh, sh) = F(vh, ch, qh, sh) + (τ1fu, Xu(vh, qh, ch) + ν∆vh)h + (τ2gu,∇ · vh)
− (τ3fb,∇× (vh × d) + λ∇× (∇× ch))h + (τ5gb,∇ · ch).
We use the notation Xu(vh, qh, ch) := a · ∇vh +∇qh − (∇× ch)× d. The stabilization parameters have the
following expressions within each element K:
τ1 := (α)
−1
(
1 + φ√
αγ
)−1
, τ2 := c5
h2
τ1
, τ3 := γ
−1
(
1 + φ√
αγ
)−1
,
τ4 := c6
L20
λ
, τ5 := c7
h2λ
L20
,
with
α := c1
‖a‖L∞(Ω)
h
+ c2
ν
h2
, φ := c3
‖d‖L∞(Ω)
h
, γ := c4
λ
h2
.
c1, . . . , c5 are algorithmic constants that must satisfy c1 > 2C2inv
and c3 > 2C2inv
and L0 is a length scale of the
problem.
We consider the following norms that will be used hereafter:
‖(v, c, q, s)‖Gal = ν 12 ‖v‖1 + λ 12 ‖c‖curl + 1
ν
1
2
‖q‖+ L0
λ
1
2
‖s‖1, (9a)
|(v, c, q, s)|stab = ‖τ
1
2
1 Xu(v, q, c)‖h + ‖τ
1
2
2 ∇ · v‖+ ‖τ
1
2
3 ∇× (v × d)‖
+ ‖τ 124 ∇s‖+ ‖τ
1
2
5 ∇ · c‖, (9b)
‖(v, c, q, s)‖stab,w = ν 12 ‖v‖1 + λ 12 ‖∇ × c‖+ |(v, c, q, s)|stab, (9c)
‖(v, c, q, s)‖stab,s = λ
1
2
L0
‖c‖+ 1
ν
1
2
‖q‖+ ‖(v, c, q, s)‖stab,w, (9d)
where L0 is a length scale of the problem (see [3] for a discussion about its meaning and possible ways to
choose it).
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Norm (9a) is the continuous norm in which the problem is well-posed, and the Galerkin norm when using
stable mixed FEs. The extra stability due to the form S is given by the semi-norm (9b). Norm (9c) is the one
that adds the stability that comes from the coercive terms in A to the one that comes from S. Finally, norm
(9d) is the sum of the weak stability norm ‖·‖stab,w terms and the additional terms that are present in ‖·‖Gal.
Obviously, ‖(v, c, q, s)‖Gal ≤ ‖(v, c, q, s)‖stab,s.
4. Stability analysis
In this section, we analyze the stability properties of the stabilized FE formulation in Algorithm 1. First, we
prove coercivity of the stabilized formAstab in the weak stabilized norm. Next, we prove a weak inf-sup which
includes ‖b‖ and ‖p‖ control. We attain this result relying on the continuous inf-sup condition (6) proved in
Theorem 1. We absorb the length scale coefficients in the constants, since it clarifies the exposition.
Lemma 1. Forms Astab and A satisfy the following properties:
(i) Weak coercivity of Astab: Assuming that a ∈ H1(Ω)d and d ∈ H(curl; Ω), it holds
1
2
‖(uh,bh, ph, rh)‖2stab,w ≤ Astab((uh,bh, ph, rh), (uh,bh, ph, rh)),
for any (uh,bh, ph, rh) ∈ V h ×Ch ×Qh × Sh.
(ii) Weak inf-sup condition for A: Assuming that a ∈ H1(Ω)d and d ∈ Ld+(Ω)d, it holds
‖(uh,bh, ph, rh)‖Gal − σ‖(uh,bh, ph, rh)‖stab,w . sup
(vh,sh)∈V h×Sh
A((uh,bh, ph, rh), (vh,0, 0, sh))
‖(vh,0, 0, sh)‖Gal
for any (uh,bh, ph, rh) ∈ V h ×Ch ×Qh × Sh, where
σ = cσ
(
1 +
h
ν
1
2 τ
1
2
1
+
‖d‖Ld+(Ω)√
νλ
)
for  ∈ (0, 3) arbitrary small and cσ a positive constant independent of physical and numerical parame-
ters.
Proof: Let us prove the first result. Using the equality (a+ b)(a− b) = a2 − b2, it is straightforward to check
that
Astab((uh,bh, ph, rh), (uh,bh, ph, rh)) = ν‖∇uh‖2 + λ‖∇ × bh‖2 + |(uh,bh, ph, rh)|2stab
− ‖τ 121 ν∆uh‖2h − ‖τ
1
2
3 λ∇× (∇× bh)‖2h.
We have used the relation
∫
Ω
((∇×b)×d) ·u = − ∫
Ω
∇× (u×d) ·b that holds for any b, d ∈ H(curl; Ω)
and u ∈ H1(Ω)3. The last two terms can be bounded for FE functions, by using the inverse inequality (7)
elementwise:
‖τ 121 ν∆uh‖2h + ‖τ
1
2
3 λ∇× (∇× bh)‖2h ≤
1
2
(ν‖∇uh‖2 + λ‖∇ × bh‖2),
since τ1νh2 ≤ 12 and τ3λh2 ≤ 12 from the definition of the stabilization parameters. Full control over uh in H1(Ω)3
is consequence of Poincare´’s inequality. It proves the weak coercivity.
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In order to prove the weak inf-sup condition, let us invoke the continuous inf-sup condition (6) for the full
MHD system, which can be stated as follows: for any (uh,bh, ph, rh) ∈ V h × Ch × Qh × Sh there exists
(v, c, q, s) ∈ V ×C ×Q× S with unit Galerkin norm such that
‖(uh,bh, ph, rh)‖Gal ≤ A((uh,bh, ph, rh), (v, c, q, s)).
Now, we have that
A((uh,bh, ph, rh), (v, c, q, s)) =A((uh,bh, ph, rh), (εh(v), c, q, εh(s)))
+A((uh,bh, ph, rh), (pih(v),0, 0, pih(s))), (10)
where εh(v) := v− pih(v) and pih(v) is a continuous FE interpolant in H1(Ω) of a function v (scalar or vector
valued) with optimal interpolation properties that preserves null traces, e.g. the Scott-Zhang interpolant [11].
Let us define the following functions:
q(δ, d) =
{
2
1−2δ , for d = 2
12−2δ
4−δ , for d = 3
, q(δ, d)′ =
{
1
δ , for d = 2
6− δ, for d = 3 .
where δ ∈ (0, 12 ). We note that 1q(δ,d) + 1q(δ,d)′ = 12 . Now, we can prove the continuity result
(∇× (u× d), c) . ‖u‖Lq(δ,d)′ (Ω)‖d‖Lq(δ,d)(Ω)‖∇ × c‖ . ‖u‖1‖d‖Lq(δ,d)(Ω)‖∇ × c‖,
which holds for any δ ∈ (0, 12 ).We have used the compact imbedding H1(Ω) ↪→ Lq(Ω) that holds for q ∈
[1,∞) in dimension two and for q ∈ [1, 6) in dimension three. Noting that q(δ, d)′ belongs to these intervals in
both dimensions, we prove the result. Now, we bound the first term in the RHS of (10) as follows:
A((uh,bh, ph, rh), (εh(v), c, q, εh(s)))
. ‖Xu(uh, ph,bh)‖‖εh(v)‖+ ‖∇ · bh‖‖εh(s)‖+ ν‖∇uh‖‖∇εh(v)‖
+ ‖∇ · uh‖‖q‖+ λ‖∇ × bh‖‖∇ × c‖+ ‖∇rh‖‖c‖+ ‖uh‖1‖d‖Lq(δ,d)(Ω)‖∇ × c‖
. h
ν
1
2
‖Xu(uh, ph,bh)‖+ hλ 12 ‖∇ · bh‖+ (1 +
‖d‖Lq(δ,d)(Ω)√
νλ
)ν
1
2 ‖uh‖1
+ λ
1
2 ‖∇ × bh‖+ 1
λ
1
2
‖∇rh‖
.
(
1 +
h
ν
1
2 τ
1
2
1
+
‖d‖Lq(δ,d)(Ω)√
νλ
)
‖(uh, ph,bh, rh)‖stab,w, (11)
where we have used the interpolation error estimate ‖εh(v)‖ . h‖v‖1, integration-by-parts, Schwarz’s in-
equality and the previous continuity result. The second term in the right-hand side of (10) is easily handled by
using the H1(Ω) stability of the projector pih(·). Noting that for any  ∈ (0, 3) there exists δ > 0 such that
d+  > q(δ, d), we prove the result. Let us stress the fact that  can be taken arbitrarily small. 
Combining the previous lemmas, we readily get a weak inf-sup condition which provides control in the strong
stabilized form.
Corollary 1. Under the assumption that a ∈ H1(Ω)d and d ∈ Ld+(Ω)d for an arbitrarily small  > 0, the
following inequality holds for any (uh,bh, ph, rh) ∈ V h ×Ch ×Qh × Sh,
‖(uh,bh, ph, rh)‖stab,s . sup
(vh,sh)∈V h×Sh
A((uh,bh, ph, rh), (vh,0, 0, sh))
‖(vh,0, 0, sh)‖Gal
+ σAstab((uh,bh, ph, rh), (uh,bh, ph, rh)) 12 . (12)
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Now, we are in position to provide bounds of the FE solution of the MHD problem in Algorithm 1 with respect
to the data.
Theorem 2. The solution (uh,bh, ph, rh) of the FE problem (8) satisfies:
(i) Weak stability: For a ∈ H1(Ω)d and d ∈ H(curl; Ω), it holds
‖(uh,bh, ph, rh)‖stab,w ≤ sup
(vh,ch,qh,sh)∈V h×Ch×Qh×Sh
Fstab(vh, ch, qh, sh)
‖vh, ch, qh, sh‖stab,w (13)
(ii) Strong stability: For a ∈ L∞(Ω)d and d ∈ W 1,d+(Ω)d ∩ L∞(Ω)d for an arbitrarily small  > 0, it
holds
‖(uh,bh, ph, rh)‖stab,s ≤ ξ‖(uh,bh, ph, rh)‖stab,w + sup
(vh,sh)∈V h×Sh
|Fstab(vh,0, 0, sh)|
‖(vh,0, 0, sh)‖stab,s , (14)
with the constant
ξ =1 +
τ
1
2
1
ν
1
2
‖a‖L∞(Ω) + τ
1
2
3
ν
1
2
(‖∇d‖Ld+(Ω) + ‖d‖L∞(Ω)) +
‖d‖Ld+(Ω)√
νλ
+
(
1 +
‖a‖L∞(Ω)h
ν
) 1
2
1 + ‖d‖L∞(Ω)h√
λν
√
1 +
‖a‖L∞(Ω)h
ν
 12 .
Proof: We readily prove the weak stability invoking Lemma 1 and the stabilized FE system (8). Strong stability
is proved using Corollary 1. The second term in the right-hand side of (12) is readily handled by the weak
stability (13). On the other hand, the first term is bounded as follows:
A((uh,bh, ph, rh), (pih(v),0, 0, pih(s))) =
− (τ1(Xu(uh, ph,bh)− ν∆uh),a · ∇pih(v) + ν∆pih(v))h
− (τ2∇ · uh,∇ · pih(v))− (τ3(∇× (uh × d)− λ∇× (∇× bh)),∇× (pih(v)× d))h
− (τ4∇rh,∇pih(s)) + Fstab(pih(v),0, 0, pih(s))
≤
(
‖(uh,bh, ph, rh)‖stab,w + sup
(vh,sh)∈V h×Sh
|Fstab(vh,0, 0, sh)|
‖(vh,0, 0, sh)‖stab,s
)
× (τ 121 ‖a · ∇pih(v)‖+ τ
1
2
1 ‖ν∆pih(v)‖h + τ
1
2
2 ‖∇ · pih(v)‖+ τ
1
2
3 ‖∇ × (pih(v)× d)‖
+ τ
1
2
4 ‖∇pih(s)‖+ ν
1
2 ‖pih(v)‖1‖). (15)
Let us work on the right-hand side of the previous inequality. Using the stability properties of the projector
pih(·), we obtain:
τ
1
2
1 ‖a · ∇pih(v)‖ ≤ τ
1
2
1 ‖a‖L∞(Ω)‖∇v‖. (16)
The same arguments allow us to get the following bound:
τ
1
2
3 ‖∇ × (pih(v)× d)‖ . τ
1
2
3 (‖v‖Lq(δ,d)′ (Ω)‖∇d‖Lq(δ,d)(Ω) + ‖∇v‖‖d‖L∞(Ω))
. τ
1
2
3 ‖v‖1(‖∇d‖Lq(δ,d)(Ω) + ‖d‖L∞(Ω)), (17)
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where we have used the vector analysis formula
∇× (a× b) = b · ∇a− b(∇ · a)− a · ∇b+ a(∇ · b),
that holds for any smooth vector fields a and b, and similar arguments as those above. Invoking these bounds
in (15), we easily get:
A((uh,bh, ph, rh), (pih(v),0, 0, pih(s))) (18)
.
(
τ
1
2
1
ν
1
2
‖a‖L∞(Ω) + τ
1
2
3
ν
1
2
(‖∇d‖Lq(δ,d)(Ω) + ‖d‖L∞(Ω))
)
‖(vh,0, 0, sh)‖Gal × ‖(uh,bh, ph, rh)‖stab,w.
(19)
Now, let us rewrite some coefficients by using the definition of the stabilization parameters:
h
ν
1
2 τ
1
2
1
=
(
1 +
‖a‖L∞(Ω)h
ν
) 1
2
1 + ‖d‖L∞(Ω)h√
νλ
√
1 +
‖a‖L∞(Ω)h
ν
 12 .
Using again that for small enough  > 0 there exists δ > 0 such that d+  > q(δ, d), we prove the theorem. 
Remark 1. In practice, both a and d will be FE functions.1 In this situation, we can clearly reduce the
assumptions over these two functions in Theorem 2.
The following corollary consists of the restriction of the previous analysis to FE functions.
Corollary 2. Let us assume that ah ∈ V h and dh ∈ Ch ∩ Ld+(Ω)d for some  > 0. The FE solution of (8)
satisfies inequality (14) for
ξ =1 +
h
1
4 ‖ah‖
1
2
1
ν
1
2
+
‖dh‖Ld+(Ω)√
νλ
+
(
1 +
‖ah‖1h 12
ν
) 1
2 (
1 +
‖dh‖Ld+(Ω)√
νλ
) 1
2
. (20)
Proof: Let us introduce the inequality
‖vh‖W lp(Ω) . hm−l+
d
p− dq ‖vh‖Wmq (Ω) (21)
that holds for FE functions vh, where d is the space dimension (see [11, Th. 4.5.11]). In dimension three, we
have that:
τ
1
2
1 ‖ah‖L∞(Ω) . min(h
1
2 ‖ah‖−
1
2
L∞(Ω), hν
− 12 )‖ah‖L∞(Ω) . min
(
h
1
4 ‖ah‖
1
2
1 , h
1
2 ν−
1
2 ‖ah‖1
)
.
Analogously, we obtain:
τ
1
2
3 (‖∇dh‖Ld+(Ω) + ‖dh‖L∞(Ω)) . τ
1
2
3 h
−1‖dh‖Ld+(Ω) . λ−
1
2 ‖dh‖Ld+(Ω),
where we have used the inequality (21). With regard to the last term in the definition of ξ, we have:
h
ν
1
2 τ
1
2
1
.
(
1 +
‖ah‖1h 12
ν
) 1
2 (
1 +
‖dh‖Ld+(Ω)√
νλ
) 1
2
.
Therefore, using the fact that 1 + min(a, a2) . 1 + a for any a > 0, the previous corollary applies for the
definition of ξ in (20). 
1In any case, we can always project the continuous fields into the FE spaces using proper projections.
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Remark 2. In the previous results, we observe that stability bounds for some terms of the Galerkin norm, as
well as the extra stability that comes from the stabilization terms do not deteriorate in asymptotic regimes.
However, control over ‖p‖ and ‖b‖ can deteriorate for fixed grids in some singular limits of the continuous
problem that imply a coercivity loss. Anyway, the same behavior has been observed for the Navier-Stokes
problem alone when solved by using stabilized FE techniques.
5. Convergence analysis
Once we have proved stability of the problem, we look at the convergence properties of the numerical algorithm.
We are interested in both convergence towards the exact solution (even when it is rough) and optimal order of
convergence, i.e. a priori error estimates when the solution is smoother.
Using the fact that the stabilized FE problem (8) is consistent, i.e. the exact solution satisfies the FE equality,
we have that:
Astab((χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r)), (vh, ch, qh, sh))
= Astab((εh(u), εh(b), εh(p), εh(r)), (vh, ch, qh, sh)), (22)
where χ(v, w) := v − pih(w); as stated above, εh(v) := v − pih(v) and pih(v) is a continuous FE interpolant
in H1(Ω) with optimal interpolation properties that preserves null traces, e.g. the Scott-Zhang interpolant. Let
us also define the following norms:
‖(v, c, q, s)‖
s˜tab,w
= ν
1
2 ‖v‖1 + λ 12 ‖∇ × c‖+ ‖τ
1
2
1 Xu(v, q, c)‖h + ‖τ
1
2
2 ∇ · v‖
+ ‖τ 123 ∇× (v × d)‖+ ‖τ
1
2
4 ∇s‖,
‖(v, c, q, s)‖
s˜tab,s
=
λ
1
2
L0
‖c‖+ 1
ν
1
2
‖q‖+ ‖(v, c, q, s)‖
s˜tab,w
. (23)
So, the norms with the tilde have all the terms of those without the tilde except the stabilization term related to
τ5. Let us also define the error functions:
EA(h) := τ
− 12
1 ‖εh(u)‖+ ν
1
2 ‖∇εh(u)‖+ λ 12 ‖εh(b)‖curl
+ min
{
ν−
1
2L
1
2
0 ‖d‖Ld+(Ω)‖∇ × εh(b)‖, τ−
1
2
3 ‖εh(b)‖
}
+ τ
− 12
2 ‖εh(p)‖,
ES(h) := τ
1
2
1 ‖Xu(εh(u), εh(p), εh(b))− ν∆εh(u)‖+ τ
1
2
2 ‖∇ · εh(u)‖
+ τ
1
2
3 ‖∇ × (εh(u)× d) + λ∇× (∇× εh(b)))‖+ λ
1
2L−10 ‖εh(b)‖
+ λ
1
2L−10
( ∑
K∈Th
h‖εh(b)‖2L2(∂K)
) 1
2
,
for some  > 0. In order for the error function ES(h) to be well-defined, we require −ν∆u + Xu(u,b, p) ∈
L2(Ω)d and λ∇ × (∇ × b) − ∇ × (u × d) ∈ L2(Ω)d, which are true for fu ∈ L2(Ω)d and fb ∈ L2(Ω)d,
respectively; this is easily inferred from the continuous problem. Furthermore, the boundary terms are well
defined since bh ∈ L2(∂K) for every K ∈ Th (see [5, Corollary 3.8]).
Theorem 3. Under the conditions of Corollary 1, the following a priori error estimate holds
‖(u− uh,b− bh, p− ph, r − rh)‖s˜tab,w . EA(h) + ES(h),
for the error functions defined above.
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Proof: Let us bound the right hand side of the error system (22), first Galerkin terms and second stabilization
ones. Proceeding as in the proof of Lemma 1, we obtain
〈εh(b),∇× (v × d)〉 . L
1
2
0 ‖∇ × εh(bh)‖‖v‖1‖d‖Ld+(Ω). (24)
This result, together with a straight use of integration-by-parts, Schwarz’s inequality, the fact that εh(r) = 0
and the definition of τ4, lead to:
A((εh(u), εh(b), εh(p), εh(r)), (vh, ch, qh, sh))
= −〈εh(u), Xu(vh, qh, ch)〉+ ν(∇εh(u),∇vh)− (εh(p),∇ · vh) + 〈εh(b),∇× (vh × d)〉
+ λ(∇× εh(b),∇× ch)− (εh(b),∇sh) . EA(h)‖(vh, ch, qh, sh)‖stab,w, (25)
In order to bound the stabilization terms, we proceed as follows:
τ5(∇ · εh(b),∇ · ch) = τ5
∑
K∈Th
∫
K
εh(b)∇∇ · ch − τ5
∑
K∈Th
∫
∂K
n · εh(b)∇ · ch
. (h−1τ
1
2
5 ‖εh(b)‖+ h−
1
2 τ
1
2
5 ‖εh(b)‖L2(∂K))τ
1
2
5 ‖∇ · ch‖. (26)
where we have used the inequality ‖v‖L2(∂K) ≤ h− 12 ‖v‖L2(K) that holds for FE functions (see [11]). Using
the fact that h−1τ
1
2
5 = c5L
−1
0 λ
1
2 , and Schwarz’s inequality we easily obtain:
S(εh(u), εh(b), εh(p), εh(r)), (v, c, q, s)) ≤ ES(h)‖(v, c, q, s)‖stab,w. (27)
So, using the weak coercivity in Lemma 1 and the previous results, we straightforwardly get:
‖(χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r))‖stab,w . EA(h) + ES(h). (28)
Finally, using the triangle inequality and the fact that ‖(εh(u), εh(c), εh(p), εh(s))‖s˜tab,w . EA(h) + ES(h)
we prove the theorem. 
On the other hand, we can recover convergence on the strong stabilized norm as follows:
Theorem 4. Under the conditions of Corollary 2, the following a priori error estimate holds
‖(u− uh,b− bh, p− ph, r − rh)‖s˜tab,s . ξ(EA(h) + ES(h)),
for the error functions defined above.
Proof: First, invoking Theorem 2, we have
‖(χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r))‖stab,s
. ξ‖(χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r))‖stab,w
+ sup
(vh,sh)∈V h×Sh
Astab((εh(u), εh(b), εh(p), εh(r)), (vh,0, 0, sh))
‖(vh,0, 0, sh)‖stab,s . (29)
We can readily bound the right hand side using the bounds in (25)-(27) and (28), in order to get:
‖(χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r))‖stab,s . ξ(EA(h) + ES(h)). (30)
Using the relation τ−
1
2
2 . ν−
1
2 we easily get
‖(εh(u), εh(c), εh(p), εh(s))‖s˜tab,s . EA(h) + ES(h).
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Combining the last two inequalities and the triangle inequality, we prove the theorem. 
In the asymptotic limit when h↘ 0, we can easily see that
EA(h) + ES(h) ∼h−1‖εh(u)‖+ ‖εh(u)‖1 + h‖Xu(εh(u), εh(b), εh(p))− ν∆εh(u)‖
+ ‖εh(p)‖+ ‖εh(b)‖curl +
( ∑
K∈Th
h‖εh(b)‖2L2(∂K)
) 1
2
+ h‖∇ × (εh(u)× d) + λ∇× (∇× εh(b)))‖. (31)
So, the convergence results are optimal, in the sense that optimal rates are obtained for smooth enough func-
tions. On the other hand, since no regularity of b in H1(Ω)d is needed, convergence can be attained even for
singular components of the magnetic field. However, in order to get this convergence, the following approx-
imability condition must hold:
lim
h→0
‖εh(b)‖curl +
( ∑
K∈Th
h‖εh(b)‖2L2(∂K)
) 1
2
 = 0. (32)
This condition is true for Lagrangian FEs for meshes with a particular macro-element structure (see [5, Assump-
tion 1 and Corollary 5]). One type of element that satisfies this condition is the Powell-Sabin macro-element
(see [31] and [13, Remark 4.1]). Further, numerical experiments in 2D and 3D show that both the Powell-Sabin
and crossbox elements provide excellent results (see [6]). In the numerical experiments section, we have ex-
tended these results, evaluating the effect of not using this type of meshes in the convergence towards singular
solutions. Finally, let us stress the fact that this macro-element structure is only needed for singular solutions,
that appear in non-convex domains. For smooth solutions, with b ∈ H1(Ω)d, the convergence analysis and
approximability properties are easy to check and hold for any type of mesh. We refer to [5] for a detailed
discussion on this topic, in the framework of the Maxwell operator.
Remark 3. Let us note that a method that introduces similar stabilization terms has recently been proposed in
[10] for electromagnetic eigenvalue problems. The method in [10] depends on a coefficient α and corresponds
to the method proposed in [5] for α = 1 with the only difference that no restriction over the FE spaces or
meshes is assumed. Unfortunately, the convergence of the proposed algorithm is deteriorating in the limit
α → 1 and the corresponding numerical analysis in [10] does not apply for the limit case considered in this
work. See [4] and the numerical experiments section for further details.
6. Some comments on the nonlinear analysis
The numerical analysis of FE methods for the incompressible nonlinear MHD equations is a hard issue; let us
recall that this system is obtained taking (a,d) as (u, %b) in (1). Using inf-sup stable elements, this analysis
has been carried out in [29, 23]. It heavily uses the nice properties of Ne´de´lec type FEs and cannot be applied
to nodal FEs. For weighted regularization techniques, the full nonlinear analysis has been published in [25].
As stated by the authors, the results in three dimensions are quite restrictive. Finally, a closer formulation to
the one presented herein, based on discontinuous Galerkin nodal FEs, is presented in [27]. However, both the
numerical analysis and experiments (dealing with singular solutions) are for the linearized problem only. The
authors say that the nonlinear extension is an open problem, and up to our knowledge it keeps open so far.
Therefore, the extension of the linearized analysis above to the nonlinear problem is not straightforward. For
the nonlinear problem, ah and dh are in fact the solution of the previous iterate, when using a Picard-type
linearization. Therefore, we cannot assume regularity over dh, namely dh ∈ Ld+(Ω)d for some  > 0.
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We may proceed by induction. Let us denote the iteration counter with a superscript within parentheses. In the
nonlinear version of system (1) for i ≥ 1 we replace a ← u(i−1)h , d ← %b(i−1)h , and denote the continuous
solution of this problem as (u(i−1),b(i−1), p(i−1), r(i−1)). Next, we obtain the new iterate (u(i)h ,b
(i)
h , p
(i)
h , r
(i)
h )
by solving the discretized problem (8). We assume in what follows that the physical properties are such that
this iterative scheme converges. Let us also assume that:
b
(i−1)
h is such that ‖b(i−1) − b(i−1)h ‖ . h
d−2
2 +δ
(i−1)
for some δ(i−1) > 0 (A1)
Let us introduce the inverse inequality ‖vh‖Lq(Ω) . h
d
q− dp ‖vh‖Lp(Ω), where 1 ≤ p ≤ ∞ and 1 ≤ q ≤ ∞ (see
[11, Theorem 4.5.11]). We infer that ‖vh‖Ld+(Ω) . h−θ(d)‖vh‖, with θ(2) = 2+ and θ(3) = 3(1+)2(3+) for
any  > 0. Using the stability of the Scott-Zhang projector pih(·), we finally get:
‖b(i−1)h ‖Ld+(Ω) . ‖pih(b(i−1))− b(i−1)h ‖Ld+(Ω) + ‖pih(b(i−1))‖Ld+(Ω)
. h d−22 +δ(i−1)−θ(d) + h−θ(d)‖b(i−1) − pih(b(i−1))‖+ ‖b(i−1)‖Ld+(Ω).
Next, we use the continuous imbedding ofC ∩H(div; Ω) into H 12 +δ1(Ω)d for some δ1 > 0 and the interpola-
tion properties of the Scott-Zhang projector (see [11, Theorem 4.8.12]) to infer that ‖b(i−1) − pih(b(i−1))‖ .
h
1
2 +δ1‖b(i−1)‖curl On the other hand, since C ∩H(div; Ω) is compactly imbedded into L3+δ2(Ω), for some
δ2 > 0 (see [29, Proposition 2.3] and [1, Proposition 3.7]), we can pick an  = (δ(i−1), δ1, δ2) > 0 small
enough such that ‖b(i−1)h ‖Ld+(Ω) . ‖b(i−1)‖curl.
From Theorem 4, we have that ‖b(i) − b(i)h ‖ . ξ(EA(h) +ES(h)), where ξ is now bounded. Assuming that:
EA(h) + ES(h) . h
d−2
2 +δ
(i)
for some δ(i) > 0, (A2)
we finally obtain that ‖b(i) − b(i)h ‖ . h
1
2 +δ
(i)
.
Assumption A1 is easily satisfied. In fact, we only need to start the process with a b(0)h ∈ C ∩H(div; Ω), e.g.
b
(0)
h = 0 and b
(0) = 0, so that the effective initial guess is a solution of a linear problem for which we know
that A1 holds [5].
Assumption A2 is true for (u(i−1), p(i−1)) ∈ H d2 +(Ω)d ×H d−22 +(Ω); the terms related to b can be treated
as in [5, Corollary 3.12]. In dimension three, it requires (u(i−1), p(i−1)) ∈ H 32 +(Ω)d × H 12 +(Ω) for an
arbitrary small  > 0.
7. Numerical experimentation
The objective of the following numerical experiment is to compare the approximation of singular solutions
for the MHD problem using several mesh structures. We will show the difference between a mesh with a
suitable macro-element structure, the crossbox element, which has been observed numerically that verifies the
approximability condition (32), against mesh structures that do not satisfy it, both in terms of convergence rates
and the solution itself.
The chosen problem with non-smooth solution corresponds to solve the MHD equations in a nonconvex L-
shaped domain Ω = (−1, 1)× (−1, 1) \ [0, 1]× [0,−1]. Both the hydrodynamic and magnetic solutions have
strong singularities at the re-entrant corner, where the origin of coordinates is taken. The singular solution for
13
(a) Crossbox element (b) P1 element (c) Q1 element
Figure 1: Mesh structures.
the Stokes operator is described in polar coordinates (r, θ) by
ux(x, y) =r
λ
(
(1 + λ) sin(θ)ψ(θ) + cos(θ)ψ
′
(θ)
)
,
uy(x, y) =r
λ
(
−(1 + λ) cos(θ)ψ(θ) + sin(θ)ψ′(θ)
)
,
p(x, y) =− r
λ−1
1− λ
(
(1 + λ)2ψ
′
(θ) + ψ
′′′
(θ)
)
,
where
ψ(θ) = sin((1 + λ)θ)
cos(λω)
1 + λ
− cos((1 + λ)θ)− sin((1− λ)θ)cos(λω)
1− λ + cos((1− λ)θ).
The value of the parameter λ is the smallest positive solution of
sin(λω) + λ sin(ω) = 0, where ω =
3pi
2
,
which is λ ∼ 0.54448373678246. Note that u = (ux, uy) is solenoidal and (u, p) ∈ H1+λ(Ω)2 ×Hλ(Ω).
The singular solution for the Maxwell operator is defined, also in polar coordinates, as
b(x, y) = ∇
(
r
2n
3 sin
(
2n
3
))
, n ∈ N+.
Note that ∇ · b = 0 and ∇× b = 0. The magnetic induction field b ∈ H 2n3 (Ω)2 and therefore, b /∈ H1(Ω)2
for n = 1.
This problem has been solved using several mesh structures. On one hand, we have used meshes with a macro-
element structure, namely the crossbox element, which satisfies the approximability condition (32). On the
other hand, we have used meshes composed of linear elements, both triangular meshes (P1) and quadrilateral
meshes (Q1) that do not verify (32). Figure 1 shows an example of the three different mesh structures for
h = 2−2. Moreover, let us stress that we have solved the problem fully coupled with a non-linear tolerance of
10−4 and setting every physical parameter to 1.
For the three cases, the problem has been solved in several meshes with different mesh sizes, from the coarsest
one with h = 2−2 to the finest one with h = 2−10, which consists of 12,58 million elements for the mesh
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h ||eu|| ||∇eu|| ||ep||
2−2 8.52 ·10−2 ( - ) 1.30 ·100 ( - ) 2.25 ·100 ( - )
2−3 3.43 ·10−2 ( 1.31 ) 8.96 ·10−1 ( 0.54 ) 1.31 ·100 ( 0.78 )
2−4 1.33 ·10−2 ( 1.37 ) 6.17 ·10−1 ( 0.54 ) 8.34 ·10−1 ( 0.65 )
2−5 5.54 ·10−3 ( 1.26 ) 4.23 ·10−1 ( 0.54 ) 5.42 ·10−1 ( 0.62 )
2−6 2.43 ·10−3 ( 1.19 ) 2.91 ·10−1 ( 0.54 ) 3.63 ·10−1 ( 0.58 )
2−7 1.10 ·10−3 ( 1.14 ) 1.99 ·10−1 ( 0.55 ) 2.46 ·10−1 ( 0.56 )
2−8 5.04 ·10−4 ( 1.13 ) 1.37 ·10−1 ( 0.54 ) 1.68 ·10−1 ( 0.55 )
2−9 2.34 ·10−4 ( 1.11 ) 9.40 ·10−2 ( 0.54 ) 1.15 ·10−1 ( 0.55 )
2−10 1.09 ·10−4 ( 1.10 ) 6.44 ·10−2 ( 0.55 ) 7.89 ·10−2 ( 0.54 )
Table 1: Numerical errors for hydrodynamic unknowns and rate of convergence in brackets. Crossbox element.
composed of crossbox elements. Tables 1-6 contain the numerical error norms of the hydrodynamical and
magnetic variables for the three cases, crossbox, P1 and Q1 elements respectively. In Tables 1, 3 and 5, related
to the hydrodynamical variables, we show the numerical errors for the velocity in the L2-norm and the H1-
norm, and the error for the pressure in the L2-norm. In Tables 2, 4 and 6, related to the magnetic unknowns,
we have listed the numerical errors for the magnetic induction in the L2-norm and the H(curl)-norm, and the
errors for the magnetic pseudo-pressure in both the L2-norm and the H1-norm. Furthermore, Figure 2 shows
the convergence plots of the computed numerical errors. It is clearly seen that using a mesh with a macro-
element structure is crucial in order to obtain the theoretical convergence rates to singular solutions. It is also
shown that linear elements, both P1 and Q1 meshes, have a much lower convergence rate.
However, when using meshes of linear elements, both P1 and Q1, the method provides a solution for the
magnetic induction b with spurious discontinuities around the corner. Figure 3 displays the magnetic induction
solution for the three different mesh structures. Besides, Figure 4 shows a zoom of the same magnetic induction
fields around the corner in order to highlight the discontinuities that appear when computing with meshes that
do not satisfy condition (32).
Finally, we observe that 1) the convergence rates for ‖∇eu‖, ‖ep‖, ‖eb‖ and ‖∇er‖ are exactly those predicted
by the numerical analysis of the uncoupled stabilized Stokes and Maxwell problems, 2) super-convergence is
observed for the error quantities ‖eu‖ and ‖∇× eb‖. In fact, we can infer from the numerical analysis that the
error due to the coupling term is affected by the two quantities that exhibit super-convergence. As a result, the
coupling terms are small compared to those related to the uncoupled fluid and magnetic sub-problems, leading
to the first observation.
8. Conclusions
The finite element approximation of the resistive MHD problem in [6] has been analyzed in this work. The
formulation falls within the category of stabilized finite element methods and, as such, is intended to avoid the
need for using finite element approximations satisfying the compatibility conditions of the continuous problem
and dealing with ranges of the physical parameters in which first order derivatives dominate second order ones.
Particular features of the formulation analyzed are that it is of residual type, can be based on the VMS frame-
work and the stabilization parameters are designed from the numerical analysis, accounting for the coupling
between the fluid and magnetic sub-problems. However, the most salient feature is that it allows to converge
to singular solutions even when using a continuous Lagrangian approximation for the magnetic induction field.
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Figure 2: Convergence plots.
h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 1.51 ·10−1 ( - ) 1.52 ·10−1 ( - ) 1.30 ·10−2 ( - ) 4.52 ·10−2 ( - )
2−3 9.66 ·10−2 ( 0.64 ) 6.94 ·10−2 ( 1.13 ) 7.08 ·10−3 ( 0.88 ) 3.64 ·10−2 ( 0.31 )
2−4 6.22 ·10−2 ( 0.64 ) 3.89 ·10−2 ( 0.84 ) 3.21 ·10−3 ( 1.14 ) 2.57 ·10−2 ( 0.50 )
2−5 3.83 ·10−2 ( 0.70 ) 1.17 ·10−2 ( 1.73 ) 1.33 ·10−3 ( 1.27 ) 1.63 ·10−2 ( 0.66 )
2−6 2.40 ·10−2 ( 0.67 ) 4.80 ·10−3 ( 1.29 ) 5.39 ·10−4 ( 1.30 ) 1.03 ·10−2 ( 0.66 )
2−7 1.51 ·10−2 ( 0.67 ) 1.95 ·10−3 ( 1.30 ) 2.17 ·10−4 ( 1.31 ) 6.50 ·10−3 ( 0.66 )
2−8 9.51 ·10−3 ( 0.67 ) 7.83 ·10−4 ( 1.32 ) 8.69 ·10−5 ( 1.32 ) 4.10 ·10−3 ( 0.66 )
2−9 5.99 ·10−3 ( 0.67 ) 3.14 ·10−4 ( 1.32 ) 3.47 ·10−5 ( 1.32 ) 2.58 ·10−3 ( 0.67 )
2−10 3.77 ·10−3 ( 0.67 ) 1.25 ·10−4 ( 1.33 ) 1.38 ·10−5 ( 1.33 ) 1.63 ·10−3 ( 0.66 )
Table 2: Numerical errors for magnetic unknowns and rate of convergence in brackets. Crossbox element.
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Figure 3: Magnetic induction solution for h = 2−8. x-component (left) and y-component (right). Crossbox (top), P1 (middle) and Q1
(bottom) elements.
17
Figure 4: Zoom of the magnetic induction solution for h = 2−8 around the corner. x-component (left) and y-component (right). Crossbox
(top), P1 (middle) and Q1 (bottom) elements.
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h ||eu|| ||∇eu|| ||ep||
2−2 1.63 ·10−1 ( - ) 1.67 ·100 ( - ) 3.76 ·100 ( - )
2−3 7.55 ·10−2 ( 1.11 ) 1.18 ·100 ( 0.50 ) 2.10 ·100 ( 0.84 )
2−4 3.42 ·10−2 ( 1.14 ) 8.14 ·10−1 ( 0.54 ) 1.21 ·100 ( 0.80 )
2−5 1.42 ·10−2 ( 1.27 ) 5.59 ·10−1 ( 0.54 ) 7.51 ·10−1 ( 0.69 )
2−6 6.43 ·10−3 ( 1.14 ) 3.84 ·10−1 ( 0.54 ) 4.77 ·10−1 ( 0.65 )
2−7 2.97 ·10−3 ( 1.11 ) 2.64 ·10−1 ( 0.54 ) 3.14 ·10−1 ( 0.60 )
2−8 1.38 ·10−3 ( 1.11 ) 1.81 ·10−1 ( 0.54 ) 2.11 ·10−1 ( 0.57 )
2−9 6.34 ·10−4 ( 1.12 ) 1.24 ·10−1 ( 0.55 ) 1.42 ·10−1 ( 0.57 )
2−10 3.00 ·10−4 ( 1.08 ) 8.53 ·10−2 ( 0.54 ) 9.61 ·10−2 ( 0.56 )
Table 3: Numerical errors for hydrodynamic unknowns and rate of convergence in brackets. P1 element.
h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 2.06 ·10−1 ( - ) 3.16 ·10−1 ( - ) 1.84 ·10−2 ( - ) 6.06 ·10−2 ( - )
2−3 1.46 ·10−1 ( 0.50 ) 2.32 ·10−1 ( 0.45 ) 1.15 ·10−2 ( 0.68 ) 5.11 ·10−2 ( 0.25 )
2−4 1.07 ·10−1 ( 0.45 ) 1.94 ·10−1 ( 0.26 ) 6.04 ·10−3 ( 0.93 ) 3.94 ·10−2 ( 0.38 )
2−5 7.44 ·10−2 ( 0.52 ) 1.96 ·10−1 ( -0.01 ) 2.76 ·10−3 ( 1.13 ) 2.75 ·10−2 ( 0.52 )
2−6 6.13 ·10−2 ( 0.28 ) 1.67 ·10−1 ( 0.23 ) 1.57 ·10−3 ( 0.81 ) 2.21 ·10−2 ( 0.32 )
2−7 5.16 ·10−2 ( 0.25 ) 1.41 ·10−1 ( 0.24 ) 9.51 ·10−4 ( 0.72 ) 1.81 ·10−2 ( 0.29 )
2−8 4.35 ·10−2 ( 0.25 ) 1.18 ·10−1 ( 0.26 ) 5.98 ·10−4 ( 0.67 ) 1.50 ·10−2 ( 0.27 )
2−9 3.65 ·10−2 ( 0.25 ) 9.68 ·10−2 ( 0.29 ) 3.85 ·10−4 ( 0.64 ) 1.24 ·10−2 ( 0.27 )
2−10 3.04 ·10−2 ( 0.26 ) 7.89 ·10−2 ( 0.29 ) 2.51 ·10−4 ( 0.62 ) 1.02 ·10−2 ( 0.28 )
Table 4: Numerical errors for magnetic unknowns and rate of convergence in brackets. P1 element.
h ||eu|| ||∇eu|| ||ep||
2−2 1.08 ·10−1 ( - ) 1.58 ·100 ( - ) 2.19 ·100 ( - )
2−3 4.39 ·10−2 ( 1.30 ) 1.11 ·100 ( 0.51 ) 1.46 ·100 ( 0.58 )
2−4 1.69 ·10−2 ( 1.38 ) 7.67 ·10−1 ( 0.53 ) 9.80 ·10−1 ( 0.58 )
2−5 6.23 ·10−3 ( 1.44 ) 5.29 ·10−1 ( 0.54 ) 6.67 ·10−1 ( 0.56 )
2−6 2.29 ·10−3 ( 1.44 ) 3.64 ·10−1 ( 0.54 ) 4.57 ·10−1 ( 0.55 )
2−7 8.82 ·10−4 ( 1.38 ) 2.50 ·10−1 ( 0.54 ) 3.12 ·10−1 ( 0.55 )
2−8 3.57 ·10−4 ( 1.30 ) 1.72 ·10−1 ( 0.54 ) 2.13 ·10−1 ( 0.55 )
2−9 1.51 ·10−4 ( 1.24 ) 1.18 ·10−1 ( 0.54 ) 1.50 ·10−1 ( 0.51 )
2−10 6.66 ·10−5 ( 1.18 ) 8.08 ·10−2 ( 0.55 ) 1.06 ·10−1 ( 0.50 )
Table 5: Numerical errors for hydrodynamic unknowns and rate of convergence in brackets. Q1 element.
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h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 1.87 ·10−1 ( - ) 2.87 ·10−1 ( - ) 1.67 ·10−2 ( - ) 5.38 ·10−2 ( - )
2−3 1.37 ·10−1 ( 0.45 ) 2.10 ·10−1 ( 0.45 ) 1.10 ·10−2 ( 0.60 ) 4.92 ·10−2 ( 0.13 )
2−4 1.03 ·10−1 ( 0.41 ) 1.83 ·10−1 ( 0.20 ) 5.91 ·10−3 ( 0.90 ) 3.92 ·10−2 ( 0.33 )
2−5 7.27 ·10−2 ( 0.50 ) 1.91 ·10−1 ( -0.06 ) 2.75 ·10−3 ( 1.10 ) 2.79 ·10−2 ( 0.49 )
2−6 6.06 ·10−2 ( 0.26 ) 1.66 ·10−1 ( 0.20 ) 1.57 ·10−3 ( 0.81 ) 2.25 ·10−2 ( 0.31 )
2−7 5.15 ·10−2 ( 0.23 ) 1.41 ·10−1 ( 0.24 ) 9.50 ·10−4 ( 0.72 ) 1.85 ·10−2 ( 0.28 )
2−8 4.38 ·10−2 ( 0.23 ) 1.18 ·10−1 ( 0.26 ) 5.98 ·10−4 ( 0.67 ) 1.53 ·10−2 ( 0.27 )
2−9 3.69 ·10−2 ( 0.25 ) 9.66 ·10−2 ( 0.29 ) 3.85 ·10−4 ( 0.64 ) 1.27 ·10−2 ( 0.27 )
2−10 3.07 ·10−2 ( 0.27 ) 7.86 ·10−2 ( 0.30 ) 2.50 ·10−4 ( 0.62 ) 1.04 ·10−2 ( 0.29 )
Table 6: Numerical errors for magnetic unknowns and rate of convergence in brackets. Q1 element.
To our knowledge, this is the first time this is achieved. From the technical point of view, this possibility relies
on the fact that we mimic the correct functional setting of the continuous problem at the discrete level.
The stability and convergence analysis in this work support the feasibility of our formulation, and complements
the numerical experimentation in [6]. We have restricted ourselves to some simplifying assumptions (quasi-
uniform meshes, constant stabilization parameters, conforming finite element spaces) which have allowed us to
avoid excessive technicalities but to highlight the main analytical reasons for the success of our formulation.2
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