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O problema do despacho econo´mico e´ o de definir o n´ıvel de produc¸a˜o de um grupo de
geradores ele´tricos, satisfazendo a procura prevista de energia, a custo mı´nimo, e satisfazendo
um conjunto de restric¸o˜es te´cnicas dos geradores.
Tradicionalmente o custo de combust´ıvel no problema do despacho econo´mico e´ modelado
atrave´s de uma func¸a˜o quadra´tica. Mas na realidade os geradores apresentam caracter´ısticas
na˜o-lineares e descontinuidades devido a efeitos secunda´rios tais como o efeito do ponto de
va´lvula, que obrigam a desenvolver te´cnicas de resoluc¸a˜o sofisticadas, pouco eficientes.
Este trabalho consiste na criac¸a˜o de um algoritmo baseado num me´todo de aproximac¸a˜o
linear para a resoluc¸a˜o do problema do despacho econo´mico, tendo em conta o efeito do ponto
de va´lvula. Inicialmente, considera-se que para cada unidade geradora, cada intervalo entre
pontos de va´lvula e´ particionado em 10 partes iguais e calculam-se os respetivos limites
inferior (aproximac¸a˜o por baixo) e superior (valor exato da func¸a˜o). Se o erro relativo entre
os limites for menor do que uma toleraˆncia dada, o algoritmo para retornando a soluc¸a˜o
o´tima. Caso contra´rio, o nu´mero de partic¸o˜es entre pontos de va´lvula duplica, efetuando-se
novamente todo o processo anteriormente descrito.
O algoritmo desenvolvido converge para a soluc¸a˜o o´tima anteriormente desconhecida para
os casos de estudo apresentados. Com este algoritmo e´ tambe´m poss´ıvel analisar se alguns
dos me´todos heur´ısticos descritos na literatura atingem a soluc¸a˜o o´tima.
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The Economic Load Dispatch problem is the problem of allocating power generation between
the operational generating units of a given power system in order to comply with the existing
constraints and with the goal of minimizing the fuel costs.
Traditionally, the Economic Load Dispatch problem is modeled by a quadratic function.
But, in fact, this problem presents non-linear characteristics and discontinuities because of
secondary effects, such as the valve-point effect, requiring sophisticated techniques to solve
the issue.
The development of this work consists of the creation of an algorithm based on a linear
approximation method for solving the Economic Load Dispatch problem, considering the
valve-point effect. Initially it is considered that, for each generating unit, each of its valves is
partitioned into 10 equal parts and the respective lower and upper bounds are calculated. If
the relative error between these bounds falls within a user-specified tolerance, the algorithm
stops and returns the optimal solution. Otherwise, the number of partitions between valve
point doubles restarting the process all over again.
The developed algorithm provides the optimal solution, previously unknown, to every case
of study presented. With this algorithm is also possible to examine whether some of the
heuristic methods described in the literature achieve the optimal solution or not.
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Ao longo dos u´ltimos anos, teˆm vindo a ser desenvolvidos inu´meros estudos acerca do
problema do despacho econo´mico, existindo dois tipos de modelac¸a˜o do problema nesses
estudos: uma modelac¸a˜o aproximada e outra mais precisa.
Para a modelac¸a˜o mais simples, onde a func¸a˜o de custo e´ aproximada atrave´s de uma func¸a˜o
quadra´tica, para ale´m de me´todos heur´ısticos existem algoritmos exatos para a resoluc¸a˜o
do problema que conseguem determinar a soluc¸a˜o o´tima.
No caso da modelac¸a˜o mais precisa, onde e´ considerado o efeito do ponto de va´lvula existente
na func¸a˜o de custo de combust´ıvel, os me´todos desenvolvidos ate´ ao momento consistem em
me´todos heur´ısticos que apenas determinam um o´timo local, podendo na˜o coincidir com a
soluc¸a˜o o´tima.
A motivac¸a˜o para o desenvolvimento desta tese e´ a criac¸a˜o de um algoritmo exato, baseado
em modelos matema´ticos, para a resoluc¸a˜o do problema do despacho econo´mico conside-
rando o efeito do ponto de va´lvula, ou seja, criar um algoritmo que possa fornecer a soluc¸a˜o
o´tima associada a` modelac¸a˜o mais precisa do problema.
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1.2 Objetivo da Tese
O problema do despacho econo´mico e´ um problema importante na otimizac¸a˜o da operac¸a˜o de
um sistema de energia, e tem como objetivo definir os n´ıveis de produc¸a˜o entre as unidades
operacionais, de forma a que restric¸o˜es impostas sejam satisfeitas e os custos associados
minimizados.
O problema pode ser modelado de diferentes formas. No caso em que e´ modelado atrave´s de
uma aproximac¸a˜o quadra´tica a sua resoluc¸a˜o torna-se mais simples, mas ao mesmo tempo
ignoram-se caracter´ısticas importantes do problema. Para que este seja modelado de forma
mais precisa e´ necessa´rio ter em conta o efeito do ponto de va´lvula existente no custo de
combust´ıvel e consequentemente utilizar te´cnicas sofisticadas para a sua resoluc¸a˜o.
Ao longo dos anos teˆm sido estudadas diferentes te´cnicas para a resoluc¸a˜o do problema
do despacho econo´mico, mas estas por vezes revelam-se incapazes de fornecer uma soluc¸a˜o
o´tima, ficando presas num o´timo local.
O objetivo da elaborac¸a˜o desta tese e´ desenvolver um algoritmo exato baseado num me´todo
de aproximac¸a˜o linear para a resoluc¸a˜o do problema do despacho econo´mico, modelando a
presenc¸a do efeito do ponto de va´lvula na func¸a˜o de custo de combust´ıvel.
O algoritmo desenvolvido consiste em, para cada unidade geradora, dada a func¸a˜o de custo
de combust´ıvel, particionar cada uma das suas va´lvulas em 10 partes iguais, calculando-se o
limite inferior obtido atrave´s de uma aproximac¸a˜o linear por partes e o limite superior que
corresponde ao valor exato da func¸a˜o numa soluc¸a˜o admiss´ıvel. Se o erro relativo entre os
limites for menor que uma toleraˆncia dada, o algoritmo para retornando a soluc¸a˜o o´tima.
Caso contra´rio, o nu´mero de partic¸o˜es em cada va´lvula duplica efetuando-se novamente
todo o processo anteriormente descrito. Por outras palavras, o algoritmo efetua sucessivas
aproximac¸o˜es a` func¸a˜o de custo considerando o efeito do ponto de va´lvula ate´ que a soluc¸a˜o
o´tima seja encontrada.
Para finalizar, dado que o algoritmo desenvolvido fornece uma soluc¸a˜o que tende para o
o´timo do problema do despacho econo´mico, consideram-se treˆs casos de estudo e determinam-
se as respetivas soluc¸o˜es o´timas. Apo´s a obtenc¸a˜o do valor o´timo, para cada um dos casos
consideram-se alguns me´todos heur´ısticos existentes na literatura e analisa-se quais destes
conseguem atingir a soluc¸a˜o o´tima. Os treˆs casos de estudo sa˜o um sistema de energia com
3, 13 e 40 unidades geradoras.
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1.3 Estrutura da Tese
A estrutura desta tese, depois deste cap´ıtulo introduto´rio, passa pelos cap´ıtulos 2, 3, 4 e 5.
O cap´ıtulo 2 diz respeito a` descric¸a˜o do problema e e´ constitu´ıdo por treˆs secc¸o˜es. Na
primeira secc¸a˜o apresenta-se a descric¸a˜o do problema em estudo, o problema do despacho
econo´mico, uma breve descric¸a˜o do problema de escalonamento de geradores dado que estes
dois problemas esta˜o interligados. Na segunda secc¸a˜o apresentam-se algumas variantes do
problema do despacho econo´mico e, por u´ltimo, na terceira secc¸a˜o a formulac¸a˜o matema´tica
do problema em estudo.
No cap´ıtulo 3 sera˜o apresentadas as componentes teo´ricas necessa´rias para a elaborac¸a˜o do
algoritmo, seguidas da descric¸a˜o do algoritmo desenvolvido. Sendo assim, na secc¸a˜o 3.1 sa˜o
apresentados dois tipos de formulac¸a˜o linear por partes. Na secc¸a˜o 3.2 e´ apresentada uma
descric¸a˜o detalhada do algoritmo desenvolvido, onde primeiramente sa˜o explicados todos os
passos do racioc´ınio que compo˜em o algoritmo desenvolvido, seguidos de um pseudoco´digo
e de um fluxograma ilustrativo do algoritmo.
A informac¸a˜o contida no cap´ıtulo 4 refere-se aos resultados computacionais obtidos neste
trabalho. Este cap´ıtulo e´ constitu´ıdo por duas secc¸o˜es: na primeira secc¸a˜o, encontra-se
um pequeno resumo para cada me´todo encontrado na literatura, que ira´ ser avaliado e
comparado com o algoritmo desenvolvido. A segunda secc¸a˜o corresponde a` apresentac¸a˜o dos
resultados obtidos atrave´s do me´todo desenvolvido e a` ana´lise dos me´todos anteriormente
referidos.
Para finalizar, no Cap´ıtulo 5 encontram-se as concluso˜es finais do trabalho desenvolvido e
os poss´ıveis trabalhos futuros, que possam ser realizados por forma a dar continuidade a
este projeto.
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Cap´ıtulo 2
Descric¸a˜o do Problema
Este cap´ıtulo consiste na descric¸a˜o do problema do despacho econo´mico que sera´ estudado
ao longo deste trabalho e e´ constitu´ıdo por treˆs secc¸o˜es. Primeiramente, na secc¸a˜o 2.1 sera´
dada eˆnfase ao efeito do ponto de va´lvula existente na func¸a˜o de custos de combust´ıvel.
Sera´ tambe´m apresentada uma breve descric¸a˜o do problema do escalonamento de geradores.
Isto porque, em muitos casos, a resoluc¸a˜o de um modelo de otimizac¸a˜o nos sistemas de
energia e´ constitu´ıda por duas fases: a primeira fase trata do problema do escalonamento
de geradores e a segunda fase do problema do despacho econo´mico. Na segunda secc¸a˜o sa˜o
referidas algumas variantes do problema em estudo e, por u´ltimo, na secc¸a˜o 2.3 apresenta-se
a formulac¸a˜o matema´tica do problema do despacho econo´mico.
2.1 Problema do despacho econo´mico
O despacho econo´mico pode-se definir como sendo um processo de atribuic¸a˜o de n´ıveis
de produc¸a˜o a`s unidades de produc¸a˜o de energia em operac¸a˜o, de tal forma que, a carga
do sistema seja inteiramente satisfeita da forma mais econo´mica poss´ıvel. Sendo assim, o
objetivo deste problema e´ minimizar os custos de gerac¸a˜o de energia associados ao consumo
de combust´ıvel.
Usualmente, num sistema de energia sa˜o implementados mu´ltiplos geradores com o intuito
de produzir a energia suficiente, para responder a`s necessidades de carga impostas pelos
consumidores. Cada central tem custos operacionais incrementados de combust´ıvel e ma-
nutenc¸a˜o e, ainda, custos fixos associados a` pro´pria estac¸a˜o. Estes u´ltimos custos podem
ser muito relevantes no caso de se tratar por exemplo, de uma central de energia nuclear.
A explicac¸a˜o de outros fatores associados a este tipo de problema, tais como as perdas de
transmissa˜o e as mudanc¸as sazonais associadas a`s centrais hidroele´ctricas, tornam toda a
ana´lise do problema complicada.
A maioria dos estudos efetuados para a resoluc¸a˜o do problema do despacho econo´mico,
modelam a func¸a˜o de custo de combust´ıvel das unidades geradoras te´rmicas de uma forma
que simplifica o problema e facilita a otimizac¸a˜o, atrave´s de uma func¸a˜o quadra´tica. Mas, na
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pra´tica, existem determinados efeitos produzidos pela abertura de cada va´lvula de emissa˜o
que controla o calor fazendo com que existam variac¸o˜es na curva representativa da func¸a˜o
de custo de combust´ıvel. Estas variac¸o˜es designam-se por efeito do ponto de va´lvula e fazem
com que em rigor na˜o seja muito apropriado utilizar uma func¸a˜o quadra´tica para representar
a func¸a˜o dos custos de combust´ıvel.
Assim sendo, devido ao efeito do ponto de va´lvula, a curva de custo de combust´ıvel conte´m
na˜o-linearidades e descontinuidades. A forma mais precisa de a representar e´ atrave´s da
junc¸a˜o da func¸a˜o quadra´tica com uma func¸a˜o perio´dica (a expressa˜o matema´tica sera´
apresentada na secc¸a˜o 2.3).
E´ importante referir que, para que o problema do despacho econo´mico possa distribuir
a energia total necessa´ria pelas unidades geradoras operacionais de modo a minimizar os
custos, e´ necessa´rio que estas sejam previamente selecionadas segundo dadas restric¸o˜es. Para
isso, e´ necessa´rio planear, previamente, o escalonamento de geradores, definindo as unidades
geradoras que estara˜o operacionais num dado per´ıodo de tempo.
Este problema consiste em selecionar quais os geradores ele´tricos que esta˜o ligados/ desliga-
dos ao longo de um horizonte de planeamento (com durac¸a˜o de 1 dia a 2 semanas, geralmente
divididos em per´ıodos de 1 hora) de maneira a garantir os n´ıveis de produc¸a˜o necessa´rios,
para os quais os custos de operac¸a˜o devera˜o ser minimizados. As unidades escalonadas
(ligadas) devem satisfazer a carga do sistema prevista e os requisitos de reserva, a um custo
operacional mı´nimo, estando sujeitas a um grande conjunto de restric¸o˜es tecnolo´gicas. O
modelo cla´ssico para o problema do escalonamento e pre´-despacho de unidades te´rmicas
(em ingleˆs “unit commitment problem”, UCP) considera que as unidades geradoras sa˜o
geridas centralmente de uma forma global, e tem como objetivo minimizar o custo total de
produc¸a˜o, ao longo do horizonte de planeamento. Esse custo e´ dado pela soma dos custos
de combust´ıvel (sendo a minimizac¸a˜o destes custos o problema a tratar neste trabalho), de
arranque e paragem (Viana et al., 2003).
Posto isto, o me´todo de resoluc¸a˜o do UCP consiste em duas fases, apresentadas na Figura
2.1. Primeiramente, para cada per´ıodo de tempo, o problema de escalonamento de geradores
vai decidir quais as unidades geradoras que va˜o estar ligadas/ desligadas. Na segunda
fase, o problema e´ dividido em T subproblemas, em que T e´ o horizonte do planeamento.
Para cada subproblema (isto e´ , para cada per´ıodo de tempo) calculam-se os n´ıveis de
produc¸a˜o para cada unidade geradora que esteja operacional, de forma a satisfazer a carga
prevista. Dada a dificuldade em resolver estes problemas de forma integrada, eles sa˜o muitas
vezes resolvidos em duas fases: no planeamento e´ utilizada uma aproximac¸a˜o do modelo de
despacho econo´mico que e´, posteriormente, ja´ com as unidades escalonadas, resolvido da
forma mais precisa.
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Figura 2.1: Fases de resoluc¸a˜o para um problema de escalonamento e pre´-despacho
Dado um dos subproblemas obtidos atrave´s da primeira fase, considerando as unidades gera-
doras que esta˜o operacionais nesse subproblema (Wood and Wollenberg, 1996). Considera-se
que as N unidades geradoras te´rmica esta˜o ligadas a um u´nico barramento que recebe uma
carga Pload (carga prevista). A entrada para cada unidade, representada como Fi, representa
a taxa de custo da unidade. A sa´ıda de cada unidade, Pi, e´ a poteˆncia ele´ctrica gerada por
aquela unidade em particular. A taxa do custo total do subproblema e´, evidentemente, a
soma dos custos de cada uma das unidades individuais. A restric¸a˜o essencial para a operac¸a˜o
deste sistema e´ que a soma da poteˆncia gerada deve ser igual a` carga prevista. Todo este
processo pode ser visualizado na figura 2.2.
Figura 2.2: N unidades geradoras comprometidas a produzir a carga Pload
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O problema do despacho econo´mico e´ um problema de optimizac¸a˜o que pode ser resolvido
atrave´s de um grande nu´mero de me´todos existentes. Nos u´ltimos anos, foram desenvolvidos
alguns me´todos utilizando programac¸a˜o matema´tica. Para estes a func¸a˜o de custo de
combust´ıvel de cada gerador e´ aproximadamente representada por uma func¸a˜o quadra´tica,
ignorando o efeito do ponto de va´lvula. Alguns dos me´todos utilizados sa˜o: o me´todo
iterativo lambda (Chen and Wang, 1993), o me´todo do gradiente (Dudu et al., 1972), a
programac¸a˜o linear (Jabr et al., 2000), programac¸a˜o quadra´tica (Fan and Zhang, 1998) e
a programac¸a˜o dinaˆmica (Pothiya et al., 2007). No entanto, estes me´todos ficam presos
num o´timo local e, consequentemente, por vezes na˜o sa˜o capazes de fornecer uma soluc¸a˜o
o´tima. Para ale´m dos me´todos referidos anteriormente teˆm vindo a ser recentemente
desenvolvidos algoritmos de pesquisa estoca´stica como otimizac¸a˜o de nuvem de part´ıculas
(PSO) (Jeyakumar et al., 2006), algoritmo gene´tico (GA) (Alsumait et al., 2010) e (Chiang,
2005), pesquisa tabu (TS) (Lin et al., 2002), programac¸a˜o evolutiva (EP) (Sinha et al., 2003),
arrefecimento simulado (SA) (Wong and Fong, 1993) e os algoritmos de evoluc¸a˜o diferencial
(DE) (Nomana and Iba, 2008). Estes algoritmos teˆm sido utilizados com sucesso para a
resoluc¸a˜o do problema sem nenhuma restric¸a˜o sobre as suas caracter´ısticas na˜o convexas e
na˜o lineares da func¸a˜o de custo de combust´ıvel. Tal como nos casos anteriores os me´todos de
pesquisa acima mencionados determinam o ponto o´timo local, que pode na˜o coincidir com
a melhor soluc¸a˜o. Em cada um destes algoritmos existem desvantagens, como por exemplo,
o GA sofre de convergeˆncia prematura e, ao mesmo tempo, os esquemas de codificac¸a˜o e
descodificac¸a˜o essenciais na te´cnica GA demoram mais tempo para atingir a convergeˆncia;
no algoritmo SA ha´ dificuldade em ajustar os paraˆmetros de controlo relacionados com
o esquema de arrefecimento e pode ser muito lento quando aplicado ao problema; e, por
u´ltimo, no PSO e no DE, a convergeˆncia prematura pode prender o algoritmo num o´timo
local, o que pode reduzir a sua capacidade de otimizac¸a˜o quando utilizada para resolver o
problema do despacho econo´mico.
2.2 Variantes do problema
Neste trabalho e´ abordada a versa˜o esta´tica do problema do despacho econo´mico. Ou seja, o
caso onde se considera um intervalo de tempo simples. Existem, no entanto, outras variantes
do problema que refletem diferentes restric¸o˜es e caracter´ısticas que podem ser consideradas
para o problema. Por exemplo, a func¸a˜o objetivo do problema na˜o ser apenas constitu´ıda
pelo custo de combust´ıvel, mas tambe´m pelos custos de emissa˜o e reserva (Hooshmand et al.,
2012).
No que diz respeito a`s restric¸o˜es, que podem ser adicionadas a este problema, estas podem
ser: limites nas taxas de tomada e deslastre de carga (restric¸o˜es de rampa), zonas proibidas,
perdas de transmissa˜o, limites de reserva, entre outras (Amjady and Sharifzadeh, 2010).
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2.3 Formulac¸a˜o do problema do despacho econo´mico
O problema do despacho econo´mico e´ considerado como func¸a˜o essencial na operac¸a˜o de
um sistema de energia. Pode ser descrito como um processo de otimizac¸a˜o com o objetivo
de minimizar os custos, sujeitos a restric¸o˜es de operac¸a˜o do sistema: equil´ıbrio de carga,
limites de gerac¸a˜o, etc, apresentado em (Vlachogiannis and Lee, 2010) e (Zare et al., 2012)
A. Restric¸a˜o de Equil´ıbrio de carga
Tendo em conta o crite´rio de equil´ıbrio de carga, esta restric¸a˜o ira´ garantir o equil´ıbrio entre
a produc¸a˜o e a carga prevista (PD):
N∑
i=1
Pi − PD = 0 (2.1)
onde Pi e´ a poteˆncia gerada pelo gerador i, P
D e´ a carga total (em MW) e por u´ltimo N
representa o nu´mero total de geradores no sistema.
B. Limites de Gerac¸a˜o
A poteˆncia produzida por cada uma das unidades geradoras tem de estar compreendida
entre os limites ma´ximos e mı´nimos. Esta restric¸a˜o e´ representada por:
Pmini ≤ Pi ≤ Pmaxi (2.2)
onde Pmini e P
max
i sa˜o os limites inferiores e superiores de cada unidade i, respetivamente.
O problema do despacho econo´mico em determinados estudos torna-se mais complexo (Am-
jady and Sharifzadeh, 2010),(Coelho and Mariani, 2008), pois, para ale´m das restric¸o˜es
anteriormente apresentadas sa˜o consideradas as seguintes:
1) Perdas de transmissa˜o: Quando sa˜o consideradas perdas de transmissa˜o a carga
produzida por uma unidade geradora tem de satisfazer a carga a produzir PD e as perdas
de transmissa˜o PL. A restric¸a˜o do equil´ıbrio do sistema passa a ser:
N∑
i=1
Pi − PL − PD = 0
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onde Bi,j sa˜o os coeficientes de fluxo de energia.
2) Zonas de operac¸a˜o proibidas das unidades geradoras: Na pra´tica as unidades
geradoras teˆm zonas de operac¸a˜o proibidas (POZ): se um gerador trabalhar nessas zonas,
algumas falhas podem ocorrer para as ma´quinas e acesso´rios, tais como bombas ou caldeiras.
Portanto, para evitar esses problemas, o limite de gerac¸a˜o de energia deve ser alterado de
modo que satisfac¸a a restric¸a˜o POZ. A figura 2.3 apresenta uma func¸a˜o de custo com zonas
de operac¸a˜o proibidas, inclu´ındo descontinuidades nas caracter´ısticas de entrada-sa´ıda.
Figura 2.3: Func¸a˜o de custos com efeito de ponto va´lvula e zonas de operac¸a˜o proibida
As restric¸o˜es POZ pode ser modeladas como se segue:
Pmini ≤ Pi ≤ P lower1i ou
P
upperj−1
i ≤ Pi ≤ P lowerji , j = 2, ..., npi ou (2.3)
P
uppernpi
i ≤ Pi ≤ Pmaxi .





i sa˜o os limites inferior e superior da j-e´sima zona proibida da unidade
geradora i e npi e´ o nu´mero de zonas proibidas da unidade i.
3) Limites de rampa: A poteˆncia produzida por um gerador i no periodo t e´ limitada
pela produzida no periodo t-1. Essa limitac¸a˜o pode ser expressa da seguinte forma:
P 0i − Pi ≤ Di (2.4)
Pi − P 0i ≥ Ui (2.5)
onde Di e Ui sa˜o respetivamente o limite taxa de tomada e deslastre de carga do i-e´simo
gerador e P 0i e´ o ponto de operac¸a˜o anterior do i-e´simo gerador.
C. Func¸a˜o objetivo
O problema do despacho econo´mico tem como objetivo minimizar o custo total de com-







onde Fi(Pi) e´ a func¸a˜o de custo de combust´ıvel para cada unidade geradora i com n´ıvel de
produc¸a˜o Pi.
Existem diversas situac¸o˜es em que esta func¸a˜o objetivo sofre umas pequenas alterac¸o˜es.
Dentro dessas situac¸o˜es esta˜o as que sera˜o apresentadas de seguida:
1) Uma forma de simplificar o problema do despacho econo´mico, e´ considerar uma func¸a˜o
objetivo Fi(Pi) como sendo uma func¸a˜o quadra´tica (Coelho and Mariani, 2008),(Vlachogi-
annis and Lee, 2010). Sendo assim, nesses casos a func¸a˜o objetivo e´ dada por:
Fi(Pi) = aiP
2
i + biPi + ci (2.7)
onde ai, bi e ci sa˜o coeficientes do custo de combust´ıvel da unidade i.
2) No entanto, noutras situac¸o˜es as entradas e sa´ıdas possuem caracter´ısticas de na˜o linea-
ridades e de descontinuidades devido a cargas pontuais da va´lvula, como ilustrado na figura
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Pi min Pi max Pi (MW) 
Fi (Pi)  
Sem efeito Válvula 
Com efeito Válvula 
Figura 2.4: Func¸a˜o de custos com e sem despacho efeito do ponto de va´lvula
O efeito do ponto de va´lvula pode ser modelado atrave´s da adic¸a˜o do valor absoluto de uma




i + biPi + ci + |eisin(fi(Pmini − Pi))| (2.8)
onde ai, bi e ci sa˜o os coeficientes do custo de combust´ıvel da unidade i, como dito anteri-
ormente e, ei e fi descrevem o efeito do ponto de va´lvula.
Cap´ıtulo 3
Me´todo de aproximac¸a˜o linear por
partes
Ao longo deste trabalho va˜o ser utilizadas duas formulac¸o˜es diferentes para a aproximac¸a˜o
linear por partes de func¸o˜es na˜o-lineares. Na primeira secc¸a˜o deste cap´ıtulo, ira˜o ser descritos
os dois tipos de formulac¸a˜o (Pedroso et al., 2012): a formulac¸a˜o com a combinac¸a˜o convexa
de um conjunto de pontos, utilizando uma restric¸a˜o associada a um conjunto especial
ordenado do tipo II (em ingleˆs:“special ordered set of type II”(Gurobi Optimization, Inc.,
2012)) e a formulac¸a˜o com selec¸a˜o mu´ltipla, deduzida atrave´s de um modelo inicial. Na
secc¸a˜o 3.2 sera´ apresentada a descric¸a˜o do algoritmo desenvolvido neste trabalho para
resoluc¸a˜o da aproximac¸a˜o, fazendo-se uma descric¸a˜o das componentes e de todo o processo
teo´rico envolvido.
3.1 Formulac¸a˜o
Em muitos dos casos para se modelar a realidade de forma apropriada, na˜o podem ser
utilizadas apenas func¸o˜es lineares pois, na verdade, essas func¸o˜es sa˜o muitas vezes utilizadas
apenas para simplificar e poder resolver certas situac¸o˜es concretas. Quando na˜o e´ poss´ıvel a
resoluc¸a˜o do modelo de otimizac¸a˜o de forma adequada, utilizando apenas func¸o˜es lineares, e´
necessa´rio recorrer a otimizac¸a˜o na˜o-linear. Para isso, tem-se como possibilidade a utilizac¸a˜o
de um resolvedor que possa tratar diretamente modelos na˜o lineares, mas estes sa˜o em muitos
dos casos menos robustos e menos eficientes do que os resolvedores lineares.
No caso de problemas em que as func¸o˜es usadas sa˜o func¸o˜es na˜o lineares, a otimizac¸a˜o
linear inteira mista na˜o suporta diretamente a soluc¸a˜o do problema, mas muitas das vezes
consegue-se modelar a situac¸a˜o se for efetuada a aproximac¸a˜o da func¸a˜o na˜o linear atrave´s
de func¸o˜es lineares por partes. Isto e´, em vez de utilizar a func¸a˜o na˜o-linear original, utiliza-
se um conjunto de linhas retas consecutivas. Estes problemas para o caso em que as func¸o˜es
so´ teˆm uma varia´vel, e para o caso de func¸o˜es separa´veis, sa˜o particularmente simples de
resolver. Nesta secc¸a˜o vamos analisar duas abordagens.
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Considera-se uma varia´vel independente x, os limites L e U , tais que L ≤ x ≤ U , e uma
func¸a˜o f(x) que expressa a relac¸a˜o na˜o linear. O intervalo [L,U ] e´ divido em K segmentos
[ak, ak+1], para k = 0, ..., K−1, onde ak, (k = 0, ...K) e´ uma sequeˆncia de pontos que satisfaz
a seguinte condic¸a˜o:
L = a0 < a1 < . . . < aK−1 < aK = U. (3.1)
Para cada ak a func¸a˜o f e´ enta˜o avaliada com:
bk = f(ak), k = 0, ..., K. (3.2)
A func¸a˜o f para cada segmento [ak, ak+1] e´ aproximada por um segmento que une os pontos
[ak, bk] e [ak+1, bk+1], como se pode observar na figura 3.1.








. . . 
Figura 3.1: Aproximac¸a˜o linear por partes de f(x)
Para as formulac¸o˜es que sera˜o apresentadas ao longo desta secc¸a˜o sa˜o necessa´rias as seguintes
definic¸o˜es:
Definic¸a˜o 1: • Um conjunto S e´ convexo se, e so´ se, o segmento de reta que une qualquer
par de pontos em S esta´ inteiramente contido em S.
Definic¸a˜o 2: • Uma func¸a˜o f : <n → < e´ convexa num conjunto convexo S se, e so´ se,
para qualquer p ∈ S e q ∈ S,
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f(λp+ (1− λ)q) ≤ λf(p) + (1− λ)f(q) (3.3)
para 0 ≤ λ ≤ 1.
• Uma func¸a˜o f : <n → < e´ coˆncava num conjunto convexo S se, e so´ se,
para qualquer p ∈ S e q ∈ S,
f(λp+ (1− λ)q) ≥ λf(p) + (1− λ)f(q) (3.4)
para 0 ≤ λ ≤ 1.
3.1.1 Formulac¸a˜o com a combinac¸a˜o convexa
Nesta subsecc¸a˜o sera´ apresentada a formulac¸a˜o para as func¸o˜es convexas, uma vez que e´
atrave´s desta que se pode obter a formulac¸a˜o para func¸o˜es na˜o convexas.
A formulac¸a˜o apresentada e´ aplicada quando o problema tem como objetivo a minimizac¸a˜o
de uma func¸a˜o convexa f (como se pode verificar na figura 3.2). Para o caso em que o




f (!xP + (1! ! )xQ )
yp = f (xP )
xp xQ x 
y 
! yp + (1! ! )yQ
yQ = f (xQ )
!xP + (1! ! )xQ
Figura 3.2: Uma func¸a˜o convexa e a combinac¸a˜o convexa de dois pontos
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Ao considerar-se qualquer ponto x do segmento PQ, este pode ser representado por uma
combinac¸a˜o convexa dos dois pontos extremos correspondentes:
x = λxP + (1− λ)xQ
y = λyP + (1− λ)yQ
0 ≤ λ ≤ 1.
Com isto, ao substituir-se λ por wk e 1− λ por wk+1, pode ser escrito o ponto cuja abcissa
esta´ entre [ak, ak+1] da seguinte forma:
x = akwk + ak+1wk+1
wk + wk+1 = 1
wk, wk+1 ≥ 0
e para o intervalo ak ≤ x ≤ ak+1 a aproximac¸a˜o linear de f(x) e´ dado por:
f(x) ≈ bkwk + bk+1wk+1, wk+1 ≥ 0
Aplicando agora a formulac¸a˜o na˜o apenas para um segmento, mas sim para o intervalo entre
L e U que se divide em K segmentos (figura 3.3), a linha de refereˆncia que localiza o valor










Atrave´s da linha de convexidade limita-se o valor das varia´veis wk, de modo que as varia´veis
forcem X e F a serem uma combinac¸a˜o convexa entre dois pontos [ak, bk] e [ak+1, bk+1], para
algum k, em que 0 ≤ k ≤ K:
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wk ≥ 0, ∀k = 0, ..., K (3.7)
K∑
k=0
wk = 1. (3.8)
Essas restric¸o˜es garantem tambe´m que a0 ≤ X ≤ aK e b0 ≤ Y ≤ bK .
Para que a abordagem acima mostrada seja va´lida, e´ necessa´rio assegurar que no ma´ximo
dois valores de wk adjacentes sejam diferentes de zero, de maneira a que a combinac¸a˜o
convexa leve a um ponto que esta´ sobre a reta que une os dois pontos consecutivos. Para o
caso em que a formulac¸a˜o consiste em minimizar uma func¸a˜o convexa por partes lineares,
o mı´nimo pode sempre ser apresentado como uma combinac¸a˜o convexa de dois pontos
consecutivos k, k + 1, e por isso a propriedade de que e´ necessa´rio assegurar no ma´ximo
dois valores de wk adjacentes diferentes de zero e´ assegurada. No caso de minimizar func¸o˜es
na˜o convexas e´ necessa´rio assegurar que se utiliza apenas a combinac¸a˜o convexa de pontos
consecutivos, para o que e´ importante introduzir varia´veis bina´rias e restric¸o˜es adicionais.
Uma outra alternativa, e´ a utilizac¸a˜o de um comando do Gurobi (Gurobi Optimization, Inc.,
2012) que garante a propriedade anterior, declarando que o conjunto de varia´veis wk forma
um chamado conjunto especial ordenado de restric¸o˜es de tipo II (SOS2):
Figura 3.3: Aproximac¸a˜o de uma func¸a˜o na˜o convexa atrave´s de func¸o˜es lineares por partes
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model.addSOS(GRB.SOS_TYPE2, [w[k] for k in range(K+1)])
Na otimizac¸a˜o, um conjunto especial ordenado e´ um conjunto ordenado de varia´veis, utili-
zadas como uma forma adicional de especificar as condic¸o˜es de integralidade num modelo
de otimizac¸a˜o.
As varia´veis wk anteriormente apresentadas passam a ser designadas por um conjunto
especial ordenado de tipo II, w1, w2, ..., wK . Nesse conjunto de varia´veis na˜o mais do que
duas varia´veis adjacentes podem ser na˜o nulas numa soluc¸a˜o via´vel. Isto e´, se um wk for
escolhido para estar na base apenas wk−1 ou wk+1 pode estar na base, enquanto que todas
as outras varia´veis tem de ser na˜o ba´sicas (e portanto fixadas a zero).
Os conjuntos especiais ordenados (SOS2s) foram introduzidos para tornar mais fa´cil a
determinac¸a˜o de soluc¸o˜es o´timas globais de problemas, contendo aproximac¸o˜es lineares para
uma func¸a˜o na˜o-linear de um u´nico argumento.
3.1.2 Formulac¸a˜o com Selec¸a˜o Mu´ltipla
Considera-se uma func¸a˜o na˜o convexa f(x), cujo o domı´nio e´ limitado por L ≤ x ≤ U .
Como ja´ foi dito anteriormente, sera´ considerada uma divisa˜o do intervalo [L,U ] em K
segmentos, que sa˜o dados por [ak, ak+1], k = 0, ...., K − 1, onde as imagens correspondentes
no eixo das ordenadas sa˜o dadas por b = f(ak) para k = 0, ..., K; a func¸a˜o f(x) sera´
aproximada atrave´s de func¸o˜es lineares por partes, atrave´s de retas entre pontos consecutivos
[ak, bk] e [ak+1, bk+1], para cada segmento [ak, ak+1]. Na formulac¸a˜o com a selec¸a˜o mu´ltipla
e´ apresentada uma equac¸a˜o que descreve a linha reta correspondente a cada segmento k, e
para isso comec¸a-se por calcular a inclinac¸a˜o de cada reta, como se pode verificar na figura
3.4 e e´ determinada por:
ck =
(bk+1 − bk)
(ak+1 − ak) ,
e a sua intersec¸a˜o no eixo dos y e´ dada por:












. . . . . . 
Figura 3.4: Formulac¸a˜o com selec¸a˜o mu´ltipla para representar uma func¸a˜o na˜o convexa
atrave´s de segmentos lineares por partes
Para um dado valor da abcissa x, o valor da ordenada correspondente a cada uma das
linhas retas sera´ dado por y = ckx + dk. No entanto, e´ necessa´rio garantir que apenas um
segmento k pode ser selecionado; para isso e´ criada uma varia´vel bina´ria zk que tera´ valor 1
se o segmento k e´ selecionado, ou 0 caso contra´rio. Considerando, enta˜o, que o segmento k e´
selecionado, a abcissa wk tem de estar no intervalo [ak, ak+1] e a sua ordenada sera´ dada por
dk+ckwk. Por parte de todos os outros segmentos na˜o pode haver nenhum contribuic¸a˜o nem
para a abcissa nem para a ordenada. Sendo assim, pode-se resumir toda esta formulac¸a˜o
no seguinte modelo:
akzk ≤ wk ≤ ak+1zk, ∀k = 0, ..., K − 1 (3.9)
K−1∑
k=0








(dkzk + ckwk). (3.12)
Uma outra forma de aproximac¸a˜o atrave´s da formulac¸a˜o com selec¸a˜o mu´ltipla pode ser
deduzida atrave´s do modelo apresentado acima. De forma ideˆntica, considera-se uma
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varia´vel bina´ria zk que tem a mesma finalidade que a anterior, ou seja, e´ utilizada para
garantir que apenas se seleciona um segmento k. No caso da varia´vel real, em vez de
considerar uma varia´vel wk entre akzk ≤ wk ≤ ak+1zk, considera-se uma varia´vel sk que esta´
entre 0 ≤ sk ≤ zk, e atrave´s de algumas transformac¸o˜es, verifica-se que wk pode ser escrito
a` custa do sk, como apresentado de seguida:
akzk ≤ wk ≤ ak+1zk
⇔ 0 ≤ wk − akzk ≤ ak+1zk − akzk
⇔ 0 ≤ wk − akzk
ak+1 − ak ≤ zk
Sabendo que 0 ≤ sk ≤ zk, pode-se enta˜o encontrar a expressa˜o da varia´vel wk atrave´s de:
wk − akzk
ak+1 − ak = sk
⇔ wk − akzk = (ak+1 − ak)sk
⇔ wk = akzk + (ak+1 − ak)sk




(akzk + (ak+1 − ak)sk)
De uma forma ana´loga efetuando as substituic¸o˜es de dk, ck e wk pelas respetivas expresso˜es
e manipulando a linha de func¸a˜o F , apresentada pela Eq. 3.12, obte´m-se uma outra forma
de representar a linha de func¸a˜o. Todos os passos realizados nessa deduc¸a˜o sa˜o apresentados
seguidamente:
dk = bk − ckak, ck = (bk+1 − bk)
(ak+1 − ak) , wk = akzk + (ak+1 − ak)sk
dkzk + ckwk = (bk − (bk+1 − bk)
(ak+1 − ak)ak)zk +
(bk+1 − bk)
(ak+1 − ak)(akzk + (ak+1 − ak)sk)
= bkzk − (bk+1 − bk)
(ak+1 − ak)azzk +
(bk+1 − bk)
(ak+1 − ak)akzk +
(bk+1 − bk)
(ak+1 − ak)(ak+1 − ak)sk
3.1. FORMULAC¸A˜O 21
= bkzk + (bk+1 − bk)sk, k = 0, ..., K + 1
Para finalizar, uma das formulac¸o˜es utilizadas para aproximac¸a˜o de func¸o˜es na˜o convexas
atrave´s de func¸o˜es lineares por partes e´ a formulac¸a˜o selec¸a˜o mu´ltipla deduzida pelos passos
apresentados anteriormente. Essa formulac¸a˜o e´ resumida no seguinte esquema e visualizada
na figura 3.5 (Robbie Morrison, 2008).
0 ≤ sk ≤ zk, ∀k = 0, ..., K − 1 (3.13)
K−1∑
k=0








(bkzk + (bk+1 − bk)sk). (3.16)
Figura 3.5: Aproximac¸a˜o de uma func¸a˜o na˜o convexa atrave´s de func¸o˜es lineares por partes
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3.2 Aproximac¸o˜es lineares sucessivas
Nesta secc¸a˜o sera´ apresentada uma descric¸a˜o detalhada de todas as componentes que cons-
tituem o algoritmo desenvolvido assim como o pseudoco´digo do algoritmo, seguido de um
fluxograma ilustrativo da sua estrutura.
3.2.1 Componentes do algoritmo
Ao longo deste trabalho sera´ desenvolvido para o problema do despacho econo´mico um
algoritmo utilizando as formulac¸o˜es apresentadas na secc¸a˜o 3.1 para a linearizac¸a˜o por
partes. Para cada uma das formulac¸o˜es existira´ uma versa˜o do algoritmo.
O objetivo do algoritmo e´ desenvolver uma abordagem que se revele melhor do que as
existentes. Mais concretamente, o que se pretende com a construc¸a˜o deste algoritmo e´ criar
uma ferramenta que seja capaz de encontrar a soluc¸a˜o o´tima para o problema do despacho
econo´mico. Deste modo, dado que se encontra a soluc¸a˜o o´tima pode-se efetuar uma ana´lise
sobre a eficieˆncia dos me´todos descritos na literatura. Esta ana´lise consistira´ em verificar
quais os me´todos que conseguem atingir a soluc¸a˜o o´tima, tendo em conta que podem existir
me´todos cujo valor da soluc¸a˜o encontrada na˜o seja exatamente igual ao valor o´timo devido
a pequenos arredondamentos efetuados ao longo da execuc¸a˜o do me´todo.
∗ Limite superior e limite inferior
Este algoritmo representa uma forma de solucionar este problema, com erro arbitrariamente
baixo e e´ baseado numa aproximac¸a˜o linear designada por aproximac¸a˜o por baixo. A raza˜o
pela qual se utiliza esta aproximac¸a˜o linear deve-se ao facto de que os pontos de va´lvula
delimitam as zonas em que a func¸a˜o de custo de combust´ıvel e´ coˆncava. Posto isto, ao
avaliar-se a func¸a˜o em va´rios pontos obte´m-se uma func¸a˜o linear constitu´ıda por segmentos
secantes que ligam dois pontos de va´lvula. Esta func¸a˜o nunca e´ maior que a func¸a˜o exata
e portanto, dado um n´ıvel de produc¸a˜o, esta representa um limite inferior para o valor
o´timo. No caso do limite superior, este determina-se atrave´s da avaliac¸a˜o da func¸a˜o exata
no mesmo n´ıvel de produc¸a˜o. Pode-se enta˜o concluir que, dada uma soluc¸a˜o que satisfac¸a
todas as restric¸o˜es do problema do despacho econo´mico, os limites superior e inferior para
os valores da func¸a˜o objetivo podem ser determinados atrave´s da avaliac¸a˜o da func¸a˜o exata
e da aproximac¸a˜o por baixo, respetivamente.
Uma outra possibilidade para a resoluc¸a˜o do problema do despacho econo´mico e´ considerar
que a avaliac¸a˜o da pro´pria func¸a˜o fornece o limite inferior para os valores da func¸a˜o objetivo
de uma dada soluc¸a˜o, enquanto que o limite superior e´ determinado por uma aproximac¸a˜o
linear designada por aproximac¸a˜o por cima. Ana´logo ao algoritmo desenvolvido, utiliza-se
uma aproximac¸a˜o linear porque os pontos de va´lvula delimitam a a´rea em que a func¸a˜o
de custo de combust´ıvel e´ coˆncava. A func¸a˜o linear para a aproximac¸a˜o linear por cima
e´ constitu´ıda por retas tangentes que se obteˆm atrave´s de va´rios pontos onde a func¸a˜o
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original e´ avaliada. Esta func¸a˜o nunca e´ inferior a` func¸a˜o exata. Logo, para um dado n´ıvel
de produc¸a˜o a aproximac¸a˜o por cima e a avaliac¸a˜o da func¸a˜o exata representam o limite
superior e inferior, respetivamente, para uma dada soluc¸a˜o que satisfac¸a todas as restric¸o˜es
do problema.
∗ Crite´rio de paragem
O limite inferior LB (valor obtido pela aproximac¸a˜o por baixo) e o limite superior UB (valor
obtido pela pro´pria func¸a˜o) sera˜o calculados iterativamente. Em cada iterac¸a˜o o nu´mero de
partic¸o˜es duplica ate´ que o valor de erro relativo entre os dois limites satisfac¸a um valor do
erro fixado arbitrariamente baixo, encontrando, assim, a soluc¸a˜o o´tima.
∗ Dados de entrada e descric¸a˜o das etapas do algoritmo





cada uma das unidades geradoras i que estejam operacionais num sistema de energia, e
pela carga do sistema (PD). Atrave´s destes paraˆmetros obte´m-se uma func¸a˜o expressa por
aiP
2
i + biPi + ci + |ei(sin(fi(Pmini − Pi))|, para cada uma das unidades, que corresponde a`
func¸a˜o que se pretende estudar.
Para a construc¸a˜o deste algoritmo foram criadas treˆs etapas distintas. Para cada uma dessas
etapas existe um programa computacional associado. As etapas criadas sa˜o:
• Determinac¸a˜o dos pontos que sera˜o necessa´rios para efetuar a aproximac¸a˜o;
• Implementac¸a˜o do me´todo de aproximac¸a˜o linear por partes com inclusa˜o das restric¸o˜es
do problema do despacho econo´mico e obtenc¸a˜o do valor UB;
• Por u´ltimo, ca´lculo do erro relativo entre os valores LB e UB.
1. Determinac¸a˜o dos pontos que sera˜o necessa´rios para efetuar a aproximac¸a˜o
Esta etapa consiste em, dada cada uma das va´lvulas e os seus pontos de va´lvula (que sa˜o
pontos extremos das va´lvulas), efetuar para cada va´lvula uma partic¸a˜o em n partes iguais,
sendo esta partic¸a˜o efetuada igualmente para todas as unidades em questa˜o. O valor n ira´
variar ate´ que o valor da aproximac¸a˜o respeite a condic¸a˜o imposta na etapa 3. Esta etapa e´
constitu´ıda por treˆs passos: determinac¸a˜o do nu´mero de va´lvulas; determinac¸a˜o dos pontos
de va´lvula; e determinac¸a˜o dos pontos que constituem a partic¸a˜o das va´lvulas.
Determinac¸a˜o do nu´mero de va´lvulas
O efeito do ponto de va´lvula aparece devido a` existeˆncia da func¸a˜o seno na expressa˜o da
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func¸a˜o de custo combust´ıvel, aiP
2
i + biPi + ci + |ei(sin(fi(Pmini − Pi)))|.
Por definic¸a˜o sabe-se que,
sin(x) = 0⇒ x = kpi, k ∈ Z0,
portanto no caso da func¸a˜o em estudo tem-se que,
|sin(fi(Pmini − Pmaxi ))| = 0⇒ fi(Pmaxi − Pmini ) = kpi ⇔ k =
fi(P
max
i − Pmini )
pi
,
onde k representa o nu´mero de va´lvulas existentes na func¸a˜o. E´ importante referir que, no
caso de k ser fraciona´rio (o que acontece quando a va´lvula final na˜o e´ completa) considera-se
o menor valor inteiro superior ao valor obtido.
Determinac¸a˜o dos pontos de va´lvula




consegue-se calcular o intervalo que cada va´lvula possui. Consequentemente a posic¸a˜o no
eixo do x (n´ıveis de produc¸a˜o) dos pontos de va´lvula obte´m-se atrave´s da expressa˜o
Pmini +
(Pmaxi − Pmini )
k
i,
para i = 0, ..., K− 1, com excec¸a˜o de i = K que corresponde ao Pmaxi . Esta excec¸a˜o deve-se
ao facto da u´ltima va´lvula poder na˜o ser completa, logo a amplitude na˜o e´ igual a`s outras.
Determinac¸a˜o dos pontos que constituem a partic¸a˜o das va´lvulas
Inicialmente fixa-se os extremos da va´lvula em questa˜o (pontos de va´lvula) e divide-se o
intervalo contido entre os dois pontos extremos (ponto extremo inferior e ponto extremo
superior denotados por left e right, respetivamente) em n segmentos, obtendo-se, assim, a
amplitude que cada um dos segmentos possui. Dada essa amplitude, para obter as abcissas
dos pontos correspondentes a`s partic¸o˜es, efetua-se o seguinte racioc´ınio: para cada va´lvula,
dado o ponto extremo inferior correspondente, o ponto na posic¸a˜o i da partic¸a˜o e´ dado pela
soma do ponto extremo inferior com i vezes a amplitude do segmento, em que i = 0, ..., n−1.
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E´ importante referir que na˜o se considera i = n porque com este valor de i iria-se obter o
ponto extremo superior da va´lvula. No entanto, esse ponto coincide com o ponto extremo
inferior da va´lvula seguinte que ja´ e´ um valor avaliado.
Ana´logamente, este processo realiza-se para todas as restantes va´lvulas existentes na func¸a˜o
com a excec¸a˜o do ponto Pmaxi , uma vez que este nunca e´ alcanc¸ado pelo processo descrito
anteriormente. E´ necessa´rio no final da realizac¸a˜o de todo este processo, inserir o ponto
Pmaxi na lista das abcissas para que esta esteja completa. Apo´s ter-se as abcissas para cada
ponto, a obtenc¸a˜o das ordenadas correspondentes a essas abcissas resume-se, simplesmente,
a` substituic¸a˜o do valor da abcissa na func¸a˜o original (2.8). Com todo este procedimento,
encontra-se o conjunto dos pontos (x, y) necessa´rio para a criac¸a˜o dos segmentos secantes a`
func¸a˜o original, ou seja, a aproximac¸a˜o por baixo da func¸a˜o.
Exemplo: Para que se torne mais claro todo o desenvolvimento e o resultado final desta
etapa segue-se um exemplo.
Considerando uma unidade de geradora de um sistema de energia com os seguintes dados
de entrada:
a = 0.0028 e = 300 Pmax = 680
b = 8.1 f = 0.035
c = 550 Pmin = 100
A func¸a˜o de custo de combust´ıvel correspondente a esta unidade geradora e´ dada por:
F (p) = 0.0028p2 + 8.1p+ 550 + |300sin(0.035(100− p))|
que e´ representada graficamente pela figura 3.6:
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Figura 3.6: Func¸a˜o do custo de combust´ıvel correspondente ao exemplo
Aplicando todo o procedimento da etapa 1 a` aproximac¸a˜o por baixo, considerando n=2
(partic¸o˜es), a informac¸a˜o obtida e´ a seguinte:
• nvalve = 0.035(680− 100)
pi
= 6.46, o nu´mero de va´lvulas existentes e´ enta˜o 7;
• int = 680−100
6.46
= 89.78, distaˆncia entre dois pontos de va´lvula consecutivos;
• as abcissas dos pontos de va´lvula sa˜o dadas por pontos valvula = [100 + 89.78i, 680], em
que i = 0, ..., 6, ou seja, pontos valvula = [100, 189.78, ..., 680];
• fixando a primeira va´lvula, atrave´s de 100+ 189.78−100
2
× j , em que j=0, 1, encontram-se os
dois primeiros valores das abcissas dos pontos de aproximac¸a˜o, nomeadamente 100 e 144.89.
Este processo e´ ana´logo para as restantes va´lvulas;
• as ordenadas para os dois primeiros pontos de aproximac¸a˜o sa˜o dadas pelo valor da func¸a˜o
nesses pontos, ou seja, 0.0028×1002 + 8.1×100 + 550 + |300sin(0.035(100−100))| = 1388 e
0.0028×144.892+8.1×144.89+550+ |300sin(0.035(100−144.89))| = 2082.39. Novamente,
o processo e´ ana´logo para as restantes abcissas.
O conjunto total de pontos encontrados para a aproximac¸a˜o por baixo em questa˜o, esta˜o
representados na figura 3.7.
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Figura 3.7: Func¸a˜o do custo de combust´ıvel correspondente ao exemplo com a representac¸a˜o
dos pontos da aproximac¸a˜o
2. Implementac¸a˜o do me´todo de aproximac¸a˜o linear por partes com inclusa˜o
das restric¸o˜es do problema do despacho econo´mico e obtenc¸a˜o do valor UB
Esta etapa consiste em, dado o valor da procura (carga do sistema) e as unidades geradoras
que esta˜o em operac¸a˜o, determinar os n´ıveis de produc¸a˜o para cada unidade por forma a
satisfazer a carga, minimizando os custos de combust´ıvel. Por u´ltimo, apo´s obter os n´ıveis
de produc¸a˜o para cada unidade prossegue-se para o ca´lculo do valor do limite superior (UB)
da soluc¸a˜o o´tima.
Formulac¸a˜o com selec¸a˜o mu´ltipla para a linearizac¸a˜o por partes da func¸a˜o do
problema
Dados os pontos obtidos atrave´s da etapa anterior, sa˜o criadas 4 varia´veis, duas das varia´veis
sa˜o associadas a cada unidade, nomeadamente, as varia´veis pu e fuelu que representam
os n´ıveis de produc¸a˜o e o custo de combust´ıvel, respetivamente. As outras duas esta˜o
relacionadas com a formulac¸a˜o utilizada, sendo que como referido na secc¸a˜o 3.1.2, neste
tipo de formulac¸a˜o consideram-se duas varia´veis, uma bina´ria zu,i e uma varia´vel real su,i
entre 0 e zu,i. Estas duas varia´veis sa˜o associadas a cada segmento i de cada unidade u.
Apo´s criadas as varia´veis, o modelo matema´tico que representa toda esta formulac¸a˜o e´ o
seguinte:








zu,i = 1 (∀ u ∈ U) (3.17b)
N∑
u=1
pu − PD = 0 (3.17c)








(Yu,izu,i + (Yu,i+1 − Yu,i)su,i) (∀ u ∈ U) (3.17f)
A primeira restric¸a˜o, refere-se ao facto de que para cada unidade u e´ selecionado exatamente
um segmento (onde K representa o nu´mero de segmentos existentes).
As restric¸o˜es 3.17c e 3.17d representam o equil´ıbrio de carga e limites de gerac¸a˜o, respeti-
vamente, que dizem respeito ao problema de despacho econo´mico.
Por fim, tem-se as restric¸o˜es que fornecem o valor dos n´ıveis de produc¸a˜o e o custo de
combust´ıvel, tendo em conta as restric¸o˜es anteriormente impostas. No caso dos n´ıveis de
produc¸a˜o, para cada unidade geradora, apo´s ser selecionado o segmento i, e´ obtido o n´ıvel de
produc¸a˜o atrave´s da restric¸a˜o 3.17e e, o custo de combust´ıvel obte´m-se atrave´s da restric¸a˜o
3.17f, onde i representa o segmento selecionado, Xu,i e Xu,i+1 sa˜o abcissas e Yu,i e Yu,i+1 sa˜o
as ordenadas dos pontos adjacentes obtidos na etapa 1.
Formulac¸a˜o com a combinac¸a˜o convexa implementando a restric¸a˜o SOS2 para a
linearizac¸a˜o por partes da func¸a˜o do problema
Considerando os pontos obtidos pela etapa 1, sa˜o definidas 3 varia´veis para a resoluc¸a˜o do
problema, em que duas sa˜o o pu e fuelu que representam os n´ıveis de produc¸a˜o e o custo de
combust´ıvel, respetivamente. A terceira varia´vel corresponde a varia´vel zu,i pertencente ao
intervalo [0, 1] associada a cada ponto k de cada unidade u para aproximac¸a˜o.
O modelo matema´tico que representa esta formulac¸a˜o e´:








zu,i = 1 (∀ u ∈ U) (3.18b)
{zu,1, . . . , zu,K} , SOS tipoII (∀ u ∈ U) (3.18c)
N∑
u=1
pu − PD = 0 (3.18d)








Yu,izu,i (∀ u ∈ U) (3.18g)
A restric¸a˜o 3.18b juntamente com a implementac¸a˜o da restric¸a˜o 3.18c associada a um
conjunto especial ordenado do tipo II (SOS2) do software Gurobi (Gurobi Optimization,
Inc., 2012), faz com que no ma´ximo duas varia´veis zu,i adjacentes possam possuir valor
na˜o nulo. Por outras palavras, estas restric¸o˜es garantem que para cada unidade geradora e´
selecionado exatamente um ponto de um poss´ıvel segmento.
No que diz respeito a`s restric¸o˜es 3.18d e 3.18e, estas representam as restric¸o˜es do problema
do despacho econo´mico. Sendo que, a restric¸a˜o 3.18d refere-se ao equilibrio de carga, e a
restric¸a˜o 3.18e aos limites de gerac¸a˜o.
Finalmente, o ca´lculo dos n´ıveis de produc¸a˜o e dos custos de operac¸a˜o para cada unidade
u, tendo em conta as caracter´ısticas desta formulac¸a˜o, sa˜o dados pelas restric¸o˜es 3.18f e
3.18g, na devida ordem. Onde i representa o ponto escolhido e Xu,i e Yu,i sa˜o a abcissa e a
ordenada dadas pelos pontos tirados na etapa anterior para cada unidade u.
Ca´lculo do valor do limite superior (UB)
Relativamente ao limite superior (UB), o procedimento e´ ana´logo para as duas formulac¸o˜es,
isto porque para obtenc¸a˜o do valor UB apenas e´ necessa´rio a informac¸a˜o dos n´ıveis de
produc¸a˜o obtidos pela aproximac¸a˜o por baixo. Detalhadamente, este procedimento con-
siste em, dado para cada uma das unidades u os n´ıveis de produc¸a˜o obtidos atrave´s da
aproximac¸a˜o por baixo, efetuar o ca´lculo do valor da func¸a˜o original para esse n´ıvel de
produc¸a˜o. No final, o valor UB corresponde ao somato´rio de todos os valores da func¸a˜o
original determinados.
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Exemplo: Considera-se novamente o exemplo apresentado na etapa anterior, com PD =
628.
Com aplicac¸a˜o da formulac¸a˜o com selec¸a˜o mu´ltipla a informac¸a˜o obtida e´:
• p = 628, os n´ıveis de produc¸a˜o teˆm de satisfazer a carga prevista;
• 100 ≤ p ≤ 680, o n´ıvel de produc¸a˜o tem de estar compreendido entre o limite superior e
inferior;
• z12 = 1 e consequentemente 0 ≤ s12 ≤ 1, enquanto os outros sa˜o todos nulos;
• p = 593.679 + (638.559 − 593.679) × 0.765 = 628, um exemplo para uma so´ unidade o
n´ıvel de produc¸a˜o a produzir e´ o pro´prio PD;
• fuel = 6645.67 + (6864.05−6645.67)×0.765 = 6812.67, em que este valor e´ o valor o´timo
inferior (LB);
Com aplicac¸a˜o da formulac¸a˜o com a combinac¸a˜o convexa a informac¸a˜o e´ a seguinte:
• p = 628, os n´ıveis de produc¸a˜o teˆm de satisfazer a carga prevista;
• 100 ≤ p ≤ 680, o n´ıvel de produc¸a˜o tem de estar compreendido entre o limite superior e
inferior;
• z12 = 0.24 e z13 = 0.76, enquanto os outros sa˜o todos nulos;
• p = 593.679 × 0.24 + 638.559 × 0.76 = 628, um exemplo para uma so´ unidade o n´ıvel de
produc¸a˜o a produzir e´ o pro´prio PD;
• fuel = 6645.67 × 0.24 + 6864.05 × 0.76 = 6812.67, em que este valor e´ o valor o´timo
inferior (LB);
Com o ca´lculo do valor o UB obte´m-se que:
Dado o n´ıvel de produc¸a˜o obtido atrave´s da aproximac¸a˜o por baixo, 628, efetuando a
substituic¸a˜o deste na func¸a˜o original obte´m-se o seguinte valor UB:
• 0.0028× 6282 + 8.1× 628 + 550 + |300sin(0.035(100− 628))| = 6849.44
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De seguida, a imagem 3.8 ilustra a representac¸a˜o do valor UB na func¸a˜o original:
Figura 3.8: Representac¸a˜o do valor UB na func¸a˜o original
3. Ca´lculo do erro relativo entre os valores LB e UB
Nesta etapa, o procedimento desenvolvido consiste em recorrer iterativamnete a`s etapas
anteriores ate´ que os limites superior e inferior respeitem o valor do erro fixado e consequen-
temente, seja encontrada a soluc¸a˜o o´tima do problema em questa˜o. Contrariamente a` etapa
anterior, este processo e´ ana´logo para as duas formulac¸o˜es para a linearizac¸a˜o por partes.
Inicialmente, considera-se que cada va´lvula e´ particionada em n partes iguais. Recorrendo
a`s etapas anteriores calculam-se os respetivos limites superior e inferior e atrave´s destes





sendo que UB e LB representam o valor exato da func¸a˜o e da aproximac¸a˜o por baixo,
respetivamente. Enquanto o valor do erro for superior ao valor fixado, o nu´mero de partic¸o˜es
e´ duplicado, ni+1 = 2× ni, e repete-se novamente o processo anteriormente descrito.
Exemplo: Mais uma vez, considera-se o exemplo apresentado ao longo das diferentes etapas
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e expo˜e-se a informac¸a˜o resultante da aplicac¸a˜o desta etapa a esse exemplo:
• Comec¸ando por calcular o erro para n=2 (nu´mero de partic¸o˜es consideradas para o exemplo





como o erro e´ superior a` toleraˆncia dada (0.0054 > 1e−7), o nu´mero de partic¸o˜es duplica,
isto e´, passa a ser n=4.
A amplitude do erro obtido para n=2, pode ser visualizada graficamente na Figura 3.9, no
qual tambe´m se pode verificar que esta partic¸a˜o na˜o respeita a toleraˆncia imposta, como ja´
referido.
Figura 3.9: Representac¸a˜o do erro para o caso n=2
• A duplicac¸a˜o do nu´mero de partic¸o˜es acontece iterativamente ate´ que se atinja n=512
que neste exemplo corresponde ao nu´mero de partic¸o˜es para as quais os valores UB e LB
sa˜o 6849.43561095 e 6849.43526649, respetivamente. Para estes valores, o valor do erro e´
3.73e−8, ou seja, inferior ao valor do erro fixado.
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3.2.2 Resumo do algoritmo em pseudoco´digo e num fluxograma
Por forma a resumir toda a informac¸a˜o apresentada, em detalhe acerca do algoritmo cons-
tru´ıdo, de seguida apresenta-se um pseudoco´digo associado ao algoritmo, bem como um
fluxograma ilustrativo desse mesmo algoritmo.
Entrada: instaˆncias de Despacho Econo´mico, toleraˆncia e n
Sa´ıda: uma soluc¸a˜o da instaˆncia de entrada
Passo 1: Para cada unidade u ∈ U :
• Determina-se o conjunto dos pontos de va´lvula;
• Divide-se o intervalo de cada va´lvula em n segmentos e adicionam-se os pontos
correspondentes ao conjunto de pontos de quebra, encontrando os pontos referentes a`
aproximac¸a˜o por baixo;
Passo 2:
•Resolve-se o problema aplicando o me´todo linear por partes, para o conjunto de pontos
referente a` aproximac¸a˜o por baixo
• Dados os n´ıveis de produc¸a˜o obtidos pelo aplicac¸a˜o do me´todo a` aproximac¸a˜o por baixo,
substituindo estes na func¸a˜o original determina-se o valor UB.
Passo 3:
• Se |UB − LB|
LB
≤ ε,
retorna a melhor soluc¸a˜o encontrada, UB, LB e n.
• Caso contra´rio:
o valor de ni+1 = 2 × ni e recalcula-se o problema novamente a partir do segundo
ponto do passo 1.
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Neste cap´ıtulo abordam-se os resultados computacionais obtidos e, e´ constitu´ıdo por duas
secc¸o˜es. Na primeira secc¸a˜o sa˜o apresentados numa tabela alguns dos me´todos utilizados na
literatura para a resoluc¸a˜o deste problema com as respetivas refereˆncias. A segunda secc¸a˜o
corresponde a` apresentac¸a˜o dos resultados obtidos pelo me´todo implementado e a` ana´lise
dos me´todos anteriormente expostos. No total, neste cap´ıtulo, sa˜o abordados treˆs casos de
estudo, nomeadamente um sistema de energia constitu´ıdo por 3 unidades geradoras, outro
com 13 e um u´ltimo com 40 unidades geradoras. As caracter´ısticas de cada um dos casos
de estudo sa˜o apresentadas detalhadamente na secc¸a˜o 4.2 juntamente com as respetivas
ana´lises.
4.1 Me´todos utilizados para efetuar as comparac¸o˜es
Tabela com as refereˆncias associadas a cada me´todo:
Me´todo/Refereˆncia Me´todo/Refereˆncia
DE/(Nomana and Iba, 2008) GA/(Alsumait et al., 2010)
GA-PS-SQP/(Alsumait et al., 2010) HGA/(He et al., 2008)
HQPSO/(Coelho and Mariani, 2008) ICA-PSO/(Vlachogiannis and Lee, 2010)
IFEP/(Sinha et al., 2003) IGAMU/(Chiang, 2005), (Chiang, 2007)
MGSO/(Zare et al., 2012) PSO-SQP/(Victoire and Jeyakumar, 2004)
Tabela 4.1: Me´todos utilizados na comparac¸a˜o com o me´todo implementado
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4.2 Apresentac¸a˜o e ana´lise dos resultados computaci-
onais
Esta secc¸a˜o apresenta os resultados computacionais referentes a treˆs instaˆncias de teste
frequentemente utilizadas na literatura, com 3, 13 e 40 unidades geradoras utilizadas para
avaliar o desempenho do algoritmo implementado. Para simular o efeito ponto va´lvula e´
adicionada uma componente sinusoidal recorrente a` func¸a˜o de custo de combust´ıvel. Neste
projeto, para os 3 casos de estudo considera-se apenas as restric¸o˜es de equil´ıbrio de carga
(2.1) e limites de gerac¸a˜o (2.2), visualizado na secc¸a˜o 2.3 e para verificar o desempenho do
me´todo implementado, este sera´ aplicado aos treˆs sistemas de energia referidos. O software
foi escrito em Python (van Rossum, 1995), versa˜o 2.6, utilizando o resolvedor comercial
Gurobi5.0 (Gurobi Optimization, Inc., 2012) e executado num Macbook Pro com o sistema
operativo Mac OS X 10.6.8 e com um processador Intel Core i5, 4GB de memo´ria RAM . Os
resultados dos custos de combust´ıvel sera˜o usados para se comparar o algoritmo proposto
neste trabalho, com os me´todos referenciados na secc¸a˜o anterior.
Cada um dos casos de estudo sera´ apresentado de seguida e separadamente, em conjunto com
uma breve descric¸a˜o das caracter´ısticas do sistema de produc¸a˜o de energia em questa˜o. Apo´s
apresentac¸a˜o dos resultados obtidos com a aplicac¸a˜o do me´todo implementado, analisa-se
qual a formulac¸a˜o que se revela mais eficaz do ponto de vista de CPU. Isto e´, as duas verso˜es
do algoritmo desenvolvido representam o mesmo me´todo de aproximac¸a˜o linear por partes,
o que faz com que estes obtenham a mesma soluc¸a˜o. Mas o tempo de excuc¸a˜o que cada
uma necessita e´ diferente. Depois, segue-se uma tabela com todos os valores dos me´todos
encontrados na literatura, uma representac¸a˜o gra´fica destes mesmos valores e a respetiva
ana´lise.
Caso 1:
No caso de estudo 1, existem treˆs unidades geradoras para as quais se considera o efeito
do ponto de va´lvula. A carga necessa´ria a produzir pelo conjunto das treˆs unidades e´
PD = 850MW . Os dados do sistema de energia, para este caso, sa˜o apresentados na Tabela
4.2 e podem tambe´m ser encontrados em (Sinha et al., 2003).
Gerador a b c e f Pmin Pmax
1 0.001562 7.92 561 300 0.0315 100 600
2 0.004820 7.97 78 150 0.063 50 200
3 0.001940 7.85 310 200 0.042 100 400
Tabela 4.2: Dados referentes ao sistema com 3 unidades geradoras
Os resultados obtidos com aplicac¸a˜o do me´todo desenvolvido neste trabalho ao caso de
estudo 1, esta˜o representados na Tabela 4.3. Para este caso, o valor do erro fixado e´ 1e−7 e o
nu´mero de partic¸o˜es necessa´rias para satisfazer este valor e´ 80. Nesta tabela, para cada uma
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das unidades geradoras e para cada uma das aproximac¸o˜es (aproximac¸a˜o por baixo e valor
exato da func¸a˜o) sa˜o apresentados os n´ıveis de produc¸a˜o e os respetivos custos. Pode-se
verificar que o valor UB e o valor LB sa˜o iguais, o que mostra que estes representam o valor
o´timo da func¸a˜o.
Gerador n´ıveis de produc¸a˜o custos LB custos UB
1 300.27 3087.51 3087.51
2 149.73 1379.44 1379.44
3 400.00 3767.12 3767.12
total 850.00 8234.07 8234.07
Tabela 4.3: Melhor resultado obtido pelo algoritmo proposto para o caso 1
Na tabela 4.4 podem ser visualizados os tempos de execuc¸a˜o das duas verso˜es implemen-
tadas do algoritmo. Conclui-se que a versa˜o do algoritmo que possui a formulac¸a˜o com a
combinac¸a˜o convexa implementando a restric¸a˜o SOS2, revela-se mais ra´pida na resoluc¸a˜o




Tabela 4.4: Tempo de execuc¸a˜o das duas verso˜es do algoritmo para o caso 1
Dado que a soluc¸a˜o obtida atrave´s do me´todo implementado neste trabalho converge para
a soluc¸a˜o o´tima, a ana´lise dos resultados ira´ consistir em verificar a eficieˆncia de me´todos
anteriormente desenvolvidos. Para este caso de estudo os me´todos que sera˜o utilizados nas
comparac¸o˜es sa˜o GA, PSO-SQP, IFEP, GA-PS-SQP e MGSO. Os respetivos valores
da melhor soluc¸a˜o e dos valores me´dios encontrados atrave´s de cada um deles, encontram-se
na Tabela 4.5 e representados na figura 4.1 .
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Melhor custo Custo Me´dio








Tabela 4.5: Valores referentes aos me´todos analisados, no caso de estudo 1
Figura 4.1: Apresentac¸a˜o do melhor valor e do valor me´dio de cada me´todo para o caso 1
A informac¸a˜o referente ao valor me´dio dos custos de combust´ıvel sera´ utilizada para tornar
mais precisas as ana´lises efetuadas entre o algoritmo proposto e os me´todos apresentados
na tabela 4.5. Isto porque, atrave´s desta informac¸a˜o e´ poss´ıvel analisar se ao longo das
diversas execuc¸o˜es o me´todo retornou sempre um valor pro´ximo do melhor valor, isto e´, o
comportamento do me´todo foi esta´vel. A outra situac¸a˜o que pode ocorrer e´ o valor me´dio
ser distinto do melhor valor, devido a existeˆncia de casos em que o me´todo retornou um
valor significativamente superior ou inferior ao melhor valor.
Analisando a tabela 4.5 verifica-se que, todos os me´todos com excec¸a˜o do Algoritmo Gene´tico,
obteˆm um valor de melhor custo e de custo me´dio de combust´ıvel igual ao valor do algoritmo
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proposto.
No caso do Algoritmo Gene´tico o melhor valor encontrado na˜o atinge o valor o´timo, o que
indica que este me´todo na˜o e´ eficaz para a resoluc¸a˜o do caso de estudo.
Caso 2:
O caso de estudo 2 inclui treze unidades geradoras, nas quais se considera o efeito do
ponto de va´lvula. Para a carga sa˜o considerados dois valores distintos, PD = 1800MW
e PD = 2520MW . Por outras palavras, para este caso de estudo sa˜o analisadas duas
instaˆncias, cada uma delas referente a um dos valores da carga a produzir. Os dados do
sistema de energia para este caso sa˜o apresentados na Tabela 4.6 e podem tambe´m ser
encontrados em (Sinha et al., 2003).
Gerador a b c e f Pmin Pmax
1 0.00028 8.1 550 300 0.035 0 680
2 0.00056 8.1 309 200 0.042 0 360
3 0.00056 8.1 307 200 0.042 0 360
4 0.00324 7.74 240 150 0.063 60 180
5 0.00324 7.74 240 150 0.063 60 180
6 0.00324 7.74 240 150 0.063 60 180
7 0.00324 7.74 240 150 0.063 60 180
8 0.00324 7.74 240 150 0.063 60 180
9 0.00324 7.74 240 150 0.063 60 180
10 0.00284 8.6 126 100 0.084 40 120
11 0.00284 8.6 126 100 0.084 40 120
12 0.00284 8.6 126 100 0.084 55 120
13 0.00284 8.6 126 100 0.084 55 120
Tabela 4.6: Dados referentes ao sistema com 13 unidades geradoras
Da mesma forma que para o caso de estudo 1, a informac¸a˜o sobre os valores obtidos pela
aplicac¸a˜o do me´todo implementado e´ resumida numa tabela. As treˆs primeiras colunas
da tabela 4.7 apresentam os n´ıveis de produc¸a˜o e os respetivos custos referentes a PD =
1800MW , enquanto que as treˆs colunas seguintes dizem respeito aos n´ıveis de produc¸a˜o
e custos de combust´ıvel associados a PD = 2520MW . Quer para o caso em que PD =
1800MW como para o caso PD = 2520MW o valor do erro fixado e´ 1e−7 e o nu´mero
de partic¸o˜es necessa´rias para satisfazer este valor e´ 80. Analisando a tabela 4.7 verifica-se
que para os dois casos referidos os valores UB e LB sa˜o iguais, o que significa que estes
representam o valor o´timo da func¸a˜o.
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PD = 1800MW PD = 2520MW
Gerador n´ıveis de custos custos n´ıveis de custos custos
produc¸a˜o LB UB produc¸a˜o LB UB
1 628.32 5749.92 5749.92 628.32 5749.92 5749.92
2 222.74 2154.90 2154.90 299.20 2782.65 2782.65
3 149.59 1531.29 1531.29 299.20 2780.65 2780.65
4 60.0 0 716.06 716.06 159.73 1559.00 1559.00
5 109.87 1129.48 1129.48 159.73 1559 .00 1559.00
6 109.87 1129.48 1129.48 159.73 1559 .00 1559 .00
7 109.87 1129.48 1129.48 159.73 1559 .00 1559 .00
8 109.87 1129.48 1129.48 159.73 1559 .00 1559 .00
9 109.87 1129.48 1129.48 159.73 1559 .00 1559 .00
10 40.0 0 474.54 474.54 77.4 0 808.65 808.65
11 40.0 0 474.54 474.54 77.4 0 808.65 808.65
12 55.0 0 607.59 607.59 87.69 940,51 940,51
13 55.0 0 607.59 607.59 92.41 944.89 944.89
total 1800.00 17963.83 17963.83 2520.00 24169.92 24169.92
Tabela 4.7: Melhores resultados obtidos pelo algoritmo proposto para as duas instaˆncias do
caso 2.
Para o caso de estudo 2 existem va´rias soluc¸o˜es o´timas. A tabela 4.7 representa uma das
soluc¸o˜es o´timas do caso de estudo em questa˜o. Quando a carga e´ PD = 1800MW , uma
outra soluc¸a˜o o´tima admı´ssivel e´ dada por: para todas as unidades geradoras com excec¸a˜o
da 4 e da 6 os n´ıveis de produc¸a˜o, os valores LB e UB sa˜o iguais aos apresentados na tabela
4.7; as unidades geradoras 4 e 6 sofrem uma troca entre si, isto e´, os valores associados a`
unidade geradora 4 passam a corresponder a` unidade gerador 6 e vice-versa, como se pode
verificar na tabela 4.8. O mesmo acontece quando se considera a carga PD = 2520MW ,
sendo que as unidades geradoras, para as quais a informac¸a˜o associada sofre uma troca, sa˜o
a 12 e a 13, como se pode constatar na tabela 4.8.
Caso Gerador n´ıveis de custos custos
produc¸a˜o LB UB
PD = 1800MW 4 109.87 1129.48 1129.48
7 60.0 0 716.06 716.06
PD = 2520MW 12 92.41 944.89 944.89
13 87.69 940,51 940,51
Tabela 4.8: Alterac¸o˜es para a representac¸a˜o de outra soluc¸a˜o o´tima para caso de estudo 2
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A tabela 4.9 representa o tempo de execuc¸a˜o associada a cada uma das verso˜es do algoritmo
para os dois valores de carga. A versa˜o que possui menor tempo de execuc¸a˜o para os dois
valores de carga e´ a que se utiliza formulac¸a˜o com a combinac¸a˜o convexa implementando a
restric¸a˜o SOS2.
Tempos CPU
Me´todos PD = 1800MW PD = 2520MW
Selec¸a˜o mu´ltipla 5.68s 1255.17s
Combinac¸a˜o convexa-SOS2 3.68s 0.91s
Tabela 4.9: Tempo de execuc¸a˜o das duas verso˜es do algoritmo para o caso 2
A ana´lise neste caso de estudo a fim de constatar a eficieˆncia de cada me´todo sera´ feita entre
o me´todo implementado e os seguintes me´todos: DE, HGA, HQPSO, ICA-PSO, IFEP,
IGAMU, e PSO-SQP. A soluc¸a˜o encontrada atrave´s de cada um deles situa-se na Tabela
4.10 e pode-se visualizar nas figuras 4.2 e 4.3.
Melhor custo Custo Me´dio Melhor custo Custo Me´dio
Me´todos com PD=1800 com PD=1800 com PD=2520 com PD=2520
DE 17963.83 17965.48 24169.92 24169.92
HGA 17963.83 17988.04 24169.92 –
HQPSO 17963.95 18273.86 – –
ICA-PSO 17963.88 – – –
IFEP 17994.07 18127.06 – –
IGAMU 17963.98 – 24169.97 24385.41
PSO-SQP 17969.93 18029.99 24261.05 –
UB 17963.83 – 24169.92 –
LB 17963.83 – 24169.92 –
Tabela 4.10: Valores referentes aos me´todos analisados, no caso de estudo 2
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Figura 4.2: Apresentac¸a˜o do melhor valor e do valor me´dio de cada me´todo para o caso de
estudo 2 com PD=1800MW
Figura 4.3: Apresentac¸a˜o do melhor valor e do valor me´dio de cada me´todo para o caso de
estudo 2 com PD=2520MW
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De forma analisar com mais precisa˜o a eficieˆncia dos me´todos em questa˜o, sera´ utilizado
a informac¸a˜o referente ao valor me´dio dos custos de combust´ıvel apresentado na tabela
4.10. Atrave´s desta informac¸a˜o e´ possivel analisar se ao longo das diversas execuc¸o˜es o
comportamento do me´todo e´ esta´vel, ou seja, mostra que o me´todo retorna sempre um valor
proximo do melhor valor. A outra situac¸a˜o que pode ocorrer e´ o valor me´dio ser distinto do
melhor valor o que mostra que o me´todo e´ insta´vel, retornando valores superiores e inferiores
ao melhor valor. Para alguns dos me´todos na˜o foi poss´ıvel obter a informac¸a˜o relativa ao
valor me´dio dos custos.
Carga PD = 1800MW
Ao analisar a coluna referente ao melhor valor de cada me´todo apresentado na tabela
4.10, verifica-se que os me´todos DE, HGA, HQPSO, ICA-PSO e IGAMU, salvaguardando
pequenos arredondamentos efetuados ao longo da execuc¸a˜o dos me´todos, obte´m-se um
valor ideˆntico a` soluc¸a˜o o´tima. Quando se analisa o valor me´dio de custos de combust´ıvel
associados a estes me´todos constata-se que os me´todos HGA e HQPSO apresentam um valor
me´dio consideravelmente superior a` soluc¸a˜o o´tima. O que se traduz numa desvantagem
destes me´todos porque, existem situac¸o˜es em que quando estes sa˜o executados na˜o atingem
a soluc¸a˜o o´tima.
Em relac¸a˜o aos me´todos ICA-PSO e IGAMU, na˜o foi encontrada informac¸a˜o sobre o valor
me´dio dos custos de combust´ıvel, pelo que para este me´todo na˜o e´ poss´ıvel efetuar a ana´lise
detalhada de como se comporta o me´todo em cada execuc¸a˜o.
No caso do me´todo DE, a me´dia dos custos de combust´ıvel apresenta um valor pro´ximo do
o´timo o que faz com que se verifique que ao longo das diversas execuc¸o˜es na˜o existam valores
muitos superiores ao melhor valor. Sendo assim, verifica-se que este me´todo se revela eficaz
para resoluc¸a˜o do problema de despacho econo´mico, dado que todas as soluc¸o˜es obtidas
atrave´s deste rodeiam a soluc¸a˜o o´tima do problema.
Por u´ltimo, os me´todos HQPSO, IFEP, IGAMU e PSO-SQP apresentam um valor de melhor
custo superior ao valor o´timo, mostrando que estes na˜o sa˜o ta˜o eficazes para a resoluc¸a˜o
deste problema.
Carga PD = 2520MW
O melhor valor do custo de combust´ıvel para os me´todos DE, HGA e IGAMU, salvaguar-
dando pequenos arredondamentos efetuados ao longo da execuc¸a˜o dos me´todos, e´ ideˆntico
ao valor o´timo. Constata-se assim que, estes me´todos atingem a soluc¸a˜o o´tima.
Analisando os valores me´dios destes me´todos, apresentados na tabela 4.10, verifica-se que
no caso do me´todo DE o valor me´dio do custo de combust´ıvel que este possui e´ pra´ticamente
igual ao melhor valor do custo de combust´ıvel associado a este. Ou seja, para este me´todo,
em todas as execuc¸o˜es efetuadas, o valor do custo de combust´ıvel obtido na˜o varia significati-
vamente em relac¸a˜o ao melhor valor. Contrariamente, o me´todo IGAMU apresenta um valor
da me´dia bastante superior ao valor o´timo. O que indica que ao longo da execuc¸a˜o deste
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me´todo obtiveram-se valores de custo de combust´ıvel superiores ao valor o´timo. Conclui-se,
assim, que o me´todo DE se revela mais vantajoso que o IGAMU. Pois, a maior parte das
soluc¸o˜es obtidas atrave´s do me´todo DE coincidem com a soluc¸a˜o o´tima, ao contra´rio do que
acontece no me´todo IGAMU. Para o me´todo HGA na˜o foi encontrada informac¸a˜o relativa
ao valor me´dio dos custos de combust´ıvel, pelo que na˜o e´ poss´ıvel analisar com mais detalhe
este me´todo.
Para finalizar, o me´todo PSO-SQP apresenta um valor do melhor custo de combust´ıvel
consideravelmente superior ao valor o´timo, o que indica que este na˜o consegue atingir o
valor o´timo.
Caso 3:
O caso de estudo 3 conte´m quarenta unidades geradoras com efeito ponto va´lvula. A carga do
sistema e´ PD = 10500MW . Os dados do sistema de energia para este caso sa˜o apresentados
na Tabela 4.11 e podem tambe´m ser encontrados em (Sinha et al., 2003).
Gerador a b c e f Pmin Pmax
1 0.00690 6.73 94.705 100 0.084 36 114
2 0.00690 6.73 94.705 100 0.084 36 114
3 0.02028 7.07 309.54 100 0.084 60 120
4 0.00942 8.18 369.03 150 0.063 80 190
5 0.0114 5.35 148.89 120 0.077 47 97
6 0.01142 8.05 222.33 100 0.084 68 140
7 0.00357 8.03 287.71 200 0.042 110 300
8 0.00492 6.99 391.98 200 0.042 135 300
9 0.00573 6.60 455.76 200 0.042 135 300
10 0.00605 12.9 722.82 200 0.042 130 300
11 0.00515 12.9 635.20 200 0.042 94 375
12 0.00569 12.8 654.69 200 0.042 94 375
13 0.00421 12.5 913.40 300 0.035 125 500
14 0.00752 8.84 1760.4 300 0.035 125 500
15 0.00708 9.15 1728.3 300 0.035 125 500
16 0.00708 9.15 1728.3 300 0.035 125 500
17 0.00313 7.97 647.85 300 0.035 220 500
18 0.00313 7.95 649.69 300 0.035 220 500
19 0.00313 7.97 647.83 300 0.035 242 550
20 0.00313 7.97 647.81 300 0.035 242 550
21 0.00298 6.63 785.96 300 0.035 254 550
22 0.00298 6.63 785.96 300 0.035 254 550
23 0.00284 6.66 794.53 300 0.035 254 550
24 0.00284 6.66 794.53 300 0.035 254 550
25 0.00277 7.10 801.32 300 0.035 254 550
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Gerador a b c e f Pmin Pmax
26 0.00277 7.10 801.32 300 0.035 254 550
27 0.52124 3.33 1055.1 120 0.077 10 150
28 0.52124 3.33 1055.1 120 0.077 10 150
29 0.52124 3.33 1055.1 120 0.077 10 150
30 0.01140 5.35 148.89 120 0.077 47 97
31 0.00160 6.43 222.92 150 0.063 60 190
32 0.00160 6.43 222.92 150 0.063 60 190
33 0.00160 6.43 222.92 150 0.063 60 190
34 0.0001 8.95 107.87 200 0.042 90 200
35 0.0001 8.62 116.58 200 0.042 90 200
36 0.0001 8.62 116.58 200 0.042 90 200
37 0.0161 5.88 307.45 80 0.098 25 110
38 0.0161 5.88 307.45 80 0.098 25 110
39 0.0161 5.88 307.45 80 0.098 25 110
40 0.00313 7.97 647.83 300 0.035 242 550
Tabela 4.11: Dados referentes ao sistema com 40 unidades geradoras
A tabela 4.12 apresenta o tempo de execuc¸a˜o associada a`s duas verso˜es do algoritmo. A
versa˜o que possui menor tempo de execuc¸a˜o e´ a que utiliza a formulac¸a˜o com a combinac¸a˜o




Tabela 4.12: Tempo de execuc¸a˜o das duas verso˜es do algoritmo para o caso 3
Os resultados obtidos para o caso de estudo 3 esta˜o representados na tabela 4.13. Para
obtenc¸a˜o destes resultados foi considerado um erro de 1e−7 e o nu´mero de partic¸o˜es efetuadas
de forma a satisfazer o valor do erro e´ 80. Como nos casos de estudo anteriores, a tabela
4.13 e´ constitu´ıda pelos n´ıveis de produc¸a˜o e os respetivos custos associados a cada uma das
quarenta unidades geradoras. Relativamente aos valores UB e LB encontrados, salvaguar-
dando pequenos arredondamentos efetuados ao longo da execuc¸a˜o do me´todo, representam
o valor o´timo da func¸a˜o.
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Gerador n´ıveis custos custos Gerador n´ıveis custos custos
produc¸a˜o LB UB produc¸a˜o LB UB
1 110.80 925.09 925.09 22 523.28 5071.29 5071.29
2 110.80 925.09 925.09 23 523.28 5057.22 5057.22
3 97.4 0 1190.55 1190.55 24 523.28 5057.22 5057.22
4 179.73 2143.55 2143.55 25 523.28 5275.09 5275.09
5 87.8 0 706.50 706.50 26 523.28 5275.09 5275.09
6 140.00 1596.46 1596.46 27 10.00 1140.52 1140.52
7 259.60 2612.88 2612.88 28 10.00 1140.52 1140.52
8 284.60 2779.84 2779.84 29 10.00 1140.52 1140.52
9 284.60 2798.23 2798.23 30 87.8 0 706.50 706.50
10 130.00 2502.07 2502.07 31 190.00 1643.99 1643.99
11 94.00 1893.31 1893.31 32 190.00 1643.99 1643.99
12 94.00 1908.17 1908.17 33 190.00 1643.99 1643.99
13 214.76 3792.07 3792.07 34 164.80 1585.54 1585.54
14 394.28 6414.86 6414.86 35 194.40 1985.42 1985.43
15 394.28 6436.59 6436.59 36 200.00 2043.73 2043.73
16 394.28 6436.59 6436.59 37 110.00 1220.17 1220.17
17 489.28 5296.71 5296.71 38 110.00 1220.17 1220.17
18 489.28 5288.77 5288.77 39 110.00 1220.17 1220.17
19 511.28 5540.93 5540.93 40 511.27 5540.93 5540.93
20 511.28 5540.91 5540.91
21 523.28 5071.29 5071.29 total 10500 121412.53 121412.54
Tabela 4.13: Melhor resultado obtido pelo algoritmo proposto para o caso 3
Existem va´rias soluc¸o˜es o´timas para o mesmo caso de estudo. A tabela 4.13 representa uma
das soluc¸o˜es o´timas do caso de estudo 3. Uma outra soluc¸a˜o o´tima admı´ssivel e´ dada por:
para todas as unidades geradoras com excec¸a˜o da 35 e da 36 os n´ıveis do produc¸a˜o, os custos
LB e os custos UB sa˜o iguais aos apresentados na tabela 4.13; as unidades geradoras 35 e
36 sofrem uma troca entre si, isto e´, os valores associados a` unidade geradora 35 passam a
corresponder a` unidade geradora 36 e vice-versa, como se pode verificar na tabela 4.14.
Gerador n´ıveis de custos custos
produc¸a˜o LB UB
35 200.00 2043.73 2043.73
36 194.40 1985.42 1985.43
Tabela 4.14: Alterac¸o˜es para a representac¸a˜o de outra soluc¸a˜o o´tima para caso de estudo 3
Os me´todos para os quais sera´ analisada a eficieˆncia de execuc¸a˜o para o sistema de energia,
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constitu´ıdo pelas quarentas unidades geradoras anteriormente apresentadas, sa˜o os seguintes:
DE, HGA, ICA-PSO, IFEP,IGAMU, MGSO e PSO-SQP. Na tabela 4.15, para cada
um dos me´todos sa˜o apresentados os respetivos melhor valor e valor me´dio da soluc¸a˜o. A
informac¸a˜o anteriormente referida tambe´m se pode visualizar na figura 4.4.
Melhor custo Custo Me´dio










Tabela 4.15: Valores referentes aos me´todos analisados, no caso de estudo 3
Figura 4.4: Apresentac¸a˜o do melhor valor e do valor me´dio de cada me´todo para o caso de
estudo 3
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Ana´logo ao caso de estudo anterior, para analisar de forma mais precisa a eficieˆncia dos
me´todos em questa˜o, sera´ tambe´m considerado, ale´m do melhor valor do custo de com-
bust´ıvel o valor me´dio do custo de combust´ıvel, obtido na execuc¸a˜o do me´todo. Novamente,
existem casos em que na˜o foi poss´ıvel encontrar a informac¸a˜o sobre o valor me´dio do custo.
Analisando os valores descritos na tabela 4.15, constata-se que os me´todos DE e MGSO
apresentam um valor de melhor custo de combust´ıvel aproximado ao valor da soluc¸a˜o o´tima
obtido no algoritmo proposto. Perante esta situac¸a˜o, pode-se dizer que os me´todos sa˜o
eficientes para a resoluc¸a˜o do caso de estudo em questa˜o, apesar da soluc¸a˜o obtida na˜o ser
exatamente a soluc¸a˜o o´tima devido a arredondamentos que surgem ao longo do me´todo.
Relativamente ao valor me´dio do custo para estes me´todos, pode-se verificar que no caso do
me´todo DE o valor me´dio associado a este possui uma diferenc¸a considera´vel em relac¸a˜o ao
valor o´timo. O que evidencia que existem valores de custo de combust´ıvel consideravelmente
superiores ao valor o´timo. Isto traduz-se numa desvantagem da utilizac¸a˜o deste me´todo,
visto que para determinar a soluc¸a˜o o´tima pode ser necessa´rio efetuar um elevado nu´mero
de execuc¸o˜es. No caso do me´todo MGSO, na˜o e´ poss´ıvel analisar com mais detalhe a
eficieˆncia do me´todo, porque na˜o foi encontrada informac¸a˜o sobre o valor me´dio do custo
de combust´ıvel.
Os restantes me´todos indicados na tabela 4.4, nomeadamente HGA, ICA-PSO, IFEP, IGAMU
e PSO-SQP apresentam resultados superiores ao valor o´timo, o que revela que na˜o sa˜o
eficazes para a resoluc¸a˜o deste problema.
Cap´ıtulo 5
Conclusa˜o e Trabalhos Futuros
A principal contribuic¸a˜o desta tese e´ a criac¸a˜o de um algoritmo para resolver o problema
do despacho econo´mico, considerando o efeito do ponto de va´lvula.
Na realizac¸a˜o do trabalho expostos, foi poss´ıvel retirar diversas concluso˜es relativas a` eficieˆncia
do algoritmo desenvolvido e a` dos me´todos existentes na literatura.
O algoritmo desenvolvido atingiu os objetivos definidos, isto porque atrave´s dele foi poss´ıvel
resolver o problema do despacho econo´mico utilizando instaˆncias referenciadas na literatura,
para as quais a soluc¸a˜o o´tima na˜o era conhecida. Como era de esperar, a versa˜o do algoritmo
que apresentou menor tempo de execuc¸a˜o para os treˆs casos de estudo e´ a que conte´m
a formulac¸a˜o com a combinac¸a˜o convexa, utilizando uma restric¸a˜o associada ao conjunto
especial ordenado do tipo II (SOS2).
Relativamente a`s ana´lises efetuadas aos treˆs casos de estudo propostos, as concluso˜es retira-
das ira˜o ser apresentadas separadamente para cada caso. No caso de estudo referente a um
sistema de energia com 3 unidades geradoras, conclui-se que os me´todos PSO-SQP, IFEP,
GA-PS-SQP e MGSO revelam ser eficazes para a resoluc¸a˜o deste caso, contrariamente ao
que acontece com o algoritmo gene´tico.
No caso de estudo em que o sistema de energia possui 13 unidades geradoras e carga
1800MW , os me´todos DE, HGA, HQPSO e IGAMU atingem o valor o´timo e os me´todos
IFEP e PSO-SQP revelam-se incapazes de atingir o valor o´timo para este caso de estudo.
No caso em que a carga 2520MW , os me´todos DE, HGA e IGAMU alcanc¸am o valor o´timo,
enquanto que o me´todo PSO-SQP na˜o e´ capaz de obter o valor o´timo. Para ambos os
casos, alguns dos me´todos que atingem o valor o´timo possuem um valor me´dio de custo de
combust´ıvel superior ao valor o´timo, tornando-se menos vantajosos para a resoluc¸a˜o deste
problema.
Para o caso em que existem 40 unidades geradoras no sistema de energia, os me´todos HGA,
ICA-PSO, IFEP, IGAMU e PSO-SQP mostraram que na˜o conseguem alcanc¸ar o valor o´timo.
Por outro lado, os me´todos DE e MGSO atingem o valor o´timo, mas existem novamente
me´todos que possuem um valor me´dio do custo de combust´ıvel significativamente superior
ao valor o´timo.
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Uma vez que existe o me´todo exato desenvolvido ao longo deste trabalho, os me´todos
existentes na literatura, apesar de alguns deles apresentarem uma soluc¸a˜o ideˆntica a` soluc¸a˜o
o´tima, deixam de ser necessa´rios. Pois, estes me´todos apenas apresentam aproximac¸o˜es da
soluc¸a˜o do problema.
Para finalizar, uma explorac¸a˜o futura seria a adaptac¸a˜o do algoritmo desenvolvido a este
problema considerando restric¸o˜es adicionais, tais como, perdas de transmissa˜o, zonas de
operac¸a˜o proibidas das unidades geradoras, etc. Por outro lado, dado que o problema do
despacho econo´mico representa apenas a segunda fase de resoluc¸a˜o de um problema de um
sistema de energia, uma outra possibilidade de um trabalho futuro e´ a aplicac¸a˜o do algoritmo
proposto a todo o processo de resoluc¸a˜o, incluindo a fase de escalonamento.
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