We study the problem of domain search where a domain is a set of distinct values from an unspecified universe. We use Jaccard set containment score, defined as |Q ∩ X|/|Q|, as the measure of relevance of a domain X to a query domain Q. Our choice of Jaccard set containment over Jaccard similarity as a measure of relevance makes our work particularly suitable for searching Open Data and data on the web, as Jaccard similarity is known to have poor performance over sets with large differences in their domain sizes. We demonstrate that the domains found in several real-life Open Data and web data repositories show a power-law distribution over their domain sizes.
INTRODUCTION
In the Open Data movement, large volumes of valuable databases are being published on the Web. Governments around the world are launching Open Data portals (some of which are shown in Table 1 ). The data format is highly heterogeneous, comprised of a mixture of relational (CSV and spreadsheet), semi-structured (JSON and XML), graph based (RDF), and geo-spatial formats. There is an increasing number of datasets in which well-structured attributes (with or without a name) can be identified, each containing a set of values that we will call a domain.
It is not just the federal governments that are releasing massive numbers of datasets. Several projects have extracted tables from HTML pages [7, 20] . Cafarella et al. [7] extracted 154 million relational tables from Google's generalpurpose web crawl. Lehmberg et al. [20] have compiled and published 51 million relational tables extracted from Common Crawl. Tables extracted by Lehmberg et Tables, are open and accessible to the public outside of search engines. These tables provide a common ground for research on Data on the Web.
Despite the openness of these datasets, effectively gaining access to them is still challenging for many reasons.
• There is lack of schema description in most of the datasets. Identifying relevant datasets is exceedingly difficult.
• In most cases, the only form of data access is bulk download. This means traditional search at the data level is impossible at the moment.
• Data is hosted on the Web. While the Web is a robust and open platform, it provides very low bandwidth for data access. Database operations such as sorting, scan and join are nearly impossible over the Web. This makes ad hoc access of Open Data impractical.
Domain Search Challenges
In this paper, we focus on a specific problem of Open Data management: the domain search problem. A domain is sim- Each attribute contains a domain. We define the domain search problem as an R-near neighbor problem [2] . Given a query domain Q and a relevance threshold t * , find all domains X whose relevance to Q is within t * . The unique characteristics of web data impose constraints on a solution to the domain search problem.
• Scalability. For Internet-scale domain search, a solution must be able to handle millions of domains.
• Open World Domains. A solution cannot assume a fixed vocabulary or prescribed set of values covering all domains. As new domains are introduced (potentially with new, unseen values), the search should be able to handle them.
• Skewed Distribution. Some domains are small (a domain of provinces has only a few values), while others can be quite large (the Canadian government's contract-disclosure dataset has domains with tens of thousands of distinct values). We have collected the Canadian Open Data repository and the English relational subset of WDC Web Tables Corpus 2015 [20] . Figure 1 shows the respective domain size distributions. It is clear that in each case, the domain sizes follow a power-law distribution.
• Set Containment Score. Jaccard similarity is a commonly used measure of relevance between sets when the sets have comparable cardinalities. Open data and Web data domains have potentially large differences in their domain size. It is known [1] that Jaccard similarity is not an accurate or intuitive measure of relevance due to its bias to smaller domains. For the purpose of domain search, it is more intuitive to define the relevant domains as the ones with large overlap with the query domain. Thus we choose the (Jaccard) set containment score as the relevance measure.
• Limited Data Bandwidth. Both the query Q and its answers are domains that need to be exchanged over the 1 
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Web. If we use raw values of the domains, the data exchange would degrade the query performance significantly.
The scalability and data bandwidth limitations suggest using small, fixed size data sketches to effectively approximate a relevance score. The requirement for supporting open-world domains makes a hashing approach like the Minwise Hashing [6] data sketch, or simply MinHash, a natural choice to represent domains. It is known that the Jaccard similarity can be accurately estimated using MinHash signatures. Furthermore, Locality Sensitive Hashing (LSH) is an efficient index structure for approximate R-near neighbor queries [2] , and it can be used for the Jaccard similarity search [17] .
However, Jaccard similarity does not agree with set containment, and the disagreement is exasperated when the sizes of the sets being compared differ significantly. The most recent approach to MinHash-based indexing that supports set containment is Asymmetric Minwise Hashing [25] . This approach "pads" the domains with fresh values so they end up with equal sizes. Shrivastava and Li show that near neighbors based on Jaccard similarity and padded MinHash signatures converges to near neighbors with set containtment [25] . We experimentally show here that padding used on Open Data may decrease recall. As we will show in Section 6, with a finite number of hash functions, increased skewness in the domain sizes may lead to a significant decrease in recall. LSH, Asymmetric Minwise Hashing, and other related work is presented in greater detail in Section 4.
Contributions
We present a new indexing structure, the LSH Ensemble, to address the domain search problem for datasets found in Open Data and Web data repositories at an Internet scale. LSH Ensemble is an efficient and scalable solution to the domain search problem. Users can find relevant domains in a data repository by specifying a query domain Q and a threshold t * on the containment score.
The main contributions of this paper are as follows.
• We propose a data partitioning scheme to combat skewed data.
• We present a cost model that describes the precision and recall for any partitioning. This allows us to formulate the data partitioning for LSH Ensemble as an optimization problem.
• We prove the existence of an optimal partitioning for any data distribution. In particular, for power-law distributions (which we have empirically observed in Canadian Open Data and the WDC Web Tables Corpus 2015) , we show that the optimal partitioning can be approximated using equi-depth, allowing for efficient implementation.
• Experimentally, we evaluate our implementation of LSH Ensemble using both the Canadian Open Data repository and WDC Web Tables Corpus 2015. We show that LSH Ensemble scales to millions of domains with each domain having up to millions of distinct values, while consistently sustaining query response time under 50 milliseconds.
• We compare our approach against the state-of-the-art using MinHash LSH [17] and Asymmetric Minwise Hashing [25] . Compared to these alternatives, our approach significantly improves precision while maintaining high recall. We believe that LSH Ensemble is an essential tool that will enable data scientists to find new, relevant Open Data and Web Data for their data analysis projects.
A Use Case
The Canadian Open Data portal has over 10,000 CSV datasets that span a wide variety of topics. Recall the NSERC GRANT PARTNERS 2011 table with the domain Partner containing names of industry collaborators on research grants. The Partner domain in this table has 2,799 distinct industry partners (a size of 2,799). A data scientist may be interested in gaining deeper insight into the industry partners. Do they have any common features? Is there any clustering structure among the industry partners? An obvious task is to identify other datasets that can be used to join with this table that reveal interesting new information about the partner organizations. In other words, the data scientist needs to solve the domain search problem.
Using an LSH Ensemble that we built on the Canadian Open Data repository, we are able to use the 2011 Partner domain as Q to query the relevant relational datasets in the Canadian Open Data repository. We located several relevant domains summarized in Table 2 . The query took under 10 milliseconds. The result is interesting in many ways.
• The Jaccard similarity indicates that the 2012 and 2010 grants are equally relevant to 2011. However, the containment score shows a clear difference with 2012 being much more related to 2011 (with an overlap of 2,015 partners) than 2010 (with an overlap of 1,791 partners).
• Data scientists can use datasets on government contracts and lobbying registrations to further analyze over 10% of the NSERC industry partners. In particular, the domain contracts/Entity is a large domain having over 78,000 distinct values. Therefore, the Jaccard similarity is very low 0.0032. However, the set containment score is high (over 0.1) and there are actually 419 NSERC partners in the contracts table and a data scientist can use this to find interesting information about these partners. Using a Jaccard similarity-based near neighbor search, large domains such as contracts/Entity would not be top-ranked and would be lost below a long list of small domains such as the NSERC grants for other years.
By enriching the NSERC award dataset with other relevant datasets, a data scientist can perform more complex analytics and derive richer knowledge from Open and Web Data. Our index structure makes this possible by performing domain search using set containment while coping with the presence of large skewness in domain sizes.
Paper Organization
We introduce basic terminology in Section 2 and background in Section 3. We discuss related work in Section 4.
In Section 5, we present our LSH Ensemble indexing technique, and we empirically evaluate our work over Open Data and WDC Web Tables in Section 6. Finally, we conclude in Section 7.
PROBLEM DEFINITION
The relevance of two domains X and Y can be defined using Jaccard similarity or set containment of the respective domains [6] .
Definition 1 (Jaccard similarity). The Jaccard similarity between domains X and Y is defined as:
Definition 2 (Set containment). The set containment of X in Y is defined as:
While Jaccard similarity is the right measure for many applications, we argue that set containment, which is asymmetric, is better suited for domain search. Consider for example a query domain Q, and two domains, Provinces and Locations, as follows: Q = {Ontario, Toronto} Provinces = {Alberta, Ontario, Manitoba} Locations = {Illinois, Chicago, New York City New York, Nova Scotia, Halifax, California, San Francisco, Seattle, Washington, Ontario, Toronto}
Is Q closer to Provinces or to Locations? The Jaccard similarity of Q and Provinces is 0.25, while that of Q and Locations is 0.083. According to these scores, domain Q is more relevant to domain Provinces than Locations, which is a bit counter intuitive if we look at the data values. On the other hand, the set containment of Q and Provinces is 0.5 while that of Q and Locations is 1.0. According to these set containment scores, domain Q is evaluated more relevant to Locations than Provinces. This example shows that Jaccard similarity favors domains with small size (Provinces), and set containment, on the contrary, is agnostic to the difference in the sizes of the domains.
We now define the domain search problem using set containment.
Definition 3 (Domain Search). Given a collection of domains D, a query domain Q, and a threshold t * ∈ [0, 1] on the set containment scores, find a set of relevant domains from D defined as
As discussed in Section 1, Internet-scale domain containment search problem has the following constraints.
• |D| is on the order of millions.
• {|X| : X ∈ D} is very skewed.
• |Q| can be arbitrarily large. Given such constraints, we look for an approximate solution to the domain containment search problem, with the following properties.
• Efficient indexing: The space complexity of the index structure should be constant with respect to the domain sizes, and linear with respect to the number of domains. An index structure can be built in a single-pass over the data values of the domains.
• Efficient search: The search time complexity should be constant with respect to the query domain size and sublinear with respect to the number of domains in D.
An alternative way of formulating the problem is by defining it as searching for the top-k relevant domains. Since we are interested in discovering domains that can be used in value-based joins, search by containment threshold is more natural. The top-k relevant domains are not guaranteed to have a sufficient level of overlap with the given query domain. We remark that the two formulations (top-k versus threshold) are closely related and complementary [16] .
PRELIMINARIES
Our solution to the domain containment search problem is built on the foundation of Minwise Hashing [6] and LSH [17] . We present a brief overview of these two techniques.
Minwise Hashing
Broder [6] proposed a technique for estimating the Jaccard similarity between domains of any sizes. In this technique, a domain is converted into a MinHash signature using a set of minwise hash functions. For each minwise hash function, its hash value is obtained by using an independently generated hash function that maps all domain values to integer hash values and returns the minimum hash value it observed.
Let hmin be one such hash function and the minimum hash value of a domain X be hmin(X) and Y be hmin(Y ). Broder showed that the probability of the two minimum hash values being equal is the Jaccard similarity of X and Y :
Thus, given the signatures of X and Y , we can obtain an unbiased estimate of the Jaccard similarity by counting the number of collisions in the corresponding minimum hash values and divide that by the total number of hash values in a single signature.
Locality Sensitive Hashing
The Locality Sensitive Hashing (LSH) index was developed for general approximate nearest neighbor search problem in high-dimensional spaces [17] . LSH can be applied to the approximate R-near neighbor search problem [2] . An LSH index requires a family of LSH functions. An LSH function is a hash function whose collision probability is high for inputs that are close, and low for inputs that are far-apart. The distance measure must be symmetric. Formal definition of LSH function can be found in the work of Indyk et al. [17] , and is not included here for simplicity.
The minwise hash function hmin belongs to the family of LSH functions for Jaccard distance, as the probability of collision is equal to the Jaccard similarity. For simplicity, we call the LSH index for Jaccard similarity MinHash LSH.
Next we explain how to build a MinHash LSH index. Assume we have a collection of MinHash signatures of domains generated using the same set of minwise hash functions. The LSH divides each signature into b "bands" of size r. For the i-th band, a function Hi = (hmin,1, hmin,2, . . . , hmin,r) is defined, which outputs the concatenation of the minimum hash values in that band, namely, the values hmin,1 to hmin,r. The function Hi maps a band in a signature to a bucket, so that signatures that agree on band i are mapped to the same bucket.
Given the signature of a query domain, LSH maps the signature to buckets using the same functions H1, . . . , H b . The domains whose signatures map to at least one bucket where the query signature is mapped are the candidates. These candidates are returned as the query result. Hence, the search time complexity of the LSH only depends on the number of minwise hash functions (or the signature size) and is sub-linear with respect to the number of domains indexed.
The probability of a domain being a candidate is a function of the Jaccard similarity s between the query and the domain. Given the parameters b and r, the function is:
Given a threshold on Jaccard similarity, we want the domains that meet the threshold to have high probability of becoming candidates, while those do not meet the threshold to have low probability. This can be achieved by adjusting the parameters b and r.
RELATED WORK
In this section, we provide a brief survey of previous work related to domain search from different perspectives. IR Indexes for Keyword Search. Indexes for searching structured datasets given a user-specified keyword query have been extensively studied [9, 14, 15, 18] . This work is similar to domain search as search results should contain the keywords in the query. However, in domain search, the query itself is a domain containing large number of data values. To use keyword search to solve domain search, we will have to generate a keyword for each element in the domain. Such solution can only treat small queries. We need to handle very large domains containing millions of distinct values. In our solution, the index search time complexity is constant time with respect to the query domain size. Other LSH Indexes. Various LSH indexes have been developed for distance metrics other than Jaccard, including Euclidean [11] , Hamming [17] , and Cosine distance [8] , among others. These approaches are widely used in areas such as image search and document deduplication. Many such LSH variations require the data to be vectors with fixed dimensions. While it is possible to convert domains into binary vectors, where each unique data value is a dimension, binary vector representation is not practical for domain search at Internet-scale. These indices require prior knowledge of the values in the query domain, hence, they would need to be rebuilt whenever a domain with unseen values is inserted. Thus, LSH indexes, such as MinHash LSH. that do not require a fixed set of domain values are better suited for Internet-scale domain search.
SimHash is an LSH index for Cosine distance [8] , and is widely used for document similarity search and deduplication [23] . It is applicable to domain search, since it does not prescribe a fixed set of values for all domains. However, it has been shown that MinHash LSH is more computationally efficient than SimHash [24] . Asymmetric Minwise Hashing. Asymmetric Minwise Hashing by Shrivastava and Li is the state-of-the-art technique for containment search over documents [25] . Asymmetric Minwise Hashing applies a pre-processing step called the asymmetric transformation, that injects fresh padding values into the domains to be indexed.
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This makes all domains in the index have the same size as the largest domain. They show that Jaccard similarity between an untransformed signature (for the query) and a transformed signature (for index domain) is monotonic with respect to set containment. Thus, MinHash LSH can be used to index the transformed domains, such that the domains with higher set containment scores will have higher probabilities of becoming candidates. While this technique is very useful for containment search over documents such as emails and news articles, we observed that the asymmetric transformation reduces recall when the domain size distribution is very skewed. Since Asymmetric Minwise Hashing is the only technique that directly addresses containment search, we perform an experimental comparison in Section 6. Schema and Ontology Matching Techniques. Examples of unsupervised instance-based schema matching techniques are COMA++ [3] and DUMAS [5] . These approaches rely on overlap or similarity of instance values. In order to make instance-based matchers scalable, Duan et al. [12] use MinHash LSH and random projection (simhash) to do type matching based on Jaccard and Cosine similarity. They also add a post-processing phase to find type containment using exact computation of the set containment score. The goal of LSH Ensemble is to match a query domain against Webscale number of domains with domain sizes varying from a few to millions. LSH Ensemble can be applied in large-scale schema and ontology matching, but to the best of our knowledge, no schema matchers scale to millions of attributes. Methods for Table Search. Table search is the problem of finding join candidates in a repository of relational tables. Semantic-based table search approaches enrich tables with ontology-based semantic annotations [26, 22] . These annotations are column labels and binary relationships between columns, and are used for matching keyword queries with columns. Semantic-based table search is complementary to our approach which uses set containment. A user may be interested in finding domains with high containment scores that are semantically relevant as well. Some table search approaches rely on table context and meta-data in addition to table content to do search [21, 27] . For instance, InfoGather uses a matching measure consisting of features such as the similarity of text around tables in Web pages, the similarity of each table to its own context, the similarity of the URL of the web page containing each table, and the number of overlapping tuples in tables [27] . 
LSH ENSEMBLE
In this section, we describe our contribution, LSH Ensemble. By partitioning the domains by their sizes, we build an ensemble of MinHash LSH indexes. For each MinHash LSH index, we compute a conservative Jaccard similarity threshold based on the containment threshold, so that the resulting false negatives are minimized. We further construct a cost model describing the query performance. Using the cost model, we provide an approximate solution to the optimal partitioning, and a query-time tuning of each MinHash LSH index. The LSH ensemble index provides accurate and performant domain search using containment, even when the distribution of domain sizes is skewed. Table 3 is a summary of the symbols used in the paper.
Similarity Filtering for Containment
For the containment search problem, we are given a desired minimal containment as a threshold t * . On the other hand, LSH can only be tuned given a Jaccard similarity threshold s * . Thus, in order to use LSH for containment search, the containment threshold needs to be converted to a Jaccard similarity threshold.
Consider a domain X with domain size x = |X| and query Q with domain size q = |Q|. We can convert Jaccard similarity and containment back and forth by the inclusionexclusion principle. If t = t(Q, X), we can compute the corresponding Jaccard similarity s = s(Q, X) given the domain sizes x and q. The transformations are given as follows.
tx,q(s) = (
Notice the transformation t * → s * depends on the domain size x, which is typically not a constant, so we need to approximate x. We choose to do so in a way that ensures the 
transformation to s * does not introduce any new false negatives over using t * . Suppose that X is from a partitioned set of domains with sizes in the interval of [l, u), where l and u are the lower and upper domain size bound of the partition. A conservative approximation can be made by using the upper bound u for x. This ensures that filtering by s * will not result in any new false negatives.
We define a Jaccard similarity threshold using the upper bound u
while the exact Jaccard similarity threshold isŝx,q(t * ). Because u ≥ x, we know s * ≤ŝx,q(t * ). Thus, by using this approximation for s * , we avoid false negatives introduced by the approximation.
The search procedure is described in Algorithm 1. The function approx(|Q|) provides an estimation of the query domain size; this can be done in constant time using the MinHash signature of the query [10] . We remark that the choice of s * will not yield any false negatives, provided that Similarity-Search perfectly filters away all domains with Jaccard similarity less than s * . Of course, this may not be the case, but our conservative choice of s * using u guarantees no new false negatives are introduced. We will describe the index I(D) and the Similarity-Search shortly.
An LSH Ensemble partitions the set of all domains in D by their domain size into disjoint intervals. Let [li, ui) be the lower and upper bounds of the i-th partition, and Di = {X ∈ D : li ≤ |X| < ui}, where i = 1 · · · n. With n partitions, we can search each partition and take the union of the individual query answers. Algorithm 1 provides the search procedure for a single partition.
The Partitioned-Containment-Search can be evaluated concurrently where Containment-Search can be evaluated in parallel, and their results are unioned.
A Cost Model for Containment Search
Let the time complexities of Containment-Search and Similarity-Search be denoted by Tcontainment and T similarity respectively.
The complexity of Algorithm 1 is given by: To minimize the time complexity of the parallel evaluation of Partitioned-Containment-Search, we wish to minimize the following cost function by designing the partitioning intervals [li, ui):
Estimation of False Positives
By using Jaccard similarity filter with threshold s * instead of the containment threshold t * , we incur false positives in the search result of Similarity-Search even if no error is introduced by using MinHash signatures and I(D).
Consider a domain X with size x in some partition [l, u). Domain X would be a false positive if it meets the passing condition of the approximated Jaccard similarity threshold, but actually fails the containment threshold.
Let the containment of the domain be t, and the Jaccard similarity be s. The domain is a false positive if t < t * but s > s * . Similarity-Search filters by s * , so it is filtering X according to an effective containment threshold given bytx,q(s * ). Define tx =tx,q(s * ). Thus, a domain is a false positive if its containment t falls in the interval of [tx, t * ]. Namely, its true containment score is below the query threshold t * , but above the effective threshold tx. The relationship between tx and t * is illustrated by Figure 2 . Figure 2 illustrates the relationships among tx, t * , and s * .
Proposition 1. The effective containment threshold for X is related to the query containment threshold by the following relation.
Given no prior knowledge about the domain X, we assume its containment is uniformly distributed in the interval [0, 1]. Thus, we can estimate the probability a true negative being falsely identified as a candidate, namely X is a false positive.
Let N l,u be the expected total number of domains with sizes in the interval [l, u). The expected number of false positives (FP) produced by the threshold is given by:
where N l,u is the total number of domains that belong to the partition [l, u).
If we further assume that, within a partition, the distribution of x is uniform, 3 then we can evaluate Equation 13 further to obtain the following result.
Proposition 2. Assusing a uniform distribution of domain sizes in the interval [l, u), the upper bound of the number of candidate domains which are false positives is given by
Proof. (Outline) We need to cover several cases: (1) t * q ≤ l, (2) t l q ≤ l < t * q and t * q ≤ u, (3) l < t l q and t * q ≤ u, (4) l < t l q and tuq ≤ u < t * q, and finally (5) u < tuq. For the first case t * q ≤ l, we have the probability of a domain with size x being a false positive being (t * − tx)/t.
If u ≫ q, then the upper bound is a tight upper bound. The other cases (2-5) are proven similarly.
Optimal Partitioning
The cost function defined in Equation 10 and the estimate of false positive candidate domains in Equation 14 allow us to compute the expected cost of a particular partition. In this section, we provide a concrete construction of a minimal cost partitioning.
We denote a partitioning of the domains in
An optimal partitioning is then one that minimizes the number of false positives over all possible partitions.
Definition 4 (The Optimal Partitioning Problem).
A partitioning Π * is an optimal partitioning if
We now show that there is an optimal partitioning that has equal number of false positives in each partition.
Theorem 1 (Equi-false-positive optimal partitioning).
There exists an optimal partitioning Π * such that N The new partitioning Π2 obtained by the adjustment of u1 is such that cost(Π2) ≤ cost(Π1), so it is also optimal. This proof generalizes to arbitrary n.
As a result of Theorem 1, we can construct an equi-N FP i partitioning Π as a way to optimally partition the domains. Unfortunately, this means that Π is query dependent because N FP i = N FP i (q). We cannot afford to repartition D for each query. Fortunately, with a reasonable assumption, there exists a query independent way of partitioning D near-optimally. We assume that max{|X| : X ∈ D} ≫ q. Namely, D contains large domains relative to the query. An index will most often be used with queries that are much smaller than the maximum domain size.
Let Mi be the upper bound on N FP i following Proposition 2:
Let Π * be an optimal equi-N FP i partitioning whose existence is guaranteed by Theorem 1. Under the large domain assumption, we can see that
which is query independent. This suggests that we can approximate the optimal partitioning Π * by an equi-Mi partitioning of D. Furthermore, we show that for power-law distribution, equi-Mi partitioning is the same as equi-N l i ,u i , or equi-depth. Theorem 2 (Partitioning and power-law). Suppose S = {|X| : X ∈ D} follows a power-law distribution with frequency function f (x) = Cx −α where α > 1. The equi-N l i ,u i partitioning
is an equi-Mi partitioning.
Proof. We use the (tight) bound on number of false positives defined by Equation 18 . Using the property of equi-N l i ,u i partitioning, we have
Solving the equation above we obtain a relationship between li and ui:
With the expressions for ui and li, we get
Since g(li) and 1 2u i approach 0 fast with increasing li and ui respectively, and are likely very small comparing to 1 2 in practice when |S| is in the millions and 2ui ≫ 1, we can discard them, and obtain a constant for all partitions. Given that both terms in Equation 18 are constants, the equi-N l i ,u i partitioning is an equi-Mi partitioning.
Theorem 2 provides a fast method for approximating the optimal partitioning. For a collection of domains, we can create a desired number of partitions such that all contain the same number of domains. Based on Theorem 2, if the domain size distribution follows a power-law, this is an equiMi partitioning.
For the full proofs of Proposition 2 and Theorem 1, see the appendix of this paper.
Containment Search Using Dynamic LSH
In Algorithm 1, we assume the existence of a search algorithm based on a Jaccard similarity threshold for each partition Di. We choose to index the domains in Di using a MinHash LSH index with parameters (b, r) where b is the number of bands used by the LSH index, and r is the number of hash values in each band.
Traditionally, MinHash LSH has a fixed (b, r) configuration, and thus has a static Jaccard similarity threshold given by the approximation:
One can observe that MinHash LSH only approximates Similarity-Search, and therefore will introduce false positives, in addition to N FP in each partition, and also false negatives. In this section, we describe our method of selecting (b, r) so that the additional error due to the approximation nature of MinHash LSH is minimized. Since s * is query dependent, we choose to use a dynamic LSH index, such as the LSH Forest [4] , so we can vary (b, r) for each query. LSH Forest uses a prefix tree to store the r hash values in each band (See Section 3.2), thus the effective value of r can be changed at query time by choosing the maximum depth to traverse in each prefix tree. b can be varied by simply choosing the number of prefix tree to visit.
We now describe how the parameters (b, r) are selected so that the resulting selectivity agrees with s * . Using the relationship between Jaccard similarity s and containment t, we express the probability of a domain X becoming a candidate in terms of t = t(Q, X), x = |X|, and q = |Q| instead of s = s(Q, X). Figure 3 plots the probability and t * = 0.5, and the areas corresponding to the false positive (FP) and false negative probabilities (FN) induced by the MinHash LSH approximation. It is important to notice that the false positive here is introduced by the implementation of Similarity-Search using MinHash LSH, which is different from the false positive introduced by the transformation of the containment threshold to a Jaccard similarity threshold in Section 5.3.
Note that t cannot exceed the size ratio x/q. We can express the probability of X being a false positive, FP, or a false negative, FN, in terms of t * and x/q. 
The optimization objective function for tuning LSH is given as:
where m is the number of minwise hash functions. Since x is not constant within a partition, we cannot use this objective function for tuning the LSH of the partition. As described in Section 5.1, for each partition i, we used ui to approximate x ∈ [li, ui], and the alternative objective function for tuning we used is:
arg min b,r (FN + FP)(ui, q, t * , b, r), such that 0 < br ≤ m (29) For some particular value of x, the b and r found using the alternative objective function would be more optimal if ui were closer to x. Formally, for some ǫ > 0, there exists δ > 0 such that when ui − x < δ,
where bp and rp are the parameters found using the alternative objective function, and bopt and ropt are the optimal parameters computed with the exact objective function. The computation of (b, r) can be handled offline. Namely, we choose to pre-compute the FP and FN for different combinations of (b, r). At query time, pre-computed FP and FN are used to optimize objective function in Equation 29. Given that b and r are positive integers and their product must be less than m, the computed values require minimal memory overhead.
Finally, we query each partition with the dynamically determined (b, r) using a dynamic LSH index as described by Bawa et al [4] .
In summary, the query evaluation of LSH Ensemble performs dynamic transformation of the containment threshold to a per-partition threshold of Jaccard similarity. Then we 
EXPERIMENTAL ANALYSIS
We evaluate the accuracy and performance of our LSH Ensemble technique, and compare against the state-of-the-art using MinHash LSH [17] and Asymmetric Minwise Hashing [25] Table 4 , with default values in bold face.
Accuracy of LSH Ensemble
For our experimental evaluation, we use the set-overlap based definition of precision and recall. Let D be the set of domains in the index. Given a query domain Q and a containment threshold t * , the ground truth set is defined as follows.
TQ,t,D
Let AQ,t * ,D be the set of domains returned by a search algorithm. Precision and recall are defined as follows.
P recis. = |AQ,t * ,D ∩ TQ,t * ,D| |AQ,t * ,D| , Recall = |AQ,t * ,D ∩ TQ,t * ,D| |TQ,t * ,D| (31) We also used F-score to evaluate the overall accuracy.
To evaluate accuracy, we use three main experiments over the CSV files from the Canadian Open Data repository for which we computed ground truth (exact containment scores). We did not use the WDC Web Table Corpus due to the extremely high time cost of obtaining the ground truth. We discarded domains with fewer than ten values and obtained 65,533 such domains which we indexed. Then, we sampled a subset of 3,000 domains and used them as queries. As we noted in the introduction, the domain size distribution of the Canadian Open Data roughly follows a power-law distribution (shown in Figure 1 ). Thus, we applied the equi-depth partition strategy based on Theorem 2.
For a fair comparison, all the indexes including MinHash LSH and Asymmetric Minwise Hahsing are implemented to use the dynamic LSH algorithm for containment search described in Section 5.5, and the upper bound of domain sizes is used to convert containment threshold to Jaccard similarity threshold as described in Section 5.1. Figure 4 shows the precision, recall, and F-score of MinHash LSH (Baseline), Asymmetric Minwise Hashing (Asym), and LSH Ensembles with different numbers of partitions (i. e., 8, 16, and 32) . We report the average precision and recall for every containment threshold from 0.05 to 1.0 with a step size of 0.05. The power-law partition strategy provides a clear improvement in precision over the baseline, verifying our theoretical analysis of partitioning. As the number of partitions grows, the precision increases for all containment thresholds; however the relative gain diminishes as the upper bound of each partition becomes a better approximation of the domain sizes of the partition. Recall decreases by about 0.02 each time the number of partitions doubles. This decrease is due to our approximation becoming less conservative (regarding false negatives) as the upper bound of a partition approaches the actual domain sizes. Since the approximation always remains conservative, the recall is not affected significantly.
Impact of Partitioning.
The F-score result shows that LSH Ensemble improved the overall accuracy over the baseline by as much as 25%.
Asymmetric Minwise Hashing achieved high precision comparable to that of LSH Ensemble, however, performed poorly in recall. Due to padding, some of the hash values in a MinHash signature are from the new padded values. For an indexed domain to become a candidate, its hash values from the original domain need to have collisions with the hash values in the signature of the query domain. Thus, with a finite number of hash functions, the probability of an indexed domains becoming a candidate, including domains that should be qualified, is lowered. This issue is not significant when the skew in domain sizes is small. However, when the skew is high, the amount of padding required becomes very large, making the probability of qualifying domains becoming candidates very low and sometimes nearly zero. This explains the low average recall over the skew Open Data. As the containment threshold increases, domains need to have a greater number of collisions in their hash values. Thus, the probability of finding qualifying domains drops to zero for high thresholds resulting in a recall of zero. For domain search, a high recall is a necessity. Thus, these results show that LSH Ensemble is a better choice for the domain search problem over skewed data.
For an overview of Asymmetric Minwise Hashing and a detailed analysis on how skewness impacts recall, see Appendix 9.3. Impact of Query Size. The equi-depth partitioning assumes the domain size of the query is much smaller than the maximum domain size of the partitioned index. We investigated whether in practice large query domain size influence the effectiveness of the partitioning technique. Figure 7 shows the precision and recall for queries with domain sizes in the smallest 10%, and Figure 6 shows the precision and recall for queries with domain sizes in the largest 10%. For the large queries, the precision is smaller, due to the assumption no longer holding. Still, the precision increases with more partitions, confirming our analysis that partitioning should always increase precision, and the recall stays high. The result of the small queries is similar to the overall result in Figure 4 , this is likely due to the fact that the domain sizes of the queries also follows a power-law distribution, so the queries contained mostly small domains. Effect of Skewness on Accuracy. In order to investigate the effect of skew on accuracy. we created 10 subsets of the Open Data. The first contained a small (contiguous) interval of domain sizes. We then expanded the interval repeatedly to create 9 larger subsets. We measured the precision and recall of the MinHash LSH (Baseline), Asymmetric Minwise Hashing (Asym), and LSH Ensemble on each subset. Since the domain sizes approximately follow a powerlaw, the skewness increases as we use subsets with larger intervals of domain sizes. We compute the skewness of each subset using the following equation [19] 
where m2 and m3 are the 2nd and 3rd moments of the distribution. A higher positive skewness means there is more weight in the left tail of the distribution. Figure 5 shows that as skewness increases, the precision of all indexes decreases, while a high level of recall is maintained except for Asymmetric Minwise Hashing. This is expected for MinHash LSH. Because it uses the upper bound of domain sizes in the conversion of containment to Jaccard similarity threshold (see Section 5.1), as the the upper bound of domain sizes increases, the approximation becomes less precise, increasing the false positive rate. The same reason for the decrease in precision applies to LSH Ensemble as well, however, the issue is less severe. This is because partitioning -the upper bound of each partition is a much better approximation than the overall upper bound. We can also observe that as the number of partitions goes up, the index is less affected by skew. As expected, Asymmetric Minwise Hashing achieved high recall when the skewness is small, but the recall decreases significantly as skewness increases. This is again due to the large amount of padding when the skewness is high.
We have also conducted experiments on evaluating the performance of using Asymmetric Minwise Hashing in conjunction with partitioning (and up to 32 partitions). Namely, we used Asymmetric Minwise Hashing instead of MinHash LSH in each partition. While there is a slight improvement in precision, we failed to observe any significant improvements in recall. This is due to the fact that, for a power-law distribution, some partitions still have sufficiently large difference between the largest and the smallest domain sizes, making Asymmetric Minwise Hashing unsuitable.
Efficiency of Indexing and Searching
For the performance experiments, we used the English relational subset of the WDC Web Table Corpus 2015 , from which we extracted 262,893,349 domains. The domain size distribution closely resembles a power-law distribution, as shown in Figure 1 . Thus, we used the equi-depth partition strategy for LSH Ensemble as suggested by Theorem 2. Since our implementation of LSH Ensemble is main memory based, we are restricted (by memory limits) to using a random subset of 3,000,000 domains in our index. Effi- cient disk-based LSH implementation exists [13, 4] , however, the main memory implementation provides an upper bound of the disk-based ones, and is sufficient for comparing the performance of LSH Ensemble against the baseline. We selected another random subset of 3,000 domains to use as test queries. We use 90 percentile running time to represent the query cost, because it is less affected by noise, and provides a good upper bound for the usual case. Table 5 compares the indexing and query cost of the basic MinHash LSH (baseline) with LSH Ensemble with different numbers of partitions. The indexing cost of all indexes are very similar. Since all partitions are indexed in parallel, the time cost of indexing LSH Ensemble does not increase with the number of partitions. On the other hand, the query cost of LSH Ensemble is significantly smaller than the MinHash LSH. In part of course, this is due to the parallelism, but in addition, we are seeing speed up because the partitioning improves precision. The index becomes more selective as the number of partitions increases. For 8 partitions, most of the speedup is parallelism, but for 16 partitions, the improved precision also improves the performance dramatically. Further increasing the number of partitions does not result in lower query cost, as the improvement in precision plateaus. Since all partitions are queried in parallel, the number of partitions does not contribute to query cost.
The first plot in Figure 8 shows the indexing cost with respect to the number of domains indexed. The indexing performance of LSH Ensemble scales linearly with respect to number of domains. In addition, because of the parallel implementation, the number of partitions does not affect Figure 8 shows the query cost of LSH Ensemble. We used an exponential axis for the query cost due to the significant difference between the index with 8 partitions and the others. The query cost of LSH Ensemble increases with the number of domains in the index, because the number of candidates returned also increases (for a given threshold), and query processing cost includes the cost of outputting the candidates. On the other hand, the query cost increases much slower with more partitions. Again, this is because the precision is improved by partitioning, yielding a smaller selectivity.
CONCLUSION AND FUTURE WORK
We presented LSH Ensemble, a new index structure based on MinHash LSH, as a new solution to the domain search problem with set containment at Internet scale. By means of partitioning, we show how we can efficiently perform set containment-based queries even on millions of domains with highly skewed distribution of domain sizes. We constructed a cost model that describes the precision of LSH Ensemble with a given partition. We show that for any data distribution, there exists an optimal partitioning scheme that equalizes the false positives across the partitions. Furthermore, for datasets with a power-law distribution, the optimal partitioning can be approxiamted using equi-depth, amenable to efficient implementation. We have conducted extensive evaluation of LSH Ensemble on the Canadian Open Data repository and the WDC Web Table Corpus. Our solution is able to sustain query times of less than 50 milliseconds even at 3,000,000 domains. Compared to other alternatives, LSH Ensemble consistently performs better in both accuracy and performance. In some cases, LSH Ensemble is ∼ 100 times faster than a MinHash LSH index for set containment queries.
As future work, we would like to extend LSH Ensemble in several ways. The current implement of LSH Ensemble is main-memory based. We would like to investigate algorithms and implementation details of a disk-based version to further improve its scalability. We would also like to investigate extending indexable domains to include domains with richer semantic values such as numerical data or natural language text.
APPENDIX

Proof of Proposition 2
Recall from Section 5.3, N l,u is the total number of domains in the interval [l, u). The expected number of false positives in the interval produced by using the effective containment thresholds is given by:
where P (FP|x) is the probability of a domain becoming a false positive given its size is x, and P (x) is the probability density function of the domain size distribution in the interval. The effective containment threshold for a domain with size x is given in Proposition 1 as:
where q is the query domain size, and t * is the query-given containment threshold.
For any domain with size x, its containment score is bounded by min {1.0, x/q}. Thus, given different q, the maximum and minimum containment scores from domains in the interval can be different, and the probability of false positive can be different as well. We separate the proof into 5 cases.
Case 1: t * q ≤ l. Since the lower bound of the interval is greater than minimum domain size required to satisfy the containment threshold, all domains in the interval have non-zero probabilities of becoming false positives. The false positive probability is given as
If we assume that, within a partition, the distribution of domain size is uniform, we can evaluate N FP l,u as follows:
Case 2: t l q ≤ l < t * q and t * q ≤ u For domains in the sub-interval [l, t * q), their maximum possible containment scores do not satisfy the query-given containment threshold, but satisfies the effective containment threshold. The false positive probability of these domains becomes
Assuming uniform distribution of domain size as before, the N FP l,u now can be evaluated as
We still have the inequality:
Case 3: l < t l q and t * q ≤ u Now the maximum possible containment scores for domains in the sub-interval [l, t l q) are below the effective containment threshold. For these domains, the false positive probability is zero
Following the same steps as before, we can show the inequality still holds.
Case 4: l < t l q and tuq ≤ u < t * q Since the probabilities of false positives in the intervals [l, tuq) and [tuq, u) are both less than P (FP|x ≥ t * q), the inequality still holds, follow the same reasoning.
Case 5: u < tuq The probability of false positive is 0 in the complete interval [l, u), thus the inequality still holds.
Thus Proposition 2.
Proof of Theorem 1
Based on the proof for Proposition 2 in the previous section, we can derive that the number of false positives in any partition is monotonic with respect to the width of the partition -increasing u, decreasing l, or both results in higher N We prove that Π1 is optimal by showing that any change in partitioning will cause the partitioning to become nonoptimal. Assume Π1 is not optimal, meaning there exists a partitioning Π2 with cost(Π2) < cost(Π1). Partitioning Π2 can be resulted from Π1 by changing the boundaries of at least two adjacent partitions pj and p k . Assume the boundary of pj and p k is uj , which is the upper bound of pj. Without loss of generality, assume increasing uj results in the optimal Π2. According to the monotonocity property of N FP of a partition w.r.t the partition, increasing uj implies N 
Asymmetric Minwise Hashing
In this section we provide a breif overview of Asymmetric Minwise Hashing and the reason why it is not suitable for domain search over very skewed domain size distribution.
Preliminaries
Asymmetric Minwise Hashing technique uses asymmetric transformation (padding) on domains before inserting them into an MinHash LSH index. Let M be the upper bound of domain size of indexed domains before padding. Padding is to add new values to domains to make them all have size equals to M . Since the new values have no overlap with the values of the original domains and queries, the containment scores stay the same after padding. Thus, we can update Equation 6 for a padded domain by simply replacing the domain size x with M to obtain the conversion from containment to Jaccard similarity:
In the above equation, the conversion to Jaccard similarity only depends on the containment score t and the query domain size q, since M is a constant. Furthermore, the converted Jaccard similarityŝM,q(t) is monotonic with respect to t. In a MinHash LSH, given a query domain, the probability of an indexed domain becoming a candidate is determined by its Jaccard similarity with the query domain (see Section 3.2). Asymmetric Minwise Hashing uses padded domains to build a MinHash LSH index. Because of Equation 35, the Jaccard similarity of an padded domain is monotonic with respect to its containment score. Consequently, the probability of an padded indexed domain is also monotonic with respect to its containment score. This implies that the Jaccard similarity near neighbours converges to the containment near neighbours, making containment search possible. Figure 9 : Left: the probability of being selected for a domain with t = 1.0; Right: the minimum number of hash functions required to maintain the probability above 0.5
Impact of Skewed Domain Sizes
We will show with an example, how skewed domain size distribution can impact the recall of Asymmetric Minwise Hashing.
Assume a domain has a containment score of 1.0. Using Equation 35 and 25, we can derive the probability of the padded domain being selected as a candidate by MinHash LSH:
We can assume that we can tune the LSH to maximize the probability by letting r = 1 and b = 256 given the number of hash functions is 256. We can further assume q = 1 without loss of generality. Figure 9 shows the probability of the domain being selected decreases very fast as the upper bound of domain size M increases, even when the MinHash LSH is tuned to maximize the probability. Thus, when the maximum domain size M is very large relative to the query domain size, the probability for qualifying domains (after padding) being selected as candidates is almost zero, resulting in very low recall. This scenario can happen in practice when the domain sizes follow a powerlaw distribution, as in the Canadian Open Data repository and WDC Web Table dataset. Our experiments confirm this result (see Section 6.1).
We can still maintain the probability at certain level by increasing the number of hash functions we use. The right plot of Figure 9 is based on Equation 36. It shows that the minimum number of hash functions required (m * ) to maintain the probability above 0.5 increases linearly with respect to M . Since the cost of building and searching MinHash LSH index increases with the number of hash functions, having too many hash functions will result in low performance.
