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Abstract 
 
Significant research efforts have been directed towards the development of solar cells 
comprising blends of conjugated polymers and II-VI inorganic semiconductors (e.g. CdSe and CdS). 
Despite recent advances in the power conversion efficiency of such devices, the toxicity of Cd-based 
materials remains a concern with regard to widespread implementation. This thesis focuses on 
alternative (lower toxicity) InP nanocrystals for use as electron acceptors and light-harvesting 
materials in solution-processed polymer solar cells. In this thesis a combination of novel materials 
design/processing, transient absorption spectroscopy (TAS) and time-resolved photoluminescence 
spectroscopy (TRPL) is used to study the charge generation in InP:polymer photoactive layers. These 
studies are complimented by morphological characterisation of the photoactive layers as well as 
device studies. One aim of this thesis is the elucidation of quantitative structure function 
relationships that can be used to guide the design of new hybrid nanocomposite materials for 
photovoltaic devices. As such the data presented in this thesis helps to advance the present day 
understanding how hybrid solar cells work. 
 The first chapter focuses on the synthesis of InP quantum dots (QDs) using an 
organometallic reaction. The aim of the work in this chapter was to prepare InP QDs with a size that 
provides an appropriate energy offset relative to the selected the electron donating polymer, poly(3-
hexylthiophene) (P3HT). Detailed studies on the growth of InP QDs and how the reaction conditions 
affect the particle size are provided. The process of ligand exchange from hexadecylamine (HDA) to 
pyridine prior to blending with P3HT is also described.  
 The second chapter focuses on charge transfer between the P3HT and the InP QDs which is a 
key process for achieving efficient photovoltaic device operation. Steady state and time-resolved 
photoluminescence and absorption spectroscopy were used to better understand the parameters 
influencing charge separation. After the blending and annealing conditions had been optimised to 
maximise the yield of photogenerated charges, the P3HT:InP blend was found to provide 
approximately twice yield of standard P3HT:PCBM blends. In addition, the decay lifetime of the 
polaron in P3HT:InP was found to be longer than that of P3HT:PCBM, suggesting the P3HT:InP blend 
is a promising active layer material for hybrid solar cells. 
 The third chapter focuses on the fabrication and characterisation of hybrid solar cells. The 
fabrication conditions were optimised before carrying out detailed studies on the effect of thermal 
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annealing. Although the device performance improved significantly with increasing annealing 
temperature, the net photocurrent was found to be low, compared to standard P3HT:PCBM devices, 
suggesting poor charge transport within the device. Nevertheless, if the charge transport can be 
improved, P3HT:InP still has potential to provide efficient hybrid solar cells.  
The last result chapter focuses on preliminary studies of quantum dot based light emitting 
diodes (QDLEDs) using InP QDs as light emitters. ZnO was used as electron transporting and hole 
blocking layer and poly(9,9-dioctylfluorene) (PFO) as a host medium and a hole transporting layer. 
The device structure and the PFO:InP blend composition were investigated to obtain QDLEDs with 
electroluminescence from the InP quantum dots. The findings suggest that ZnO plays a key role in 
suppressing the electroluminescence of PFO, most likely due to the hole blocking effect of the ZnO 
layer. Despite the low efficiencies of the InP-based QDLEDs, the results suggest that InP QDs are 
potential candidates for emitters in QDLEDs. 
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PCE Power conversion efficiency 
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ZnS Zinc sulfide 
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1. Introduction to hybrid material and devices 
1.1 Solution-processed electronics 
Inorganic-based optoelectronic devices in particular those based on silicon have had a 
significant impact on society. Since the middle of the 20th century inorganic semiconductor 
technology has reached a high level of sophistication in both its basic science and applications. 
Although, inorganic semiconductors still dominate, the need for innovative processing techniques 
that can provide more cost effective and large scale production has created a demand for alternative 
semiconductor materials. The cost of inorganic-based devices is determined by the cost of 
processing techniques (lithography, high vacuum, and high temperature) and the cost of substrates 
(such as silicon wafers).  
To address the cost and mass production issues, the concept of plastic electronics emerged 
in the early-1980s, thanks to the discovery of conductive polymers [1] that share properties of both 
plastic and semiconductors. Plastic electronics are manufactured by solution-processing techniques 
such as printing of electronic circuits or system designs onto a substrate.  
In terms of materials consumption, printing techniques are attractive candidates to replace 
the conventional lithography and deposition techniques. In printing materials are applied additively 
where needed, whereas in lithography materials are first deposited and subsequently removed from 
regions where they are not required. As a result, printing techniques consume less material and also 
produce less net waste than lithography techniques. 
Not only is materials consumption reduced, printed electronics can be deposited on much 
cheaper substrates than silicon wafers, for examples, polyethylene (PET) or polyethylene 
naphthalate (PEN) plastics. Use of plastic substrates, however, limits the processing temperature (to 
less than about 200 °C [2]) due to their deformation at high temperature. Importantly printing 
techniques enable roll to roll continuous processing, allowing for cost effective mass production. 
Furthermore, since vacuum conditions are not required for the printing processes, fabrication 
conditions are less demanding than for lithography.  
To apply printing (or other coating) techniques, the primary requirement is that the 
materials are in solution form. The deposited materials may be metallic, insulating, or 
semiconducting depending on the specific layer of the device (electrode, active layer, encapsulant). 
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The search for materials that are solution-processable, therefore, is a key challenge in order to 
properly realise the concept of plastic electronics.  
Solution processable plastic electronics have been intensively developed for both displays 
and photovoltaics because these two applications are area-intensive applications (Figure 1-1). 
However, over the last two decades, applications have been extended into medical imaging, sensors, 
radio frequency tags, lighting, and military uses [3]. This thesis will focus mainly on photovoltaic and 
lighting applications employing solution-processable semiconductors. 
 
 
Figure 1-1. Example of plastic electronic applications: large area foldable solar cell (left), flexible display (top right), and 
light emitting diode (bottom right). The images were taken from www.techlahore.com (left), ref [4] (top right), and 
www.time.com (bottom right). 
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1.2 Semiconductor and photovoltaic applications 
 
Figure 1-2. Schematic energy diagram shows how atoms bond from molecular orbital theory. a) two atomic orbitals form 
molecular orbitals (MO) whose energy is lower (bonding molecular orbital, BMO) or higher (antibonding molecular 
orbital, AMO). In this case, two electrons fill in the BMO, leading to the bond formation between the two atoms. When 
more atomic orbitals are put together (b), additional MOs (with the same number of those additional AOs) are stacked. 
In the case of crystals where many atoms are bound (c), the discrete energy levels of MOs are very closely spaced and 
result in the formation of bands. The BMO band is called the valence band (VB) whereas the AMO band is called the 
conduction (CB). In the case of semiconductors and insulators, these two bands are separated by an energy gap. In 
contrast, in metals, these two bands touch each other (d).  
Semiconductors, according to IUPAC, are ‘materials whose conductivity, due to charges of 
both signs, is normally in the range between that of metals and insulators and in which the electric 
charge carrier density can be changed’ [5]. As illustrated in Figure 1-2, there is no band gap between 
the valence band and conduction band of a metal. Whereas the band gap, which is the energy gap 
between the Highest Occupied Molecular Orbital (HOMO) and the Lowest Unoccupied Molecular 
Orbital (LUMO), exists in the case of semiconductor an insulator. For a semiconductor, the band gap 
is typically in the range of 0.5-4.0 eV. Figure 1-2 also shows that with increasing number of the 
combining atoms, gaps between individual bonding and antibonding molecular orbitals (AMO and 
BMO respectively) become smaller. Until the point at which the gaps are smaller than thermal 
energy and the material becomes metallic, the AMOs act as the conduction band and the BMOs act 
as the valence band. 
Electrical conductivity in (undoped) semiconductors occurs when electrons in the valence 
band are promoted into the conduction band under excitation by heat or light. These electrons in 
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the conduction band are considered as mobile charges that can move readily between empty states 
in the conduction bands. When an electric field is applied, electrons move in the opposite direction 
to the electric field – a process known as ‘drift’. Similarly, holes (left behind after the promotion of 
electrons) move through the valence band in the direction of the electric field. Extra holes or 
electrons can be added into semiconductors through doping, which increases the conductivity. If the 
semiconductors conduct electrons predominantly by electron transport, they are called n-type 
semiconductors. On the other hand, if they conduct holes better, they are called p-type 
semiconductors.  
For solar cells, the devices need to absorb light and create free charges. Subsequently, holes 
must be transported in one direction towards the anode and electrons in the opposite direction 
towards the cathode from where they are extracted into the external circuit. Semiconductors are 
well-suited for this application as their band gap ranges from 0.5-4.0 eV (corresponding to 2480-310 
nm) allowing them to absorb the photon energy and promote electrons into the conduction band 
with holes being left behind in the valence band. By using appropriate device architectures, charges 
can be directed towards the two electrodes allowing a current to be generated. For example, in 
conventional silicon solar cells the junction between n-type and p-type (p-n junction) silicon 
generates an electric field that drives electrons and holes in opposite directions. 
1.3 Solution-processable organic semiconductors 
 Semiconducting properties are not restricted to inorganic materials. In organic materials, 
semiconducting behaviour is observed in polymers and small molecules that contain π-conjugation 
(alternating single and double bonds) in their molecular structures. The highly conducting property 
of some organic material was revealed in 1977 by Shirakawa, MacDiarmid and Heeger. They 
observed that the electrical conductivity of polyacetylene increased significantly after the polymer 
was doped with bromine or iodine vapour [1]. This discovery, which later was awarded ‘the Nobel 
Prize in Chemistry’ in 2000, is the origin of the emergence of plastic electronics.  
 The conductivity in polyacetylene can be explained by the valence bond theory [6]. One 
carbon atom in polyacetylene bonds to two adjacent carbon atoms and one hydrogen atom by three 
sp2 hybrid orbitals whose relative orientation is trigonal planar. In these three bonds, the carbon 
atom uses one valence electron to form a σ-bond (with another electron coming from the bonded 
atom), thus leaving behind one electron in a pz-orbital. This pz-orbital electron then forms a π-bond 
with other pz-orbital electrons from adjacent carbon atoms, resulting in a delocalised π-bond along 
the polymer chain, see Figure 1-3. Approximate molecular orbitals for these π-bonds can be 
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determined using the Hückel approximations which results in π-bonding MO (lower energy level) 
and π-antibonding MO (higher energy level, this MO is also known as π*). Since each carbon atom 
possesses only one pz-orbital electron, the bond formation leads to a filled π-orbital and an empty 
π* orbital. The more carbon atoms forming the π –bond i.e. the longer the conjugated chain, the 
smaller the gap between the π and π* energy levels and the closer the spacing of energy levels 
within the two bands. However, in practice there is always an energy gap in the conjugated polymer 
due to an energetically structural arrangement known as Peierls’ distortion [7]. Once the energy 
spacings are smaller than the kBT, it can be considered similar to conduction and valence band in 
crystals.  
 
Figure 1-3. Schematic showing conjugation along a polyacetylene chain and how charge can be delocalised along the 
polymer chain. 
 The π-π* energy gap in conjugated polymers is typically 2-3 eV and so matches well with the 
energy range of visible light. Hence conjugated polymers are suitable materials for solar cell 
applications. In addition, the band gap can be adjusted by different approaches e.g. by modifying the 
chain length or chemical structure. A good review of small band gap polymers is reported in 
references [8] and [9]. However, it should be noticed that the electrical conductivity here occurs 
along individual polymer chain. This means that the charges are transported preferentially in one 
dimension and more importantly are confined in one molecule, different from the three-dimension 
conductivity in inorganic crystals. Therefore, one of the key challenges in using conjugative polymer 
is to address such anisotropic conductivity. 
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 Since many polymers can be processed from solutions, the materials are advantageous for 
plastic electronic applications. The techniques for large area device fabrication using solution-
processed materials are not in the scope of this thesis but can be found in the literature [10, 11]  
1.4 Colloidal semiconductor nanoparticles 
 An approach used to make inorganic semiconductors is the bottom-up approach via wet 
chemical syntheses. Inorganic semiconductor nanoparticles exhibit physical and chemical material 
properties, i.e. optical and electronic properties, which are dependent on particle size [12-14]. For 
example, the absorption and emission spectra of nanocrystals red shift with increasing particle size. 
Such size-dependent changes in physicochemical properties lead to applications in bio-analysis, 
photovoltaics, light emitting diodes, pigments, photographs, etc. Since these nanoparticles are 
synthesised in solution, their applications for plastic electronics are promising.  
 
Figure 1-4. Left: image of semiconductor nanocrystals under UV excitation (the image is taken from ref [15]). Right: size-
dependent absorption spectra of CdSe quantum dots. The smaller the crystal size, the shorter the 1
st
 excitonic 
absorption wavelength [16]. 
In Figure 1-2, it is shown that the band structure of a bulk semiconductor is obtained from 
assembling of numbers of atoms in a crystal. When the crystal size reduces, these energy levels 
become more discrete and the gap between the conduction band and valence band becomes larger. 
This leads to a blue shift in the absorption and emission spectra (see Figure 1-4 for example). To be 
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more specific, this happens when the particle size is comparable or smaller than the exciton 
(electron-hole pair) Bohr radius of such materials. The Bohr radius (αB) (determined in Equation 1-1) 
is dependent on the effective masses of holes (  
 ) and electrons (  
 ) and on the dielectric constant 
of the material (ε). 
   
   
  
 
 
  
  
 
  
   
1-1 
 As mentioned above, the energy gap between the valence and conduction band is also size-
dependent. The dependence of the 1st excitonic transition energy upon the particle radius (R) can be 
estimated using the effective mass approximation [13] in Brus Equation (Equation 1-2). The first 
term on the right hand side in Equation 1-2 corresponds to the quantum confinement energy, which 
varies as 1/R2 for both hole and electron. The second term on the right, varying as 1/R, represents 
the Coulomb energy. As the radius decreases, the first term increases faster than the second term, 
leading to a larger band gap as seen in Figure 1-4.  
        
    
   
 
 
  
  
 
  
   
     
  
 
1-2 
 The Brus equation (Equation 1-2) provides band gap as a function of particle radius. 
However, it does not give the actual energy levels (relative to the vacuum level) of the valence band 
edge and the conduction band edge. Roughly speaking, these can be experimentally determined 
from the ionisation potential, IE, (for valence band energy level) and electron affinity, EA , (for 
conduction band energy level). A report on defining these levels using electrochemistry is presented 
in Ref [17]. Alternatively, the valence (Eh) and conduction band position (Ee) can be estimated using 
a simple effective mass calculation [18, 19].  
For nanoscaled particles, the Coulombic energy term (depending on 1/R) becomes less effective and 
thus can be neglected. Hence from the Brus equation, the conduction band edge (Ee) of a particle 
with radius R is defined as 
       
    
   
 
 
  
   
1-3 
Simlarly, the valence band edge (Eh) can be defined as 
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1-4 
Hence, the energy gap of the nanoparticles (  
 ) relative to the bulk band gap (  ) can be defined as 
in Equation 1-5. 
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1-6 
By substituting the term  
 
  
  
    
   
 using Equation 1-3 into the Equation 1-6, we obtain Equation 1-7 
which can be used to estimate conduction band edge of nanoparticles.  
          
      
  
 
  
    
   
1-7 
The valence band edge can then be obtained by subtracting from the conduction band edge the 
energy gap of the nanoparticles (  
 ). 
         
  
1-8 
This band position determination is important for designing materials system for photovoltaic and 
light emitting diode applications which will be discussed later in chapters 3 and 4. 
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1.4.1 Formation of colloidal nanoparticles 
  The formation of colloidal nanoparticles was explained by La Mer [20] using a diagram of 
the kind shown in Figure 1-5. The diagram plots precursor (or monomer) concentration as a function 
of time. At the beginning, the precursor concentration rises due to an injection of material or a 
reaction that yields the particle precursors (in some cases, this rise may not starts at t = 0 due to the 
delay of the decomposing reaction). Once the concentration reaches     
  (below the maximum 
saturation concentration,     
 ) the nucleation process occurs. After a period of time, the 
concentration reduces to below the nucleation threshold due to the consumption of the precursors 
as a result of particle nucleation. From this time onwards, no further nucleation occurs. Instead, 
growth of the nuclei occurs. 
 
Figure 1-5. The La Mer model for monodisperse particle formation. Cs,     
 , and     
  are the solubility concentration and 
the minimum and maximum concentrations for nucleation, respectively. The time period I, II, and III are labelled as the 
prenucleation, nucleation, and growth periods, respectively. 
 An important characteristic of nanocrystal samples is their size distribution. Nanocrystals 
with narrow size distributions, so called monodisperse nanocrystals, offer uniformity in 
physicochemical properties of each particle. This is necessary, especially for industrial applications, 
to precisely control the properties of materials. To obtain monodisperse nanocrystals, firstly, the 
nucleation and the growth must be separated. According to the La Mer plot in Figure 1-5, the ideal 
case is that growth process occurs after the nucleation process with no further nucleation while the 
particles are growing. One approach to achieve this is by a hot injection method in which the 
monomer is injected into the reaction vessel, giving a short burst of nucleation. Simultaneously, the 
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reaction temperature is lowered by the injection, preventing further nucleation. There are some 
other approaches to separate growth from nucleation such as seeding, use of protective agents such 
as surfactants, and the use of gel networks [21]. 
 The growth process also affects the size distribution of nanoparticles. Figure 1-6 shows the 
dependence of individual particle growth rates upon the particle size based on Reiss’ model [22]. A 
positive growth rate means the particle is growing larger whereas a negative growth rate means it is 
dissolving (or shrinking). A factor determining particle growth rate is the monomer concentration. At 
high monomer concentrations, the critical size is small so that (almost) all particles grow. The smaller 
particles grow faster in terms of radius than the larger ones leading to a narrowing of the size 
distribution. This is called ‘size focusing’. On the other hand, if the monomer concentration is lower 
than a critical threshold, small particles shrink whereas the larger ones continue growing. This 
results in a broadening of the size distribution and is called size-defocusing or Ostwald ripening. As a 
result, monodisperse nanoparticles can be obtained if an experiment is designed such that the 
reaction is in the focusing regime. The growth of nanoparticles also involves different growth 
mechanisms e.g. diffusion-controlled and reaction-controlled growth. More details can be found in 
Ref [21, 23] 
 
Figure 1-6. Plot of growth rate as a function of particle size based on Reiss’ model [22] (the picture is adapted from[24]). 
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1.5 Photovoltaic solar cells 
 In this section, the basic working principles and characteristics of solar cells are briefly 
discussed to give an overview of fundamental physics of solar cells. 
1.5.1 Basic working principles of photovoltaic devices 
The overall process of light harvesting in solar cells can be divided in to 5 steps, 1) absorption 
and generation of excitons, 2) diffusion of excitons to an interface between materials, 3) exciton 
dissociation (formation of free charges), 4) charge transport to the electrodes, and 5) charge 
collection at the electrodes. These processes are illustrated in Figure 1-7. To achieve efficient solar 
cells, the efficiency of each individual step should be maximised. 
 
Figure 1-7. Diagram illustrating light harvesting processes in photovoltaic devices. (1) light absorption and exciton 
formation (the blue dashed line represents Coulombic attraction between electrons and holes). (2) exciton diffusion 
towards a donor/acceptor heterojunction. (3) exciton dissociation at the interface. (4) charge transport towards 
electrodes. (5) charge collection at the electrodes. Note, losses can occur due to charge recombination as indicated by 
the brown dashed lines. 
1.5.1.1 Light absorption and generation of excitons 
Light absorption by the active layer occurs when the incident photons possess energy equal 
to or greater than the energy gaps of the constituent materials. A diagram showing how a material 
absorbs light and how the energy is lost upon absorption is given in Figure 1-8 a. Photon energy is 
lost when either the energy of the incident photon exceeds the energy gap of absorbing material or 
when it is lower than the band gap and absorption cannot occur. As a result, the absorbing material 
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should be selected to match the solar spectrum (Figure 1-8 b). Most organic semiconductors have a 
band gap larger than 2.0 eV which limit lights absorption up to only 600-650 nm. In order to be able 
to absorb a greater fraction of the incident light extending further into the infrared, materials with 
band gaps smaller than 2.0 eV are required, see ref [8] for small band gap polymers.  
 
Figure 1-8. a) Diagram demonstrating losses associated with the absorption process. On the left hand side, absorption of 
a blue (high energy) photon promotes an electron to an excited state which is followed by thermalisation to the 
conduction band edge (LUMO level) and energy loss as heat. The middle scheme shows absorption of a photon with 
exactly the same energy as the gap. No energy loss occurs in this case. The right scheme shows absorption of a photon 
with lower energy than the gap. In this case, there is no absorption and all the photon energy is wasted. b) The 
unconcentrated solar spectrum at AM 1.5 (replicated from ref [25]).  
 Comparing conjugated polymers and inorganic semiconductors, conjugated polymers 
typically have higher absorption coefficients than inorganic semiconductor, meaning only a thin 
layer of material (typically 100 nm) is required to harvest light. However, in terms of exciton 
formation, due to the lower dielectric constant in organic materials, the electron and hole form a 
Frenkel exciton in which there is a strong Coulombic attraction. As a result, a driving force is needed 
to dissociate the electron-hole pair. In contrast, for excitons formed in inorganic materials (Wannier-
Mott excitons) the exciton radius is much larger and it is easier to dissociate exciton into free 
charges [26].  
1.5.1.2 Diffusion of excitons to material interfaces 
 After the formation of an exciton, an interface is needed to dissociate it into free carriers. An 
important factor determining the efficiency of this step is the exciton diffusion length (LD) which is 
equal to (Dτ)1/2 where D is the exciton diffusion coefficient and τ is its lifetime. LD corresponds to the 
average distance excitons are able to move before recombining, normally around 10 nm for 
semiconducting polymers [27]. Therefore, dissociation-inducing interface sites at a distance shorter 
than LD from the point of exciton generation are required. For a bilayer device, the width of the two 
layers should be quite thin in order to minimise losses due to exciton recombination. However, use 
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of very thin active layers causes reduced photon absorption, resulting in reduced exciton generation 
in the first step. Hence, these two steps need to be carefully balanced. An alternative approach to 
decrease the distance between the location of exciton generation and the donor-acceptor (D-A) 
interface is to employ a bulk-heterojunction (BHJ) architecture. Instead of using a bilayer (Figure 1-9, 
left), in BHJs (Figure 1-9, right), the donor and accepter are intimately mixed, providing a high 
interfacial area which reduces the distance to the nearest D-A interface. This enhances the 
probability of excitons reaching the interface. However, increasing the area of the D-A interface also 
increases the possibility of the separated electrons and holes in the acceptor and the donor phases 
meeting and recombining again at the interface. This is called non-geminate recombination and 
must be minimised for efficient device operation. 
 
Figure 1-9. Schematic comparing active layer architectures. The left diagram is a bilayer and the right diagram is a bulk-
heterojunction formed by blending the donor and acceptor. The purple and pink represent electron donor and electron 
acceptor respectively. 
1.5.1.3 Electron dissociation into free charge carriers  
 At donor-acceptor interfaces, excitons are dissociated into free electrons and free holes. 
Since electrons and holes are oppositely charged, they are Coulombicly attracted to each other and 
tend to stay bound, especially tightly bound Frenkel-excitons. Hence, a driving force is needed to 
overcome this binding energy. In the donor-acceptor systems, the energy offset between the donor 
and acceptor frontier orbitals provides the exciton dissociation driving force. This results in electrons 
in the acceptor phase and holes in the donor phase which can then migrate to electrodes in the next 
step. 
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1.5.1.4 Charge transport and charge collection at respective electrodes  
In this process, free electrons in the acceptor move along the acceptor phase towards the 
cathode while holes move along the donor phase towards the anode. However, there are various 
circumstances in which these charges are not collected at the correct electrodes (see Figure 1-10). 
The first scenario is that free electrons (holes) are generated within a region of the acceptor (donor) 
phase which is fully surrounded by the opposite phase. In this case, such charges cannot migrate 
towards the electrode as there is no path available. The second scenario is there is pathway to the 
wrong electrode, i.e. the donor phase connects to the cathode or the acceptor phase connects to 
the anode. The consequence of this is holes being collected at the cathode or electrons being 
collected at the anode, resulting in current leakage and energy loss. An ideal morphology for charge 
separation, charge transport and charge collection should be similar to the schematic in the Figure 
1-10 (right) where the donor and the acceptor phases are well intermixed with path percolation 
towards their respective electrodes. 
 
Figure 1-10. Schematics showing a random bulk-heterojunction (obtained via blending) (left) and a well-defined bulk 
heterojunction (right). The purple and the pink areas represent the donor and the acceptor phases, respectively. The 
picture on the left shows three migration possibilities after exciton dissociation. The first one is migration of electrons to 
the cathode and holes to the anode (solid arrows) in which case, the energy is harvested. The second case is that the 
charges cannot be collected at the electrodes due to the absence of suitable percolation pathways (circled by dash green 
circle). The third case is when the charges migrate towards the wrong electrode; holes to the cathode and electrons to 
the anode (dash arrows). In this case, leakage occurs, resulting in loss of quantum efficiency. 
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1.5.2 Characteristics of solar cells 
Solar cells can be considered to act as diodes with rectifying behaviour. Figure 1-11 shows a 
metal-semiconductor-metal device where a semiconductor is sandwiched between electrodes, e.g. 
ITO and aluminium. After bringing the layers into contact, at equilibrium, the Fermi energy levels of 
the semiconductor and the electrodes align and yield a built-in potential (VBI) across the 
semiconductor. This built-in potential is, to a first approximation, equal to the potential difference 
between the work function of the anode and the cathode (ΦA and ΦC respectively) as expressed in 
Equation 1-9. This potential drives electrons towards the cathode and holes towards the anode. 
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Figure 1-11. Schematic of a single layer solar cell. The semiconductor layer is sandwiched between two electrodes with 
different work function (Φ). After being in contact, Fermi levels of materials align at equilibrium, resulting in a built-in 
electric field across the semiconductor layer. 
 We now consider the operation of the device under dark and illuminated conditions at 
various applied bias (Vapp), see Figure 1-12.  
In dark conditions (Figure 1-12, diagrams on the left) 
(b): When the semiconductor and the electrodes are brought into contact, electrons flow 
through the semiconductor from the cathode to the anode until the Fermi levels are aligned. At 
short circuit conditions (Figure 1-12 b) when no external bias is applied, the drift current and the 
diffusion current flow in the opposite direction and balance each other, thus the net current is zero. 
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 (a): When a reverse bias (Vapp < 0) is applied, the stronger electric field (same direction as 
the ones in the short circuit condition) causes the drift current to overcompensate the diffusion 
current, leading to a small and negative net current (Figure 1-12 a). 
 (c): Conversely, if a forward bias (0 < Vapp < VBI) is applied to the device, Figure 1-12 c), it 
results in weaker electric field compare to the short circuit condition. In this case, the diffusion 
current is larger than the drift current, thus a small positive net current is obtained. 
 (d): The next situation is when the forward bias is equal to the built-in potential (Vapp = VBI). 
The applied voltage at this point is termed ‘flat band potential’ (VFB) as at this point there is no 
internal electric field across the semiconductor, thus no drift current is obtained. The net current 
depends tally on the diffusion of the carriers that are injected from respective electrodes.  
 (e): The last condition is when the forward bias is greater than the built-in potential (Vapp > 
VBI), resulting in a change of the internal electric field to the opposite direction. This electric field 
drives charge carriers in the same direction as the diffusion due to the gradient of carrier density. In 
addition, this also leads to an extra injection mechanism of charge carriers via tunnelling through an 
energy barrier (shown as green arrows in Figure 1-12 e). As a consequence, a sharply-increasing 
positive dark current is obtained. Within the semiconductor, there is the possibility of recombination 
of electrons and holes by their mutual Coulombic attraction. If the recombination yields an emission 
of photons, the device acts as a light emitting diode. 
Under illumination (Figure 1-12, diagrams on the right) 
(a) and (b): Under illumination, excitons are generated and spontaneously dissociate into 
free carriers due to the bulk heterojunction architecture. At steady-state, diffusion drives the 
photogenerated carriers towards the two electrodes equally, so the net diffusion current of each 
photogenerated carrier is effectively zero. Note that this applies at all the applied voltages such that 
carrier diffusion has minimal effect on the total photogenerated current. As for the drift current, the 
internal electric field drives holes to the anode and electrons to the cathode, yielding a negative 
photocurrent that increases with increasing field strength. (c): The applied voltage is opposite to the 
internal field, leading to reduced field strength and thus a decreased negative photocurrent is 
obtained with increasing voltage. (d): In this situation, due to the balance of the internal electric field 
and the applied bias, no drift current is obtained. Carriers migrate to electrode only by diffusion, 
which is at effectively equal rate, to both electrodes. As a result, the net photocurrent is zero. Note 
that in this case, the recombination of electrons and holes is also possible. (e): In this condition, the 
internal field is reversed and causes electrons to drift to the anode and holes to the cathode, 
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resulting in a field-dependent positive current. However, if the electric field is high enough, the 
photocurrent ceases from being field dependent but becomes limited by the rate of 
photogeneration instead, indicating saturation of the photogenerated current. 
All the conditions explained above can be observed by measuring the current as a function 
of applied bias. Figure 1-13 shows a current density-voltage (J-V) curve of a typical device. The dark 
condition is represented by the green dashed line and the light condition is shown by the red solid 
line. In addition, the plot also shows the maximum power point which corresponds to the point at 
which the power output is greatest. From the I-V curve, device parameters are extracted. This 
includes short circuit current density (Jsc), open circuit voltage (Voc), device fill factor (FF), and power 
conversion efficiency (PCE or η). Jsc is the current density obtained when V = 0. Voc is the applied bias 
which causes no current flow in the device (where I = 0). Fill factor is the ratio between the 
maximum power output (from JM and VM) from the device and the product of Jsc and Voc. The 
equation defining fill factor is expressed in Equation 1-10 . 
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 The power conversion efficiency is defined according to Equation 1-11. 
  
    
   
 
            
   
 
1-11 
where Pout is the output electrical power (W/m
2) from the device and Pin (W/m
2) is the power input 
to the device by the incident photons. 
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Figure 1-12. A diagram illustrating the direction of current flow at various applied voltage conditions (the diagram is 
adapted from [28]). 
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Figure 1-13. The diagram shows a current density-voltage plot of a typical photovoltaic device. The green dashed line is 
measured in the dark condition while the red line is measured under illumination. The short-circuit current density (Jsc) 
and open circuit voltage (Voc) occur where the red curve intercepts the y and x axes respectively. The maximum power 
point is shown at (JM, VM). The fill factor is equal to the ratio of the light grey area to the grey area. The letters in red 
correspond to different device conditions discussed in the main text. 
 Another important parameter in solar cells is the incident photon-to-current conversion 
efficiency (IPCE or external quantum efficiency (EQE)). This parameter indicates the probability that 
an incident photon is successfully converted into a flowing electron in the external circuit, in other 
words, it indicates the photoresponse of the device. When the EQE is integrated over the solar 
spectrum in short circuit conditions, the result equates to the short circuit current density (Jsc) as 
expressed in Equation 1-12, where q is elementary charge, bs is the incident spectral photon flux 
density which is the number of photons incident on the device per unit area per unit time. 
                    
1-12 
 The standard condition for measuring solar cell performance is under air mass 1.5 (AM1.5) 
conditions using a solar simulator. Air mass indicates the optical path length that light passes though 
the earth atmosphere relative to shortest path length at the zenith. Therefore, AM1.5 corresponds 
to a path length that is one and a half times as long as the shortest distance. This correspond to an 
angle of 48.2 ° to the zenith and a light intensity of 1000 W/m2 [29]. 
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Figure 1-14. Simple equivalent circuit for a solar cell. 
 A solar cell is equivalent to a current generator in parallel with a diode (Figure 1-14). The 
current generator, in the ideal p-n junction type cell, gives a photocurrent (Jph) which is proportional 
to the incident light intensity whereas the diode produces a dark current (Jdark). In an ideal diode, the 
J-V characteristics are given by the Shockley diode equation (Equation 1-13), where J and J0 are the 
diode current density and the reverse bias saturation current density, respectively, q is the 
elementary charge, V is the voltage across the diode, k is the Boltzmann constant and T is the 
absolute temperature of the p-n junction. 
       
  
       
1-13 
 In a real solar cell, the J-V characteristics will not be ideal as shown in the Shockley’s 
equation. The generated power is dissipated by 1) series resistance (RS) which originates from the 
device layers and contacts and 2) shunt resistance (RSH) due to leakage within the device. Hence, for 
solar cells, Equation 1-13 becomes Equation 1-14 where Jsc is short circuit current density and n is a 
so-called ideality factor. In order to maximise the output power from a solar cell, RS should be very 
small while RSH should be infinite. Although structurally distinct from an inorganic p-n junction, 
organic cells can be empirically fitted to this equation. 
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1.6 Recent advances in bulk heterojunction solar cells 
 The use of an interface between two organic semiconductors to produce the photovoltaic 
effect was first introduced by Tang [30] in the 1980s. In this work, a bilayer of an organic dye and an 
organic photoconductor were deposited on a substrate by vacuum deposition, yielding a power 
conversion efficiency of about 1% under solar simulated AM2.0 illumination. Later, a bulk 
heterojunction device was fabricated by spin casting a thin film from a mixed solution of poly[2-
methoxy-5-(2’-ethyl-hexyloxy-1,4-phenylene vinylene] (MEH-PPV) and C60 with a EQE of 29% [31]. 
Since then bulk heterojunction solar cells have been developed employing polymer/polymer and 
polymer/small molecule blends as photoactive layers. The polymer/polymer systems, made from a 
mixture of two conjugated polymers, have considerable potential for solar cells due to their high 
absorption coefficient and the ability to cover a substantial fraction of the solar spectrum from the 
combined absorption spectra of the two polymers. As with other organic semiconductors it is 
possible to tune optical properties, charge transfer and charge collection. In addition, 
polymer/polymer systems are solution processable which enables large scale production by coating. 
However, a drawback of such systems is significant phase segregation in the active layer due to 
immiscibility between the polymers [32, 33]. One way to overcome this issue is by using block-
copolymers, using a covalent bond to connect blocks of polymer to prevent the phases from 
separating more than the size of the block length. Block-copolymers have potential for solar cells as 
the arrangement of the two polymers can be tuned by changing the volume fraction of the polymer 
blocks. An overview of block-copolymers and their applications in solar cells can be found in ref [34]. 
Despite the potential of block-copolymer in solar cells, most of the device efficiencies are still low    
(< 0.5%). This may be due to fast charge recombination. 
 The other type of solution-processable organic semiconductor-based solar cells is 
polymer/small molecule devices, which are currently the leading organic solar cell technology in 
terms of device efficiencies. This follows a major breakthrough in the discovery of C60 fullerene and 
its derivatives as high performance electron acceptors (for instance, [6,6]-phenyl-C61-butyric acid 
methyl ester ,PCBM [35]). With high electron mobility, C60 derivatives are used as electron acceptors 
(n-type) with donor conjugated polymers. Sariciftci et al. observed fast photoinduced charge transfer 
between a conjugating polymer and C60 on a picoseconds timescales [36] which is in good agreement 
with the observation of photoluminescence quenching in similar polymer:C60 systems [37]. This fast 
charge transfer (resulting in free charge carriers) dominates other photophysical processes and is 
considered to be the main reason for significantly improved device efficiencies. Recently, 
polymer:fullerene devices have reached the efficiencies of around 8% [38, 39]. 
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 Although it is possible to improve the device performance of polymer-small molecule solar 
cells, it should be noted that only the donor polymer plays a significant role in harvesting light (with 
most small molecule acceptors being capable of absorbing strongly in the UV region but less strongly 
in the visible region). As discussed before, photon energy that is larger or smaller than the 
semiconductor official gap will be wasted either due to thermalisation or lack of absorption. Hence, 
one approach to improve the efficiency of the devices is by designing conjugated polymers with a 
band gap capable of harvesting more of the solar energy with minimal loss. This can be done by 
reducing the polymer band gap, leading to absorption further into the IR region where half of the 
photon energy lies. Various conjugated polymers for bulk heterojunction solar cells with band gap 
and HOMO, LUMO levels are reviewed in ref [40] and [41]. Table 1-1 summarises some of the 
polymers that have been used in bulk heterojunction solar cells. It is seen that the polymers with low 
band gaps can yield higher PCEs than the larger band gap materials.  
Table 1-1. Some conjugated polymers for bulk heterojunction solar cells. 
Polymer ELUMO (eV) EHOMO (eV) Eg (eV) Ref. Acceptor PCE (%) Ref. 
P3HT -3.20 -5.20 2.00 [42] 
PCBM 
ICBA 
6.53% 
6.5 % 
[43] 
[44] 
MDMO-PPV -3.00 -5.30 2.30 [45] PCBM 2.5% [46] 
PCDTBT -3.60 -5.50 1.90 [47] PC71BM 6.1 % [47] 
PCPDTBT 
-3.80 
to -3.60 
-5.50 
to -5.30 
1.70 [48] PC71BM 6% [49] 
 
1.7 Recent progress in the development of hybrid organic-inorganic bulk 
heterojunction 
 The previous section focused on polymer/polymer and polymer/small molecule solar cells 
with some discussion of how to improve device performance through the design of the donor 
polymer. Here, we present another approach to improve the device performance by incorporating 
inorganic semiconductor nanocrystals into conjugated polymers. Such devices are called hybrid 
organic-inorganic bulk heterojunctions. In this thesis we use the term hybrid organic-inorganic 
materials to describe polymer/inorganic electron transport materials similar to polymer/molecule 
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system rather than anything relative to dye-sensitized solar cells where absorption is performed by 
small molecule dyes and charge transport is performed by a metal oxide. Hybrid organic/inorganic 
materials offer advantages in many respects. First, although optical absorption coefficients of bulk 
inorganic semiconductors are slightly weaker than for organic semiconductor (i.e. 103-104 cm-1 for 
bulk inorganic semiconductor [50] compared to 8.8x104 cm-1 at 560 nm for unannealed P3HT film 
[51]), it is reported that nanostructured semiconductors have a potential to have comparable molar 
absorption coefficient to organic dye (increasing absorbance towards UV wavelength) [52]. Thus, 
incorporating nanocrystals into a conjugated polymer may increase the amount of light being 
harvested by the device. In addition, many inorganic semiconductors have low band gaps in the bulk 
( CdS 2.53 eV, CdSe 1.74 eV, CdTe 1.50 eV, GaAs 1.43 eV, InP 1.28 eV, PbS 0.37 eV, PbSe 0.26 eV etc. 
[53]), and so they can offer light harvesting further into the red region of the solar spectrum. In 
addition to the extension of light harvesting range to the lower energy, semiconductor nanocrystals 
are reported to be capable of multiple exciton generation (MEG), providing more than one exciton 
per absorbed photon [54, 55]. This phenomenon, if it can be exploited, would reduce the excess 
photon energy that is lost via thermalisation and hence improve solar cell performance due to 
higher current generation. 
 The energy offset between the LUMO of the donor and the LUMO (or conduction band) of 
the acceptor is a key parameter in determining exciton dissociation. Inorganic nanocrystals offer the 
capability of band-edge tuning through control of the particle size. As a result, conduction and 
valence band positions which are energetically favourable for charge transfer can be obtained by 1) 
selecting a suitable semiconductor with bulk band-edges in approximately the right location, relative 
to the donor polymer; 2) fine tuning the position of conduction and valence bands of such 
semiconductor through the size of the nanocrystals. 
 The next benefit relates to exciton dissociation within the photoactive layer. In polymer solar 
cells, after photogeneration, electrons and holes form Frenkel excitons with binding energies of 
around 0.2-0.4 eV [56, 57]. Even after exciton dissociation, electrons in the acceptor and holes in the 
donor still experience attraction from the opposite charge and form strongly bound interfacial 
electron-hole pairs with binding energies of around 0.1-0.5 eV [58]. In contrast, the binding energies 
of excitons in bulk inorganic semiconductors are around 0.005-0.030 eV [26], allowing easier 
dissociation into free charges (thermal energy at room temperature is around 0.025 eV). Therefore, 
incorporating inorganic nanocrystals into polymers may improve the process of exciton dissociation 
and thus increase charge generation (the charge generation refers to yield of completely dissociated 
charges).  
 43 
 
 To prepare hybrid solar cells, a common approach is the direct mixing between a pre-
synthesised nanoparticle dispersion and a polymer solution. In this approach, the surface of the 
nanoparticles is normally passivated by organic long chain ligands to prevent them from aggregating. 
When mixed with polymers, such bulky ligand may inhibit charge transfer between the polymers and 
the nanoparticles. This limitation can be solved by exchanging with a smaller ligand i.e. pyridine as 
was reported by Greenham et al. [59]. In addition to pyridine, thiols [60, 61], amines [62, 63], and 
phosphonic acids [63, 64] have also been studied to enhance charge transfer between the 
nanoparticles and polymers. However, these ligands sometimes lead to phase separation between 
the polymers and the nanoparticles [65].  
 An approach to overcome this problem involves the formation of nanoparticles within the 
polymer matrix, so called in situ nanoparticle formation. There are various strategies in this category. 
Nanoparticles may be formed by using the polymer as a surface ligand [66]. Another method is to 
spin coat the mixture of nanoparticle precursor with a polymer onto a substrate with the final hybrid 
material being obtained after thermal annealing [67, 68]. However, there are some limitations for 
the in situ methods. Firstly, it is impossible to purify the nanoparticles or remove any by product 
from the blend. Secondly, it is also difficult to monitor the growth of the nanoparticles during the 
thermal annealing. 
 Some recent frontier hybrid solar cells are shown in Table 1-2. It is seen that the acceptors in 
the table are II-VI semiconductors. One of the reasons that this group of materials has been 
intensively studied is because of advanced knowledge in material synthesis and the high reactivity of 
typical precursor materials. Hence, they offer opportunities in material design and functionalisation 
for hybrid solar cells. It has been shown that by using higher order structure nanoparticles (i.e. from 
quantum dots [69] to nanorods [70] and tetrapods [71]), an improve in Jsc is obtained and 
consequently improved device efficiency. Interestingly, in contrast, devices using CdSe QDs grafted 
onto P3HT nanowires [72] provided one of the highest device efficiency at 4.1%. There is also one 
report of using a mixture of quantum dots and nanorods in the active layer to provide significantly 
improved currents [73], leading to a PCE of 3.64%. As well as materials that absorb visible light (i.e. 
CdSe, CdS, CdTe), low band gap materials such as PbS and PbSe have also been investigated. Despite 
currently having low efficiencies, PbS and PbSe-based hybrid devices are able to harvest light in the 
infrared region where half of the solar energy is, suggesting they are an interesting technology for 
the future. 
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Table 1-2. Examples of hybrid solar cells using II-VI nanoparticles as electron acceptors. Noted that QD, NR, and TP are 
abbreviations for quantum dots, nanorods, and tetrapods respectively. The material bulk band gaps are taken from [53]. 
Acceptors 
Eg,bulk 
(eV) 
Donors 
Jsc 
(mA/cm2) 
Voc (V) FF 
PCE 
(%) 
ref 
CdSe (QD+NR) 1.74 PCPDTBT 13.86 0.48 0.51 3.64 [73] 
CdSe (QD) 1.74 PCPDTBT 8.3 0.591 0.56 2.7 [69] 
CdSe (NR) 1.74 PCPDTBT 12.1 0.63 0.45 3.42 [70] 
CdSe (TP) 1.74 PCPDTBT 10.1 0.678 0.51 3.19 [71] 
CdSe (QD) 1.74 P3HT 5.5 0.78 0.47 2 [62] 
CdSe (NR) 1.74 P3HT 3.87 0.64 0.53 1.31 [63] 
CdS QD 2.53 P3HT 10.9 1.1 0.35 4.1 [72] 
CdS QD 2.53 P3HT 4.848 0.842 0.532 2.17 [68] 
CdTe (QD) 1.50 PPV 10.7 0.5 0.4 2.14 [74] 
PbS (QD) 0.37 P3HT 1 0.42 0.39 0.16 [75] 
PbS (QD) 0.37 P3HT 0.3 0.35 0.35 0.04 [76] 
PbS (QD) 0.37 PDTPQx 4.2 0.38 0.34 0.55 [77] 
 
1.8 Motivation of this work 
 The inorganic acceptors used to date have absorbed either in the visible or in the infrared 
region but very few materials have been studied that absorb in the region between (i.e. near IR). 
This requires materials with bulk band gap between 0.4 eV and 1.5 eV. 
Secondly, the main acceptors used for hybrid solar cells have been II-VI semiconductors 
most of which are highly toxic cadmium-based and lead-based. There has been growing concern 
about the health risks in using such materials, although it should be stressed that health risks can 
arise from many aspects. The first risk is from nanomaterials regardless of type of materials. This 
may be due to shape of materials as it was reported that exposure of the specific rats to single wall 
carbon nanotube resulted in mechanical blockage in the rat lung [78]. The second harm is from the 
materials themselves, especially for those containing highly toxic elements such as cadmium. On the 
cell level, it was reported that cadmium binds to thiol groups in mitochondria, causing stress and 
damage in the cells and leading to cell death [79]. In addition, Kirchner et al. pointed out that it is 
not only the Cd2+ ion that can cause cytotoxicity, precipitation of CdSe on cell surface also impaired 
cell function [80]. More detail on the toxic effects of cadmium can be found in Ref [81]. On top of 
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these health concerns, the potential of large scale production of these solution-processed 
semiconductors means that using potentially harmful materials may have a major impact to the 
user. As a consequence, it is important to search for alternative materials that are less toxic. 
InP is a III-V semiconductor which can possibly fill in the two gaps suggested above. The bulk 
band gap of 1.35 eV make InP nanoparticles capable of harvesting light in the region where 
cadmium-based and lead-based nanoparticles do not absorb efficiently. In addition, the lower 
toxicity of InP makes it a good candidate for being an electron acceptor for hybrid solar cell 
applications. In this thesis, we investigated the role of InP quantum dots as the electron acceptors, 
using P3HT as a donor polymer for hybrid solar cell applications. In chapter 3, we discussed the 
synthesis of InP quantum dots using an organometallic method. Tunability of the band-gap was 
achieved by controlling the synthesis conditions. This allowed a good energy offset between the 
P3HT and InP, which was expected to exhibit charge transfer between them. 
The second results chapter, chapter 4, focuses on exciton dissociation between P3HT and 
InP. The key techniques used in this chapter are steady-state photoluminescence spectroscopy, 
time-correlated photoluminescence spectroscopy, and transient absorption spectroscopy. The 
mechanism behind charge separation is discussed for better understanding of charge generation in 
the blend. 
Thirdly, the P3HT:InP blends were used to fabricate hybrid solar cells. After optimisation of 
the device fabrication, the effect of thermal annealing on device performance is discussed. By 
comparing the device data with charge generation studies from transient absorption data, an 
improved understanding of the factors influencing device efficiency is obtained.  
In the last results chapter, the luminescence property of InP was employed for light emitting 
diode applications. The device structure of quantum dot light emitting diode (QLEDs) was 
investigated. In addition to the device structure determination, the blend composition between InP 
and the host polymer, poly(9,9-dioctylfluorene) (PFO) was optimised aiming to achieved the high 
purity in light emission from the InP QDs. 
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2. Experimental 
 In this chapter, an overview of procedures used to prepare and characterise InP QDs and 
hybrid P3HT:InP films and devices is presented. Key characterisation techniques include 
photoluminescence quantum yield measurements, transient absorption spectroscopy (TAS), time-
correlated photoluminescence spectroscopy, current voltage measurements, and the determination 
of incident photon-to-current efficiency (IPCE). 
2.1 Sample preparations 
2.1.1 Synthesis and surface functionalisation of InP QD 
2.1.1.1 Synthesis of InP QDs 
InP quantum dots were prepared using an organometallic reaction between indium 
carboxylate and tris(trimethylsilyl)phosphine (P(TMS)3) in a non-coordinating solvent, octadecene 
(ODE). This approach allows the formation of the InP QDs at lower temperature and shorter reaction 
times than using coordinating solvents such as trioctylphosphine oxide (TOPO) and trioctyl 
phosphine (TOP) [1]. However, whether using a co-ordinating or non-coordinating solvent, 
photoluminescence quantum yields are typically below 1% [2, 3]. One approach to improve the 
quantum yield (up to 20-40%) is by photochemical etching using HF as has been reported earlier [4]. 
Another approach was reported by Xu et al. [5] using zinc carboxylate as a surface passivating agent 
to remove the InP dangling bonds at the surface. In addition, stearic acid and hexadecylamine were 
also used as surface ligands in the Xu’s method. This method has been shown to improve the 
quantum yield to 30%.  
In this chapter, we selected the Xu’s method [5] to synthesise InP QDs due to the advantage 
of it being a one pot synthesis and not requiring further treatment by HF. However, the injection 
temperature was lowered to 260 °C as the QDs obtained at 280 °C were highly aggregated. In 
addition, instead of stearic acid, we used myristic acid which was found to provide the QDs with 
higher photoluminescence (see chapter 3). Finally, we increased the concentration of the precursor 
18-times in order to obtain a sufficient amount of InP for the photophysical and device studies in 
chapter 4 and 5 respectively. An overview of a typical synthesis procedure is as follows. 
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Prior to the synthesis, the phosphorus precursor was prepared by adding 1.0 g of 
tris(trimethylsilyl)phosphine (P(TMS)3) into 18.8 ml of octadecene (ODE). The resulting 0.2 mmol/ml 
stock solution was then kept at 3° C under a N2 atmosphere. 
For the Indium precursor, indium chloride and zinc undecylenate were placed in a vacuum 
oven at 60 °C overnight to avoid water contamination (which can lead to the formation of Indium 
oxide [6]). Indium chloride (396.0 mg, 1.8 mmol), myristic acid (411.0 mg, 1.8 mmol), zinc 
undecylenate (774.0 mg, 1.8 mmol) and hexadecylamine (864.0 mg, 3.6 mmol) were added into a 
three-necked flask (see Figure 2-1). The flask was evacuated and purged with N2 three times to avoid 
water and oxygen in the reaction. Octadecene (12.0 ml) was then injected into the reaction. The 
reaction mixture was vigorously mixed by a magnetic stirrer and heated to 260 °C. At 260 °C, 9 ml of 
P(TMS)3 stock solution was injected rapidly by a syringe into the middle of the reaction solution. This 
caused the solution to change in colour from pale yellow to red. After the injection, the reaction 
temperature was kept at 200 °C to allow particle growth for 20 min. The reaction was stopped by 
cooling down in a water bath, causing the product to become turbid due to the solidification of 
excess ligands. All solid in the reaction crude was removed by centrifugation. The product solution 
was subsequently precipitated in dry ethanol using a 1:4 volume ratio of the reaction crude to dry 
ethanol. The precipitant was then dried in stream of N2 to remove the remaining ethanol and was 
subsequently kept in toluene. Typical yield of InP QDs via this synthesis is approximately 0.3-0.4 g. It 
is noted that the solution concentration can vary from batch to batch due to the unequal amount of 
toluene required to dissolve the precipitant. 
 
Figure 2-1. Schematic of the set up for InP QD synthesis. Note that the reaction flask is heated by a metal heating block 
(not shown in the picture) with a thermal probe that allows the temperature control of the reaction. 
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2.1.1.2 Ligand exchange 
Ligand exchange was performed in a round bottom flask under N2 to avoid oxygen and water 
in the reaction. Stock InP QD solution (2.5 ml), dry pyridine (5 ml), and dry benzene (5 ml) were 
added into the flask and stirred at room temperature overnight. The InP QD solution was then 
precipitated in hexane. The supernatant was decanted off and the precipitant was then dried under 
a N2 stream. The solid InP QDs were quickly dissolved in a small trace of dry pyridine. The steps of 
the ligand exchange and precipitation were repeated twice to ensure the complete ligand exchange. 
The final pyridine-capped InP QDs were kept in dry pyridine solution. The ligand exchange process is 
illustrated in Figure 2-2. 
 
Figure 2-2. Diagram showing the ligand exchange procedure. 
2.1.2 Blending of P3HT and InP 
 Prior to blending of P3HT and InP QDs, a mother solution of P3HT (Merck, batch no. SP001) 
was prepared at 40 mg/ml in ODCB and a mother solution of InP QDs was prepared at 140 mg/ml in 
pyridine (note that unless indicated otherwise, the InP QDs in the blend were the pyridine-capped 
InP QDs). The typical blending ratio was 1:6 of P3HT to InP by weight. It was necessary to use a 1,2-
dichlorobenzene (ODCB)-pyridine co-solvent (3:1 volume ratio) to blend the P3HT and the InP due to 
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the insolubility of the materials in the counterpart solvents. Typical 1:6 weight ratio of P3HT:InP 
blends were prepared at a total concentration of 26.0 mg/ml. For 500 µl of the blend solution, 79.6 
µl of InP solution, 95.4 µl of pyridine and 328.7 µl of ODCB were added to a vial with a stirrer bar. 
After thorough mixing of the three solutions for 1 min, 46.3 µl of P3HT solution was added into the 
vial. Addition of P3HT last was found to be the most effective approach for obtaining a blend with 
minimal aggregation. The mixture was kept vigorously stirring at 60 °C overnight before preparing 
films. 
2.1.3 Film preparation 
 All the films in this thesis were prepared by a spin casting technique using a Laurell, Spinner 
WS650S-6NPP LITE spin coater. Prior to spin casting, glass substrates were cleaned by sonicating in 
acetone and iso-propanol (IPA) (2 cycles for each solvent and 10 min at room temperature in air for 
each cycle) and subsequently dried using a nitrogen stream. The sample solutions were dispensed 
onto the glass substrates and spun at speeds between 800 and 3000 rpm, yielding films with 
thicknesses in the range of 50-300 nm depending on the solution concentrations and solvents. After 
spin casting, some of the films were used as spun while others were annealed at 140 °C for 20 min in 
air (or in N2 if specified) to induce crystallisation within the sample. 
2.1.4 Sample preparation for transmission electron microscope (TEM) 
InP quantum dots: Quantum dot solutions in toluene were dropped onto a copper grid and left until 
the solvent had evaporated. 
P3HT-InP blend: The blend solution was spin-casted on top of pre-spun PEDOT:PSS coated glass 
substrates. After drying or thermal annealing, films of the blend were scratched horizontally and 
vertically by a needle to create small pieces of blend film and then dipped into water. As a result of 
the PEDOT:PSS solubility, small films floated to the water surface and were then collected by a 
copper grid. The grids were left to dry before being imaged.  
All the sample TEM images were taken by a JEOL 2010 TEM with 200keV electron gun. 
2.1.5 Device fabrication:  
Solar cells were fabricated on small glass substrates (12 x12 mm2) coated with a stripe of 
indium tin oxide (ITO) (8 mm wide), see Figure 2-3. Prior to layer deposition, these substrates were 
cleaned thoroughly. First, the covering photoresist polymer was removed by physically rubbing with 
acetone. Next, the substrates were sequentially sonicated in a detergent such as Teepol (and 
followed by sonicating in DI water for 2 cycles of 10 min to remove any remaining surfactant), 
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acetone, and iso-propanol in sequence. The sonication was carried out for 10 min and was repeated 
twice for each solvent. Finally, the substrates were dried under nitrogen stream and were heated at 
140 °C in air for at least 10 min to avoid any water depositing on the surface. 
 
Figure 2-3. ITO substrate for solar cells 
2.1.5.1 Conventional structure solar cells 
 
Figure 2-4. Schematic diagram of conventional photovoltaic device structure. 
As shown in Figure 2-4, the order of layers for the devices used here was 
ITO/PEDOT:PSS/P3HT:InP/Ca/Al. In this structure, ITO works as an anode while Ca/Al works as a 
cathode. Before the PEDOT:PSS deposition, clean ITO substrates were treated by oxygen plasma at a 
power of 100 W for 7 min to remove any organic residual. The PEDOT:PSS solution was spun onto 
the substrates at 2000 rpm for 1 min and then annealed at 140 °C for 20 min in air. Next, the 
P3HT:InP blend was spun onto the PEDOT:PSS layer (typically 2000 rpm) and all the substrates were 
then immediately transferred into a nitrogen glovebox. In the glovebox, depending on the 
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experimental conditions, some devices were annealed whereas others were used as-spun. Finally, a 
top electrode comprising calcium (25 nm) and aluminium (150 nm) was thermally evaporated onto 
the active layer at < 5x10-9 bar. 
2.1.5.2 Inverted structure solar cells 
In the inverted structure, ITO works as the electron collecting electrode, opposite to the 
conventional structure, and Ag works as the hole collecting electrode. The layer order (Figure 2-5) 
was ITO/TiO2/P3HT:InP/PEDOT:PSS/Ag. After the substrate cleaning step, TiO2 reagent was 
deposited onto the substrates via a spray pyrolysis method presented by Dowland [7]. The diagram 
showing the spray pyrolysis set up is shown in Figure 2-6. TiO2 reagent was prepared from a mixture 
of 0.57 ml of titanium (IV) isopropoxide, 0.40 ml of acetylacetone, and 20 ml of ethanol. The mixture 
was vigorously stirred at room temperature overnight. The ITO substrates were placed on a hotplate 
whose temperature was set to 450 °C. Part of the ITO stripe area was covered (perpendicular to the 
stripe) with a thin glass slide to allow a contact to ITO. The TiO2 reagent was applied using a spray 
atomiser with nitrogen gas the carrier (at 1.6 bar). The spraying period (1 second) was alternated 
with a waiting period (9 seconds) to allow for decomposition of the reagent to decompose and form 
TiO2 layer. This repetition was carried out twenty times yielding a final TiO2 layer of around 20 nm. 
After spraying, the substrates were left in a preheated oven at 450 °C for an hour before being 
cooled down in air. 
 
Figure 2-5. Schematic diagram of inverted photovoltaic device structure. 
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Figure 2-6. Schematic diagram showing spray pyrolysis set up. Taken from Simon Dowland’s transfer report [7]. 
 After spray pyrolysis of TiO2, the P3HT:InP blend and PEDOT:PSS were spin-casted onto the 
substrates sequentially using the same coating conditions as those used for the conventional 
structure device. It is noted that depositing the PEDOT:PSS onto the active layer is problematic due 
to the different nature (hydrophobicity) of PEDOT:PSS and the active layer. PEDOT:PSS is deposited 
from a water-based solution whereas the blend is organic-based. This immiscibility can be reduced 
by adding 0.5 % by volume of a surfactant (such as Zonyl) into the PEDOT:PSS solution. After 
deposition of the PEDOT:PSS layer, 150 nm of Ag was thermally evaporated onto the substrate as 
the top contact. 
2.2 Experimental techniques 
2.2.1 UV/Vis absorption and photoluminescence spectroscopy 
UV/Vis absorption spectra of samples were measured using a UV/Vis absorption 
spectrometer (Shimadzu, UV-1601 or Perkin-Elmer Lamda-25). All samples were measured at room 
temperature and corrected for the absorption of glass (for films) and solvents (for solutions). 
Photoluminescence spectra were measured using a fluorometer (Horiba Jobin Yvon, Fluorolog-3) at 
room temperature and the luminescence data were corrected for the functional absorption at the 
excitation wavelength before comparison to other samples. 
2.2.2 Photoluminescence quantum yield measurement 
Photoluminescence quantum yields of the InP QDs were defined relative to standard dyes of 
known quantum yield such as Rhodamine 6G (R6G, quantum yield of 0.88-0.95 in ethanol) and 
Rhodamine 101 (R101, quantum yield of 0.95-0.97 in ethanol) [8], see Figure 2-7. The choice of 
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reference dye depends on the absorption and PL range of the QDs. A standard procedure of relative 
quantum yield measurement was proposed by Fery-Forgues and Lavabre [9]. Employing their 
method, we performed quantum yield measurement by exciting at 488 nm and collecting the PL 
spectra. It is noted that the concentration of R6G (or R101) and InP QD should provide absorbance in 
the range of 0.04-0.05 at 488 nm to avoid re-absorption effects (see [9] for more explanation) while 
ensuring the presence of sufficient material for a reliable absorption measurement. 
The quantum yield can be calculated from Equation 2-1 [9] 
             
                    
 
                  
 
2-1 
where ϕ is the photoluminescence quantum yield, A is the absorbance at the excitation wavelength, 
F is the integrated photoluminescence intensity (emission peak area), η is the solvent refractive 
index. As for the subscripts, sample means those parameters of samples and ref means those from 
the reference dye. When different solvents are used for the sample and the reference, solvent 
refractive indices need to be taken in to account to correct the absorbance contributed from the 
solvents. 
 
Figure 2-7. Absorption (solid line) and photoluminescence (dotted line) spectra of Rhodamine 6G (black) and Rhodamine 
101 (red). 
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2.2.3 Transient absorption spectroscopy (TAS) 
Transient absorption spectroscopy is a useful technique for monitoring the kinetics of 
relaxation after photoexcitation. Depending on the nature of the photogenerated state, the TAS 
signal can be positive or negative. A positive signal (positive ΔOD) indicates the increasing population 
of the species being probed after photoexcitation whereas a negative signal suggests reducing 
population. Figure 2-8 shows an example of population change after excitation. If the ground state 
species is probed (at λ1), a negative signal is obtained due to the reduction of the ground state 
population upon the excitation. In contrast, if the excited state is probing (at λ2), the resulting signal 
is positive as the number of excited state increases after the excitation. 
 
Figure 2-8. Schematic diagram illustrating the change in ground state and excited state populations after 
photoexcitation. 
 Two important pieces of information can be obtained from TAS. First, by exciting at a single 
wavelength and probing at a particular wavelength, the signal as a function of time can reveal the 
decay kinetics of the observed species. Second, by fixing a time window and recording the TAS signal 
as a function of probing wavelength, a signature for the photoexcited species can be obtained. 
A schematic diagram of the experimental set up is shown in Figure 2-9. Films of sample were 
stored in a sealed quartz cuvette with nitrogen flow during the measurement. The samples were 
excited by a short intense light pulse generated from a dye laser (Photon Technology International 
Inc. GL-301) pumped by a nitrogen laser (Photon Technology International Inc. GL-3300). Excitation 
wavelengths were selected by choosing an appropriate laser dye. The frequency of the laser pulse 
must be faster than the decay timescale of an observed species. In this study, the laser was 
generated at 4 Hz with a pulse width of 0.6 ns. The laser intensity was measured by a Tektronix 
energy meter (Si detector) at a distance of 1.2 cm from the laser guide, which was the same distance 
as that between the laser guide and the samples. Unless indicated elsewhere, laser intensities used 
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in this study were in the range of 30-50 µJ/cm2. The intensity could be adjusted by neutral density 
filters to allow reliable comparison between experiments. 
 
 
Figure 2-9. Schematic diagram of transient absorption measurement. 
The probe beam can be pulsed or continuous. In this set up, the probe light was a 
continuous beam generated from a quartz halogen lamp (Bentham, IL1) with a stabilized power 
supply (Bentham, 605). As seen in Figure 2-9, two monochromators were placed before and after 
sample to specify probing wavelength. Two long pass filters were used to cut-off the 2nd harmonic of 
the probe light (the one close to the probing light source) and to minimise scattered laser light (the 
one close to the detector) into the detector. A Si photodiode was used for the visible/NIR range 500-
1000 nm and a InxGa1-xAs photodiode for the NIR range 1000-1700 nm. These detectors were used in 
conjunction with a Costronics amplifier with electronic high and low pass filtering to minimise noise 
from the measurement. The high and low pass filters for each time scale are shown in Table 2-1.  
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Table 2-1. Electronic high pass and low pass filter for each TAS time scale measurement. 
Time scale High pass filter (Hz) Low pass filter (Hz) 
1 µs 1x103  1x108 
10 µs 1x102 3.3x107 
100 µs 10 3.3x106 
1 ms 1 3.3x105 
10 ms 0.1 3.3x104 
 
The signal was collected as a voltage difference (ΔV) by an oscilloscope (Tektronic TDS 1012) 
and converted to ΔOD as follows. 
The change in measured voltage is related to the change in absorbance as shown in Equation 2-2: 
          
    
  
                  
        
                   
2-2 
where V(t) and V(0) are the voltage at time t after excitation and at t = 0 respectively, and OD(t) and 
OD(0) are the optical densities at time t after excitation and at t = 0 respectively. 
For small values of x, 10-x ≈ 1 – xln10, hence 
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In this way, the change in absorbance can be determined from the measured voltage change 
recorded by the detector. 
2.2.4 Time-Correlated Single Photon Counting 
Time-correlated single photon counting (TCSPC) is a time-resolved photoluminescence 
technique used to determine the decay lifetime of an emissive excited state species. Because the 
probability distribution of single emitted photons is directly related to the actual emission intensity-
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time relationship of all emitted photons, the measurement records the number of events as a 
function of the event time and then relates this back to the actual emission lifetime. The duration of 
an event can be measured in two modes, forward or reverse. In the reverse mode, the instrument 
starts timing when a fluorescence photon hits the detector and stops timing when the next laser 
pulse is generated. The actual time durations of the events in this mode are therefore obtained from 
the difference between laser pulse interval and the delay time from ‘start’ to ‘stop’ signal.  
In contrast to the reverse mode, the forward mode starts timing at the beginning of a laser 
pulse and stops when an emitted photon hits the detector. In this mode, the event time is equal to 
the time duration from the ‘start’ to the ‘stop’. In this work, the forward timing method was 
employed. A schematic of the instrument is illustrated in Figure 2-10. 
 
Figure 2-10. Schematic diagram of the forward mode time-correlated single photon counting instrument. 
In all TCSPC measurements, samples were excited by a pulse diode laser (IBH NanoLED) at 1 
MHz with a FWHM pulse-width of 200 ps. The emitted photons were collected perpendicularly by a 
photomultiplier tube (Hamamatsu R3809U). As described above, the ‘start’ signal begins a voltage 
ramp within a Time-to-Amplitude Converter, TAC (Tennelec TC864) and the ‘stop’ signal terminates 
the ramp. The measured analogue voltage is converted back to a time delay using the linear voltage-
time relationship. Each event is then summed up into one of 4096 channels of a Multi-Channel 
Analyzer (MCA) according to its elapsed time. This results in a histogram representing the actual 
fluorescence decay. 
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2.2.5 Solar cell testing  
2.2.5.1 Current-voltage characterisation 
Current-voltage (I-V) measurements on the hybrid P3HT:InP solar cells were carried out 
using a home-made solar simulator. The devices were illuminated with a 150 W Xenon lamp 
(ScienceTech ss150W solar simulator) equipped with an IR water filter and AM 1.5 filter 
(ScienceTech). To measure the I-V curve, the devices were stored in a sealed chamber under N2 and 
were placed in a position where the incident intensity was close to 1 sun (~ 100 mW/cm2). The 
distance-light intensity was calibrated using a photodiode (Newport UV-818). The voltage ramp was 
applied by a Keithley 2400 source meter and the current was measured versus the voltage. 
2.2.5.2 Incident photon to current efficiency (IPCE) 
 As with the I-V measurements, the devices were stored in a sealed testing chamber under a 
nitrogen atmosphere. The measurements were performed using a 100 W tungsten-halogen lamp 
(Bentham IL1 with Bentham 605 stabilized power supply) as a light source. The excitation 
wavelength was controlled by a stepper motor (Bentham M300, 300 nm focal length, slit width 3.7 
nm, 1800 lines/m grating). 
 The IPCE values were measured relative to a standard photodiode whose IPCE is known over 
the required spectral range. By measuring the photocurrent as a function of the illuminating 
wavelength of the device and by rearranging against the photocurrent measured by photodiode, the 
IPCE can be obtained from the Equation 2-5. 
        
     
      
           
      
     
 
2-5 
where Icell and Idiode are photocurrent measured from the device and the photodiode respectively. 
IPCEdiode is the calibration file denoting the quantum efficiency of the reference cell as a function of 
illuminating wavelength. Adiode and Acell are the device area and the photodiode area respectively. 
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3. Synthesis of InP quantum dots  
3.1 Abstract 
 InP quantum dots (QDs) were synthesised by adapting a synthesis method from Xu et al. [1]. 
QDs with the 1st excitonic absorption peak longer than 500 nm to ensure an appropriate energy level 
offset relative to the host polymer P3HT. The effects of amine concentration, fatty acid chain length, 
and zinc undecylenate on the InP particle size were investigated using absorption and 
photoluminescence spectroscopy. High photoluminescence quantum yields (> 30%) were targeted 
with a view to achieving high crystal qualities with minimal defects. The synthesis was upscaled to a 
volume sufficient for the photophysical and device studies in chapters 4 and 5. Finally, the surface 
ligands of InP QD were exchanged with pyridine in order to allow efficient charge transfer between 
the QDs and P3HT in the hybrid solar cells. The InP properties were characterised by UV-Vis 
absorption spectroscopy, photoluminescence spectroscopy and transmission electron microscopy 
(TEM) while the process of pyridine exchange was confirmed by Fourier transform infrared 
absorption (FTIR) spectroscopy. 
3.2 Introduction 
 Colloidal semiconductor quantum dots are of scientific and commercial interest due to their 
size-dependent physicochemical and optical properties, leading to multiple applications in bio-
analysis [2-4] and optoelectronic applications, especially solar cells [5, 6] and light emitting diodes [7, 
8]. The majority of work has focused on the synthesis and application of II-VI semiconductor QDs 
especially CdSe. However, there have been growing concerns about the toxicity of cadmium-based 
QDs [9]. Low-toxicity InP quantum dots have been studied as potential alternatives to Cd-based QDs. 
With a smaller band gap (1.35 eV) and larger bulk exciton diameter (150 Å for InP and 70 Å for CdSe) 
[10], nanocrystals of InP can offer a wider absorption and emission range extending further into the 
near-infrared than CdSe.  
 Early syntheses of InP QDs were performed in similar way to the synthesis of II-VI QDs, using 
coordinating solvents trioctylphosphine oxide (TOPO) and trioctylphosphine (TOP) [10, 11]. 
However, due to the covalent-bond nature of the InP QDs, such syntheses suffered from long 
reaction times (a few days) and poor particle quality (amorphous rather than crystalline InP). A 
breakthrough was obtained after Peng et al. developed a synthesis method using a non-coordinating 
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solvent with fatty acids as the QD surface ligands [12]. Xu et al. subsequently proposed a synthesis 
method using zinc undecylenate to stabilize the QD surface and obtained high photoluminescence 
quantum yields [1].  
 In this chapter, we report the synthesis of InP QDs for use as electron acceptors in hybrid 
solar cells. This requires the energy levels of the QDs to align appropriately with the counterpart 
polymer. We chose the well studied polymer poly(3-hexylthiophene) (P3HT) as the host and electron 
donor. The frontier orbitals of P3HT are reported in the literature as lying in the range of -3.0 to-3.2 
eV for the LUMO and -4.9 to -5.2 eV for the HOMO [13, 14]. It is widely considered that the 
minimum energy offset to drive efficient charge separation at donor/acceptor interface is around 0.3 
eV [15]. This means the InP conduction band should be at -3.5 eV or lower (relative to vacuum level). 
We estimated the energy levels of nanocrystalline InP by employing the effective mass 
approximation discussed in chapter two [16, 17]. 
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3-2 
where EG,bulk, EG,obs, ECB,bulk,  
  and  
  are the bulk band gap (1.35 eV for InP at 300 K [18, 19]), the 
observed band gap (determined from the first excitonic peak in the absorption spectra), the bulk 
conduction band edge (versus vacuum), and the effective masses of the hole and electron 
respectively. With EVB,bulk = -5.85 eV [20], ECB,bulk is -4.50 eV from Equation 3-2. According to the 
discussion above, ECB most lie deeper than -3.5 eV. The effective masses for the electrons and holes 
are 0.065me and 0.40me [21]. From Equation 3-1, we can calculate EG,obs which corresponds to the 
first excitonic peak position. Figure 3-1 shows the relation between the excitonic peak position and 
the frontier orbital energies of the InP QDs. This calculation indicates that we should aim to 
synthesise InP QDs with excitonic peaks longer than 500 nm. However, it should be noted that the 
P3HT LUMO level vary significantly depending on the measurement techniques and specific batch. 
Hence, to be safe we targeted QDs with a 1st excitonic peak at around 550 nm which corresponds to 
a conduction band at -3.7 eV. 
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Figure 3-1. Calculated frontier orbital energies of InP QDs as a function of 1
st
 excitonic peak. The numbers in brackets are 
calculated InP diameters calculated from the absorption peak-particle size data in ref [18]. 
The QDs should have high luminescence quantum yield to minimise losses due to non-
radiative decay, e.g. due to defects in the crystals. Narrow size distribution is another important 
property for QD synthesis to ensure all particles satisfy the energy level offset requirements. 
Another requirement is that the quantity of InP QDs should be sufficient to repeat experiments, in 
this case we targeted batch quantities of order of 0.5 g. Lastly, the bulky long carbon chain of the 
fatty acid ligands must be exchanged to smaller ligands such as pyridine to enhance the charge 
transfer at the QD surface.  
On the basis of the above requirements, we decided to select and adapt Xu’s Method [1] to 
prepare InP QDs, and performed pyridine ligand exchange on the particles so obtained to enable 
efficient charge transfer for hybrid solar cell applications. 
3.3 Experimental 
3.3.1 Synthesis of InP QD 
 The advantage of Xu’s method over alternative methods is that the reaction, which uses a 
non-coordinating solvent, takes an hour or less, much shorter than the previously reported methods 
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using coordinating solvents such as TOP and TOPO. In Xu’s method InCl3 and P(TMS)3 are used as 
indium and phosphorous precursors respectively. The reaction involves the addition of carboxylic 
acid and amine to form stable indium-ligand complexes. Zinc carboxylate is also added to help 
reduce the number of surface dangling bonds and thus improve the luminescence quantum yield.  
 A possible mechanism for the formation of the InP QDs was proposed by Allen et al. [22]. In 
this mechanism, indium forms a complex with a carboxylic acid and is surrounded by amine. To form 
In-P bond, P(TMS)3 forms complex 1 (Figure 3-2) via a reversible reaction. Subsequently, In(MA)3 
losses one myristic acid to form an In-P bond with the loss of TMS group from P(TMS)3 This results in 
complex 2 which continues the reaction to form first InP clusters and subsequently nanocrystals. It 
should be noted that in this mechanism the author proposed that the amine acts as an inhibitor 
rather than an activating agent as has been proposed by others [23-25]  
 
Figure 3-2. Proposed mechanism for InP QD formation. The reaction is between indium myristate (In(MA)3 and 
tris(trimethyl)phosphine (TMS)3P (referred as P(TMS)3 in this chapter) and takes place with the presence of primary 
amine (NH2R). This scheme is taken from ref [22]. 
The reaction was performed in a three-necked flask in which the three necks were 
connected to a schlenk line, connected to a condenser, and sealed with a septum (see Figure 2-1). 
The flask was loaded with a stirrer bar and indium precursor solution comprising 0.9 mmol of 
indium(III) chloride (InCl3), 0.9 mmol of myristic acid (MA), 0.9 mmol of zinc undecylenate, 1.8 mmol 
of hexadecylamine (HDA), and 9 ml of octadecene (ODE). The reaction flask was placed under 
vacuum for 20 min and refilled with nitrogen and the temperature was subsequently set to 260 °C, 
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causing the mixture to form a clear colorless solution. It should be noted that the presence of water 
in the reaction flask can lead to the formation of In2O3 through hydrolysis [26]. Therefore, the 
reaction flask was thoroughly evacuated to avoid the presence of water. At 260 °C, 4.5 ml of 0.2 mM 
of tris(trimethylsilyl)phosphine (P(TMS)3) was quickly injected into the flask via the septum with 
vigorous stirring to ensure rapid mixing of the reagents. The solution then changed from colorless to 
yellow, orange, red, dark red, brown, and dark brown as the time increased. The reaction 
temperature was kept fixed at 260 °C and aliquots of the reaction mixture were collected at various 
times to monitor the growth process. It is noted that the constant temperature at 260 °C is only for 
the growth studies in section 3.4.1.1 and 3.4.1.2. This is to study the growth under a constant 
temperature. However, for the optimisation experiments in section 3.4.2, the temperature was kept 
constant at 200 °C after injection. The reaction was stopped by removing the flask from the heat and 
then cooled down to room temperature using a water bath. Sample purification was carried out by 
diluting the reaction mixture by a factor of 5 in dry ethanol. The precipitated quantum dots were 
separated from the reaction crude by centrifugation and were kept in toluene. 
 In some cases, a second injection of precursor material was carried out after growing the 
QDs in the manner described above. The precursors for the second injection were prepared by 
mixing 0.6 mmol of InCl3, 1.8 mmol of oleic acid (instead of the solid myristic acid for solubility 
reasons), and 3.0 ml of 0.2 mM P(TMS)3 This mixture was heated to 150 °C prior to injection to 
minimise cooling of the reaction mixture as a result of the second injection). The reaction was then 
kept at 260 °C and the InP QDs were collected at various times. 
3.3.2 Pyridine exchange 
 QD surface ligands were exchanged with pyridine as follows; stock InP QD solution (2.5 ml), 
dry pyridine (5 ml), and dry benzene (5 ml) were added to a flask which was purged with nitrogen. 
The mixture was stirred vigorously at room temperature overnight. After the exchange process, the 
quantum dots were precipitated by adding six times the volume of hexane and then separated by 
centrifugation. The separated dots were dispersed in pyridine and the exchange process was 
repeated two times. The obtained pyridine-capped InP QDs were then stored in pyridine. 
3.3.3 Characterisation 
 Unless indicated otherwise, all absorption and photoluminescence data in this chapter were 
measured in solution. TEM images were obtained using a copper grid with dry InP QDs on top (the 
grid preparation is described in the experimental chapter). FTIR absorption measurements were 
performed on InP, InP-py and pyridine. For InP and InP-py, the data were collected from dry solid 
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samples which were prepared by placing in a N2 flow at room temperature prior to the 
measurement in order to avoid water contamination and to ensure that in the case of InP-py, any 
pyridine characteristics were exclusively due to molecules bound to the surface of the QDs (see FTIR 
results). For the measurement on pyridine itself, a drop of pyridine was placed onto the instrument 
crystal to perform the measurement. 
3.4 Results and discussion 
3.4.1 Particle growth 
3.4.1.1 Single-injection 
 
Figure 3-3. Absorption (a) and photoluminescence spectra (b) of as synthesised InP QDs prepared by a single injection 
method. c) PL peak wavelength versus reaction time. d) Calculated InP diameter versus reaction time. For both c) and d) 
the red dash line serves as a guide to the eyes. The insets show data in the time range 0-20 min.  
We first investigated the growth of InP quantum dots by the single injection method, 
collecting trace amounts of sample at various reaction times, 15, 30, 45 sec, 1, 1.5, 2, 2.5, 3, 3.5, 4, 5, 
6, 7, 10, 20, 30, 40 min, 1, 1.5, and 2 h (Taking care to ensure the sample collection would not 
substantially reduce the monomer content). The term ‘reaction time’ here means the period of time 
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from injection to sample collection. Absorption and photoluminescence spectra of the as-
synthesised InP QDs are shown in Figure 3-3 a) and b) respectively. As can be seen from the 
absorption spectra, the absorption band edge started at approximately 450 nm and red shifted with 
increasing reaction time to around 545 nm after 2 hours. The absorption spectra became less 
structured at longer reaction times suggesting broader size distributions. This could be a 
consequence of Ostwald ripening which happens when the monomers for particle growth become 
depleted, causes the smaller particles to shrink and the larger particles to continue their growth 
using the resource from the smaller particles. The emission peak shifted from 520 nm to 629 nm 
over 2 hours of reaction. Figure 3-3 c) shows the InP emission peak as a function of reaction time.  
 
Figure 3-4. Plot of PL peak as a function of InP diameter. The data is extracted from ref [18]. The red line shows an 
empirical exponential fit using Equation 3-3. 
The particle size was determined from the PL peak wavelength using calibration data from 
ref [18]. The reason for using the PL peak instead of the 1st excitonic peak from the absorption 
spectrum is because the location of the PL peak is easier to determine than the 1st excitonic peak in 
our data. The extracted data and an empirical exponential curve fitted to the data are shown in 
Figure 3-4 and the fitting equation is shown in Equation 3-3, where EPL is the energy at PL peak (eV) 
and D is the InP diameter (nm). By employing Equation 3-3, the PL peaks in Figure 3-3 c) was 
converted to the diameter versus time plot in Figure 3-3 d). The data suggests fast growth within the 
first 10 min with the growth rate subsequently slowing down. This could be due to depletion of the 
reagents. 
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The integrated photoluminescence intensity and full width at half maximum (FWHM) were 
also plotted as a function of the reaction time, as shown in Figure 3-5 a) and b) respectively, to 
determine how the photoluminescence changes with reaction time. It is seen that the integrated 
intensity increases over time and reaches its highest value at 20 min (when the 1st excitonic peak in 
the absorption spectrum is 508 nm and the PL peak is 583 nm). However, it is noted that, at this 
reaction time, the emission spectrum is broadest (FWHM of 93 nm), suggesting a broad size 
distribution. Then the FWHM decreases after 20 min of reaction time to the range of 84-88 nm. 
According to the data, the particles undergo fast growth during the first 10 min after which 
the growth rate slows down. The best reaction times from the perspective of crystal quality are less 
than 20 min as in this time range high photoluminescence intensities are obtained with narrower 
line widths (and hence size distributions) than for longer reaction times. However, it should be noted 
that at a reaction time of 20 min, the first exciton peak is at 507 nm with the PL peak at 583 nm, 
suggesting QDs formed under these condition have the appropriate energy levels (around -3.5 eV for 
the conduction band and -5.9 eV for the valence band, see Figure 3-1) for use with P3HT. However, 
other synthesis factors need to be investigated to obtain large particles with narrow size 
distribution. 
 
Figure 3-5. PL peak area (a) and full width at half maximum (FWHM) (b) of InP photoluminescence spectra as a function 
of reaction time. The inset is the magnification of b) in the time range of 0-10 min. The data show highest PL intensity 
and also the largest FWHM at a reaction time of 20 min. 
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3.4.1.2 Double-injection synthesis 
The use of multiple injections is capable of increasing particle size due to the replenishment 
of reagents consumed in the reaction. We investigated the effect of second injection on the growth 
process by adding extra precursors into the reaction (this is called the 2nd injection). The absorption 
and photoluminescence spectra of the aliquots collected from this reaction are shown in Figure 3-6 
a) and b) respectively. Within the first 5 min (before the 2nd injection), the data suggests similar 
growth to the previous single injection experiment. However, it can be seen that the samples 
obtained in this experiment are slightly smaller (i.e. PL peak at 1 min is 507 nm in this experiment 
compared to 522 nm in the single injection experiment) than those from the single injection even 
though the conditions were nominally the same. This is not surprising as it can be attributed to 
batch-to-batch variation which is the nature of bulk synthesis and could be due to slight differences 
in temperature or chemical composition of the reaction mixture. After the second injection, the 
particles continued to grow over time as can be seen from the red shift in the emission peak, but the 
integrated PL intensity decreased slightly within a few minutes after the injection before recovering 
(Figure 3-7).  
 
Figure 3-6. a) and b) Normalised absorption and photoluminescence spectra of InP QDs collected at various reaction 
times. The green dotted lines in both plots represent the aliquot collected at 5 min which is before the 2
nd
 injection. c) PL 
peaks of the InP samples collected at different reaction times. The inset shows the data in the first 20 min. d) Calculated 
InP diameter as a function of time. The inset shows the data in the first 20 min. 
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In this experiment, the InP particles grew rapidly within the first 10 min, resulting in particles 
with a 1st excitonic peak of 542 nm and a PL peak of 627 nm confirming the formation of larger 
particles of shorter reaction time relative to the single injection method. However, after 10 min, the 
PL wavelength and hence particle sizes ,Figure 3-6 c) and d) respectively, seemed to reach saturation 
although there was a further broadening of the line width, suggesting an undesirable broadening of 
the size distribution (Figure 3-7 b). The other key effect that is expected from multiple injection is 
size-focusing of the particle growth. In the Sugimoto model [27] it is agreed that the addition of the 
reaction precursors shifts the critical size of the particles towards smaller sizes. This results in slower 
growth of the larger particles but faster growth of the smaller particles. The results of this is a 
reduction in the size distribution as reported in the multiple injection of CdSe and InAs synthesis 
[28]. In comparison to such work, we did not observe any significant reduction of size distribution 
after the 2nd injection (Figure 3-7 b). More negatively, the FWHM showed a significant rise to 115 nm 
over 2 hours. This is far more pronounced than the single injection method (88 nm over 2 hours).  
 
Figure 3-7. Integrated PL intensity (a) and FWHM (b) as a function of time from the double-injection synthesis. The insets 
show expanded data for the time periods 0-20 min and 0-10 min respectively. 
A possible explanation is reported by Allen et al. [22] who found that the molecular P(TMS)3 
(which can be considered to be ‘a monomer’ for simplicity) was completely depleted during the 
formation of InP nuclei’s. This means that the only supply for the particle growth is from the 
dissolution of small particles, not from molecular P(TMS)3. As a consequence, it leads to Ostwald 
ripening rather than size focusing growth. Hence it is possible that the significant increase of the size 
distribution here may be due to Ostwald ripening. In addition, this complete depletion of the 
molecular P(TMS)3 may explain why we usually obtained a broad size distribution for our InP 
nanocrystals in these studies. Considering the fact that the synthesis using double-injection provides 
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QDs with a larger size distribution, we chose the simpler single injection method to synthesise the 
InP QDs and optimised other synthesis factors to ensure large QDs with narrower size distribution.  
3.4.2 Factors influencing particle size 
In this section, the effect of reaction parameters such as reagent ratios, reagent 
concentrations, fatty acid chain lengths etc. were studied to optimise and achieve QDs with well-
aligned energy levels relative to P3HT (aim for QD with 1st excitonic peak longer than 500 nm). Size 
distribution and quantum yield were also used to assess the quality of the InP nanocrystals by aiming 
for narrow size distribution and high quantum yield. For each experiment, P(TMS)3 was injected at 
260 °C and after the injection the temperature was set to 200 °C at which temperature the solutions 
were annealed for 20 min before terminating the reaction. Unless indicated otherwise, the data 
provided here are those obtained after purification. 
3.4.2.1 In:Zn:HDA ratio 
 
Figure 3-8. Absorption and photoluminescence spectra of InP QDs obtained from the reaction using different In:Zn:HDA 
ratios. 
 The first factor we investigated was the effect of Zn undecylenate (denoted as ‘Zn’) and HDA 
content as it has been proposed that the particle size is affected by their molar ratio [1]. We 
investigated the effect of zinc undecylenate and HDA by using molar ratios of In:Zn:HDA of 1:0.5:1, 
1:1:2, and 1:2:4. The absorption and photoluminescence spectra in Figure 3-8 suggest faster growth 
when the content of Zn and HDA was reduced. With 1:0.5:1 In:Zn:HDA ratio, particles with a PL peak 
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at 616 nm (FWHM 97.3 nm) were obtained. Whereas for the 1:1:2 and 1:2:4 ratio, peak wavelengths 
of 563 and 534 nm were obtained with significantly narrower size distribution; FWHM of 82.3 and 
68.1 nm respectively. Although a ratio of 1:2:4 gave the narrowest size distribution, indicating good 
quality dots, the particle size was far too small for our requirement with a 1st excitonic peak at 
around 400 nm. The 1:0.5:1 molar ratio, on the other hand, provided QDs with first excitonic peak in 
the absorption spectrum at > 500 nm. However, the large FWHM (97.3 nm) and weak peak 
absorbance indicated a large particle size distribution. In contrast, the QDs using 1:1:2 In:Zn:HDA 
molar ratio showed a much stronger absorption feature with a band-edge close to 500 nm the 
minimum band-edge required to provide a LUMO offset of at least 0.3 eV relative to P3HT (see 
Figure 3-1). As a consequence, we decided to use a 1:1:2 In:Zn:HDA molar ratio in our experiments. 
Importantly, these QDs did not show deep trap luminescence at wavelengths longer than 700 nm 
[29] as a presumed consequence of there being very few dangling bonds at the surface. This is 
ascribed to the presence of zinc undecylenate, which is claimed to bind to the QD surface and 
reduce surface dangling bonds [1]. 
3.4.2.2 Concentration of amine 
 
Figure 3-9. Absorption and photoluminescence spectra of InP QD synthesised obtained using different molar ratio of In 
to HDA. The results show a red shift in the absorption and photoluminescence spectra with increasing concentration of 
HDA. 
 Amine terminated ligands have been reported to improve the quality of InP QDs leading to 
QDs with more structured absorption features [24]. They have also been shown to promote the 
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formation of nanocrystals compared to the equivalent reaction without them [30]. On the other 
hand, there is a report claiming that amines inhibit the decomposition of the P(TMS)3 in the InP 
formation reaction [22]. Although the exact role of amine in the reaction is still unknown, we 
investigated the effect of HDA content on the reaction by varying the In:HDA molar ratio (1:1, 1:2, 
and 1:3). The absorption and photoluminescence spectra of InP nanocrystals obtained using 
different HDA content are shown in Figure 3-9. The blue shift in absorption and PL spectra suggests 
smaller QDs were obtained with increasing HDA concentration. The effect of HDA we observed 
agrees with the inhibiting role reported by Allen et al. [22]. In addition, the absorption spectra also 
show slightly more structured absorption features with increasing HDA concentration. This is also 
consistent with the report by Xu et al. revealing that the particle size decreases with increasing HDA 
concentration [24]. Although the results here agree with the inhibiting role, further studies are 
needed in order to elucidate the inhibiting role of HDA.  
 For the synthesis of InP QDs for device applications, we selected the 1:2 In:HDA molar ratio. 
This is because, although the 1:3 ratio provided a stronger absorption feature spectrum, the 
resulting QDs (from PL data and Equation 3-3, the calculated QD sizes for 1:3,1:2, and 1:1 In:HDA are 
2.24, 2.45, and 2.76 nm respectively) were smaller than the required size (2.48 nm, see Figure 3-1). 
On the other hand, we ruled out the 1:1 ratio as it gave rise to a broader absorption spectrum than 
the 1:2 ratio. 
3.4.2.3 Stearic acid and myristic acid 
 We investigated the effect of two different fatty acids, stearic and myristic acid, on the InP 
QD properties under the same controlled reaction conditions. As can be seen from the absorption 
and photoluminescence data in Figure 3-10, the particle sizes determined from the position of the 1st 
excitonic peak of the two InP QDs were only slightly different, with a small red shift in the one using 
myristic acid (1st excitonic peak from around 452 to 467 nm and the PL peak from 576 to 582 nm, 
consistent with a change of modal diameter from 2.4 to 2.5 nm, calculated from Equation 3-3). This 
is consistent with the results reported by Lucey et al. [31] who observed a small red shift in the 
emission and absorption when using indium myristate in place of indium stearate. It was also 
reported by Battaglia and Peng [12] that using fatty acids with longer chain lengths such as stearic 
acid (18 carbon-chain) leads to slower nucleation and growth compared to the shorter acids such as 
myristic acid (14-carbon chain) and palmitic acid (16-carbon chain). This is consistent with the results 
here, in which the shorter ligand myristic acid provided slightly larger QDs than the longer ligand 
stearic acid. The other key results to point out here are the photoluminescence intensity (corrected 
by the sample absorbance at the excitation). The InP nanocrystals obtained using myristic acid 
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showed significantly higher luminescence efficiencies, which may suggest improved passivation of 
the QD surface. Therefore, we decided to use myristic acid for subsequent work. 
 
Figure 3-10. Absorption (solid lines) and photoluminescence (dotted lines) spectra of InP QD using stearic acid (black) 
and myristic acid (red). The data show a slight red shift in the spectral properties using myristic acid and significantly 
improved photoluminescence intensities. 
3.4.3 Upscaling the synthesis quantities 
In this section we varied the concentration of reactant aiming to obtain a sufficient amount 
(around 0.5 g) of InP QDs. The amounts of reactant were varied from 0.3, 0.9, 1.8 mmol of InCl3 
(correspond to 1x, 3x, and 6x in Figure 3-11 respectively). The other reactants were also upscaled 
proportionately. All reactions were performed under the same conditions and all samples were 
collected at the same reaction time to allow a fair comparison. The data in Figure 3-11 reveals a red 
shift of both absorption and photoluminescence spectra with increasing amount of reactant. Using 
higher reactant concentrations resulted in larger QD size which fulfils our requirements (particle size 
larger than 2.48 nm (absorption peak > 500 nm) and using 1.8 mmol InCl3 we obtained around 0.3-
0.4 g of InP for photophysical and device studies). This is not surprising and can be explained by 
Sugimoto model [27]. The higher concentration of precursors shifts the critical size of the QD growth 
equilibrium towards smaller size. This encourages growth of those particles whose size is larger than 
the critical size. Therefore, the higher the concentration, the smaller the critical size and the faster 
the growth rate. The data in Figure 3-11 show only a slightly larger size distribution with increasing 
reactant contents. As a result, we decided to synthesis InP QDs using 1.8 mmol InCl3 as it provided 
the largest yield of approximately 0.3-0.4 g of InP QDs. 
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Figure 3-11. Absorption and photoluminescence spectra of InP QDs obtained from the reaction using different 
concentrations of reactants. The number 1x, 3x, and 6x correspond to 0.3, 0.9, and 1.8 mmol of InCl3, while keeping the 
ratio of InCl3 to other reagents constant. 
Table 3-1. Reagent contents used for upscaling experiments. 
Scaling 
InCl3  
(mmol) 
P(TMS)3 
(mmol) 
Myristic acid 
(mmol) 
Hexadecylamine 
(mmol) 
Zinc undecylenate 
(mmol) 
1x 0.3 0.3 0.3 0.6 0.3 
3x 0.9 0.9 0.9 1.8 0.9 
6x 1.8 1.8 1.8 3.6 1.8 
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3.4.4 Size characterisation 
 
Figure 3-12. a) Absorption (solid line) and photoluminescence (dotted line) spectra of the InP QDs used to define the 
QDs from calculation. b) TEM image of the QDs and c) histograms showing size distribution of the QDs. 
 We took a sample of InP QD to determine their particle sizes by three methods, 1) TEM, 2) 
calculation using Equation 3-3, and 3) calculation using an empirical function from ref [32]. TEM 
image of the InP sample is shown in Figure 3-12 b). The diameters of 200 particles were measured to 
obtain the histogram shown in Figure 3-12 c). The histogram shows an approximately normal 
distribution with average diameter of 3.18 nm. In addition, those particles with diameter between 
3.0 and 3.4 nm account for more than half of the sample fraction. The second determination was by 
calculation using Equation 3-3. The PL spectrum of the sample is shown in Figure 3-12 a) and exhibits 
an emission peak at 627.3 nm, corresponding to diameter of 2.85 nm. Hence this calculation yields a 
value that is ~11% smaller than the mean value obtained from TEM measurement. Finally, using 
Equation 3-4 [32] as follows, 
                                                                                     
3-4 
where D is the QD diameter (nm) and λ is the excitonic peak position (= 570 nm) yield a diameter of 
is 4.09 nm. This is approximately 30% higher than the mean value extracted from the TEM data. It is 
obvious that the size determination from this empirical function (Equation 3-4) yields a significant 
overestimate. The error in this method can be from a few causes. First, because of the broad and 
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weak absorption spectrum, the exact position of the 1st excitonic peak is hard to determine. 
Secondly, the empirical equation may not fit well to the InP samples produced using the methods 
reported in this thesis. However, it is seen that although the determination of InP diameter using 
Equation 3-3 predicts the value with an error of ~10%, this method offers a benefit. As in our sample, 
it is difficult to define the excitonic peak from the absorption spectrum while it is much clearer to 
define the PL peak. This method offers an alternative approach of determining the InP size with 
acceptable accuracy.  
3.4.5 Quantum yield measurement. 
 
Figure 3-13. Absorption (solid lines) and PL (dotted lines) spectra of rhodamine 101 (black) and InP quantum dots (red). 
The PL spectra were measured at excitation wavelength 480 nm.  
Quantum yield measurements were performed by the method described in section 2.2.2. 
Rhodamine 101 in ethanol was used as a reference whereas the InP QDs were measured in toluene 
solution. Both solution concentrations were adjusted so that the absorbance at 480 nm was 
approximate 0.05. The data extracted from the spectrum are shown in Table 3-2. The calculated 
relative quantum yield for InP quantum dots shown in Figure 3-13 is 21.95 %. This number is slightly 
lower than expected compare to literature [1] which could be due to the loss of surface ligand from 
purification process. 
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Table 3-2. Data extracted from the absorption and PL spectra of R101 and InP QDs in Figure 3-13 for quantum yield 
measurement. 
Materials 
Integrated PL area 
(490-850 nm) 
Absorbance  
at 480 nm 
Solvents 
Solvent 
refractive index 
Calculated 
QY (%) 
R101 1.94x1011 0.051 Ethanol 1.3614 95-97 [33] 
InP QDs 3.70x1010 0.055 Toluene 1.4969 21.95 
 
3.4.6 Ligand exchange 
 
Figure 3-14. IR spectrum of InP QD (grey) InP-py (black) and pyridine (red). 
For enhanced charge transfer in the P3HT/InP blends, we performed pyridine exchange on 
InP QDs for three cycles to ensure the complete or nearly complete ligand exchange. To verify 
successful ligand exchange, FTIR absorption measurements were performed and the data obtained 
are shown in Figure 3-14. Pyridine has characteristic peaks as follows, 1579 cm-1 (symmetric ring 
breathing), 1437 cm-1 (asymmetric ring breathing), 1030 cm-1 (C-C stretching) and 990 cm-1 (C-N 
stretching). IR of the InP QDs after pyridine exchanged showed the same peaks shifted to 1609 cm-1 
(from 1579 cm-1), 1450 cm-1 (from 1437 cm-1),1042 cm-1 (from 1030 cm-1), and 1013 cm-1 (from 990 
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cm-1). This suggests successful bonding between pyridine and the InP, and is consistent with the shift 
observed from pyridine-capped CdSe quantum dots [34, 35].  
 
Figure 3-15. Absorption (solid lines) and photoluminescence (dotted lines) spectra of InP (black) and InP-py (red) 
quantum dots. The data show a slight red shift after pyridine ligand exchange. 
Table 3-3. Solubility of InP after pyridine exchange.  
Solvents After 1st exchange After 2nd exchange After 3rd exchange 
Toluene No No No 
Pyridine Yes Yes Yes 
Chlorobenzene Yes No No 
1,2-dichlorobenzene Yes No No 
 
In addition to IR data, absorption and photoluminescence spectra of the InP-py were 
measured and compared with the non-exchanged QDs. The photoluminescence spectra showed a 
slight red shift from 595 to 609 nm after ligand exchange. Interestingly, the photoluminescence 
intensity reduced by around two-thirds after the exchange, suggesting pyridine does not passivate 
the QDs crystal as well as the long chain fatty acid. A solubility test was also performed and the 
results are summarised in Table 3-3. After 3 cycles of ligand exchange, the InP-py only dissolved well 
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in pyridine. This leads to a complication in the blending of the InP with the host polymer P3HT which 
will be discussed in the next chapter. 
3.5 Conclusion 
  InP quantum dots were successfully synthesised using an organometallic reaction in a non-
coordinating solvent. For the growth studies, the data suggest a rapid growth within the first 10 min 
after which the rate slows down. With double injection, although it has previously been reported to 
induce size focusing, a broader larger size distribution was obtained than the single injection 
method. We studied various factor influencing particle growth using single injection method and 
found that reducing the concentration of zinc undecylenate and hexadecylamine allows the QDs to 
grow faster. We further found that by using a shorter carboxylic ligand (myristic acid), the PL yield of 
the InP was improved significantly. Using all of these optimised conditions together, the synthesis of 
the InP QDS using 1.8 mmol of InCl3, and proportionately increased quantities of the other reagents 
(see Table 3-1) yielded 0.3-0.4 g of QDs with particle size in the range from 2.5-3.0 nm (the required 
particle size to meet the minimum LUMO offset with P3HT is 2.48 nm). Finally, the QD surface 
ligands were exchange to pyridine and FTIR absorption spectroscopy was used to confirm that the 
surface ligand had changed to pyridine. In addition, we predicted particle size by using PL peak 
versus particle size data from Ref [18] and found only   10% error obtained by this calculation 
compared with TEM measurements. 
 We have shown in this chapter that with bulk chemistry we can synthesise and manipulate 
the surface of the InP QD by exploiting the quantum size effect to tune the material properties to 
meet our requirement for photophysical and photovoltaic studies. This work demonstrates an 
experimental design for the synthesis of nanoparticles for specific applications. In the next chapter, 
we employ the InP made in this chapter and blend with a host polymer, P3HT, to study basic 
photophysics for photovoltaic applications.  
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4. Preparation and photophysical studies of 
P3HT:InP QD blends 
4.1 Abstract 
In this chapter, charge transfer at the P3HT and InP QD interface is investigated. Solid thin 
films of P3HT:InP were prepared and characterized by UV-Vis absorption spectroscopy. Electron 
transfer from the LUMO of P3HT to the conduction band of the InP QD conduction band was 
suggested by photoluminescence quenching of P3HT with further evidence for the occurrence of the 
charge transfer coming from transient absorption studies which indicate the formation of P3HT 
positive polarons. However, hole transfer from the InP QD to P3HT may also be occurring since a 
reduction in the photoluminescence lifetime of the InP QDs was observed in the blend. A series of 
transient absorption studies were carried out to monitor how the processing conditions affect the 
charge generation yield. The optimised conditions resulted in a higher charge generation yield than 
is observed in standard P3HT:PCBM blends. The high efficiency of the charge generation process 
confirms the possibility of using P3HT:InP in photovoltaic applications with the potential to 
outperform the P3HT:PCBM devices. 
4.2 Introduction 
 Composites of conjugated polymers and inorganic semiconductor nanocrystals have been 
intensively studied and developed for photovoltaic applications in recent years. They have emerged 
as an alternative choice to purely organic photoactive materials. By incorporating inorganic 
nanocrystals into a polymer, the nanocrystals can serve as electron acceptors with advantageous 
properties with respect to superior charge mobility, stronger light absorption, and tunability of the 
band gap (through the quantum size effect [1, 2]). These properties, combined with the usual 
solution processability, flexibility, and light weight nature of polymer-based devices, offer the 
prospect that hybrid organic-inorganic solar cells could compete with, and possibly outperform, 
polymer-based solar cells, despite at present having slightly lower power conversion efficiencies. 
Among various types of semiconductor nanocrystals, II-VI semiconductors have been the most 
intensively studied for hybrid solar cells due to their relative ease of synthesis. It has been 
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demonstrated that these inorganic nanoparticles are capable of fulfilling the electron accepting role 
in hybrid devices [3, 4]. 
Synthesis of III-V semiconductor nanocrystals is slightly less well developed due to the less 
reactive reagents. In recent years [5-9], improved routes to III-V semiconductor nanoparticles have 
been developed and have been shown to provide good quality materials. Nevertheless, much less 
attention has been focused on hybrid polymer/III-V semiconductor solar cells. InP is one of the III-V 
materials with favourable properties for photovoltaic applications. With a band gap of 1.35 eV and a 
high electron mobility, InP is a possible candidate for the electron acceptor in hybrid solar cells. InP 
nanowires have previously been incorporated in a P3HT-only-device and were shown to yield an 
improvement in the forward bias current [10]. As for charge transfer between a polymer and InP 
nanocrystals, to the best of the author’s knowledge, there has been no previous demonstration of 
using InP as an electron acceptor. However, Selmarten et al. have demonstrated hole transfer from 
InP QD to P3HT in solution [11]. This suggests the possibility of utilising the polymer/InP interface for 
charge dissociation, which is a key initial step for light harvesting applications.  
As for conductive polymers, a number of polymers have been used as electron donor 
materials. Figure 4-1 and Figure 4-2 show an energy level diagram and chemical structures of three 
illustrative polymers; PCPDT-BT poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b]-
dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)], MEH-PPV poly[2-methoxy-5-(2-ethyl-hexyloxy)-1,4-
phenylene-vinylene], and P3HT. Also shown are the calculated energy levels of InP QDs having first 
excitonic peak wavelengths ranging from 500 to 650 nm. At least 0.3 eV energy difference between 
the LUMO of the donor and accepter is required for efficient charge generation in polymer-fullerene 
systems [12]. Using this as a guideline, the PCPDT-BT energy level is too close, and so it is not 
suitable as a donor for InP QDs. On the other hand, although MEH-PPV and P3HT both qualify for the 
0.3 eV driving force for charge separation, MEH-PPV has a large band gap of 2.4 eV and absorbs 
further into the blue region compared to P3HT. This leads to very little light absorption in the low 
energy region of the spectrum. In addition, because of the substantial numbers of reports on P3HT-
based hybrid devices using II-VI nanoparticles, selecting P3HT as our host polymer would allow us to 
compare and contrast literature data with the results in this chapter. As a consequence, P3HT was 
selected as the host polymer for our hybrid polymer-InP QD solar cells. 
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Figure 4-1. Frontier orbital energy levels of three common semiconducting polymers and InP QDs in the size range 3.5-
5.0 nm. The data for PCPDT-BT, MEH-PPV, and P3HT are replicated from ref [13]. The range of InP QD energy levels 
shown calculated using the method discussed in chapter 3, Equation 3-1 and 3-2. 
 
Figure 4-2. Chemical structures of PCPDT-BT, MEH-PPV and P3HT. 
 P3HT has two configurations depending on how the adjacent monomers attach. The first 
configuration (Figure 4-3 a) is called regioregular P3HT (RR-P3HT) and comprises regular head-to-tail 
connections, whereas the second configuration, Figure 4-3 b), is called regiorandom P3HT (RRa-
P3HT) and involves random orientations of individual thiophene units. Regioregularity is known to 
affect how the polymer packs in the solid state. RR-P3HT forms a well-ordered structure with a 
planar backbone chain, hence it allows for long conjugation lengths along the chain, and leads to 
absorption further into the red compared to RRa-P3HT. In contrast, due to random monomer 
connections, RRa-P3HT forms a solid structure with a distorted or tilted backbone chain, leading to 
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short conjugation and consequently a blue shift in its absorption. In addition to this, the planar 
formation of RR P3HT also leads to π-π stacking of the polymer chains which results in interchain 
interaction. This helps RR-P3HT to form large crystal domains, which assist charge separation 
whereas RRa-P3HT tends to form amorphous films and loses more photogenerated excitons by 
geminate recombination [14]. In terms of carrier mobility, it has been demonstrated that P3HT with 
very high regioregularity (>98%) provides hole mobilities up to 10-4 cm2V-1s-1, an order of magnitude 
higher than material of medium regioregularity (94%) [15]. We, therefore, decided to use RR-P3HT 
and InP QDs as our donor/acceptor materials pair in this work chapter. 
 
Figure 4-3. Chemical structure of RR-P3HT (a) and RRa-P3HT (b). 
 This chapter focuses on investigating charge transfer in P3HT:InP blends for photovoltaic 
applications. Similar to electron transfer in P3HT:PCBM blends, if this process happens in P3HT:InP 
QD blend, we expect to see photoluminescence quenching and the formation of P3HT+ polarons 
which can be probed by methods such as transient absorption spectroscopy. Therefore, 
photoluminescence and transient absorption spectroscopy were employed here to confirm the 
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hypothesis. However, the formation of the P3HT+ polarons via hole transfer from the InP QD to P3HT 
is also possible. Because of limitations in our steady-state photoluminescence measurement, 
discussed later, we also performed time-correlated single photon counting measurement to 
investigate changes in the luminescence lifetimes of the InP QDs to gain further information about 
the charge generation process. After the process of charge transfer had been confirmed, sample 
preparation conditions were then optimised to maximise the polaron yield. 
4.3 Experimental 
Regio-regular P3HT was purchased from Merck (RR = 94.7%, Mn = 50740 g/mol., Mw ≈ 
67615 g/mol., PDI = 1.33). InP QDs were synthesised by the synthesis method described in Chapter 
3. Surface ligands of the InP QDs were exchanged with pyridine prior to blending with P3HT. 
For photoluminescence quenching studies, blends of P3HT and the InP QDs were prepared 
by mixing stock P3HT solutions (40 mg/ml in ODCB) and stock InP QD solutions (140 mg/ml in 
pyridine, which is close to the saturation concentration of the QDs). The sample solutions were 
prepared at 1:1, 1:3, 1:6, and 1:10 P3HT:QD weight ratios, which corresponds to 50, 75, 85.7, and 
90.9 wt% of quantum dots respectively. The co-solvent for the blend solutions was 75 vol% ODCB in 
ODCB-pyridine. It is noted that all the solutions were prepared by adding the P3HT solution into the 
InP QD solution as it was found to be the most effective way to keep the materials in solution and 
avoid aggregation. After mixing, all the solutions, except the 1:10 blend, were kept stirring on a hot 
plate at 60 °C in ambient atmosphere before the spin casting step. In the case of the 1:10 blend, 
since it was prone to aggregation at low temperatures, it was kept stirring at 90 °C. P3HT:InP films 
were prepared by spin casting onto pre-cleaned glass (see section 2.1.3) at 2000 rpm for 1 min. The 
film thickness varied from 100 to 300 nm depending upon solution concentration. However, in all 
transient absorption measurements, corrections for different film thicknesses were made by taking 
into account the optical densities of the films to allow comparison between samples. The blend films 
were left unannealed or were annealed in N2 at 140 °C for 20 min. 
 Transient absorption measurements were performed by exciting at 510 nm, the absorption 
peak of the P3HT:InP blend. It is expected that P3HT dominates the absorption in the blend due to 
the higher extinction coefficient of the polymer. Unless indicated elsewhere, the signals were 
probed at 980 nm, which is the peak of the P3HT+ polaron absorption. All measurements were 
carried out under a N2 atmosphere to avoid any degradation or photo-oxidation. The excitation 
intensities used in this chapter were in the range of 30-50 µJ/cm2. Note that although this intensity 
range is not in the linear region (but not reaching the saturation yet), we selected this region in 
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order to maximise signal to noise ratio following the procedure in Ref [16]. All TAS signals were 
corrected by dividing through by the absorption at the excitation wavelength before comparison. 
 Time-correlated single photon counting (TCSPC) signals were measured for the different 
blend compositions ranging from 20 wt% to 80 wt% of QD. All the films were excited by a laser diode 
at 404 nm and the signals were recorded at the emission peak of the InP QDs, 674 nm, counting to 
10000 counts. The instrument response function was determined under the same conditions by 
placing normal clean glass in the sample position. This data is labelled ‘prompt’. 
4.4 Results and discussions 
4.4.1 Preparation of P3HT:InP quantum dot blend 
Pyridine-capped InP QDs, prepared in the manner described in chapter 3, are soluble in 
pyridine while P3HT is soluble in chlorinated solvents such as chlorobenzene (CB), 1,2-
dichlorobenzene (ODCB), 1,2,4-trichlorobenzene (TCB), and chloroform but not in pyridine. Using  
co-solvent permits blending of the two materials. Huynh et al. [17] reported successful blending of 
P3HT and CdSe nanorods. They showed that the highest device EQE was obtained in the sample with 
least phase separation which is influenced by the composition ratio of the co-solvent. It is seen in 
Figure 4-4 that P3HT starts to dissolve well in 80-90 vol% of CB in CB-pyridine co-solvent and 70-80 
vol% of ODCB in ODCB-pyridine co-solvent. The higher the vol% of pyridine in the co-solvent the 
better the solubility of the InP QDs. Therefore ODCB-pyridine was used as a solvent for the blend 
since it offers higher pyridine content without sacrificing P3HT solubility. The vol% of ODCB in the co-
solvent was set at 75% as it provides the highest pyridine content for dissolving the InP QDs while 
still dissolving P3HT. Figure 4-5 show aggregated and well-dissolved P3HT/InP solutions obtained, 
using 50 and 75 vol% of ODCB co-solvent respectively. Example of films spun from aggregating and 
well-dissolved blend solutions are shown in Figure 4-5, leading to uneven and uniform thin films 
respectively. 75 vol% mixtures of ODCB in ODCB-pyridine (providing non-aggregated blend solution 
and good film quality) was therefore used as a co-solvent for the P3HT:InP QD blends. 
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Figure 4-4. (left) P3HT in CB-pyridine co-solvent using various concentrations of chlorobenzene. The P3HT solution starts 
to aggregate and turns dark in the co-solvent with vol% of CB below 90 wt%. (right) P3HT in ODCB-pyridine co-solvent 
using various concentrations of ODCB. In this case, the solution starts to aggregate in the co-solvent with ODCB content 
below 80%. 
 
Figure 4-5. Left picture shows aggregation in P3HT:InPpy blend solution using 50 vol% ODCB in a ODCB-py co-solvent. 
Top right picture shows blend solution using 75 vol% ODCB in a ODCB-py co-solvent. Bottom middle picture shows a 
blend film spun from the aggregated solution and bottom right picture shows a film spun from non-aggregated solution. 
4.4.2 Absorption and Photoluminescence quenching  
Absorption spectra for the InP QDs (after pyridine exchange), P3HT and the P3HT:InP blends 
are shown in Figure 4-6. The InP QDs had broad first excitonic peak around 500-550 nm suggesting a 
fairly broad size distribution. The P3HT showed well-resolved absorption features typical of RR-P3HT 
at 520, 555, and 605 nm, similar to spectra reported elsewhere. [18-20]. The P3HT:InP QD blends 
showed contributions from both the QDs and the polymer. The higher the QD content in the blend, 
the stronger the absorption in the region below 550 nm. In addition, the spectra showed a 
significant blue shift in the polymer component in the case of the 85.7 and 90.9 wt% QD blends. This 
suggests loss of P3HT crystallinity and conjugation due to steric interference by the QD. However, 
we note that the lowest energy transition at 605 nm, did not change with the concentration of InP 
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QD. This feature is known to arises from interchain interactions, indicating there is good connectivity 
between individual chains in the blend up to 85.7 wt% QD. [21]. This 605 nm feature could not be 
discerned at the highest QD concentration of90.9 wt% QD. 
 
Figure 4-6. Absorption spectra of P3HT:InP QD blend at 50 wt% (blue), 75 wt%(green), 85.7 wt% (brown), and 90.9 wt% 
(red) of InP QD. The spectra for pure InP QD (dark yellow) and P3HT (grey) are also shown for comparison. 
 
Figure 4-7. Normalised absorption (broken lines) and photoluminescence spectra (solid lines) of InP QD (grey lines), 
P3HT (red lines) and P3HT:InP QD (75 wt% QD) blend (black lines). All photoluminescence data were obtained from 
excitation at 450 nm. All films were annealed at 140 °C for 20 min. 
Figure 4-7 shows absorption and photoluminescence spectra of neat P3HT, InP (from now 
on, ‘InP’ will refer to InP quantum dots), and P3HT:InP (75 wt% QD). As discussed in the previous 
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section for the size of quantum dots chosen, it is energetically favourable for electron transfer from 
the LUMO of P3HT to the conduction band of InP. In this section, we look at P3HT 
photoluminescence to investigate the residual singlet exciton in P3HT after QD incorporation. It is, 
however, important to ensure that only P3HT is excited so as to minimise interference from QD 
emission. Unfortunately, the P3HT and InP QD absorption spectra overlap each other. Hence, we 
selected the excitation wavelength which provides the maximum signal from the P3HT but the 
minimum signal from the InP QD. Figure 4-8 shows photoluminescence excitation spectra of pure 
films of P3HT and InP, detecting at the P3HT emission peak position (714 nm). The luminescence 
intensity in P3HT is about an order of magnitude higher than that in the InP QDs. The wavelengths 
where the P3HT emission exceeds that of the InP by ten or more are at 400 nm, 605 nm, and 620 
nm. However, considering that the 2nd harmonic of the 400 nm excitation overlaps the luminescence 
data at 800 nm, the 400 nm option was ruled out. As for the 620 nm excitation, the excitation 
position itself lies on the photoluminescence spectra, hence it is not a suitable choice. The 605 nm 
excitation is the only option that meets the requirement of not obscuring the photoluminescence 
spectra and was therefore selected. 
 
Figure 4-8. Photoluminescence excitation spectra for neat films of P3HT (black line with filled square) and InP (red line 
with filled circle). The spectra were obtained at the P3HT emission peak, 714 nm. 
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Figure 4-9. a) Photoluminescence of neat P3HT (black line), InP (brown line), and P3HT:InP blend films. The QD contents 
in the blends were 50 wt% (dark yellow), 75% (dark grey), 85.7 wt% (grey), and 90.9 wt% (light grey). b) Relative 
photoluminescence integrated area comparing blends with different InP QD loadings. 
 Figure 4-9 a) shows the blend emission for the different QD loadings, exciting at 605 nm 
where the relative emission contribution from P3HT is highest. The spectra of neat P3HT and InP are 
included for comparison. Increased QD content led to a reduction in the intensity of the P3HT 
photoluminescence. The relative photoluminescence area (integrated PL intensity from 620 to 850 
nm) is plotted against quantum dot loading in Figure 4-9 b). The P3HT emission is reduced by more 
than a factor of two after blending with 50 wt% QD. The strongest quenching was found in the blend 
with 90.9 wt% QD where 76.5 % of the photoluminescence intensity is quenched. Although 
photoluminescence decreases with higher QD loading, it is not completely quenched at high QD 
loading. This suggests the existence of some phase segregation in the P3HT:InP QD blend. (In the 
case of well-mixed P3HT and InP, complete quenching should be observed). Similar incomplete 
quenching has also been reported for CdSe-MEHPPV blends [22], CdSe-P3HT blends [23] and 
polymer-polymer blends [24].  
 So far, we observed photoluminescence quenching of P3HT in the P3HT:InP blend. However, 
it cannot yet be concluded that this is due to charge transfer in the blend. There are various causes 
of photoluminescence quenching such as charge transfer, energy transfer, or even chemical 
reactions that inhibit photoluminescence. For the P3HT:InP blends studied here, chemical reactions 
can be ruled out as there is no sign of new species or any obvious change in the absorption of the 
blend (compared with the neat materials). Therefore the most likely causes of PL quenching are 
energy transfer or charge transfer. To decide whether the quenching was due to energy transfer or 
charge transfer, transient absorption measurements were carried out. 
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4.4.3 Transient absorption spectroscopy: investigation of free charge carriers  
 
Figure 4-10. Transient absorption spectra of P3HT:InP (85 wt% InP QD, red), P3HT:PCBM (50 wt% PCBM, black), and 
PS:InP (85 wt% InP QD, blue) blends. All samples were annealed at 140 °C for 20 min under ambient atmosphere. The 
excitation wavelength was 510 nm. 
Transient absorption spectroscopy was used to monitor the existence of the P3HT+ polaron 
in the blend after photoexcitation; which arises from electron transfer from P3HT to InP. The P3HT+ 
polaron has been investigated using frequency domain photoinduced absorption [25, 26] and 
transient absorption measurements (polymer-polymer blends [27, 28], hybrid P3HT:CdS blends 
[16]). Transient absorption spectra of P3HT:PCBM (50 wt% PCBM) and P3HT:InP (85.7 wt% InP QD) 
are shown in Figure 4-10. The transient absorption of P3HT:PCBM shows a characteristic peak at 980 
nm corresponding to a one-dimensional localized P3HT+ polaron. In addition, another broad peak at 
around 690 nm has previously been attributed to two-dimensional delocalized polarons[25]. There is 
also bleaching in the transient absorption spectra at around 600 nm which corresponds to 
depopulation of the ground state P3HT. The TAS spectrum of P3HT:InP closely resembles that of 
P3HT:PCBM indicating that the two spectra are caused by the same photoexcited species. In addition 
for reference purposes, non-conjugated polystyrene was used as a host material for the InP QDs to 
investigate the transient absorption signal from the InP QDs. However, it is seen in Figure 4-10 that 
there was no significant signal from the PS:InP QD blend. This suggests that there is no self-charge 
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transfer amongst the QDs which could contribute to the signal in P3HT:InP blend. Hence, it is very 
probable that the signal in P3HT:InP blend is solely from P3HT+ polaron. 
We conclude from the TAS data that the P3HT photoluminescence quenching is due to 
electron transfer from P3HT to InP. However, there are four possible ways to yield P3HT+ polarons as 
illustrated in Figure 4-11. The first mechanism is photoexcitation and exciton formation in P3HT and 
subsequent electron transfer to the QD. The second mechanism is photoexcitation and exciton 
formation in P3HT, followed by energy transfer to InP, and then hole transfer from InP to P3HT. This 
case is unlikely as the absorption spectrum of the InP quantum dots and the photoluminescence 
spectrum of P3HT only have a small overlap region. In addition, the QDs have a very low extinction 
coefficient in the region of P3HT emission as it is tail of their absorption. The third mechanism is that 
the InP QD is excited (the P3HT:InP blend was excited at 510 nm, therefore the InP QD is also 
excited) and excitons are formed in the InP QD. Subsequently, energy transfer occurs from InP QD to 
P3HT and followed by electron transfer back to InP QD. This case is possible as there is a fairly large 
overlap between the absorption of P3HT (at least for the interchain transition, 605 nm) and the InP 
QD emission. In addition, the extinction coefficient of P3HT is relatively high. Therefore, this case is a 
clear possibility. The last mechanism involves photoexcitation of the InP QDs, leading to exciton 
formation in the QDs, followed by hole transfer to P3HT. This case is also possible as it is 
energetically favourable. To provide further insight into the origin of the quenching, we used time-
correlated single photon counting to measure the lifetime of InP QD photoluminescence in neat 
films and the blend. 
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Figure 4-11. Four possible mechanisms to obtain the P3HT positive polaron. Route a), exciting the polymer, followed by 
electron transfer to the QD. Route b), exciting the polymer, followed by energy transfer to the QD and hole transfer to 
the polymer. Route c), exciting the QD, followed by energy transfer to the polymer and then electron transfer back to 
the QD. Route d) exciting the QD followed by hole transfer to the polymer. 
4.4.4 Time-correlated photoluminescence; evidence of hole transport 
If the photoluminescence of the QD is quenched by P3HT, a reduction in the InP QD lifetime 
will be observed. However, this will only be evident when the photoluminescence lifetimes of P3HT 
and the InP QDs are clearly distinguishable. Figure 4-12 shows photoluminescence decays of neat 
P3HT and InP taken at the QD emission peak, 674 nm. It is clear that the luminescence lifetime of 
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P3HT is much shorter than that of InP QD. This is consistent with the typical fluorescence lifetimes of 
quantum dots which are 10-100 ns, an order of magnitude longer than most organic dyes [29]. By 
fitting these data to exponential functions, the P3HT luminescence lifetime was determined to be 
340 ps. It must be noted that because the excitation pulse width is 200 ps, this lifetime is very close 
to the instrument response limit. Therefore, the measurement indicates that the P3HT luminescence 
lifetime is in the order of hundred picoseconds but cannot provide an accurate value. An accurate 
lifetime measurement could be obtained using a faster response method such as ultrafast 
fluorescence upconversion but this is out of the scope of this work. 
 
Figure 4-12. Photoluminescence decay of P3HT thin film (brown), and InP QD thin film (green) and the instrument 
response function (grey). Both samples were spun from solution using ODCB-pyridine co-solvent. The samples were 
excited at 404 nm and probed at 674 nm). 
In the case of InP, the data was fitted to a bi-exponential decay. The first component decays 
majority of the luminescence (98.47%) had a lifetime of 251 ps. This is in the same timescale as that 
of P3HT; hence, the account of instrument response must be noted. A similar fast decay in solid 
state InP/ZnS was reported by Ung et al. [30] and was ascribed to extra surface trap states in close-
packed QDs. However, it must be noted that the fast component in InP/ZnS was observed to decay 
on in the order of ten nanoseconds compare to sub-nanosecond for the InP QDs in this study. This 
faster decay in the InP may be due to there being more surface defects than the alloy InP/ZnS QD. 
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Another possibility of this fast decay is Förster Resonance Energy Transfer (FRET) which may occur 
between differently sized InP QDs within the size distribution. This has been reported by Klar et al. 
where they observed FRET between a CdTe monolayer with sub-nanosecond luminescence lifetime 
[31]. The slower decay component of the InP QD luminescence had a lifetime of 5.39 ns and 
accounted for 1.53% of the total luminescence. This component is suitable for monitoring the effect 
of P3HT incorporation as there is no contribution from P3HT luminescence on this timescales, see 
Figure 4-12.  
 
Figure 4-13. Photoluminescence decay of InP QD (green), P3HT (brown), and P3HT:InP blend with 20 wt% InP (blue), 40 
wt% InP (dark yellow), 60 wt% InP (orange), and 80 wt% InP (red). 
Figure 4-13 shows photoluminescence decay data in P3HT:InP QD solid-state thin films. The 
decays show clearly reduced luminescence lifetimes in samples with increasing P3HT content. It 
should be noticed that the spikes at around 2 and 24 ns, found in all decays, were from the 
instrument response and are attributed to scattered photons from the source. As discussed above, it 
is clearly seen that all the decays except for pristine P3HT are composed of two components, the fast 
decay in the sub-nanosecond timescale and the slow decay in the nanosecond timescale. To extract 
the lifetime of these two components, the data was again fitted to two exponentials and the fitting 
parameters are tabulated in Error! Reference source not found.. The significant reduction in the 
time constant τ2 suggests luminescence quenching of InP by P3HT. Photoluminescence quenching of 
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the slower component has previously been observed in InP QDs solution by Selmarten et al. [11]. 
They reported that the introduction of P3HT into an InP QD solution quenched the InP QD 
photoluminescence but did not affect the photoluminescence lifetime. This is ascribed to a static 
quenching mechanism in which P3HT chains stick to InP QDs and pulls them out of the emitting 
population. However, in solid state as observed here, such a mechanism can be ruled as neither 
species is mobile. Given the fact that the P3HT+ polaron was observed, we ascribe the quenching to 
hole transfer from the InP QD to P3HT at the material interface. 
Table 4-1.Parameters extracted from fitting data in Figure 4-13 with exponential decay function. 
Samples τ1 (ps) 
Contribution 
to decay (%) 
τ2 (ns) 
Contribution 
to decay (%) 
InP QD 251 98.47 5.39 1.53 
Blend, 80% InP 260 93.96 2.44 6.04 
Blend, 60 wt% InP 355 95.85 1.88 4.15 
Blend, 40 wt% InP 285 91.96 1.06 8.04 
Blend, 20 wt% InP 248 96.43 1.19 3.57 
Pristine P3HT 328 68.14 0.34 31.86 
 
4.4.4.1 Optimising charge generation yield 
 The previous section revealed the formation of P3HT+ polarons which are mainly generated 
by electron transfer from the P3HT LUMO to the conduction of the InP QD due to the strong 
absorption of the P3HT at the chosen excitation wavelength. Next, we sought to optimise the 
processing conditions to obtain the maximum P3HT+ polaron yield which is important for achieving 
efficient hybrid solar cells (see chapter 5). 
We selected the blend with the second highest photoluminescence quenching, i.e. the 85.7 
wt% QD blend, to investigate the excitation intensity dependence because of the difficulty in 
preparing and stabilizing blend solutions with 90.9 wt% QD. The purpose of this experiment was to 
determine the intensity range which would give a reasonably strong signal but would still be in the 
linear regime, (not in saturation). Figure 4-14 indicates increasing polaron yield as the excitation 
intensity increases. The amplitude of each decay at 1.5 µs is plotted against laser intensity in the 
inset of Figure 4-14. The plot shows a sub-linear curve approaching saturation at higher intensity. 
The red dash line in the inset of Figure 4-14 indicates an approximately linear regime where ΔOD is 
proportional to the excitation intensity (<5 µJ/cm2). Ideally, the measurement should be performed 
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in this regime to ensure that the observed signal does not reach the saturation. However, for the 
work due to the weak signal strength, we selected an excitation range of 30-50 µJ/cm2 for our yield 
measurements to improve the signal to noise ratio. We also ensured that within this regime the 
signal (although responding sub-linearly to the excitation) had not reached the saturation yet. 
 
Figure 4-14. Transient absorption decay kinetics obtained from different excitation intensities. The sample was a 85.7 
wt% QD P3HT:InP QD blend, annealed at 250 °C. The inset shows average ΔOD versus laser intensity. The blue solid line 
in the inset indicate the trend of reaching saturation at higher intensity (>70 µJ/cm
2
) whereas the red dash line indicate 
the intensity range (<5 µJ/cm
2
) which provides a linear response. 
 A similar intensity dependence has been reported in MDMO-PPV:PCBM [32, 33] and 
P3HT:PCBM [27] blends. For which, it has been observed that the fast phase (timescale shorter than 
µs) of the decay is dependent on the excitation intensity whereas the slow phase (timescale longer 
than µs) is intensity independent. This behaviour was explained by a trap-limited model. The slow-
phase decay is the result of trapping-detrapping of polarons, therefore the amplitude of the signal 
depends on the density of trap states. At high excitation intensities, these trap states are filled, 
leading to intensity independence of the TAS signal. In contrast, the fast-phase signal occurs in the 
time window faster than the process of trapping-detrapping, (and is perhaps attributable to 
geminate recombination). As a consequence, higher excitation intensities lead to higher signals. In 
addition, the slow phase of this trap-limited decay can be fitted to a time-dependent power law as in 
Equation 4-1, 
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4-1 
where p is polaron density (corresponding to ΔOD),   is time, and α is a fitting constant. α can be 
obtained from the gradient in the log-log plot. α is an indication of thermal traps that limit the 
diffusion of charges. In P3HT:PCBM, α has been reported to decreased from 0.65 to 0.38 when PCBM 
content is increased from 5wt% to 50 wt% [27]. Reduction in α indicates a decrease in the rate of 
bimolecular recombination and is consistent with the fact that higher PCBM content leads to lower 
the crystallinity of the P3HT [14]. The P3HT:InP decay dynamics obtained from 50 wt%, 75.0 wt% and 
85.7 wt% QD blends are shown in Figure 4-15. All kinetics fitted well to power laws. Hence, it is 
possible to infer that the decay dynamics in P3HT:InP QD are likely to be trap-limited. It is also seen 
that the α decrease with higher QD loading, consistent with previously reported results for 
P3HT:PCBM. The decrease of α also indicates that a slower rate of bimolecular recombination is 
obtained with higher QD content. 
 
Figure 4-15. Transient absorption kinetics of the P3HT
+
 polaron in P3HT:InP QD blends at different QD loadings, 50.0 
(green), 75.0 (dark yellow), and 85.7 wt% QD (brown). 
As for the positive polaron yield, the data shows significantly increased polaron yield when 
more QDs were added. Average polaron yields at 1 µs were 0.15, 0.20, and 0.45 for 50.0 wt%, 75.0 
wt%, and 85.7 wt % respectively. The increasing polaron yield with increasing QD loading is 
consistent with the larger interface area in the blend which offers more chance for the 
 104 
 
photogenerated excitons to reach an interface and undergo charge separation. However, it should 
be noted that higher QD incorporation also disrupts P3HT crystallinity and increases recombination. 
These two competing processes must be balanced to obtain a suitable blend composition. 
 Thermal annealing is known to improve the charge generation yield in many P3HT/acceptor 
blends due to improved phase aggregation and crystallinity of the polymer. The 85.7 wt% QD blend 
was annealed at different temperatures in the range of 86 °C – 250 °C in a N2 atmosphere. Polaron 
yields obtained from different annealing temperatures are compared in Figure 4-16. The yield was 
found to increase with temperature up to 250 °C. Higher temperatures than 250 °C were not 
investigated as annealing at 200 °C and 250 °C was found to cause significant color changes, 
suggesting degradation or changing crystallinity of the polymer structure.  
A comparison of the P3HT/InP blend with P3HT/PCBM is shown in Figure 4-17. The TAS 
signals of P3HT:PCBM and P3HT:InP were collected under the same measuring conditions and both 
blends were annealed at the same temperature, 140 °C for the purpose of comparison (the data 
were also corrected for the absorption of the sample films prior to the comparison). It is clearly seen 
that the P3HT/InP blend provides substantially higher polaron yields (0.52 mOD vs 0.22 mOD from 
P3HT/PCBM). Given that P3HT:PCBM blends can yield device efficiencies of 3% or more, P3HT/InP 
offers the prospect of yielding even higher efficiencies. In addition, another promising advantage 
from the P3HT/InP is the lifetime of the polaron. It is clearly seen that polarons generated in the 
P3HT/InP have significantly longer lifetimes than those in P3HT/PCBM. This allows more time for 
charge carriers to be transported to the electrodes, leading ultimately to improve device efficiencies. 
This makes the P3HT/InP a promising hybrid material for photovoltaic applications. 
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Figure 4-16. Transient absorption decay kinetics of P3HT:InP blend (85 wt% QD) at different annealing temperatures. 
The data were collected by exciting at 500 nm (48.2 µJ/cm
2
) and probing at 980 nm. 
 
Figure 4-17. Transient absorption decay kinetics of P3HT:InP QD (orange) and P3HT:PCBM (black). Both samples were 
annealed at 140 °C under N2 atmosphere for 20 min. The data were collected by exciting at 500 nm (48.2 µJ/cm
2
) and 
probing at 980 nm. 
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4.5 Conclusion 
 We have shown that P3HT and InP QDs can be blended using the co-solvent ODCB-pyridine 
at 75 vol% ODCB. The blends show quenching of P3HT and InP QD emission. On the basis of transient 
absorption spectroscopy, which confirms the existence of P3HT+ polarons, we proposed possible 
mechanisms that can lead to the generation of P3HT+. However, due to the relatively higher 
extinction coefficient of P3HT, we suggest that the main charge generation mechanism is electron 
transfer from P3HT to InP QD. The decay dynamics of the P3HT+ polaron followed a similar power 
law to that in P3HT:PCBM (as can be seen that the charge generation reaches saturation at high 
excitation). We concluded that P3HT+ polarons formed in the P3HT:InP QD blend were trap-limited. 
Most importantly, the polaron yield observed in P3HT:InP QD is relatively higher than that in 
P3HT:PCBM and exhibits a slower decay dynamic.  
 The observations in this chapter provide valuable information for the development of hybrid 
solar cells. First, we have shown that low toxicity InP is capable of acting as an electron acceptor in 
hybrid solar cells. This could draw attention in this research field towards the use of alternative less 
toxic materials. Secondly, the transient absorption studies and time-correlated photoluminescence 
studies performed here provide a first step towards understanding the mechanism of charge 
generation in hybrid polymer/nanocrystal system. Lastly, the relatively high charge generation yield 
(compared to P3HT/PCBM) combined with the long lifetime provide confidence in the viability of 
using InP/P3HT and other hybrid materials for photovoltaic applications. 
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5. Fabrication and characterisation of P3HT:InP 
hybrid devices 
5.1 Abstract 
This chapter focuses on solar cell fabrication using the 85.7 wt% QD in P3HT/InP blend, 
which was determined in chapter 4 to provide a high charge generation yield while remaining readily 
processable. First, device parameters were optimised to give reproducible and reasonably high 
device performance. Specifically, we investigated the effects of the InP surface ligand, the device 
structure, and the solvent for the active layer. The optimal device performance was obtained using a 
conventional device structure with InP-py QD as an acceptor and an ODCB-pyridine solvent mixture. 
Investigations were then performed to determine the effect of thermal annealing which is known to 
improve device performance in polymer/fullerene blends and was shown in chapter 4 to improve 
the yield of charge generation. An approximately linear increase in photocurrent with thermal 
annealing temperature was observed up to 250 °C. Annealing at 250 °C was found to distort the 
P3HT crystalline structure, leading to either improved or worsened device performance. Our findings 
show that thermal annealing can be employed to improve the efficiency of the hybrid solar cells in a 
similar way to polymer/fullerene solar cells, although the effect is uncertain when the devices are 
annealed at excessively high temperatures. 
5.2 Introduction  
Efficient organic solar cells are achieved by utilising the energy level offsets between p-type 
electron donors and n-type electron acceptors to drive charge separation. Device efficiencies 
exceeding 6-7% have been reported in P3HT:fullerene (7.3%) [1], PCDTBT:PC71BM (6.7%), and 
PTB7:PC71BM (8.4%) devices [2]. However, polymer:fullerene solar cells suffer from low charge 
carrier mobilities and short exciton diffusion lengths limiting their ultimate efficiencies. As an 
alternative to fullerene acceptors, there have been attempts to use relatively high charge mobility 
inorganic nanoparticles. Although hybrid solar cells at present provide lower efficiencies than 
polymer:fullerene solar cells, they are potentially advantageous in many aspects. The band gap 
tunability through particle size allows the HOMO-HOMO and LUMO-LUMO energy offsets to be 
controlled. Brandenburg et al. observed an increase in Voc when P3HT was blended with 
progressively smaller CdSe QDs and extension of the light absorption into the red when blended 
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with larger CdSe quantum dots [3]. In addition to the Brandenburg’s work, it was reported by Yang 
et al. [4] that increasing the size of CdSe nanocrystals leads to increasing electron mobility in the QDs 
which consequently results in higher Jsc. Higher geometry nanoparticles such as CdSe nanorods 
(NRs) and CdSe tetrapods (TPs) have been shown to improve short circuit currents and result in 
improved power conversion efficiencies from 0.06% in P3HT/CdSe QD to 1.1% and 1.5 % in 
P3HT/CdSe (NR) and P3HT/CdSe (TP) respectively [5]. Blending of P3HT and CdSe hyperbranched 
nanocrystals has also been shown to yield power conversion efficiencies as high as 2.2% [6] due to 
improved three dimensional connectivity between individual nanoparticles. Another benefit of 
inorganic nanoparticles is the ability to extend light harvesting into the near-infrared region via low 
band gap materials such as PbSe [7] and FeS2 [8]. Photophysical studies on polymer-inorganic blends 
have previously been used to monitor charge carrier generation in common with the studies 
reported in the previous chapter. Photoinduced absorption spectroscopy (PIA) showed polymer 
polarons (P3HT, MDMO-PPV, or PDTPQx-HD) to have longer average lifetimes (around an order of 
magnitude longer) when blended with CdSe than organic acceptors such as PCBM [9]. This may be 
due to the dielectric constant of CdSe compared to PCBM. A similar long-lived P3HT+ polaron 
(microsecond timescale) was reported by Leventis et al. in P3HT:CdS blends [10]. Interestingly, the 
charge generation yield from the optimal P3HT:CdS blend was shown to be higher than that from 
P3HT:PCBM blend. The device with this P3HT:CdS blend provided 0.7 % power conversion efficiency 
under AM 1.5, 100 mW/cm2.  
In the previous chapter, we described photophysical studies on P3HT/InP blends, which 
indicated higher polaron yields than P3HT/PCBM. In this chapter we describe the fabrication and 
analysis of hybrid devices using an 85.7 wt% P3HT/InP blend. The first part of the chapter describes 
the optimisation of fabricating conditions with a view to obtaining reproducible data and relatively 
high device performance. We investigate the effect of InP surface ligand, device structure, and the 
solvent for the active layer. The second part focuses on the effect of thermal annealing on device 
performance, with a linear enhancement in Jsc and device PCE being observed with increasing 
annealing temperature up to 250 °C. Anomalous behaviour after annealing at 250 °C is discussed in 
detailed. 
5.3 Experimental 
 Following chapter 4, the blend with 85.7 wt% QD was selected for device studies due to its 
high polaron yield and relative ease of processing. 26 mg/ml solutions of poly(3-hexylthiophene) and 
InP were prepared using a 3:1 volume mixture of 1,2-dichlorobenzene and pyridine as solvent. The 
solutions were stirred overnight at 55 °C to ensure uniform mixing before use. Conventional 
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structure solar cells were fabricated by depositing 100 nm of PEDOT:PSS on ITO substrates followed 
by thermal annealing at 140 °C in air for a period of 20 min. Next, 60-80 nm films of P3HT, InP or the 
blend were spin cast onto the PEDOT:PSS layer (thickness of 30-40 nm). The samples were then 
transferred immediately into a N2 glove box where they were annealed at 140, 170, 200, or 250 °C 
for 20 min (note that, unless stated elsewhere, devices in each of the processing studies were 
annealed at 140 °C in N2 atmosphere for 20 min). Blend solutions of P3HT/PCBM at 1:1 weight ratio 
with a total concentration of 30 mg/ml were prepared to make control devices following the same 
procedure and annealed at 140 °C. Subsequently, 25 nm of Ca and 150 nm of Al were thermally 
evaporated as the top electrode (at a pressure below 5x10-9 bar). Inverted structure devices were 
fabricated by depositing the P3HT/InP blend solution onto pre-deposited TiO2 on an ITO substrate 
(see section 2.1.5.2). 100 nm of PEDOT:PSS was then spin-casted onto the active layer prior to 
thermally evaporating 100 nm of Ag as the top electrode. The fabricated devices were tested in a N2 
atmosphere (testing chamber) under AM1.5, 100 mW/cm2 simulated solar illumination conditions. 
5.4 Results and discussion 
5.4.1 Device optimisation 
5.4.1.1 Incorporating InP QD into P3HT 
 Before carrying out detailed devices studies, conventional structure solar cells using P3HT, 
P3HT/InP as-syn (as-synthesized InP QD), and P3HT/InP-py (pyridine-capped InP QD) as active layers 
were fabricated to test the effects of InP addition and ligand exchange on device behaviour. 
Considering the effect of InP addition, we compared the P3HT devices with the P3HT/InP as-syn 
ones. Although P3HT is known to be a polymer with a fairly high hole mobility, solar cells made from 
pristine P3HT have low efficiencies as seen in Figure 5-1 a) and in Table 5-1. This is because the free 
charge carriers cannot be generated from excitons due to the high exciton binding energy in the 
polymer. Incorporation of InP QDs into P3HT, resulting in the formation of a bulk heterojunction, 
helps improve device performance by enhancing charge generation as seen in the previous chapter. 
Devices with P3HT/InP as-syn improved the current density from 0.04 ± 0.05 mA/cm2 in a P3HT-only 
device to 0.14 ± 0.01 mA/cm2 (Table 5-1), consistent with increasing polaron yield in Figure 5-1 b), 
and led to a five-fold increase in the device efficiency from 0.0025 ± 0.0010 % to 0.012 ± 0.002 %. 
This result shows that incorporation of InP QDs into the polymer helps improves device efficiency 
even for QDs with long surface ligands. 
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As for the effect of surface ligand, it is known that the long non-conjugated carbon chains of 
common QD surface ligands such as hexadecylamine inhibit charge transfer between the polymer 
and the quantum dots [11]. Herein, InP-py was blended with P3HT to monitor the effect of switching 
to short conjugated ligands. A two-fold improvement was found in the current density compared to 
P3HT/InP as-syn, consistent with increasing polaron yield illustrated in Figure 5-1 b). The solar cells 
with P3HT/InP-py also showed a slight improvement in open circuit voltage and fill factor. In 
combination with a significant increase in the current density, this resulted in a doubling of the 
device power conversion efficiency in switching from P3HT/InP-as syn device to P3HT/InP-py one. 
This indicates that exchanging to the shorter surface ligands helps improve charge generation and 
consequently device efficiency. 
However, it should be noted that after addition of InP (both as-synthesized and pyridine-
capped), the dark current decreased by at least two order of magnitude (at -1 V). This may indicate 
interruption of charge transport in P3HT by the InP. The overall power conversion efficiency of the 
P3HT/InP-py device (0.025 ± 0.0010 %) was low compared to standard P3HT/PCBM device (around 3 
%) for reasons that will be discussed later. Nevertheless, this preliminary study indicated the 
feasibility of using P3HT/InP blends as an active layer in hybrid solar cells when the InP has been 
functionalised with pyridine surface ligands. All data below was obtained using InP-pyridine. 
 
Figure 5-1. a) Dark current and photo current of devices using pristine P3HT (blue dotted line and blue solid line 
respectively), P3HT:InP-as syn (red dotted line and red solid line respectively), and P3HT:InP-py (black dotted line and 
black solid line respectively). b) Transient absorption signal due to P3HT
+
 polaron in pristine (blue), P3HT:InP-as syn 
(red), and P3HT:InPpy (black). 
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Table 5-1. Device parameters of solar cells using pristine P3HT, P3HT/InP (as syn), and P3HT/InP-py blend. 
Device parameters Pristine P3HT P3HT/InP as-syn P3HT/InP-py 
Jsc (mA/cm
2) 0.04±0.005 0.14±0.01 0.21±0.013 
Voc (V) 0.22±0.07 0.22±0.04 0.32±0.01 
Fill factor 0.29±0.01 0.37±0.01 0.38±0.02 
Power conversion efficiency (%) 0.0025±0.0010 0.012±0.002 0.025±0.0010 
 
5.4.1.2 Device structure 
 The 85.7 wt% QD P3HT/InP blend was used to test the influence of device structure on 
device performance for reasons discussed in the previous chapter. Energy Level diagrams for the 
materials and device structures investigated here are illustrated in Figure 5-2. In the conventional 
devices, holes and electrons are collected at the ITO and aluminium electrodes respectively, whereas 
in the inverted structure devices, they are collected at silver and ITO respectively. The device 
performance is shown in Figure 5-3, for various annealing temperatures, using the fabrication 
conditions outlined above. Higher short circuit current densities (Jsc) were obtained in the 
conventional devices, especially for high annealing temperatures. The open circuit voltages (Voc) 
were found to be significantly higher in the conventional structure devices. As for the fill factors, 
both device structures provided similar values. Overall the conventional device structure offered 
higher power conversion efficiencies for all annealing conditions, with inverted devices typically 
being half as efficient or worse. In addition, the inverted devices showed a greater degree of scatter 
in their device parameters. A likely cause of this data variability is uneven coverage of the PEDOT:PSS 
layer (see Figure 5-4) since it is deposited from an aqueous-based solution and is therefore hard to 
coat uniformly on an organic-based active layer. The conventional device structure, therefore, was 
selected for device optimisation due to its higher performance and superior device-to-device 
consistency. 
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Figure 5-2. Energy diagram and schematic of conventional (left) and inverted (right) solar cells. 
 
 
Figure 5-3. Jsc (top left), Voc (top right), Fill factor (bottom left), and power conversion efficiency (bottom right) of 
conventional (black) and inverted (red) structure solar cells prepared using different annealing temperatures. 
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Figure 5-4. Photograph of films demonstrating uneven-coverage of the PEDOT:PSS layer when deposited on the active 
layer. The red-brown color is PEDOT:PSS and the pale brown color underneath is the P3HT-based blend. 
5.4.1.3 Solvent selection 
The choice of active layer solvent is a key factor that affects device performance. A good 
solvent helps mixing of dissimilar materials, for instance P3HT and InP QDs. The choice of solvent 
also influences film formation depending upon solvent properties such as the boiling point. Solvents 
with higher boiling points need more time to evaporate and hence provide more time for blend 
materials to reach the solid state. This usually leads to the formation of larger sized domains of 
higher crystallinity. Here, three co-solvents chlorobenzene (CB)-pyridine, 1,2-dichlorobenzene 
(ODCB)-pyridine, and 1,2,4-trichlorobenzene (TCB)-pyridine at 1:3 volume ratio were tested as they 
have substantially different boiling points of 131.0, 180.5, 214.4 °C. Two annealing temperatures, 
140 and 250 °C, were selected for device fabrication. The 140 °C annealing temperature was 
selected as it is similar to typical annealing conditions reported in the literature for P3HT:PCBM solar 
cells, whereas the 250 °C annealing temperature was chosen for its high polaron yield (see chapter 
4).  
 
Figure 5-5. Transient absorption signal due to P3HT
+
 polaron in P3HT:QD (1:6) blends annealed at 140 °C (a) and at      
250 °C (b). The samples were excited at 500 nm and probed at 980 nm. 
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Transient absorption traces of the blends in different solvents are illustrated in Figure 5-5 a) 
and b) using the measurement conditions stated in chapter 4. At both annealing temperatures, the 
transient absorption signal which is proportional to the polaron yield showed a slight increase from 
ODCB to CB to TCB. This suggests only a weak influence of the solvent on the polaron yield at the 
same annealing temperature. Hence unless there is a substantial difference in charge transport and 
charge collection for films deposited from the different solvents, the three devices would be 
expected to provide similar Jsc values. This is indeed the case for devices annealed at 140 °C as can 
be seen from the I-V plot (Figure 5-6 a) and summarised device parameters (Figure 5-7). But for 
devices annealed at 250 °C, a significant Jsc drop was observed for the TCB co-solvent. 
A more significant deviation was found for the open circuit voltage. In the case of annealing 
at 140 °C, devices fabricated using CB and ODCB co-solvent were both around 0.33-0.35 V but 
reduced significantly to 0.25 V with TCB co-solvent. In the case of devices annealed at 250 °C the 
highest Voc was obtained with ODCB co-solvent (0.48 V), while CB and TCB led to significantly lower 
Voc values of 0.23 and 0.08 V, respectively. In the case of fill factor, the devices showed roughly the 
same fill factor of around 0.35 V for the 140 °C annealed devices and slightly lower values of around 
0.30 for the 250 °C ones. Combining the three factors together, there were only small differences in 
the power conversion efficiencies of the devices annealed at 140 °C. However, devices using ODCB 
yields substantially higher PCEs than devices using the other two solvents due to relatively high Jsc 
and Voc value. Hence, ODCB co-solvent was selected for device fabrication. 
 
Figure 5-6. J-V characteristics of devices using co-solvents of pyridine and chlorobenzene (CB), 1,2-dichlorobenzene 
(ODCB) and 1,2,4-trichlorobenzene (TCB) as solvents for P3HT QD blend solutions. The devices were annealed at two 
temperatures, 140 °C (a) and 250 °C (b). The insets in a) and b) magnify the J-V curve for better comparison of Jsc, Voc, 
and fill factor. 
 After the preliminary studies on the surface ligand, device structure, and the blend co-
solvent, we chose the pyridine-capped ligand to blend with P3HT, conventional structure, and ODCB-
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pyridine as the co-solvent to carry out detailed studies on the effect of thermal annealing on device 
performance as described in the next section. 
 
Figure 5-7. Parameter comparison of solar cells using chlorobenzene (CB), otho-dichlorobenzene (ODCB) and 
trichlorobenzene (TCB) as solvents for P3HT QD blend solutions. The devices were annealed at two temperatures, 140 °C 
and 250 °C. 
5.4.2 Device study: thermal annealing 
Thermal annealing is known to modify the morphology of polymer:fullerene blends [12], 
typically resulting in more efficient charge generation and charge transport [13]. We therefore 
observed the effect of thermal annealing on hybrid P3HT:InP solar cells. Five annealing conditions; 
non-annealed, annealed at 140, 170, 200, and 250 °C, were chosen to investigate the effect of 
thermal annealing. Temperatures higher than 250 ° C were not used as the active layer began 
changing its color suggesting decomposition or degradation, see Figure 5-8 (Note that the 
absorption spectra of blend films annealed at different temperatures will be shown later).  
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Figure 5-8. Example of thin film P3HT:InP blends annealed at different temperature. 
Prior to the device studies, we performed transient absorption measurements on 
PEDOT:PSS/P3HT:InP thin film samples, replicating the real device conditions, to ensure there is no 
effect from PEDOT:PSS on charge generation. Figure 5-9 presents transient absorption kinetics 
measured on substrates annealed at 140 and 250 °C with and without PEDOT:PSS layer. The data did 
not reveal any obvious differences between the PEDOT-containing and PEDOT-free samples, 
suggesting no significant influence from the PEDOT:PSS.  
Next, charge generation in the P3HT:InP blend at the five different annealing conditions 
mentioned above was investigated using TAS. In broad agreement with the results presented in 
chapter 4, enhanced TAS signals implying higher polaron yields were obtained at higher annealing 
temperatures, see Figure 5-10 b). In addition, the TAS signal at 1.5 µs showed a roughly linear 
increase with increasing annealing temperature as shown in Figure 5-10 c). The TAS signal increased 
from 0.11 mOD for the unannealed sample to 0.76 mOD for the sample annealed at 250 °C. For the 
purpose of comparison, the TAS signal of the P3HT+ polaron in a P3HT:PCBM film annealed at 140 °C 
was measured under the same conditions, giving an amplitude of 0.21 mOD at 1.5 µs (see Figure 
5-10 a). This indicates that the charge generation yield in P3HT/InP is relatively high compare to the 
reference P3HT:PCBM. In addition, the decay lifetime of polarons in P3HT:InP is significantly longer 
than that in P3HT:PCBM. This indicates that the polarons generated in the P3HT:InP have more time 
than in P3HT:PCBM to transport and to be collected at respective electrodes. The advantage of 
providing higher polaron yields with longer decay lifetimes than the standard P3HT:PCBM blend, 
makes the P3HT:InP a promising materials system for photovoltaic applications.  
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Figure 5-9. Transient absorption kinetics of P3HT
+
 polarons from a 85.7 wt% of QD P3HT/InP blend. The plot shows 
signals from sample with and without a layer of PEDOT:PSS underneath the P3HT/InP. Results are shown for annealing 
temperatures of 140 °C (red and black line, respectively) and 250 °C (green and blue line, respectively). 
 
Figure 5-10. (a) Transient absorption kinetics of P3HT
+
 polaron for a P3HT:PCBM annealed at 140 °C. (b) Transient 
absorption kinetics of P3HT
+
 polaron in a 1:6 P3HT:InPpy blend film; unannealed (red), and annealed at 140 °C (green), 
170 °C (blue), 200 °C (pink), and 250 °C (brown). (c) Plot of ΔOD at 1.5 µs against annealing temperature showing linear 
increasing trend with increasing annealing temperature. 
Photovoltaic devices were fabricated using the 85.7 wt% QD blend and the same annealing 
conditions (unannealed, annealed at 140, 170, 200, and 250 °C). It is noted that annealing was 
carried out before thermal deposition of the top electrode (Ca/Al). Hence, the results presented 
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here are not attributable to any device improvement due to the formation of a better interface 
between the active layer and the top contact after thermal annealing. In Figure 5-11 a) and b), 
current-voltage plots of devices annealed at temperatures of up to 200 °C are shown under light and 
dark conditions, respectively. (Note, the results for 250 °C annealing are not included and will be 
discussed later). In addition, device parameters; Jsc, Voc, fill factor, and PCE were extracted and 
plotted as a function of annealing temperature in Figure 5-11 c). 
The current density shows an obvious increasing trend as the temperature rises. This is 
consistent with the increasing polaron yield discussed earlier (Figure 5-10 c). It implies that the 
increase in current is due to the generation of more free charge carriers in films annealed at higher 
temperatures. Despite the increasing Jsc upon thermal annealing, the absolute Jsc values are 
relatively low compared to P3HT:PCBM devices. The device data for a reference P3HT:PCBM device 
is shown in Figure 5-12. Considering the devices annealed at 140 °C, the P3HT:InP provided only 0.21 
mA/cm2 whereas the P3HT:PCBM provided 6.62 mA/cm2. This is in contradiction to the TAS results 
which imply double the polaron yield in P3HT:InP compared to P3HT:PCBM (0.40 and 0.21 mOD at 
1.5 µs respectively, see Figure 5-10 a and b). This unexpectedly low current is probably due to poor 
charge transport, leading to charge recombination before carriers can be collected at the respective 
electrodes. Supporting evidence for this conclusion is a significant increase in photocurrent with 
reverse bias from 0 to 1.5 V, which causes free charge carriers to be swept more rapidly (under the 
influence of the stronger internal field) towards the respective electrodes before they recombine.  
 The fill factor of the P3HT:InP devices improved with increasing annealing temperature 
despite the low absolute value. This implies that the charge transport is relatively poor but can be 
partly improved by thermal annealing. In the case of the open circuit voltage, the values varied 
slightly between 0.67-0.83 V. The power conversion efficiency of the P3HT:InP devices are low (the 
highest average of 0.06% was obtained from the device annealed at 200 °C) due to the combination 
of low current and low fill factor. Nevertheless, since the polaron yield is at least twice as high in the 
P3HT/InP blend as in the P3HT/PCBM blend, there is the possibility to greatly improve the device 
efficiency if the charge transport issue can be overcome.  
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Figure 5-11. J-V plots of 1:6 P3HT:InPpy hybrid device under AM1.5, 100 mW/cm
2
 under illumination (a) and in dark 
conditions (b); non-annealed (red), annealed at 140 °C (green), 170 °C (blue), and 200 °C (brown). (c) Device parameters; 
Jsc, Voc, fill factor, and power conversion efficiency as a function of annealing temperature. 
 
Figure 5-12. Current-Voltage plot for P3HT:PCBM device. The data were collected under AM1.5, 100 mW/cm
2
 simulated 
solar illumination conditions. 
 The above results relate to devices annealed at temperature of up to 200 °C. Such results are 
highly reproducible and show an approximately linear increase in Jsc as a function of temperature 
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(Figure 5-13 c) and as a function of polaron yield (Figure 5-13 d). Figure 5-13 c) suggests that the 
short circuit current can be improved by the process of thermal annealing which results in a linear 
increase up to 200 °C. However, the effect of thermal annealing becomes unpredictable when the 
active layer is annealed at 250 °C. In the case of the Jsc versus ΔOD relation, the result in Figure 5-13 
d) suggests a dependence of Jsc on charge generation yield which is consistent with other hybrid and 
polymer solar cells. However, the devices annealed at 250 °C gave two opposite outcomes varying 
from one batch to another without any obvious cause. In the first case, the average Jsc improved 
almost two-fold from 0.21 ± 0.05 mA/cm2, in the 200 °C devices, to 0.37 ± 0.04 mA/cm2. In contrast, 
in the second case devices showed a four-fold drop in Jsc relative to the 200 °C case (0.06 ± 0.02 
mA/cm2).  
Considering J-V curves of the first case and the second case (Figure 5-13 a) and b) 
respectively), the dark current in both cases showed a current leakage at negative bias compare to 
P3HT:PCBM (Figure 5-12) and P3HT:InP blends obtained at lower annealing temperatures (Figure 
5-11 b). This implies that annealing at 250 °C worsens the diode properties of the solar cells. The 
cause of these deviated results in the 250 °C sample is still unknown. However, the absorption 
spectra of the blends after annealing at different temperatures provided some insight into the origin 
of the 250 °C behaviour. The spectra of the blends in Figure 5-14 show contributions from both P3HT 
and InP (see chapter 4). The obvious features are the characteristic peaks of P3HT at 520, 550, and 
605 nm, which indicate that the well-ordered crystalline structure of pure P3HT [14] is still present in 
the PBHT:InP blend after annealing the samples at temperatures of up to 200 °C. However, these 
features are not present in the absorption spectrum for the blend annealed at 250 °C, indicative of 
loss of P3HT crystallinity. In addition, the absorption spectrum was blue shifted from the others, 
which suggests the loss of long range conjugation in the P3HT chain. It appears, as discussed above, 
that this disruption in morphology can either improve or worsen the charge transport. Similar 
behaviour is also found in the internal photon conversion efficiency (IPCE) where the shoulder peak 
at 605 nm clearly disappears in the 250 °C annealed samples. From Figure 5-14 a) and b), the IPCE 
data is slightly blue shifted from the absorption spectra. 
 In addition to the absorption spectra, differential scanning calorimetry measurements on 
InP, P3HT, and P3HT/InP blend were performed to investigate phase changes as a function of 
temperature. The results shown in Figure 5-15, Figure 5-16, and Figure 5-17 are DSC data for pristine 
P3HT, InP and 1:6 P3HT:InP films respectively. In the case of InP, there was no obvious phase 
transition peak whereas two transition peaks were obtained in the P3HT sample. The endothermic 
peak at 245 °C peak corresponds to melting of the P3HT crystal and the exothermic peak at 202 °C is 
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likely to be due to recrystallisation of the P3HT [15]. In the case of P3HT:InP blend, although the 
peaks at 202 °C and 245 °C are weak, possibly due to low quantity of P3HT, the data suggests that 
P3HT in the blend has the same crystallisation and re-crystallisation behaviour as the pristine P3HT. 
This information is consistent with the absorption data above which suggests the loss of P3HT 
crystallinity after annealing at 250 °C.  
 
Figure 5-13. J-V plots for the case 1 (a) and case 2 (b) devices. (c) Current density vs annealing temperature. (d) Current 
density versus ΔOD from devices annealed at different temperatures. 
 
 124 
 
 
Figure 5-14. Absorption spectra (a) and IPCE (b) of the 85.7 wt% P3HT/InP blends; unannealed (black), annealed at      
140 (red), 170 (green), 200 (blue), and 250 °C (brown). The spectra shows lost of the P3HT vibronic features after 
annealing at 250 °C. Note 1: Data has been stacked for ease of comparison. Note 2: the IPCE data of the 250 °C sample is 
from the improved case. The data from the worse case is not included due it being too low (<1%) to be distinguished 
from noise. 
 
Figure 5-15. Differential Scanning Calorimetry data of pristine P3HT film. 
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Figure 5-16. Differential Scanning Calorimetry data of InP QDs film. 
 
Figure 5-17. Differential Scanning Calorimetry data of 1:6 P3HT:InP blend film. 
 126 
 
 The light harvesting efficiency and IPCE of P3HT/PCBM and P3HT/InP are shown in Figure 
5-18 a) and b), respectively. The light harvesting efficiency in the P3HT/PCBM blend is around 60% at 
the peak wavelength whereas it is only around 30% for P3HT/InP. This means that the P3HT/InP 
blend only absorbed half as much as the P3HT/PCBM. This suggests that the P3HT content in the 
P3HT/InP blend is significantly lower than that in the P3HT/PCBM (in both cases P3HT is the 
dominating light absorbing materials). The light harvesting efficiency suggests that the amount of 
P3HT in the P3HT/InP blend is significantly lower than that in the P3HT/PCBM blend. This is 
consistent with the experimental condition as the total concentration of the P3HT/InP blend is 26 
mg/ml, corresponding to a net P3HT concentration of 3.7 mg/ml (given that P3HT:InP blend weight 
ratio is 1:6). In contrast, the net P3HT concentration is 15.0 mg/ml in P3HT/PCBM (1:1 weight ratio 
with total concentration of 30 mg/ml). Turning to IPCE, the results suggests that P3HT/PCBM is able 
to turn almost 50% of incident photons into current while the P3HT/InP blend is capable of only 
converting around 10%. It must be noted that these values are relative to number of incident 
photons not the number of photons absorbed by the active layer. Hence, the IPCE of the P3HT/InP 
can still be improved by increasing the active layer thickness. However, it should be noted that the 
thicker the active layer, the higher the chance that excitons will recombine before reaching the 
material interface. The external quantum efficiency of the P3HT+ polaron was measured by TAS at 
different excitation wavelengths: 400, 510, 567, and 620 nm. (The calculation of external quantum 
efficiency of P3HT+ polaron is shown in Equation 5-1 using molar absorption coefficient (ɛM) of 20000 
M-1cm-1 [16]) The polaron yields are shown alongside the IPCE in Figure 5-18 b). There is a close 
correspondence between the two plots, suggesting the IPCE are proportional to the charge 
generated at each excitation wavelength.  
                                 
      
      
 
5-1 
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Figure 5-18. The light harvesting efficiency (black) and IPCE data (red) of P3HT/PCBM (a) and P3HT/InP (b) blends. Also, 
included in the Figure 5-18 b) is incident P3HT
+
 polaron yield observed within the P3HT/InP sample. 
 Further evidence for poor charge transport in P3HT/InP devices comes from transmission 
electron micrographs of the active layer in Figure 5-19. The images were taken at a magnification of 
100000. The darker areas in the images correspond to the heavier inorganic domains whereas the 
lighter ones correspond to the polymer domains. No obvious difference is seen between the samples 
annealed at different temperature. It is noticed that the majority of the film area is dark, consistent 
with the relatively high weight ratio of the InP QDs in the blend. The inorganic and the polymer 
domains seem to mix well across the whole area, with domain sizes of 5 nm or less. As it has been 
reported that the exciton diffusion length in P3HT is below 10 nm [17, 18], the high charge 
generation yield in the P3HT/InP blend can be attributed to the fact that excitons can reach the 
interface before recombining. However, because of this large interface area and low phase 
segregation, the charge transport is adversely affected resulting in a low absolute current for all 
blend samples regardless of the annealing conditions.  
 According to the discussion above, the approach to improve the hybrid P3HT/InP efficiency 
is 1) using lower wt% of QD blend although this may occur at the cost of lower charge generation. 2) 
the annealing condition may be able to improve the device efficiency for example, annealing for a 
longer period of time or investigating the effect of different cooling rate which may lead to different 
levels of polymer crystallinity. 3) the overall absorption of the active layer can still be improved by 
preparing thicker films although this may affect the fraction of charges that reach the electrode 
before recombining.  
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Figure 5-19. TEM images of 85.7 wt% QD P3HT/InP blends; unannealed (a), annealed at 140 (b), 170 (c), 200 (d), and    
250 °C (e). The scale bar is 20 nm in all images. 
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5.5 Conclusion 
 We have demonstrated hybrid solar cells using 85.7 wt% QD P3HT/InP blends. The devices 
showed improving Jsc and PCE with increasing annealing temperature. However, the absolute device 
PCE is still low, with up to 0.06% efficiency in the 200 °C annealed device. The low device 
performance is unexpected given the relatively high polaron yield obtained from the blend and is 
attributed to poor charge transport and charge collection at electrodes. In addition to this, deviation 
of the device data was found in the device annealed at 250 °C with either an improvement or 
worsening of the performance compared to devices annealed at 200 °C. This is attributed to loss of 
P3HT crystallinity as shown in absorption and DSC results. Despite the low performance of the 
devices obtained in this study, considering the high polaron yield from P3HT/InP blend, higher device 
performance may still be achievable if the charge transport can be improved. 
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6. InP quantum dots as light emitters in hybrid 
light emitting diodes 
6.1 Abstract 
Quantum dots are suitable for light emitting diode applications due to their high 
photoluminescence efficiencies and narrow emission bands. In this chapter, we present preliminary 
studies of quantum dot based LEDs (QDLEDs) using InP QDs as an emitter with ZnO as an electron 
transporting layer and poly(9,9-dioctylfluorene) (PFO) as a host medium and a hole transporting 
layer. The QDLEDs exhibited electroluminescence originating from the quantum dots. Our findings 
show that ZnO plays a key role in suppressing the electroluminescence of PFO which is most likely 
due to the hole blocking effect of the ZnO layer. In addition to the device structure studies, the 
PFO:InP blend ratio was optimised to maximise the emission from InP. Although the overall 
efficiencies of the InP-based QDLEDs were low (typically 0.02-0.04 cd/A), the results suggest InP QDs 
are potential candidates for emitters in QDLEDs.  
6.2 Introduction 
Organic light emitting diodes (OLEDs) are light emitting devices whose emissive 
electroluminescent layers are organic semiconductors (small organic molecules and conjugated 
polymers). These organic materials are mostly solution-processable and hence allow layers to be 
deposited by simple solution based coating and printing methods [1]. Printing techniques are 
simpler than vapour deposition techniques [2] since they may be carried out under ambient low 
temperature conditions. The additive nature of the printing techniques which apply materials only 
where required beneficially reduces materials consumption and allows device fabrication on large 
area substrates, potentially leading to lower fabrication/production costs. In addition, as with OPV, 
OLEDs can be printed or coated on light and flexible substrates providing conformability both at the 
fabrication state and in the final product. As a result of such benefits, OLEDs are promising 
candidates for next generation lighting and display technology and have the potential to compete 
with conventional LEDs in the market place. 
The operating principles of LEDs are inversed to those of solar cells, and involve four 
fundamental steps, 1) charge injection, 2) charge transport, 3) exciton formation, and 4) radiative 
recombination. Figure 6-1 illustrates the operating principle of simple single layer (a) and multilayer 
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(b, c, and d) light emitting diodes. In single layer LEDs, electrons and holes are injected from the 
cathode and anode respectively into the semiconductor (electroluminescent layer), where they form 
excitons and recombine radiatively. In contrast, in multilayer LEDs, electrons and holes are first 
injected into electron transporting layers (ETL) and hole transporting layers (HTL) adjacent to the 
electrodes, and are transported to a recombination site that may be the HTL/ETL interface (b, c) or a 
separate layer (d). Exciton formation and recombination occur at the recombination site.  
 
Figure 6-1. Emission mechanisms in single layer (a) and multilayer (b, c, and d) light emitting diodes. In the single layer 
LED, electrons and hole areas injected from the cathode and the anode, respectively. The electrons and holes 
subsequently form excitons and radiatively recombine in the semiconductor layer. In multilayer devices, electrons 
(holes) are injected into the electron transporting layer-ETL (hole transporting layer-HTL) from the cathode (anode).     
b): Exciton formation and radiative recombination occur in the ETL which also acts as the emitting layer. In c): exciton 
formation and radiative recombination occur in the HTL which also acts as the emitting layer. d): Excitons form in the 
emitting layer before radiative recombination occurs. 
The use of charge transporting interlayers (HTLs and ETLs) in multilayer architectures 
provides many benefits in OLEDs. These include: improved charge injection into the emitting layer 
(EML) [3], confinement of charges in the emissive layer (EML) by acting as charge blocking layers [4], 
protection of the active layer against penetration by the top metal electrode [5] and lastly reduced 
charge recombination due to electrode quenching [6]. Electron and hole transporting materials 
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should have appropriate energy levels favourable for electron and hole injection from their 
respective electrodes. Typical ETL materials are oxadiazole and dendrimers, metal chelates, azo-
based materials, quinoline-based materials, anthrazoline-based materials, phenanthroline-based 
materials, and cyano-containing materials [7]. Typical HTL materials are biphenyl diamine 
derivatives, starburst amorphous molecules and spiro-linked molecules [8-10]. In some cases, the 
electron transporting and hole transporting materials can also work as an emitter in the LEDs. ETL 
and HTL materials should both have high glass transition temperatures (Tg) to form morphologically 
and thermally stable thin films. 
OLEDs can be classified as small molecule OLEDs (SMOLEDs) and polymer OLEDs (PLEDs). 
Small molecules are relatively easier to synthesise and purify compared to polymers. Tris-(8-
hydroxyquinoline) aluminium (Alq3) is one of the best known small molecules for OLED. Alq3 is 
typically used as an electron transporting layer and a green emitting layer. Recent studies on OLEDs 
using Alq3 as an emitter demonstrated maximum luminances of 52300 cd/m
2, maximum 
luminescence efficiencies of 4.6 cd/A and maximum EQEs of 1.4 % [11]. The emission may be tuned 
towards the blue by changing the substituent group on 8-hydroxyquinoline [11, 12]. Doping in a 
guest-host system is another approach to fabricate OLEDs that emit different colors (i.e. red, green, 
blue) [10, 13]. A good overview of small molecules for light emitting diodes was reported by       
Duan et al. [9]. Despite demonstrating high performance of the light emitting devices, the 
requirement of high vacuum in the deposition process (i.e. molecular beam deposition) is a potential 
limitation for SMOLEDs. To overcome this limitation, the chemical structures can modified to 
improve their solubility [14]. 
In contrast to small molecules, conjugated polymers have good film forming properties and 
thermal stability. Although they are more difficult to purify (compared to small molecules), 
conjugated polymers can be processed in solution, enabling large area coating. Numerous 
fluorescent polymers have been synthesised and modified to obtain polymers with various optical 
properties [15]. Poly(p-phenylenevinylene) (PPV) was the first conjugated polymer to be used in 
LEDs [16]. However, PPV is an insoluble material that must be processed from a soluble precursor. 
Derivatives of PPV were subsequently developed with high solubility. At the same time other 
modifications were made to improve the electronic and optical properties. PPV and its derivatives 
give green to orange-red emission depending on the side chain. PPV-based PLEDs with luminances of 
7000 cd/m2, maximum luminescence efficiencies of 1.0 cd/A at 10 V were reported using                   
p-DMOP-PPV-co-MEH-PPV (copolymer of poly[2-(4’-((3’’,7’’-dimethyloctyl)oxy)phenoxy)-1,4-
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phenylenevinylene] and poly[2-methoxy-5-(2’-ethylhexyloxy)–1,4- phenylene vinylene], with an 
initial monomer feed ratio of 7:3) [17]. 
Polyfluorene (PF) and its derivatives are materials for OLEDs due to their good thermal and 
chemical stability and good hole transporting properties (with hole mobility of 10-4 -10-3 cm2V-1s-1 
[18]). PF emits blue light with high photoluminescence quantum yield [19]. The emission wavelength 
can be tuned by structural modifications [15, 20] or by co-polymerisation with other units [21], 
resulting in variation of emission from blue to red. Recently, OLEDs using PF derivative aryl-
polyfluorene (aryl-F8) (with poly(9,9-dioctylfluorene-co-N-(4-butylphenyl)-diphenylamine (TFB) 
additive) demonstrated luminance efficiency of up to 11 cd/A with EQEs of 5.7% [22]. Many other 
conjugated polymers have also been used for PLEDs such as polythiophene (PT), poly(1,4-phenylene) 
(PPP), etc. Structural modifications of these polymers are reviewed in the literature [15, 20].  
In addition to fluorescent organic materials, semiconductor nanocrystals such as colloidal 
quantum dots (QDs) are good candidates as emitters in OLEDs. Their incorporation into OLED leads 
to a new type of device called colloidal quantum dot-based LED light emitting diodes (QDLEDs). QDs 
are promising for LED applications due to their solution processability, high color purity (narrow 
emission peak), and high photoluminescence quantum yields. In 1994, the first hybrid QD-polymer 
LEDs were reported by Alivisatos et al. [23]. The active layer was fabricated by depositing five 
monolayers of CdSe QDs on to a film of PPV (pre-treated with hexane dithiol to enhance the binding 
between the two materials). The devices exhibited low EQEs (0.001-0.1%) which may be attributed 
to the low quantum yields of the QDs, the low conduction of the QD layer or the introduction of trap 
state due to the addition of hexane dithiol.  
An improvement in QDLED performance was reported by Coe et al. using multilayer 
structures [24]. CdSe/ZnS QDs were used for the emitting layer sandwiched between electron 
transporting layer, Alq3, and hole transporting layer, N,N’-diphenyl-N,N’ -bis(3-methylphenyl)-(1,1’-
biphenyl)-4,4’ -diamine (TPD). The device exhibited a luminescence efficiency of 1.6 cd/A at 
luminance of 2000 cd/m2 with emission originating primarily from the quantum dots. The concept of 
using QDs as lumophores with charges injected from the adjacent layers was therefore employed to 
address the conduction limitation of the QD layer. QDLEDs have been reviewed in reference [25, 26]. 
Performance of QDLEDs can be improved by using high luminescence core/shell quantum dots such 
as CdSe/ZnS [27] and CdSe/CdS [28]. Apart from organic charge transporting materials, metal oxides 
are also suitable materials for charge transport due to their thermal and atmospheric stability [29], 
and high charge mobilities. Transparent metal oxides, for instance ZnO and TiO2, are widely used as 
electron transporting layers in solar cells [30]. An example of a QDLED using ZnO as an electron 
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transporting layer was reported by Qian et al. [31] who used CdSe QDs as the emitter and poly-TPD 
(poly(N,N’-bis(4-butylphenyl)-N,N’-bis(phenyl)benzidine) as a hole transporting layer. The devices 
provided maximum brightnesses of 4200, 68000, and 31000 cd/m2 for blue, green, and orange-red 
emission respectively.  
In this chapter, we used InP QDs for the emitting layer with electrons injected from a ZnO 
layer and holes injected from PFO. The InP QDs were used as-purified from chapter 2 without further 
surface ligand exchange. We are aware that the bulk fatty acid surface ligands may inhibit charge 
injection into the QDs and may lead to high turn on voltages. However, as ligand exchange (with 
pyridine) causes the PL quantum yield to reduce significantly due to loss of surface passivation, we 
used the QDs here with no ligand exchange. 
6.3 Experimental 
Solution preparation 
 PFO solution was prepared at 10 mg/ml in chlorobenzene (CB) and the InP QD solution was 
prepared at 20 mg/ml in toluene.  
 PFO-InP QD blends were prepared at 1:0.5, 1:1, 1:2, and 1:4 weight ratios. In all blend 
solutions the PFO concentration was fixed whereas the concentration of QD varied according to the 
blend ratio. Therefore, the total concentrations in mg/ml of the various blend solutions differ as 
shown in Table 6-1. 
Table 6-1. Recipe for PFO:InP blend solutions. 
PFO:QD 
weight ratio 
Vol of PFO 
(10 mg/ml) 
Vol of 
chlorobenzene 
Vol of InP QD 
(40 mg/ml) 
Vol of  
toluene 
Total 
concentration 
1:0.5 60 ml 60 ml 7.5 ml 52.5 ml 5 mg/ml 
1:1 60 ml 60 ml 15 ml 45 ml 6.67 mg/ml 
1:2 60 ml 60 ml 30 ml 30 ml 10 mg/ml 
1:4 60 ml 60 ml 60 ml - 16.67 mg/ml 
 
 The solution for the ZnO layer was prepared by the method reported by Sun et al. [32]. This 
method was well suited to our experimental set up as the ZnO layer is annealed at temperature as 
low as 130-150 °C, which is compatible with the organic and QD layers underneath. Typically the ZnO 
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solution was prepared by mixing 100 mg of zinc acetate dihydrate, 1 ml of 2-methoxyethanol and 28 
µl of ethanolamine. The mixture was vigorously stirred at room temperature overnight to obtain a 
well-dissolved solution. Prior to spin coating, the solution was filtered using a 0.45 µm PTFE filter to 
remove large particles from the solution. 
Substrate 
 All devices in this chapter were fabricated on indium tin oxide (ITO) coated glass substrates 
(with sheet resistance ≤ 15 Ω sq-1) purchased from Psiotec Ltd., UK. The substrate pattern is shown in 
Figure 6-2. The substrates are supplied pre-coated with a layer of photoresist so prior to layer 
casting, the photoresist was removed by physically rubbing with acetone. Subsequently, the 
substrates were thoroughly cleaned by sonicating in a surfactant (follow by two cycles of DI water), 
two cycles of acetone, and two cycles of IPA. Each sonicating cycle lasted 5 min at room 
temperature. 
 
Figure 6-2. Left: ITO patterning for LED fabrication. Right: ITO substrate with top electrodes deposited across the ITO 
stripe. 
Spin casting and electrode deposition 
 The energy levels of the materials used in our InP devices are shown in Figure 6-3. Three 
different device structures were fabricated as followed: 
1) Device I: ITO/PEDOT:PSS/PFO/InP/Ca/Al 
PEDOT:PSS solution was spin-casted on ITO substrates at spin speed 2000 rpm for 1 min 
after which the substrates were annealed at 140 °C in air for 20 min. Subsequently, a layer of PFO 
(10 mg/ml in chlorobenzene) was spin-casted at spin speed 2000 rpm for 1 min and the substrates 
were annealed at 140 °C in air for 10 min. Next, InP solution (20 mg/ml in toluene) was dispensed 
and spin-casted at 2000 rpm for 1 min. After this step, the substrates were transferred into a N2 
glovebox for electrode deposition in the next step. 
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2) Device II: ITO/PEDOT:PSS/PFO-InP/Ca/Al 
PEDOT:PSS solution was spin-casted on ITO substrates at spin speed 2000 rpm for 1 min 
after which the substrates were annealed at 140 °C in air for 20 min. After that, blend solutions at 
different concentrations (see Table 6-1) were spin-casted onto the substrates and the substrates 
were annealed at 140 °C in air for 10 min before being transferred into a N2 glovebox for electrode 
deposition in the next step. 
3) Device III: ITO/PEDOT:PSS/PFO-InP/ZnO/Ca/Al 
The procedures are as same as the device II. After the deposition of the PFO:InP blend, the 
ZnO precursors (see solution preparation) was spin-casted onto the substrates before annealing at 
140 °C in air for 10 min. Then, the substrates were transferred into a N2 glovebox for electrode 
deposition. 
4)  Reference device: ITO/PEDOT:PSS/PFO/Ca/Al 
PEDOT:PSS solution was spin-casted on ITO substrates at spin speed 2000 rpm for 1 min 
after which the substrates were annealed at 140 °C in air for 20 min. Subsequently a layer of PFO (10 
mg/ml in chlorobenzene) was spin-casted at spin speed 2000 rpm for 1 min before the substrates 
were annealed at 140 °C in air for 10 min. Then, the substrates were transferred into a N2 glovebox 
for electrode deposition. 
 
Detailed of these layer depositions is concluded in Table 6-2. 
The top electrode was deposited by thermal evaporation under high vacuum (below 5x10-9 
bar). 25 nm of Ca was first evaporated followed by 150 nm of Al as a capping layer. 
 
Figure 6-3. Energy level diagram for materials used in our quantum dot based LEDs (left) and schematic of the multilayer 
device structure (right). 
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Table 6-2. Spin coating detail of each layer in QDLED. 
Solutions 
Spin coating 
condition 
Annealing 
condition 
Layer 
thickness 
(nm) 
Device 
I 
Device 
II 
Device 
III 
Ref 
device 
PEDOT:PSS 2000 rpm, 1 min 
140 °C, 20 
min, in air 
40-55 Yes yes Yes Yes 
PFO  
(10 mg/ml, CB) 
2000 rpm, 1 min 
140 °C, 10 
min, in air 
40-55 Yes No No Yes 
InP QD  
(20 mg/ml, toluene) 
2000 rpm, 1 min No 40-50 Yes No No No 
PFO-InP blend (see 
Table 6-1) 
2000 rpm, 1 min 
140 °C, 10 
min, in air 
160-180 No Yes Yes No 
ZnO 7000 rpm, 1 min 
140 °C, 10 
min, in air 
30-45 No No Yes No 
 
Device testing 
 Current-voltage-luminance (J-V-L) characteristics of the fabricated LEDs were measured 
using the set up illustrated in Figure 6-4. The devices were driven by a stepwise bias, and current and 
luminance measurements recorded at each applied bias. In a typical measurement, the applied bias 
started from 0 V to around 15 V (with some measurements extending to 25 V, depending on the LED 
devices). The typical voltage step for the measurement was 0.2 V. 
 
Figure 6-4. Set up for current-voltage-luminance measurements. The substrate holder (1) is connected to a switch box 
(2) to switch between individual pixels. The LED is driven by a Keithley 2400 source meter (3), controlled by a Labview 
program on a computer (5). The current is measured using the source-measure unit. A Konica Minolta LS-100 Luminance 
meter (4) is used to measure the luminance. The diagram is taken from ref [33] 
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Figure 6-5. Front diagram of the Labview program used for the current-voltage-luminance measurements. 
6.4 Results and discussion 
6.4.1 Optical characteristics of PFO and InP QD thin films 
Absorption and photoluminescence spectra of PFO and InP QD 
Characteristic absorption and photoluminescence spectra of the non-annealed InP QDs and 
the annealed (140 °C in air for 10 min) PFO are shown in Figure 6-6. The quantum dots show a 
characteristic absorption below 600 nm with a broad first excitonic peak at around 550 nm. They 
have an emission peak at 663 nm with PL quantum yield of 18.08% relative to rhodamine 101. The 
size of the QDs was estimated from the peak emission wavelength to be 3.2 nm (diameter) (using 
Equation 3-3). The PFO film had an absorption onset at 427 nm with a peak at 394 nm with no 
structure in the absorption band. The broad absorption peak is due to the distribution of conjugation 
lengths [34]. The photoluminescence spectrum of the PFO film showed emission peaks at 423 and 
447 nm with a shoulder at 481 nm. Both the absorption and photoluminescence characteristics 
suggest that PFO films were amorphous (also called glassy or α-phase) [34]. 
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Figure 6-6. Absorption (solid line) and photoluminescence spectra (dotted line) of InP QD (red) and PFO (black). All the 
spectra are normalised.  
6.4.2 OLED based on PFO 
 
Figure 6-7. a) Current density-voltage (black square) and luminance-voltage (red circle) plots of a pristine PFO LED (see 
section 6.3 for details of device structure). b) Current efficiency of the PFO device. c) Electroluminescence spectra of PFO 
device showing the appearance of green defect emission at higher applied voltages. 
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 OLEDs based on pristine PFO (annealed at 140 °C in air for 10 min) were characterised as a 
reference for the PFO-InP hybrid LEDs. Figure 6-7 a) shows the key device characteristics for the PFO-
based OLEDs. At the voltages below 3.0 V, the device showed an increase in current density without 
any emission, hence the current density in this region may be attributed to a leakage current which 
does not contribute to exciton formation. At voltages above 3.0 V, electroluminescence was 
observed indicating the onset of bipolar carrier injection. 
From Figure 6-7 a) it is evident that an increase in the voltage led to an increase in both the 
current density and the luminance. It is apparent that both the current density and luminance reach 
a plateau at   6.0 V before increasing sharply again. This may suggest a chemical change or 
degradation within the device. At 8 V, a current density of 3315 mA/cm2 and a maximum luminance 
of 780 cd/m2 were obtained. The current efficiency versus current density is plotted in Figure 6-7 b). 
The current efficiencies were in the range of 0.02-0.05%, 1-2 orders of magnitude lower than PFO 
devices reported in literature [35]. This may be due to the difference of materials and processing 
conditions (i.e. annealing under nitrogen for 2 hours in the report as opposed to annealing in air for 
10 min in this study). 
Electroluminescence spectra of the PFO device at different voltages were measured as 
shown in Figure 6-7 c). At voltages below 6 V, the EL spectra showed a characteristic peak of PFO at 
427 and 454 nm. These peaks are slightly red shifted from the PL spectrum illustrated in Figure 6-6. 
The EL data indicated a change in the spectrum at voltages above 6 V. This is consistent with the J-V-
L data shown in Figure 6-7 a). The green component in the EL spectra increased in prominence with 
increasing voltages (up to 9 V). This behaviour is consistent with previous studies [36]. The origin of 
this green defect is the subject of some controversy in the literature, and has been variously 
attributed to the presence of ketone defects, fluorenone (oxidised form of fluorene) [37] or 
interchain interaction [38]. However, identification of the green emission is beyond the scope of this 
study. 
6.4.3 Hybrid PFO/InP LEDs 
Quantum dot light emitting diodes based on PFO/InP bilayers and blends were fabricated as 
described in section 6.3 under the names device I and device II. For device II, the ratio between PFO 
and InP in the blend active layer was 1:4 by weight. 
The J-V and L-V characteristics of device I and II are compared in Figure 6-8 a). Device I 
exhibited a turn-on voltage at 3.6 V whereas device II turned on at 7.8 V. It is apparent that the 
overall current density in device I was higher than that device II. This is most likely due to the thinner 
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active layer; 80-105 nm for the bilayer compared to 160-180 nm for the blend. Both devices had low 
brightnesses of approximately 1 cd/m2. In terms of current efficiency (see Figure 6-8 b), device II 
exhibited a slightly better efficiency than device I. However the magnitude of the current efficiency 
in both devices was relatively low compared to the reference PFO-based device in the previous 
section. 
Electroluminescence characteristics of devices I and II are shown in Figure 6-8 c). The EL 
spectra revealed the emission of the PFO and weak InP emission in both devices (operating at 6 V for 
the bilayer and at 12 V for the blend where a small InP feature is seen at ~670 nm). Increasing the 
drive voltage from 10 V to 14 V for the bilayer and from 12 V to 15 V cause only a higher emission 
intensity without any obvious change in the spectrum. According to the energy diagram of materials 
in the QDLED (Figure 6-3), it is possible that this weak InP emission is due to the enhanced leakage 
current of holes from the InP to the cathode. A possible solution to minimise the leakage current is 
the insertion of a hole blocking layer between the active layer and the cathode. In the next section, 
the effect of ZnO as a hole blocking and electron transporting layer will be investigated, using a PFO-
InP blend as the active layer.  
 
Figure 6-8. a) Current density (filled symbols) and luminance (open symbols) as a function of voltage using bilayers 
(square) and blends (circle) of PFO and InP QDs. Note that the current density of the bilayer device was capped at 6250 
mA/cm
2
 due to the compliance setting for the measurement. b) Current efficiency versus current density for the bilayer 
and blend devices. c) and d) Electroluminescence spectra of the bilayer and blend devices, respectively. The spectra 
show how the emission spectra change with applied voltage. 
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6.4.4 Electron transporting layer: ZnO 
In this section, we report the effect of incorporating ZnO as a hole blocking and an electron 
transporting layer in the QDLEDs and compare the performance of devices with and without a ZnO 
layer next to the cathode. The devices with blend and blend/ZnO are shown in section 6.3 as device 
II and III respectively. Both devices employed a 1:4 weight ratio of PFO:InP. The thickness of the ZnO 
layer was 30-45 nm.  
J-V-L characteristics of the device I and II are shown in Figure 6-9. The addition of the ZnO 
layer resulted in lower current density and a higher turn-on voltage; from 7.8 V in the device II to 
14.4 V in the device III. With regards to current efficiency (Figure 6-9 b), although both devices 
provided a ma imum luminance of   1.0 cd/m2, the device with ZnO layer showed a two-order of 
magnitude improvement in current efficiency, leading to a net current efficiency of approximately 
0.02 cd/A. 
 
Figure 6-9. a) Current density (filled symbols) and luminance (opened symbols) versus voltage for devices with (red 
circles) and without ZnO layer (black squares). b) Current efficiency-current density comparing the device with ZnO (red 
circle) and without ZnO layer (black square). c) Electroluminescence of the device with ZnO layer driven by different 
applied voltage. 
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Comparison of the electroluminescence from devices II (Figure 6-8 d) and III (Figure 6-9 c) 
revealed a significant improvement in the InP emission after insertion of the ZnO layer. It also 
minimised the emission of PFO compared to the InP emission. The enhancement in InP emission 
suggests an increase in exciton formation within the InP QDs. 
6.4.5 The effect of blend composition 
In both sections 6.4.3 and 6.4.4 we used a the 1:4 PFO:InP blend. In this section, the 
influence of InP loading in the PFO:InP blend was investigated using 1:0.5, 1:1, 1:2, and 1:4 blends. 
First, the absorption and photoluminescence characteristics of the blends were measured as shown 
in Figure 6-10 a) and b) respectively. As expected, the blends showed increasing absorption in the 
range of 350-650 nm with increasing InP loading due to an increase in contribution from the InP 
quantum dots. The increasing InP content also resulted in higher InP emission in the range 600-750 
nm as seen in the Figure 6-10 c) and d). However, in all blend samples, emission of PFO dominated 
due to its higher photoluminescence quantum efficiency (~50% for PFO [39] versus 18.08% for InP 
QDs). 
 
Figure 6-10. a) Absorption spectra of PFO:InP blends at different weight ratios of PFO:InP. The inset shows a 
magnification of the peaks at 433 nm. b) Normalised PL spectra of the PFO:InP blend at different weight ratios. c) and d) 
emission spectra of the blend samples obtained from excitation at 390 and 550 nm, respectively. 
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Another interesting effect of increasing the InP loading in the PFO was the inducing of the 
PFO β-phase. The PFO β-phase corresponds to planar configuration of the PFO backbones, which 
results in an extension of the polymer conjugation lengths and a red shift in the absorption and 
emission bands [40]. The β-phase has been reported to have a high color stability under high bias 
[36] and a high photoluminescence quantum efficiency, suitable for LED applications. In Figure 6-10 
a), the incorporation of InP, especially at 1:2 and 1:4 weight ratios, resulted in an additional 
absorption peak at 437 nm. The peak correlates well to the PL peak at 437 and 465 nm in the 1:4 
blends as they are characteristics of the PFO β-phase [41]. The formation of the PFO β-phase by the 
incorporation of additives such as polyphenyl ether (PPE) [42] or 1,8 diiodooctane (DIO) [43] has 
been previously reported. The incorporation of nanocrystals may provide alternative approach for 
preparing the PFO β-phase, although further studies are needed in order to obtain a good 
understanding and reliable control of the β-phase formation. 
 
Figure 6-11. a) Current density-voltage and b) luminance-voltage characteristics of the device III structure employing 
different PFO:InP blend weight ratios. c) Current efficiency versus current density of the QDLEDs at different InP:PFO 
weight ratios. d) Normalised electroluminescence spectra of the QDLEDs obtained at current density of 100 mA/cm
2
.  
The Current density and luminance of QDLEDs using PFO and the PFO:InP blends were 
measured as a function of drive voltage (Figure 6-11 a) and b)) . Lower current densities were 
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obtained with increasing InP loading, which is presumably a consequence of the low conductivity of 
the InP. The onset voltage for electroluminescence also increased with increasing InP loading; 3.0, 
3.6, 4.2, 5.8, 10.2 V in the PFO and the 1:0.5, 1:1, 1:2, and 1:4 blend, respectively. The maximum 
luminance decreased significantly from 780 cd/m2 in the PFO to 1.86 cd/m2 in the 1:4 blend. 
However, when operated at current densities below 1 mA/cm2 the 1:4 blend provided a comparable 
current efficiency (0.02-0.04 cd/A) to the PFO devices. Importantly, the QDLED using the 1:4 blend 
exhibited a purest color, with the majority of its emission arising from the InP QDs. 
For both the PL spectra (Figure 6-10 b) and the EL spectra (Figure 6-11 d), ratios between the 
InP peak intensity and the PFO peak intensity were calculated and the results are shown in Table 6-3. 
It is clearly seen that the contribution from InP is much stronger in the EL than in the PL. The data 
indicates that exciton formation in the InP is more efficient when the samples are excited 
electrically, in other words, by charge injection. This observation will be discussed in more detail in 
the next section. 
Table 6-3. Peak intensity ratios in PFO:InP blends from photoluminescence and electroluminescence spectra. For pristine 
PFO, the data was obtained from (peak intensity at 670 nm)/(peak intensity at 422 nm) 
InP/PFO Peak intensity 
ratio 
PFO:InP weight ratio 
1:0 1:0.5 1:1 1:2 1:4 
Photoluminescence 0.01 0.04 0.05 0.09 0.06 
Electroluminescence 0.01 0.05 0.19 0.68 4.83 
 
6.4.6 Proposed electroluminescence mechanism for the PFO:InP QDLEDs 
Electroluminescence from an LED can be simply explained by a sequence of charge injection, 
charge transport, exciton formation, and radiative recombination. As shown in Figure 6-12, in device 
II, electrons are injected from Ca to the LUMO of the PFO and into the conduction band of the InP 
QDs. In contrast, holes are injected from PEDOT:PSS to the HOMO of the PFO and into the valence 
band of InP. Exciton formation in both materials is possible as the energy barriers are small. 
However, significant leakage of electrons and holes can occur to ITO and Al, respectively as there is 
no electron and hole blocking layers in the device. This leakage results in a low current efficiency as 
demonstrated in section 6.4.3. 
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Figure 6-12. Energy diagram of the device structure with and without ZnO interlayer. Left: the device II structure. Right: 
the device III structure. 
With the addition of a ZnO hole-blocking layer (device III), holes are trapped within the PFO 
and the InP due to a large energy barrier of 1.5-1.6 eV at the active layer/ZnO interface. This reduces 
the leakage current and leads to an improvement in current efficiency as seen in section 6.4.4. In 
addition, the presence of ZnO results in a larger barrier for electron injection to both InP and PFO, 
which is the cause of the higher turn-on voltage in devices containing a ZnO interlayer. Furthermore, 
the barrier height for electron injection into PFO is greatly increased after inserting the ZnO layer, 
which beneficially discourages exciton formation in the PFO. As a consequence, the yield of excitons 
in the InP QDs improves after the insertion of ZnO. In consequence the EL spectra exhibit a much 
stronger contribution from InP than the PL spectra.  
In addition to the charge injection mechanism just described, excitons can also be generated 
by an energy transfer process [44]. However, this is unlikely to be the case for the PFO:InP system. 
The PL spectra of the PFO:InP blend in Figure 6-10 c) and d) were obtained by excitation at 390 nm 
and 550 nm, respectively. At 390 nm, both PFO and InP are excited whereas at 550 nm, only the InP 
is excited. The absolute PL intensity from the 390 nm excitation showed no increase in the InP 
emission compared to the 550 nm excitation. This suggests that there is no energy transfer from the 
PFO to the InP QDs. 
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6.5 Conclusion 
The emissive properties of InP QDs were used for LED applications in this chapter. The focus 
was to determine a suitable device structure for the PFO:InP QDLEDs. A trial investigation using 
devices with either a PFO/InP bilayer or a single PFO:InP blend revealed that both devices are 
inefficient with current efficiencies in the order of 10-5 cd/A and luminances below 1 cd/m2. This low 
efficiency was attributed to significant current leakage from either holes or electrons in the devices. 
A significant improvement was achieved after the insertion of a ZnO interlayer. This ZnO acts as a 
hole blocking and an electron transporting material. With the addition of ZnO, an approximate two 
orders of magnitude improvement in the device current efficiency was obtained. In addition, 
inclusion of the ZnO layer resulted in a purer color emission as a consequence of the emission 
coming predominantly from the InP QDs. This was attributed to be due to an increase in exciton 
formation in the InP, Although this came at the expense of an increased turn-on voltage for the 
QDLED devices. 
In addition to the device structure investigation, the optimum blending ratio between PFO 
and InP was investigated. The results suggest that an increasing InP loading leads to higher device 
turn-on voltages and lower current density. However, the blend with highest InP content in this 
study, 1:4 PFO:InP, provided the purest electroluminescence spectra, with the majority of the light 
from the InP emission. This blend ratio also showed a comparable current efficiency to the PFO 
device (0.0 2-0.04 cd/A) at low current densities (below 1 mA/cm2). The capability of this device to 
operate at low current densities might enable low energy consumption light emitting applications if 
the issue of high turn-on voltage can be addressed. 
Interestingly, it was found that increasing InP loading in the PFO can lead to the β-phase 
conformation. This phase is promising for LED applications as it offers improved color stability and 
thermal stability for OLEDs. However, further studies are needed in order to obtain reliable control 
over β-phase formation.  
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7. Conclusions and future work  
 
7.1. Conclusions 
 The principle aim of the work described in this thesis was to investigate the potential of InP 
quantum dots for use as electron accepters in hybrid solar cells based on the donor polymer poly(3-
hexylthiophene). The first results chapter focused on the synthesis of InP QDs. The reaction 
conditions were optimised to obtain InP quantum dots with a narrow size distribution and a target 
diameter of 2.5 - 3.0 nm, chosen to ensure the frontier orbitals of the quantum dots were 
sufficiently offset in energy from the HOMO and LUMO levels of P3HT for efficient charge 
generation. The size of the InP QDs was determined from a calibration curve of photoluminescence 
peak wavelength versus InP diameter, which was shown to give an error of only   10% compared to 
direct imaging by TEM. Lastly, the bulky fatty acid ligands on the InP QDs were exchanged for shorter 
pyridine ligands for the purpose of enhancing charge transfer between the InP and P3HT in the 
P3HT:InP blends. 
 In the second results chapter we investigated the process of charge transfer in blends of InP 
and P3HT. To begin we identified the optimal conditions for mixing the InP QDs with P3HT, and 
established that a 75 vol% ODCB in ODCB-pyridine co-solvent was suitable for achieving well 
dispersed composite films of the two materials. Subsequently, photophysical studies of P3HT:InP 
films were reported. The observation of photoluminescence quenching of P3HT after incorporation 
of InP and the signature of the P3HT positive polaron in the transient absorption spectra suggested 
electron transfer from the P3HT to the InP. However, hole transfer from the InP to the P3HT was 
also identified as a possible secondary mechanism for charge generation due to the observation of 
InP PL quenching (which was revealed by time-correlated photoluminescence measurements). The 
yield of photogenerated charges in the P3HT:InP blend was then optimised by varying the InP:P3HT 
ratio in the blends and the annealing temperatures. TAS measurements on the optimised P3HT:InP 
blends suggested the P3HT+ polaron yield was more than double that observed for a conventional 
P3HT:PCBM blend. In addition, the P3HT+ polaron from the P3HT:InP blend was also found to exhibit 
a longer lifetime decay than for P3HT:PCBM blends. These results suggest blends of P3HT and InP 
have significant potential as active layers for hybrid solar cells. 
 The next results chapter described studies of hybrid solar cells using the P3HT:InP blend. The 
influence of device structure and solvent were investigated to determine the optimal device 
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fabrication conditions. The effect of thermal annealing on device performance was investigated and 
compared with information about the yield of photogenerated carriers obtained from transient 
absorption measurements. The results revealed a significant improvement in the power conversion 
efficiency with higher thermal annealing temperatures. This was mainly due to an increase in the 
current density which correlated well to the increasing charge generation indicated by the TAS 
measurements. However, the absolute Jsc values for all devices were fairly low compared to 
standard P3HT:PCBM devices (0.21 mA/cm2 for the hybrid P3HT:InP devices compared to 6.62 
mA/cm2 for the P3HT:PCBM devices, both annealed at 140 °C). This is a likely consequence of poor 
charge transport within the device active layer. Moreover, unpredictable device performance was 
observed for devices that had been annealed at 250 °C, with there being in some cases a significant 
improvement in the device performance and in other cases a significant deterioration. This 
inconsistent behaviour was ascribed to the loss of P3HT crystallinity, evidence of which could be 
seen in the absorption spectra and DSC traces for the films. Despite the low current density and 
power conversion efficiency of the P3HT:InP devices, P3HT:InP may still have the potential to 
provide efficient hybrid solar cell if the issue of poor charge transport can be addressed. 
 In the last results chapter result, we investigated the use of InP QDs for light emitting 
applications. Preliminary investigations using bilayer PFO/InP QDLEDs and single layer PFO:InP blend 
QDLEDs resulted in devices with very low luminances below 1 cd/m2 and current efficiencies of order 
of 10-5 cd/A. This was attributed to significant leakage currents within the devices. Improved current 
efficiencies were obtained after the inclusion of a ZnO interlayer in the PFO:InP blend QDLEDs, 
although this also resulted in higher turn-on voltages. Importantly, insertion of a ZnO layer resulted 
in a purer color emission, arising primarily from emission from the InP QDs. By considering the 
energy levels of the constituent materials, we deduced that ZnO acts as a hole-blocking and electron 
transporting layer and results in enhanced exciton formation inside the InP QDs. It was observed 
that QDLEDs with a 1:4 weight ratio of PFO:InP, provided the highest InP emission purity with 
current efficiencies up to 0.04 cd/A at low current density (< 1mA/cm2). 
7.2. Future work 
Hybrid solar cells employing blends of P3HT and InP have the potential to outperform the 
standard polymer/fullerene solar cells due to the high charge generation in the P3HT:InP blends. 
However, the power conversion efficiency of the P3HT:InP hybrid devices is at present limited by the 
low photocurrents extracted from the devices. This drawback is the first priority to address. The 
question of what causes the low current needs to be answered. One likely reason is poor charge 
transport in the active layer, leading to significant charge recombination. Once the cause of the low 
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currents has been determined, it may be possible to develop improved device architectures that 
solve the problem. 
Considering composite polymer-inorganic materials, important issues remain with regards to 
improving the compatibility between the materials. Suitable surface ligands are required to allow 
the easy incorporation of inorganic nanoparticles into the polymer films to enable the easy 
fabrication of well dispersed bulk heterojunction devices. These ligands must not inhibit charge 
transfer between the polymer and the inorganic nanoparticles. Organic ligands with conjugated 
chains may be an alternative class of materials to focus on as they offers the prospect of 
transporting charges effectively along the chain during the charge transfer process, potentially 
reducing the likelihood of loss by back transfer. Apart from the development of surface ligands, 
higher-order InP nanomaterials such as quantum rods, tetrapods, and nanowires could be employed 
in the active layer. These structures provide elongated pathways for charge transport. Detailed 
studies are required to gain good control and reliability from the composite materials. As a potential 
alternative to the conventional blending methods employed here, another promising approach is the 
in situ method where no surface ligands are required. The inorganic materials are synthesized 
directly within the polymer matrix which avoids the need to carry out a ligand exchange step. 
For the light emitting diode application, further work is required to reduce the luminance 
onset voltages. It is speculated that a cause of the high turn-on voltages is a high energy barrier for 
electron injection into the InP QDs. Alternative electron transporting materials with higher 
conduction band energy levels than ZnO may be needed to reduce the turn on voltage. The insertion 
of an electron blocking layer may result in reduced leakage currents and improved current 
efficiencies in the devices. If these device optimisations can be achieved, efficient QDLEDs with low 
energy consumption would present an attractive technology for light emitting applications. 
 
