The fixed sample size procedure sometimes fail to deal with the estimation problem in which it is desired to control the combined risk associated with the estimation of parameters of various probability distributions simultaneously. In this paper for a general probabilistic model is proposed an "accelerated" sequential class to minimize the combined risk for simultaneous estimation of parameters of several probability distributions. The proposed class is shown to provide solutions for many estimation problems under different probabilistic setups for "given precision" problems. Besides, positive and negative moments for the stopping times are obtained and they are used for deriving the asymptotic expression for the "regret" associated with the class of "accelerated" sequential estimation procedure.
Introduction
Sometimes, it is desirable to control the combined risk associated with the estimation of parameters of various populations and such problems give rise to the simultaneous estimation problems. The fixed sample size procedures for such problems fail and affirmative solutions are desired. In this direction, Raatikainer(1987) proposed a sequential procedure for simultaneous estimation of percentiles under a general set-up. Then Mukhopadhyay, Hamdy and Darmanto(1988) considered the negative exponential populations and desired the simultaneous confidence interval estimation of the parameters as a follow up of certain selection and ranking problems. Later Mukhopdhyay(1992) provided multi-stage procedures for the simultaneous point estimation of the parameters of several negative exponential populations. For some further work on related simultaneous estimation procedures one can cite the papers of Raatikainer(1993) , Mukhopadhyay and Solanky(1998), Aoshima and Mukhopadhyay(1998) , Effron(2004) and Ghosh (2005) .
In this paper we have considered a generalized problem of simultaneous estimation of The problem of fixed sample size procedure to deal with such problem is established in Section 1.2. A class of "accelerated" sequential procedure to tackle the problem is proposed in Section 1.3 and positive and negative moments for the stopping times are obtained and they are used for deriving the asymptotic expression for the "regret" associated with the class of "accelerated" sequential estimation procedure. Finally in Section 1.4.illustrations of estimation problems are provided which can be dealt with the help of the proposed class.
The Set-Up of the Problem
 be a sequence of independent and identically distributed (iid) random variables from the
The value * i n of i n from the th i population, which minimizes the risk (1.2), is given by
And substituting i n = * i n in (1.2), for
, the corresponding minimum risk is
However, in the absence of any knowledge about i ψ 's, no fixed sample size procedure uniformly minimizes the risk simultaneously for all values of i ψ 's. In such a situation, motivated by (1.3), we propose the following class of 'accelerated' sequential procedure, determining the sample size as a random variable.
The Class C of 'Accelerated' Sequential Procedure
to be the initial sample size from each population, where, as in Hall(1983) , m is chosen so as to satisfy ) ( 
It can be seen that the risk associated with the class C of 'accelerated' sequential estimation procedures (1.5 
with i N determined by present rule.
The "Regret" associated with the estimator
Now we state and prove some lemmas.
Lemma 1:
For the class Cof accelerated sequential procedures and all
It follows from Hall (1983) Thus, we conclude from (1.11), (1.12) and (1.13) that, as 0
Now we evaluate  
. To this end, we rewrite the stopping rule (1.5) as
Comparing (1.14) with equation (1.1) ofWoodroofe (1977), we obtain in his notations, 
where  is specified.
Let us consider the difference
It follows from Woodroofe (1977) that the mean of the asymptotic distribution of c D is
Thus we obtain from (1.15) and (1.16) that, for all
Result (1.7) now follows on substituting the value of (1.7) in (1.14).
. It follows from a result of Bhattacharya and Mallik (1973 
Hence, for all
And by the definition,
, and (1.9) holds.
Proof: It is easily proved along the lines of Lemma 3 of Chaturvedi, Pandey and Gupta (1991).
Proof: On the event
, so that, on this event, positive, as well as negative, powers of i W are uniformly integrable. Furthermore,on the event
, applying Lemma 2, we get from some B (>0),
Finally, for 2   , once again applying Lemma 2, we get
. And the lemma follows. 
And (1.19) follows.
Furthermore, using Taylor's expression for , we obtain for all Now we prove the main theorem of this section, which provides asymptotic expression for the 'regret' corresponding to the class C of 'accelerated' sequential estimation procedures.
Theorem: For the class C of 'accelerated' sequential procedures and for all 
and the theorem follows . 
Estimation Problems Having Solutions Provided by
r=q=s=t=1, Q i = I 1x1 = 1 and δ =1.
Simultaneous estimation of the mean vectors of several multinormal populations
Let us consider a sequence    respectively.We observe that (see, Chaturvedi,1985) ) ( ) ( 
