A Optimisation
Given the high-dimensionality of the problem (p ≈ 10 5 in the following experiments), we use first-order proximal optimisation methods to solve the optimisation problem min β∈R p E(β) + Ω(β) .
Specifically, we employ FISTA (Beck and Teboulle, 2009) , an accelerated proximal-gradient method, that is a form of gradient-descent that can deal with non-smooth functions and scales nicely to large problem sizes. This iterative method can minimise objective functions that are composed by the sum of a smooth term, f , and a non-smooth term g. The method consists of three basic steps: i) computation of the gradient of the smooth term; ii) computation of the proximity operator of the non-smooth term, and iii) an accelerated step which updates the current estimate of the solution as a function of two previous estimates. The pseudo-code for FISTA is reported in Algorithm 1. The proximity operator (Moreau, 1962) associated to the convex function g : R p → R and evaluated at y ∈ R p , is defined as
Algorithm 1 Accelerated Proximal-Gradient Method (2011) and Micchelli et al. (2011) to compute the proximity operator of composite functions g • B, in which prox g has a closed form expression.
