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Continual scaling down of silicon device, which is the main driving force in 
device performance enhancement, is not sustainable as we approach the physical 
limits of silicon and it is foreseen that new materials and novel device structures will 
be required for future device improvements.  In this regards, research in carbon 
electronics has been intensified since 2004 due to the physical realization of 
thermodynamically stable planar graphene.  Two-dimensional monolayer graphene 
sheets have unique electrical and physical properties which can be exploited in new 
device structures. However, due to its semi-metallic nature, much focus has been 
given to converting graphene based materials into semi-conducting material, such as 
applying a perpendicular electric field to a bilayer graphene and impurity adsorption 
on the graphene surface.  A more commonly studied method involves cutting two-
dimensional graphene sheets into one-dimensional narrow ribbons, i.e. graphene 
nanoribbons (GNRs), where the quantum confinement introduced by the physical 
edges generate an energy bandgap that is closely related to the width and edge 
configurations of the ribbon. Such semi-conducting GNRs can be relatively easy to 
integrate into existing device structures and the unique electronic properties can be 
used in new device applications. 
Both experimental and theoretical studies have been carried out extensively on 
integrating GNRs into existing device technologies such as metal-oxide-
semiconductor field-effect transistors. In addition, bilayer GNRs, which combine the 
unique electrical properties of GNRs and bilayer graphene, show great potential as 
versatile materials which can enable new device designs that take advantage of 
tuneable energy bandgap such as nanoelectromechanical devices. Recent development 
  viii
in obtaining GNRs by unzipping carbon nanotubes has made the prospect of 
fabricating GNR-based electronic devices in large quantities more promising and 
hence, detailed understanding of the device physics of GNR-based devices are much 
needed. 
This thesis, therefore, summarizes the investigation of the electronic structures 
of GNRs, both monolayer and bilayer, and materials with graphene-like atomic 
structure such as boron-nitride-carbon (B-N-C) compound. In addition, potential 
devices that can be implemented with these materials are also studied in details. Using 
various methods for the calculation of the electronic structure of the material, such as 
density functional theory, π-orbital tight-binding model and the Dirac equation model 
and utilizing the general non-equilibrium Green’s function approach to simulate the 
electron transport for device evaluations, with the inclusion of acoustic and optical 
phonon scattering, the performance of various devices such as Schottky Barrier field-
effect transistors (FET), nanoelectromechanical switches, resonant tunnelling dioides 
and the effects of heterojunction, fringing field, and phonon scattering on tunneling 
FET based on GNRs are evaluated. This exploration on the device physics and 
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Chapter 1 Introduction 
For the past few decades, miniaturization of silicon based electronic devices 
has been the main driving force in performance enhancement and it is predicted that 
the channel length of a silicon transistor will reach sub-10nm regime in 2015 with a 
combination of strained silicon, thin-body structure and innovative gate designs [1].  
From the classical model of metal-oxide-semiconductor field-effect transistors 
(MOSFETs), the device saturation current (IDS, Sat) for VGS > VTH and VDS > VGS – VTH, 
where VGS, VTH and VDS are the gate bias, threshold voltage and drain bias, is 
 2GS TH
DS, Sat ox 2
V VWI C
L
  . (1.0.1) 
The carrier mobility, oxide capacitance, channel width and channel length are 
represented by μ, Cox, W and L, respectively.  It is observed that by reducing the 
channel length alone, the drive current can be increased.  However, as the channel 
length decreases the electric field from the source to drain increases such that the gate 
control of the potential in the channel weakens.  This leads to issues such as drain-
induced barrier lowering which increases the output conductance and the threshold 
voltage of MOSFET.  In the extreme case where the channel length is very small, 
carrier punch through may occur where the current can be significantly affected by 
the drain bias and is not fully modulated by the gate bias.  The high electric field also 
leads to carrier velocity saturation, i.e. a reduction of carrier mobility at high electric 
field due to the increased scattering effects, cancelling the benefits of channel 
reduction.  Traditionally, proper scaling techniques, like constant field scaling, can be 
used to minimise such effects by reducing other parameters such as channel width and 
oxide thickness at the same factor as the channel length.  Unfortunately, other issues 
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like increased gate leakage current due to the very thin oxide reduces device 
performance and further techniques such as high-k dielectric materials have to be used. 
Therefore, it is clear that continual scaling down of silicon device is not 
sustainable and other means of improving device performance have to be sought.  
From Eq. (1.0.1), another means of improving the drive current is to increase the 
carrier mobility of the channel material.  As a result, it is foreseen that new materials 
with properties such as higher carrier mobility and direct energy band gap will be 
required for future device improvements.  Advance materials such as III-V composite 
semiconductor (gallium arsenide with higher saturated electron velocity and electron 
mobility) and materials in nano-structure (silicon nanowire) have been proposed and 
their device applications are actively being studied and have been successfully applied 
on industrial devices. 
Apart from the focus of increasing the performance of electronic devices via 
novel materials, the concern of ever increasing power consumption is also gaining 
importance.  With the density of transistors doubling every 18 months, the power 
density of electronic devices is approaching that of nuclear generators in the near 
future.  While the power crisis has been delayed currently by ingenious circuit design 
to switch off inactive component to reduce energy usage, the ability to reduce static 
power consumption of the individual electronic components is highly sought after.  
As a result, novel device structures utilising different device physics and carrier 
transport mechanism from the current state-of-the-arts MOSFETs are also required to 
reduce the power consumption of electronic devices.  Some examples of novel 
devices which provide lower static power consumptions are the Schottky barrier field-
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effect transistors (SBFETs), resonant tunnelling diodes (RTDs), tunnelling field-effect 
transistors (TFETs) and the nanoelectromechanical switches (NEMS). 
1.1 Why carbon? 
Similar to silicon, carbon is a group IV element with four valence electrons.  
Tetrahedral carbon, better known as diamond [cf. Fig. 1-1(a)], where the atoms are 
sp3 hybridized, is a wide band gap material and its applications in high-power 
electronics are gathering much attention due to the high electron and hole mobility 
and excellent heat conductivity.  On the other hand, carbon atoms in graphite are sp2 
hybridized [cf. Fig. 1-1(b)], where each atom forms σ-bonds with 3 other atoms.  The 
remaining pz orbital form weak π and π* bonds where the electrons are delocalised, 
and a honeycomb structure is formed.  This delocalised “sea of electron” gives rise to 
the metallic and slippery quality of graphite where the honeycomb layers slip across 
each other due to the electronic repulsion.  In 2004, physical realization of 
thermodynamically stable single layer graphite, named graphene, was achieved via 
physical exfoliation method [2] and chemical growth processes [3] and since then, 
research in graphene electronics has been intensified.  Two-dimensional monolayer 
graphene have unique electrical and physical properties which can be exploited in 
new device structures.  Due to the σ-bonds, sp2 hybridized carbon have a robust lattice 
which gives it high stress tolerance.  It was also found that graphene is a semi-metal, 
with a linear dispersion at the Dirac point as shown in Fig. 1-1(c).  The most 
interesting electrical property is the presence of massless, chiral, Dirac fermions that 
travel at very high speed [4], leading to a high carrier mobility of 4800cm2/Vs in 
experimental measurement [5] and a theoretical ballistic mobility of 27000cm2/Vs [2], 
[3]. 
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Fig. 1-1 (a) Face-centered cubic lattice of sp3 hybridized carbon.  (b) 
Hexagonal lattice of sp2 hybridized carbon, showing the eigenstates near 
the Dirac point.  These states corresponds to the π and π* bonds form by 
the adjacent pz orbital.  (c) Electron dispersion of graphene, with the 
unique linear dispersion at the Dirac point shown in inset. 
However, due to its semi-metallic nature, application of graphene in present 
device structure is limited.  Studies on MOSFETs based on graphene [6]-[9] reveal a 
low ON-state/OFF-state current ratio and high OFF-state current which are 
undesirable for digital applications although graphene FETs are shown to achieve 
operation frequency up to 50 GHz and have potential applications in high frequency 
mixer and multipliers [10]-[13]. 
 
Fig. 1-2 (a) Current characteristic of graphene field-effect device from 
[5]. © 2007 IEEE  (b) Frequency response of a graphene field-effect 
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Fig. 1-3 (a) Electronic structure of bilayer graphene with and without a 
perpendicularly applied bias, represented by the solid and dashed lines, 
respectively.  (b) The induced energy band gap, Δg, as a function of the 
applied bias (top axis) and electron density (bottom axis).  The applied 
bias acts as an electrostatic doping in addition to inducing the energy band 
gap.  Figures taken from [18].  Reprinted with permission from E. V. 
Castro, et al., Phys. Rev. Lett. 99, 216802 (2007).  Copyright (2007) by 
the American Physical Society. 
Much research effort has been focused on converting graphene based materials 
into semi-conducting material, i.e. introducing an energy band gap (EG) in the 
electronic structure.  One of the methods is to apply an electric field perpendicular to 
the plane of bilayer graphene which induces an EG that can be tuned by adjusting the 
electric field [14]-[17].  While experimental results have also shown that this is 
achievable [18]-[21], a relatively large electric field is required to produce an EG that 
can be used for device applications. 
On the other hand, a more commonly studied method involves cutting two-
dimensional graphene into one-dimensional narrow ribbons (graphene nanoribbons, 
GNRs), where the quantum confinement introduced by the physical edges generate an 
EG that is closely related to the width and edge configurations of the ribbon [22]-[26].  
Such semi-conducting GNRs can be relatively easy to integrate into existing device 
structures and the unique electronic properties can be used in new device applications.  
Both experimental and theoretical studies have been carried out extensively on 
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integrating GNRs into existing device technologies such as metal-oxide-
semiconductor field-effect transistors [2], [5], [27]-[30].  For novel devices which 
utilise carrier tunnelling mechanism such as the SBFETs, RTDs, and TFETs, the 
direct energy band gaps of GNRs offer higher tunnelling probability than the indirect 
EG of bulk silicon, thereby enabling a larger drive current for the tunnelling devices.  
In addition, bilayer GNRs, which combine the unique electrical properties of GNRs 
and bilayer graphene, show great potential as versatile materials which can enable 
new device designs that take advantage of tuneable EG such as nanoelectromechanical 
devices. 
1.2 Objectives of research 
The objectives of this research are to understand the electronic properties of 
graphene-based materials with the help of various computational methods and 
investigate the carrier transport mechanism of these materials.  The emphasis is 
placed on observing unique ways in modifying the energy band gap of the graphene-
based material and utilizing them in novel device structures.  Simulation methods 
ranging from accurate first principle calculations to computationally efficient tight 
binding models are employed to gain an understanding of the material properties, 
while quantum transport based on the non-equilibrium Green’s function formalism is 
used for both ballistic and dissipative device simulations.  The results of this 
exploration on the device physics and performance of carbon electronics serve to 
enhance the knowledge for post-silicon device investigations. 
1.3 Thesis organisation 
This thesis summarizes the investigation of the electronic structures of 
graphene-like materials and the potential devices that can be implemented with them.  
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Chapter 2 describes the methods used for the calculation of the electronic structure of 
the material and the general non-equilibrium Green’s function (NEGF) approach to 
treat the electron transport for device evaluations, including phonon dissipative 
simulation. 
In Chapter 3 the material properties of monolayer and bilayer GNRs, as well 
as the graphene-like boron-nitride-carbon, are investigated in detail based on the 
density functional theory (DFT), where the modulation of energy bandgap as well as 
structural stability are examined and ways to manipulate the electronic properties are 
suggested. 
Chapters 4 and 5 present the performance evaluations of GNR Schottky 
barrier field-effect transistors and nanoelectromechanical switch based on bilayer 
GNR, respectively, using DFT calculations coupled with ballistic NEGF simulations.  
The device operating principles and optimisation parameters are discussed in detail. 
Next, the investigation of GNR resonant tunnelling dioides using the real 
space π-orbital tight binding method is shown in Chapter 6, where the effect of 
different shape GNR on the carrier transport is explored.  In addition, the effect of 
edge roughness on the device performance is also examined. 
Chapter 7 investigates the GNR tunnelling field-effect transistor using the 
mode-space Dirac-equation tight binding model.  The effect of heterojection on the 
TFET is first examined, followed by the effect of electrostatics on the device 
performance.  Phonon scattering simulations are also carried out here and the 
dissipative device performance of both GNR TFET and MOSFET are explored and 
compared. 
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Lastly, a summary of future works with possible research directions will be 
given in Chapter 8. 
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Chapter 2 Methodology 
As the dimension of devices approaches sub-nanoscale regime, quantum 
mechanic phenomenon, such as quantised energy states and quantum tunnelling, 
becomes significant over macroscopic properties.  While quantum corrections have 
been successfully added into existing classical theories to explain certain observations, 
insights into new device operation principle can only be gained by utilising a device 
simulator based on the Schrödinger equation.  In such context, the non-equilibrium 
Green’s function approach, which can be used to solve the Schrödinger equation, has 
become an excellent candidate to handle the quantum transport of nanoscale devices.  
One of the important inputs to the NEGF approach is the device Hamiltonian, which 
is related to the channel material Hamiltonian used for the electronic structure 
calculation.  As such, three methods were used in this study to obtain the periodic 
channel material Hamiltonian of GNR, namely: (1) the density functional theory; (2) 
the real-space pz-orbital tight binding method; and (3) the mode-space Dirac tight 
binding method.  A brief introduction of these methods is given below, followed by a 
summary of the NEGF approach.  In addition, phonon dissipative simulation based on 
the NEGF approach will be considered. 
2.1 Density functional theory 
The density functional theory (DFT) has a profound impact on the electronic 
structure calculations with ground-state properties such as total energies and 
equilibrium position expressed in terms of the ground-state electronic density.  In this 
study, the Hohenberg-Kohn-Sham theory is used and the electron density  r  is 
solved with the Kohn-Sham equations: 
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     2 eff k k k12 V r r rm   
      
   , (2.1.1) 
   /2 2kk 12
N
r r  
  , (2.1.2) 
     LDAeff ext xcV r V r V r    , (2.1.3) 
          xcLDAxc xc
r
V r r r
r
    
  
    . (2.1.4) 
Using the local-density approximation (LDA), the effective potential,  effV r , 
consisting of the external and exchange-correlation potentials, depends only on the 
electron density and the Kohn-Sham equations can be solved self-consistently.  A 
detailed description of the implementation of DFT and LDA can be found in 
respective text-books [1] and it is beyond the context of the current study, which 
utilises a commercially available simulation package, ATOMISTIX TOOLKIT (ATK) [2]-
[4].  In addition to the LDA implementation, the effect of the core electrons is 
described by soft norm-conserving pseudopotentials and the electronic structure of the 
valence electrons is expanded in the single-ζ numerical atomic orbital basis set, i.e. 
the basis functions are found by solving the radial Schrödinger equation for the atom 
with a confinement potential [3].  While the usage of multiple-ζ orbitals, constructed 
via the splitting of a Gaussian basis set to match the single-ζ orbital smoothly at a 
certain radius, provides a more accurate electronic structure, we have found that the 
improvement is not significant near the Fermi level (EF) and hence does not improve 
the accuracy of quantum transport significantly [5].  The electron dispersion plots for 
the two dimensional graphene and one dimensional graphene nanoribbon with 
armchair edges are shown in Fig. 2-1.  We noted that the EG is underestimated in 
LDA and an overall increase in EG shown in this work is expected if the calculations 
are repeated using the GW approximation [6] as discussed in previous studies [7]-[9], 
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with the possible exception of intrinsic monolayer GNR whose EG is mainly 
contributed by quantum confinement. 
 
Fig. 2-1 Electronic structure of (a) two dimension graphene and (b) an 
armchair-edged graphenen nanoribbon as calculated from ATK.  The 
Dirac point at K is one of the distinct features of graphene. 
2.2 pz-orbital tight binding method 
The tight binding method is an approximation method to calculate the 
electronic band structure using a set of wave functions based on the superposition of 
wave functions for isolated atoms.  For graphene, the interatomic bonds are the sp2 
hybridised σ-bond, leaving the pz-orbital of adjacent atoms to form the π-bond (and 
π*-bond), which contributes more to the electron transport across the material.  In the 
following, the material Hamiltonian for a GNR shown in Fig. 2-2(a) is derived and the 
corresponding electronic structure shown in Fig. 2-2(b). 
We first start off with the Schrödinger equation: 
H r   E r  , (2.2.1) 
where H is the material Hamiltonian: 
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The diagonal terms are the Hamiltonian of one unit cell and they are the same 
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, (2.2.3) 
with V being the potential energy (related to the EF of the material) and t is the 
interaction energy between adjacent atoms, also known as the hopping integral, and it 
is the fitting parameter from first principal calculations.  For graphene system, the 
value of t ranged from 2.8 to 3 eV.  Note that only the nearest neighbour interaction is 
considered in the above derivation of the material Hamiltonian.  Specifically for 
armchair edged GNR (AGNR), the interaction energy at the edges, i.e. {-t}, is 
modified to {-1.12t} [10] to capture the different family trends observed in first 
principal calculations. 
The off-diagonal terms are the interaction energy between adjacent unit cells 
and they have the same size as the material Hamiltonian, with the upper off-diagonal 
and the lower off-diagonal terms being transpose of each other, i.e.: 
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To obtain the electronic structure, it is first observed that Eq. (2.2.1) for a 
periodic material is as follows: 
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, (2.2.5) 
, 1 1 , 1 1n n n n n n n n nE H H H         , (2.2.6) 
1 1
, 1 , 1
n n
n n n n n
n n
E H H H  
 
    . (2.2.7) 
Due to the periodic potential energy, the solutions of the wavefunction are of 
the form of a Bloch function: 
   exp  ,n bik nr U r k     , (2.2.8a) 
     
     1





ik r ik nr U r k
ik r
ik nr U r k


      
         , (2.2.8b) 
     
     1





ik r ik nr U r k
ik r
ik nr U r k


      
         , (2.2.8c) 
     , 1 , 1exp expn n n n n pE H ik r H H ik r H k           . (2.2.9) 
By obtaining the eigenvalues of Hp at different k points, the electronic 
structure of the GNR can be found as shown in Fig. 2-2(b). 
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Fig. 2-2 An atomic schematic of a NA = 5 AGNR (width = 0.49 nm) is 
shown in (a).  The dashed box denote the unit cell for π-orbital tight 
binding calculation and the numbering of the atoms corresponds to the 
manner the Hamiltonian is extracted.  The electronic structure as 
calculated with edge modification to the Hamiltonian is shown in (b) and 
a close up at the boxed region near the Fermi level is shown in (c).  The 
solid lines denote the calculation with edge modification and the dashed 
lines do not have.  For both (b) and (c) the positive values (blue lines) 
represent the conduction bands and the negative values (red lines) 
represent the valence bands. 
In the above calculation, the energy scale has been normalised to the EF, i.e. V 
= 0 and a hopping integral of t = 3.0 is assumed.  By varying these fitting parameters, 
accurate electronic structure similar to those calculated from first principle methods 
can be obtained with a large decrease in computational resources.  However, as the 
NEGF method, summarised later, involve inversion of the Hamiltonian, which is a 
square matrix whose size is same as the number of atoms in the device, the real-space 
pz-orbital tight binding method is ideal for small size devices but becomes 
computationally expensive and time consuming for larger devices. 
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2.3 Dirac tight binding method 
Due to the unique linear dispersion at the Dirac points, the electronic structure 
of graphene material can also be described with the Dirac equation for k points close 
to these Dirac points.  The derivation of the mode-space Dirac tight binding 
Hamiltonian is given below, starting off with the analytic equation for the electronic 
structure of two-dimension graphene from pz-orbital calculation: 
       2, 1 4cos cos 4cosx y x y yE k k t k dx k dy k dy    , (2.3.1) 
with  ,x yk k k , CC32dx a  and CC32dy a , aCC being the carbon-carbon 
interatomic distance.  By substituting  ,x x y yk k k k        and using small angle 
approximation (cf. Appendix A), the Dirac formula for two-dimension graphene is: 
E k
   F k , (2.3.2) 
with the Fermi velocity CCF
3
2
a t   .  The Dirac Hamiltonian around the Dirac point 
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     
, (2.3.3) 
with the momentum operator   ikp  .  For a one-dimensional AGNR, the 
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By setting a fitting parameter D Ft i v    and solving Eq. (2.2.1) with the 
above Hamiltonian and 
A
B
       (cf. Appendix B): 
1 1
1 10 0
0 1 0 1
1 0 1 02 2
D yn n n nD D
D yn n n n
V t kA A A At tE
t k VB B B Bl l
 
 
                                   
, (2.3.5) 
with l0, in the range of Å, being the discretization parameter which is used to fit the 
curvature of the resultant electronic structure with more accurate ones calculated from 


























     . (2.3.6c) 
Using the above equations, the Hamiltonian such as Eq. (2.2.2) can be 
obtained using the Dirac approximation.  Note that ky here is a fitting parameter and is 
related to the EG calculated from DFT or pz-orbital tight binding method.  The 
advantage of using the Dirac tight binding method is in the computational efficiency 
for larger device geometry.  For example using the AGNR shown in Fig. 2-2(a), the 
size of the pz-orbital Hamiltonian is (10×10) while the Dirac equation Hamiltonian is 
(5×5) with l0 = 1.08 Å.  To validate the Dirac tight binding method, the electronic 
structure of AGNR with different widths are calculated using both Dirac tight binding 
method and the more accurate pz-orbital tight binding method and their results 
presented in Fig. 2-3.  It is observed that both methods provide similar electronic 
structure within ±2 eV from EF. 
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Fig. 2-3 Electronic band structures of armchair graphene nanoribbons 
as calculated by our Dirac tight binding approach is similar to that from 
the more accurate pz-orbital tight binding method. 
2.4 Non-equilibrium Green’s function formalism 
2.4.1 Ballistic limits 
The NEGF formalism is well explained by Datta in [14], and hence only the 
main equations are presented here for completeness. This method for quantum 
transport simulation in the ballistic limits can also be couple with various material 
models not described in this study, such as the atomistic tight binding (sp3d5s*) and 
the effective mass models.  The Green’s function G(E) is obtained by: 
    1S DG E E H U      , (2.4.1) 
where E represent the energy, H is the device Hamiltonian and in this study, it is 
derived by the three methods described above.  The terms ΣS and ΣD represent the 
self-energies between the channel and the source and drain which can be obtained via 
the recursive surface green’s function method described in [14] and [15].  The on-site 
potential U is calculated by first obtaining the charge density ρ: 
,2
n
j j jG dE   , (2.4.2) 
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where j denotes the position of the device.  The electron correlation function Gn is  
n inG G G  . (2.4.3) 
Note that + denotes Hermitian conjugate.  The in-scattering self-energy Σin is a sum of 
the contribution from the contacts: 
S D
in in in    , (2.4.4) 
S,D
in
j j jf   , (2.4.5) 











       
, (2.4.7) 
and fj is the Fermi-Dirac distribution of carriers at the contacts with μj being the 
respective chemical potential which is related to the bias applied across the device, kB 
is the Boltzmann constant and T is the device operating temperature in Kelvin.  The 
obtained charge density is then used to solve the Poisson’s equation to obtain the on-
site potential U: 
   0U        , (2.4.8) 
where ρ0 is the initial charge density of the device.  The on-site potential is fed back to 
the NEGF formalism to obtain a new charge density and a self-consistent potential is 
thus obtained. 
From the Green’s function, the transmission in the ballistic limits, Tr, of the 
device can be calculated by: [ Trace X   x j , j
j
 ] 
 S DTrace Tr G G   , (2.4.9) 
The ballistic current of the device is found using the Landauer formula: 
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     S DDS qI Tr E f E f E dEh

      , (2.4.10) 
where q is the electron charge and h is the Planck constant. 
2.4.2 Phonon scattering 
Apart from the electron-electron interaction described by the Hamiltonian, 
phonon-electron interaction can also be incorporated in the NEGF formalism and the 
effect of phonon on the device transport mechanism can be studied.  As most 
electronic devices operate at or above room temperature, the inclusion of phonon 
scattering in quantum simulations can enable the study of more realistic device 
performance and the descriptions below follow [14], [16], [17].  The Green’s function 
in Eq. (2.4.1) is modified to reflect the inclusion of phonon scattering: 
  1S D phG E E H U         . (2.4.11) 
The phonon-electron interaction is described by the self-energy Σph and is 
obtained from the in- and out-scattering self-energies calculated based on the self-
consistent Born approximation, [Eph = ħω]: 
         ph ph ph ph ph ph ph1in n nE D N E G E E D N E G E E d        , (2.4.12)
         ph ph ph ph ph ph ph1out p pE D N E G E E D N E G E E d        , (2.4.13)
where the hole correlation function Gp is obtained similarly as Eq. (2.4.3): 
p outG G G  , (2.4.14) 










       
. (2.4.15) 
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Note that the Pauli Exclusion Principle is included in Eq. (2.4.12) and (2.4.13) via the 
electron and hole correlation functions which contain the Fermi-Dirac distributions. 
With the introduction of phonon-electron interaction, the total in- and out-
scattering self-energies, Σin and Σout are modified as: 
S D ph
in in in in     , (2.4.16) 
S D ph
out out out out     , (2.4.17) 
and the contacts out-scattering self-energies are similar to Eq. (2.4.5): 
 S,D 1outj j jf    . (2.4.18) 
The imaginary part of self-energy Σph can be obtained from: 
     ph ph ph1Im 2 in outE E E          , (2.4.19) 
and the real part is computed by the Hilbert transform: 
   phph Image1Re E dE
  
        . (2.4.20) 
For the case of optical phonon (OP) scattering, the phonon energies EOP of 
intra-mode and inter-mode scattering is 0.19 and 0.18 eV, respectively [17] and the 







  , (2.4.21) 
where the deformation energy KOP is approximately 13.0 eV/Å, mC is the carbon atom 
mass and NA is the number of carbon atoms along the AGNR width.  For the case of 
acoustic phonon (AP) scattering with negligible phonon energy, i.e. EAP ≈ 0, Eq. 
(2.4.12) and Eq. (2.4.13) become: 
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   AP APin nE D G E  , (2.4.22) 
   AP APout pE D G E  , (2.4.23) 
and the self-energy Σph becomes: 
   AP APE D G E  . (2.4.24) 






m N , (2.4.25) 
where KAP is approximately 8.56 eV and νAP is 2×106 cm/s [17].  Due to the inter-
dependency of Σph(E) and G(E), the electron correlation function is solved self-
consistently to obtain an accurate phonon-electron interaction.  With the mode-space 
Dirac tight-binding model, it is noted that Σph is only non-zero in the (2×2) diagonal 
blocks. 
As it is difficult to obtain a “Fermi-Dirac distribution” for Σph, the 
transmission function cannot be obtained easily with the inclusion of phonon 
scattering.  The current flow from one discretized point (j) to its neighbour (j+1) is 
therefore: 
    1 , 1 1, 1, , 1Trace n nj j j j j j j j j jqI i H G E H G E dEh        . (2.4.26) 
Note that the Trace operator is only necessary for the Dirac tight-binding 
model and for multiple basis models. 
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Fig. 2-4 A schematic summarizing the models and methods used in this 
thesis as detailed in Chapter 2. 
2.5 Summary 
In this Chapter, the methods used for the investigations on carbon-based 
electronic materials and nanoelectronics presented in this thesis are introduced and a 
schematic diagram is provided in Fig. 2-4 as a summary.  Due to the atomic scale 
structure of the electronic materials, ab initio methods such as density functional 
theory are needed to accurately describe the electron-electron interactions and the 
quantum mechanical effects brought about by these small dimensions.  While accurate, 
these first principle method are often computational costly and for rapid device 
simulations, reasonable approximation methods need to be used. 
For carbon-based material, the real-space pz-orbital tight binding model offers 
a less costly alternative while providing atomic manipulations to capture interesting 
phenomena such as edge defects and vacancy effects on device performances.  On the 
other hand, the mode-space Dirac tight binding approximation provides a higher 
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efficiency and the ability to study larger devices.  This thesis focuses on the use of 
non-equilibrium Green’s function formalism for the quantum transport simulation, 
which can be coupled to the models introduced in this Chapter and is robust to include 
both ballistic and dissipative simulations.  In the following Chapters, these methods 
are used to investigate the electronic and transport properties of carbon-based 
materials. 
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Chapter 3 Material properties of graphene-based materials 
Investigations summarized in this Chapter were carried out using the 
commercial software ATOMISTIX TOOLKIT 2008.10.  All GNRs are hydrogen-
passivated and an initial carbon-carbon bond length of 1.42 Å and carbon-hydrogen 
bond length of 1.09 Å are assumed before the structures are relaxed to a maximum 
planar force of 50 meV/Å.  In the following sections, the electronic structure of 
monolayer GNR is first discussed with respect to the different edges, doping effect 
and the dependency of the EG on ribbon width, followed by a similar discussion on 
bilayer GNR. Investigation on the structural stability and electronic structure of 
graphene-like boron-nitride-carbon sheet Cx(BN)y with a varying energy band gap is 
also presented here. 
3.1 Electronic structure of monolayer graphene nanoribbon 
3.1.1 Armchair edges 
The atomic structure of an armchair-edged GNR (AGNR) with width of 1.11 
nm is shown in Fig. 3-1(a).  The white atoms at the left and right edges of the ribbon 
are hydrogen and it is assumed to extend infinitely in the vertical direction.  Due to 
the quantum confinement of the edges, an EG is induced as shown in the electronic 
structure in Fig. 3-1(e) (blue dashed line).  From the infinite quantum well example, it 
is shown that as the width of the well increases, the discretized energy level decreases.  
Similarly, it is easy to follow that as the ribbon width increases, the EG will decrease.  
An interesting observation, however, is the presence of the three distinct family types, 
namely the 3p, 3p+1 and 3p+2, which corresponds to the number of carbon atoms 
along the width (NA) with p being an integer.  This is due to the unique hexagonal 
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lattice of graphene systems and the different edge configurations at various widths 
and further discussion can be found in [1]. 
 
Fig. 3-1 Atomic structure of intrinsic (a) AGNR and (b) ZGNR and 
their edge-doped counterparts are shown in (c) and (d), respectively.  
Nitrogen atoms are used for doping and are represented by the blue atoms.  
The electronic structure as calculated by DFT method is shown in (e) for 
AGNR with widths of 0.98, 1.11 and 1.23 nm and in (f) for ZGNR with 
widths of 0.92, 1.14 and 1.35 nm.  The effect of atomic doping on 0.98nm 
AGNR is shown in (g) and a similar plot for 0.92nm ZGNR is shown in 
(h).  The dash boxes in (a) to (d) denote the unit cell used for the 
calculation of band structures (e) to (h) respectively.  Due to the 
superlattice structure used, zone folding is observed in (g) and (h). 
The electronic structure for NA = 9 (3p), 10 (3p+1) and 11 (3p+2), which 
correspond to ribbon widths of 0.98, 1.11 and 1.23 nm respectively are shown in Fig. 
3-1(e) and it is noted that 1.11 nm AGNR exhibits the largest EG, with 1.23 nm 
AGNR having the smallest.  This is consistent for all ribbon widths, i.e. the 3p+1 
family has the largest EG, and the 3p+2 family has the smallest, forming three distinct 
trends as the EG is plotted as a function of ribbon widths as shown in Fig. 3-2(a).  
While this is an interesting property for AGNR, the fluctuation in EG, shown as dotted 
line in Fig. 3-2(a), may become a problem during device application.  However, 
innovative design on the device structure, such as using tapered channel as suggested 
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in [2] where the effective energy band gap would be an average of the three families 
of the average width, can be applied to minimise the effect of varying bandgap to 
obtain a more predictable device operation. 
 
Fig. 3-2 Variation in energy band gap with respect to the ribbon widths 
for (a) intrinsic AGNR and (b) nitrogen-doped ZGNR.  The inset in (b) 
shows the energy band gap variation and the shift in Fermi level as the 
doping concentration changes. 
3.1.2 Zigzag edges 
An atomic representation of zigzag-edged GNR (ZGNR) with width of 0.92 
nm is shown in Fig. 3-1(b) with hydrogen (white) atoms passivating the edges at the 
left and right and the ribbon extends infinitely in the vertical direction.  The electronic 
structure of ZGNR with widths of 0.92, 1.14 and 1.35 nm are shown in Fig. 3-1(f) and 
in contrast to the AGNR counterpart, there is no EG induced in ZGNR due to the 
presence of localised edges states [3].  However, when the electron-hole symmetry is 
broken, either by electric fields, magnetic fields or by the presence of dopants, these 
states become dispersive and an EG can be induced [4]. 
   30
3.1.3 Dopant effect 
One of the advantages of the presence of edges for GNRs is the possibility of 
changing the EF of the material by substitution of carbon atoms at the edges with 
dopants such as boron and nitrogen.  An example of nitrogen (blue atoms) doped 
AGNR and ZGNR are shown in Fig. 3-1(c) and (d) respectively with a corresponding 
doping concentration of 0.47 and 0.27 dopants/Å.  Note that the doping concentration 
is expressed as the number of dopant atoms per unit length here.  In practise, dopants 
can be added to the edge during the passivation process via injection of boron or 
nitrogen gas after lithography process to define the ribbon width. [5, 6]  Fig. 3-1(g) 
and (h) compare the change in the electronic structure due to the presence of the 
dopants for AGNR and ZGNR respectively, with the corresponding EF represented by 
the black and red dotted lines for intrinsic and doped ribbons. 
It is noted that while there is a great difference in the concentration value, the 
change in EF (ΔEF) between the two different GNRs are similar, with ΔEF = 0.83 eV 
for AGNR and ΔEF = 0.79 eV for ZGNR.  Another important observation is that at 
such a doping concentration, the AGNR changed from semi-conducting to metallic, 
which is usual for highly doped semi-conductor.  On the other hand, for ZGNR, the 
presence of dopants removes the degeneracy of the eigenvalues and hence induced an 
EG near the new EF, changing the semi-metallic ZGNR to a small EG semiconductor.  
This observation is in agreement with previous study and similar results can be 
obtained with boron as the dopant [7]. 
In addition, the dopant-induced EG of ZGNR is found to be dependent on the 
width of the ribbon and the doping concentration, presented in Fig. 3-2(b) and its inset.  
In contrast to AGNR, semiconducting ZGNR exhibits an EG that decreases 
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monotonously with ribbon width.  Furthermore, there is an optimal doping 
concentration where the EG can reach up to 0.5 eV and this is in agreement with [7].  
Lastly, the ΔEF is plotted against the varying doping concentration to show that it is 
still monotonously increasing despite the drop in EG as the doping concentration 
increases. 
3.2 Electronic structure of bilayer graphene nanoribbon 
Next we present our study on the electronic structure of bilayer GNR with 
armchair (AGNRB) and zigzag edges (ZGNRB).  For simplicity, it is assumed that the 
monolayer are AB stacked, also known as the Bernal stacking, and an example is 
shown in Fig. 3-3(a).  The red and blue carbon atoms are the top and bottom layers 
respectively, with the green carbon atoms stacking directly on top of each other.  A 
side view of the Bernal stacking is shown in Fig. 3-3(b).  Since we are considering 
semiconducting material, only intrinsic AGNRB and nitrogen-doped ZGNRB are 
discussed in the following.  In addition, the issue of misalignment between the layers 
are ignored here and a general discussion on misaligned bilayer graphene can be 
found in [8].  The bilayer structure is obtained by combining two relaxed monolayers 
and calculating the total energy of the system as the interlayer distance varies from 
2.8 to 6.0 Å.  It is found that the total energy of the bilayer structure is minimized at 
an interlayer distance of 3.2 Å, ±0.1 Å depending on the ribbon widths.  This is 
smaller than the simulated interlayer distance of bilayer graphene at 3.4 Å [9] and we 
suggested that this is due to the strong interactions at the edges which contribute to 
the decrease in the energetically favourable interlayer distance [10].  In the following 
discussion, we first discuss the electronic structure with optimal interlayer distance 
first, followed by the discussion on the effect of varying the interlayer distance. 
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3.2.1 Armchair edges 
An atomic structure of an AGNRB of width 1.11 nm is shown in Fig. 3-3(c) 
and the corresponding electronic structure is shown in Fig. 3-3(e), superimposed onto 
that of the monolayer counterpart.  Each of the monolayer energy bands (black solid 
line) is split into two bands (blue dashed lines) for AGNRB and as a result, the EG of 
AGNRB is much smaller than the monolayer counterpart.  Furthermore, with the 
smaller EG of the monolayer 3p+2 family, the AGNRB 3p+2 family can be considered 
to be semi-metallic, with an EG ranging from 7 to 4 meV.  In addition, the effect of the 
decrease in EG is more severe for the 3p+1 family as compare to the 3p family and 
hence these two families merge into one as the ribbon width increases as shown in Fig. 
3-4. 
 
Fig. 3-3 (a) and (b) shows the top and side view of the Bernal stacking 
of bilayer graphene nanoribbon considered in this work.  Atomic 
structures of semi-conducting bilayer graphene nanoribbons are shown for 
(c) intrinsic AGNRB and (d) nitrogen-doped ZGNRB and their 
corresponding electronic structures shown in (e)-(h).  A comparison 
between the monolayer (solid lines) and bilayer (dashed lines) GNRs are 
made in (e) and (f) where it is observed that the energy band gap reduced 
in general for bilayer GNRs.  The effect of increasing the interlayer 
distance on electronic structures on bilayer GNRs are shown in (g) and (h) 
which show that as the interlayer distance is increased from 3.2 (solid 
lines) to 5.0 Å (dash lines), the energy band gap is increased. 
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Fig. 3-4 The variation in energy band gap for AGNR and AGNRB as 
the width changed.  In general the energy band gap for bilayer structure is 
smaller than that of the monolayer counterpart, with the 3p+2 family 
(triangle markers) becoming metallic.  For larger widths, the 3p (diamond 
markers) and 3p+1 families (circle markers) becomes very close to each 
other.  The energy band gap variation for optimum and large interlayer 
distance (D) in AGNRB is also show here with solid and empty markers, 
respectively. 
3.2.2 Zigzag edges with dopants 
The atomic representation of a ZGNRB consisting of two 0.92 nm wide, 0.27 
dopants/Å, nitrogen-doped ZGNR is shown in Fig. 3-3(d).  The resultant width of the 
ZGNRB is 0.99 nm due to the Bernal stacking and due to the bilayer structure, the 
dopant concentration is doubled to 0.54 dopants/Å.  From the corresponding 
electronic structure shown in Fig. 3-3(f), similar to the AGNRB 3p+2 family, the 
splitting of each monolayer energy bands leads to the closing of EG in the material and 
hence the doped ZGNRB is semi-metallic. 
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3.2.3 Effect of changing interlayer distance on energy band gap 
After the observation of the closing and decreasing of the EG of the 
bilayerGNRs, we were interested to find out what happened when the interlayer 
distance is increased.  An interlayer distance of 5.0 Å is used and the corresponding 
electronic structures of AGNRB and ZGNRB are plotted in Fig. 3-3(g) and (h), 
respectively, with their 3.2 Å counterparts.  It is found that at 5.0 Å, the EG of both 
bilayer ribbons increase back to that of the monolayer counterparts.  In fact, the 
electronic structures of the monolayer and bilayer ribbons are identical at large 
interlayer distance.  We suggest that the decrease of EG is related to the interactions 
between the layers and as the interlayer distance increases from the energetically 
favourable distance of 3.2 Å, the interlayer interaction becomes weaker and the EG is 
‘restored’ to that of the individual monolayers. 
To validate this point, the EG dependency on the interlayer distance is 
calculated and presented in Fig. 3-5(a) and (b) for AGNRB and nitrogen doped 
ZGNRB respectively.  The progressive increase of EG coincides with the weakening of 
interlayer interactions as the monolayers move further apart from 3.2 to 5.0 Å.  The 
EG reaches the same value as the monolayer ribbon beyond 5.0 Å and it remains 
constant for all larger interlayer distances.  Different widths of AGNRB corresponding 
to the three families are investigated and the 3p+1 family shows the steepest increase 
in the EG.  More interestingly, as the interlayer distance decreases below 3.2 Å, the EG 
of the 3p and 3p+1 families of AGNRB continue to decrease while that of the 3p+2 
family and the ZGNRB increases.  This indicates that interlayer interaction is not the 
only reason for the change in the EG and further studies are required to discover what 
other mechanisms are involved. 
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Fig. 3-5 Variation in energy bandgap of semiconducting bilayer 
graphene nanoribbons as a function of the interlayer distance for (a) 
intrinsic AGNRB with widths 0.98, 1.11 and 1.23 nm and (b) nitrogen-
doped ZGNRB with width 0.99 nm. 
3.3 Stability and electronic structure of two dimensional Cx(BN)y 
compound 
The thermal stability and electronic structures of two dimensional Cx(BN)y 
compounds are studied here using first-principle calculations based on the density 
functional theory.  Although, from total energy calculations, it was well-established 
that phase-segregated atomic arrangements had the lowest energy, it was found that 
due to the high activation energy required for phase-segregation process, evenly 
distributed configurations are stable at room temperature.  Furthermore, the EG of the 
evenly distributed Cx(BN)y compounds are dependent on the carbon concentration.  
By controlling the carbon concentration in the compound, the EG of the compound 
material can be adjusted for electronic applications. 
3.3.1 Introduction 
Two dimensional, single-atomic layer materials, with a honeycomb structure, 
have been intensively studied in recent years due to their many unique electronic 
properties [11], [12].  For example, graphene is found to be a zero energy gap semi-
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metal with linear electron dispersion at the Fermi-level, resulting in very high carrier 
mobility [13].  However, this semi-metallic behaviour also leads to the drawback of 
graphene from most of semiconductor device applications.  On the other hand, planar 
hexagonal boron nitride (h-BN) has a similar atomic structure as graphene but due to 
the ionic bonds, h-BN sheets are found to be an insulator with large EG (>4 eV) [14], 
[15].  Due to their similar atomic arrangement, compound material made up of carbon 
and h-BN (h-BCN) has been proposed, with the BC2N being studied most extensively 
[15]-[22].  Based on the lowest energy calculations, it has long been conceived that 
under thermodynamic limits, h-BCN would fully phase-segregate into regions of 
carbon and h-BN.  This indicates the electronic properties of h-BCN should follow 
either those of graphene or h-BN. 
However, recent experimental investigations of h-BCN sheet has reported [23] 
that such compound material has properties distinct from both graphene and h-BN and 
form domains of BN and carbon, with approximate size of 42 nm.  Phase stability 
study [24] also supported the formation of domains instead of full phase-segregation.  
However, existing studies are carried out at temperatures much higher than 300 K and 
the issue of spontaneous rearrangement of evenly distributed h-BCN at room 
temperature has not been addressed.  Therefore, the issue of thermal stability of non-
phase-segregated h-BCN at room temperature was investigated here.  It was found 
that due to the strong covalent bonds between the carbon dimers and the ionic bonds 
of boron nitride, as well as the high stability of the hexagonal lattice, atomic 
rearrangement would require relatively large activation energy, and hence phase-
segregation can only take place at a much higher energy environment.  For example, 
based on first principle calculation, the initial activation energy is 1.63 eV/atom for an 
evenly distributed h-BCN to morph into phase-segregate h-BCN.  This indicates that 
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at room temperature the former could be stable while the latter would be unlikely to 
occur spontaneously in the absence of defects.  These evenly distributed Cx(BN)y 
materials with different carbon concentrations might be fabricated by carefully 
controlling the growth conditions or by atomic manipulation using atomic force 
microscopy (AFM) [25], [26].  As such, the properties of Cx(BN)y compounds, such 
as EG, can be engineered by varying the respective concentrations and position of 
carbon dimers and BN. 
 
Fig. 3-6 The atomic model for BC2N forming (a) phase-segregated and 
(b) evenly distributed zigzag chains.  The phase-segregated armchair 
chain configuration is shown in (c).  The empty solid and the solid dot are 
boron and nitrogen atoms respectively, with the black lines representing 
the original graphene arrangement.  The repeating unit cell is indicated by 
the box in the respective figures.  (d) The Brillouin zone for the usual 
hexagonal lattice (dash line) and the studied rectangular lattice (solid) and 
the respective high-symmetry points.  The electronic structure is 
calculated along Y-Γ-X. 
3.3.2 Simulation model 
The simulations are carried out using a superlattice approach based on density 
functional theory.  The superlattices for the evenly distributed and phase-segregated 
BC2N forming zigzag chains are shown in Fig. 3-6(a) and (b), respectively.  In 
addition, Cx(BN)y forming armchair chains are also investigated and a sample of such 
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phase-segregated BC2N atomic structure is shown in Fig. 3-6(c).  The nudged elastic 
band (NEB) method implemented in the DMol3 module of Material Studio [27], [28] 
is employed to investigate the room temperature stability of evenly distributed BC2N, 
using an 8-atoms superlattice as shown in the insets of Fig. 3-7(d).  
Furthermore, to investigate the effect of carbon concentration on the EG of 
Cx(BN)y compounds, a BN pair is replaced with carbon dimer to increase the 
concentration of carbon [21].  Since it is well established that C-C and B-N bonds 
have the lowest bonding energy, they are treated as the basic units when different 
atomic configurations are considered.  Simulations on the lowest formation energy 
Eform [21] and the electronic structures are based on the density functional theory as 
implemented in the Atomistix Toolkit 2008.10.  A double-ζ polarized basis set for all 
atoms are used with the pseudo-potential data provided with the package.  The 
optimized geometry is obtained as follow: an initial bond length of 1.44 Å is first 
assumed for all atoms with a resultant superlattice cell dimension of (in Å) 2.49 by 
17.28 for the 16-atoms superlattice in the zigzag chain arrangements and 19.95 by 
4.32 for the 32-atoms superlattice in the armchair chain arrangements. The resultant 
atomic models are then relaxed by minimizing the inter-atomic force to 50 meV/Å 
and the size of the unit cell is also optimized by minimizing the stress to 1 meV/Å3.  
The average bond lengths of the relaxed structures are (in Å) aCC = 1.42, aBC = 1.52, 
aNC = 1.39 and aBN = 1.43. 
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Fig. 3-7 (a) The phase’s progression from evenly distributed (A) to total 
segregation (E).  Adjacent BN and carbon dimers are swapped in each 
different phase, denoted by the dash boxes.  (b) The swapping of BN and 
carbon dimers are visualised where there exist two different paths of 
progress.  (c) The Eform for the different phases of BC2N as shown in (a).  
The Eform between phases are where the swapping of BN and carbon 
dimers occurs, which can have two different paths (cross and diamond).  
(d) Total energy variation plot from the nudged elastic band method for 
obtaining the activation energy required for phase-segregation to occur.  
The initial and final state (top insets) correspond to the top two diagrams 
in (b).  Activation energy of 13 eV is required for this 8-atom superlattice, 
which translates to 1.63 eV/atom, to undergo the initial step of phase-
segregation.  Here, blue, pink and gray atoms represent nitrogen, boron 
and carbon respectively. 
3.3.3 Results and discussions 
Firstly, we focus on investigating the energy needed for phase-segregation 
process to occur at room temperature from the evenly distributed h-BCN 
configuration.  Fig. 3-7(a) shows a possible pathway for the evenly distributed 
configuration to morph into the partially phase-segregated arrangement with assuming 
that a pair of BN molecule will swap place with a carbon dimer, cf. the dash box.  
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Within each step, there are two possible ways, shown in Fig. 3-7(b), by changing the 
positions of the nearest neighbouring atoms.  The Eform for the different arrangements 
are calculated and summarized in Fig. 3-7(c).  It is observed that although the phase-
segregated configuration has a lower energy than the evenly distributed one, the 
intermediated structures has a much higher energy than can be supplied by the 
thermal energy at room temperature, approximately 26 meV.  This lends support to 
the observation of the stable formation of graphene and BN domains in room 
temperature reported in [23].  To further investigate on this point, the NEB method is 
used to find out the activation energy required for the first transformation shown in 
the leftmost diagrams in Fig. 3-7(b) using an 8-atoms superlattice, cf. Fig. 3-7(d).  It 
shows that a high energy-barrier of 13 eV is required for this phase change due to the 
transformation of C-C and B-N bonds to C-B and C-N bonds, as well as the distortion 
of the hexagonal lattice as shown in the lower inset of Fig. 3-7(d).  This activation 
energy translates to 1.63 eV/atoms necessary for the first transition, which is much 
high than the thermal energy at room temperature.  Therefore, it indicates that phase-
segregation has to take place at a much higher energy, i.e. higher temperature, and 
evenly distributed Cx(BN)y should be stable at room temperature in the absences of 
defects.  In the presence of defects and vacancies, such phase-segregation may take 
place with lower activation energy due to a higher total energy of the system with 
defects and vacancies. 
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Fig. 3-8 The electron dispersion of (a) partially segregated and (b) 
evenly distributed BC2N forming zigzag chains, with the eigenstate plots 
for the conduction and valence bands shown at the left and right of the 
figures respectively.  The energy gap (EG) as a function of different 
concentration of C for partially segregated and evenly distributed 
configurations with both zigzag (ZZ) and armchair (A) chains are shown 
in (c) and (d), respectively. 
Next, we investigate the electronic structure of evenly distributed and partially 
segregated structures, and the electron dispersion along the Γ-Y direction is calculated 
for both structures forming zigzag and armchair chains with different carbon 
concentrations.  Examples of the electron dispersions are shown in Fig. 3-8(a) and (b) 
for the partially segregated and evenly distributed BC2N forming zigzag chains.  From 
the eigenstates plots calculated at the conduction and valence bands, it can be 
observed that these states are congregated at the interface between the carbon and BN 
regions for the partially segregated configuration while they are distributed 
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throughout the material for the evenly distributed one.  The location of these states 
could explain the EG of 1.96 eV for evenly distributed BC2N, almost half of that of 
BN sheet.  The EG of each structure is extracted out and plotted in Fig. 3-8(c) and (d) 
for the partially segregated and evenly distributed configurations, respectively, with 
different carbon concentrations.  It is observed that in general, the EG of all structures 
decreases as the concentration of carbon increases.  Furthermore, at the same carbon 
concentrations, partially segregated configurations exhibit a lower EG than that of the 
evenly distributed ones.  From Fig. 3-8(c), the EG of the material forming zigzag 
chains (empty triangular marker) decreases exponentially with increasing carbon 
concentration, reaching an EG of 42 meV at 50% carbon, while that of the armchair 
chains (empty square marker) has a stable EG of 1.5 eV for low carbon concentrations 
less than 50% and about 0.75 eV for higher carbon concentrations.  On the other hand, 
the EG of evenly distributed Cx(BN)y is stable for low carbon concentrations less than 
50%, with average EG of 1.95 and 1.20 eV for zigzag and armchair chains, 
respectively.  This indicates that the evenly distributed Cx(BN)y with low carbon 
concentrations could be a potential material for semiconductor electronic (>0.5 eV) 
applications once the fabrication of such materials can be properly controlled. 
3.4 Summary 
In this chapter, the fundamentals of the EG of monolayer and bilayer graphene 
nanoribbons are investigated using DFT calculations.  In addition, the effect of 
substitutional doping on the electronic structure is also examined.  The ribbon width 
of the monolayer AGNR tightly controls the EG while changing both the ribbon width 
and interlayer distance of the bilayer AGNR vary the EG. Furthermore, an 
investigation of Cx(BN)y compounds based on first-principle method was conducted. 
By considering different concentrations and atomic arrangements, the Eform of the 
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various structures are calculated. While, at thermodynamic limits, phase-segregated 
Cx(BN)y compounds are more stable than the evenly distributed ones, it was found 
that in the absences of defects and vacancies, the evenly distributed configuration is 
stable at room temperature. The EG of the compound materials at different carbon 
concentrations are extracted and it is found that at low carbon concentrations, the EG 
of evenly distributed compound is in the range of 1.20 to 1.95 eV and less sensitive to 
concentration variations at low carbon contents than that of the partially segregated 
ones. While only ideal structures are considered in this study, structural disorder may 
increase the Eform, where disorders in the form of vacancies and boron-boron, 
nitrogen-nitrogen bonds are introduced as report in [29]. A range of EG has been 
reported according to the different composition. By controlling both the carbon 
concentrations and atomic arrangements, Cx(BN)y is found to be a versatile compound 
for semiconducting transistor applications. 
The author would like to acknowledge Professor Feng Yuan Ping for the 
fruitful discussion and Dr. Lu Yunhao from the Department of Physics, National 
University of Singapore for the data in Fig. 3-7(d). 
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Chapter 4 Schottky barrier field-effect transistors 
This Chapter presents a computational study on the transport properties of 
intrinsic armchair-edged and nitrogen-doped zigzag-edged graphene nanoribbon 
(AGNR & ZGNR) Schottky barrier field-effect transistors.  Using ab initio models, it 
was observed that the metal-induced gap states increase the OFF-state current (IOFF) 
significantly of very short channel devices and the ON/OFF current ratio (ION/IOFF) 
degrades as the ribbon width increases.  This device performance comparison 
indicates that while ZGNR SBFETs provide a lower subthreshold swing, AGNR 
SBFETs provide a lower IOFF and higher ION/IOFF at similar ribbon widths. 
4.1 Introduction 
Carbon-based nanoelectronic was intensified by the observation and 
fabrication of thermodynamically stable graphene structure in recent years [1]. While 
two dimensional graphene is a zero band gap (EG) semi-metal material, the one 
dimensional graphene nanoribbon (GNR) could be a semiconductor based on its 
chirality and the quantum confinement at the edges.  Due to the possibility of having 
both metallic and semiconducting regions fabricated with the same material, as well 
as the higher carrier mobility, GNR has been proposed for Schottky barrier (SB) field-
effect transistors (FETs) applications [2] to enhance device performances.  Apart from 
having a lower extrinsic parasitic resistance than the metal-oxide-semiconductor 
(MOS) FETs due to the metallic source and drain, SBFETs have the advantage of 
achieving a subthreshold swing (SS) lower than 60 mV/decade due to the utilization 
of field emission, or Fowler-Nordheim tunneling current.  As a result, SBFETs can be 
found in high-performance switching and radio frequency applications [3].  
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Furthermore, higher carrier mobility materials such as GaAs have been used to obtain 
better cut-off frequency and this could be further enhanced by using GNR as the 
active material.  There are two main types of GNRs that are being actively studied: 
the armchair-edged GNR (AGNR) and the zigzag-edged GNR (ZGNR).  While 
AGNR has an intrinsic EG which decreases with increasing ribbon widths, intrinsic 
ZGNR is a zero-EG material due to its edge states.  However, by introducing some 
dopants at the edges of ZGNR, an EG can be induced and hence it can also be used as 
a channel material for SBFET applications. 
In this Chapter, investigations on the transport properties of intrinsic AGNR 
and nitrogen-doped ZGNR SBFETs based on ab initio calculations are presented.  
The channel length (LC) dependency of AGNR SBFETs is first investigated, followed 
by the width (WC) dependency.  It is observed that the metal-induced gap states 
(MIGS) increases the IOFF significantly for very small channel lengths (<5 nm) and as 
WC increases, the IOFF increases due to a reduced EG, which leads to a much degraded 
ION/IOFF.  Next, it is shown that a usable EG can be introduced in ZGNRs for SBFET 
application and the WC dependency of ZGNR SBFETs is discussed, which is similar 
to that of the AGNR devices.  While previous studies had shown the individual device 
characteristics of AGNR [2] and ZGNR SBFET [4], this study provides a comparison 
of the SS and ION/IOFF between these devices for design considerations.  Although 
both these devices provide similar ION, ZGNR SBFETs provide a smaller SS and 
AGNR SBFETs provides a lower IOFF and hence a higher ION/IOFF at comparable 
ribbon widths.  While the device performances presented here are dependent on the 
high quality and narrow width GNRs, recent development on the fabrication 
technique for nanometer-wide GNRs with smooth edges [5] hinted at the possibility 
of such devices. 
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4.2 Simulation setup 
All simulations are performed using the LDA in DFT, coupled with NEGF 
formalism for transport calculation, implemented in the commercial package 
ATOMISTIX TOOLKIT 2008.10 [6].  The device structures for AGNR and ZGNR 
SBFET are shown in Fig. 4-1(a) and (b), respectively.  Various LC of 3.3, 6.2 and 8.8 
nm are used for AGNR SBFETs while the ZGNR SBFETs have a LC of 8.85 nm.  For 
the WC studies, 1.11, 1.48 and 1.84 nm are used for AGNR SBFETs, and 0.92, 1.28 
and 1.70 nm for ZGNR SBFETs.  The nitrogen doping concentration of the ZGNR 
channel is 0.27 dopant/Å.  While other metals can be implemented for the source and 
drain with similar results as shown, the usage of intrinsic ZGNR as the contacts can 
circumvent the issue of lattice mismatch between metal and GNRs, as well as 
providing a better ION/IOFF ratio as compared to using graphene as the contacts [7]. 
 
Fig. 4-1 Atomic representations of (a) AGNR and (b) ZGNR SBFET.  
(c) The current characteristics of AGNR SBFET with different channel 
lengths (LC) with an inset showing the positive and negative gate bias 
responses for LC = 8.8 nm.  The transmission plots, with the inset showing 
a zoom-in of the low transmission region is shown in (d).  The energy 
scale here is normalized with the Fermi level (EF) of the devices, i.e. EF = 
0.  The peaks near EF for all LC are contribution from the metal-induced 
gap states near the source and drain contacts. 
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4.3 Results and discussions 
4.3.1 AGNR SBFETs 
The transfer characteristics (I-VG) of the AGNR SBFETs with different LC are 
shown in Fig. 4-1(c), with the inset showing the positive and negative gate bias 
response for LC = 8.8 nm.  It is observed that as LC increases, IOFF decreases 
exponentially while the ION decreased much slower, and hence ION/IOFF increased with 
LC.  This is due to the MIGS formed at the interface between the metallic intrinsic 
ZGNR contacts and the semiconducting AGNR channel [8].  These MIGS are formed 
as a result of the extension of the wave-function tail from the contacts into the EG of 
the channel region and are usually found in the middle of EG.  While the density of 
MIGS does not change with LC, the effect of MIGS, i.e. penetration of the 
wavefunctions tail from the contacts into the channel, decreases with larger LC and 
hence greatly restricts the direct carrier flow between the source and drain, resulting 
in a much smaller IOFF. 
 
Fig. 4-2 (a) The I-VG of AGNR SBFET with different channel widths 
(WC).  The current is normalized with the respective channel widths.  The 
corresponding transmission plots are shown in (b), with the energy scale 
normalized to the respective EF. 
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The effect of WC is next investigated and the I-VG plots are shown in Fig. 
4-2(a).  It is observed that the IOFF increased with increasing WC, which can be 
explained by the decrease in EG.  The EG of AGNR with widths 1.11, 1.48 and 1.84 
nm are 1.06, 0.83 and 0.68 eV, respectively from our DFT calculations [9].  The 
transmission plots in Fig. 4-2(b) exhibits the effect of EG reduction, where the region 
of energy with low transmission values decreases with increasing ribbon width.  
While these regions do not directly reflect the EG of the channel due to the complex 
band alignment between the contact and channel materials, they provides a valuable 
insight to the effect of varying EG on the carrier transport of GNR devices. 
4.3.2 ZGNR SBFETs 
It was shown that intrinsic ZGNR is a near-zero EG material [10].  However, 
recent study shows that dopants in ZGNRs can increase the EG and hence, the 
possibility to implement this doped ZGNR to form SBFETs is examined.  Firstly, to 
ascertain the most stable position of the dopant site, the total energy of the ZGNR is 
first calculated with the dopant atom at different positions, shown in Fig. 4-3(a).  The 
total energy decreases as the dopant atom moves from the centre to the edge of the 
ZGNR, indicating that the system becomes more stable as the dopants migrate to the 
edges.  Next, the electronic dispersion relations for the intrinsic and edge-doped 
ZGNR are investigated, c.f. Fig. 4-3(b), with the dashed lines indicating the Fermi 
level of the systems.  At the same doping concentration, this induced EG decreases 
with increasing ribbon width as shown in Fig. 4-3(c) and the EG of the nitrogen-doped 
ZGNR with widths of 0.92, 1.35 and 1.78 nm are 0.32, 0.23 and 0.18 eV, respectively.  
The I-VG plots of the nitrogen-doped ZGNR SBFET with different WC are shown in 
Fig. 4-3(d) where the IOFF is observed to be increasing as WC increases while the ION 
remained relatively unchanged.  The change in EG with respect to WC is likely the 
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reason for the observed decrease in the low transmission region in the transmission 
plots in Fig. 4-3(e). 
 
Fig. 4-3 (a) Total energy of the ZGNR with nitrogen dopant at different 
position, normalized with respect to the lowest energy.  The inset shows 
the atomic arrange of the nitrogen-doped ZGNR.  (b) The electron 
dispersions of the intrinsic and N-doped ZGNR.  The energy scales of the 
two plots have the same vacuum level and the dash lines represent the 
respective EF.  (c) The change in the EG with respect to the WC.  (d) The 
current characteristics of nitrogen-doped ZGNR SBFETs with different 
WC.  Inset shows the variation in the IOFF bias (VOFF) as the WC increases.  
The corresponding transmission plots are shown in (e) where the effect of 
decreasing EG can be observed. 
4.3.3 Device performance comparison 
The SS and ION/IOFF are extracted out for the various devices with different WC, 
shown in Fig. 4-4(a) and (b), respectively.  In general, the SS for both materials 
degrade as WC increases, and AGNR SBFETs have larger SS than ZGNR SBFETs. 
This could be due to the presence of dopants in the ZGNR channel which provide 
more carriers for transport.  As WC increases, the EG decreases which enhances the 
contribution of thermionic current and hence the SS increases.  Nevertheless, most of 
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them are <60 mV/dec under a drain bias of 20 mV, shown as the dot-dash line in Fig. 
4-4(a), which is the physical limit of MOSFETs.  On the other hand, the ION/IOFF for 
AGNR SBFETs are higher than the ZGNR devices across all WC.  While the ION are 
similar for both materials, shown in Fig. 4-4(c), the low IOFF of the AGNR SBFETs 
helps to increase the ratio and hence it is a better choice if a high ION/IOFF is required. 
 
Fig. 4-4 (a) The subthreshold swing (SS) of the AGNR and ZGNR 
SBFETs as a function of the respective WC. (b) The ON-state/OFF-state 
current ratios (ION/IOFF) and (c) the respective ION and IOFF as a function of 
WC. 
4.3.4 Bilayer devices 
Lastly, the device characteristics of Bernal-stacked bilayer AGNR SBFET and 
bilayer ZGNR SBFETs are simulated as shown in Fig. 4-5(a) and (b), respectively, 
with LC ≈ 8.8 nm and WC ≈ 1.0 nm.  The current of the monolayer counterparts are 
also plotted in dash lines for comparison.  From previous study [9], it is found that the 
EG decreases for bilayer GNRs due to the presence of the interlayer interaction which 
decreases the quantum effect of the edges.  From this viewpoint, it is easy to 
understand the larger IOFF observed in the I-VG plots and the decrease in low 
transmission regions in the transmission plots in Fig. 4-5(c) and (d).  Furthermore, the 
decrease in VOFF of ZGNR SBFET in Fig. 4-5(b) can also be explained with the 
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decrease in EG as the current contribution from the conduction bands increases at 
lower VG.  On the other hand, the lower ION of bilayer ZGNR SBFET is due to the 
different band alignment between the contacts and the channel material. 
 
Fig. 4-5 The I-V plots of bilayer (a) AGNR SBFET and (b) ZGNR 
SBFET.  The monolayer counterparts are plotted as dashed lines for 
comparison.  The transmission plots of the bilayer (c) AGNR and (d) 
ZGNR devices show the effect on the transmission for smaller EG 
materials. 
4.4 Summary 
In this Chapter, a comprehensive study of the device performances of intrinsic 
AGNR SBFET and nitrogen-doped ZGNR SBFET is presented.  In general, the 
device performances improve with increasing LC by minimizing the effect of MIGS, 
but degrade with wider WC, which corresponds to a smaller EG.  More specifically, the 
SS of ZGNR SBFET is found to be 40% lower than that of the AGNR counterpart and 
hence it would be better choice for high-speed circuits.  On the other hand, at a similar 
ribbon width, AGNR SBFETs provide an approximately 3 order larger ION/IOFF ratio 
with a much lower leakage current and a similar ION, and hence it would be a good 
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choice for low-power circuits.  For bilayer materials, as the EG is smaller than the 
monolayer counterpart, the device performances, i.e. SS and ION/IOFF are expected to 
be degraded. 
The author would like to acknowledge Mr. Lim Zhi Hean and Mr. Peck Yan 
Zheng for their assistance in obtaining the data presented in this work. 
4.5 References 
[1] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. 
Dubonos, I. V. Grigorieva, and A. A. Firsov, “Electric field effect in atomically 
thin carbon films,” Science 306 (5696), 666 (October 2004). 
[2] Q. Yan, B. Huang, J. Yu, F. Zheng, J. Zang, J. Wu, B.-L. Gu, F. Liu, and W, 
Duan, “Intrinsic current-voltage characteristics of graphene nanoribbon 
transistors and effect of edge doping,” Nano Lett. 7 (6), 1469 (April 2007). 
[3] J. Guo, S. Hasan, A. Javey, G. Bosman, and M. Lundstrom, “Assessment of 
high-frequency performance potential of carbon nanotube transistors,” IEEE 
Trans. Nanotech. 4 (6), 715 (November 2005). 
[4] Y. Yoon, G. Fiori, S. Hong, G. Iannaccone, and J. Guo, “Performance 
comparison of graphene nanoribbon FETs with Schottky contacts and doped 
reservoirs,” IEEE Trans. on Electron Devices 55 (9), 2314 (September 2008). 
[5] L. Jiao, L. Zhang, X. Wang, G. Diankov and H. Dai, “Narrow graphene 
nanoribbons from carbon nanotubes,” Nature 458, 877 (April 2009). 
[6] M. Brandbyge, J.-L. Mozos, P. Ordejón, J. Taylor, and K. Stokbro, “Density-
functional method for nonequilibrium electron transport,” Phys. Rev. B 65 (16), 
165401 (March 2002). 
[7] G. Liang, N. Neophytou, M. S. Lundstrom, and D. E. Nikonov, “Contact effects 
in graphene nanoribbon transistors,” Nano Lett. 8 (7), 1819 (June 2008). 
[8] J. Guo, S. Datta, and M. Lundstrom, “A numerical study of scaling issues for 
Schottky-barrier carbon nanotube transistors,” IEEE Trans. on Electron Devices 
51 (2), 172 (February 2004). 
   56
[9] K.-T. Lam and G. Liang, “An ab initio study on energy gap of bilayer graphene 
nanoribbons with armchair edges,” Appl. Phys. Lett. 92 (22), 223106 (June 
2008). 
[10] Y.-W. Son, M. L. Cohen, and S. G. Louie, “Energy gap in graphene 
nanoribbons,” Phys. Rev. Lett. 97 (21), 216803 (November 2006). 
   57
 
Chapter 5 Bilayer graphene nanoribbon 
nanoelectromechanical system 
A bilayer graphene nanoribbon nanoelectromechanical device is investigated 
via first-principle simulations.  The output characteristics as a function of interlayer 
distance are calculated, with the proposed device acting as a displacement and a force 
sensor.  The operating mechanism of a bi-stable switch based on this device structure 
is also explored and in the present floating gate design, a switching gate bias of 5.6 V 
is required, resulting in an ON-OFF current ratio of 3 orders at a device bias of 20 mV.  
This minuscule bi-stable device could potentially be implemented in future 
semiconductor memory devices and radio frequency communication circuitry. 
5.1 Introduction 
Recently, considerable development on nanoelectromechanical system 
(NEMS) technology has shown great potential as an innovative approach to 
implement electrical and mechanical functionalities at the nanometer scale.  
Promising characteristics of NEMS devices, for example, high mechanical resonance 
frequency and low power requirement for device operations, have enabled attractive 
applications such as ultra-fast switches [1]-[4], highly sensitive mass detectors [5] and 
high-speed low power random access memory cells [6]-[8]. To develop high 
performance NEMS, material properties, i.e. high spring constants, small mass and 
high electron mobility, play important roles on improving device sensitivity, 
switching speeds, operating power requirements and other characteristics. 
   58
Additionally, recent investigations of carbon as an electronic material have 
been increased due to the availability of thermodynamically stable monolayer planar 
carbon [9]-[11], better known as graphene. Graphene provides unique electronic 
properties for device applications, i.e., high carrier mobility [12], and the ability to 
alter the energy bandgap by changing its geometry [13]. In addition to the monolayer 
graphene, its bilayer counterpart has also generated much interest, since theoretical 
studies [14]-[16] and experimental observations [17], [18] have shown that a 
perpendicularly applied electric field can induce an EG in the otherwise semi-metallic 
material. Nevertheless, for bilayer graphene, a relatively large electric field is required 
to produce a significant EG (5 V/nm for an EG of 0.27eV).  In contrast, bilayer 
graphene nanoribbons (BGNRs) exhibit an intrinsic EG which is sensitive to both the 
ribbon width and the interlayer distance (D) between the monolayers [19]. 
Based on this unique property, in this Chapter, we propose a BGNR NEMS 
device for sensor and switch applications, cf. Fig. 5-1(a) and (b).  The operating 
principle of the proposed device is first introduced and it is observed that the current-
voltage characteristics of this device can be modulated by D of BGNRs due to the 
different bandgap related to the variation in D. Next, density functional theory models, 
coupled with non-equilibrieum Green’s function approach, implemented in 
ATOMISTIX TOOLKIT 2008.02 [20]-[24] were then employed to investigate the device 
physics and to evaluate the device performance at different D. Furthermore, the 
pressure perpendicular to the plane of the device was extracted for different D and an 
analytical study was then carried out on a possible NEMS switch structure to 
demonstrate the proposed operating mechanism. 
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Fig. 5-1 A schematic of the bilayer graphene nanoribbon (BGNR) 
device implemented as (a) a force sensor and (b) a nanoelectromechanical 
switch.  An atomic representation of the BGNR nanoelectromechanical 
device is shown in (c).  The edges of the bilayer are passivated with 
hydrogen (white) atoms.  The source (S) and drain (D) of the device are 
zig-zag edged BGNR while the channel is armchair edged BGNR and is 
bent at 30° with respect to the contacts.  (d) The side view of the device is 
shown where the covalent radii of the atoms are represented. 
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Fig. 5-2 (a) The energy bandgap (EG) dependency on the interlayer 
distance (D) with the dash line representing the EG of the monolayer 
counterpart.  The operating principle of the device is summarized in (b).  
At the given electrostatic doping (e.g. 0.25 eV), as D decreases, the EG 
decreases and the conduction band (EC, solid line) moves closer to the 
Fermi energy (EF, dot-dash line).  As the EC crosses EF, the device is 
completely turned on and a large current is obtained. (c) The current-
voltage characteristics of the device at different electrostatic doping 
conditions (EF-Ei).  The device is in ON-state when D is small, and in 
OFF-state at large D. 
5.2 Operating principle 
The NEMS device studied is a Schottky contact transistor consisting of an 
active region of armchair-edged BGNR (A-BGNR), contacted with zigzag-edged 
BGNR, as shown in Fig. 5-1(c) and (d). The EG dependency on D of a 1.1 nm wide A-
BGNR with EG = 0.7 eV at the relaxed D = 3.2 Å was first calculated. As shown in 
Fig. 5-2(a), it was observed that the EG increased monotonically as D increased from 
2.8 to 5.0 Å and approaches that of the monolayer (1.06 eV, dash line). Based on this 
relationship, a NEMS device following the operating principle visualized in Fig. 5-2(b) 
was considered. The conduction band (solid line, EC) and the valence band (dash line, 
EV) at different D are shown, with the dash-dot line representing the Fermi level, EF. 
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The first band diagram at the left represents the EC and EV of the intrinsic A-BGNR 
with the width of 1.1 nm and D = 5.0 Å. An electrostatic doping, e.g. EF-Ei = 0.25 eV 
where Ei represents the intrinsic Fermi energy, can be applied on the device which 
shifts the EF closer to the EC. This EF position is then fixed for the rest of the plots. As 
D decreases, the EG decreases and the EC moves closer to EF and eventually crosses 
the EF at D = 2.8 Å. As a result, the conductivity around the EF of this A-BGNR 
should increase as D decreases when the EF is aligned inside the conduction band. 
Based on this principle and possible device structures as shown in Fig. 5-1(a) 
and (b), the current-voltage characteristics of the NEMS device were simulated under 
a bias of 20 mV across the active region at various electrostatic doping ranging from 
0.13 to 0.50 eV as a function of D in Fig. 5-2(c). Firstly, a reduction in the current as 
D increase was observed, and the OFF-state current, where D = 5.0 Å, was found to 
increase with the doping level, while the ON-state current, where D = 2.8 Å, stayed 
relatively similar as the doping level varied. The observed difference is due to the 
positioning of EF. In the former case where D = 5.0 Å, the EF was aligned much lower 
than EC and it moved away from EC with decreasing doping level. As a result, the IOFF, 
which was dominated by tunneling currents, decreased as EF was far away from EC. 
This also indicates that IOFF can be further suppressed by increasing the channel 
length. On the other hand, for the latter case with D = 2.8 Å, EF was close to or even 
above EF under low doping level, and hence, the ION, which was mainly due to 
electrons transport above the conduction band, was relatively stable and its variation 
was not obvious in the logarithmic scale.  This results in the increase of the ION to IOFF 
ratio with decreasing electrostatic doping. Furthermore, at a high electrostatic doping 
of 0.5 eV, the currents stayed relatively the same as D increased from 2.8 to 4.4 Å and 
dropped sharply at 5.0 Å.  This was due to the fact that the EF was just below the EC 
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of the 5.0 Å case, and hence, any decrease in D would have ‘activated’ the device. 
This also indicated that the threshold voltage could be tuned by controlling the doping 
level. 
 
Fig. 5-3 (a) The pressure (upward positive) perpendicular to the plane 
of the device and the total energy (normalized to the minimum value) are 
plotted against D.  The minimum pressure required to switch the device is 
5.51 nN/nm2.  Schematic of the BGNR NEMS switch at (b) initiate state 
and when (c) a gate bias is applied.  The dashed lines represent the BGNR 
and the mobile electrode is attached to an oxide layer grown above the 
BGNR.  (d) A simple model used for the analysis of the parallel plate 
actuator floating gate.  (e) The current characteristics of the NEMS switch 
as the VG varies.  The solid line shows the current changes as the forward 
VG is applied and the dashed line shows the VG in reverse.  The circle 
indicates the threshold gate bias (VTH) where the device switches from 
ON-state to OFF-state. 
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5.3 Parallel plate actuator floating gate design 
Lastly, a parallel plate actuator floating gate design [25], [26] to explore the 
concept of BGNR NEMS switch was explored, and an analysis on the device 
characteristics was carried out.  An electrostatic doping of 0.25 eV was assumed, and 
the channel width and length of the device were taken to be 1.1 and 10.1 nm, 
respectively. The gate of the device was assumed to have an area about 5 times of that 
of the channel, and a 5nm thick silicon dioxide was placed between the mobile gate 
and the top layer of the BGNR. A schematic of the floating gate is depicted in Fig. 
5-3(b) and (c) for ON-state and OFF-state respectively. The BGNR considered in this 
study had a Bernal stacking order and the pressure required to change D, as well as 
the total energy of the system, were extracted as shown in Fig. 5-3(a). The pressure 
plot shows that there are two stable states for the system, namely at 3.2 Å and larger 
than 5.0 Å, where the pressure is close to zero. A perpendicularly applied pressure of 
5.51 nN/nm2 was required for the system to switch between the two different stable 
states. The perpendicular pressure and the electrostatic doping are important 
parameters to consider when applying the BGNR device as a sensor or as an 
electromechanical switch, cf. Fig. 5-1(a) and (b) respectively. 
The NEMS switch was at ON-state initially (where the D = 0.31 nm) at zero 
gate bias (VG = 0), and as VG increased, FE (the electrostatic force) increased. When 
FE became greater than the sum of the interlayer force between BGNRs (FGNR) and FS, 
the mobile electrode moved towards the fixed electrode, increasing D of BGNRs.  An 
analytic equation relating VG with the change in D (ΔD) using the parallel plate 
actuator model is: 









  , (5.3.1) 
with tgap being the distance between the fixed and mobile electrodes, κ is the spring 
constant of the oxide hinges and εgap is the dielectric constant of the air gap between 
the electrodes. 
When D = 3.65 Å for VG = 5.6 V in the current model, FGNR was at its 
maximum [as shown in Fig. 5-3(a)] and after which, FE would always be larger than 
the sum of FGNR and FS and hence the fixed and mobile electrode came into contact, 
causing D to increase suddenly to beyond 0.50 nm, decreasing the current output.  
The gate bias where this occurs is defined as the threshold voltage where the device 
switches from ON-state to OFF-state. Note that once the electrodes are in contact, 
they do not separate [27] until VG is 0 and when that happens, FS, together with FGNR, 
will cause D to decrease, leading to an abrupt increase in current, switching the device 
from OFF-state to ON-state.  The current characteristic under different VG for the 
proposed NEMS switch is plotted in Fig. 5-3(e) with the solid line showing the device 
being turned OFF at VTH, and the dashed line showing the current with the VG being 
reversed.  While further design modification is required to optimize the device 
performance, the BGNR NEMS switch shows great potential for application in 
memory devices. 
5.4 Design evaluation 
In this section, two actuator designs based on the modified capacitive parallel 
plate (CPP) model and the electrostatic repulsive force (ERF) model are discussed for 
different applications. While the CPP design provides a simple electrostatic approach 
to change the interlayer distance of the BGNR, their switching gate bias, VTH strongly 
depends on the gate area, which poses a limitation on the size of the device. In 
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addition, there exists a risk of device failure due to static fraction between the mobile 
and fixed electrodes. On the other hand, the ERF design can circumvent both issues 
with a more complex structure. Lastly, optimizations of the devices are carried out to 
provide insights into the design considerations of these nanoelectromechanical 
switches. 
5.4.1 Capacitive parallel plate actuator 
To reduce the hysteresis loop observed in the first design, an additional oxide 
layer can be placed between the fixed and mobile electrodes. By introducing an oxide 
capacitance less than 1/3 of the original gap capacitance (Cgap), the hysteresis loop can 
be eliminated completely [27]. The resultant capacitance (CT) is a serial combination 
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where A is the area of the gate and is independent of the area of the active channel. 
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where tgap changes from 5 to 0 Å. This electrostatic force need to balance the sum of 
the restorative force due to the deformed ‘hinges’ (FS = κΔtgap) (note that Δtgap is 
similar to ΔD in previous section and we replace it for clarity here) and the force 
between the graphene layers (FGNR), i.e. FE = FS + FGNR. The relation between VG and 
tgap is: 
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Fig. 5-4(a) and (b) show the schematic of the modified CPP and the equivalent 
circuit for analysis, respectively, and the current characteristics of the device, in broad 
(red) lines, are presented in Fig. 5-4(c) and (d) for LC = 10.1 and 14.9 nm, respectively. 
The characteristics of the reference design in Ref. 18, in thin (black) lines, are 
included for comparison. It can be seen in Fig. 5-4(c) that the hysteresis loop can be 
eliminated using the modified CPP actuator; at the expense of increasing the VTH 
increases from 9.75 to 22.0 V [arrows in Fig. 5-4(c)] due to the increase in the total 
capacitance with the additional Cox. However, for longer channel length, cf. Fig. 
5-4(d), a small hysteresis loop can still be observed, and the VTH is increased from 
8.81 to 19.2 V. The reason of the small hysteresis loop in the longer channel length 
case is due to the presence of the FGNR which have a non-linear behavior with respect 
to the change in D. When the ratio between FE and sum of FS and FGNR, i.e. p = FE / 
(FS + FGNR) is plotted with respect to the change in tgap, shown in Fig. 5-5(a), the 
linearity brought about by the modified CPP design is disrupted by the presence of 
FGNR [(blue) circle in Fig. 5-5(a)]. The effect of FGNR can be reduced by increasing FS, 
i.e. increasing the spring constant, which can be achieved by modifying the design of 
the ‘hinges’. 
   67
 
Fig. 5-4 (a) An addition layer of oxide is placed between the fixed and 
mobile electrodes to modulate the device behavior. (b) The total 
capacitance across the electrodes. The current characteristics of the 
floating gate design with (red, thick lines) and without (black, thin lines) 
the added oxide layer for channel length of (c) 10.1 and (d) 14.9 nm. The 
solid and dash lines indicate increasing and decreasing VG, respectively 
and the region enclosed by them is the hysteresis loop. The spring 
constant κ = 1 N/mm for all cases. 
 
Fig. 5-5 (a) The relationship between the change in gap thickness 
(Δtgap/tgap) and the ratio, p = FE / (FS + FGNR) for original (black, thin line) 
and for modified (red, thick line) CPP designs. The dash thick line is for 
the case FGNR = 0, which indicates that the FGNR disrupt the linearity of 
the device which results in the hysteresis loop. The device characteristics 
are shown for (b) different spring constants κ (in N/mm) and (c) different 
oxide thickness tox (in nm). The oxide dielectric constant is set at 4. 
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The current characteristics of the long channel device with different spring 
constant are investigated as shown in Fig. 5-5(b). It is observed that a higher spring 
constant eliminates the hysteresis loop while a smaller spring constant increases it, as 
expected from the explanation above. In addition, the hysteresis characteristic is also 
affected by Cox, with a smaller Cox (larger tox) reducing the hysteresis loop and a 
larger Cox (smaller tox) increases it, as shown in Fig. 5-5(c). This is due to the change 
in the linear region shown in Fig. 5-5(a) as the Cox varies. It is further observed that 
the VTH is also affected by both the spring constant and the Cox, i.e. increasing VTH 
with increasing spring constant and decreasing Cox. As a result, optimization plots for 
VTH and the size of the hysteresis loop (dV) with respect to the sprint constant and the 
Cox are presented in Fig. 5-6 for the long channel device. Appropriate values for these 
two parameters can be chosen for different VTH and dV requirements. 
 
Fig. 5-6 Optimization plot for VTH and the hysteresis loop (dV) with 
respect to the spring constant κ and the oxide capacitance Cox. The unit of 
the colorbars representing the respective plots is V. 
5.4.2 Electrostatic repulsive force actuator 
Having investigated the device characteristics of BGNR NEMS switch using a 
modified CPP actuator, we next focus on the electrostatic repulsive force (ERF) 
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actuator design proposed by Lee & Cho [28]. A three dimensional schematic is shown 
in Fig. 5-7(a), with the accompanying top, side and cross section views given in Fig. 
5-7(b)-(d), respectively. In principle, the ERF actuator design consists of four 
electrodes as shown in Fig. 5-7(b) and (c): two fixed peripheral electrodes at the sides 
and two aligned electrodes (top mobile electrode and bottom fixed electrode). The 
two aligned electrodes form a parallel plate capacitor structure with a sandwich of 
layers in the order: Electrode–Oxide–GNR–Air Gap–GNR–Oxide–Electrode [cf. Fig. 
5-7(d)]. The air gap distance is equal to the interlayer distance, between the two GNR 
layers, and it is at 3.1 Å initially. The dimensions of the top and bottom aligned 
electrodes are 15(L) × 5(W) × 1(T), where L, W and T represent the length, width and 
thickness in nm, respectively. On the other hand, the dimensions of the peripheral 
electrodes are 15 × 5 × 10 nm3, i.e. 10 times thicker than the aligned electrodes While 
the materials considered in this study are poly-silicon for the electrodes and silicon 
dioxide for the oxide layers, in principle, the electrodes can be of any metal and any 
insulating material can be used as the oxide. 
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Fig. 5-7 (a) 3D view of the device structure. The BGNR is placed in the 
air gap in between the oxide layers. By applying a voltage of +VE to the 
peripheral electrodes and a voltage of –VE to the aligned electrodes, the 
top mobile electrode is repelled from the bottom fixed electrode and it 
moves along the +Z direction. (b) Top view of the device showing the 
peripheral electrodes and the inter electrode distance (IED). (c) Side view 
of the device showing the aligned electrodes, the oxide thickness (tox = 1 
nm) and the distance of separation, D between the two GNR layers. (d) 
Zoom in of the side view showing the BGNR layer. (e) VE > VTH. Switch 
in OFF-state showing the balancing of the forces. 
 
Fig. 5-8 Plot of the electric field with the arrows showing the direction 
and relative magnitude of displacement of the top movable electrode. The 
color bar represents the electric field in V/nm. 
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The device operation and the principle of the ERF actuator are described 
briefly as follows. A potential of +VE and –VE is applied to the peripheral electrodes 
and to the aligned electrodes, respectively. As a result of this potential difference, an 
asymmetrical electric field is set up as shown in Fig. 5-8, which is obtained from the 
finite-element solver in COMSOL. It is observed that the electric field at the top 
surface of the mobile electrode is greater than that at the bottom surface, and the field 
lines are also much denser at the top surface. This imbalance in electric field strength 
results in a large upward force, which pulls the aligned electrodes apart and increases 
the interlayer distance between the GNRs. The upward force is termed ‘repulsive’ 
with respect to the aligned electrodes while in fact it is an attractive force between the 
mobile electrode and the peripheral electrodes which, unlike the CPP actuators, there 
is no contact between any electrodes. This is a major advantage to NEMS switch 
applications as the issue of stiction is eliminated [29], [30]. The change in the 
interlayer distance is dependent on the magnitude of VE and the repulsive electrostatic 





  , (5.4.4) 
where C represents the capacitance between the top mobile electrode and the 
peripheral electrodes and L = 15 nm is the length of the electrode. Once the top 
electrode starts to move up, a restorative force, FS is developed in the hinges, similar 
to the modified CPP case in the above. Similar to the modified CPP case above, the 
FE has to balance out the summation of FS and FGNR as shown in Fig. 5-7(e). 
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Fig. 5-9 I-V curves showing: (a) the effect of varying IED. Reduction in 
IED causes increase in C and hence the VTH is reduced; (b) the effect of 
increasing the dielectric constant, ε of the ambient using liquid packaging 
(IED = 1 nm). A larger ε increases C and hence lowers the VTH. 
The current characteristics of this design is obtained by coupling the multi-
physics software COMSOL model with the current data as the function of the 
interlayer distance from ATK as the previous cases. Firstly, the electric field 
configuration was calculated as shown in Fig. 5-8. The force on the top electrode for 
different VE was calculated by performing a parametric analysis on the 3D model of 
the device. By balancing the force equation relating FGNR, FS and FE, the device 
response of the ERF actuated NEMS switch is shown in Fig. 5-9, with LC = 14.9 nm, 
tox = 1 nm and VDS = 20 mV. An abrupt change from ON-state to OFF-state is 
observed and the VTH is 19 V, comparable to that of the CPP design, without any 
hysteresis loop. 
Next, we investigate the possible approaches to adjust VTH by varying C in Eq. 
(5.4.4). To achieve this purpose, one can either bring the peripheral electrodes closer 
together, resulting in a reduced inter-electrode distance (IED), or increase the 
dielectric constant of the ambient with the use of a special liquid packaging technique 
[30]. These two approaches increase C and result in an increase in FE. Firstly, the 
effect of reducing the IED is shown in Fig. 5-9(a), where an aggressive VTH reduction 
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is observed. When the IED is reduced from 2 nm to 5 Å, VTH reduces from 19 to 12 V. 
However, the IED = 1 nm is used in subsequent modelling as it is physically easier to 
achieve with current technology. The effect of increasing the dielectric constant of the 
ambient by using a liquid packaging is next explored in Fig. 5-9(b). The VTH is 
reduced from 15 V for air package to 7 V for an ambient dielectric constant of 12. By 
using liquids of higher dielectric constant for packaging, the VTH can potentially be 
reduced even further. 
Lastly, we would like to note that unlike in the case of CPP actuators where 
the VTH increases with increasing electrode area due to the increased capacitances, 
simulation studies on the effect of varying the geometries (W and T) in the ERF model 
(IED = 1 nm and ambient dielectric constant of 12) for values of W = 10 and 15 nm 
and T = 5, 15 and 20 nm revealed that the generated FE shows very slight variations 
from the original case (W = 5 nm and T = 10 nm), and the value of VTH does not 
reduce further by changing these parameters. This is because the force is mainly 
acting on the edges of the electrode as shown in Fig. 5-8 and hence any area change 
has negligible effect on the force. As a result, the values of IED and the ambient 
dielectric constant should be optimized based on the requirement on VTH. 
5.5 Summary 
In summary, the operating principle of BGNR devices was explored in this 
Chapter. It was found that the current characteristic of the device was intimately 
coupled to the interlayer distance, D. As D decreased, the EG of the channel material 
decreased and the current of the device increased as a result.  Moreover, the 
perpendicular pressures on the device at different D were extracted, and to switch the 
device, a pressure of about 5.51 nN/nm2 was required. These promising characteristics 
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of BGNR devices led to the potential applications of NEMS sensor and switches, and 
hence, we introduced a prototype of a BGNR floating gate NEMS switch and 
presented its working principle and device performance. The device exhibited an 
ION/IOFF ratio to reach a magnitude of 3 orders under a low operation bias of 20 meV. 
In addition, we examined two device designs based on the capacitive parallel 
plate actuator and the electrostatic repulsive force actuator and the device 
performances are examined through analytic equations and finite element method 
simulation, respectively. While the CPP design provide a simpler implementation, its 
performance is limited by the size of the gate area, and hence the capacitance, and 
suffer from the risk of stiction between the mobile and fixed electrodes. On the other 
hand, the more complex design of the ERF actuator provides a more stable switching 
mechanism and eliminates the gate area requirement. Lastly, device optimization, in 
terms of the tuning of VTH, is also studied by varying the different parameters in the 
devices. Such small scale switches with large ON-OFF ratio and tuneable switch 
biases have great potential in low power memory and sensor applications. 
The author would like to acknowledge Mr. Marie Stephen Leo’s assistance for 
the data in Fig. 5-8 and Fig. 5-9, and Assistant Professor Lee Chengkuo for his 
valuable insights in this work. 
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Chapter 6 Resonant tunnelling diode 
Apart from first principle investigation of the GNR devices, a quantum 
simulator based on the π-orbital tight binding method coupled with NEGF is also 
developed to investigate the resonant tunnelling diode based on the AGNR.  The 
Double Barrier Quantum Wall (DBQW) requirements of an RTD can be implemented 
by adjusting the width of a GNR to derive a negative differential resistance (NDR). 
The implementation of such a device is demonstrated in this Chapter and its 
mechanism was also found to be robust regardless of the eventual shape of the GNR 
patterned. Furthermore, the effects of the shape of the patterned GNR and the 
operating temperature on the performance of the device were explored by looking at 
the real space current flux of the device and the temperature dependency of the Peak-
Valley Ratio (PVR), respectively.  Although the different shapes of GNR RTDs had a 
similar DBQW structure, their PVRs were different due to their conduction 
mechanisms which were dependent on the different geometrical shapes of each case.  
Moreover, the effect of thermal broadening, and width/length dependence of the 
central GNR between two barriers on the device performance was further investigated 
in order to provide insights into the device physics of GNR RTDs for future study on 
performance optimization. 
In addition, the edge roughness effects of GNR on their application in RTD 
with were also investigated.  60 samples for each 5%, 10% and 15% edge roughness 
conditions of these differently shaped graphene nanoribbon resonant tunnelling diodes 
had been randomly generated and studied.  It was observed that edge roughness at the 
barrier regions decreases the effective barrier height and thickness, which increases 
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the broadening of the quantized states in the quantum well due to the enhanced 
penetration of the wave-function tail from the electrodes.  Also, edge roughness 
increases the effective width of the quantum well and causes the lowering of the 
quantized states.  Furthermore, the shape effects on carrier transport are modified by 
edge roughness due to different interfacial scattering. Finally, with the effects 
mentioned above, edge roughness has a considerable impact on the device 
performance in terms of varying the peak-current positions and degrading the peak-to-
valley current ratio. 
6.1 Shape effects in graphene nanoribbon resonant tunneling diodes 
6.1.1. Introduction 
Resonant tunneling diodes [1] have been extensively studied in the past three 
decades due to its potential high-speed applications [2]-[6].  In conjunction with other 
devices such as metal-oxide-semiconductor field-effect transistors, high electron 
mobility transistors and heterojunction bipolar transistors, various circuit designs 
using RTDs have been proposed and studied [3].  Recent developments include circuit 
designs based on MOBILE (MOnostable-BIstable transition Logic Element) which 
consist of two RTDs serially connected [5], [6].  A strong advantage of RTD logic 
circuit designs is the low power requirement, ultra-compact design and reduced circuit 
complexity due to the RTD’s negative differential resistance [3].  Another advantage 
of RTDs is its fast switching time (fmax ~ 1 THz), which is very attractive in ultra-
high-speed applications [6]-[9]. 
Most of the reported RTDs consist of heterojunctions of different materials 
such as the InGaAs/AlAs double-barrier structure [1] and hence, the device 
performance of RTDs is inevitably affected by interface quality issues between the 
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different materials, such as dislocations and mismatched lattice.  Furthermore, as 
device dimensions in VLSI (Very-Large-Scale-Integration) circuits continue to 
decrease, physical limits at which the bulk properties of such heterojunctions are 
preserved, will be reached in the near future.  On the other hand, recent research in 
graphene related materials suggests that resonant-tunneling structures can be 
constructed using a single material [10], [11], and the recent studies also have 
demonstrated that the graphene related materials exhibit extremely high electron 
mobility [12]. In this light, graphene nanoribbons would be a potential material for 
RTD applications.  More specifically, armchair-edged GNRs (AGNRs) have shown 
varying energy band gap depending on the width of the ribbons [13], [14].  Recent 
experimental work has demonstrated the possibility of patterning AGNRs into 
different width [15] and hence, such AGNR RTDs (shown in Fig. 6-1) can be created 
using a homogeneous material (i.e. carbon) to form the double-barrier quantum wall 
structure (DBQW) required for RTDs operation and would operate under a similar 
mechanism as traditional heterojunctions of different materials. 
 
Fig. 6-1 Schematics of the simulated armchair-edged graphene 
nanoribbon resonant tunneling diodes (AGNR RTDs) with different 
shapes, namely (a) H, (b) W, and (c) S-shape.  Energy band diagram for 
these differently shaped AGNR RTDs at equilibrium is shown in (d), 
illustrating the double barrier quantum well structure for RTD operation. 
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However, different shapes [cf. Fig. 6-1(a)-(c)] of AGNR RTDs can construct 
the same DBQW structure based on the band diagram’s point of view [cf. Fig. 6-1(d)]. 
Therefore in this work, we first verified that RTD characteristics were observed in the 
structures shown in Fig. 6-1 and thereafter, the shape effects of such AGNR RTDs on 
electron transport were investigated.  From our simulations, NDR was observed in all 
the structures, thereby confirming the RTD operations in such AGNR devices. 
Although the peak current positions of these differently shaped AGNR RTDs were 
very similar, the W-shape AGNR RTD was found to provide better performance in 
terms of the larger peak current level at ambient temperature.  On the other hand, the 
H-shape AGNR RTD delivered a higher peak current to valley current ratio, i.e. 
Ipeak/Ivalley, at all temperatures.  The same Ipeak bias position obtained for all the 
structures indicates that the robust mechanism used to create the quantum states 
between the double barriers is based solely on the electronic structures of each section 
instead of the shapes of the device.  Furthermore, our simulations show that the 
largest currents of the W-shape AGNR RTDs were due to its smooth edge that 
provides an unobstructed flow of the carriers and is demonstrated using the real-space 
current flux plots. Next, the temperature effect on Ipeak and Ivalley was analyzed by 
plotting the current spectrum within the energy windows we were interested in. As the 
temperature increases, the thermal broadening was found to play a more important 
role in decreasing Ipeak while both thermal broadening and thermionic emission 
currents close to the barrier height were responsible for the increase in Ivalley. Finally, 
performance dependency on the width and length of the central regions are 
investigated. Vpeak shifts and PVRs vary as the central GNR width and length changes 
due to the different quantum confinement conditions, while the general device 
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characteristics such as the NDR effect still remain and the positions of Vpeak are still 
independent of their different shapes. 
 
Fig. 6-2 (a) Current-Voltage characteristics of the H (solid line), W 
(dashed line), and S-shape (dash-dot line) AGNR RTDs at 40 K. All of 
them show the negative differential resistance, with the peak currents 
positions occurring at the same applied bias.  This indicates that the 
transmission peak positions of these different shape cases are robust and 
independent of the shapes. (b) Calculated transmission Tr(E) (color bar 
represents the transmission) through the H-shape AGNR RTD at different 
biases.  Its transmission peaks shift under the applied bias and the current 
increases as the peaks approach and cross the Fermi energy (EF).  As the 
peaks disappear when they reach the conduction band edge (EC), the 
current also decreases and hence the NDR characteristic. The cross points 
in (b) correspond with the bias points of the solid line in (a).  Current 
spectrums of the selected bias points: (c) 0.04, (d) 0.06, and (e) 0.12 V, 
shown as circle points in (a) and (b). 
6.1.2. Simulation approaches 
In order to investigate the fundamental operation mechanism of the AGNR 
RTDs and gain insights into the shape effects on the electron transports, a full real-
space quantum transport simulator based on the Non-equilibrium Green’s Function 
approach [16], [17] was implemented according to Chapter 2.2 and Chapter 2.4.1. In 
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addition, the current spectrum was computed using      S DTr E f E f E     from 
Eq. (2.4.10) to explore the temperature effects of RTDs on the carrier transport at 
each energy point. 
6.1.2. Results and discussion 
Fig. 6-2(a) represents the ballistic I-V characteristics of the H-shape (solid 
line), W-shape (dashed line), and S-shape (dot-dashed line) AGNR RTDs at T = 40 K. 
All of them display the standard NDR characteristics in the simulations. As shown in 
Fig. 6-2(b), using the H-shape GNR RTDs as an example, the transmission peaks 
formed by the heterostructure shifted according to the applied bias.  The cross points 
correspond to the bias points marked in the solid line of Fig. 6-2(a).  As the 
transmission peak approaches the Fermi energy, the current spectrum shows a large 
peak near EF, cf. Fig. 6-2(c) and the current starts to increase.  As the bias increased, 
the peak shifts below EF and the current keeps increasing, which can be attributed to 
the high current spectrum in Fig. 6-2(d).  When the transmission peak drops below the 
conduction energy into the bandgap region, electrons from the source reservoir are not 
allowed to fit into the states. Therefore, the transmission peak disappears and the 
current decreases as indicated by the last cross point in Fig. 6-2(a) and (b).  
Correspondingly, the peak also disappears in the current spectrum and decreases 
considerably in Fig. 6-2(e). 
Furthermore, the Ipeak positions of each case are found to be similar and this 
can be explained by the transmission plot shown in Fig. 6-3(a).  The first transmission 
peak of the three structures, corresponding to the first energy state in the DBQW 
which contributes to the NDR characteristics of the devices, occurs at the same energy. 
This indicates that the operating mechanism of these different shape AGNR RTDs is 
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less dependent on the position between the active channel and barriers. On the other 
hand, the device performances of the W-shape case outperform the other cases, in 
term of the Ipeak, at both low and high temperatures. At T = 40 K [cf. Fig. 6-2(a)], the 
Ipeak of the W, S and H-shape AGNR RTDs are 4.9, 4.9 and 3.3 nA respectively, and 
at T = 290 K [cf. Fig. 6-3(b)], the Ipeak of the W, S and H-shape AGNR RTDs are 3.1, 
3.0 and 2.0 nA respectively. The higher Ipeak of the W and S-shape AGNR RTDs can 
be attributed to the higher transmission peaks (dashed and dash-dot lines) shown in 
the inset of Fig. 6-3(a). 
 
Fig. 6-3 (a) Transmissions of the various RTDs are shown in semi log 
scale.  The first peak corresponds to the tunneling of carriers to the first 
energy state within the DBQW and is responsible for the peak currents.  
The inset shows that the transmission peak is highest for the W-shape 
device and hence the largest current in the I-V plot at 290 K shown in (b). 
To further investigate the details of this observation, real space current flux at 
E = Epeak of the Ipeak under the corresponding bias is investigated and visualized in Fig. 
6-4.  The current flux of the H-shape AGNR RTD [cf. Fig. 6-4(a)] at the left contact 
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region concentrates in the middle because the edge currents have strong 
backscattering due to the interactions with the interface, which is abrupt for both the 
top edge and the bottom edge. Once the current at the active region spreads out to the 
top and the bottom, it faces the other interface between the right barrier and the active 
region. Therefore, the current is reduced significantly. On the other hand, in the case 
of the W-shape AGNR RTD [cf. Fig. 6-4(b)], electrons can pass through the bottom 
edge from the left contact without much disruption. Although some current fluxes 
near the top edge of the active region spread out and encounter the abrupt geometrical 
change between the right barrier and the active region, thereby reducing the current by 
a little, the bottom current fluxes still dominate the total current and therefore, the 
current is enhanced as compared to the H-shape.  Similarly, the S-shape AGNR RTD 
exhibited a higher Ipeak than the H-shape as there were less abrupt edges at the 
interfaces.  As shown in Fig. 6-4(c), the bottom current fluxes do not face the 
geometrical change from the source part until it reaches the interface between the 
right barrier and the active region. However, interestingly, the current fluxes found in 
the active region change their path diagonally towards the top edge and transport is 
resumed through the top region.  While this unique mechanism keeps the transmission 
peak high, and hence a large Ipeak, the transmission tail is also broadened due to the 
geometrical change and hence, as shown in Fig. 6-3(b), the Ivalley of S-shape is lower 
than W-shape while having similar Ipeak. 
Although the Ipeak of the W-shape AGNR RTD was roughly twice of that of 
the H-shape AGNR RTD, the PVR of the latter was larger and that of the S-shape was 
in between the two [cf. Fig. 6-5(a)].  The reason for a lower PVR of the W-shape and 
S-shape AGNR RTDs is that the Ivalley [Fig. 6-5(c)] are also enhanced similarly to the 
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Ipeak [Fig. 6-5(b)] in these two structures, as discussed above.  H-shape AGNR RTD, 
on the other hand, maintains a much lower Ivalley and therefore, provides a better PVR. 
 
Fig. 6-4 The current flux plot for (a) H, (b) W, and (c) S-shape AGNR 
RTDs at E = Epeak of the Ipeak under the corresponding bias.  W-shape 
device has an uninterrupted bottom edge which allows for a continuous 
flow of carrier, while H-shape device shows great disruption at the abrupt 
interfaces at both the top and bottom edges. 
 
Fig. 6-5 (a) The Peak-Valley Ratio (PVR) of H (solid line), W (dash 
line) and S (dash-dot line) at different temperatures.  (b) The peak currents 
(Ipeak) decreases with temperature while (c) the valley currents (Ivalley) 
increases.  This leads to the exponential decrease of PVR with increasing 
temperature. 
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In addition, the temperature dependence of PVR of these different structures 
was also studied, and the PVR for a range of temperature from 40 to 290 K were 
calculated and are summarized in Fig. 6-5(a).  The PVR for all of the different RTD 
structures were found to decrease exponentially as the temperature increases, and this 
is because the Ivalley for the various shapes becomes dominated by thermal broadening 
and the thermionic emission currents, which increases exponentially with the 
temperature.  On the other hand, Ipeak is mainly dominated by tunneling current 
through the quantum state between the double barriers and this mechanism decreases 
with the temperature. 
To further understand the details of this temperature dependency of PVR, the 
current spectrum of W-shaped AGNR RTD is shown at different temperatures for Ipeak 
in Fig. 6-6(a) and Ivalley in Fig. 6-6(b).  For Ipeak, a large portion of the current 
spectrum is within EF and EC and it is contributed by the transmission peak in the 
DBQW.  As the temperature increases, thermal broadening increases which lowers 
the peak and hence, the Ipeak decreases as shown in the Fig. 6-5(b).  Although a second 
current spectrum peak is formed near the barrier height [dotted horizontal line in Fig. 
6-6(a)], as the temperature increases, it is unable to compensate for the loss of the first 
peak cased by the thermal broadening, thus resulting in a decrease in the total current.  
On the other hand, for Ivalley, the first current spectrum peak is due to the tail of the 
transmission peak which has dropped below the EC into the band gap region.  
Therefore, due to the increasing thermal broadening, the first current spectrum peak 
increases with the temperature.  In addition, the second current spectrum peak 
increases as the temperature increases. In summary, the total Ivalley increases [cf. Fig. 
6-5(c)], and the PVR of the W-shape AGNR RTD is greatly degraded as the 
temperature increases. From Fig. 6-6(b), it is evident that the Ivalley at higher 
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temperature is mainly due to the second current spectrum peak, which can thus be 
reduced by increasing the barrier height.  As a result, in order to improve device 
performance, the Ivalley can be reduced by increasing the barrier heights between the 
contact and the central region. 
 
Fig. 6-6 Current spectrums of (a) Ipeak and (b) Ivalley are shown at 
different temperature for W-shape device, shifted in the x-axis by the 
amount shown above the arrows for clarity.  The area covered by the 
current spectrum gives the current and this area for Ipeak decreases, while 
the area for Ivalley increases as temperature increases.  The dotted 
horizontal lines in both figures represent the barrier height of the left 
barrier estimated using equilibrium band diagram, cf., Fig. 6-1(d). 
Next, the effect of varying the GNR width in the channel region is investigated 
for the three different device shapes with the rest of the device parameters unchanged.  
The current characteristics are summarized in Fig. 6-7(a) for H-(black), S-(blue) and 
W-(red) shape device with ribbon width of 2.1 nm (dash) and 2.8 nm (dotted).  The 
original width of 3.6 nm (solid) is also added for comparison.  It is observed that the 
bias at which the Ipeak occurs (Vpeak) increases as the ribbon width decreases, which is 
due to the fact that as the width decreases, the EG of the AGNR increases. This results 
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in the DBQW becoming shallower and causes that energy level within the DBQW to 
move up which can be observed from the first transmission peak moving up the 
energy scale in Fig. 6-7(b) as the channel width decreases for the W-shape device.  
Furthermore, this change in Vpeak is consistent across the different device shapes [cf. 
Fig 7(c)], which highlights the robustness of the operating mechanism of the GNR-
RTDs as the previous case.  In general, the current is higher for the device with a 
narrower channel region.  The energy states due to quantum confinement within the 
channel region are higher for the narrower device and as they are closer to the top of 
the barrier, they experience larger broadening effect and hence a larger current is 
obtained.  On the other hand, the PVR of the devices increases with increasing ribbon 
width of the channel region [cf. Fig 7(d)], due to the decreasing Ivalley as the channel 
width increases as shown in Fig. 6-7(e). 
Lastly, the effect of channel length on the device performance of GNR-RTDs 
is also investigated.  The current characteristics (in semi-log plot) of the different 
shape devices with channel length of 4 (dashed) and 10 nm (dotted) are summarized 
in Fig. 6-8(a), with the original length of 7 nm (solid) shown for comparison.  As the 
channel length increases, the width of the DBQW increases and the energy level 
inside decreases.  This can be seen from the position of the first transmission peak in 
Fig. 6-8(b).  For a channel length of 10 nm, the first transmission peak is lower and 
hence the Vpeak [cf. Fig. 6-8(c)] occurs at a lower bias.  The Ipeak of this case decreases 
[cf. Fig. 6-8(e)] because the amount of carriers available for conduction is less and 
hence the PVR degrades as shown in Fig. 6-8(d).  On the other hand, at a channel 
length of 4 nm, the first transmission peak is higher and hence a higher Vpeak 
compared to the other two cases. Although the Ipeak for shorter channel length case is 
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higher, the corresponding Ivalley is also higher [cf. Fig. 6-8(f)] and as a result, the PVR 
also degrades. 
 
Fig. 6-7 (a) The current characteristics of GNR RTD with different 
channel width: 2.1 (dash), 2.8 (dotted) and 3.6 nm (solid) for the H-
(black), S-(blue) and W-(red) shape devices.  (b) The corresponding 
transmission spectrum for W-shape device is shown for different channel 
width.  (c) The bias at which the peak current occurs (Vpeak) is plotted 
against the channel width.  The (d) PVR, (e) Ipeak and (f) Ivalley of the 
devices as a function of channel width are also shown to compare the 
device performance. 
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Fig. 6-8 (a) The current characteristics of GNR RTD with different 
channel lengths: 4.0 (dash), 7.0 (solid) and 10.0 nm (dotted) for the H-
(black), S-(blue) and W-(red) shape devices.  (b) The corresponding 
transmission spectrum for W-shape device is shown for different channel 
lengths.  (c) The bias at which the Vpeak is plotted against the channel 
lengths.  The (d) PVR, (e) Ipeak and (f) Ivalley of the devices as a function of 
channel lengths are also shown to compare the device performance. 
6.2 Influence of edge roughness on graphene nanoribbon resonant 
tunnelling diodes 
6.2.1. Introduction 
The resonant tunnelling diode has been attracting a lot of attention due to its 
potential application in high speed, low power circuits [2]-[6].  The RTD exhibits the 
negative differential resistance as part of its load curve, which gives rise to many 
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interesting applications. Currently, RTDs are fabricated with heterostructures made up 
of different semiconductors, such as the GaAs/GaAlAs system and the Si/Si(1-x)Gex 
system [18], to create the unique double barrier quantum well structure for RTD 
operation.  In these material systems, however, the quality of the interface is a crucial 
parameter as it directly affects the RTD performance.  On the other hand, graphene 
nanoribbons, which provide much higher carrier mobility than silicon [19], negates 
the need for complex heterostructures formed from materials with different energy 
gap. 
Recent development in GNR studies have focused on the edges as they have a 
major impact on the semiconducting properties and edge roughness has been shown to 
degrade the device performance of GNR field-effect transistors [20], [21].  While 
much progress has been made to fabricate GNR with smooth edges, [22], [23] it is not 
possible to completely avoid the introduction of edge roughness, ranged from 1 to 0.4 
nm [24], during the lithographic production of GNR devices. Recent theoretical 
studies [25], [26] have also highlighted the importance of the atomic configurations at 
the GNR edges, such as hydrogen passivations and edge reconstruction, which have 
great impact on the electronic structure of GNRs and in extension affects the quantum 
states in the double barrier quantum well structure. Therefore, it is crucial to study the 
electron transport properties in GNR RTDs with edge roughness and hence, in this 
work, we present our investigation on the effects of edge roughness on carrier 
transport in GNR RTDs.  Three different RTD shapes, H, W and S, were considered 
[27] and quantum simulations were carried out to investigate the effect of varying 
degree of edge roughness on the electron transport in these shapes.  Device 
performance parameters, such as the peak-to-valley current ratio, were evaluated and 
the relative resilience of the different shapes to edge roughness was also investigated. 
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6.2.2. Simulation approaches 
To include the edge roughness in the device Hamiltonian, carbon dimers along 
the top and bottom edges were randomly removed according to the percentage of edge 
roughness assumed. Furthermore, the additional dimers will be added randomly above 
and below the top and bottom line of the smooth heterostructure GNRs. The edge 
roughness percentage is accounted for by the division of the sum of the missing and 
additional dimers along the edge over the numbers of the dimers along the smooth 
edge.  Examples of the geometries for the differently shaped GNR RTDs with 15% 
edge roughness are shown in Fig. 6-9.  Different percentages of edge roughness, 5%, 
10% and 15%, are considered in this study and the corresponding current 
characteristics are calculated for the H-, W- and S-shaped GNR RTDs, taking into 
consideration of 20 samples for each shape, i.e., a total of 60 samples for each edge 
roughness percentages. 
 
Fig. 6-9 Atomic schematics of (a) H-, (b) S- and (c) W-shaped graphene 
nanoribbon resonant tunnelling diode (GNR RTD) with 15% edge 
roughness. The solid line shows the smooth edged devices. The length and 
width of the GNR forming the barrier region are 5.1 and 1.4 nm 
respectively, with an energy gap of 0.67 eV. The quantum well (active) 
region is 7.0 nm long and 3.6 nm wide, with an energy gap of 0.28 eV. 
The semi-infinite contact is of width 2.8 nm with an energy gap of 0.43 
eV. 
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Fig. 6-10 Energy band gap of an AGNR super cell as a function of GNR 
width for different edge roughness. The length of the super cell is 21.5 nm. 
The inset shows the relation between energy gap of 1.4 and 3.6 nm width 
GNR super cell and the edge roughness percentage. 
6.2.3. Results and discussions 
Firstly, we investigate the effects of edge roughness on the electronic structure 
of uniform GNRs and one of the three families of armchair GNRs, NA = 3p is selected 
for this purpose.  The energy gap of a GNR super cell with a length of 21.5 nm is 
calculated as a function of GNR width at different edge roughness percentages as 
shown in Fig. 6-10.  It is observed that as the width of GNR (NA = 3p) is smaller than 
5 nm, the energy gap decreases as the percentage of edge roughness increases. For 
example, the GNR with width = 1.4 nm (NA = 12) and a EG = 0.67 eV for smooth 
edge, has a much smaller EG of 0.54, 0.45 and 0.42 eV as the percentage of edge 
roughness increases to 5%, 10% and 15%, respectively as shown in the inset (solid 
line) of Fig. 6-10.  In general, this phenomenon can be attributed to the variation of 
the lateral confinement which effectively reduces the energy band gap with edge 
roughness as the GNR width can vary between the different families such as NA = 
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3p+1 or 3p+2, resulting in either larger or smaller energy gap respectively. Recently, 
both experimental [15], [28] and theoretical studies [29]-[31] have shown the 
variations of the conductance gap of GNRs with edge roughness as compared to that 
of the smooth cases due to the edge disorder and possible charge effects. In this work, 
we consider GNRs from the NA = 3p family and the general results obtained are in 
good agreement with previous study on 5.1 nm rough edge GNR devices. [29] 
 
Fig. 6-11 The local density of states (LDOS) plot along the length of the 
device for GNR RTD with (a) 0%, (b) 5%, (c) 10% and (d) 15% edge 
roughness. The white solid line represents the schematic band-diagram of 
GNR RTDs with consideration of edge roughness [32] and the white 
dashed line represents the Fermi level position (EF = 0.24 eV) used in this 
study. Compared to the smooth case, the first quantum state is found to be 
lower and its broadening increases because the effective barrier height 
becomes lower and effective barrier width becomes thinner. 
Secondly, we selected similar edge roughness configuration for all shapes as 
shown in Fig. 6-9 to investigate the fundamental changes compared to the smooth 
cases. The LDOSy(E,x) which sums LDOS(E,x,y) along the transverse direction of a 
H-shaped GNR RTD at equilibrium is shown in Fig. 6-11 for different percentage of 
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edge roughness. It was observed that edge roughness at the barrier regions introduces 
additional states in the barriers, resulting in a deeper penetration of the wave-function 
tails from the contacts into the barriers, which enhances the tunnelling of carriers 
across them.  This phenomenon is most significant for the 15% edge roughness case, 
cf. Fig. 6-11(d) where the LDOSy is very high inside the left barrier region because of 
greater edge roughness.  Additionally, the edge roughness in the barrier regions 
changes the width of the barriers due to the very small energy gap in one of the three 
families of GNRs (i.e., NA = 3p+2), which translates into metallic behaviour from a 
localized point of view as shown in Fig. 6-11. This makes the effective barrier width 
thinner and lowers the effective barrier height [29]-[31], [33].  Note that the schematic 
band-diagrams, i.e., the white solid lines representing the conduction band in Fig. 
6-11, are employed to qualitatively interpret the effective barrier height lowering from 
a localized point of view based on a smooth periodic structure with similar width. In 
fact, the conduction band position in this diagram is an integral part of the simulation 
model because the device Hamiltonian is generated based on the real-space geometry 
with pz-orbital tight binding model. Furthermore, due to the same effect, the quantum 
well becomes effectively wider and the quantized energy state inside the well is thus 
lowered.  For examples, as shown in Fig. 6-11(a), the first quantized energy state for 
the smooth GNR RTD is formed at 30 meV above EF, while at 5% edge roughness 
[Fig. 6-11(b)], the corresponding quantized energy state is formed at 10 meV above 
EF, and for 15% edge roughness [Fig. 6-11(d)], this state is formed below the EF.  The 
lowering of the quantized energy states allows more quantized states in the well 
region, as shown in the 15% edge roughness where the second state is observed in the 
well and is the one responsible for the high transmission values as shown in Fig. 6-
12(h).  Lastly, it was also found that the broadening of the quantized energy state 
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increases with the edge roughness percentage.  This is due to the edge roughness at 
the quantum well regions which allows carriers (electrons) from the contacts with 
different energy level to penetrate through the barrier into the quantum well. 
 
Fig. 6-12 The current characteristics of the different shaped GNR RTDs 
with (a) 0%, (b) 5%, (c) 10% and (d) 15% edge roughness. The 
corresponding transmission plots are shown in (e)-(h). Due to the fact that 
the first quantum state lowers down, Vpeak moves down except for the case 
of 15% edge roughness because its Vpeak is contributed by the second 
quantum state instead of the first one. Furthermore, unlike the smooth 
case, Vpeak positions of the different shape devices with the same edge 
roughness positions split. It can be attributed to different scattering effects 
caused by edge roughness in the different shapes. 
Next, we investigated the current characteristics of the different shape GNR 
RTDs with edge roughness and summarized the load curves in Fig. 6-12(a)-(d) based 
on the configuration of Fig. 6-11.  In order to properly compare the effect of the same 
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edge roughness on the different RTD shapes, the edge roughness positions are 
identical for each case, cf. Fig. 6-9(a)-(c).  In the smooth devices (0% edge roughness), 
the first peak positions of the different shape RTDs robustly occur at the same bias 
point (Vpeak), as shown in Fig. 6-12(a) [27]. On the other hand, the Vpeak of the 
different shape GNR RTDs with the same percentage of edge roughness are different 
even when the edge roughness occurs at the same positions. This is due to the fact that 
transmission peaks are slightly different for the H, W and S shape RTDs as shown in 
Fig. 6-12(e)-(h). This phenomenon can be attributed to the different scattering centres 
of the various shapes, which act as a modifier to the effect of edge roughness and the 
combined effect is thus different for each case.  Nevertheless, the general observation 
of a decrease in Vpeak with the introduction of edge roughness is still valid, which can 
be explained by the lowering of the quantized energy state mentioned earlier. 
Coincidentally, increase in transmission peak broadening is also observed as the edge 
roughness percentage increases, which is consistent with the notion of increased 
scattering in rough GNRs. 
To investigate the general edge roughness effects on RTD device performance, 
the average performance indicators of 60 samples per edge roughness case, regardless 
of shapes, which was generated randomly and individually, are shown in Fig. 6-13. It 
was observed that the average Vpeak (Vpeak,avg) first shifts down at 5% edge roughness 
and later shifts up from 10% edge roughness onwards.  While the reason for the 
former behaviour is attributed to the shift in quantized energy state caused by the 
fluctuations in width as discussed earlier, for higher edge roughness, the observation 
can be better explained using the LDOSy of 15% edge roughness, cf. Fig. 6-11(d).  
Although its first state also moves downwards, it is now lower than the EC of the left 
contact and hence, would not contribute to the operating current. As a result, Vpeak,avg 
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is actually contributed by the second quantized energy state and hence it becomes 
larger. Furthermore, the average peak current (Ipeak, avg) increases with the edge 
roughness percentage due to the increase in broadening and higher contribution from 
the second quantized energy state for most of cases for 10% and 15% edge roughness.  
However, note that for some cases at smaller edge roughness percentage, cf. Fig. 
6-12(c), Ipeak can possibly degrade slightly as the first quantized energy state move 
down closer to the EC of the left contact which decreases the transmission peak. On 
the other hand, in Fig. 6-13(c), the average valley current (Ivalley,avg) is shown to 
increase with edge roughness percentage because of the energy level broadening 
caused by the increased scattering effect due to edge roughness as shown in Fig. 6-11, 
resulting in edge roughness increases the contribution of the transmission peak tails 
cf., in Fig. 6-12. In addition, another mechanism contributing to the higher valley 
currents is the tails of the second quantized energy state being closer to the top of the 
barrier than that of the first quantized energy state. Therefore, the electrons are able to 
tunnel through the barrier easier and hence the higher valley current.  Due to the 
acuumulation of these effects, the average peak-to-valley current ratio decreases in all 
cases as shown in Fig. 6-13(d).  At 15% edge roughness, the average peak-to-valley 
current ratio drops to around 250, a quarter of the smooth edge case. 
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Fig. 6-13 The average device performance of 60 GNR RTD samples 
with different shapes in terms of (a) Vpeak,avg, (b) Ipeak,avg, (c) Ivalley,avg and 
(d) average peak-to-valley current ratio are shown as a function of the 
edge roughness.  The increase in edge roughness percentage leads to a 
larger increase in Ivalley,avg the Ipeak,avg which results in a drop of 25% in 
average peak-to-valley current ratio for 15% edge roughness as compared 
to the smooth case. 
6.3 Summary 
In this Chapter, using the nearest-neighbor π-orbital tight-binding calculation, 
we have confirmed that a DBQW structure can be constructed by varying the width of 
AGNRs.  Our simulations also verified, with a full real-space quantum transport 
simulator based on NEGF, that NDR characteristics are observed in such AGNR 
structure.  Due to the nature of AGNRs, different geometrical shapes can result in 
similar DBQW structure and the device performance of three cases, namely H-shape, 
W-shape and S-shape AGNR RTDs are evaluated.  The Ipeak biases are found to be 
similar for all the devices, indicating that the robust mechanism of RTD operation is 
mainly dependent on the DBQW and not on the geometrical shapes.  Furthermore, 
evaluation of the device performance of the AGNR RTDs at different temperature 
was carried out and it was observed that Ipeak decreases while Ivalley increases as the 
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temperature increases. As a result, the PVR decreases as temperature increases for the 
all three cases. Comparatively, the W-shape AGNR RTD was found to give the 
largest Ipeak while the H-shape AGNR RTD provided a higher PVR at all temperatures.  
This is due to the greater suppression in the current of H-shape AGNR RTD due to 
the geometrical changes at the interface between the source and the left barrier, and 
that between the active region and the right barrier as compared to the W and S shape 
cases as shown in the current flux plots. Lastly, the device physics and performance 
dependency on the width and length of the central regions are studied. Although the 
Vpeak changes as the central GNR width and length variation modifies the bandgap and 
quantum states between the two barriers, the general device characteristics such as 
NDR effect still remain for these devices, signifying the robustness of the operating 
mechanism of the GNR RTDs regardless of the three different shapes.  By simply 
changing the width and length of the central GNR, the RTD can be easily tuned for 
different applications. 
In addition, the investigation of the edge roughness effect on the device 
physics and performance of GNR RTDs with different shapes is presented.  It is 
observed that edge roughness at the barrier regions allows the tail of the electrode 
wave-functions to penetrate deeper into the quantum well region due to the lowering 
of the effective barrier and the narrowing of the effective barrier width. The first 
quantized energy state in the well region thus lowers down with increasing edge 
roughness resulting in a downward shift of Vpeak as well.  Furthermore, Vpeak of RTDs 
with same edge roughness positions is different for various shapes due to different 
scattering effects in these devices.  Across 60 different samples, compared to the 
smooth edge cases, the Ipeak,avg and the Ivalley,avg increase in the edge roughness cases 
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due to the level broadening caused by the effective barrier lowering, and the average 
peak-to-valley current ratio decreases as the edge roughness percentage increases. 
The author would like to acknowledge Mr. Teong Hansen and Mr. Sharjeel 
Bin Khalid for their assistance in obtaining the data for analysis in this work. 
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Chapter 7 Tunnelling field-effect transistor 
Computational investigations on AGNR tunnelling field-effect transistors 
based on the mode-space Dirac-equation tight-binding model are present in this 
Chapter.  The device physics and performance of heterojunction (HJ) graphene 
nanoribbon tunneling field-effect transistors with different designs are first presented 
and the effect of channel length scaling on HJ GNR TFET was studied.  Next, the 
investigation on the effect of two dimensional electrostatic environment on the device 
performance of ultimately-thin body tunneling field-effect transistors (UTB-TFETs) 
using GNR is presented, where we show that low-k spacers are essential to reap the 
benefits of high-k dielectrics in improving the device performance of UTB-TFETs. 
Lastly, a comparison of the device performance of GNR MOSFET and TFET 
in the presence of phonon scattering is carried out.  It was observed that both the IOFF 
and ION of MOSFET are degraded, and the ION of TFET was enhanced. The effect of 
channel length on the device performances in the presence of phonon scattering is 
also investigated and it was observed that the ION of MOSFET is more degraded by 
increasing LC than that of TFET. 
7.1 Tunneling FET with heterojunction channel 
7.1.1. Introduction 
Novel materials and devices have been intensively investigated in the recent 
years due to the imminent physical and fundamental limitation of silicon (Si) based 
CMOS transistors. Specifically, graphene based nanostructures have been regarded as 
one of the promising alternatives due to their uniquely high carrier mobility [1] and 
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robust mechanical and thermal properties [2]. In particular, graphene nanoribbons 
have been of great interest due to their intrinsically semiconducting property with a 
tunable energy bandgap that depends on the ribbon width and atomic configurations at 
their edges [3]. 
In addition, tunneling field-effect transistor has generated much interest due to 
its potential in achieving low power consumption and a sub-threshold swing of less 
than 60 mV per decade at room temperature [4] via band-to-band tunneling (BTBT) 
mechanism [5]. However, Si-based TFET has a low ON-state current due to its large 
EG. While materials with smaller EG such as germanium (Ge) [6] can be used as an 
alternative channel material in the TFET, they also increase the OFF-state current and 
degrade the ION/IOFF ratio. Alternatively, improved TFET designs can be obtained by 
strain technology [7] or by employing Si channel and small EG source materials such 
as Ge [8] and InxGa(1-x)As [9] to enhance ION while keeping the IOFF at an acceptable 
low value. Unfortunately, large lattice mismatch between the abovementioned 
materials renders the formation of high-quality heterojunction difficult. 
 
Fig. 7-1 (a) Cross-section schematic of a simulated GNR TFET and (b) 
atomic model of a TFET with uniform GNR width (plan view). Three 
different structures are proposed and the respective plan-view atomic 
models are shown in (c) - (e). The dark gray zones represent the source 
and drain regions. 
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On the other hand, previous studies have shown that carbon-based material 
can be used in TFET applications [10]-[14]. Due to its smaller carrier effective masses, 
GNR is expected to yield high ION in TFET applications. Furthermore, the EG 
engineering of GNR can be achieved by varying the ribbon width [3] and recent 
studies on uniform width GNR TFETs have shown that larger width GNRs have 
smaller EG and effective masses, which enhance ION but also dramatically degrade 
IOFF [12], [13]. Therefore, in this paper, we present a computational study of GNR 
TFET with different channel structures to achieve EG engineering. It will be 
demonstrated that the ION can be increased by adding a wider GNR region in the 
channel near the source. In addition, by incorporating a narrower GNR region in the 
middle of the channel, the IOFF can be reduced while keeping the ION relatively 
unaltered. Lastly, we also examine the scaling effect of the channel length and suggest 
guidelines for the design of GNR TFETs with width-based EG engineering. 
7.1.2. Simulation approachs 
The generic structure of a double-gated GNR TFET considered in this work is 
shown in Fig. 7-1(a) (side view). The top and bottom SiO2 gate dielectric has a 
uniform thickness of 1 nm and a dielectric constant of 4. The channel length is 16 nm 
and the channel is intrinsic for all devices. The source and drain are p- and n-type 
doped, respectively. This study focuses on device performance comparison of selected 
designs at the channel region, as shown in Fig. 7-1(b)-(e) (top view). The device 
configuration in Fig. 7-1(b) has a uniform channel width of 1.2 nm (EG = 1.22 eV). In 
the HJ01 design, the channel may include a widened portion (W = 2.5 nm, EG = 0.40 
eV), with length LB, which can be located near the source or the drain as shown Fig. 
7-1(c) and (d), respectively. A more complicated design [HJ02, Fig. 7-1(e)] includes a 
composite channel similar to HJ01 with a narrow portion (W = 0.8 nm, EG = 1.70 eV) 
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incorporated in the middle of the channel. The band offsets at the interfaces are 
assumed to be equal for the conduction and valence bands due to the symmetric 
nature of the π bond between carbon atoms. The device physics and performance in 
the ballistic conditions are simulated with a modal quantum transport simulator using 
the self-consistent non-equilibrium Green’s function [15] and Poisson equation [16], 
[17] as described in Chapter 2.4.1.  Note that in the current mode-space model, the 
inter-modal coupling, which is crucial in understanding the scattering processes, is 
absent in this ballistic transport based investigation.  The boundaries of the device are 
treated with Neumann boundary conditions (i.e. gradient = 0) except for the gate 
regions where the Dirichlet boundary are considered. With εGNR = 2.5 [1], [18], the 
screening length perpendicular to the device plane λ = 0.56 nm [12], and the effective 
Debye length LD = 0.55 nm with a doping concentration of 1.2×1021 cm-3. 
7.1.3. Results and discussions 
The current-voltage characteristics of different channel designs are shown in 
Fig. 7-2. The gate bias VGS - Vfb is varied from 0 to 0.6 V, where Vfb is the flat band 
bias and is set at 0.3 V. The general transport mechanism of GNR TFET is explained 
by the EC and EV band profiles at OFF and ON states as shown in Fig. 7-3(a) and (d). 
At OFF-state, while the tunneling lengths are relatively short at the source-channel 
and channel-drain interfaces, tunneling current at these regions are minimal due to the 
lack of mobile carriers. As a result, the carrier transport is mainly due to source-drain 
(S/D) tunneling, which depends on the tunneling barrier height (related to EG of the 
material) and LC. Hence, IOFF is typically very small and can be reduced further by 
using larger EG material or a longer LC. At ON-state, the EC of the channel is lower 
than the EV of the source, and band-to-band tunneling (BTBT) across the source-
channel interface dominates the transport mechanism. The ambipolar transfer 
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characteristic is inherent for TFET and is due to the symmetrical doping at the source 
and drain [12]-[14], [19]. For a TFET with a widened GNR in the channel near the 
drain [Fig. 7-1(d), HJ01: Drain, LB = 2.0 nm], when compared to the control device, 
the ION is maintained but IOFF increases by an order of magnitude due to the increase 
of source-to-drain tunneling. This results in a much degraded performance and hence 
is not useful. 
On the other hand, when the widened GNR is placed near the source [Fig. 
7-1(c), HJ01: Source, same LB], the ION and IOFF are 2.5 times and two orders of 
magnitude, respectively, higher than those of the control. The OFF-state current 
density (J(E)) [cf. arrow in Fig. 7-3(b)] is high due to the smaller barrier height and 
shorter effective tunneling length across the source and drain encountered by the 
carriers at the source. On the other hand, the enhancement of the ION [cf. arrow in Fig. 
7-3(e)] is due to the smaller effective tunneling length and lower effective barrier 
height for the BTBT mechanism at the source-channel interface brought about by the 
insertion of smaller EG material. 
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Fig. 7-2 The current-voltage characteristics of GNR TFETs with 
different atomic configurations. The applied drain bias (VDS) is 0.6 V and 
the flat band bias Vfb is 0.3 V. The ION in linear scale corresponding to the 
dashed box in (a) is shown in the upper left inset while the ION versus 
ION/IOFF in log scale in shown in the lower right inset. 
 
Fig. 7-3 The local current density [J(E) in A/eV] for the different GNR 
TFET structures at OFF-state [(a)-(c)] and ON-state [(d)-(f)]. The level of 
current is proportional to the electron tunneling shown by the gray bands 
shaded to scale. 
From studying the heterostructures with a smaller EG section, it was found that 
a shorter effective tunneling length and a lower barrier height increase both ION and 
IOFF, with a potential to degrade the ION/IOFF ratio. To suppress the S/D tunneling 
responsible for higher IOFF, we investigated a modified structure, labeled HJ02, with a 
narrower GNR section (hence larger EG) in the middle of the channel [see Fig. 7-1(e)], 
and a widened GNR section near the source. The transfer characteristics and the J(E) 
plots at ON- and OFF-state of the resultant device are shown in Fig. 7-3(c) and (f), 
respectively. Firstly, the IOFF decreases by an order as compared to the HJ01: Source. 
As shown in Fig. 7-3(c), the extra barrier in the middle of the channel significantly 
suppresses the tunneling current as compared to that in Fig. 7-3(b). The ION for the 
new structure is between that of the control and HJ01 device as the extra barrier in the 
channel also blocked some of the BTBT current, cf. the circle in Fig. 7-3(f). The 
overall device performance of the different device designs can be summarized by the 
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ION versus ION/IOFF plot [Fig. 7-2 lower right inset]. For any common ION/IOFF, the 
HJ01: Source consistently gives the highest ION, while the control device provides the 
largest possible ION/IOFF with a degraded ION. The performance of HJ02 is in the mid-
way of the two devices. In addition, the output characteristic for HJ02 is similar to the 
uniform width device, with a similar VDS dependence as described in [13]. 
 
Fig. 7-4 The ION and IOFF of HJ02 GNR TFET as function of the 
channel length are shown in (a). The local density of states plots for LC = 
16 and 10 nm at VGS - Vfb = 0.6 V corresponding to the dash-box area in 
Fig. 7-3(f) is shown in (b). The arrows show the quantized states between 
the source and the narrow region in the channel. The chemical potential of 
the source is set at 0 eV. 
Finally, we investigate the scaling effect of the channel in order to gain 
physical insights of HJ02-type GNR TFETs. The HJ regions are fixed at 2 nm while 
the rest of the channel is scaled and the ION and IOFF as a function of LC are shown in 
Fig. 7-4(a). Firstly, the IOFF increases exponentially as LC decreases, which is due to 
the decrease in the effective tunneling length between the source and the drain. This 
increases the S/D tunneling shown in Fig. 7-3(b) and further degrades the device 
performance.  On the other hand, it is interesting and unusual to observe the 56% 
decrease in ION when LC decreases from 16 to 10 nm. To understand this observation, 
the local density of states are plotted in Fig. 7-4(b) for VGS - Vfb = 0.6 V, LC = 16 and 
10 nm (left and right figures respectively). We found that the region between the 
source and the narrow channel forms a quantum well with a discretized state [arrows 
in Fig. 7-4(b)]. As the channel width decreases, this quantum well region becomes 
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narrower and the energy of the quantized state is raised above the chemical potential 
of the source region, resulting in a decrease in ION. Nevertheless, an ION/IOFF of 4 
orders is still achieved for LC = 10 nm at a VDS of 0.6 V, and the device can be further 
optimized by adjusting the quantized state between the chemical potentials of the 
source and the drain. This can be done by varying the doping concentrations of the 
narrow GNR region which changes the barrier height of the quantum well. 
7.2 Electrostatics of ultimately-thin body tunneling FET  
7.2.1. Introduction 
Tunneling field-effect transistor is a promising candidate to achieve sub-60 
mV/decade sub-threshold slope [20] and low OFF-state current for high-speed circuits 
with low static-power-consumption [5], [6]. However, the ON-state current in TFET 
is much lower than that of state-of-the-art devices. Electronic materials with smaller 
tunneling masses, such as Ge [6] and Si(1-x)Gex [8], and ultra-thin body device 
structures, which can provide better electrostatic control using multiple gates [21], can 
be used to increase ION in TFET. In this regard, semiconducting graphene nanoribbons 
have been suggested as a possible candidate for TFETs application [12], [13], [22] 
due to its low tunneling mass and ultimately-thin body structure, i.e. single atomic 
layer. While edge roughness has been a major obstacle in GNR devices [23], [24], 
recent advances in fabrication techniques [25]-[27] to achieve smooth GNR have 
greatly increased the potential for realizing GNR devices. 
Motivated by these advances, we investigate how the electrostatic 
environment affects the performance of GNR TFETs using a quantum simulator. The 
electrostatic environment comprising high-k material degrades the ION of GNR TFETs 
as compared to the low-k variant due to the reduced source-to-channel carrier 
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tunneling rate from the combined effects of (1) the high fringing field and (2) the 
atomic-layer-thin structure of GNR. In addition, our semi-classical simulations show 
that this phenomenon also manifests in any TFETs that have extremely thin body, 
such as in Si TFET with body thickness tbody = 0.5 nm, but absent for tbody = 4 nm. 
Our finding explains the contradictory results of the previous study on Si [21] and 
carbon nanotube TFETs [28] on the usage of high-k oxide and the ION trend reversal 
reported here is unique. In addition, by restricting the use of high-k material to only 
the oxide directly below the gate in the channel region, the performance of GNR 
TFETs can be improved. We also examine the effect of shifting the boundary of the 
high-k/low-k material at the source-channel interface and found that a small 
encroachment of the low-k material into the channel increases the ION due to the 
further reduction of the fringing field effect at the source region without 
compromising the gate control of the channel potential. 
 
Fig. 7-5 (a) 3D representation of the double-gated (G) GNR TFETs. (b) 
A cross sectional view along the dash line in (a), with a p-doped source, 
an n-doped drain, and an intrinsic channel. The current characteristics of 
GNR TFETs with different oxide thickness (tox) and different dielectric 
constants (εox = εox_C = εox_G) are shown in (c) and (d), respectively, with 
the devices biased (VDS) at 0.6 V. The flat-band potential (Vfb) is related to 
the metal gate workfunction and is set at 0.3 V for all simulations here. 
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The OFF-state and ON-state currents are taken at VGS – Vfb = 0 and 0.6 V, 
respectively. 
7.2.2. Simulation approaches 
A mode-space quantum transport simulator based on the Dirac equation and 
non-equilibrium Green’s function [14] coupled with a two-dimensional Poisson solver 
[29] for the study of GNR TFETs was used. A representation of the double-gated (DG) 
devices simulated in this study and its cross-sectional diagram are shown in Fig. 7-5(a) 
and (b), respectively. GNR of width 1.2 nm, with an energy bandgap of 1.22 eV, is 
investigated. The source (drain) is doped p-type (n-type) at 3.20×1013 cm-2, which 
translates to a shift in the Fermi level to 0.12 eV below (above) the valence 
(conduction) band. The channel length is 16 nm and the metal gate thickness is 3 nm 
with the edges aligned to the source-channel and channel-drain interfaces for all 
devices. The tbody of GNR is set to 0.3 nm. While the effect of oxide layer on the 
electronic structure of GNR is assumed to be negligible here, it was found that a 
sizable EG can be induced in graphene [30]. Assuming a similar effect on GNR, wider 
ribbons can be used to achieve similar EG requirement. Gate-oxide thickness (tox) 
variations from 5 to 1 nm with the dielectric material, εox_C = εox_G = εox = 4 [cf. Fig. 
7-5(c)], and εox variations from 4 to 20 with tox = 3 nm [cf. Fig. 7-5(d)] are studied. 
For Si TFETs, similarly doped DG structures, with different tbody of 4 and 0.5 nm, are 
modeled using a semi-classical simulator with modified quantum non-local interband 
tunneling mechanism [31] for accurate TFET study. 
7.2.3. Results and discussions 
Improved gate control of the channel potential is required in FETs with short 
channel lengths to maintain or improve device performance [32]. This is achieved by 
using multiple gates or by increasing the gate oxide capacitance via tox reduction or 
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increase in εox. As shown in Fig. 7-5(c), the ION and IOFF of GNR TFETs is greatly 
improved by reducing tox from 5 to 1 nm. The increase in ION is due to the better gate 
control of channel potential near the source-channel (S-C) interface which results in a 
shorter tunneling distance for carriers from the source valence band to the channel 
conduction band. However, ION is degraded when εox is increased from 4 to 20 [cf. Fig. 
7-5(d)]. 
To investigate this anomaly, the energy band diagrams for εox = 4 and 20 are 
plotted in Fig. 7-6(a). While the higher εox at the channel makes the change in 
potential sharper, shown by the (red) dash-dot line being closer to the interface than 
the (black) solid line in the channel region, this benefit was outweighed by the more 
gentle potential within 5 nm of the interface in the source, brought on by a stronger 
fringing field from the gate terminal. The effect of this change is summarized by the 
current flux plots near the S-C interface, shown in Fig. 7-6(b) and (c) for the low-k 
and high-k materials, respectively. The thickness of the (magenta) darker bands 
indicates the energy range of the tunneling carrier and the intensity of the bands 
indicates the amount of tunneling. Both of these factors degraded significantly for 
higher εox due to the increase in the tunneling distance from 3.3 to 5.4 nm and hence 
the ION is degraded. 
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Fig. 7-6 (a) The energy band diagrams of the device at ON-state (VGS - 
Vfb = 0.6 V), showing the conduction and valence bands (EC and EV) with 
the blue dash lines representing the chemical potentials at the source and 
drain. The tunneling distance at the source-channel (S-C) interface 
increases greatly with the εox due to the lowering of the potential in the 
source within 5 nm from the interface. The current flux of the boxed 
region for εox = 4 and 20 are shown in (b) and (c) respectively, with the 
darkest band represent value above 1.67×103 mA/(μm·eV) for both plots. 
This phenomenon is unique to TFETs with extremely thin body, such as GNR. 
We further explore Si TFETs with ultra-thin tbody [33]. At tbody = 4 nm [cf. Fig. 7-7(a)], 
the current increases with εox. This is due to the increase in gate control of the channel 
potential near the S-C interface, represented by the closer contour lines in Fig. 7-7(c) 
as compared to those in Fig. 7-7(b). Furthermore, there is minimal penetration of the 
change in potential into the source region. On the other hand, for tbody = 0.5 nm [cf. 
Fig. 7-7(d)], the current decreases for higher εox, similar to the observations in GNR 
TFETs. In this case, while the potential control in the channel region is increased, the 
change in potential penetrates further laterally into the source [cf. dash circle in Fig. 
7-7(f)], indicating that higher εox has greater influence on the source side potential 
near S-C interface in ultra thin-film TFET. Ultimately, the potential shift is due to the 
source-side fringing effect, and similar to the dash-dot line in Fig. 7-6(a), the gradual 
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downward progressing band at source side near S-C interface leads to a longer 
tunneling length. 
In order to reap the benefit of high-k materials in GNR TFET application, 
high-k oxide should be restricted to the channel region and a low-k spacer structure 
should be used to reduce the fringing fields at the source and drain regions. Although 
similar structure in TFETs has been proposed previously [34], the trend reversal of 
ION reported here was not observed in that study and the low-k spacers were used to 
further enhance the ION improved by the high-k oxide. In contrast, it is essential to use 
low-k spacers in the application of high-k oxide in GNR TFETs. The current 
characteristic for the improved design is shown in Fig. 7-8(a) (cf. red dot-dash line) 
and the device with uniform low-k dielectric is also plotted (cf. black solid line) for 
comparison. The IOFF decreases by 1.25 orders from 3.66 to 0.20 pA/μm due to the 
increase in the tunneling distance from the source to drain, resulting from the sharper 
potential changes at the interfaces indicated by the dash circles in Fig. 7-8(b). On the 
other hand, the ION increases by 2.4 times from 0.169 to 0.572 mA/μm. This is due to 
the decrease in the tunneling distance at the S-C interface, as shown in Fig. 7-8(c). 
Both changes result in an improvement in SS which decreases by 24.7% from 49.9 to 
37.6 mV/decade with a high-k oxide in the channel region, an improvement to the SS 
of 60 mV/decade of traditional MOSFET. 
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Fig. 7-7 The current characteristics [(a), (d)] and potential of the thin 
film Si TFETs near the S-C interface with various εox for body thickness 
tbody = 4 nm [(b)-(c)] and tbody = 0.5 nm [(e)-(f)] are summarized here. The 
color bar, ranged between -0.6 and 1.2 V, applies for all potential plots, 
with the contour lines spaced at 0.2 V. VDS = 0.6 V for all plots and VGS = 
0.8 V for the potential plots. 
Lastly, the effect of shifting the high-k/low-k boundary in the proximity of the 
S-C interface on ION is investigated and summarized in Fig. 7-8(d). A positive shift is 
defined as the low-k material encroaching into the channel region. It is observed that a 
positive shift of the boundary up to 2 nm increases the ION while further encroachment 
degrades the ION. This is due to the competition between the reduction of the fringing 
field effect in the source region, which increases the ION, and the loss of control in the 
potential of the channel region, which leads to a decrease in ION. A comparison of the 
potential profiles for between the 2 nm shift and original position is given in the inset 
of Fig. 7-8(d). On the other hand, negative shifts of the boundary, i.e. the high-k oxide 
covering the source region, results in ION reduction due to the stronger fringing field 
effect. 
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Fig. 7-8 The current characteristics of the GNR TFETs with low-k 
spacers are shown in (a), with VDS = 0.6 V. The dielectric constant at the 
channel region εox_G is increased from 4 to 20, with εox_C = 4. The energy 
band diagrams at OFF-state (VGS – Vfb = 0 V) and ON-state (VGS – Vfb = 
0.6 V) are shown in (b) and (c) respectively. (d) The change in ION with 
respect to the shift of the high-k/low-k boundary from the S-C interface. 
Inset shows the band diagrams at the S-C interface for the devices marked 
with the arrows. 
7.3 Device performance of GNR MOSFET and tunneling FET with 
phonon scattering 
7.3.1. Introduction 
Research in carbon electronics has been intensified since 2004 and in 
particular the use of graphene nanoribbon in digital devices has been widely explored. 
While many studies of the GNR MOSFET [35], [36] and tunneling FET [14], [37] has 
discuss their device performance in the ballistic limits individually, few studies have 
compared their characteristics with the consideration of phonon scattering [28], [38]. 
In this study, we present our investigation of the device performance of GNR 
MOSFET and TFET using a non-equilibrium Green’s function quantum simulator 
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with a mode-space Dirac equation model. We observed that in the presence of phonon 
scattering, both the OFF-state and ON-state currents of MOSFET are degraded, and 
the ION of TFET was enhanced. We also examined the effect of channel length (LC) on 
the device performances in the presence of phonon scattering and we observed that 
the ION of MOSFET is more degraded by increasing LC than that of TFET. 
7.3.2. Simulation approaches 
A schematic of the device simulated in this study is shown in Fig. 7-9(a). A 
GNR of width 1.0 nm is chosen, with an energy bandgap of 0.87 eV. The source is n-
type doped for MOSFET and p-type doped for TFET and the drain is n-type doped for 
both devices. The doping concentration is 4.47×1013 cm-2 for both n- and p-type 
doping. The device has a double metal gate structure with silicon dioxide as the 
insulating material. The modeling details for phonon scattering simulations follow 
those presented in Chapter 2.4.2 and the electron-phonon coupling constant Dph is 
obtained following Ref. 6 and for acoustic phonon (AP), DAP = 3.1×10-3 eV2 and for 
optical phonon (OP) with energy ħω = 0.19 eV, DOP = 1.30×10-2 eV2. The on-site 
potential U is obtained from the self-consistent 2D Poisson solver [37] and the 
potential profile for MOSFET and TFET is shown in Fig. 7-9(b) for a drain bias of 0.4 
V and gate bias (VGS - Vfb) of 0 V. The Vfb is the flat band potential controlled by the 
work function of the metal gate and is set to be 0.2 V here. 
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Fig. 7-9 (a) Schematic of the device simulated. The oxide thickness (tox) 
is 1 nm and the gate thickness (tgate) is 3 nm. The surface plot indicates the 
self-consistent 2D potential and the unit of the color bar is V. (b) Potential 
profiles along the GNR layer. 
7.3.3. Results and discussions 
The transfer characteristics of the GNR MOSFET and TFET are shown in Fig. 
7-10(a) and (b) respectively with different VDS, with LC = 16 nm here. For MOSFET, 
the phonon scattering increased the IOFF and decreased the ION, with 76% - 82% 
ballisticity. However, the IOFF of TFET was increased by 4 orders while the ION for 
VDS = 0.4 V was nearly doubled. In order to understand the different effect of phonon 
scattering on the devices, the I-V and the current flux plots of the devices at VDS = 0.4 
V are plotted in Fig. 7-11 and Fig. 7-12 for GNR MOSFET and TFET, respectively. 
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Fig. 7-10 The transfer characteristics of (a) GNR MOSFETS and (b) 
GNR TFET for ballistic (BALL) and phonon scattering (APOP) regimes. 
Insets show the linear plots at high gate biases. 
For GNR MOSFET, AP scattering did not affect the currents at low gate 
biases [Fig. 7-11(a)] due to the high barrier where only a very small current was 
present, and hence back scattering was not apparent. However, OP scattering 
increased the amount of carrier at the source by phonon absorption and a larger IOFF 
was observed [Fig. 7-11(c)]. At higher gate biases, the back scattering reduced the 
current significantly [Fig. 7-11(d)]. Conversely, OP scattering reduced the back 
scattering by bringing down the carriers’ energy via phonon emission in the channel 
[Fig. 7-11(f)] and the current was restored. However, the ION was still lower than the 
ballistic values due to a finite amount of back scattering. 
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Fig. 7-11 (a) The IV of MOSFET at VDS = 0.4 V at low gate biases. (b) 
and (c) show the current flux plots at VGS-Vfb = 0 V. (d) The IV of 
MOSFET at high gate biases and (e) and (f) show the current flux plots at 
VGS-Vfb = 0.8 V. The arrows show phonon emission (downwards) and 
absorption (upwards). 
For GNR TFET, AP scattering did not affect the current at all gate biases [Fig. 
7-12(a) and (d)] due to the higher carrier concentration at the source than the channel, 
which prohibited back scattering. On the other hand, OP scattering enhanced band-to-
band tunneling (BTBT) [Fig. 7-12(c) and (f)] which increased the current significantly. 
In the presence of OP scattering, BTBT between source and channel became the 
dominant mechanism even for IOFF [Fig. 7-12(c)]. 
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Fig. 7-12 (a) The IV of TFET at VDS = 0.4 V at low gate biases. (b) and 
(c) show the current flux plots at VGS-Vfb = 0 V. (d) The IV of TFET at 
high gate biases and (e) and (f) show the current flux plots at VGS-Vfb = 
0.8 V. In (f), the dash arrow indicates a small current flowing from drain 
to source due to the huge accumulation of charges, reducing the total 
current. This ‘back tunneling’ current is reduced for larger channel length. 
Lastly, the effect of LC for GNR MOSFET and TFET was investigated and the 
IOFF and ION are plotted in Fig. 7-13(a) and (b), respectively. Both the ballistic and 
dissipative currents are plotted for comparison. While the IOFF of both devices 
increased with phonon scattering, the IOFF of TFET was still lower than MOSFET. It 
was noted that the ballistic IOFF for TFET was decreasing with increasing LC, as the 
dominant mechanism was BTBT between source and drain. With phonon scattering, 
BTBT occurs between the source and channel and hence IOFF remained invariant. The 
ION of GNR MOSFET decreased with increasing LC due to the increased back 
scattering and since AP scattering had minimal effect on GNR TFET, the ION was in 
general not affected by LC. However, due to the accumulation of charges at the drain, 
a minute amount of carrier tunneling from the drain to the source occurs [Fig. 7-12(f)], 
which was reduced as LC increased and hence the ION increased initially. 
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Fig. 7-13 The channel length dependence of (a) IOFF and (b) ION for both 
GNR MOSFET and GNR TFET.  The ballistic currents are plotted in dash 
lines for comparison. 
7.4 Summary 
In this Chapter, a detailed investigation of the device physics and performance 
of GNR TFET with different heterojunction (HJ) designs in the channel is first 
presented. By adding small EG material in the channel near the source and large EG 
material in the middle, the ION and IOFF can be improved. The scaling effect of the 
channel length is also examined and at a channel length of 10 nm, an ION of 1.5 
mA/μm and an ION/IOFF of 4 orders are obtained. While it remains a challenge to 
realize the structure proposed in this work currently, we note that the fabrication of 
sub-10nm GNR via chemical means, and epitaxially-grown graphene compatible with 
thin-film technique, reported in recent works [25], [39], [40] signal a promising 
progress in high precision dimensional control for graphene-based materials. 
In addition, the effect of 2D electrostatic environment on the device 
performance of TFET with ultimately thin body such as GNR is investigated. The 
fringing field effect of high-k oxide has such a strong negative impact on the ION that 
it is reduced compared to that with low-k at the same thickness. This is due to the 
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atomic-layer-thin structure of the GNR, which also manifests itself in extremely thin 
Si TFET. As a result, low-k spacers are necessary to realize the benefits of high-k gate 
oxide in GNR TFETs. Furthermore, by allowing a small encroachment of the low-k 
oxide into the channel, the ION can be further increased. 
Lastly, the effect of phonon scattering on the device performance of GNR 
TFET is investigated and a comparison between GNR MOSFET and TFET is made. It 
was observed that both the IOFF and ION of MOSFET are degraded, while the ION of 
TFET was enhanced. The effect of LC on the device performances in the presence of 
phonon scattering is also examined and it was observed that the ION of MOSFET is 
more degraded by increasing LC than that of TFET. 
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Chapter 8 Suggestions for future work 
Finally, there are a number of interesting topics that can be extended from the 
works presented here.  The following sections introduce some possible directions of 
these investigations. 
8.1 Bilayer graphene nanoribbon 
In Chapter 3, the material properties of monolayer and bilayer GNR are 
investigated based on edge configurations, effect of dopants, ribbon widths and for the 
bilayer GNR, the effect of interlayer distance.  It is interesting to further study the 
bilayer GNR structure with misalignment, including the cases for monolayers of 
different widths and different stacking order.  In recent articles [1], [2], GNRs can be 
obtained via the ‘unzipping’ of carbon nanotube (CNT) along the length of the tube 
by chemical means.  Both single- and double-walled CNT are used in the experiment 
and hence monolayer and bilayer GNR can be obtained selectively.  However, as the 
double-walled CNT consists of concentric CNTs with different diameters, the bilayer 
GNR obtain is different from the structure we have studied earlier, i.e. the monolayers 
would be misaligned.  There can be two types of misalignments: (i) the monolayers 
are of different widths, and (ii) the two layers are rotated by an angle θ.  Since the 
electrical properties of graphene materials are very sensitive to the geometry of the 
structure, it is of great interest to know about how these misalignments would affect 
the electrical properties of bilayer GNR and subsequently the device performances of 
such bilayer GNR devices. 
Furthermore, in Chapter 5, the dependency of electrical property on the 
interlayer distance of bilayer GNR is exploited for the operation of a NEM switch and 
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various designs are discussed.  In a similar approach, the misalignment of the top and 
bottom layers of bilayer GNR can also be utlizied to enable different forms of NEMS 
devices.  Instead of varying the interlayer distance, a displacement sensor can be 
fabricated making use of the change in the degree of misalignment between the two 
layers, which leads to a change in the conductance of the channel material. 
 
Fig. 8-1 (a) Narrow width GNR can be obtained by ‘unzipping’ CNT.  
Depending on the chirality of the tubes, different configurations of bilayer 
GNR, such as (b) one with different width AGNRs and (c) one with 
AGNR and ZGNR can be fabricated.  (d) The electrical properties of the 
material may be changed as the top layer is shifted with respects to the 
bottom layer, which can be utilized for NEMS applications. 
8.2 GNR Schottky barrier field-effect transistors 
In Chapter 4, a comparison of SBFETs with AGNR and ZGNR as the channel 
material is made based on the density functional theory and it was observed that the 
AGNR SBFETs provide a larger ION/IOFF ratio with a much lower leakage current and 
a similar ION than the ZGNR counterpart.  Further examination of AGNR SBFET 
reveals two additional geometrical shapes which result in a bending of the ribbon at 
90 and 120 degrees, as shown in Fig. 8-2(b) and (c), respectively.  These AGNR 
SBFETs have the same contacts (7-ZGNR) and channel (10-AGNR) but with 
different connecting junctions.  Therefore, it would be interesting to investigate how 
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Further modifications to these connecting junctions such as trimming of the corners 
and addition of impurities can also be incorporated in the study. 
In addition, recent fabrication technique of obtaining GNRs from the 
‘unzipping’ of carbon nanotube presents the possibility of realising CNT-GNR 
heterojunctions.  As the atomic structures of such heterojunctions are not yet fully 
studied and, unlike GNR heterojunctions, are highly complex due to the curvatures of 
the CNT, atomistic investigations are required to acertain the stable atomic structures 
and their effects on the electronic properties.  After which, the transport properties of 
such junctions can also be investigated for possible device implementations. 
 
Fig. 8-2 Possible atomic structures of AGNR SBFETs where the ZGNR 
and AGNR form (a) 30, (b) 90 and (c) 120 degrees with each other.  The 
transmission spectrum of these devices would be depenent on the 
connecting junctions (orange regions).  (d) Connection between CNT and 
GNR with a connecting region which would have an interesting effect on 
the transport properties of such heterojunction. 
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8.3 High frequency applications 
In Chapter 7, the digital performances of GNR tunnelling FETs are explored 
and it was shown that GNR TFETs can both provide a relatively high ON-state 
current and a small SS, even in the presence of phonon scattering.  We have also 
shown that heterjunction in the channel near the source-channel interface helps in 
further increasing the ON-state current and recent studies using a combination of 
semi-metallic carbon nanotube and GNR as channel indicate similar effects [3], [4].  
While our investigation focuses on the ballistic limits of the GNR HJ TFETs, the 
effect of phonon scattering is highly relevant due to the present of quantum states in 
the HJ region which are sensitive to phonon-electron interactions. 
Concurrently, recent studies [5], [6] suggested that carbon-based materials 
would be suitable for high frequency applications.  As such, it would be interesting to 
investigate the high frequency response of GNR TFETs, as well as other device 
structures.  Given the current steady state simulator, the transconductance and drain 
conductance can be obtained, which can be used to extract the operation frequency 
and gain of the device.  The effect of phonon scattering can also be investigated 
according to different operating conditions. 
Lastly, to accurately capture the transient performance of the devices, time-
dependent NEGF simulations can be implemented.  This can verify the operation 
frequency and the intrinsic delay of the device for both high frequency and digital 
applications.  Coupled with phonon scattering calculations, the device physics of the 
effect of electron-phonon interaction on the speed of device operation can also be 
investigated. 
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Appendix 
Appendix A: Derivation of Dirac equation for 2D graphene 
From 20
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Appendix B: Dirac Hamiltonian for GNR 
From Eq. (2.3.4): 
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