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1. Introduction
La transformée de Fourier est un algorithme très
utilisé en traitement du signal [1, 2, 3] qui nécessite
une quantité importante de calculs. S'il est possible
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de programmer cet algorithme sur les nombreux pro-
cesseurs de traitement du signal [4, 7, 8, 11-13, 15-18],
ceux-ci sont relativement lents pour cette application .
Nous proposons d'étudier ici l'architecture d'une
unité arithmétique dans une optique processeur-en-
tranche, ou intégrée. Cette unité arithmétique devra
être optimisée suivant les deux critères contradictoires
suivants
- réduction du temps de calcul de la transformée de
Fourier. Il faut pour celà réduire non seulement le
temps de cycle (par « pipelinage »; fig . 4, ou mise en
parallèle, fig. 3, des opérateurs arithmétiques), mais
aussi minimiser le nombre global de cycles nécessaires
au calcul ;
- minimisation de la surface de silicium de l'unité
de calcul .
L'évaluation de la surface de silicium dépendant aussi
bien du nombre de portes de l'architecture que des
liaisons internes, nous remplacerons cette donnée par
la complexité en nombre de portes de l'architecture .
Pour pouvoir évaluer le compromis entre les deux
critères précédents, nous introduisons la définition
d'un rendement. Le rendement UTS (Utilisation
volume 3 - n° 1 -1986
Temporelle de la Surface de silicium) est le rapport
de deux termes : le produit de la surface de silicium
utilisée à chaque instant par son temps partiel d'utili-
sation sur le produit de la surface totale par le temps
global du calcul.
La conception de l'unité arithmétique se fera en
cherchant à obtenir à chaque étape de l'étude le meil-
leur rendement UTS . Les diverses solutions envisa-
gées seront comparées à l'aide d'un graphique permet-
tant de calculer le rendement UTS sur l'ensemble de
l'architecture . Il va sans dire que le rendement est
fonction de l'algorithme que l'on cherche à implanter,
et qu'une structure fort efficace pour certains algo-
rithmes peut se retrouver moins adaptée pour
d'autres [14] .
Une analyse préliminaire de la TFR va permettre de
définir les opérateurs qui doivent figurer dans l'unité
arithmétique.
2. Analyse des calculs de l'algorithme
Nous avons retenu l'algorithme de transformation
de Fourier à base 2 à entrelacement temporel . Cet
algorithme, représenté schématiquement sur la
figure 1, se compose d'étapes successives comprenant
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xl x4
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x2
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x4 XI
x5
X5
X5
X
X3
x7 lo
X7
wo
<- Etape 1-><- Etape 2-><- Etape 3->
x Echantillon temporel complexe
X Echantillon Tréquentiel complexe .
w Coefficient complexe
Nig.1 . - Représentation d'une TFR sur huit points .
Nous
aurons : X' = X * Wn*Y
(xr*wnr*yr-wni*yi) * j (xi*wnr*yi*wni*yr)
Y' = x - Wn*V
_ (xr-wnr*yr*wni*yi) * j (xi-wnr*tai-wni*yr)
Fig. 2. - Calculs d'un papillon TFR.
RECHERCHES
chacune une suite de papillons à calculer. Le
papillon TFR (fig . 2) est donc le motif de base qu'il
faut optimiser .
Nous réalisons les calculs du papillon en trois
séquences
- multiplication des parties réelles et imaginaires de
Y et W;
- addition et soustraction des produits (yr*wr,
yi*wi . . .) ;
- addition de nombres complexes (X+/-(W*Y)) .
Il nous faut définir plusieurs unités de temps qui
interviennent ulterieurement : le temps de calcul pro-
pre par opérateur, le temps de cycle (synchronisation
des opérateurs), le temps de calcul d'un papillon
représentant plusieurs temps de cycle .
L'analyse du mécanisme de réalisation du papillon
montre la nécessité de deux opérateurs matériels : un
multiplieur et un additionneur-soustracteur .
Nous allons maintenant voir comment disposer ces
opérateurs dans l'unité arithmétique .
3. Structure de l'unité arithmétique
3 . 1 . CHOIX DES OPÉRATEURS
Le souci de minimiser la surface de silicium de l'unité
arithmétique nous entraîne à rentabiliser le fonction-
nement des opérateurs . Pour cela, nous devons pren-
dre en compte deux contraintes matérielles qui leurs
sont liées
- le temps de calcul par opérateur;
- la surface de silicium (ou nombre de portes) par
opérateur .
Prenons l'exemple d'une technologie bipolaire rapide .
Un multiplieur 16 par 16 vers 32 bits nécessite
approximativement une surface Smul de 2 500 portes,
pour un temps de calcul Tmul de 70 ns
(TRW MPY 016 K) [11] . Un additionneur-soustrac-
teur sur 32 bits nécessite approximativement une sur-
face Sadd de 800 portes pour un temps de calcul
Tadd de 50 ris (74F181) . Ces chiffres montrent le rôle
critique du multiplieur sur le rendement UTS de
l'unité arithmétique .
Il faut compter quatre multiplications et huit addi-
tions ou soustractions par papillon (fig. 2) . En tenant
compte du rôle prépondérant du multiplieur, il faut
réaliser les calculs d'un papillon en quatre cycles (une
multiplication par cycle), et imbriquer les calculs du
papillon suivant sans attente . Dans cette optique,
devons-nous choisir d'associer un ou deux addition-
neurs à notre multiplieur?
- Un seul additionneur devra effectuer deux opéra-
tions en un temps de cycle Tcycl, imposant une durée
de celui-ci de 100 ns. Cette configuration architectu-
rale conduit à un rendement UTS de 77 %.
(Smul*Tmul + Sadd*2*Tadd)/(Smul*Tcycl + Sadd*Tcycl) = 77
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- L'utilisation de deux additionneurs travaillant en
même temps que le multiplieur, imposera un temps
(Smul*Tmul + 2*Sadd*Tadd)/(Smul*Tcyc2 + 2*Sadd*Tcyc2) = 89
Nous optons pour la structure à deux additionneurs .
Ce choix découle de la comparaison des rendements
UTS obtenus . Remarquons qu'il existe encore d'au-
tres solutions pouvant améliorer le rendement UTS,
comme par exemple l'utilisation d'un multiplieur
« pipeliné » .
3 .2. INFRASTRUCTURE DE L'UNITÉ ARITHMÉTIQUE
Après avoir défini les opérateurs en type et nombre,
il faut étudier les interconnections des opérateurs, qui
peuvent limiter les possibilités offertes par la structure
de l'unité arithmétique [13] . Si le multiplieur et les
additionneurs sont placés en parallèle, ils sont reliés
par des bus connectés à chaque opérateur (fig . 3) .
Ces bus, que nous nommons bus généraux puisqu'ils
ont plusieurs sources, permettent une grande flexibi-
lité d'emploi . Cependant ils coûtent plus cher en sur-
face de silicium que des bus particuliers, nommés ainsi
car ils ne possèdent qu'une source : longueur propre
plus importante et présence de multiplexeurs pour les
choix de direction.
`nuit.
	
\	
Add
2
Fig. 3. - Structure parallèle .
En conséquence les opérateurs seront « pipelinés »
pour réduire le coût des interconnexions . Les trois
phases du calcul du papillon permettent de savoir
qu'il faut placer le multiplieur puis les additionneurs,
il n'en serait pas de même si nous avions choisi le
calcul d'une TFR à entrelacement fréquentiel . Nous
voyons apparaître les rôles spécifiques des opérateurs,
où le multiplieur et l'additionneur n° 1 servent à faire
une multiplication complexe, tandis que l'addition-
neur n° 2 permet une addition complexe .
y-
V
d
Fig. 4
. -
Structure pipeline .
N
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a
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de cycle Tcyc2 de 70 ns. Le rendement UTS des
opérateurs sera alors de 89 % .
3 . 3 . IMPLANTATION PHYSIQUE
Nous comptons utiliser le schéma 4 pour réaliser un
placement initial des opérateurs . En effet, l'évaluation
semi-graphique d'une distance moyenne des échanges
entre opérateurs doit aussi nous donner un critère
très précieux de préplacement de ces opérateurs pour
une CAO de placement routage itérative. Ce point
est en cours d'approfondissement .
4. Transferts de données entre UA et
mémoires
Le transfert des données s'effectue sur des bus qui
représentent une surface non négligeable . S'il n'est
pas possible ici de calculer cette surface dépendant du
placement des opérateurs sur la puce, cette surface
croît avec le nombre de bus à implanter . S'occuper
de minimiser le nombre de bus reviendra à augmenter
le rendement UTS .
Nous considérons qu'il existe deux types de variables
transitant dans l'unité arithmétique
- les variables locales à cette unité, transférées d'un
opérateur à un autre . Elles ont leurs chemins déjà
tracés par les liaisons entre les opérateurs puisque
nous avons construit l'architecture « pipelinée » en
fonction de ces variables ;
- les variables globales, provenant ou partant vers
une mémoire externe . Elles définissent les liaisons
entre l'unité arithmétique et l'environnement de celle-
ci (mémoires, ports, etc .) .
La meilleure utilisation des bus de communication
entre l'unité arithmétique et son environnement se
fera par une occupation quasi permanente de ceux-ci .
Pour obtenir cette optimisation, nous sommes passés
par les étapes suivantes
(a) pour une structure de l'unité de calcul donnée,
nous pouvons calculer le nombre de transferts de
variables globales nécessaires par temps de cycle pour
« alimenter » correctement les opérateurs ;
(b)' nous modifions alors la structure afin de réduire
ce nombre par une mémorisation locale de certaines
variables utilisées à peu d'intervalles ;
(c) les contraintes temporelles associées au matériel
utilisé définissent le multiplexage temporel du bus .
Dans notre exemple durant le temps de multiplication,
le bus peut avoir un cycle de lecture puis un cycle
d'écriture;
(d) le bilan des trois premiers points définit alors le
nombre minimal de bus qu'il faut connecter à la
structure pour optimiser son rendement .
Nous précisons les considérations sur l'étude du papil-
lon .
Bus général
	
p
r
1, gr ; e
1 yi ; e : wnr*yr
1 : xr ;
e . wni*yi
1 : xi ;
e :
wni*yr
1 e : x'r wnr*yi
t e : y'r
1 : e : x'i
e y'i
Cycles
( 1, lecture sur les bus général : de mémoire è unité de calcul
e écriture // ).
F1g. 6. - Occupation des bus et des registres de l'unité arithmétique
à deux additionneurs lors du calcul du papillon.
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(a) Le décompte des flots de données des équations
présentées sur la figure 2 fait apparaître 20 lectures
et 4 écritures pour effectuer le papillon en 4 temps de
cycles. Cela donne 5 transferts par cycle en lecture et
1 en écriture. Il s'agit d'un nombre moyenné de
transferts entre des sources et des destinations
diverses, donc nécessitant l'utilisation de bus géné-
raux. Dans ce cas le rendement temporel d'un bus
général est supérieur au rendement d'un grand
nombre de bus particuliers.
(b) Pour diminuer le nombre de transferts, nous
devons rendre locales toutes les variables arrivant
dans l'unité arithmétique et devant être réutilisées à
court terme. Le stockage des valeurs réelles et imagi-
naires à l'entrée des opérateurs permettra de limiter
les transferts à six lectures (X, Y, W) et quatre écritu-
res par papillon . Pour un calcul réalisé en quatre
cycles, nous devrons prévoir deux transferts par cycle
en lecture, et un en écriture .
(c) Pour une mémoire à temps d'accès de 45 ns et
temps d'écriture de 15 ris (adresse positionnée),
compte tenu d'un temps de cycle de 125 ris (compre-
nant le temps de calcul du multiplieur et de transfert
des registres), deux transferts par cycle sont réalisables
sur un même bus : un en lecture et un en écriture.
(d) Nous devons donc concevoir deux bus généraux
pour notre architecture, les bus 1 et 2 de la figure 5 .
Remarquons que l'un d'entre eux peut se réduire
à n'effectuer qu'un transfert entre la mémoire des
coefficients et l'entrée du multiplieur .
F1g. 5. - Architecture de l'unité arithmétique
à deux additionneurs pour un rendement UTS optimal.
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Nous avons représenté sur la figure 6 le fonctionne-
ment du calcul d'un papillon en visualisant le contenu
des registres et du bus 2 de la figure 5. Il permet de
vérifier la bonne marche du calcul en quatre cycles,
et la possibilité d'imbriquer les calculs successifs de
deux papillons .
La définition de l'architecture de l'unité arithmétique
ne sera complète qu'après avoir évalué pour l'ensem-
ble son rendement UTS . Cette étude complémentaire
permet de vérifier si un opérateur ou un bus doit être
redéfini dans le cas de sous- ou sur-utilisation vis-à-vis
des autres fonctions .
5. Validation de l'architecture
5 . 1 . ÉVALUATION GRAPHIQUE DU RENDEMENT : EXEMPLE
Du TMS 32010
Nous venons de définir une structure de l'unité
arithmétique pour la TFR avec le souci d'augmenter
le rendement UTS . Nous avons tenu compte de cet
impératif lors de l'analyse des deux thèmes principaux
de l'étude : choix et mise en place des opérateurs,
cycles
( 1 transfert en lecture d'une donée ; e : transfert en écriture )
Fig
. 8. - Programmation d'un papillon sur le TMS 32010
et occupation des registres .
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Instruction BUS T P R
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LT 1 4 Wi Ci
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MPY 18 Vi*Wr
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800 21 I : Xi+Vr*Wi+YI*Wr
LT 22 I : Xi
SRCL 23 e : V i+Yi*Wr
MPVK 24 1 Xi
PRC 25 Xi
sus 26 1 : Yr*Wi+Vi*Wr
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SRCL 27 e
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TEMPS DE CYCLE : 200ns
Fig . 9. - Évaluation du rendement UTS du TMS 32010
: rendement global de 29 %.
DEROULEMENT DANS LE TEMPS .
Horloges 01 02 Clk Ip
transfert des données . Nous nous proposons mainte-
nant de visualiser ou d'estimer graphiquement les
rendements obtenus .
Pour cela, nous représentons sur un chronogramme
l'utilisation des opérateurs et des registres de l'unité
arithmétique . L'échelle verticale est proportionnelle
au nombre de portes que représente l'opérateur .
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FTg . 10. - Évaluation du rendement UTS de l'architecture à deux additionneurs : rendement exact de 38 %.
L'échelle horizontale est proportionnelle au temps .
Une surface sur le graphe est le produit d'un nombre
de portes d'un opérateur par sa durée d'utilisation ; le
rendement UTS exact est alors le rapport des surfaces
hachurées du graphe sur la surface totale .
A titre d'exemple, essayons d'évaluer le rendement
UTS d'un produit du commerce, le TMS 32010 de
Texas Instrument, pour la même jauge . La figure 8
décrit l'occupation des registres du TMS 32010 au
cours des cycles d'un papillon [8] . Le calcul s'effectue
en 27 cycles et occupe six fois le multiplieur puisque
les stokages temporaires à l'intérieur de l'unité de
traitement sont limités .
La figure 9 représente le graphe surface fonction du
temps pour le TMS 32010, qui donne un rendement
UTS de 29 %. Ce rendement ne correspond pas exac-
tement à la définition qui a été faite du rendement
UTS, dans la mesure où nous n'avons pas tenu
compte des temps exacts de calcul ou de traversée
des registres (la valeur calculée par ce rendement est
supérieure à celle calculée par le rendement UTS ) .
Nous définissons le rendement UTS global en considé-
rant un opérateur utilisé durant un cycle entier des
lors qu'il est utilisé en cours de cycle .
5 . 2. COMPARAISON DU CHOIX DES OPÉRATEURS
La figure 10 représente le graphe d'utilisation de la
structure à deux additionneurs (fig . 5) pour un
séquencement synchronisé à quatre horloges .
A fin de comparaison, nous avons représenté sur la
figure 11 l'architecture calculant les papillons radix 2
dans le cas où le concepteur s'impose de n'intégrer
qu'un additionneur, et sur la figure 12 le séquence-
ment correspondant, en visualisant le contenu des
registres . Le calcul du papillon s'effectuera en huit
cycles. Nous avons représenté sur la figure 13 le
graphe du rendement de l'architecture de la figure 11 .
La figure 13 fait apparaître le goulot d'étranglement
formé par l'additionneur unique qui est le seul opéra-
teur utilisé à chaque cycle dans cette structure. Cela
montre la nécessité de l'architecture retenue dès le
paragraphe 3 .
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Fig . 11. - Architecture de l'unité arithmétique
à un additionneur, optimisée grâce au rendement UTS .
Déroulement dans le temps
Cucles
F"ig . 12. - Occupation des registres de l'unité arithmétique
à un additionneur lors du calcul du papillon
.
Cette structure nécessite environ 5 700 portes pour
l'unité arithmétique, alors que celle comportant deux
additionneurs en nécessite 5 850 . Le résultat est que
pour une augmentation de moins de 3 % du nombre
de portes, nous divisons par deux le temps de calcul
du papillon. Le rendement UTS est de 38 % pour
l'architecture à deux additionneurs, alors qu'il n'est
que de 22 % pour une architecture à un additionneur .
La chute des rendements observés par rapport à ceux
calculés au paragraphe 3 . 1 provient de l'introduction
des divers registres (fig . 5) qui augmentent le temps
de cycle .
Temps de cycle : 125 ns
volume 3 -
no 1 -1986
300
300
225
225
150
300
800
300
(400)
(300)
150
150
150 150
E
o
z
1
Fïg. 13. -
Évaluation du rendement UTS de l'architecture à un seul additionneur : rendement exact de 22 %.
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5 . 3. COMPARAISON DES POSSIBILITÉS DE TRANSFERT DE
DONNÉES
Nous comparons maintenant deux structures possi-
bles de l'unité de calcul, celle du TMS 32010 (fig . 7)
et celle d'une unité optimisée comportant aussi un
multiplieur et un seul additionneur (fig . 11). La diffé-
rence se joue sur les possibilités de transfert des don-
nées et sur les possibilités « soft » de gérer ces
transferts.
Nous avons calculé un rendement global du
TMS 32010 de 29 %. Pour pouvoir comparer ce ren-
dement à celui de l'architecture à un additionneur,
nous recalculons son rendement global : celui-ci est
de 59 %. Le lecteur retrouvera aisément cette valeur
à l'aide de la figure 13 et de la définition du rendement
global .
L'évaluation graphique permet non seulement une
comparaison des rendements UTS en fonction de la
définition des opérateurs, mais aussi en fonction de
l'étude des transferts des données . S'il est difficile a
priori de chiffrer le rendement UTS au niveau des
bus, l'étude de ceux-ci permet cependant une nette
amélioration du rendement UTS de la partie opéra-
tive de l'unité de calcul.
6. Conclusion
Le souci de rentabiliser la surface de silicium d'un
circuit intégré est très important pour un concepteur
[6, 9, 10]. En effet, il conduira non seulement à mini-
miser la surface totale en supprimant des fonctions
peu ou mal utilisées, mais aussi à augmenter la rapi-
dité de l'architecture. C'est avec cet objectif que nous
avons tout d'abord conçu une structure de l'unité de
calcul pour l'algorithme de transformée de Fourier
rapide. A chaque point de la conception, une éva-
luation locale du rendement UTS permet d'éliminer
les solutions peu rentables.
A titre d'exemple, nous avons résumé dans le tableau
les rendements exacts (prise en compte du temps exact
de calcul par opérateur) et les rendements globaux
(prise en compte du temps de cycle par opérateur)
des différentes architectures rencontrées .
TABLEAU IV
Rendements UTS exacts et globaux
des différentes architectures
Le rendement global permet une approche immédiate
de la comparaison. Il a pour vocation d'éliminer une
architecture à trop faible rendement, mais il reste
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insuffisant pour une étude précise de l'utilisation des
opérateurs . Seul le rendement exact permet une
approche détaillée du fonctionnement au niveau du
choix et du placement des opérateurs, de leurs liaisons
et de leurs séquencements .
Outre une meilleure conception, le rendement UTS
permet une validation de l'ensemble de l'architecture .
Cette vérification mène à la détection de sous- ou
sur-utilisation de fonctions . Le lecteur poura vérifier
en comparant les figures 10 et 13 que l'additionneur
unique est une fonction sur-utilisée pour cette solu-
tion.
L'évaluation graphique du rendement exact permet
de conduire une étude détaillée du séquencement de
l'architecture . Cette étude, que nous n'avons pas rap-
portée ici, consiste à éliminer les « temps morts » des
opérateurs durant un cycle machine en ajoutant des
horloges adéquates .
En conclusion, nous pouvons résumer les trois
impacts de l'étude du rendement temporel du
silicium
- assister la conception d'une architecture dans le
choix des opérateurs à implanter ;
- vérifier l'utilisation véritable des opérateurs
implantés;
- améliorer alors le séquencement interne par redéfi-
nition des horloges.
L'augmentation du rendement entraîne une meilleure
utilisation du silicium, et mène à une
- augmentation des performances temporelles de
l'architecture étudiée .
Et/ou une
- diminution de la surface totale du silicium facili-
tant l'intégration de l'architecture .
Manuscrit reçu le 3 décembre 1985 .
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