Abstract-We demonstrate that it is possible to approximate the mutual information arbitrarily closely in probability by calculating relative frequencies on appropriate partitions and achieving conditional independence on the rectangles of which the partitions are made. Empirical results, including a comparison with maximum-likelihood estimators, are presented.
h(X; Y ) exist, then the information estimation problem can be reduced to the entropy estimation problem by means of the wellknown formula spaces X and Y: More often than not these marginal partitions P n and Qn are made of intervals of the same width. Partitions Pn and Q n made of equiprobable intervals are also encountered. The disadvantage of using product partitions P n 2 Q n is that different cells A 2B 2 Pn 2Qn contribute with a very variable efficiency to the final estimateÎ n (X; Y ): This is obvious in extreme situations, e.g., when the support of f XY is of a lesser dimension than X 2 Y:
For example, if X = sin U and Y = cos U where U is uniform on (0; 2) then the support of f XY is a unit circle in IR 2 : If P n = Q n are uniform partitions of [01 0 1=n; 1 + 1=n] into intervals of the same width h n = 1=n then R n = P n 2 Q n is a partition of the observation space into 4(n + 1) 2 squares A 2 B of area (1=n)
:
All squares intersecting the support are inside the circle of radius 1 + 1=n and outside the circle of radius 1 0 1=n: Therefore, the number of these squares is bounded above by which is less than the (=n)th part of all squares. Thus for large n, a vast majority of squares from R n are not effectively used for the estimation of I(X; Y ): These inefficient squares can in fact be replaced by fewer squares or rectangles with the same statistical effect, but not belonging to R n : Similar situations are typical also for X 2Y of higher dimensions where most of the probability mass is concentrated in tails or various hardly predictable "corners" of the observation space (see, e.g., [15, Sec. 1.5]). A step toward balancing the influence of all partition cells was undertaken by Barron et al. [1] who proposed nonuniform and possibly nonproduct partitions into cells of a constant dominating probability rather than of a constant Lebesgue volume. An even more inspiring method (applicable, however, only to one-dimensional spaces) is the finite partitioning by sample quantiles, see [3] ; the sample 1=n-quantiles are equivalent to the spacings discussed in [2] , see also [16] . The random grouping of data into m n cells specified by the j=m n -quantiles of empirical distribution, 1 j m n 0 1, is an example of adaptive partitioning, leading moreover to the uniform distribution of observations into cells (the number of observations in a cell differs by at most one from n=m n ), provided that there are no repeating values, which is a fair assumption for continuous random variables).
In this correspondence we consider estimates based on the relative frequencies calculated on the cells of adaptive partitions Rn of X2Y, an example of which is shown in Fig. 1(b) for the case of a circle in IR 2 : The partitions R n consist of rectangles A 2 B specified by marginal empirical quantiles and they are not of the product type P n 2 Q n ; an example of which is shown in Fig. 1(a) . The partitions R n are not uniform in the sense that, in contrast to product partitions, they are not made up of a grid of vertical and horizontal lines, irrespective of whether these lines are equally spaced or not.
Note that both the product partition Pn 2 Qn of Fig. 1(a) and the partition Rn of Fig. 1(b) are adaptive, because they both use marginal empirical quantiles. The superior adaptivity of R n in Fig. 1(b) comes from the multistep procedure upon which it is built. The number of rectangles in R n is kept under control so that the estimator remains relatively simple. In Section II we present a theoretical motivation and description of this estimator. In Section III experiments with data generated from known parametric families are reported. Our conclusions are summarized in Section IV. 
so that the desired result follows from (2) and (3).
We say that a sequence of partitions fR 
A`2 B`:
Obviously, for nested partitions the generated -algebras S(R where both convergences are monotone.
Proof: By Proposition 1, (6) and (7) are equivalent. The monotone convergence (6) follows from [14, Theorems 1.24 and 1.30].
Equation (6) is not a new result-a similar statement is proved, e.g., in Dobrushin [12] . 
We are now ready to turn to the problem of estimating the mutual information from a sample of n independent observations (X 1 ; Y 1 ); 111; (X n ; Y n ) of the pair (X; Y ): Let
be the empirical probability distribution on X 2Y: We recall that 1C denotes the indicator function of the set C: We introduce the estimatê
It may be rewritten aŝ
where Ai 2 Bi is the cell where (Xi; Yi) falls. By the law of large numbers and (2) lim n!1D n;k = D R (X; Y ) in probability: (11) Therefore, it follows from (9) that lim n!1 P (jD n;k 0 I(X; Y )j < ") = 1: (12) A smaller " will require a larger k " , i.e., a finer partition. The last equation says thatD n;k is an estimate of the mutual information (though the estimated divergenceD is not a mutual information as was made clear before). In the sense of (12) we shall writeÎ =D:
Thus we have proved the possibility of approximating the information arbitrarily closely in probability by calculating relative frequencies on appropriate rectangles. As mentioned before in connection with histograms, the problem is to select the appropriate partition. This is usually done a priori. Our practical experience has shown that it is far better to specify the partitions a posteriori, i.e., by means of a data-dependent procedure.
An adaptive partitioning fR (k) n ; k 2 INg of X 2Y into rectangles and based on the sample (X1; Y1); 1 11; (Xn; Yn) is defined recursively by means of the three steps described below. Its parameters are r; s 2 f2; 3; 111g;s r; and > 0: Once the values of the parameters have been chosen, they remain fixed during the whole partitioning process. The parameter r is used to construct subpartitions and takes a single value. In practice, it often makes sense to choose r = 2: The parameter s is used for testing whether a subpartition should be made. We may wish to test on several subpartitions. For this reason, the parameter s may take several values. This applies to as well, because it depends on s:
Step 0 Let R (1) n = P n 2 Q n , where P n and Q n are partitions of IR into r intervals specified by the marginal sample quantiles 1 j r 0 1: F n (x) = P n ((01; x) 2 IR); G n (x) = P n (IR 2 (01; x)) are the marginal distribution functions of P n : In other words, R (1) n is the product of statistically equivalent marginal blocks.
Step 1 R The adaptive partitioning algorithm described above is well suited to being implemented on a computer, as it corresponds to a tree structure-which is not true for every partitioning scheme. The root of the tree is the unpartitioned space. Each node corresponds to a cell and it has r The accuracy of the approximation of I(X; Y ) byÎ n (X; Y ) depends on i) how accuratelyÎ n (X; Y ) estimates the discrete divergence D R (X; Y ), i.e., on the accuracy of the empirical probability distributions in (13) . This accuracy is influenced by the choice of the parameter r;
ii) how accurately D A2B (X; Y ); A 2 B 2 R n ; estimate the integrals (13), which itself depends essentially on how large s is, i.e., on how fine the partitions R A2B are when testing for conditional independence; iii) how small is the parameter .
The proof of the consistency ofÎ n (X; Y ) for slowly increasing s = s n and slowly decreasing = s;n seems to be a difficult mathematical problem. Nevertheless, we know of only one type of situation for which the estimator is not consistent. It could happen that on a cell A 2 B 2 R n the data, though being dependent, are distributed symmetrically with respect to the product partition RA2B = PA 2 PB specified by the marginal sample quantiles. In this case, the partitioning of the cell A 2 B will be stopped, regardless of the number of points n: For such distributions, i.e., those having a symmetry with respect to the marginal sample quantiles, the estimated mutual information will underestimate the true mutual information. The failure of detecting such symmetries is of course more likely for small values of s: One way of reducing this risk of incorrectly stopping the partitioning of a cell A 2 B is to apply the independence test to several subpartitions of A 2 B: This means letting the parameter s r take several values.
In order to guarantee the consistency of nonparametric estimators, smoothness and tail conditions are usually imposed: the density function must be reasonably smooth and its tails not too fat. Our estimator encounters no difficulty at all with slowly decreasing tails, because it uses marginal quantiles. If the density is not smooth, our estimator approaches more slowly the true value than for a smooth density, but it still does.
Our practical experience with the nonparametric estimator described above is excellent. This experience, which has in part already been reported in [6] - [8] , shows that the choice of the parameters is not difficult.
The parameter r must be small for the estimator to be adaptive (if r is large the risk of ending up with a product partition is high). It is also clear from i) above that r should be small. We simply choose r = 2: For the parameter s we will also choose s = 2: But in order to detect possible symmetries with respect to 2 2 2 partitions, we test a second time by dividing the marginal quantiles once more. In effect, we test with s = 2 and with s = 2 2 = 4:
The parameters s depend on the choice of the independence test. In Section III, we will use the 2 statistic. This means that for stopping the partitioning of a cell A2B we require 2 A2B < s=2 and 2 A2B < s=4: For convenience, rather than give the actual values of s which depend on s and the sample size, we will determine them by means of the significance level of the 2 test. Except for the partitioning of the root cell, the significance level has no meaning per se. It is simply a quantity which conveniently summarizes the values of the s : The significance level for the 2 test is determined by matching the estimated mutual informations with their true values, which is done by using distributions for which the mutual information is known analytically. A too high significance level, i.e., too low values for s, will result inÎ overestimating I: Conversely, a too low significance level, i.e., too high values for s, will result inÎ underestimating I: It turns out that a significance level between 1 and 3% works well. For small samples (n < 500) one may possibly go up to 5% but not higher. For large samples (n 10 6 ), the significance level should be chosen around 1%. All simulation results reported in the next section were obtained with a significance level of 3%, whatever the value of n: 
III. EMPIRICAL RESULTS
In order to assess the quality of our estimator we conducted a series of empirical studies in which we compared our nonparametric estimator to maximum likelihood (ML) estimators. The statistical optimality of ML estimators is well established and we use them as a benchmark. Being a parametric technique, ML estimation is applicable only if (i) the distribution which governs the data is known, (ii) the mutual information of that distribution is known analytically, and (iii) the maximum likelihood equations can be solved for that particular distribution. It is clear that ML estimators have an 'unfair advantage' over any nonparametric estimator which would be applied to data coming from a distribution satisfying the conditions (i), (ii), and (iii). The main objective of this section is to investigate how far our nonparametric estimator is from ML estimators.
We chose four bivariate distributions for which the mutual information is known analytically [10] . These are the Gaussian distribution, the Pareto distribution, the gamma-exponential distribution, and the ordered Weinman exponential distribution. From these four distributions we generated samples of n independent observations (Xi; Yi):
We applied to them both the nonparametric estimator, to which we will refer to as the conditional independence (CI) estimator since it is based on a conditional independence criterion, and the appropriate maximum-likelihood (ML) estimator. The estimates will be denoted by, respectively,ÎCI andÎML: For the numerical calculations, we used the natural logarithm, i.e., log = ln :
In all the simulations, the averages avg (Î) and the standard deviations stdv (Î) were calculated over 1000 estimates. This was done for five different sample sizes namely n = 250; 500; 1000; 2000; 10000;
and various values of the distribution parameters. Due to space limitations we report results only for the Gaussian distribution. The results for the other three distributions confirm the soundness of our estimator [11] .
The bivariate normal probability density function is f(x; y) = 
where the parameters x and y are the expectations of X and Y , 
Therefore, to estimate I it suffices to estimate r: The ML estimator of r isr
where
Inserting (16) into (15) yields the sample mutual informationÎ ML :
For Gaussian distributions the results are shown in Table I and 0:9 of the coefficient of linear correlation appearing in (14) . The other parameters were chosen as x = y = 1 and x = y = 0; but this is irrelevant sinceÎ ML andÎ CI are invariant with respect to shifts and linear scaling. The values of the mutual information I, as obtained from (15), are listed in the last column of Table I .
The other columns contain the average mutual information for the sample size n = 250; 500; 1000; 2000; 10000: Each average avg (Î)
is calculated over 1000 estimatesÎ: For the CI estimator it may be seen that avg (Î CI ) does approach I in the last column as n increases. Except for r = 0, the ML estimator is usually better, as expected.
For small samples, the underestimating bias of the CI estimator is larger (in absolute value) than the overestimating bias of the ML estimator. Yet, the values of the CI estimator are quite good, and the CI estimator does catch up as n increase: in the penultimate column, the CI estimator performs as well as the ML estimator. The corresponding standard deviations stdv (Î) = (var (Î)) 1=2 are shown in Fig. 3 . Those of the CI estimator are not so much larger than those of the ML estimator. For small samples, stdv (Î CI ) is typically 20-30% higher than stdv (Î ML ): For larger samples, it is typically 10-20% higher. For r = 0, stdv (Î CI ) is in fact lower than
We also investigated the performance of our nonparametric estimator with respect to two other nonparametric estimators. The first one is based on product partitions (PP), an example of which appeared in Fig. 1(a) . It is a grid constructed, in a single step, with marginal empirical quantiles [9] . The second one is a classical histogram (CH) Fig. 3 . Standard deviations ofÎ CI andÎ ML for Gaussian distributions, plotted against the number of points in the sample. A logarithmic scale was used for the number of points. On each graph, the highest curve corresponds to r = 0:9, the second highest to r = 0:6, the third highest to r = 0:3, and the lowest to r = 0: TABLE I estimator [13] . Both estimators are universally consistent. We found that the variance of the PP estimator is slightly lower, and the variance of the CH estimator slightly higher, than the CI estimator. The bias of these two estimators is far worse than that of our CI estimator. For Gaussian samples of n = 10000 data points, with r = 0; 0:3; 0:6; 0:9 as above, the results are shown in Table II . A comparison with the penultimate column of Table I speaks for itself. The PP and CH estimators overestimate the mutual information when it is small (weakly dependent X and Y ), and they underestimate it when it is large (strongly dependent X and Y ). It is impossible to choose the parameters governing these two estimators in such a way that they perform better over the whole spectrum of the dependence (i.e., the range of r for Gaussian distributions) [4] , [9] . If the parameters are adjusted so as to decrease the overestimation for weakly dependent X and Y , then the underestimation for strongly dependent X and Y will worsen, and vice versa. We also noticed that for non-Gaussian distributions the CH estimator often produces results which are even poorer.
IV. CONCLUSIONS
We have presented a nonparametric estimator of the mutual information based on data-dependent partitions. Unlike its parametric counterparts it is in principle applicable to any distribution. Yet, it is intuitively easy to understand: the partition must be refined until conditional independence has been achieved on its cells. Since the partitioning procedure may be associated to a tree, it lends itself to a computer implementation which can be optimized so as to be very fast-typically the calculation for a sample of 10 000 data pairs takes a fraction of a second on an average PC.
From our empirical study the nonparametric estimator appears to be asymptotically unbiased and efficient. Its variance decreases with the number n of points, and it is of the same order of magnitude as that of the corresponding maximum-likelihood estimator. Except for very low values of the mutual information, the variance is inversely proportional to n: This indicates that the estimator is p n-consistent for a reasonably large class of distributions.
To guarantee the consistency of a nonparametric estimator, conditions are usually imposed upon the tails and the smoothness of the density. No such conditions are necessary for our estimator. However, some typical distributions for which our estimator would grossly underestimate the mutual information were identified. To be fair, such distributions are in fact rather exotic. Severe overestimation seems excluded. We stress that the limitations on the consistency are not due to the partitioning procedure itself but to the independence test. A way of extending the consistency would be to use more than one statistical technique when testing for conditional independence.
We also compared our nonparametric estimator to two other nonparametric estimators. We found that the variance of these two estimators is of the same order of magnitude as that of our estimator. However, with regard to the bias, the performance of these two estimators is appalling. In our view, the superiority of the estimator described in this correspondence comes from its adaptivity and its "naturalness": the mutual information is a supremum over partitions.
