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Introduction
The Cahn-Hilliard equation is a partial differential equation of fourth order which is used in materials science [47, 30] , image processing [19] or chemistry [59] . It was originally introduced to model phase separation in binary alloys [39, 16] that occurs when the temperature of a homogeneous mixture is rapidly quenched below a critical temperature. In practice, often more than two phases occur, see e.g. [45, 25, 22, 21, 6, 42, 32] , and the phase field model has been extended to deal with multi-component systems. A vector-valued order parameter u = (u 1 , . . . , u N )
T : Ω × (0, T) → R N is introduced, where Ω ⊂ R d (d = 1, 2, 3) is a bounded domain, T > 0 is an arbitrary but fixed time and N is the number of phases. Each u i describes the fraction of one phase, i.e. if u i = 0 then phase i is absent in that region and if u i = 1 only phase i is present in that region. Hence
and u i ≥ 0 is required, so that admissible states belong to the Gibbs simplex
We study a diffuse phase transition, i.e. the region between the phases has a certain width b, the so-called interface (phase field model). There is also the limit case b ↓ 0 which gives the sharp interface model [31, 30, 49] . The motion of the interfaces separating N bulk regions can be modeled with the Ginzburg-Landau energy
where ε > 0 is the gradient energy coefficient. The potential function ψ : R N → R + 0 ∪ {∞} gives rise to phase separation. It can be modeled by a smooth free energy, e.g. using multi-well potentials [20] such as
or by a nonsmooth multi obstacle potential [4] ψ(u)
where the symmetric matrix A ∈ R N×N contains constant interaction parameters A i j . From physical considerations, A must have at least one positive eigenvalue. A typical choice is A = I −11
T with 1 = (1, . . . , 1) T and the identity matrix I ∈ R N×N , which means that the interaction between all different components is equal and no self-interaction occurs. Other possible potentials are logarithmic ones, see e.g. [3] . This work deals with the two types of potential (3) and (4) . The smooth potential (3) is used for shallow temperature quenches. It has the disadvantage that physically non-admissible values u i < 0 or u i > 1 can be attained during the evolution, see section 8.1. The consideration of the deep quench limit, i.e. a very rapid cooling of the mixture, leads to the multi obstacle potential (4) . It omits the disadvantage of (3) but leads to a system of variational inequalities. Motivated by the work of Hintermüller et al. [40] as well as our previous studies [10, 9] , all of them considering scalar, nonsmooth Cahn-Hilliard systems, we incorporate the bound constraints via the Moreau-Yosida regularization technique and solve the resulting subproblems by a semismooth Newton (SSN) method.
As we show in the course of this paper the solution of a linear system K x = b with a real nonsymmetric matrix K is at the heart of this method. The sparse linear systems are usually of very large dimension and in combination with three-dimensional experiments the application of direct solvers such as UMFPACK [18] becomes infeasible. As a result iterative methods have to be employed (see e.g. [36, 52] for introductions to this field). We propose the use of a Krylov subspace solver. The convergence behavior of the iterative scheme typically depends on the conditioning of the problem and the clustering of the eigenvalues. These properties can be enhanced using preconditioning techniques P −1 K x = P −1 b, where P is an invertible matrix that is easy to invert and resembles K . In this paper, we provide efficient preconditioners P for the solution of Cahn-Hilliard variational (in-)equalities using an effective Schur complement approximation and (algebraic) multigrid developed for elliptic systems [27, 52, 51] .
The paper is organized as follows. In section 2, we derive the vector-valued CahnHilliard systems for the use of the smooth potential (3). Section 3 presents the systems with the nonsmooth potential (4) and their handling with the Moreau-Yosida regularization technique. The problems are discretized in time in section 4. Section 5 shortly introduces the SSN method to solve the regularized subproblems. The linear systems arising from the discretization using finite elements are derived in section 6.
In section 7, we analyze the linear systems and propose preconditioning strategies for the saddle point problems. Section 8 illustrates the efficiency of our approach. In section 9, we discuss alternative approaches and finally, section 10 summarizes our findings.
Derivation
The evolution of u is governed by the H −1 -gradient of the Ginzburg-Landau energy under the constraint (1), which has to hold everywhere at any time. Using the smooth potential (3), the vector-valued Cahn-Hilliard equations read
..,N ∈ R N×N is the mobility matrix and
In the process, the chemical potentials w = (w 1 , . . . , w N )
T result from the variational derivative of the energy E. In doing so, admissible (1) . This explains the presence of the term β(u), see also [44] for a more detailed calculation. Equation (7) contains the natural zero Neumann boundary condition ∇u i · n = 0 on ∂Ω as well as the mass conserving boundary condition (L∇w) i = 0 on ∂Ω, i = 1, . . . , N. Since using the latter in (5) yields together with Gauss's theorem d dt Ω u i dx = 0, i.e. the total mass of each phase is conserved. We refer to [22] for a detailed development of the vector-valued Cahn-Hilliard equations.
The coefficients L i j may depend on u (see e.g. [21] ) but this work deals with constant L i j . In order to ensure the constraint (1), a common way in the literature is to assume that L is symmetric and L1 = 0, since summing (5) over i = 1, . . . , N leads then to
Therefore, (1) is fulfilled during the evolution if
It is further assumed that L is positive semidefinite as differentiating the energy E gives
where we have used Green's first identity. Therefore, the total energy is non-increasing in time.
Remark 1.
Although it is explained that L should fulfill L1 = 0 (see also e.g. [22, 8] ), Lee et al. [43] work with L = I for convenience and obtain at least visually correct results. Therefore, we also allow this case in our work and our numerical solver simplifies.
This work studies the two cases L = I (used e.g. in [43] ) and L = I − 1 N 11 T (used e.g. in [21, 35] ).
Moreau-Yosida regularization
If we now use the nonsmooth multi obstacle potential (4) the gradient of E employs subdifferentials, which results in the following vector-valued Cahn-Hilliard variational inequalities
for i = 1, . . . , N. Here (·, ·) and ·, · stand for the L 2 (Ω)-inner product and the duality pairing of H 1 (Ω) and H 1 (Ω) * , respectively. As motivated in [40, 10, 9] , we handle the pointwise constraints in (10) with the Moreau-Yosida regularization technique. Instead of the energy functional E we consider
where 0 < ν ≪ 1 denotes the penalty parameter. As in the case of the smooth potential in the section before, we can now derive the nonsmooth vector-valued Cahn-Hilliard systems
for i = 1, . . . , N. We now want to discretize the problems (5)- (7) and (11)-(13) (in weak formulation) in time and space. This is demonstrated in the following only with the latter nonsmooth system, the smooth system can be handled analogously.
Discretization in time
Concerning the time, fully implicit discretizations are the most accurate, see e.g. [7, 15, 10] . Let τ > 0 denote the time step size and n ∈ N the time step. We use the backward Euler discretization for the time derivative ∂ t u ν,i , i = 1, . . . , N, and treat all the other terms implicitly. Then, for every time step we have to solve the time-discrete systems u ν,i − u (14)- (15) by an SSN method which is motivated in [40, 10, 9] and shortly summarized in the following section. The smooth nonlinear time-discrete Cahn-Hilliard equations for (5)- (7) are solved by the standard Newton method.
Semismooth Newton method
For a specified sequence ν → 0, we solve the system (14)- (15), which can be compactly written as F ν (u ν , w ν ) = 0, for every ν by an SSN algorithm, see also [41] . Due to the presence of the minimum operator, F ν is not Fréchet-differentiable. However, the minimum operator satisfies the weaker notion of Newton differentiability, see [41, 40] .
The operator G is called a Newton derivative of F on U.
In general, for a Newton-differentiable mapping F with a Newton derivative G, the SSN iteration is given as
Given a sufficiently close initial guess x (0) , [41, Theorem 1.1 ] shows superlinear convergence of the sequence {x (k) } k∈N , generated by (16) , to the solution of F(x) = 0. Regarding the scalar two-phase Cahn-Hilliard equation, the Newton differentiability of the arising mapping F ν as well as the superlinear convergence of the corresponding SSN iteration are proven in [40] for the semi-implicit time-discrete system and extended to the implicit time-discrete system in [10] . Both works are based on the Newton derivative of the minimum mapping min(0, ·) : (14)- (15) . Regarding the i-th component, this leads us to the Newton derivative
, where χ A(u i ) is the characteristic function of the set
We now want to discretize the time-discrete problem (14)- (15) in space and then discuss its efficient solution.
Finite element approximation
For the discretization in space we use finite elements [55] . In the following we assume for simplicity that Ω is a polyhedral domain. Generalizations to curved domains are possible using boundary finite elements with curved faces. Let {R h } h>0 be a triangulation of Ω into disjoint open rectangular elements with maximal element size h, J h be the set of nodes of R h and p j ∈ J h be the coordinates of these nodes. The use of rectangles is motivated by performing the implementation with deal.II [2] . We approximate the infinite-dimensional space H 1 (Ω) by the finite-dimensional space
of continuous, piecewise multilinear functions. We denote the standard nodal basis functions of S h by ϕ j for all j ∈ J h . The discretized version of the penalized problem
where the components are
where π h : C 0 (Ω) → S h is the Lagrange interpolation operator. Within our finite element framework, for a given
, every step of the SSN method for solving (17) 
If we now write a function v h ∈ S h by v h = j∈J h v h, j ϕ j and denote the vector of coefficients by v, the fully discrete linear systems (smooth and nonsmooth) read in matrix form as
where k denotes the Newton step. The first right hand side is
for the use of the smooth potential and
for the use of the nonsmooth potential. Further,
m×m is the lumped mass matrix and I ∈ R N×N is the identity matrix. M is a symmetric positive definite diagonal matrix and K is symmetric and positive semidefinite. For N = 3, the block B is given as
in the smooth system and
in the nonsmooth system. Again, this work uses A = I − 11 T as well as L = I and
T . The system matrix in (18) is denoted by K for the remainder of the paper.
Preconditioning
In both cases, smooth and nonsmooth, a linear nonsymmetric system in saddle point form is at the heart of the computation. We propose the block-triangular preconditioner
motivated by [23, 46] , whereŜ is an approximation of the Schur complement
The preconditioned matrix becomes
It has Nm eigenvalues at 1 and the remaining ones are characterized as the eigenvalues of the matrixŜ −1 S, which has forŜ being a good approximation only a small number of different eigenvalue clusters. This in turn is known to result in only a few iterations of suitable Krylov subspace solvers until convergence [23, 46] . Therefore, the theoretical ideal choice isŜ = S, since the generalized eigenvalue problem K x = λPx has in this case only two distinct eigenvalues λ 1 = 1 and λ 2 = −1. But the application of the preconditioner P requires the action of the inverses of I ⊗ M and ofŜ. From this point of view, the ideal choiceŜ = S is not practical since this is a full matrix. Inverting the block I ⊗ M is cheap as M is a nonsingular diagonal matrix 1 . The remaining task is now to create a Schur complement approximationŜ that is easy to invert and resembles S. The two difficult points thereby are the nondiagonal block matrices B and L ⊗ K (with the nondiagonal matrix L) which couple N equations, respectively. Concerning the latter, note that
T is a circulant matrix and can therefore be diagonalized using the Fourier matrix, see [17] . We will see in the next section how we can take advantage of this property for the construction of preconditioners. Besides the gradient energy parts (that only arise in the diagonal blocks) the block matrix B contains the interacting terms coming from the potential. This includes in the case of the nonsmooth potential the coupling of all penalization terms. In fact, the latter poses the most challenging part, see section 7.2 for details. Regarding the use of the smooth potential, we present in the following an efficient way how to simplify B to a matrix of block-diagonal structure and how to create an efficient Schur complement approximation based on this simplification.
Schur complement preconditioner in the smooth case
The first step for the construction of a practical Schur complement preconditioner consists of the approximation of the nondiagonal block matrix B. An ideal case would be a nonsingular block-diagonal approximation in which every diagonal block is equal, i.e. a block matrix of the form I ⊗ B as we have it in the (1,1)-block of the system matrix in (18) . We already now that such types of matrices are easier to handle and cheap to invert. The specification of B given in (19) shows that the matrices F i , i = 1, . . . , N, only depend on the known solution u (k) from the previous Newton step. From the constraints of the Gibbs simplex (2) we know 0 u 
for i = 1, . . . , N. In other words, we set all nondiagonal blocks B i , i = 1, . . . , N, to zero matrices, as their estimated order of entries ranges from − 3.5 h 2 N up to 2.5 h 2 N , i.e. a small interval around zero. Remember, the first requirement of an ideal approximation mentioned in the beginning of this section is fulfilled now. The second requirement was the nonsingularity and equality of the diagonal blocks. If we would approximate the diagonal blocks B ii , i = 1, . . . , N, with the same strategy as done for the nondiagonal blocks, we would end with the singular matrix ε 2 K on the diagonals. But remember, every diagonal entry of F i , i = 1, . . . , N, approximately ranges from −2.5 up to 3.5, so we can also do the simplification F i ≈ I for i = 1, . . . , N. Substituting this into the definition of B ii in (19) gives us exactly our approximationB ii in (22) . And we see, these approximated diagonal blocks are all equal and nonsingular. All in all, our approximation of B can be written aŝ
After we have found an ideal approximationB, we can go over to the construction of the preconditionerŜ for the Schur complement
Simply replacing B byB is still not practical since it remains a full matrix. However, what we can efficiently invert is a matrix product of the form AB, with e.g. A and B symmetric positive definite. This forms exactly the main idea for the derivation of an efficient approximationŜ (see also [48] ): Construct a preconditioner of the form S = ABC, with A, B and C symmetric positive definite, such that the exact Schur complement is captured as close as possible. Therefore, we propose the following Schur complement preconditioner
The first two terms in (24) match the exact Schur complement very close and the remainder is kept relative small due to the small interfacial parameter ε. Let us discuss now the action of the inverse ofŜ which consists of the action of the inverses of the block matrixŜ 1 and of the diagonal block matrixŜ 2 as well as cheap multiplications with the mass matrix M. The efficiency ofŜ 2 =B is already discussed at the beginning of this section. It is of block-diagonal form and contains the same elliptic operator on each diagonal block. Therefore, we approximate the inverse of each diagonal block with one and the same algebraic multigrid (AMG) preconditioner 2 . RegardingŜ 1 , it has the same ideal properties asŜ 2 if the mobility matrix L = I is used. Therefore, we take a second AMG preconditioner that approximates the inverse of each diagonal block ofŜ 1 . In total, for preconditioning the system matrix K , which is of size 2Nm, we need to apply only two AMG preconditioners of size m each plus multiplications with the diagonal mass matrix. As long as the mesh does not change we do not have to recompute them. In this sense, the application of the preconditioner P is independent of the number of phases. Now, let us study the case if L = I − 1 N 11 T and thereforeŜ 1 is not of block-diagonal 2 Algebraic multigrid methods typically exhibit geometric-like properties for positive definite elliptic type operators, but use only algebraic information. This has the advantage that AMG can work well even for complicated geometries and meshes. We refer to [51, 27] for more information on AMG. We also want to emphasize that geometric multigrid (GMG see e.g. [58, 37] ) approximations are also well suited to approximateŜ 1 andŜ 2 provided they can be readily applied.
form anymore. As already observed, L is a circulant matrix and can therefore be diagonalized using the Fourier matrix F, i.e.
see [17] . This property forms the basis of an efficient Fast Fourier Transform (FFT) based preconditioner which is used e.g. by Stoll [54] and briefly reviewed in the following. The idea is to diagonalize not only L but also the whole block matrixŜ 1 (which contains L) since the latter is the matrix whose inverse we have to apply. More precisely, if we apply the FFT to the systemŜ 1 y = g we get an equivalent system with the block-diagonal system matrix
Inserting the eigenvalues of L, which are λ 1 = 0 and λ 2 = . . . = λ N = 1, we see that the resulting approximation in (25) (almost) fulfills the two requirements of an ideal approximation: It is of block-diagonal form and almost all diagonal blocks are equal. In fact, only two different diagonal blocks occur, Again, the first of the above systems arises for the diagonal block with λ 1 = 0 and the second one for all the remaining eigenvalues λ j . As in [54] , we solve these real valued systems with a fixed number of steps of an inexact Uzawa-type method
where r (l) denotes the residual and ω is the relaxation parameter. P 1 is a block-diagonal preconditioner whose inverse is applied by inverting the diagonal, nonsingular block N N−1 M or by using an AMG approximation of the block N N−1 M+τK. Again, independent of the number of phases, this is the one and the same AMG preconditioner every time and in this sense, the circulant approach also leads to a phase-independent preconditioner P. Section 8.2 shows the efficiency of the proposed preconditioning strategy for both cases of L. In particular, we numerically illustrate the independence of P with respect to the parameters h and N.
Let us turn now to the more challenging case with a nonsmooth potential.
Schur complement preconditioner in the nonsmooth case
As already mentioned in section 7, the nondiagonal block B within the Schur complement S = I⊗M+τ(L⊗K)(I⊗M)
B complicates the construction of a Schur complement approximation whose inverse can be applied in an efficient and easy way. Taking only the smooth potential into consideration, we have seen that we can approximate B with a block-diagonal matrix by using only the bound constraints from the Gibbs simplex (2). However, the inclusion of nonsmoothness involves additional severe penalizations into the system matrix. As can be seen from (20) , penalized entries are scattered throughout the diagonals of every block of B. The intensity of the penalization can be controlled by the penalty parameter ν. The smaller ν the stronger the penalization and the more accurate the numerical approximation of the nonsmoothness. In particular, regarding the nondiagonal blocks of B, the estimated order of those penalized entries is − Nν , which indicates a severe dependency between h, N and ν. This implies e.g. that this difference decreases with decreasing mesh size. However, we have in mind that we want to go over to adaptive mesh strategies in the future. Therefore, the estimated order of penalized entries is usually of large size and highly differs to the order of the remaining nonpenalized entries. So they should not be neglected. That is why an approximation of the matrix B in block-diagonal form (as it was done in the smooth case) seems not to be of good quality and our experiences also confirm this observation.
On the other hand, the position of penalized entries is changing with every Newton step. In detail, the places with the penalty parameter in the blocks B i or B ii depend on the phase u i . Since all phases are separated in the domain (at least after a few time steps), one cannot expect the penalty parameter to act in the same regions for all phases. Therefore, a common distribution of penalized entries to all phases is not satisfying. That is why an approximation of the matrix B in form of equal blocks for all phases (as it was also done in the smooth case) seems not to be of good quality and our experiences also confirm this observation. All in all, we end up with keeping the whole block B within the Schur complement preconditioner. Regarding its construction, we proceed as in the previous section, i.e. we construct a preconditioner in matrix product form such that the exact Schur complement is captured as close as possible. The proposed Schur complement preconditioner is then
which is similar to the corresponding approximation in the smooth case. The first two terms in (26) match the exact Schur complement. Due to the balanced distribution of τ in form of √ τ in both factors,Ŝ 1 andŜ 2 , the influence of both remainder terms in (26) is reduced. Let us discuss the action of the inverses ofŜ 1 andŜ 2 . The former was already studied in the previous section. Therefore, let us concentrate on the latter now. The factorŜ 2 still contains the complicated, nondiagonal block B but its diagonal blocks are now shifted by mass matrices. These shifts were not just products of randomness. Without them, the diagonal blocks ofŜ 2 would be indefinite. However, we want to apply the action of the inverse of the diagonal blocks ofŜ 2 (see below). Solving indefinite systems typically causes problems, see e.g. [24] that describes the difficulty of solving Helmholtz problems with classical iterative methods. However, shifting the diagonal blocks as proposed inŜ 2 makes them positive definite whenever τ < 1 which is the case for our time discretization scheme. The proposed strategy concerning the solution of the systemŜ 2 y = g is the use of a block Jacobi method with a fixed number of steps:
P 2 is a block-diagonal preconditioner whose inverse is applied by using AMG approximations of the positive definite diagonal blocks ofŜ 2 . Unfortunately, this implies the need of N different AMG preconditioners, which have to be recomputed in every Newton step. All in all, due to the structure of B, preconditioning the nonsmooth system is more complicated than for the smooth one. But on the other hand, the results obtained with the nonsmooth system are much more accurate than the results obtained with the smooth system, see section 8.1. Additionally, section 8.3 presents the performance of the presented preconditioner and shows promising results.
Numerical Results
In this section, we show results for the vector-valued Cahn-Hilliard problems. Concerning the regularized subproblems in the case of the nonsmooth potential, we choose the sequence ν 1 = 10 −1 ≥ ν 2 = 10 −2 ≥ . . . ≥ ν max = 10 −7 of penalty parameters and solve each corresponding subproblem
) by the SSN method. In doing so, each Newton method is initialized by the approximate solution of the previous one. After the first time step we fix ν = ν max , i.e. from then on it suffices to solve only one SSN method per time step. This is because the initial solution at the beginning might not be a good starting point for the SSN methods. For the (smooth and nonsmooth) Newton method we use the stopping criterion in [40] , given by
where we set k max = 20, ǫ rel = 10 −12 and ǫ abs = 10 −6 in all examples. In each Newton step, we solve the linear system (18) by a Krylov subspace solver. The left preconditioners we have presented can be embedded into various of such iterative solvers. For our nonsymmetric system matrix K we propose the use of a nonsymmetric short-term recurrence method, namely BiCG [28] , but note that also other solvers such as QMR [29] , BiCGSTAB [56] or GMRES [53] can be used with this preconditioner. We set the BiCG tolerance to be 10 −7 for the preconditioned relative residual in all examples. The FFT based preconditioner uses three steps of the inexact Uzawa method and the block Jacobi preconditioner uses five steps. For the multilevel approximations we choose Trilinos AMG approximations [38] . For one application of the preconditioner we take in general 10 steps of a Chebyshev smoother and two V-cycles. The discretization is performed with deal.II [2] , which allows the use of the Trilinos library. All numerical experiments listed here are generated with finite elements on rectangles. Experiments show that it is essential to ensure that at least eight vertices lie on the interfaces to avoid mesh effects. Therefore, in all examples we set ε ≈ 9h π . Concerning the time step, existence and uniqueness of corresponding discrete solutions of the nonsmooth system has been shown in [8, Theorem 2.4] under the condition τ < For the smooth system, we use the same time step sizes. If not mentioned otherwise, the domain is set to be [0, 1] 2 and for the initial condition, 100 circles with radius 0.0457-0.0525 are randomly distributed over Ω and randomly assigned to the different components.
Comparison of the smooth and nonsmooth model
In Figure 1 , we compare the performance of the smooth and nonsmooth model. It shows the evolution of five phases over 100 time steps for a mesh with size h = 2 −8 . Table 1 illustrates the minimum and maximum value of the order parameter u 1 . We see that the concentrations are closer to 0 and 1 in the nonsmooth model. Moreover, the sharper interface is given by this model. Comparing both results, the more accurate ones are obtained with the nonsmooth model. This verifies our preference for using a nonsmooth potential.
Iteration numbers with the smooth model
Next, we consider various uniform mesh sizes and compare the average number of BiCG iterations needed per Newton step over 50 time steps. Moreover, we test the robustness with respect to the number of phases. 
Iteration numbers with the nonsmooth model
Similar computations are done with the nonsmooth model. T is used. But we are still thinking about improvements. An interesting observation arises while comparing the iteration numbers between Figure  4 and 5 for a fixed mesh size. While the numbers for the first three mesh sizes up to 16641 degrees of freedom are better in the five-phase model, the numbers for the smallest mesh size (red line) are better in the 20-phase model or at least they are of the same size as the ones in the five-phase model. We expect this effect to be more significant for finer meshes or for higher phase numbers. Finally, we compare the average BiCG iteration numbers with and without preconditioning for the first time step in Figure 8 . Here, the number of phases is three and L = I. As mentioned in the beginning of this section, we solve within this first time step seven SSN methods for the sequence of penalty parameters ν 1 = 10 −1 , . . . , ν 7 = 10 −7 , respectively. As can be seen from this, although the preconditioned iteration numbers are considerably worse compared to the one in the smooth model, the preconditioned version always outperforms the unpreconditioned method. A factor of 1500 (3500) for h = 2 −5 (h = 2 −6 ) can be observed and again we would expect this to be even more significant if a larger number of phases or degrees of freedom is used. 
Comparison of different constant mobilities
In this section, we numerically compare various constant mobilities. We test the choices L 1 = I as well as the two different circulant mobilities Figure 10 . There are no differences in the morphologies, only small time differences seem to occur. The same observations are made with a smooth potential. In [21] and references therein, the requirement of concentration dependent mobilities for many applications is mentioned. For example, if the mobility in the interface is larger than in the pure phases. This motivates us to consider concentration dependent mobilities in the future in order to model other physical situations. 
Other available solvers
In this section, we compare our solution technique to existing solution methods. A block preconditioning strategy for multi-component Cahn-Hilliard problems is proposed by Boyanova et al. [12] . Their technique is a generalization of the two-phase model from [11, 1] . Both works study the Cahn-Hilliard equations with and without convection. Contrary to us, they do not consider nonsmooth potentials and their matrices in the second line of (18) are all of block-diagonal form, including the additional convection matrix. The nonlinear systems at each time step are solved by a quasi-Newton method. Each Newton step involves the solution of a nonsymmetric linear system with the Jacobian matrix. By simplifying the system matrix they get a preconditioner, which is proven to yield optimal results. In our previous work [10] , we have already tested the method of Boyanova et al. [11] applied to a nonsmooth scalar Cahn-Hilliard system. The idea was based on ignoring the penalization term within the preconditioner and we have shown a severe dependency between the mesh size and the penalty parameter. All in all, this strategy seems to be effective for extremely fine meshes, but typical simulations do not refine that strongly.
A nonlinear multigrid method is proposed by Lee et al. [43, 44] who consider smooth potentials. The first work uses L = I as mobility and a practically unconditionally gradient stable scheme is presented which is based on a nonlinear splitting method. This allows them to decouple the N-component Cahn-Hilliard system into N −1 scalar Cahn-Hilliard equations. The efficiency of the approach is shown by means of the average CPU time whose convergence rate is linear with respect to the number of phases. Although they could take arbitrarily large time steps, small time steps have to be used in order to accurately resolve the dynamics. This is an argument for the implicit discretization scheme. The second work [44] uses a concentration dependent mobility matrix and Crank-Nicolson's method for the discretization in time. The authors develop a Full Approximation Storage multigrid method with a pointwise Gauß-Seidel relaxation scheme as a smoother. The nonlinearity is treated using one Newton step. The second-order accuracy of the numerical scheme is demonstrated. They also visually compare phase separation of four phases with a constant and a degenerate concentration dependent mobility and the differences in morphologies and evolution dynamics can be seen.
Gräser et al. [35] propose globally convergent nonsmooth Schur-Newton methods (NSNMG) for the solution of discrete multi-component Cahn-Hilliard systems. They consider logarithmic as well as obstacle potentials. NSNMG can be formulated in primal-dual form and results in a preconditioned Uzawa method. Each step consists first of the update of the primal variable which includes the direct work with the inverse (A + ∂ϕ) −1 . Here, A is a symmetric positive definite matrix and ∂ϕ is the subdifferential of the nonsmooth part that includes the indicator function N i=1 χ [0,∞) (u i ). The second step of NSNMG is to compute the dual variable which can be done by solving a truncated linear saddle-point problem and updating the step size for the Uzawa method. The authors solve the linear systems by a preconditioned GMRES method with restart after 50 steps. They numerically investigated local mesh independence of NSNMG as well as a robust convergence speed of NSNMG and TNNMG for different numbers of phases.
In our previous works [10, 9] dealing with scalar smooth and nonsmooth CahnHilliard systems, we have already tested the use of spectral methods based on the FFT against finite element methods (FEM). As the FFT basis functions are eigenvectors of the difference operators, which form the discrete Laplacian, FFT methods rapidly solve diffusion equations on simple domains. For the scalar Cahn-Hilliard equation using a double-well potential, Eyre [26] presents an FFT method for the fast inversion of the preconditioner. He uses a finite difference scheme and suggests unconditionally gradient stable methods. In order to solve the preconditioned system, Eyre proposes the use of a conjugate gradient squared (CGS) method. The overall effort for solving the linear system is dominated by the FFTs and is m log( √ m). Another use of FFT methods appears in [33, 5, 14] for the smooth, scalar Cahn-Hilliard inpainting problem. They propose a two-dimensional FFT method and achieve fast inpainting. In fact, regarding the computational time, FFT methods are hard to beat, but with respect to more complex problems, spectral methods on complicated domains are difficult, see e.g. [13] . Extending the idea of using an FFT based solution scheme to the nonsmooth problem is a challenge. An efficient FFT based implementation employing a nonsmooth potential would typically suffer from the nonconstant, nonsmooth term that originates in the discretization of the penalization term. In general, it holds for spectral methods, the smoother the function, the faster the convergence. It is shown in [10, 9] how the iteration numbers increase with the nonsmoothness obtained by varying the penalty parameter ν. This is the motivation for this work to focus on a discretization via finite elements especially for the nonsmooth problem.
Conclusions
In this paper we have analyzed the linear systems arising in smooth and nonsmooth vector-valued Cahn-Hilliard systems. For the latter, we have applied a semismooth Newton method combined with a Moreau-Yosida regularization technique for handling the pointwise constraints. In order to make the semismooth Newton method more efficient we have used a Krylov subspace solver. We have introduced and studied block-triangular preconditioners using an efficient Schur complement approximation. This approximation can be done using multilevel techniques, such as AMG (as in our case), and the numerical results justify this choice.
