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Resumo
A partir dos geradores da álgebra traço de d matrizes genéricas de tamanho n fornecidos
por Silvana Abeasis e Marilena Pittaluga, estudaremos o processo realizado por Francesca
Benanti e Vesselin Drensky para encontrar as relações de definição de grau mínimo da
álgebra traço de matrizes de ordem 3 para d maior ou igual à 3. Queremos destacar que a
álgebra traço de d matrizes genéricas de ordem n é isomorfa à álgebra de invariantes da
soma direta de d cópias do espaço das matrizes de ordem n, onde o grupo linear age por
conjugação simultânea.
Para determinar tais relações veremos que é suficiente determinar as relações de definição
de uma álgebra específica gerada por traços de produtos de matrizes genéricas com traço
nulo. Estas relações, por sua vez, estão contidas no ideal de aumento de potência 2 da
álgebra simétrica do módulo dos geradores da álgebra de matrizes com traço nulo sobre o
grupo linear de matrizes de ordem d.
Utilizando a Regra de Littlewood-Richardson iremos decompor a componente homogênea
de grau 7, para d maior ou igual a 3, e grau 8, para d=3, desse ideal de aumento e com
o auxílio da série de Hilbert das relações de definição da álgebra de matrizes com traço
nulo para d=3 conseguiremos informações sobre quantos são os candidatos a geradores
dos módulos e em quais módulos nós devemos os procurar.
Assim poderemos encontrar o sistema de geradores de grau mínimo, verificando que o
grau é 7 para d maior ou igual a 3 e ainda encontraremos relações de grau 8 para o caso
específico de d=3.
Abstract
From the generators of the trace algebra of d generic matrices of order n provided by
Silvana Abeasis and Marilena Pittaluga, we will study the process carried out by Francesca
Benanti and Vesselin Drensky to find the defining relations of minimal degree of the trace
algebra of matrices of order 3 for d greater than or equal to 3. We would like to emphasize
that the trace algebra of d generic matrices of order n is isomorphic to the invariants
algebra of the direct sum of d copies of the matrices space of order n, where the linear
group acts by simultaneous conjugation.
In order to explicitate such relations we shall see that it is sufficient to determine the
defining relations of a specific algebra generated by traces of products of generic matrices
with null trace. These relations, in turn, are contained in the square of the augmentation
ideal of the symmetric algebra of module of the generators of the matrix with null trace
acting over the linear group of matrices of order d.
Using the Littlewood-Richardson Rule we will decompose the homogeneous component of
degree 7, for d greater than or equal to 3, and grade 8, for d=3, of that augmentation ideal
and with the aid of the Hilbert series of the defining relations of matrix algebra with zero
trace for d = 3 we will get information on how many candidate to generators of modules
and on which modules we should look for them.
Thus we can find the system of generators of minimal degree, verifying that the degree is
7 for d greater or equal to 3 and still we will find relations of degree 8 for the specific case
of d = 3.
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Introdução
Seja K um corpo de característica nula, n um inteiro positivo e 
ypiqpq |p, q P t1, . . . , nu, i P N
(
indeterminadas independentes e comutativas sobre K. Então
yi “
`
ypiqpq
˘ PMn `Krypiqpq s˘
é chamada de uma matrix genérica de tamanho n ˆ n sobre K, a K-subálgebra de
Mn
`
Krypiqpq s
˘
gerada por yi é chamada de álgebra das matrizes genéricas e será denotada
por Rn. A álgebra das matrizes genéricas é um objeto básico no estudo dos invariantes de
matrizes de ordem n.
Considere Cn o conjunto dos traços de elementos de Rn, que chamaremos de
álgebra traço.
Uma importante descrição de Cn mostra que ele é uma álgebra de invariantes
de GLn pKq, esta descrição é chamada de Primeiro Teorema Fundamental dos Invariantes
de Matrizes. Dado que este teorema fornece geradores, uma pergunta natural que surge
é como descrever as relações de definição da álgebra Cn, a resposta é dada no Segundo
Teorema Fundamental dos Invariantes de Matrizes.
O segundo teorema fundamental acaba trazendo muitas questões sobre como
traduzir Rn em aspectos combinatórios. Uma das questões mais interessantes é encontrar
Npnq, o menor inteiro tal que Cn é gerado por elementos de grau ď Npnq. A resposta é
conhecida para alguns casos, como Np2q “ 3 e Np3q “ 6.
Procurar um conjunto mínimo de geradores para a álgebra traço e suas relações
de definição é um modo natural de dar continuidade na pesquisa dessa teoria. Algumas
restrições se fazem necessárias para facilitar este trabalho, como utilizarmos a subálgebra de
Cn gerada pelos produtos de traços das d primeiras matrizes genéricas, a qual denotaremos
por Cnd. Os geradores e as relações de definição de Cnd são explicitadas em apenas alguns
casos e, como usualmente na teoria de invariantes, a determinação de geradores e das
relações de definição é mais simples se tivermos alguma informação adicional sobre a
álgebra de invariantes. Em particular, é muito útil conhecer a série de Hilbert da álgebra.
Uma vez que quadro das informações necessárias para explicitarmos um con-
junto mínimo de geradores de Cnd e suas relações de definição é completo para o caso
em que n “ 3 e d ě 3, foram exibidos os geradores para Cnd neste caso, e agora nos
concentraremos em exibir as relações de definição de Cnd, n “ 3 e d ě 3, com base nos
geradores já fornecidos.
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1 Ferramentas Iniciais
Neste primeiro momento foram escolhidos alguns conceitos de álgebra, que
serão necessários na compreenssão do texto, para serem introduzidos principalmente
com o intuito de fixar a notação. Porém, outros foram ignorados, não por serem menos
importantes, mas para evitar a prolixidade.
1.1 Grupos e Anéis
Definição 1.1. Considere G um conjunto com uma operação binária
GˆG ÝÑ G
pg1, g2q ÞÝÑ g1 ¨ g2
,
que satisfaz as seguintes condições
(i) Propriedade Associativa, sejam g1, g2, g3 P G quaisquer, então
g1 ¨ pg2 ¨ g3q “ pg1 ¨ g2q ¨ g3.
(ii) Existe um elemento neutro, isto é, existe e P G tal que
g ¨ e “ g “ e ¨ g,
para qualquer g P G.
(iii) Todo elemento possui um elemento inverso, isto é, dado g P G qualquer, existe
h P G tal que
g ¨ h “ h ¨ g “ e,
onde e é um elemento neutro de G.
Então o par do conjunto G com a operação ¨, pG, ¨q, é chamado de grupo. Se além
das condições piq, piiq e piiiq a operação do grupo G também possuir a propriedade
comutativa de que para quaisquer g1, g2 P G
(iv) g1.g2 “ g2.g1,
então pG, ¨q é chamado de grupo abeliano (ou comutativo).
A demonstração da próxima proposição pode ser encontrada na referência [12],
p. 136.
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Proposição 1.1. Seja pG, ¨q um grupo, então
(i) O elemento neutro é único.
(ii) O elemento inverso é único.
Exemplo 1.1. Seja K P tR,Cu, então
(i) Seja Z o conjunto dos números inteiros munido da adição habitual, então pZ,`q é
um grupo abeliano.
(ii) K com a adição é um exemplo de grupo abeliano.
(iii) O conjunto das matrizes de ordem m ˆ n com entradas em K, Mmˆn pKq, com a
operação de soma de matrizes é um grupo abeliano. Quando m “ n escreveremos
Mn pKq e diremos que as matrizes são quadradas de ordem n.
(iv) O conjunto das matrizes quadradas de ordem n, com entradas em K e invertí-
veis, GLn pKq, munido da operação de multiplicação de matrizes é um grupo não
comutativo.
(v) Dado n P N denotaremos por Sn o conjunto das bijeções σ : t1, . . . , nu ÝÑ t1, . . . , nu.
Se σ P Sn é tal que σpiq “ `i P t1, . . . , nu para cada i P t1, . . . , nu, é usual denotarmos
σ da seguinte forma
σ “
˜
1 2 ¨ ¨ ¨ i ¨ ¨ ¨ n
`1 `2 ¨ ¨ ¨ `i ¨ ¨ ¨ `n
¸
.
Sejam σ, τ P Sn e i P t1, . . . , nu, então pσ ˝ τq piq “ σ pτpiqq é a operação de compo-
sição de funções padrão. Observe que
(a) Para σ, τ, ρ P Sn e i P t1, . . . , nu,
pσ ˝ pτ ˝ ρqq piq “ σ ppτ ˝ ρq piqq “ σ pτ pρpiqqq “ pσ ˝ τq pρpiqq “ ppσ ˝ τq ˝ ρq piq.
Uma vez que i foi tomado de modo arbitrário, temos que σ ˝ pτ ˝ ρq “ pσ ˝ τq ˝ρ,
ou seja, a operação de composição de funções é associativa em Sn.
(b) id P Sn definida por idpjq “ j, para cada j P t1, . . . , nu, é tal que se j P
t1, . . . , nu e σ P Sn são quaisquer, então
pσ ˝ idq pjq “ σ pidpjqq “ σpjq “ id pσpjqq “ pid ˝ σq pjq,
logo id é o elemento neutro de Sn.
(c) Tome σ “
˜
1 2 ¨ ¨ ¨ i ¨ ¨ ¨ n
`1 `2 ¨ ¨ ¨ `i ¨ ¨ ¨ `n
¸
P Sn, defina
σ´1p`iq “ i,
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para cada i P t1, . . . , nu, então tomando j P t1, . . . , nu temos que σpjq “ `j e
existe k P t1, . . . , nu com j “ `k “ σpkq, logo`
σ ˝ σ´1˘ pjq “ σ `σ´1pjq˘ “ `σ´1pjq “ `k
“ j “ σ´1p`jq “ σ´1 pσpjqq “
`
σ´1 ˝ σ˘ pjq.
Como j é qualquer, temos σ ˝ σ´1 “ id “ σ´1 ˝ σ, ou seja, σ´1 é o elemento
inverso de σ.
Por (a), (b) e (c) podemos concluir que pSn, ˝q é um grupo. É usual escrevermos στ
ao invés de σ ˝ τ para σ, τ P Sn. Entenderemos por grupos das permutações Sn
o par pSn, ˝q.
Definição 1.2. Sejam G um grupo e H um subconjunto não vazio do conjunto G.Temos
que H é um subgrupo de G, denotaremos H ă G, se
(i) h1 ¨ h2 P H, para quaisquer h1, h2 P H.
(ii) O elemento neutro de G pertence a H.
(iii) Se g P H, então g´1 P H.
Exemplo 1.2. No grupo pZ,`q tome n P Z qualquer e defina
nZ :“ tnz, P Zu.
Se m1,m2 P nZ são quaisquer, então existem z1, z2 P Z tais que m1 “ nzi, i P t1, 2u,
assim
m1 `m2 “ npz1z2q P nZ e ´m1 “ np´z1q P nZ,
como 0 “ n0 P nZ segue que nZ é um conjunto não vazio, que contém o elemento neutro
de Z, e portanto é um subgrupo de Z.
Definição 1.3. Sejam pG1, ‚q, pG2, ˛q grupos e ϕ : G1 ÝÑ G2 uma função. Dizemos que
ϕ é um homomorfismo de grupos se
ϕpg ‚ hq “ ϕpgq ˛ ϕphq,
para todo g, h P G1. Ainda, se ϕ, como função, é bijetora, então diremos que ϕ é um
isomorfismo, G1 e G2 são grupos isomorfos e escrevemos G1 – G2.
A menos que seja mencionado o contrário, daremos preferência à notação de
grupos multiplicativa pG, ¨q. Assim quando dissermos grupo G estará subentendido o par
pG, ¨q, onde g´1 denotará o elemento inverso de g P G e 1 P G o elemento neutro de G. E
ainda, sempre que não houver confusão, simplificaremos a escrita da operação g ¨ h por
gh para g, h P G. Há, porém, uma outra notação bastante usual a aditiva pA,`q (usada
principalmente quando A é um grupo abeliano) em que o elemento neutro é denotado por
0 e o inverso de a P A por ´a.
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Definição 1.4. Sejam G um grupo, H ă G e g P G. Definimos a classe lateral à
esquerda de H em G que contém g como
gH :“ tgh|h P Hu.
De modo análogo podemos definir a classe lateral à direita de H em G que contém g,
Hg :“ thg|h P Hu. O elemento g é chamado de representante da classe lateral à esquerda
gH (respectivamente para o caso classe lateral à direita Hg). Considere tgH|g P Gu o
conjunto de todas as classes laterais à esqueda (ou tHg|g P Gu à direita) de H em G.
Definimos a operação induzida de G em tgH|g P Gu como
pg1Hq d pg2Hq :“ pg1g2qH,
para cada g1H, g2H P G{H.
Proposição 1.2. Sejam G um grupo e H ă G, então
(i) Para g P G e h P H quaisquer temos
gH “ pghqH.
(ii) Para todo g1, g2 P G segue que
g1H “ g2H ô g´12 g1 P H.
(iii) A operação induzida de G em tgH|g P Gu está bem definida, ou seja, independe da
escolha do representante da classe lateral à esquerda, se, e somente se,
ghg´1 P G, @g P G, @h P H.
Demonstração. (i) Seja g¯ P gH qualquer, então existe k P H tal que g¯ “ gk. Uma vez
que H é subgrupo de G temos que h´1k P H, logo
g¯ “ gk “ gh `h´1k˘ P pghqH.
Assim gH Ă pghqH. Agora se g˜ P pghqH, então existe ` P H tal que g˜ “ gh`. Uma
vez que h` P H segue que g˜ P gH. Ou seja pghqH Ă gH e portanto gH “ pghqH.
(ii) Tome g1, g2 P G quaisquer, então se g1H “ g2H temos que g1 “ g11 P g1H “ g2H,
ou seja, existe h P H tal que g1 “ g2h, logo g´12 g1 “ h P H. Agora se g´12 g1 P H,
então existe k P H com g´12 g1 “ k, então g1 “ g2k e pelo que vimos no item anterior
segue que
g1H “ pg2kqH “ g2H.
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(iii) Suponha que a operação está bem definida e tome g P G e h P H quaisquer. Pelo
item (i) sabemos que g´1H “ `g´1h˘H, então`
g´1hg
˘
H “ ``g´1h˘H˘d pgHq “ `g´1H˘d pgHq “ `g´1g˘H “ 1H,
e pelo item (ii) podemos concluir que g´1hg P H. Agora suponha que g´1hg P H
para todos g P G e h P H. Sejam g1, g2, g¯1, g¯2 P G tais que giH “ g¯iH, i P t1, 2u, ou
seja, como g¯i´1gi P H, existe h1 P H com g¯1 “ g1h, i P t1, 2u. Como por hipótese
temos g´12 h1g2 P H e sendo H ă G segue que``
g´12 h1g2
˘
h2
˘ P H ñ ``g´12 `g´11 g1˘h1g2˘h2˘ P H ñ `pg1g2q´1 g¯1g¯2˘ P H,
e pelo item (ii) desta Proposição é possível concluir que pg1g2qH “ pg¯1g¯2qH, ou seja,
pela definição da operação induzida temos
pg1Hq d pg2Hq “ pg¯1Hq d pg¯2Hq .
Parte da próxima proposição está demonstrada na Proposição 1.2, para os
demais itens consultar [12], p.153.
Proposição 1.3. Considere G um grupo e H ă G. As seguintes informações são equiva-
lentes.
(i) A operação induzida de G em tgH|g P Gu é bem definida, ou seja, independe da
escolha do representante da classe lateral à esquerda.
(ii) gH
`
g´1
˘ Ď H, @g P G.
(iii) gH
`
g´1
˘ “ H, @g P G.
(iv) gH “ Hg, @g P G.
Definição 1.5. Tome G um grupo e H um subgrupo de G. Se uma das equivalências
da Proposição 1.3 for válida, então dizemos que H é um subgrupo normal de G e
escrevemos H CG. Neste caso, as classes laterais à esqueda de H são iguais às classes
laterais à direita de H e vamos chamá-las apenas de classes laterais de H.
Exemplo 1.3. Se G é um grupo abeliano, então todo subgrupo, H, de G será um subgrupo
normal, pois dado gh
`
g´1
˘ P gH `g´1˘ qualquer, temos
pghq `g´1˘ “ phgq `g´1˘ “ h `g `g´1˘˘ “ he “ h P H.
O teorema a seguir está provado na referência [12], Teorema V.4.5.
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Teorema 1.1. Sejam G um grupo e H C G, então tgH|g P Gu munido da operação
induzida de G em tgH|g P Gu é um grupo, chamado de grupo quociente e denotado por
G{H.
Definição 1.6. Para um grupo G defina o seguinte conjunto para cada elemento h P G
rhs :“ tghg´1|g P Gu.
O conjunto rhs é chamado de classe de conjugação de G do representante h.
O grupo das permutações Sn merece um destaque, pois ele será importante
para algumas conclusões que virão. Então vamos o detalhar um pouco mais.
Definição 1.7. Considere uma permutação σ P Sn, denotaremos σ “ p`1 . . . `rq, com
`1, . . . , `r P t1, . . . , nu, se a função σ é tal que
σp`iq “
$&%`i`1 se i ă r`1 se i “ r e σpjq “ j, @j P t1, . . . , nur t`1, . . . , `ru.
A permutação σ “ p`1 . . . `rq será chamada de r-ciclo e r de comprimento do ciclo. Um
2-ciclo será chamado de transposição.
Observação 1.1. Note que a Definição 1.7 faz sentido apenas quando r ě 2, porém,
apenas por convenção, estenderemos ela para o caso r “ 1, assim teremos σ “ p`1q que
coincidirá com o elemento neutro do grupo das permutações.
Definição 1.8. Sejam σ P Sn um r-ciclo e τ P Sn um s-ciclo. As permutações σ e τ
são disjuntas se para cada ` P t1, . . . , nu tivermos que σp`q “ ` ou τp`q “ `. Logo,
permutações disjuntas não podem mover um mesmo elemento de t1, . . . , nu.
A próxima proposição pode ser vista em [12], Teorema V.10.5.
Proposição 1.4. Seja σ uma permutação diferente do elemento neutro, então podemos
escrever σ como um produto de ciclos disjuntos. Tal fatoração é única a menos da ordem
dos fatores.
Definição 1.9. Sejam σ, τ P Sn escritos da seguinte forma como produto de ciclos disjuntos
σ “
´
`
p1q
1 . . . `
p1q
λ1
¯´
`
p2q
1 . . . `
p2q
λ2
¯
¨ ¨ ¨
´
`
pkq
1 . . . `
pkq
λk
¯
e
τ “
´
r
p1q
1 . . . r
p1q
µ1
¯´
r
p2q
1 . . . r
p2q
µ2
¯
¨ ¨ ¨
´
r
psq
1 . . . r
psq
µs
¯
,
de tal forma que λi ě λj e µi ě µj se i ă j. Dizemos que σ e τ possuem a mesma
decomposição cíclica se k “ s e λi “ µi, para todo i P t1, . . . , ku.
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Podemos ver a proposição a seguir demonstrada na referência [12], Proposição
V10.8.
Proposição 1.5. Todo elemento de Sn se decompõe como um produto de transposições.
Tal decomposição não é única, mas a paridade na quantidade de fatores da decomposição é
sempre a mesma.
Definição 1.10. Defina a função sinal sign : Sn ÝÑ Z da seguinte maneira, se σ P Sn
possui uma quantidade par de fatores na decomposição por transposições, então signpσq “ 1.
Agora se possuir uma quantidade ímpar, então signpσq “ ´1.
Proposição 1.6. Seja σ P Sn, então a classe de conjugação rσs consiste de todas as
permutações com a mesma decomposição cíclica que σ.
Demonstração. Suponha que σ tenha a seguinte decomposição em produto de ciclos
disjuntos σ “
´
`
p1q
1 . . . `
p1q
λ1
¯´
`
p2q
1 . . . `
p2q
λ2
¯
¨ ¨ ¨
´
`
pkq
1 . . . `
pkq
λk
¯
. Primeiramente vejamos que
σ P rρs, onde ρ “ p1 . . . λ1q pλ1 ` 1 . . . λ1 ` λ2q ¨ ¨ ¨ pλ1 ` ¨ ¨ ¨ ` λk´1 ` 1 . . . λ1 ` ¨ ¨ ¨ ` λkq “
ρ1ρ2 . . . ρk. Defina
τ “
˜
1 . . . λ1 λ1 ` 1 . . . λ1 ` ¨ ¨ ¨ ` λj´1 ` i . . . λ1 ` ¨ ¨ ¨ ` λk
`
p1q
1 . . . `
p1q
λ1 `
p2q
1 . . . `
pjq
i . . . `
pkq
λk
¸
,
e tome j P t1, . . . , ku e i P t1, . . . , λju quaisquer. Se i ‰ λj, então
τ´1
´
`
pjq
i
¯
“ λ1`¨ ¨ ¨`λj´1`iñ ρ
´
τ´1
´
`
pjq
i
¯¯
“ ρpλ1`¨ ¨ ¨`λj´1`iq “ λ1`¨ ¨ ¨`λj´1`i`1
ñ τ
´
ρ
´
τ´1
´
`
pjq
i
¯¯¯
“ τpλ1 ` ¨ ¨ ¨ ` λj´1 ` i` 1q “ `pjqi`1 ñ
`
τ ˝ ρ ˝ τ´1˘ ´`pjqi ¯ “ `pjqi`1.
Agora, se i “ λj, então
τ´1
´
`
pjq
λj
¯
“ λ1 ` ¨ ¨ ¨ ` λj ñ ρ
´
τ´1
´
`
pjq
λj
¯¯
“ ρpλ1 ` ¨ ¨ ¨ ` λjq “ λ1 ` ¨ ¨ ¨ ` λj´1 ` 1
ñ τ
´
ρ
´
τ´1
´
`
pjq
λj
¯¯¯
“ τpλ1 ` ¨ ¨ ¨ ` λj´1 ` 1q “ `pjq1 ñ
`
τ ˝ ρ ˝ τ´1˘ ´`pjqλj ¯ “ `pjq1 .
Ou seja, temos que τρτ´1 “ σ, logo σ P rρs. Observe que se α P Sn tem a mesma
decomposição cíclica que σ, pelo mesmo processo que acabamos de fazer, teremos α P rρs,
assim sabemos que todas as permutações com mesma decomposição cíclica que σ pertencem
à rρs. Note que se β P rρs, então existe δ P Sn tal que β “ δρδ´1. Desta forma
β “ δρ1ρ2 . . . ρkδ´1 “ δρ1δ´1δρ2δ´1 . . . δρkδ´1.
Como os ciclos δρiδ´1 continuam sendo disjuntos, segue que β tem a mesma decomposição
cíclica que σ, o que conclui a proposição.
Outra estrutura importante é a de anel, que apresentaremos a seguir.
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Definição 1.11. Considere pR,`q um grupo abeliano com uma segunda operação, que
por convenção chamaremos de multiplicativa
R ˆR ÝÑ R
pr1, r2q ÞÝÑ r1 ¨ r2
,
que satisfaz as propriedades
(i) Propriedade associativa
r1 ¨ pr2 ¨ r3q “ pr1 ¨ r2q ¨ r3,
para quaisquer r1, r2, r3 P R.
(ii) Existe um elemento neutro multiplicativo 1 P R, tal que
r ¨ 1 “ 1 ¨ r “ r,
para todo r P R.
(iii) Dados r1, r2, r3 P R temos a propriedade distributiva
r1 ¨ pr2 ` r3q “ r1 ¨ r2 ` r1 ¨ r3.
pr1 ` r2q ¨ r3 “ r1 ¨ r3 ` r2 ¨ r3.
Então pR,`, ¨q é chamado de anel. Se adicionalmente tivermos que para quaisquer r1, r2 P
R
r1 ¨ r2 “ r2 ¨ r1,
então dizemos que pR,`, ¨q é um anel comutativo.
Exemplo 1.4. (i) Z, R e C são anéis comutativos com suas somas e produtos habituais.
(ii) Seja o conjunto das matrizes Mn pKq munido da soma de matrizes ` e produto de
matrizes ¨, então pMn pKq ,`, ¨q é um anel que não é comutativo.
(iii) Seja pR,`, ¨q um anel. Um polinômio com coeficientes em R e indeterminada x é
uma soma finita
fpxq “
nÿ
i“0
aix
i “ a0 ` a1x` ¨ ¨ ¨ ` anxn,
onde ai pertence a R para cada i P t1, . . . , nu. Detonaremos por Rrxs o conjunto
dos polinômios com coeficientes em R e indeterminada x. Os elementos ai são
chamados de coeficientes do polinômio. Se ai “ 0 para todo i P t1, . . . , nu, então
fpxq é chamado de polinômio constante. Dado b P R, o valor fpbq de fpxq calculado
em b é o elemento a0 ` a1b ` ¨ ¨ ¨ ` anbn P A. Caso fpbq “ 0, então b é chamado
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de raiz do polinômio fpxq. Rrxs será um anel se definirmos para fpxq, gpxq P Rrxs,
fpxq “
nÿ
i“0
aix
i, gpxq “
mÿ
j“0
bjx
j as seguintes operações
fpxq ` gpxq “
ÿ`
k“0
ckx
k, fpxqgpxq “
sÿ
r“0
drx
r,
onde ck “ ak ` bk e dr “
rÿ
t“0
atbr´t.
Se pR,`, ¨q é um anel, então o grupo abeliano pR,`q está representado na
notação de grupo aditivo. Desta forma podemos manter a simplificação da notação de a ¨ b
por ab, com a, b P R, da operação de multiplicação.
Definição 1.12. Sejam R um anel e I um subgrupo aditivo de R tal que
rx P I,
para todo r P I e x P R. Neste caso I é chamado de ideal à esquerda de R. Se tivermos
x.r P I, r P I, x P R, então I é chamado de ideal à direita de R. No caso de I ser um ideal
à esquerda e à direita de R, então I é chamado de ideal bilateral de R, ou simplesmente,
ideal de R.
Observação 1.2. Sejam R um anel e I um ideal de R, como pR,`q é um grupo abeliano,
temos que I CR e assim R{I com a operação induzida será um grupo. Também podemos
induzir a operação multiplicativa do anel em R{I da seguinte forma
pr1 ` Iq d pr2 ` Iq :“ pr1r2q ` I.
Teorema 1.2. Sejam R um anel e I um ideal bilateral de R. Neste caso R{I, com as
operações induzidas, será um anel, chamado de anel quociente.
Demonstração. Primeiramente vejamos que a operação induzida está bem definida, sejam
r1, r2, r¯1, r¯2 P R tais que
rj ` I “ r¯j ` I, j P t1, 2u.
Logo existe bj P I tal que r¯j “ rj ` bj. Sendo I um ideal temos que r1b2, b1r2 e b1b2
pertencem a I, desta forma
pr¯1 ` Iq d pr¯2 ` Iq “ r¯1r¯2 ` I “ pr1r2 ` r1b2 ` b1r2 ` b1b2q ` I
“ r1r2 ` I “ pr1 ` Iq d pr2 ` Iq .
Assim a operação independe da escolha do representante. Sabendo que R{I é um grupo
abeliano, vejamos as outras condições
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(i) Tome r1, r2, r3 P R, então
pr1 ` Iq d ppr2 ` Iq d pr3 ` Iqq “ pr1 ` Iq d pr2r3 ` Iq “ ppr1pr2r3qq ` Iq “
pppr1r2qr3q ` Iq “ pr1r2 ` Iq d pr3 ` Iq “ ppr1 ` Iq d pr2 ` Iqq d pr3 ` Iq .
Logo a propriedade associativa é válida.
(ii) Defina 1R
I
“ I “ 1` I, onde 1 é o elemento neutro multiplicativo de R. Para r P R
qualquer, temos
pr ` Iq d 1R
I
“ r1` I “ r ` I,
1R
I
d pr ` Iq “ 1r ` I “ r ` I.
Logo 1R
I
é o elemento neutro de R{I.
(iii) Sejam r1, r2, r3 P R, assim
pr1 ` Iq d ppr2 ` Iq ‘ pr3 ` Iqq “ pr1 ` Iq d ppr2 ` r3q ` Iq “ r1pr2 ` r3q ` I “
pr1r2 ` r1r3q ` I “ pr1r2 ` Iq ‘ pr1r3 ` Iq
“ ppr1 ` Iq d pr2 ` Iqq ‘ ppr1 ` Iq d pr3 ` Iqq .
A verificação de
ppr1 ` Iq ‘ pr2 ` Iqq d pr3 ` Iq “ ppr1 ` Iq d pr3 ` Iqq ‘ ppr2 ` Iq d pr3 ` Iqq ,
é análoga a anterior.
Por (i), (ii) e (iii) podemos concluir que R
I
é um anel.
Exemplo 1.5. Tome n P Z qualquer, logo nZ é um subgrupo de Z (e é normal, uma vez
que Z é abeliano). Agora para todo nz P nZ e todo k P Z temos
kpnzq “ pnzqk “ npzkq P nZ,
assim nZ é um ideal de Z. Denotaremos por Zn o anel quociente
Z
nZ
e o elemento m`nZ
por m, assim
z ` k “ pz ` kq ` nZ “ z ` k e zk “ zk ` nZ “ zk.
Definição 1.13. Sejam pR1,`, .q e pR2, ˛, ‹q anéis e ϕ : R1 ÝÑ R2 um homomorfismo
de grupos tal que
ϕpa.bq “ ϕpaq ‹ ϕpbq, @a, b P R1.
ϕp1R1q “ 1R2 .
Então ϕ é chamado de homomorfismo de anéis.
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1.2 Corpos e Espaços Vetoriais
Definição 1.14. Seja pK,`, ¨q um anel comutativo satisfazendo a condição de que para
cada x P Kr t0u existe um elemento inverso y P Kr t0u tal que x ¨ y “ y ¨ x “ 1. Nestas
condições dizemos que pK,`, .q é um corpo.
Observação 1.3. O elemento inverso de um corpo é único.
Exemplo 1.6. (i) R e C com as operações usuais de soma e produto são corpos.
(ii) Tome p um número primo, então para m P Zp, com m ‰ 0, ou seja m R pZ, assim
temos que m e p são primos entre si, então existem inteiros x, y tais que
mx` py “ 1 ñ mx “ 1` pp´yq,
ou seja mx P 1, o que nos leva a
mx “ mx “ 1.
Assim todo elemento não nulo de Zp possui um elemento inverso, portanto Zp é um
corpo.
(iii) Dado p ą 2 um número primo, considere o conjunto
Z˚p :“ Zp r t0u,
como cada elemento de Z˚p possui um inverso multiplicativo, temos que Z˚p munido
da multiplicação é um grupo. É usual tomar os representantes
Z˚p “
"
1´ p
2 ,
1´ p
2 ` 1, . . . ,´2,´1, 1, 2, . . . ,
p´ 1
2 ´ 1,
p´ 1
2
*
,
ou seja Z˚3 “ t´1, 1u, Z˚5 “ t´2,´1, 1, 2u.
Definição 1.15. Seja K um corpo, se existe um menor inteiro positivo n tal que para
qualquer a P K temos
a` ¨ ¨ ¨ ` alooooomooooon
n vezes
“ 0,
então diremos que K possui característica n (charpKq “ n), caso tal inteiro não exista
diremos que K possui característica nula (charpKq “ 0).
Exemplo 1.7. (i) charpCq “ charpRq “ 0.
(ii) Para um primo p, temos que se m P Zp, então
m` ¨ ¨ ¨ `m “ m` ¨ ¨ ¨ `m “ pm “ 0.
Logo charpZpq “ p.
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Definição 1.16. Um corpo K é algebricamente fechado se todo polinômio de Krxs, não
constante, possuir todas as suas raízes em K.
Exemplo 1.8.
(i) O corpo C é algebricamente fechado, ver [15] Teorema 10.3.25.
(ii) O corpo R não é algebricamente fechado, pois fpxq “ x2 ` 1 P Rrxs, mas a raiz i não
pertence a R.
Definição 1.17. Sejam pV,`q um grupo abeliano, K um corpo e uma operação
Kˆ V ÝÑ V
pα, vq ÞÝÑ αv ,
que satisfaz
(i) pαβq v “ α pβvq , para quaisquer α, β P K e v P V .
(ii) 1v “ v, para todo v P V .
(iii) αpv1 ` v2q “ αv1 ` αv2, com α P K e v1, v2 P V arbitrários.
(iv) pα ` βqv “ αv ` βv, para todos α, β P K e v P V .
Nestas condições dizemos que V é um espaço vetorial sobre K, ou simplesmente um
K-espaço.
Exemplo 1.9. (i) K é um K-espaço vetorial.
(ii) Kn “ Kˆ ¨ ¨ ¨ ˆKloooooomoooooon
n vezes
é um espaço vetorial sobre K.
Definição 1.18. Seja V um K-espaço e considere o conjunto B “ tvi|i P Iu Ă V com as
seguintes propriedades
(i) Dado v P V existem αi P K, para cada i P I, que são não nulos apenas para uma
quantidade finita de índices, tais que
v “
ÿ
iPI
αivi.
Isto é, V é gerado por B.
(ii) Dados n um inteiro positivo e ti1, . . . , inu Ă I, a equação
α1vi1 ` ¨ ¨ ¨ ` αnvin “ 0,
possui a única solução trivial αi “ 0, para todo i P t1, . . . , nu, isto é, qualquer
subconjunto finito de B é linearmente independente.
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Nestas condições dizemos que B é uma base para o espaço vetorial V .
A demonstração da proposição a seguir está feita em [15], Teorema 10.1.29.
Proposição 1.7. Suponha que tv1, . . . , vnu e tw1, . . . , wmu sejam bases para o K-espaço
V , então n “ m.
Definição 1.19. Sejam V um K-espaço e B “ tvi|i P Iu uma base de V . Se a cardinalidade
de I é finita e igual a n, então diremos que V é um espaço de dimensão n (n-dimensional)
e escrevemos dimpV q “ n. Caso I tenha cardinalidade infinita diremos que V é um espaço
de dimensão infinita e escrevemos dimpV q “ 8.
Observação 1.4. Por convenção, diremos que o espaço vetorial que possui apenas o
elemento neutro tem dimensão 0.
Exemplo 1.10. (i) Mmˆn pKq é um K-espaço se definirmos
α
¨˚
˚˝a11 . . . a1n... . . . ...
am1 . . . amn
‹˛‹‚“
¨˚
˚˝αa11 . . . αa1n... . . . ...
αam1 . . . αamn
‹˛‹‚,
e possui dim pMmˆn pKqq “ mn. Para verificar isso basta observar que teij|i P
t1, . . . ,mu, j P t1, . . . , nuu, onde eij PMmˆn pKq é tal que possui 1 na entrada pi, jq
e 0 nas demais é uma base para Mmˆn pKq.
(ii) Krxs é um espaço vetorial sobre K se definirmos
α
˜
nÿ
i“1
aix
i
¸
“
nÿ
i“1
αaix
i,
e tem dimensão infinita, pois txi|i P Nu é uma base.
Definição 1.20. Sejam V um espaço vetorial sobre K e W um subgrupo de V . Se
αw P W,
para qualquer α P K e w P W , então dizemos que W é um subespaço vetorial de V .
Proposição 1.8. Sejam V um K-espaço e W um subespaço de V . Em V
W
defina
Kˆ V
W
ÝÑ V
W
pα, v `W q ÞÑ pαvq `W
.
Então V
W
é um espaço vetorial que chamaremos de espaço quociente.
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Definição 1.21. Sejam V e U espaços vetoriais sobre K e T : V ÝÑ U um homomorfismo
de grupos tal que
T pαv ` βwq “ αT pvq ` βT pwq,
para todos α, β P K e v, w P V . Então T é chamado de transformação linear (ou
homomorfismo de espaços vetoriais).
Exemplo 1.11. Sejam V um espaço vetorial sobre K e tv1, . . . , vnu uma base de V . Defina
o seguinte conjunto
GLpV q :“ tT : V ÝÑ V | T é uma transformação linear bijetorau.
Com a operação de composição de funções podemos ver que GLpV q é um grupo. Dado
T P GLpV q temos que para cada j P ti, . . . , nu existem a1j, . . . , anj P K tais que
T pvjq “ a1jv1 ` ¨ ¨ ¨ ` anjvn.
Então podemos definir a matriz
rT s “
¨˚
˚˝a11 . . . a1n... . . . ...
an1 . . . ann
‹˛‹‚PMn pKq .
Se S P GLpV q é tal que rSs “
¨˚
˚˝b11 . . . b1n... . . . ...
bn1 . . . bnn
‹˛‹‚, então
pT ˝ Sq pvjq “ T pSpvjqq “ T pb1jv1 ` ¨ ¨ ¨ ` bnjvnq “ b1jT pv1q ` ¨ ¨ ¨ ` bnjT pvnq “
b1j pa11v1 ` ¨ ¨ ¨ ` an1vnq ` ¨ ¨ ¨ ` bnj pa1nv1 ` ¨ ¨ ¨ ` annvnq “
pb1ja11 ` ¨ ¨ ¨ ` bnja1nq v1 ` ¨ ¨ ¨ ` pb1jan1 ` ¨ ¨ ¨ ` bnjannq vn.
Assim
rT ˝ Ss “
¨˚
˚˝b11a11 ` ¨ ¨ ¨ ` bn1a1n . . . b1na11 ` ¨ ¨ ¨ ` bnna1n... . . . ...
b11an1 ` ¨ ¨ ¨ ` bn1ann . . . b1nan1 ` ¨ ¨ ¨ ` bnnann
‹˛‹‚
“
¨˚
˚˝a11 . . . a1n... . . . ...
an1 . . . ann
‹˛‹‚
¨˚
˚˝b11 . . . b1n... . . . ...
bn1 . . . bnn
‹˛‹‚“ rT s rSs .
Ou seja, rT ˝ Ss “ rT s rSs. Como GLpV q é um grupo, existe T´1 P GLpV q tal que
T ˝ T´1 “ id “ T´1 ˝ T , onde id é a transformação identidade (que é o elemento neutro
de GLpV q). Pelo que vimos anteriormente e do fato de que rids “ Idn (matriz identidade
nˆ n), temos
rT s “T´1‰ “ “T ˝ T´1‰ “ rids “ “T´1 ˝ T ‰ “ “T´1‰ rT s .
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Logo
“
T´1
‰ “ rT s´1, portanto rT s P GLn pKq. Defina a função ϕ : GLpV q ÝÑ GLn pKq
por ϕpT q “ rT s, T P GLpV q. Pelo que acabamos de ver ϕ está bem definida e é um
homomorfismo de grupos. Se T, S P GLpV q são tais que ϕpT q “ ϕpSq, então rT s “ rSs,
logo T pvjq “ Spvjq para cada j P t1, . . . , nu, consequentemente T “ S e temos ϕ injetiva.
Agora se tomamos M “
¨˚
˚˝c11 . . . c1n... . . . ...
cn1 . . . cnn
‹˛‹‚P GLn pKq defina TMpvjq “ c1jv1 ` ¨ ¨ ¨ ` cnjvn,
assim TM P GLpV q e ϕpTMq “ M , ou seja, ϕ é sobrejetora e portanto um isomorfismo.
Concluímos então que
GLpV q – GLn pKq .
Definição 1.22. Um K-espaço V é uma soma direta dos seus subespaços V1, . . . , Vn se
todo vetor v P V puder ser representado de maneira única na forma
nÿ
i“1
vi, onde vi P Vi.
Quando esta condição é satisfeita escrevemos V “ V1 ‘ ¨ ¨ ¨ ‘ Vn.
Exemplo 1.12. Se V é um espaço vetorial sobre K e tv1, . . . , vnu é uma base para V ,
defina Vi “ Kvi “ tαvi|α P Ku, então
V “ V1 ‘ ¨ ¨ ¨ ‘ Vn “ pKv1q ‘ ¨ ¨ ¨ ‘ pKvnq .
Definição 1.23. Sejam V, V1, . . . , Vn K-espaços vetoriais e
T : V1 ˆ ¨ ¨ ¨ ˆ Vn ÝÑ V,
uma função. Dizemos que T é multilinear se T for linear em cada uma das suas entradas.
Definição 1.24. O espaço vetorial V é graduado se ele for a soma direta de subespaços
V pnq, n ě 0, isto é
V “à
ně0
V pnq “
ÿ
ně0
V pnq.
Os subespaços V pnq são chamados de componentes homogêneas de grau n de V e os
elementos que pertencem a esta componente são chamados de elementos homogêneos de
grau n. Similarmente, introduzimos a multigraduação em V se
V “
mÿ
i“1
ÿ
niě0
V pn1,...,nmq,
e chamamos V pn1,...,nmq de componente multi-homogênea de V de multigrau pn1, . . . , nmq e
os elementos que pertencem a esta componente são chamados de elementos homogêneos
de multigrau pn1, . . . , nmq. O subespaço W do espaço vetorial graduado V “
ÿ
ně0
V pnq é
um subespaço graduado se W “
ÿ
ně0
pW X V pnqq. Neste caso, o espaço quociente V
W
pode
também ser naturalmente graduado (e diremos que V
W
herda a graduação de V ).
Capítulo 1. Ferramentas Iniciais 28
Definição 1.25. Seja V “
ÿ
ně0
V pnq um espaço vetorial graduado tal que dim
`
V pnq
˘ ă 8
para todo n. A série de potências
Hilb pV, tq “
ÿ
ně0
dim
`
V pnq
˘
tn,
é chamada de série de Hilbert de V . Para uma função fptq, faremos a convenção usual
que Hilb pV, tq “ fptq se a série Hilb pV, tq converge em alguma vizinhança de 0 e as
funções Hilb pV, tq e fptq são iguais ali. De modo similar, se o espaço vetorial
V “
mÿ
i“1
ÿ
niě0
V pn1,...,nmq,
é multigraduado, então a série de Hilbert de V é
Hilb pV, t1, . . . , tmq “
ÿ
niě0
dim
`
V pn1,...,nmq
˘
tn11 . . . t
nm
m .
Para finalizar esta seção vejamos um conceito que será bastante usado neste
trabalho. Os resultados que serão apresentados a seguir podem ser consultados na referência
[18]. Sejam V1, . . . , Vn espaços vetoriais sobre K. Dizemos que uma função δ : V1 ˆ ¨ ¨ ¨ ˆ
Vn ÝÑ K tem suporte finito se δ for não nula apenas para uma quantidade finita de pontos.
Neste caso, defina o conjunto
M :“ tδ : V1 ˆ ¨ ¨ ¨ ˆ Vn ÝÑ K| δ possui suporte finitou.
Para δ, γ PM e a P K defina
pδ ` γq pv1, . . . , vnq “ δpv1, . . . , vnq ` γpv1, . . . , vnq e paδq pv1, . . . , vnq “ aδpv1, . . . , vnq.
Então M é um K-espaço vetorial. Dada uma n-upla pu1, . . . , unq P V1 ˆ ¨ ¨ ¨ ˆ Vn considere
δpu1,...,unqpv1, . . . , vnq “
$&%1, se pv1, . . . , vnq “ pu1, . . . , unq0, caso contrário .
Logo tδpu1,...,unq| pu1, . . . , unq P V1 ˆ ¨ ¨ ¨ ˆ Vnu forma uma base para M. Considere M0 o
subespaço de M gerado por vetores da forma
δpu1,...,u1j`u2j ,...,unq ´ δpu1,...,u1j ,...,unq ´ δpu1,...,u2j ,...,unq e δpu1,...,auj ,...,unq ´ aδpu1,...,unq,
com a P K. Definimos o produto tensorial de V1, . . . , Vn por
V1 b ¨ ¨ ¨ b Vn “ MM0 .
Temos também a seguinte função
b : V1 ˆ ¨ ¨ ¨ ˆ Vn ÝÑ V1 b ¨ ¨ ¨ b Vn
pv1, . . . , vnq ÞÑ v1 b ¨ ¨ ¨ b vn :“ δpv1,...,vnq `M0
.
Capítulo 1. Ferramentas Iniciais 29
Teorema 1.3. Sejam V1, . . . , Vn espaços vetoriais sobre K e b : V1 ˆ ¨ ¨ ¨ ˆ Vn ÝÑ
V1 b ¨ ¨ ¨ b Vn a função definida anteriormente.
(i) A função b é uma transformação multilinear.
(ii) A transformação multilinear b é universal da seguinte maneira: Para todo K-
espaço V e qualquer transformação multilinear S : V1 ˆ ¨ ¨ ¨ ˆ Vn ÝÑ V existe uma
transformação linear T : V1 b ¨ ¨ ¨ b Vn ÝÑ V tal que
Spv1, . . . , vnq “ T pv1 b ¨ ¨ ¨ b vnq,
para todo pv1, . . . , vnq P V1 ˆ ¨ ¨ ¨ ˆ Vn.
Proposição 1.9. Sejam V1, . . . , Vn espaços vetoriais sobre K, então
(i) dim pV1 b ¨ ¨ ¨ b Vnq “ dim pV1q . . . dim pVnq.
(ii) Se tvpjq1 , . . . , vpjqmju é uma base para Vj, então
tvp1qi1 b ¨ ¨ ¨ b vpnqin | pi1, . . . , inq P t1, . . . , n1u ˆ ¨ ¨ ¨ ˆ t1, . . . ,mnuu,
forma uma base para V1 b ¨ ¨ ¨ b Vn.
Seja V um espaço vetorial sobre K, então V bq denotará a q-ésima potência
tensorial V b ¨ ¨ ¨ b Vloooooomoooooon
q-vezes
. Defina M1 como sendo o espaço vetorial gerado por
v1 b ¨ ¨ ¨ b vq ´ vσp1q b ¨ ¨ ¨ b vσpqq,
onde v1, . . . , vq P V e σ P Sq. Então a q-ésima potência tensorial simétrica SqpV q “
V bsq “ V bs ¨ ¨ ¨ bs Vlooooooomooooooon
q-vezes
é
SqpV q “ V
bq
M1 .
Proposição 1.10. Para um K-espaço V com dimpV q “ n e q um inteiro positivo temos
dim
`
V bsq
˘ “ ˜n` q ´ 1
q
¸
.
Definição 1.26. Dado V um espaço vetorial sobre K, a álgebra simétrica de V é
SpV q “
ÿ
qě0
SqpV q,
onde S0pV q “ K e S1pV q “ V .
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1.3 Álgebras
Definição 1.27. Sejam R um espaço vetorial sobre o corpo K e ˚ uma operação binária
entre os elementos de R (isto é, uma função ˚ : R ˆ R ÝÑ R) que satisfaz as seguintes
propriedades para quaisquer a, b, c P R e α P K:
(i) pa` bq ˚ c “ a ˚ c` b ˚ c;
(ii) a ˚ pb` cq “ a ˚ b` a ˚ c;
(iii) αpa ˚ bq “ pαaq ˚ b “ a ˚ pαbq.
Nestas condições dizemos que R, munido da operação ˚, é uma álgebra sobre o corpo K
(ou uma K-álgebra).
Sempre que possível omitiremos o sinal de operação da álgebra e escreveremos
ab ao invés de a ˚ b.
Definição 1.28. Seja R uma álgebra sobre K e a, b, c P R quaisquer.
(i) R é associativa se pa ˚ bq ˚ c “ a ˚ pb ˚ cq,
(ii) R é comutativa se a ˚ b “ b ˚ a,
(iii) R é unitária se R possuir um elemento, digamos e P R, tal que r ˚ e “ e ˚ r “ r,
para todo r P R. Neste caso e é chamado de unidade de R.
Observação 1.5. Se R é uma álgebra sobre K que possui, como espaço vetorial, a base
tri|i P Iu, então para calcularmos a operação que torna R uma álgebra em qualquer
elemento de R basta que tenhamos a definido nos elementos da base. Ou seja, é suficiente
que conheçamos os escalares αpkqi,j P K, que são não nulos apenas para uma quantidade
finita de k P I, tais que
rirj “
ÿ
kPI
α
pkq
i,j rk,
para cada i, j P I.
Exemplo 1.13. (i) Dado um corpo K, o conjunto dos polinômios com coeficientes em
K, Krxs, munido da soma e produto entre polinômios já apresentadas é uma álgebra.
Para indeterminadas x1, . . . , xn definimos recursivamente
Krx1, . . . , xns “ pKrx1, . . . , xn´1sq rxns.
(ii) Sejam G um grupo e K um corpo. Defina KG como o espaço vetorial que tem como
base os elementos do grupo G, isto é, se v P KG. então para cada g P G existe αg P K
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tal que o conjunto tαg|g P Gu possui apenas uma quantidade finita de elementos não
nulos e
v “
ÿ
gPG
αgg.
Neste espaço vetorial, para g, h P G, definimos
g ˚ h “ gh.
Logo a operação em KG está bem definida pelo que vimos na Observação 1.5. Então
KG possuirá uma estrutura de K-álgebra e a chamaremos de álgebra de grupo.
Definição 1.29. Seja R uma álgebra sobre K.
(i) Se S é um subconjunto de R tal que é um subespaço vetorial de R e para todo a, b P S
temos que ab P S, então dizemos que S é uma subálgebra de R.
(ii) Seja I uma subálgebra de R, dizemos que I é um ideal à esquerda de R se para todo
a P R e x P I temos
xa P I.
Analogamente definimos ideal à direita e se uma subálgebra de R é simultanemente
um ideal à esquerda e à direita, dizemos apenas que é um ideal de R.
Definição 1.30. Considere R1 e R2 K-álgebras e φ : R1 ÝÑ R2 um homomorfismo entre
espaços vetoriais.
(i) Se para a, b P R1 quaisquer tivermos
φpabq “ φpaqφpbq,
então φ será chamado de homomorfismo entre álgebras.
(ii) Se φ for um homomorfismo de álgebras bijetor, então φ é chamado de isomorfismo.
(iii) Se φ for um homomorfismo de álgebras e R1 “ R2, então φ é chamado de auto-
morfismo.
Definição 1.31. Dadas uma K-álgebra R e um ideal bilateral J de R, o espaço vetorial
quociente R
J
será chamado de álgebra quociente se o munirmos com a operação
pa` Jq ˚ pb` Jq “ a ˚ b` J,
para a, b P R, onde ˚ é a operação de R como na Definição 1.27.
Teorema 1.4. A álgebra quociente da Definição 1.31 respeita as condições da Definição
1.27.
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Teorema 1.5 (Primeiro Teorema de Isomorfismos). Seja φ : R1 ÝÑ R2 um homomorfismo
entre álgebras. Então o núcleo de φ
Kerpφq “ tr P R1|φprq “ 0u
é um ideal bilateral de R1 e a álgebra quociente
R1
Kerpφq é isomorfa a imagem Impφq “
tφprq|r P R1u de φ.
Proposição 1.11. Sejam R1, . . . , Rn K-álgebras. Defina no espaço vetorial R1b ¨ ¨ ¨ bRn
a operação
pa1 b ¨ ¨ ¨ b anq ˚ pb1 b ¨ ¨ ¨ b bnq “ pa1b1q b ¨ ¨ ¨ b panbnq,
para ai, bi P Ri, i P t1, . . . , nu. Então com esta operação R1 b ¨ ¨ ¨ bRn terá uma estrutura
de álgebra.
Definição 1.32. Uma K-álgebra F é gerada por um conjunto X “ tx1, . . . , xnu se cada
elemento de F pode ser escrito como combinação linear de produtos de elementos de X.
Definição 1.33. Seja B uma classe de álgebras e tome F P B uma álgebra gerada por
um conjunto X. A álgebra F é chamada de álgebra livre na classe B, livremente gerada
pelo conjunto X, se para qualquer álgebra R P B, para qualquer função X ÝÑ R podemos
estende-lá para um homomorfismo F ÝÑ R. A cardinalidade |X| do conjunto X é chamada
de posto de F .
Proposição 1.12. Para todo conjunto X a álgebra K xXy com base no conjunto de todas
as palavras
xi1 . . . xin , xij P X,n P N
e multiplicação definida pela concatenação
pxi1 . . . xinqpxj1 . . . xjmq “ xi1 . . . xinxj1 . . . xjm ,
é livre na classe de todas as álgebras unitárias e associativas. Se considerarmos o subespaço
de K xXy gerado por todas as palavras de comprimento ě 1, obtemos uma álgebra livre
não-unitária e associativa, que é livre na classe de todas as álgebras associativas.
Demonstração. Sejam R uma álgebra unitária e associativa e φ : X ÝÑ R uma função.
Defina
ϕp
ÿ
αixi1 . . . xinq “
ÿ
αiφpxi1q . . . φpxinq, αi P K.
ϕ é um homomorfismo entre espaços vetoriais, pois está definida nos elementos da base.
Verifiquemos que ela satisfaz a condição (1.30) da Definição 1.30:
ϕ
´´ÿ
αixi1 . . . xin
¯´ÿ
βjxj1 . . . xjm
¯¯
“ ϕ
´ÿ
αiβjxi1 . . . xinxj1 . . . xjm
¯
“ÿ
αiβjφpxi1q . . . φpxinqφpxj1q . . . φpxjmq “
´ÿ
αiφpxi1q . . . φpxinq
¯´ÿ
βjφpxj1q . . . φpxjmq
¯
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“ ϕ
´ÿ
αixi1 . . . xin
¯
ϕ
´ÿ
βjxj1 . . . xjm
¯
.
Logo K xXy é uma álgebra livre.
Observação 1.6. Se Vn é um K-espaço vetorial com base tx1, . . . , xnu, então KxVny
denotará a álgebra Kxtx1, . . . , xnuy.
Corolário 1.1. Seja R uma álgebra gerada pelo conjunto tr1, . . . , rnu, então existe um
ideal bilateral J de K xXy tal que R é isomorfo à álgebra quociente K xXy
J
.
Demonstração. Considere o conjunto X “ tx1, . . . , xnu, defina φ : X ÝÑ R por φpxiq “ ri,
para cada i P t1, . . . nu. Como acabamos de ver existe um homomorfismo
ϕ : K xXy ÝÑ R. Pelo Primeiro Teorema do Isomorfismo (Teorema 1.5) basta tomar
J “ Kerpϕq e temos o resultado.
Definição 1.34. Considere R uma álgebra sobre K tal que R – K xXy
J
como no Corolário
1.1. Se U é um conjunto de geradores de J , então chamaremos U de conjunto de relações
de definição de R.
Definição 1.35. Seja R uma álgebra, o comutador de Lie de tamanho n, n ě 2, é
definido recursivamente por
rx1, x2s “ x1x2 ´ x2x1,
rx1, . . . , xn´1, xns “ rrx1, . . . , xn´1s , xns , n ě 3.
Definição 1.36. O operador linear δ do espaço vetorial R é uma derivação se
δpr1r2q “ δpr1qr2 ` r1δpr2q, @r1, r2 P R.
Diremos ainda que uma derivação é localmente nilpotente se para cada r P R existir
um inteiro não negativo n tal que δnprq “ 0.
Definição 1.37. Tome R uma K-álgebra gerada por elementos homogêneos de grau posi-
tivo. Então dado r P R temos que existem r1, . . . , rn P R tais que r “
ÿ
αpm1,...,mnqr
m1
1 . . . r
mn
n ,
com αpm1,...,mnq P K. Defina o homomorfismo de aumento ε : R ÝÑ K por εprq “
αp0,...,0q. Chamaremos ωpRq :“ Kerpεq de ideal de aumento de R. Note que ωpRq con-
siste dos elementos de R cujo termo multi-homogêneo constante (de multigrau p0, . . . , 0q)
é nulo. Definiremos a k-ésima potência do ideal de aumento ωpRq recursivamente, para
k ě 2, da seguinte forma
ωkpRq “ ωk´1pRqωpRq.
Proposição 1.13. Seja R uma K-álgebra gerada por elementos homogêneos de grau
positivo.
Capítulo 1. Ferramentas Iniciais 34
(i) A k-ésima potência do ideal de aumento ωpRq consiste dos elementos de R cuja
constante do multigrau pm1, . . . ,mnq, com m1 ` ¨ ¨ ¨ ` mn ă k, é nula (ou seja
αpm1,...,mnq “ 0).
(ii) Os elementos homogêneos r1, . . . , rn P R formam um sistema mínimo de geradores
de R se, e somente se, eles formam uma base para o espaço vetorial ωpRq módulo
ω2pRq.
Demonstração. Considere r1, . . . , rn P R elementos homogêneos de grau positivo que geram
R e tome r P R tal que
r “
ÿ
αpm1,...,mnqr
m1
1 . . . r
mn
n ,
onde αpm1,...,mnq P K para toda n-upla de inteiros não negativos pm1, . . . ,mnq.
(i) Suponha que r P ωkpRq e verifiquemos pelo processo de indução finita que αpm1,...,mnq “
0 para 0 ď m1 ` ¨ ¨ ¨ ` mn ă k. Se k “ 1, então 0 ď m1 ` ¨ ¨ ¨ ` mn ă 1 implica
que pm1, . . . ,mnq “ p0, . . . , 0q. Pela definição do ideal de aumento sabemos que
αp0,...,0q “ 0, logo ω1pRq “ ωpRq consiste dos elementos de R cuja constante de multi-
grau p0, . . . , 0q é nula. Suponha que para k ´ 1 a hipótese do item (i) seja válida, ou
seja, ωk´1pRq consiste dos elementos de R cuja constante de multigrau pm1, . . . ,mnq,
com 0 ď m1 ` ¨ ¨ ¨ `mn ă k ´ 1, é nula. Como r P ωkpRq “ ωk´1pRqωpRq existem
u P ωk´1pRq e v P ωpRq, u “
ÿ
βpi1,...,inqr
i1
1 . . . r
in
n e v “
ÿ
γpj1,...,jnqr
j1
1 . . . r
jn
n , tais
que r “ uv. Pela definição de produto sabemos que para pm1, . . . ,mnq fixo
αpm1,...,mnq “
ÿ
βpi1,...,inqγpj1,...,jnq,
onde a soma percorre todas as n-uplas de inteiros não negativos pi1, . . . , inq e
pj1, . . . , jnq tais que i1`¨ ¨ ¨`in`j1`¨ ¨ ¨`jn “ m1`¨ ¨ ¨`mn. Param1`¨ ¨ ¨`mn ă k
temos as possibilidades: (a) j1`¨ ¨ ¨` jn ă 1, então βpi1,...,inqγpj1,...,jnq “ βpi1,...,inq0 “ 0.
(b) j1` ¨ ¨ ¨ ` jn ě 1, logo i1` ¨ ¨ ¨ ` in` 1 ď i1` ¨ ¨ ¨ ` in` j1` ¨ ¨ ¨ ` jn ă k, ou seja,
i1 ` ¨ ¨ ¨ ` in ă k ´ 1 e pela hipotese de indução temos neste caso que βpi1,...,inq “ 0,
assim βpi1,...,inqγpj1,...,jnq “ 0. Logo para m1 ` ¨ ¨ ¨ `mn ă k, pelo que vimos em (a) e
(b), podemos observar que
αpm1,...,mnq “
ÿ
βpi1,...,inqγpj1,...,jnq “ 0.
Onde podemos concluir que ωkpRq consiste dos elementos de R cuja constante de
multigrau pm1, . . . ,mnq, com 0 ď m1 ` ¨ ¨ ¨ `mn ă k, é nula.
(ii) Considere r1, . . . , rn P R os elementos homogêneos que formam um sistema mínimo
de geradores de R, tome r P ωpRqr ω2pRq, então r “
ÿ
αpm1,...,mnqr
m1
1 . . . r
mn
n , com
αpm1,...,mnq P K, αp0,...,0q “ 0 e αpm1,...,mnq não todos nulos para m1 ` ¨ ¨ ¨ `mn “ 1.
Defina
x “ αp1,0,...,0qr1 ` αp0,1,...,0qr2 ` ¨ ¨ ¨ ` αp0,...,0,1qrn,
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então r´x P ω2pRq, pois αp1,0,...,0qr1, αp0,1,...,0qr2, . . . , αp0,...,1,0qrn´1 e αp0,...,0,1qrn são os
únicos termos de multigrau pm1, . . . ,mnq com m1 ` ¨ ¨ ¨ `mn “ 1. Logo segue que
r ´ x P ω2pRq ô r ` ω2pRq “ x` ω2pRq ô
r`ω2pRq “ αp1,0,...,0q
`
r1 ` ω2pRq
˘`αp0,1,...,0q `r2 ` ω2pRq˘`¨ ¨ ¨`αp0,...,0,1q `rn ` ω2pRq˘ .
Ou seja, tr1 ` ω2pRq, . . . , rn ` ω2pRqu gera o espaço vetorial ωpRq
ω2pRq . Digamos que
exista ti1, . . . , i`u Ă t1, . . . , nu, com ` ă n, talque tri1 ` ω2pRq, . . . , ri` ` ω2pRqu
também gera o espaço vetorial ωpRq
ω2pRq . Como ` ă n tome j P t1, . . . , nur ti1, . . . , i`u,
então por definição sabemos que rj R ω2pRq, assim existem β1, . . . , β` P K, não todos
nulos, tais que
rj ` ω2pRq “ β1
`
ri1 ` ω2pRq
˘` ¨ ¨ ¨ ` β` `ri` ` ω2pRq˘ ,
logo β1ri1 ` ¨ ¨ ¨ ` β`ri` ´ rj P ω2pRq, note que necessariamente temos β1ri1 ` ¨ ¨ ¨ `
β`ri` ´ rj “ 0, pois vimos no item (i) que ω2pRq só tem elementos cuja constante do
multigrau pm1, . . . ,mnq, 0 ď m1 ` ¨ ¨ ¨ `mn ă 2, é nula. Assim
rj “ β1ri1 ` ¨ ¨ ¨ ` β`ri` ,
o que contraria a minimalidade do sistema de geradores tr1, . . . , rnu de R.
6 tr1 ` ω2pRq, . . . , rn ` ω2pRqu é uma base para o espaço vetorial ωpRq
ω2pRq .
Suponha que tr1 ` ω2pRq, . . . , rn ` ω2pRqu forme uma base para o espaço vetorial
ωpRq
ω2pRq . Tome r P R qualquer, sem perda de generalidade suponha r P ωpRq, pois caso
r R ωpRq basta considerarmos r´ αp0,...,0q P ωpRq. Sabemos que existem α1, . . . , αn P
K tais que r ´ pα1r1 ` ¨ ¨ ¨ ` αnrnq P ω2pRq, assim temos x0, x1 P ωpRq com r ´
pα1r1 ` ¨ ¨ ¨ ` αnrnq “ x0x1. Novamente para i1 P t0, 1u temos α1i1 , . . . , αni1 P K
tais que xi1 ´pα1i1r1 ` ¨ ¨ ¨ ` αni1rnq P ω2pRq, ou seja, xi1 ´pα1i1r1 ` ¨ ¨ ¨ ` αni1rnq “
xi10xi11, com xi1i2 P ωpRq, i1, i2 P t0, 1u. Podemos repetir o processo para xi1i2 ,
i1, i2 P t0, 1u, e para os próximos elementos de ωpRq até que tenhamos xi1i2...im ´
pα1i1i2...imr1 ` ¨ ¨ ¨ ` αni1i2...imrnq “ 0, então quando fizermos as devidas substituições
veremos que r “
ÿ
αpm1,...,mnqr
m1
1 . . . r
mn
n , logo tr1, . . . , rnu é um sistema de geradores
de R, e este sistema é mínimo, pois caso tr1, . . . , r`u seja o sistema mínimo que gera
R com ` ă n, então tr1`ω2pRq, . . . , r``ω2pRqu será base de ωpRq
ω2pRq , como vimos na
implicação ñ, o que contraria a hipótese de tr1 ` ω2pRq, . . . , rn ` ω2pRqu ser base
de ωpRq
ω2pRq . Portanto os elementos homogêneos r1, . . . , rn P R formam um sistema
mínimo de geradores de R.
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1.4 Representações e Diagramas de Young
Definição 1.38. Sejam G um grupo e V um espaço vetorial. Uma representação Φ de
G em V é um homomorfismo de grupos
Φ : G ÝÑ GL pV q .
O grau da representação Φ é igual a dimensão do espaço vetorial V . A representação Φ é
fiel se Ker pΦq “ t0u, e Φ é trivial se Ker pΦq “ G.
Exemplo 1.14. (i) Considere o grupo Z˚3 e tomando V “ R2, defina
Φp1q “
˜
1 0
0 1
¸
Φp´1q “
˜
´1 0
0 1
¸
.
Assim definimos uma função Φ : Z˚3 ÝÑ GLpV q tal que
Φ p1p´1qq “ Φp´1q “
˜
´1 0
0 1
¸
“
˜
1 0
0 1
¸˜
´1 0
0 1
¸
“ Φp1qΦp´1q,
Φ p11q “ Φp1q “
˜
1 0
0 1
¸
“
˜
1 0
0 1
¸˜
1 0
0 1
¸
“ Φp1qΦp1q,
Φ pp´1qp´1qq “ Φp1q “
˜
1 0
0 1
¸
“
˜
´1 0
0 1
¸˜
´1 0
0 1
¸
“ Φp´1qΦp´1q.
Logo Φ é um homomorfismo de grupos, ou seja, uma representação de Z˚3 em R2.
Definição 1.39. Sejam G um grupo e V um espaço vetorial.
(i) Duas representação Φ : G ÝÑ GL pV q e Ψ : G ÝÑ GL pW q são chamadas de
equivalentes (ou isomorfas) se existir um homomorfismo bijetor θ : V ÝÑ W dos
espaços vetoriais V e W tais que
pθ ˝ Φpgqq pvq “ pΨpgq ˝ θq pvq, @v P V, @g P G.
(ii) Se W é um subespaço do K-espaço vetorial V e Φ é uma representação do grupo
G em V tal que pΦpgqq pwq P W para cada g P G e w P W , então a representação
Ψ : G ÝÑ GL pW q definida por
pΨpgqq pwq “ pΦpgqq pwq, @g P G, @w P W,
é chamada de sub-representação de Φ : G ÝÑ GL pV q. A sub-representação Ψ é
própia se W ‰ t0u e W ‰ V .
(iii) A representação Φ : G ÝÑ GL pV q é irredutível se não possuir sub-representações
próprias. Φ é completamente irredutível se for a soma direta de representações
irredutíveis.
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Definição 1.40. Sejam V um espaço vetorial, R uma álgebra associativa e
EndpV q :“ tΦ : V ÝÑ V | Φ é um homomorfismou. Chamaremos V de R-módulo
se existir um homomorfismo entre álgebras ρ : R ÝÑ EndpV q tal que ρp1q “ id. As
noções de grau, equivalente, sub-representação, irredutível e completamente irredutível de
representações correspondem a noções similares para R-módulos.
Exemplo 1.15. Seja G um grupo finito. Então a álgebra de grupo KG é um espaço
vetorial sobre K de dimensão finita. Se Φ : G ÝÑ GLpV q é uma representação, então
defina ρ : KG ÝÑ GLpV q nos elementos da base de KG por
ρpgq “ Φpgq, g P G.
Assim estendemos para um elemento qualquer
ÿ
αgg P KG por
ρ
´ÿ
αgg
¯
“
ÿ
αgρpgq.
Note que para g, h P G temos
ρpghq “ Φpghq “ ΦpgqΦphq “ ρpgqρphq e ρpg ` hq “ ρpgq ` ρphq.
Logo ρ é um homomorfismo entre álgebras, ou seja, V é um KG-módulo. Neste caso é
comum dizermos G-módulo ao invés de KG-módulo.
Proposição 1.14. Sejam Φ : G ÝÑ GL pV q e Ψ : G ÝÑ GL pW q duas representações de
G. Defina Θ : G ÝÑ GL pV ‘W q por
pΘpgqq pv ‘ wq “ ppΦpgqq pvqq ‘ ppΨpgqq pwqq ,
para cada g P G, v P V e w P W . Então Θ é uma representação de G em V ‘ W ,
chamaremos Θ de soma direta de Φ com Ψ e denotaremos Θ “ Φ‘ Ψ .
Proposição 1.15. Para duas G-representações Φ : G ÝÑ GLpV q e Ψ : G ÝÑ GLpW q,
onde V e W são espaços vetoriais sobre K, defina
pΦb Ψpgqq pv b wq “ ppΦpgqq pvqq b ppΨpgqq pwqq ,
para cada g P G, v P V e w P W . Temos que Φ b Ψ : G ÝÑ GLpV b W q é uma G-
representação de V bW a qual chamaremos de produto tensorial de Φ por Ψ . O resultado
é análogo para quando o produto tensorial é simétrico.
Exemplo 1.16. Tome V e W dois G-módulos cujas representações sejam
ρ1 : KG ÝÑ EndpV q e ρ2 : KG ÝÑ EndpW q. V bW é o G-módulo que possui como
representação ρ1 b ρ2 : KG ÝÑ EndpV bW q. Se V1, . . . , Vn são G-módulos, definimos
recursivamente
V1 b ¨ ¨ ¨ b Vn “ pV1 b ¨ ¨ ¨ b Vn´1q b Vn.
O caso é análogo para quando o produto tensorial é simétrico.
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Definição 1.41. Sejam G um grupo finito e V1, . . . , Vr G-módulos não isomorfos dois
a dois. Tome W um G-módulo de dimensão finita tal que se decompõe em uma soma
de G-módulos irredutíveis da seguinte forma W “ W1 ‘ ¨ ¨ ¨ ‘Ws. Se mi dos módulos
W1, . . . ,Ws são isomorfos a Vi, chamaremos o inteiro não negativo mi de multiplicidade
de Vi na decomposição de W e escreveremos
W “ m1V1 ‘ ¨ ¨ ¨ ‘mrVr.
O proximo teorema pode ser encontrado em [9], Teorema 12.1.15.
Teorema 1.6. Sejam G um grupo finito e K um corpo algebricamente fechado. Então o
número de G-módulos irredutíveis não isomorfas de G é igual ao número de classes de
conjugação de G.
Observação 1.7. No grupo das permutações Sn sabemos que existem σ1, . . . , σt P Sn tais
que Sn “
tď
i“1
rσis. Como vimos no Teorema 1.6 o número de G-módulos não isomorfos
de Sn é t, digamos que estes G-módulos sejam M1, . . . ,Mt. Então Sn – M1 ‘ ¨ ¨ ¨ ‘Mt.
Digamos que a decomposição em produtos de ciclos disjuntos de σi seja
σi “
´
1 . . . λpiq1
¯´
λ
piq
1 ` 1 . . . λpiq1 ` λpiq2
¯
¨ ¨ ¨
´
λ
piq
1 ` ¨ ¨ ¨ ` λpiqki´1 ` 1 . . . λpiq1 ` ¨ ¨ ¨ ` λpiqki
¯
,
sempre é possível tomar um representante para a classe de conjugação desse tipo, basta
observar o que foi feito na demonstração da Proposição 1.6. Como existe uma bijeção
tM1, . . . ,Mtu ÐÑ tσ1, . . . , σtu é usual denotarmos
Mi “M prσisq “Mλpiq1 ,...,λpiqki .
Definição 1.42. Uma partição de n (em não mais que k partes) é uma k-upla de inteiros
não negativos λ “ pλ1, . . . , λkq em ordem não crescente (isto é λi ě λj para i ă j) é tal que
λ1 ` ¨ ¨ ¨ ` λk “ n. Usaremos a notação λ $ n. Se duas partições diferem apenas por uma
série de zeros no final, então nós a identificaremos como iguais. Por exemplo, se λ $ n e
λ “ pλ1, . . . , λkq, então λ “ pλ1, . . . , λk, 0q “ pλ1, . . . , λk, 0, 0q “ pλ1, . . . , λk, 0, . . . , 0q $ n.
Suponha que tµ1, . . . , µ`u “ tλ1, . . . , λku, ` ď k, µi ą µj para i ă j e µi aparece ri-vezes
na k-upla λ “ pλ1, . . . , λkq, então é conveniente escrever a partição de forma reduzida da
seguinte maneira λ “ pµr11 , . . . , µr`` q.
Observação 1.8. Existe uma bijeção entre o conjunto das classes de equivalência de Sn e o
conjunto das partições de n. Para verificar isso note que dada uma partição λ “ pλ1, . . . , λkq
de n basta tomarmos
σ “ p1 . . . λ1q pλ1 ` 1 . . . λ1 ` λ2q ¨ ¨ ¨ pλ1 ` ¨ ¨ ¨ ` λk´1 ` 1 . . . λ1 ` ¨ ¨ ¨ ` λkq . (1.1)
Então λ está correspondida com a classe de conjugação rσs. Agora, como vimos na
Observação 1.7, dada a classe de conjugação rσs sempre podemos considerar o representante
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da forma (1.1). Temos que λ1 ` ¨ ¨ ¨ ` λk P t1, . . . , nu, ou seja, λ1 ` ¨ ¨ ¨ ` λk ď n. Se
λ1 ` ¨ ¨ ¨ ` λk ă n, então existe p P N tal que λ1 ` ¨ ¨ ¨ ` λk ` p “ n. Redefinindo σ da
seguinte forma
σ “ σ pλ1 ` ¨ ¨ ¨ ` λk ` 1q pλ1 ` ¨ ¨ ¨ ` λk ` 2q ¨ ¨ ¨ pλ1 ` ¨ ¨ ¨ ` λk ` pq .
Note que σ “ σ e a classe rσs estará correspondida com λ “ pλ1, . . . , λk, 1pq. Se λ1 `
¨ ¨ ¨ ` λk “ n então rσs estará correspondido com λ “ pλ1, . . . , λkq, assim como vimos na
Observação 1.7, existe uma bijeção entre as representações irredutíveis, não isomorfas duas
a duas, de Sn e as partições de n, o que nos leva a notação
Sn “
à
λ$n
M pλq ,
onde a soma percorre todas as partições de n e M pλq é a representação irredutível de Sn
que está relacionada com a partição λ de n.
Definição 1.43. O diagrama de Young rλs da partição λ “ pλ1, . . . , λkq pode ser
definido graficamente como o conjunto de caixas, de mesmo tamanho, justificadas à
esquerda tal que na i-ésima linha temos λi caixas. Note que, levando em conta as notações
da Definição 1.42, para desenharmos o diagrama de Young da partição λ precisamos
considerar a k-upla pλ1, . . . , λkq e não sua forma reduzida pµr11 , . . . , µr`` q.
Exemplo 1.17. Vejamos alguns diagramas de Young. Considere as partições λ “ p4, 2, 1q
e µ “ p22, 13q de 7, então:
Figura 1 – Diagramas de Young de rλs, a esquerda, e rµs, a direita.
Definição 1.44. Para uma partição λ “ pλ1, . . . , λkq $ n, definimos a λ-tabela, denotada
por Tλ, de conteúdo α “ pα1, . . . , αmq, onde α1`¨ ¨ ¨`αm “ n, como o diagrama de Young
rλs cujas caixas estão preenchidas com uma quantidade αi de números i.
Exemplo 1.18. Considere λ “ p3, 2q $ 5 e α “ p1, 3, 1q, β “ p3, 2q e γ “ p1, 4q.
Note que apesar das λ-tabela das Figuras 2 e 3 possuirem o mesmo conteúdo α, elas não
estão preenchidas da mesma maneira. Observe também que λ e β são iguais como par
ordenado, mas tem significado diferente se olharmos como partição ou como conteúdo
de uma λ-tabela. Este fato é reforçado se observarmos que o conteúdo pode admitir uma
ordem crescente dos elementos da k-upla, como é o caso do conteúdo γ.
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1 3 2
2 2
Figura 2 – λ-tabela de conteúdo α
2 2 2
3 1
Figura 3 – λ-tabela de conteúdo α
1 2 1
2 1
Figura 4 – λ-tabela de conteúdo β
2 2 2
2 1
Figura 5 – λ-tabela de conteúdo γ
Definição 1.45. Sejam λ “ pλ1, . . . , λkq $ n uma partição e Tλ uma λ-tabela de conteúdo
α “ pα1, . . . , αmq.
(i) A tabela Tλ é semistandard se as entradas não decrescem da esquerda para direita
nas linhas e são estritamente crescentes de cima para baixo nas colunas.
(ii) A tabela Tλ é standard se for semistandard e αi “ 1 para todo i P t1, . . . .mu.
Desta forma teremos, necessariamente, que n “ m e todo inteiro 1, . . . , n aparece
exatamente uma vez na tabela.
Exemplo 1.19. Na Figura 6, da esquerda para direita, temos exemplos de, respectivamente,
uma tabela semistandard, uma standard e uma que não é semistandard.
1 1 2 4
2 2
3
1 3 6 7
2 4
5
1 2 3 4
6 5
7
Figura 6 – Tabelas standard e semistandard.
Definição 1.46. Sejam V um K-espaço vetorial de dimensão s e Φ uma representação
de GLm pKq em V . Suponha que exista uma base tv1, . . . , vsu de V tal que se tomamos
g “
¨˚
˚˝βpgq11 . . . βpgq1m... . . . ...
β
pgq
m1 . . . β
pgq
mm
‹˛‹‚P GLm pKq, que age da seguinte forma na base dada de V
pΦpgqq pvjq “ αpgq1j v1 ` ¨ ¨ ¨ ` αpgqsj vs, j P t1, . . . , su, αpgqij P K,
ou seja Φpgq “
¨˚
˚˝αpgq11 . . . αpgq1s... . . . ...
α
pgq
s1 . . . α
pgq
ss
‹˛‹‚, temos que αpgqij P K “βpgqpq |p, q P t1, . . . ,mu‰. Então
diremos que Φ é uma representação polinomial. O GLm pKq-módulo V é polinomial
se a representação correspondente é polinomial.
Definição 1.47. Seja Φ : GLm pKq ÝÑ GLs pKq uma representação polinomial. Se os
polinômios pΦpgqqpq das entradas da matriz Φpgq forem homogêneos de grau `, para cada
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g P GLm pKq, então diremos que a representação Φ é homogênea de grau `. Se o
GLm pKq-módulo polinomial V tem representação polinomial homogênea de grau `, então
o chamaremos de GLm pKq-módulo polinomial homogêneo de grau `.
Os resultados sobre representação polinomial que serão enunciados a seguir
podem ser encontrados em [9], Capítulo 12.
Teorema 1.7. (i) Toda representação polinomial de GLm pKq é uma soma direta de
sub-representações polinomiais homogêneas irredutíveis.
(ii) Todo GLm pKq-módulo polinomial homogêneo irredutível de grau n é isomorfo à um
submódulo de pKxVmyqpnq.
Teorema 1.8. (i) O conjunto das GLm pKq-representações polinomiais homogêneas
irredutíveis e não isomorfas duas a duas de grau n estão em bijeção com o conjunto
das partições λ “ pλ1, . . . , λmq de n (em não mais que m partes). Denotamos por
Wm pλq o GLm pKq-módulo irredutível relacionado a λ.
(ii) Seja λ “ pλ1, . . . , λmq uma partição de n. O GLm pKq-módulo Wm pλq é isomorfo a
um submódulo de pKxVmyqpnq. O GLm pKq-módulo pKxVmyqpnq possui uma decompo-
sição
pKxVmyqpnq –
ÿ
dλWm pλq ,
onde dλ é a dimensão do Sn-módulo irredutível M pλq e o somatório percorre todas
as partições de λ de n em não mais que m partes.
(iii) Como um subespaço vetorial de pKxVmyqpnq, o espaço vetorial Wm pλq é multi-
homogêneo. A dimensão de sua componenteW pn1,...,nmqm é igual ao número de λ-tabelas
semistandard de conteúdo pn1, . . . , nmq.
(iv) A série de Hilbert
Hilb pWm pλq , t1, . . . , tmq “
ÿ
dim
`
W pn1,...,nmqm
˘
tn11 . . . t
nm
m ,
é um polinômio simétrico e é igual ao quociente
D pλ1 `m´ 1, λ2 `m´ 2, . . . , λm´1 ` 1, λmq
D pm´ 1,m´ 2, . . . , 1, 0q ,
onde
D pµ1, . . . , µmq “
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
tµ11 t
µ1
2 . . . t
µ1
m´1 tµ1m
tµ21 t
µ2
2 . . . t
µ2
m´1 tµ2m
... ... . . . ... ...
t
µm´1
1 t
µm´1
2 . . . t
µm´1
m´1 tµm´1m
tµm1 t
µm
2 . . . t
µm
m´1 tµmm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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A função
Sλpt1, . . . , tmq “ Hilb pWm pλq , t1, . . . , tmq ,
é chamada de função de Schur correspondente a λ.
A próxima proposição pode ser consultada em [17].
Proposição 1.16. Seja Wm pλq o GLm pKq-módulo irredutível relacionado a λ. Então
dim pWm pλqq “
ź
1ďiăjďm
λi ´ λj ` j ´ i
j ´ i .
Exemplo 1.20. Seja λ “ p2, 1q uma partição de 3 e W3 pλq o GL3 pRq-módulo irredutível
relacionado a λ “ p2, 1q. As únicas p2, 1q-tabelas semistandard são as de conteúdo p1, 1, 1q,
p2, 1q, p1, 2q, p2, 0, 1q, p1, 0, 2q, p0, 2, 1q e p0, 1, 2q que estão mostradas na Figura 7.
1 2
3
1 3
2
1 1
2
1 2
2
1 1
3
1 3
3
2 2
3
2 3
3
Figura 7 – p2, 1q-tabelas semistandard.
Levando em conta o item (iii) do Teorema 1.8 segue que as dimensões das componentes
multi-homogêneas de W3 p2, 1q são
dim
´
W
pn1,n2,n3q
3
¯
“
$’’’&’’’%
2 , se pn1, n2, n3q “ p1, 1, 1q
1 , se pn1, n2, n3q P tp2, 1q, p1, 2q, p2, 0, 1q, p1, 0, 2q, p0, 2, 1q, p0, 1, 2qu
0 , caso contrário
.
Logo
Sp2,1qpt1, t2, t3q “ Hilb pW3p2, 1q, t1, t2, t3q “ 2t1t2t3 ` t21t2 ` t1t22 ` t21t3 ` t1t23 ` t22t3 ` t2t23.
Também podemos calcular a função de Schur correspondente a p2, 1q usando a fórmula do
determinante desta forma
Dp2`2, 1`1, 0`0q “
∣∣∣∣∣∣∣∣∣
t41 t
4
2 t
4
3
t21 t
2
2 t
2
3
1 1 1
∣∣∣∣∣∣∣∣∣ “ t
4
1t
2
2`t42t23`t21t43´pt22t43`t21t42`t41t23q “ pt21´t22qpt21´t23qpt22´t23q.
Dp2, 1, 0q “
∣∣∣∣∣∣∣∣∣
t21 t
2
2 t
2
3
t1 t2 t3
1 1 1
∣∣∣∣∣∣∣∣∣ “ t
2
1t2` t22t3` t1t23´pt2t23` t1t22` t21t3q “ pt1´ t2qpt1´ t3qpt2´ t3q.
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Assim
Sp2,1qpt1, t2, t3q “ Dp4, 2, 0q
Dp2, 1, 0q “
pt21 ´ t22qpt21 ´ t23qpt22 ´ t23q
pt1 ´ t2qpt1 ´ t3qpt2 ´ t3q “ pt1 ` t2qpt1 ` t3qpt2 ` t3q.
Definição 1.48. Seja λ “ pλ1, . . . , λmq uma partição de n em não mais que m partes e
sejam q1, . . . , qλ1 os comprimentos das colunas do diagrama de Young de λ.
(i) Definimos o polinômio standard de grau k por
skpx1, . . . , xkq “
ÿ
σPSk
signpσqxσp1q . . . xσpkq.
(ii) Denotamos por sλ “ sλpx1, . . . , xλ1q o seguinte polinômio de KxVmy
sλpx1, . . . , xλ1q “
λ1ź
j“1
sqjpx1, . . . , xqjq
Teorema 1.9. Seja λ “ pλ1, . . . , λmq uma partição de n em não mais que m partes e con-
sidere pKxVmyqpnq a componente homogênea de grau n de KxVmy. Os polinômios sλ geram
um GLm pKq-submódulo irredutível de pKxVmyqpnq isomorfo a Wm pλq e denotamos esse
gerador por wλpx1, . . . , xλ1q “ sλpx1, . . . , xλ1q. Podemos escrever wλpx1, . . . , xmq mesmo
que λ1 ă m.
O próximo lema é um caso partivular de um resultado encontrado por De
concini, Eisenbud e Procesi [6], veja tambem Almkvist, Dicks e Formanek [2]. Na versão
que iremos utilizar a primeira parte do lema foi demonstrado por Koshlukov [14] (Lema
1.1.3).
Lema 1.1. Sejam i, j P t1, . . . .du. i ă j e ∆ij uma derivação de Kxx1, . . . , xdy definida
por ∆ijpxjq “ xi, ∆ijpxkq “ 0, se k ‰ j. Tome wpx1, . . . , xdq P Kxx1, . . . , xdy um polinômio
multi-homogêneo de grau λ “ pλ1, . . . , λdq. Então wpx1, . . . , xdq é um gerador de W pλq se,
e somente se, ∆ij pwpx1, . . . , xdqq “ 0 para todo i ă j. Equivalentemente, wpx1, . . . , xdq é
um gerador para W pλq se, e somente se
gij pwpx1, . . . , xdqq “ wpx1, . . . , xdq, 1 ď i ď d,
onde gij é um operador linear de um espaço vetorial de dimensão d que envia xj em xi`xj
e fixa as demais entradas.
Observação 1.9. Se Wi, i P t1, . . . ,mu, são m cópias isomorfas ao GLd-módulo W pλq
e wi são geradores de Wi, então todos os geradores de qualquer submódulo de W pλq da
soma direta W1 ‘ ¨ ¨ ¨ ‘Wm é da forma ξ1w1 ` ¨ ¨ ¨ ` ξmwm, para algum ξi P K. Quaisquer
m geradores linearmente independentes podem servir como um conjunto de geradores do
GLd-módulo W1 ‘ ¨ ¨ ¨ ‘Wm.
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Lema 1.2. Sejam λ “ pλ1, . . . , λkq $ n uma partição e Tλ uma λ-tabela de conteúdo
α “ pα1, . . . , αmq. Denote por bi,j, i ă j, a quantidade de vezes que o inteiro j aparece
na linha i da tabela Tλ. Considere wpx1, . . . , xdq um gerador de W pλq Ă Kxx1, . . . , xdy.
Defina
uTλpx11, x12, . . . , x1d, x22, . . . , x2d, x31, . . . , xddq,
como o polinômio formado pelas componente multi-homogêneas de grau bi,q em xiq, q P
ti, i` 1, . . . , du, do polinômio
wpx11 ` x12 ` ¨ ¨ ¨ ` x1d, x22 ` ¨ ¨ ¨ ` x2d, . . . , xddq.
Defina também
vTλ “ vTλpx1, . . . , xdq “ uTλpx1, x2, . . . , xd, x2, . . . , xd, . . . , xdq.
Então o conjunto formado pelos polinômios vTλ, quando Tλ percorre todas as λ-tabelas
semistandard, é uma base para o espaço vetorial W pλq.
Demonstração. Por argumentos padrões de Vandermonde, o polinômio
uTλpx11, x12, . . . , x1d, x22, . . . , x2d, x31, . . . , xddq
é uma combinação linear de w
´ÿ
g1jx1j, . . . ,
ÿ
gdjxdj
¯
, gij P K, tais que as matrizes
d ˆ d pgijq pertencem a GLd pKq. Logo vTλpx1, . . . , xdq será uma combinação linear de
w
´ÿ
g1jxj, . . . ,
ÿ
gdjxj
¯
e pertencerá ao GLd-módulo W pλq gerado por wpx1, . . . , xdq.
Sem perda de generalidade, é suficiente considerar o caso em que W pλq é gerado por
wpx1, . . . , xdq “ sλpx1, . . . , xdq (ver Teorema 1.9). Por definição o polinômio wpx11 ` x12 `
¨ ¨ ¨ ` x1d, x22 ` ¨ ¨ ¨ ` x2d, . . . , xddq será um produto de polinômios standard
skjpx11 ` x12 ` ¨ ¨ ¨ ` x1d, x22 ` ¨ ¨ ¨ ` x2d, . . . , xkjkj ` ¨ ¨ ¨ ` xkjdq.
Então uTλpx11, x12, . . . , x1d, . . . , xddq é uma combinação linear de monômios começando com
xσp1qq1 . . . xσpk1qqk1 . Ordenaremos as variáveis por x1 ą . . . ą xd e consideraremos a ordem
do dicionário em Kxx1, . . . , xdy. A primeira coluna da λ-tabela semistandard Tλ contém
α11 ă . . . ă αk11 e em cada linha αi1 ď αij , com j P t2, . . . , λiu. Isto nos dá que o primeiro
monômio de vTλ começa com xα11xα21 . . . xαk11 . Logo as primeiras k1 variáveis do primeiro
monômio estão indexadas pelas entradas da primeira coluna da λ-tabela. Prosseguindo
da mesma maneira, obteremos que as próximas k2 variáveis do primeiro monômio estão
indexadas pela segunda coluna, e assim por diante. Então, para λ fixo, o primeiro monômio
de vTλ determina completamente a λ-tabela Tλ, logo os polinômios vTλ são linearmente
independentes. Uma vez que, pelo que vimos no item (iii) do Teorema 1.8, W pλq possui
uma base que está em correspondência biunívoca com as λ-tabelas semistandard. Como o
número de polinômios vTλ é igual ao número de λ-tabelas semistandad, obteremos que os
polinômios vTλ formam uma base para W pλq.
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Definição 1.49. Considere λ “ pλ1, . . . , λkq $ n e µ “ pµ1, . . . , µ`q $ m.
(i) Dizemos que λ ě µ quando k ě ` e λi ě µi, @i P t1, . . . , `u. Neste caso é usual
dizer que o diagrama de Young de µ está contido no diagrama de Young de λ e
escrevermos rµs Ă rλs.
(ii) Se λ ě µ temos a skew-partição λ r µ “ pλ1 ´ µ1, . . . , λ` ´ µ`, λ``1, . . . , λkq. O
skew-diagrama de Young rλr µs da skew-partição λr µ é representado grafica-
mente como o conjunto de caixas que pertencem ao diagrama de Young rλs e não
pertencem ao diagrama de Young rµs.
(iii) Quando rµs Ă rλs a λ r µ-skew-tabela Tλrµ é um preenchimento das caixas do
skew-diagrama de Young rλr µs com um dado conteúdo. Desta forma podemos usar
de maneira natural a Definição 1.45.
Exemplo 1.21. Sejam λ “ p3, 2q, µ “ p22q e ν “ p4, 3, 2q. Então λ r µ “ p1, 0q,
ν r λ “ p1, 1, 2q e seus respectivos skew-diagramas são construídos da seguinte forma
rλr µs “ r “ ˚ ˚
˚ ˚
“ .
rν r λs “ r “ ˚ ˚ ˚
˚ ˚
“ .
A seguir, na Figura 8, estão exemplos de Tνrλ skew-tabelas de conteúdo p1, 2, 1q e p2, 1, 1q,
respectivamente
3
2
1 2
1
2
1 3
Figura 8 – Skew-tabelas semi-standard.
Definição 1.50. Seja r1, r2, . . . , rn, . . . uma sequência de números inteiros positivos tal
que para qualquer n P N temos que na subsequência
r1, r2, . . . , rn,
a quantidade de números i é sempre maior, ou igual, a quantidade de números i` 1. Uma
sequência de inteiros positivos com esta propriedade é dito estar em rede.
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Exemplo 1.22. (i) A sequência 1, 2, 3, 1 está em rede. Para verificar este fato basta
observar as subsequências
1 1 aparece 1 vez.
1, 2 1 aparece 1 vez, 2 aparece 1 vez.
1, 2, 3 1 aparece 1 vez, 2 aparece 1 vez, 3 aparece 1 vez.
1, 2, 3, 1 1 aparece 2 vezes, 2 aparece 1 vez, 3 aparece 1 vez.
(ii) A sequência 1, 1, 2, 1, 2, 2, 1, 2, 3, 2, 1, 1, 2 não está em rede, pois na subsequência
1, 1, 2, 1, 2, 2, 1, 2, 3, 2 o número 1 aparece 4 vezes, enquanto o número 2 aparece 5
vezes.
Teorema 1.10 (Regra de Littlewood-Richardson). Sejam λ $ n e µ $ m, então
W pλq bW pµq –
ÿ
ν$pn`mq
κµνrλW pνq ,
onde κµνrλ é o número de νrλ-skew-tabelas (com ν ě λ) de conteúdo µ tal que a sequência
formada pelos números que preenchem rν r λs, na ordem que estão da direita para a
esquerda e depois para baixo, está em rede.
A demonstração da Regra de Littlewood-Richardson pode ser encontrada
em [17].
Observação 1.10. A skew-tabela da Figura 8
1
2
1 3
,
é tal que a sequência formada pelos números que a preenchem, na ordem que estão da
direita para a esquerda e depois para baixo, está em rede. Pois esta referida sequência é
1, 2, 3, 1 que, como vimos no Exemplo 1.22, está em rede.
Exemplo 1.23. Calcularemos W p3, 2q bW p2, 12q. Abaixo estão listadas as ν r p3, 2q-
skew-tabelas (com ν ě p3, 2q e ν $ 9) de conteúdo p2, 1, 1q tal que a sequência formada
pelos números que preenchem rν r p3, 2qs, na ordem que estão da direita para a esquerda
e depois para baixo, estão em rede.
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1 1
2
3
Figura 9 – Tp5,3,1qrp3,2q.
1 1
2
3
Figura 10 – Tp5,2,12qrp3,2q.
1
1 2
3
Figura 11 – Tp42,1qrp3,2q.
1
2
1 3
Figura 12 – Tp4,3,2qrp3,2q.
1
1
2
3
1
2
1
3
Figura 13 – Tp4,3,12qrp3,2q.
1
1 2
3
Figura 14 – Tp4,22,1qrp3,2q.
1
1
2
3
Figura 15 – Tp4,2,13qrp3,2q.
1
1 2
3
Figura 16 – Tp32,2,1qrp3,2q.
1
1
2
3
Figura 17 – Tp32,13qrp3,2q.
Logo κp2,1
2q
νrp3,2q “ 1 para
ν P tp5, 3, 1q, p5, 2, 12q, p42, 1q, p4, 3, 2q, p4, 22, 1q, p4, 2, 13q, p32, 2, 1q, p32, 13q, p3, 22, 12qu
e κp2,1
2q
p4,3,12qrp3,2q “ 2. Desta forma concluímos que
W p3, 2q bW p2, 12q – W p5, 3, 1q ‘W p5, 2, 12q ‘W p42, 1q ‘W p4, 3, 2q ‘ 2W p4, 3, 12q‘
W p4, 22, 1q ‘W p4, 2, 13q ‘W p32, 2, 1q ‘W p32, 13q ‘W p3, 22, 12q .
Observação 1.11. Note que no cálculo do Teorema 1.10 não está levando em consideração
em quantas partes a partição é feita. Se considerarmos este fato, então assumiremos que
Wm pλq “ 0 se λm`1 ‰ 0. Nesta situação o Exemplo 1.23 ficaria desta forma
W4p3, 2q bW4p2, 12q – W4p5, 3, 1q ‘W4p5, 2, 12q ‘W4p42, 1q ‘W4p4, 3, 2q ‘ 2W4p4, 3, 12q‘
W4p4, 22, 1q ‘W4p32, 2, 1q
.
Proposição 1.17. (i) pW1 ‘ ¨ ¨ ¨ ‘Wkqbsq “
à
q1`¨¨¨`qk“q
Wbsq11 b ¨ ¨ ¨ bWbsqkk .
(ii) Wdppq bsWdppq “
ÿ
0ďkď p2
Wdp2p´ 2k, 2kq.
(iii) Wdp1pq bsWdp1pq “
ÿ
0ďkď p2
Wdp2p´2k, 14kq.
Exemplo 1.24. Além da Regra de Littlewood-Richardson e da Proposição 1.17, num dado
momento será necessário conhecer a decomposição de W3p22q bsW3p22q que não pode ser
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1 1
2
3
Figura 18 – Tp3,22,12qrp3,2q.
computada pelas ferramentas que dispomos. Entretanto podemos calcular essa decomposição
de outro modo. Note que W3p22q bsW3p22q Ă W3p22q bW3p22q – W3p42q ‘W3p4, 3, 1q ‘
W3p4, 22q. Então
W3p22q bsW3p22q – ξ1W3p42q ‘ ξ2W3p4, 3, 1q ‘ ξ3W3p4, 22q,
onde ξi P t0, 1u para i P t1, 2, 3u. Da decomposição de W3p22q b W3p22q sabemos que
Hilb
`
W3p22q bW3p22q, t1, t2, t3
˘ “ Sp42qpt1, t2, t3q`Sp4,3,1qpt1, t2, t3q`Sp4,22qpt1, t2, t3q. Como
a série de Hilbert de W3p22q bs W3p22q contém um fator t41t42 e Sp42qpt1, t2, t3q é a única
função de Schur entre Sp42qpt1, t2, t3q, Sp4,3,1qpt1, t2, t3q e Sp4,22qpt1, t2, t3q que contém t41t42,
isto implica que W3p42q participa da decomposição de W3p22q bs W3p22q, logo ξ1 “ 1.
Finalmente, nós aplicaremos argumentos que levam em conta as dimensões:
dim
`
W3p22q bsW3p22q
˘ “ dim `W3p42q˘` ξ2dim pW3p4, 3, 1qq ` ξ3dim `W3p4, 22q˘ .
Uma vez que
dim
`
W3p22q
˘ “ 6, dim `W3p22q bsW3p22q˘ “ ˜6` 12
¸
“ 21,
dim
`
W3p42q
˘ “ dim pW3p4, 3, 1qq “ 15, dim `W3p4, 22q˘ “ 6,
e obtemos que a única possibilidade é ξ2 “ 0 e ξ3 “ 1, logo
W3p22q bsW3p22q – W3p42q ‘W3p4, 22q.
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2 Teoria de Invariantes
Agora introduziremos o conceito de invariantes algébricos, este tema pode ser
visto na referência [8], Capítulo 5. Nesta teoria existem dois teoremas principais: o primeiro
teorema fundamental dos invariantes que tem por objetivo nos dizer quem são os geradores
da álgebra dos invariantes, e o segundo teorema fundamental dos invariantes que fornece as
relações de definição entre os geradores desta álgebra. Em um caso particular, aplicado a
teoria dos invariantes de matrizes, veremos que uma álgebra de invariantes específica será
isomorfa a uma estrutura que será bastante importante quando estudarmos o resultado
principal desta dissertação, a álgebra traço. Começaremos com uma observação que
estabilizará uma notação e depois com um exemplo de ação que será bastante importante.
Observação 2.1. Seja U um espaço vetorial de dimensão finita sobre K com base
tu1, . . . , umu. O conjunto
Kru1, . . . , ums “ KrU s “ K‘ U ‘ S2 pUq ‘ S3 pUq . . .
denotará a álgebra simétrica de U sobre K, que é o anel de polinômios em m variáveis
sobre K.
Exemplo 2.1. Seja Vd um espaço vetorial sobre K com base tx1, . . . , xdu. Dado
g “
¨˚
˚˝g11 . . . g1d... . . . ...
gd1 . . . gdd
‹˛‹‚P GLd pKq, definimos a ação canônica de GLd pKq em Vd por
g ¨ xj “ g1jx1 ` ¨ ¨ ¨ ` gdjxd, j P t1, . . . , du. (2.1)
Podemos estender essa ação para a álgebra KrVds da seguinte forma
g ¨ pxi1 . . . xinq “ pg ¨ xi1q ... pg ¨ xinq ,
onde g P GLd pKq e xij P tx1, . . . , xdu.
Definição 2.1. Considere a ação em KrVds definida no Exemplo 2.1 e G um subgrupo de
GLd pKq, se o polinômio fpx1, . . . , xdq P KrVds é tal que para qualquer g P G
g ¨ pfpx1, . . . , xdqq “ fpx1, . . . , xdq,
então este polinômio é chamado de G-invariante. O conjunto de todos os polinômios
G-invariantes é denotado por pKrVdsqG.
Proposição 2.1. Seja G um subgrupo de GLd pKq.
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(i) pKrVdsqG é uma álgebra, chamada de álgebra dos invariantes.
(ii) Denotando Sp pVdq a p-ésima potência simétrica de Vd, sabemos que
KrVds – K‘ Vd ‘ S pVdq ‘ S2 pVdq ‘ ¨ ¨ ¨ ‘ Sp pVdq ‘ . . .
Então para pKrVdsqG temos
pKrVdsqG – K‘ pVdqG ‘ pS pVdqqG ‘
`
S2 pVdq
˘G ‘ ¨ ¨ ¨ ‘ pSp pVdqqG ‘ . . .
No que segue iremos denotar por Ωk “ Ω “ K
“
ypiqpq |p, q P t1, . . . , ku, i P N
‰
, a
K-álgebra dos polinômios em infinitas variáveis comutativas e Ωkm a sub-álgebra
de Ωk gerada pelas variáveis typiqpq |p, q P t1, . . . , ku, i P t1, . . . ,muu. E ainda, a pp, qq-matriz
elementar epq é a matriz que possui 1 na entrada pp, qq e 0 nas demais.
Definição 2.2. (i) As matrizes de ordem k com entradas em Ωk
yi “
kÿ
p,q“1
ypiqpq epq, i P N,
são chamadas de matrizes genéricas de ordem k.
(ii) A álgebra gerada pelas matrizes genéricas de ordem k será denotada por Rk e é
chamada de álgebra das matrizes genéricas de ordem k. Rkm denotará a sub-
álgebra de Rk gerada pelas m primeiras matrizes genéricas y1, . . . , ym.
A seguir mostraremos um exemplo que ilustrará a álgebra de invariantes de
matrizes.
Exemplo 2.2. Considere o espaço vetorial M‘d2 “ M2pKq ‘ ¨ ¨ ¨ ‘M2pKq. Definimos
a ação de GL2pKq em M‘d2 por conjugação simultânea da seguinte forma, dados
a “ pa1, . . . , adq PM‘d2 e g P GL2pKq, temos:
gpaq “ pga1g´1, . . . , gadg´1q.
Sabemos que dimpM‘d2 q “ 4d, logo como também temos, por definição, 4d geradores para
a álgebra Ω2d segue que K
“
M‘d2
‰ – Ω2d. Em Ω2d podemos estender a ação por conjugação
da seguinte forma, dado g “
˜
a b
c d
¸
P GL2pKq, temos
gyjg
´1 “
¨˚
˚˝dpay
pjq
11 ` bypjq21 q ´ cpaypjq12 ` bypjq22 q
ad´ bc
´bpaypjq11 ` bypjq21 q ` apaypjq12 bypjq22 q
ad´ bc
dpcypjq11 ` dypjq21 q ´ cpcypjq21 ` dypjq22 q
ad´ bc
´bpcypjq11 ` dypjq21 q ` apcypjq12 ` dypjq22 q
ad´ bc
‹˛‹‚.
E a ação de g nas variáveis comutativas fica definida como
gpypjq11 q “ dpay
pjq
11 ` bypjq21 q ´ cpaypjq12 ` bypjq22 q
ad´ bc .
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gpypjq12 q “ ´bpay
pjq
11 ` bypjq21 q ` apaypjq12 bypjq22 q
ad´ bc .
gpypjq21 q “ dpcy
pjq
11 ` dypjq21 q ´ cpcypjq21 ` dypjq22 q
ad´ bc .
gpypjq22 q “ ´bpcy
pjq
11 ` dypjq21 q ` apcypjq12 ` dypjq22 q
ad´ bc .
Com essas ações que foram definidas é fácil observar que
`
K
“
M‘d2
‰˘G – pΩ2dqG, para
G ă GL2 pKq. Esse raciocínio foi feito para matrizes de ordem 2, mas podemos ver,
analogamente, para o caso de uma ordem k qualquer, basta definirmos
zj “
kÿ
p,q“1
zpjqpq epq “ g
˜
kÿ
p,q“1
ypjqpq epq
¸
g´1 “ gyjg´1,
onde zpjqpq é uma combinação linear de ypjqpq . Logo
g ¨ ypjqpq “ zpjqpq , p, q P t1, . . . , ku e j P t1, . . . , du.
Então
`
K
“
M‘dk
‰˘G – pΩkdqG. Chamaremos `K “M‘dk ‰˘GLkpKq de álgebra de invariantes de
d matrizes de ordem k, ou simplesmente de álgebra de invariantes de matrizes.
Definição 2.3. A álgebra traço Cn é a sub-álgebra unitária de Ωn gerada por todos os
traços de produtos de matrizes genéricas do tipo
tr pyi1 . . . yimq , ij,m P N.
Agora, Cnd é a sub-álgebra unitária de Ωnd gerada por todos os traços de produtos das d
primeiras matrizes genéricas.
O próximo teorema é um caso particular do primeiro teorema fundamental dos
invariantes aplicado à álgebra de invariantes de matrizes. Este teorema pode ser visto
em [10].
Teorema 2.1 (Primeiro Teorema Fundamental dos Invariantes de Matrizes). A álgebra
de invariantes pΩndqGLnpKq do Exemplo 2.2 é isomorfa à álgebra traço Cnd.
Note que o Primeiro Teorema Fundamental dos Invariantes de Matrizes nos
dá que a álgebra de invariantes pΩndqGLnpKq é gerada por todos os traços de produtos das
d primeiras matrizes genéricas, ou seja, tr pyi1 . . . yimq com ij P t1, . . . , du e m um inteiro
positivo qualquer, ao qual damos o nome de grau de tr pyi1 . . . yimq. Uma das perguntas
naturais que surge é se existe uma cota superior para o grau dos traços das matrizes
genéricas que geram Cnd. Afim de responder essa pergunta os seguintes resultados foram
obtidos.
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Teorema 2.2 (Teorema de Nagata-Higman). Se a álgebra (não-unitária e não-comutativa)
R é tal que rn “ 0 para todo r P R, então R é nilpotente, isto é, existe um inteiro positivo
N “ Npnq com r1 . . . rN “ 0, para todo r1, . . . , rN P R.
A classe de nilpotência Npnq do Teorema de Nagata-Higman está relacionada
da seguinte maneira com a teoria de invariantes de matrizes.
Teorema 2.3. Seja Npnq a classe de nilpotência do Teorema 2.2. Então a álgebra de
invariantes pΩndqGLnpKq é gerada por todos os traços tr pyi1 . . . yimq de grau menor, ou igual,
a Npnq.
Observação 2.2. É importante conhecermos o valor exato de Npnq para determinarmos
o grau máximo de tr pyi1 . . . yimq que gera pΩndqGLnpKq. Os únicos valores exatos de Npnq
são
Np1q “ 1 Np2q “ 3 Np3q “ 6 Np4q “ 10.
O exemplo a seguir mostra como podemos decompor uma matriz genérica.
Exemplo 2.3. Seja Xi “
¨˚
˝x
piq
11 x
piq
12 x
piq
13
x
piq
21 x
piq
22 x
piq
23
x
piq
31 x
piq
32 x
piq
33
‹˛‚ uma matriz genérica. Note que podemos
decompor essa matriz da seguinte forma
x
piq
11 ` xpiq22 ` xpiq33
3
¨˚
˝1 0 00 1 0
0 0 1
‹˛‚`
¨˚
˚˚˚˚
˚˝
2xpiq11 ´ xpiq22 ´ xpiq33
3 x
piq
12 x
piq
13
x
piq
21
´xpiq11 ` 2xpiq22 ´ xpiq33
3 x
piq
23
x
piq
31 x
piq
32
´xpiq11 ´ xpiq22 ` 2xpiq33
3
‹˛‹‹‹‹‹‚,
ou seja, Xi “ tr pXiq3 e` xi, onde e “ e11 ` e22 ` e33 é a matriz identidade 3ˆ 3 e xi uma
matriz genérica de traço nulo. De modo mais geral podemos ver que dada Xi uma matriz
genérica de ordem k, podemos decompô-la como Xi “ tr pXiq
k
e` xi, onde e “
kÿ
j“1
ejj é a
matriz identidade k ˆ k e xi uma matriz genérica de ordem k com traço nulo.
Definição 2.4. Usando as noções do Exemplo 2.3, definimos Ck0 como a álgebra gerada
pelos traços de produtos de matrizes do tipo xi. Quando não houver confusão sobre a ordem
das matrizes escreveremos apenas C0. Por um processo que pode ser visto em [16] p. 251,
podemos assumir que (exemplificando o caso das matrizes de ordem 3)
x1 “
¨˚
˝x
p1q
11 0 0
0 xp1q22 0
0 0 xp1q33
‹˛‚, xi “
¨˚
˚˝xpiq11 xpiq12 xpiq13xpiq21 xpiq22 xpiq23
x
piq
31 x
piq
32 ´
´
x
piq
11 ` xpiq22
¯‹˛‹‚. (2.2)
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Proposição 2.2. Considerando o Exemplo 2.3, temos que
C3d – K rtr pX1q , . . . , tr pXdqs b C0.
Demonstração. Sabemos que uma matriz genérica possui uma decomposição do tipo
X “ 13trpXqe ` x, onde e é a matriz identidade e x uma matriz de traço nulo. Se
X1, . . . , Xd são as d matrizes genéricas cujos traços de produtos geram C3d a ideia da
demonstração é observar que
tr pXi1Xi2q “ tr
ˆˆ
1
3trpXi1qe` xi1
˙ˆ
1
3trpXi2qe` xi2
˙˙
“
tr
ˆ
1
9trpXi1qtrpXi2qe`
1
3trpXi1qxi2 `
1
3trpXi2qxi1 ` xi1xi2
˙
“
1
3trpXi1qtrpXi2q ` trpxi1xi2q,
e
tr pXi1Xi2Xi3q “
tr
ˆˆ
1
9trpXi1qtrpXi2qe`
1
3trpXi1qxi2 `
1
3trpXi2qxi1 ` xi1xi2
˙ˆ
1
3trpXi3qe` xi3
˙˙
“
1
9trpXi1qtrpXi2qtrpXi3q `
1
3trpXi1qtrpxi2xi3q`1
3trpXi2qtrpxi1xi3q `
1
3trpXi3qtrpxi1xi2q ` trpxi1xi2xi3q
.
Ou seja
trpXi1Xi2 . . . Xikq “
ÿ
31´ttrpXh1qtrpXh2q . . . trpXhtqtrpxjt`1xjt`2 . . . xjkq,
onde a soma percorre as k-uplas ph1, . . . , ht, jt`1, . . . , jkq que são permutações de pi1, . . . , ikq.
Logo podemos ver como um elemento de C3d se escreve emK rtr pX1q , . . . , tr pXdqsbC0.
Existem dois teoremas fundamentais na teoria dos invariantes, um já foi apre-
sentado que é o Primeiro Teorema Fundamental dos Invariantes de Matrizes (Teorema 2.1)
que nos dá quem são os geradores da álgebra dos invariantes
`
K
“
M‘dn
‰˘GLnpKq, o outro é
o Segundo Teorema Fundamental dos Invariantes de Matrizes que tem como objetivo nos
fornecer uma descrição das relações de definição da álgebra dos invariantes.
Definição 2.5. Para σ P Sn escreva ela como produto de ciclos disjuntos da seguinte
maneira
σ “
´
i
p1q
1 . . . i
p1q
p1
¯
...
´
i
pkq
1 . . . i
pkq
pk
¯
,
onde também estão inclusos os 1-ciclos, ou seja, 1, . . . , n aparecem exatamente uma vez
nesta decomposição. Defina
trσpx1, . . . , xnq “ tr
´
x
i
p1q
1
. . . x
i
p1q
p1
¯
. . . tr
´
x
i
pkq
1
. . . x
i
pkq
pk
¯
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Teorema 2.4 (Segundo Teorema Fundamental dos Invariantes de Matrizes). Seja
fpx1, . . . , xnq “
ÿ
σPSn
ασtrσpx1, . . . , xnq, ασ P K,
um polinômio. Então f “ 0 é uma relação de definição para a álgebra matricial MkpKq, isto
é, fpA1, . . . , Anq “ 0 para todo A1, . . . , An P MkpKq se, e somente se,
ÿ
σPSn
ασσ pertence
ao ideal da álgebra de grupo KSn gerado pelo elemento
ÿ
σPSk`1
psignpσqqσ.
O Segundo Teorema Fundamental pode ser consulltado em [8], p.63.
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3 Resultado Principal
Explicitar um conjunto mínimo dos geradores de Cnd e as relações de definição
entre eles (que seriam o Primeiro e o Segundo Teorema Fundamental dos Invariantes
de Matrizes) foi feito apenas em alguns casos. Em [1] Abeasis e Pittaluga encontraram
um sistema de geradores de C3d, para todo d ě 2, em termos da teoria de representação
do grupo linear geral e simétrico. Com base nesses geradores vamos mostrar que o grau
mínimo do conjunto das relações de definição de C3d é igual a 7 para todo d ě 3, e mais,
para d “ 3 encontraremos relações de definição de grau 8 para C33.
Pelo Teorema 2.3 e pela Observação 2.2 sabemos que a álgebra C3d possui
um sistema de geradores de grau ď 6. Sem perda de generalidade assumiremos que este
sistema consiste de traços de produtos tr pXi1 . . . Xikq. Seja Uk a subálgebra de C3d gerada
por todos os traços tr pXi1 . . . Xi`q de grau ` ď k. Claramente, Uk é também um GLd-
submódulo de C3d. Considere Cpk`1q3d a componente homogênea de grau k`1 de C3d. Então
a interseção Uk X Cpk`1q3d é um GLd-módulo e possui um complemento Gk`1 em Cpk`1q3d ,
que é o GLd-módulo dos “novos” geradores de grau k ` 1. Nós assumiremos que Gk`1 é
um submódulo de GLd-módulo gerado pelos traços de produtos tr
`
Xi1 . . . Xik`1
˘
de grau
k ` 1. O GLd-módulo dos geradores de C3d é
G “ G1 ‘G2 ‘ ¨ ¨ ¨ ‘G6.
Inicialmente vamos decompor o GLd-módulo dos geradores de C3d em repre-
sentações polinomiais irredutíveis e calcular suas dimensões.
Proposição 3.1. O GLd-módulo G dos geradores de C3d se decompõe como
G “ rW p1qs ‘ rW p2qs ‘ “W p3q ‘W p13q‰‘ “W p22q ‘W p2, 12q‰‘
‘ “W p3, 12q ‘W p22, 1q ‘W p15q‰‘ “W p32q ‘W p3, 13q‰ .
Onde G1 “ W p1q, G2 “ W p2q, G3 “ W p3q ‘ W p13q, G4 “ W p22q ‘ W p2, 12q, G5 “
W p3, 12q ‘W p22, 1q ‘W p15q e G6 “ W p32q ‘W p3, 13q. Cada W pλq Ă G tem um gerador
“canônico” tr pwλ pX1, . . . , Xdqq, onde wλ está definido no Teorema 1.9.
Demonstração. Esta decomposição está feita em [1]. Devemos prestar atenção que a
notação utilizada para os diagramas de Young é o inverso do que estamos usando aqui.
Corolário 3.1. Os números gk de geradores de grau k ď 6 em qualquer sistema mínimo
de geradores de C3d são
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g1 “ d, g2 “ 12pd ` 1qd, g3 “
1
3dpd
2 ` 2q, g4 “ 124pd ` 1qdpd ´ 1qp5d ´ 6q,
g5 “ 130dpd ´ 1qpd ´ 2qp3d
2 ` 4d ` 6q, g6 “ 148pd ` 2qpd ` 1qdpd ´ 1qpd
2 ´ 3d ` 4q.
O número total de geradores é
g “ gpdq “ 1240dp5d
5 ` 19d4 ´ 5d3 ` 65d2 ` 636q.
Demonstração. O número gk é igual a dimensão do GLd-submódulo Gk do GLd-módulo G
dos geradores de C3d. Aplicando a Proposição 1.16 em cada móduloW pλq da decomposição
de G que foi dado na Proposição 3.1 e usando que
g1 “ dim pG1q “ dim pW p1qq ,
g2 “ dim pG2q “ dim pW p2qq ,
g3 “ dim pG3q “ dim pW p3qq ` dim
`
W p13q˘ ,
g4 “ dim pG4q “ dim
`
W p22q˘` dim `W p2, 12q˘ ,
g5 “ dim pG5q “ dim
`
W p3, 12q˘` dim `W p22, 1q˘` dim `W p15q˘ ,
g6 “ dim pG6q “ dim
`
W p32q˘` dim `W p3, 13q˘ ,
teremos o resultado desejado. A efeito de exemplo calculemos dim
`
W p32q˘. Sabemos que
dim
`
W p32q˘ “ ź
1ďiăjďd
λi ´ λj ` j ´ i
j ´ i ,
onde λ1 “ λ2 “ 3 e λk “ 0 para k P t3, . . . , du.
i “ 1
ź
1ăjďd
λ1 ´ λj ` j ´ 1
j ´ 1 “
ź
1ăjďd
3´ λj ` j ´ 1
j ´ 1 “
ź
1ăjďd
2´ λj ` j
j ´ 1 “ˆ
2´ λ2 ` 2
2´ 1
˙˜ ź
2ăjďd
2´ λj ` j
j ´ 1
¸
“
ˆ
4´ 3
1
˙˜ ź
3ďjďd
j ` 2
j ´ 1
¸
“ˆ
3` 2
3´ 1
˙ˆ
4` 2
4´ 1
˙
...
ˆ
d´ 1` 2
d´ 1´ 1
˙ˆ
d` 2
d´ 1
˙
“ 52
6
3 . . .
d` 1
d´ 1
d` 2
d´ 1 “
pd`2q!
4!
pd´ 1q! “
pd` 2q!
4!pd´ 1q! ñ
ź
1ăjďd
λ1 ´ λj ` j ´ 1
j ´ 1 “
pd` 2q!
4!pd´ 1q! .
i “ 2
ź
2ăjďd
λ2 ´ λj ` j ´ 2
j ´ 2 “
ź
2ăjďd
3´ λj ` j ´ 2
j ´ 2 “
ź
3ďjďd
1´ λj ` j
j ´ 2 “
ź
3ďjďd
j ` 1
j ´ 2 “
pd`1q!
3!
pd´ 2q! “
pd` 1q!
3!pd´ 2q! ñ
ź
2ăjďd
λ2 ´ λj ` j ´ 2
j ´ 2 “
pd` 1q!
3!pd´ 2q! .
i ě 3
ź
3ďiăjďd
λi ´ λj ` j ´ i
j ´ i “
ź
3ďiăjďd
j ´ i
j ´ i “ 1.
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Logo
dim
`
W p32q˘ “ ź
1ďiăjďd
λi ´ λj ` j ´ i
j ´ i “˜ ź
1ăjďd
λ1 ´ λj ` j ´ 1
j ´ 1
¸˜ ź
2ăjďd
λ2 ´ λj ` j ´ 2
j ´ 2
¸˜ ź
3ďiăjďd
λi ´ λj ` j ´ i
j ´ i
¸
“ˆ pd` 2q!
4!pd´ 1q!
˙ˆ pd` 1q!
3!pd´ 2q!
˙
1 “ 13
ˆ pd` 2q!
4!pd´ 2q!
˙ˆ pd` 1q!
2!pd´ 1q!
˙
“ 13
˜
d` 2
4
¸˜
d` 1
2
¸ .
As demais dimensões são calculadas de maneira análoga e valem
dim pW p1qq “ d, dim pW p2qq “
˜
d` 1
2
¸
,
dim pW p3qq “
˜
d` 2
3
¸
, dim
`
W p13q˘ “ ˜d
3
¸
,
dim
`
W p22q˘ “ d2
˜
d` 1
3
¸
, dim
`
W p2, 12q˘ “ 3˜d` 1
4
¸
,
dim
`
W p3, 12q˘ “ 6˜d` 2
5
¸
, dim
`
W p22, 1q˘ “ d˜d` 1
4
¸
,
dim
`
W p15q˘ “ ˜d
5
¸
, dim
`
W p3, 13q˘ “ 10˜d` 2
6
¸
.
Veremos agora que podemos analisar as realções de definição de C0 no lugar de
C3d, e que estas relações de deifinição estão contidas no quadrado de um ideal de aumento.
Observação 3.1. Da Proposição 2.2 temos que C3d – K rtr pX1q , . . . , tr pXdqs b C0, logo
C0 pode ser visto como uma subálgebra de C3d. Desta forma podemos dizer de C0 é gerado
por traços de produtos de matrizes genéricas com traço nulo de grau menor, ou igual, a 6.
Dos Corolários 1.1 e 3.1 temos que
C3d – K rz1, . . . , zgs
I
.
Uma vez que K rtr pX1q , . . . , tr pXdqs tem g1 “ d geradores, segue que C0 possui h “
g2 ` ¨ ¨ ¨ ` g6 geradores, ou seja, o GLd-módulo dos geradores de C0 é G2 ‘ ¨ ¨ ¨ ‘G6, logo
C0 – K rz1, . . . , zhs
J
.
Desta forma
K rz1, . . . , zgs
I
– C3d – K rtr pX1q , . . . , tr pXdqsbC0 – K rtr pX1q , . . . , tr pXdqs bK rz1, . . . , zhs
J
.
Então concluímos que I – J , isto significa que para explicitar as relações de definição de
C3d é suficiente que sejam dadas as relações de definição de C0. Defina
S :“ K rG2 ‘ ¨ ¨ ¨ ‘G6s ,
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a álgebra simétrica dos geradores de C0. Uma vez que G2 ‘ ¨ ¨ ¨ ‘G6 possui h geradores,
temos K rz1, . . . , zhs – K rG2 ‘ ¨ ¨ ¨ ‘G6s, logo o conjunto J das relações de definição de
C0 é o núcleo do isomorfismo natural S ÝÑ C0.
Proposição 3.2. Usando as notações da Observação 3.1, o conjunto das relações de
definição da álgebra C0 está contido no quadrado do ideal de aumento de S
J Ă ω2pSq.
Demonstração. Seja tf1, . . . , fhu um sistema mínimo de geradores homogêneos de C0,
então tf1 ` ω2pC0q, . . . , fh ` ω2pC0qu forma uma base para ωpC0q módulo ω2pC0q, assim
do fato de os elementos de uma base serem linearmente independentes temos que
α1
`
f1 ` ω2pC0q
˘` ¨ ¨ ¨ ` αh `fh ` ω2pC0q˘ “ ω2pC0q ô α1f1 ` ¨ ¨ ¨ ` αhfh P ω2pC0q,
só admite a solução trivial, ou seja, não existe uma relação da forma
α1f1 ` ¨ ¨ ¨ ` αhfh ` upf1, . . . , fhq “ 0,
com upz1, . . . , zhq P ω2 pK rz1, . . . , zhsq e pα1, . . . , αhq P Khrtp0, . . . , 0qu. Logo, se upz1, . . . , zhq P
J é uma relação de definição de C0, suponha que upz1, . . . , zhq R ω2pSq. Então existem
upz1, . . . , zhq P ω2pSq e pα1, . . . , αhq P Kh r tp0, . . . , 0qu tais que
upz1, . . . , zhq “ α1z1 ` ¨ ¨ ¨ ` αhzh ` upz1, . . . , zhq ñ
α1f1 ` ¨ ¨ ¨ ` αhfh ` upf1, . . . , fhq “ upf1, . . . , fhq “ 0
.
Uma vez que as relações de definição da álgebra C0 estão em ω2pSq é interessante
que conheçamos melhor ω2pSq. Para isso devemos decompor as componentes homogêneas`
ω2pSq˘pkq de ω2pSq, em especial a de grau k “ 7 e quando d “ 3 também a de grau k “ 8.
Lema 3.1. Os seguintes isomorfismos de GLd-módulos são válidos:
W p2q bsW p2q – W p4q ‘W p22q, (3.1)
W p2q bW p3q – W p5q ‘W p4, 1q ‘W p3, 2q, (3.2)
W p2q bW p13q – W p3, 12q ‘W p2, 13q, (3.3)
W p2q bW p22q – W p4, 2q ‘W p3, 2, 1q ‘W p23q, (3.4)
W p2q bW p2, 12q – W p4, 12q ‘W p3, 2, 1q ‘W p3, 13q ‘W p22, 12q, (3.5)
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W p3q bsW p3q – W p6q ‘W p4, 2q, (3.6)
W p3q bW p13q – W p4, 12q ‘W p3, 13q, (3.7)
W p13q bsW p13q – W p23q ‘W p2, 14q, (3.8)
W p2q bsW p2q bsW p2q – W p6q ‘W p4, 2q ‘W p23q, (3.9)
W p2q bW p3, 12q – W p5, 12q ‘W p4, 2, 1q ‘W p4, 13q ‘W p32, 1q ‘W p3, 2, 12q, (3.10)
W p2q bW p22, 1q – W p4, 2, 1q ‘W p3, 22q ‘W p3, 2, 12q ‘W p23, 1q, (3.11)
W p2q bW p15q – W p3, 14q ‘W p2, 15q, (3.12)
W p3q bW p22q – W p5, 2q ‘W p4, 2, 1q ‘W p3, 22q, (3.13)
W p13q bW p22q – W p32, 1q ‘W p3, 2, 12q ‘W p22, 13q, (3.14)
W p3q bW p2, 12q – W p5, 12q ‘W p4, 2, 1q ‘W p4, 13q ‘W p3, 2, 12q, (3.15)
W p13q bW p2, 12q – W p3, 22q ‘W p3, 2, 12q ‘W p3, 14q‘
W p23, 1q ‘W p22, 13q ‘W p2, 15q, (3.16)
pW p2q bsW p2qq bW p3q – W p7q ‘W p6, 1q ‘ 2W p5, 2q‘
W p4, 3q ‘W p4, 2, 1q ‘W p3, 22q, (3.17)
pW p2q bsW p2qq bW p13q – W p5, 12q ‘W p4, 13q ‘W p32, 1q‘
W p3, 2, 12q bW p22, 13q. (3.18)
Demonstração. As equações (3.2) a (3.5), (3.7) e (3.10) a (3.16) são consequências imediatas
da Regra de Littlewood-Richardson que apresentamos no primeiro capítulo desta dissertação
e o cálculo é feito como foi mostrado no Exemplo 1.23. Já as equações (3.1), (3.6) e (3.8)
são obtidas a partir da Proposição 1.17. Agora as equações (3.17) e (3.18) resultam de
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uma combinação do Teorema 1.10 e da Proposição 1.17. Para ilustrar a demonstração
vejamos como é obtida a equação (3.18). Pela Proposição 1.17 temos que
W p2q bsW p2q –
ÿ
0ďkď1
W p4´ 2k, 2kq “ W p4q ‘W p2, 2q.
Assim pW p2q bsW p2qq b W p13q –
`
W p4q ‘W p22q˘ b W p13q “ `W p4q bW p13q˘ ‘`
W p22q bW p13q˘. Agora vamos aplicar a Regra de Littlewood-Richardson aW p4qbW p13q
e W p22q bW p13q. As ν r p4q-skew-tabelas (com ν ě p4q e ν $ 7) de conteúdo p1, 1, 1q tal
que a sequência formada pelos números que preenchem rν r p4qs, na ordem que estão da
direita para a esquerda e depois para baixo, estão em rede são
1
2
3
Figura 19 – Tp5,12qrp4q
1
2
3
Figura 20 – Tp4,13qrp4q
Logo W p4q bW p13q – W p5, 12q ‘W p4, 12q. Já as ν r p22q-skew-tabelas com as caracterís-
ticas citadas acima, mas de conteúdo p1, 1, 1q, são
1
2
3
Figura 21 – Tp32,1qrp22q
1
2
3
Figura 22 – Tp3,2,12qrp22q
1
2
3
Figura 23 – Tp22,13qrp22q
E então W p22q bW p13q – W p32, 1q ‘W p3, 2, 12q ‘W p22, 13q. Portanto
pW p2q bsW p2qq bW p13q – W p5, 12q ‘W p4, 13q ‘W p32, 1q‘
W p3, 2, 12q bW p22, 13q.
Proposição 3.3. As componentes homogêneas
`
ω2pSq˘pkq de grau k ď 7 da potência
quadrada ω2pSq do ideal de aumento da álgebra simétrica de G2 ‘ ¨ ¨ ¨ ‘G6 se decompõe
como `
ω2pSq˘p4q – W p4q ‘W p22q,`
ω2pSq˘p5q – W p5q ‘W p4, 1q ‘W p3, 2q ‘W p3, 12q ‘W p2, 13q,`
ω2pSq˘p6q – 2W p6q ‘ 3W p4, 2q ‘ 2W p4, 12q ‘ 2W p3, 2, 1q‘
2W p3, 13q ‘ 3W p23q ‘W p22, 12q ‘W p2, 14q,
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`
ω2pSq˘p7q – W p7q ‘W p6, 1q ‘ 3W p5, 2q ‘ 3W p5, 12q‘
W p4, 3q ‘ 5W p4, 2, 1q ‘ 3W p4, 13q ‘ 3W p32, 1q ‘ 4W p3, 22q‘
6W p3, 2, 12q ‘ 2W p3, 14q ‘ 2W p23, 1q ‘ 3W p22, 13q ‘ 2W p2, 15q.
Demonstração. Primeiramente, note que
pG2 ‘ ¨ ¨ ¨ ‘G6qbsk “
ÿ
Gbsq22 b ¨ ¨ ¨ bGbsq66 ,
onde a soma percorre todas as 5-uplas de inteiros não-negativos pq2, . . . , q6q tais que
6ÿ
j“2
jqj “ k, pois Gj é uma componente homogênea de grau j. Logo temos que
S “ K‘ pG2 ‘ ¨ ¨ ¨ ‘G6q ‘ pG2 ‘ ¨ ¨ ¨ ‘G6qbs2 ‘ ¨ ¨ ¨ ‘ pG2 ‘ ¨ ¨ ¨ ‘G6qbsk ‘ ¨ ¨ ¨ ñ
ω2 pSq “ pG2 ‘ ¨ ¨ ¨ ‘G6qbs2 ‘ ¨ ¨ ¨ ‘ pG2 ‘ ¨ ¨ ¨ ‘G6qbsk ‘ ¨ ¨ ¨ “ÿ
2qp2q2 `¨¨¨`6qp2q6 “2
G
bsqp2q2
2 b ¨ ¨ ¨ bGbsq
p2q
6
6 ‘ ¨ ¨ ¨ ‘
ÿ
2qpkq2 `¨¨¨`6qpkq6 “k
G
bsqpkq2
2 b ¨ ¨ ¨ bGbsq
pkq
6
6 ‘ . . . .
Ou seja `
ω2pSq˘pkq “ÿGbsq22 b ¨ ¨ ¨ bGbsq66 , 2q2 ` ¨ ¨ ¨ ` 6q6 “ k,
note também que devemos ter q1 ` ¨ ¨ ¨ ` q6 ě 2, pois caso q1 ` ¨ ¨ ¨ ` q6 P t0, 1u teríamos K
ou Gj na decomposição de
`
ω2pSq˘pkq, o que não pode acontecer pela definição de ω2pSq.
Usando a Proposição 3.1, vejamos os casos:
Caso k ă 4 Neste caso o sistema $&%2q2 ` ¨ ¨ ¨ ` 6q6 “ kq2 ` ¨ ¨ ¨ ` q6 ě 2
não possui solução, logo
`
ω2pSq˘pkq “ 0 para k ă 4.
Caso k “ 4 Usando a equação (3.1) temos`
ω2pSq˘p4q “ G2 bs G2 “ W p2q bsW p2q – W p4q ‘W p22q.
Caso k “ 5 Das equações (3.2) e (3.3) concluímos que`
ω2pSq˘p5q “ G2 bG3 “ W p2q b `W p3q ‘W p13q˘ “ pW p2q bW p3qq‘`
W p2q bW p13q˘ – W p5q ‘W p4, 1q ‘W p3, 2q ‘W p3, 12q ‘W p2, 13q.
Caso k “ 6 Aplicando a Proposição 1.17, item piq, em `W p3q ‘W p13q˘bs2 e a partir das equações
(3.4) a (3.9) segue que`
ω2pSq˘p6q “ Gbs32 ‘G2 bG4 ‘Gbs23 “ pW p2q bsW p2q bsW p2qq‘`
W p2q b `W p22q ‘W p2, 12q˘˘‘ `W p2q ‘W p12q˘bs2 “
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pW p2q bsW p2q bsW p2qq ‘
`
W p2q bW p22q˘‘ `W p2q bW p2, 12q˘‘
pW p3q bsW p3qq ‘
`
W p3q bW p13q˘‘ `W p13q bsW p13q˘ – W p6q ‘W p4, 2q‘
W p23q ‘W p4, 2q ‘W p3, 2, 1q ‘W p23q ‘W p4, 12q ‘W p3, 2, 1q ‘W p3, 13q‘
W p22, 12q ‘W p6q ‘W p4, 2q ‘W p4, 12q ‘W p3, 13q ‘W p23q ‘W p2, 14q “ 2W p6q‘
3W p4, 2q ‘ 2W p4, 12q ‘ 2W p3, 2, 1q ‘ 2W p3, 13q ‘ 3W p23q ‘W p22, 12q ‘W p2, 14q.
Caso k “ 7 A partir das equações (3.10) a (3.15), (3.17) e (3.18) temos`
ω2pSq˘p7q “ Gbs22 ‘G3 bG5 ‘G3 bG4 “ `pW p2q bsW p2qq b `W p3q ‘W p13q˘˘
‘ `W p2q b `W p3, 12q ‘W p22, 1q ‘W p15q˘˘‘ ``W p3q ‘W p13q˘b `W p22q‘
W p2, 12q˘˘ “ ppW p2q bsW p2qq bW p3qq ‘ `pW p2q bsW p2qq bW p13q˘‘ pW p2q
bW p3, 12q˘‘ `W p2q bW p22, 1q˘‘ `W p2q bW p15q˘‘ `W p3q bW p22q˘‘ pW p3q
bW p2, 12q˘‘ `W p13q bW p22q˘‘ `W p13q bW p2, 12q˘ – W p7q ‘W p6, 1q‘
2W p5, 2q ‘W p4, 3q ‘W p4, 2, 1q ‘W p3, 22q ‘W p5, 12q ‘W p4, 13q ‘W p32, 1q‘
W p3, 2, 12q bW p22, 13q ‘W p5, 12q ‘W p4, 2, 1q ‘W p4, 13q ‘W p32, 1q‘
W p3, 2, 12q ‘W p4, 2, 1q ‘W p3, 22q ‘W p3, 2, 12q ‘W p23, 1q ‘W p3, 14q‘
W p2, 15q ‘W p5, 2q ‘W p4, 2, 1q ‘W p3, 22q ‘W p5, 12q ‘W p4, 2, 1q ‘W p4, 13q
‘W p3, 2, 12q ‘W p32, 1q ‘W p3, 2, 12q ‘W p22, 13q ‘W p3, 22q ‘W p3, 2, 12q‘
W p3, 14q ‘W p23, 1q ‘W p22, 13q ‘W p2, 15q “ W p7q ‘W p6, 1q‘
3W p5, 2q ‘ 3W p5, 12q ‘W p4, 3q ‘ 5W p4, 2, 1q ‘ 3W p4, 13q ‘ 3W p32, 1q‘
4W p3, 22q ‘ 6W p3, 2, 12q ‘ 2W p3, 14q ‘ 2W p23, 1q ‘ 3W p22, 13q ‘ 2W p2, 15q.
Lema 3.2. Os seguintes isomorfismos de GL3-módulo são válidos:
pW3p2q bsW3p2qq bW3p22q – W3p6, 2q ‘W3p5, 2, 1q ‘W3p42q
‘W3p4, 3, 1q ‘ 2W3p4, 22q,
(3.19)
pW3p2q bsW3p2qq bW3p2, 12q – W3p6, 12q ‘W3p5, 2, 1q ‘W3p4, 3, 1q
‘W3p32, 2q,
(3.20)
W3p2q bW3p32q – W3p5, 3q ‘W3p4, 3, 1q ‘W3p32, 2q, (3.21)
W3p2q b pW3p3q bsW3p3qq – W3p8q ‘W3p7, 1q ‘ 2W3p6, 2q ‘W3p5, 3q‘
W3p5, 2, 1q ‘W3p42q ‘W3p4, 3, 1q ‘W3p4, 22q,
(3.22)
W3p2q b
`
W3p3q bW3p13q
˘ – W3p6, 12q ‘W3p5, 2, 1q ‘W3p4, 3, 1q, (3.23)
W3p2q b
`
W3p13q bsW3p13q
˘ – W3p4, 22q, (3.24)
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W3p3q bW3p3, 12q – W3p6, 12q ‘W3p5, 2, 1q ‘W3p4, 3, 1q, (3.25)
W3p3q bW3p22, 1q – W3p5, 2, 1q ‘W3p4, 22q, (3.26)
W3p13q bW3p3, 12q – W3p4, 22q, (3.27)
W3p13q bW3p22, 1q – W3p32, 2q, (3.28)
W3p22q bW3p2, 12q – W3p4, 3, 1q ‘W3p32, 2q, (3.29)
W3p4q bsW3p4q – W3p8q ‘W3p6, 2q ‘W3p42q, (3.30)
W3p22q bsW3p22q – W3p42q ‘W3p4, 22q, (3.31)
W3p2, 12q bsW3p2, 12q – W3p4, 22q. (3.32)
Demonstração. A demonstração é feita de modo análogo à demonstração do Lema 3.1
para as equações (3.19) a (3.30), apenas tomando cuidado para o fato de que d “ 3 (ver
Observação 1.11). Já verificamos a equação (3.31) no Exemplo 1.24. Vejamos a equação
(3.32). Pela Regra de Littlewood-Richardson e pela Observação 1.11 temos
W3p13q bW3p1q – W3p2, 12q.
Logo
W3p2, 12q bsW3p2, 12q –
`
W3p13q bW3p1q
˘bs `W3p13q bW3p1q˘ “`
W3p13q bW3p13q
˘b pW3p1q bsW3p1qq – W3p23q bW3p2q – W3p4, 22q.
Proposição 3.4. Para d “ 3 a componente homogênea `ω2pSq˘p8q de grau 8 da potência
quadrada ω2pSq do ideal de aumento de S “ K rG1 ‘ ¨ ¨ ¨ ‘G6s se decompõe como`
ω2pSq˘p8q – 2W3p8q ‘W3p7, 1q ‘ 5W3p6, 2q ‘ 3W3p6, 12q ‘ 2W3p5, 3q ‘ 7W3p5, 2, 1q
‘5W3p42q ‘ 7W3p4, 3, 1q ‘ 10W3p4, 22q ‘ 4W3p32, 2q.
Demonstração. Como visto na demonstração da Proposição 3.3
pG2 ‘ ¨ ¨ ¨ ‘G6qbsk “
ÿ
Gbsq22 b ¨ ¨ ¨ bGbsq66 ,
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onde a soma percorre 2q2 ` ¨ ¨ ¨ ` 6q6 “ k e q1 ` ¨ ¨ ¨ ` q6 ě 2, logo`
ω2pSq˘p8q “ Gbs42 ‘ `Gbs22 bG4˘‘ pG2 bG6q ‘ `G2 bGbs23 ˘‘ pG3 bG5q ‘Gbs24 “
W3p2qbs4 ‘
`
W3p2qbs2 b
`
W3p22q ‘W3p2, 12q
˘˘‘ `W3p2q bW3p32q˘‘´
W3p2q b
`
W3p3q ‘W3p13q
˘bs2¯‘ ``W3p3q ‘W3p13q˘b `W3p3, 12q ‘W3p22, 1q˘˘‘`
W3p22q ‘W3p2, 12q
˘bs2 “ pW3p2q bsW3p2qqbs2 ‘ `pW3p2q bsW3p2qq bW3p22q˘‘`pW3p2q bsW3p2qq bW3p2, 12q˘‘ `W3p2q bW3p32q˘‘ pW3p2q b ppW3p3q bsW3p3qq‘`
W3p3q bW3p13q
˘‘ `W3p13q bsW3p13q˘˘˘‘ `W3p3q bW3p3, 12q˘‘`
W3p3q bW3p22, 1q
˘‘ `W3p13q bW3p3, 12q˘‘ `W3p13q bW3p22, 1q˘‘`
W3p22q bsW3p22q
˘‘ `W3p22q bW3p2, 12q˘‘ `W3p2, 12q bsW3p2, 12q˘ –`
W p4q ‘W p22q˘bs2 ‘W3p6, 2q ‘W3p5, 2, 1q ‘W3p42q ‘W3p4, 3, 1q ‘ 2W3p4, 22q‘
W3p6, 12q ‘W3p5, 2, 1q ‘W3p4, 3, 1q ‘W3p32, 2q ‘W3p5, 3q ‘W3p4, 3, 1q‘
W3p32, 2q ‘ pW3p2q b pW3p3q bsW p3qqq ‘
`
W3p2q b
`
W3p3q bW p13q
˘˘‘`
W3p2q b
`
W3p13q bsW p13q
˘˘‘W3p6, 12q ‘W3p5, 2, 1q ‘W3p4, 3, 1q ‘W3p5, 2, 1q‘
W3p4, 22q ‘W3p4, 22q ‘W3p32, 2q ‘W3p42q ‘W3p4, 22q ‘W3p4, 3, 1q ‘W3p32, 2q‘
W3p4, 22q – pW p4q bsW p4qq ‘
`
W p4q bW p22q˘‘ `W p22q bsW p22q˘‘W3p6, 2q‘
W3p5, 2, 1q ‘W3p42q ‘W3p4, 3, 1q ‘ 2W3p4, 22q ‘W3p6, 12q ‘W3p5, 2, 1q ‘W3p4, 3, 1q
‘W3p32, 2q ‘W3p5, 3q ‘W3p4, 3, 1q ‘W3p32, 2q ‘W3p8q ‘W3p7, 1q ‘ 2W3p6, 2q‘
W3p5, 3q ‘W3p5, 2, 1q ‘W3p42q ‘W3p4, 3, 1q ‘W3p4, 22q ‘W3p6, 12q ‘W3p5, 2, 1q‘
W3p4, 3, 1q ‘W3p4, 22q ‘W3p6, 12q ‘W3p5, 2, 1q ‘W3p4, 3, 1q ‘W3p5, 2, 1q ‘W3p4, 22q
‘W3p4, 22q ‘W3p32, 2q ‘W3p42q ‘W3p4, 22q ‘W3p4, 3, 1q ‘W3p32, 2q ‘W3p4, 22q
– 2W3p8q ‘W3p7, 1q ‘ 5W3p6, 2q ‘ 3W3p6, 12q ‘ 2W3p5, 3q ‘ 7W3p5, 2, 1q ‘ 5W3p42q‘
7W3p4, 3, 1q ‘ 10W3p4, 22q ‘ 4W3p32, 2q.
Até aqui decompomos as componentes homogêneas de ω2pSq para podermos
compreender melhor as relações de definição de C0, e por sua vez as de C3d. Agora vamos
especificar quais representações polinomiais W pλq devemos concentrar nossos esforços para
procurar por geradores de J .
Observação 3.2. Sabemos que se V é um K-espaço multigraduado, então
HilbpV, t1, . . . , tmq “
ÿ
dimpV pn1,...,nmqqtn11 . . . tnmm .
Defina hkpt1, . . . , tmq “
ÿ
n1`¨¨¨`nm“k
dimpV pn1,...,nmqqtn11 . . . tnmm , ou seja, hk é a componente
homogênea de grau k de HilbpV, t1, . . . , tmq. Se conhecermos hk, então podemos calcular a
quem cada componente
ÿ
n1`¨¨¨`nm“k
V pn1,...,nmq é isomorfa.
Lema 3.3. Sejam d “ 3 e J o núcleo do homomorfismo natural S ÝÑ C0, então:
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(i)
Hilb pC33, t1, t2, t3q “ ppt1, t2, t3q
qpt1, t2t3q ,
onde e1 “ e1pt1, t2, t3q “ t1 ` t2 ` t3, e2 “ e2pt1, t2, t3q “ t1t2 ` t1t3 ` t2t3, e3 “
e3pt1, t2, t3q “ t1t2t3 e
ppt1, t2, t3q “ 1´ e2 ` e3 ` e1e3 ` e22 ` e21e3 ´ e2e3 ´ 2e1e2e3 ` e23 ` e22e3 ´ e21e2e3`
2e21e23 ` e31e23 ` e22e23 ´ e21e2e23 ´ e1e33 ´ 2e1e22e23 ` 2e2e33 ´ e32e23 ` e31e33`
2e21e2e33 ´ 2e1e43 ´ e21e43 ` e1e22e33 ` e2e43 ´ e32e33 ´ 2e22e43 ´ e21e53 ` e1e22e43`
2e1e2e53 ´ e63 ´ e22e53 ` e1e63 ´ e2e63 ´ e21e63 ´ e73 ` e1e73 ´ e83
,
q “
˜
3ź
i“1
p1´ tiq
`
1´ t2i
˘ `
1´ t3i
˘¸˜ ź
1ďiăjď3
p1´ titjq2
`
1´ t2i tj
˘ `
1´ tit2j
˘¸ p1´ t1t2t3q .
(ii) Hilb pJ, t1, t2, t3q “
ÿ
ką0
hkpt1, t2, t3q, onde hk é a componente homogênea de grau k
de Hilb pJ, t1, t2, t3q que é tal que hkpt1, t2, t3q “ 0 para k ď 6 e
h7pt1, t2, t3q “ Sp3,22qpt1, t2, t3q,
h8pt1, t2, t3q “ Sp4,3,1qpt1, t2, t3q ` 2Sp4,22qpt1, t2, t3q ` Sp32,2qpt1, t2, t3q.
Demonstração. O item piq resulta dos cálculos feitos em [5], então vejamos piiq. Uma vez
que
S
J
– C0,
temos Hilb pS, t1, t2, t3q “ Hilb pC0, t1, t2, t3q `Hilb pJ, t1, t2, t3q. Sabemos que
Hilb pG2 ‘ ¨ ¨ ¨ ‘G6, t1, t2, t3q “ Hilb
`
W3p2q ‘W3p3q ‘W3p13q ‘W3p22q ‘W3p2, 12q‘
W3p3, 12q ‘W3p22, 1q ‘W3p32q, t1, t2, t3
˘ “ Hilb pW3p2q, t1, t2, t3q `Hilb pW3p3q, t1, t2, t3q`
Hilb
`
W3p13q, t1, t2, t3
˘`Hilb `W3p22q, t1, t2, t3˘`Hilb `W3p2, 12q, t1, t2, t3˘`
Hilb
`
W3p3, 12q, t1, t2, t3
˘`Hilb `W3p22, 1q, t1, t2, t3˘`Hilb `W3p32q, t1, t2, t3˘ “
Sp2qpt1, t2, t3q ` Sp3qpt1, t2, t3q ` Sp13qpt1, t2, t3q ` Sp22qpt1, t2, t3q`
Sp2,12qpt1, t2, t3q ` Sp3,12qpt1, t2, t3q ` Sp22,1qpt1, t2, t3q ` Sp32qpt1, t2, t3q
.
Se denotarmos Hilb pG2 ‘ ¨ ¨ ¨ ‘G6, t1, t2, t3q “
ÿ
ak1k2k3t
k1
1 t
k2
2 t
k3
3 teremos que a série de
Hilbert da álgebra simétrica S é
Hilb pS, t1, t2, t3q “
ź 1`
1´ tk11 tk22 tk33
˘ak1k2k3 .
Como já vimos, C33 – K rtr pX1q , tr pX2q , tr pX3qs b C0, logo
Hilb pC33, t1, t2, t3q “ Hilb pK rtr pX1q , tr pX2q , tr pX3qs , t1, t2, t3qHilb pC0, t1, t2, t3q .
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Do item piq e do fato de que
Hilb pK rtr pX1q , tr pX2q , tr pX3qs , t1, t2, t3q “ 1p1´ t1qp1´ t2qp1´ t3q
segue que
Hilb pC0, t1, t2, t3q “ ppt1, t2, t3q
qpt1, t2, t3qp1´ t1qp1´ t2qp1´ t3q .
Então o resultado segue ao expandirmos as primeiras componentes homogêneas de
Hilb pS, t1, t2, t3q ´Hilb pC0, t1, t2, t3q.
Corolário 3.2. Para d “ 3, a álgebra C0 possui um sistema mínimo de relações de
definição com a propriedade de que as relações de grau 7 e 8 formam GL3-módulos
isomorfos, respectivamente, a W3p3, 22q e W3p4, 3, 1q ‘ 2W3p4, 22q ‘W3p32, 2q.
Demonstração. Seja J o núcleo do homomorfismo natural S ÝÑ C0, então qualquer sistema
de elementos homogêneos em J que forma uma base para o espaço vetorial quociente
J{JωpSq será um sistema mínimo de geradores de J . Uma vez que ωpSq não contém
elementos homogêneos de grau 1 e J não contém elementos homogêneos de grau menor que
7, temos que as componentes multi-homogêneas de grau 7 e 8 de J e J{JωpSq possuem
mesma dimensão. Então J p7q e J p8q são isomorfos como GL3-módulos a pJ{JωpSqqp7q e
pJ{JωpSqqp8q, respectivamente, e assim o resultado seguirá a partir dos valores de h7 e h8
encontrados no Lema 3.3.
Observação 3.3. Seja Wd –
ÿ
m pλ1, . . . , λdqWd pλ1, . . . , λdq. Como vimos no Teorema
1.8 Wd pλ1, . . . , λdq é isomorfo a um submódulo de pKxx1, . . . , xdyqpnq, onde n é tal que
pλ1, . . . , λdq $ n. Então Wd pλ1, . . . , λdq XKxx1, . . . , xd´1y será isomorfo a um ideal não
nulo de pKxx1, . . . , xd´1yqpnq se λd “ 0 e Wd pλ1, . . . , λdq XKxx1, . . . , xd´1y “ 0 se λd ‰ 0,
assim
Wd XKxx1, . . . , xd´1y –
ÿ
m pλ1, . . . , λdqWd´1 pλ1, . . . , λdq .
Desta forma o Lema 3.3 e o Corolário 3.2 nos dizem que para d ď 3 J p7q – Wdp3, 22q,
agora para d ě 4 nos diz que na decomposição de J p7q não temos diagramas correspondentes
com partições em não mais que 1 ou 2 partes e o único com 3 partes é Wdp3, 22q, então
como J p7q Ă `ω2pSq˘p7q e pelo que vimos na Proposição 3.3 devemos procurar os geradores
de J p7q em
W p4, 13q,W p3, 22q,W p3, 2, 12q,W p3, 14q,W p23, 1q,W p22, 13q,W p2, 15q.
Vejamos alguns geradores para W pλq.
Proposição 3.5. Os seguintes elementos de S “ K rG2 ‘ ¨ ¨ ¨ ‘G6s são geradores:
Para λ “ p4, 13q:
w1 “ ptr ps3px1, x2, x3qpx1x4 ` x4x1qq ´ tr ps3px1, x2, x4qpx1x3 ` x3x1qq`
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tr ps3px1, x3, x4qpx1x2 ` x2x1qq ` 3tr
`
s3px2, x3, x4qx21
˘˘
trpx21q`
5
`´tr `s3px1, x2, x3qx21˘ trpx1x4q`
tr
`
s3px1, x2, x4qx21
˘
trpx1x3q ´ tr
`
s3px1, x3, x4qx21
˘
trpx1x2q
˘
,
w2 “ ptr ps3px1, x2, x3qx4q ´ tr ps3px1, x2, x4qx3q ` tr ps3px1, x3, x4qx2q`
3tr ps3px2, x3, x4qx1qq trpx31q ` 4
`´tr ps2px1, x2, x3qx1q trpx21x4q`
tr ps3px1, x2, x4qx1q trpx21x3q ´ tr ps3px1, x3, x4qx1q trpx21x2q
˘
,
w3 “
`
tr ps3px2, x3, x4qq trpx21q ´ tr ps3px1, x3, x4qq trpx1x2q`
tr ps3px1, x2, x4qq trpx1x3q ´ tr ps3px1, x2, x3qq trpx1x4qq trpx21q.
Para λ “ p3, 22q:
w1 “
ÿ
σPS3
signpσqtr `s3px1, x2, x3qxσp1qxσp2q˘ trpx1xσp3qq,
w2 “ tr ps3px1, x2, x3qx1q tr ps3px1, x2, x3qq ,
w3 “ tr
`rx1, x2s2˘ trpx1x23q ` tr `rx1, x3s2˘ trpx1x22q ` tr `rx2, x3s2˘ trpx31q´
tr prx1, x2s rx1, x3sq trpx1px2x3 ` x3x2qq ` 2tr prx1, x2s rx2, x3sq trpx21x3q´
2tr prx1, x3s rx2, x3sq trpx21x2q,
w4 “ trpx31q
`
trpx22qtrpx23q ´ ptrpx2x3qq2
˘` trpx1x22q `trpx21qtrpx23q ´ ptrpx1x3qq2˘`
trpx1x23q
`
trpx21qtrpx22q ´ ptrpx1x2qq2
˘`
2trpx21x2q
`´trpx1x2qtrpx23q ` trpx1x3qtrpx2x3q˘`
2trpx21x3q
`´trpx1x3qtrpx22q ` trpx1x2qtrpx2x3q˘`
tr px1px2x3 ` x3x2qq
`´trpx21qtrpx2x3q ` trpx1x2qtrpx1x3q˘ .
Para λ “ p3, 2, 12q:
w1 “ ptr ps3px1, x2, x3qpx2x4 ` x4x2qq ´ tr ps3px1, x2, x4qpx2x3 ` x3x2qq
4tr ps3px2, x3, x4qpx1x2 ` x2x1qq ` 2tr
`
s3px1, x3, x4qx22
˘˘
trpx21q`
p´tr ps3px1, x2, x3qpx1x4 ` x4x1qq ` tr ps3px1, x2, x4qpx1x3 ` x3x1qq
´6tr ps3px1, x3, x4qpx1x2 ` x2x1qq ´ 8tr
`
s3px2, x3, x4qx21
˘˘
trpx1x2q
`5 p´tr ps3px1, x2, x3qpx1x2 ` x2x1qq trpx1x4q`
tr ps3px1, x2, x4qpx1x2 ` x2x1qq trpx1x3qq`
10
`
tr
`
s3px1, x2, x3qx21
˘
trpx2x4q ´ tr
`
s3px1, x2, x4qx21
˘
trpx2x3q
tr
`
s3px1, x3, x4qx21
˘
trpx22q
˘
,
w2 “ trpx21q p´tr ps3px1, x2, x3q rx2, x4sq ´ tr ps3px2, x3, x4q rx1, x2sq`
tr ps3px1, x2, x4q rx2, x3sq ` 3tr ps3px2, x3, x4q rx1, x2sqq
`trpx1x2q ptr ps3px1, x2, x3q rx1, x4sq ´ tr ps3px1, x3, x4q rx1, x2sq
´tr ps3px1, x2, x4q rx1, x3sq ´ tr ps3px1, x3, x4q rx1, x2sqq
`3trpx1x3qtr ps3px1, x2, x4q rx1, x2sq ´ 3trpx1x4qtr ps3px1, x2, x3q rx1, x2sq ,
w3 “ tr
`rx1, x2s2˘ tr ps3px1, x3, x4qq ´ tr prx1, x2s rx1, x3sq tr ps3px1, x2, x4qq
`tr prx1, x2s rx1, x4sq tr ps3px1, x2, x3qq ,
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w4 “ ´2tr ps3px2, x3, x4qx2q trpx31q ` 2 ptr ps3px1, x3, x4qx2q
tr ps3px2, x3, x4qx1qq trpx21x2q ´ 2tr ps3px1, x2, x4qx2q trpx21x3q
`2tr ps3px1, x2, x3qx2q trpx21x4q ´ 2tr
`
spx1, x3, x4qx1
˘
trpx1x22q
`tr ps3px1, x2, x4qx1q tr px1px2x3 ` x3x2qq ´ tr ps3px1, x2, x3qx1q tr px1px2x4 ` x4x2qq ,
w5 “ tr ps3px1, x2, x3qx1q tr ps3px1, x2, x4qq ´ tr ps3px1, x2, x4qx1q tr ps3px1, x2, x3qq ,
w6 “
`
trpx21qtrpx22q ´ ptrpx1x2qq2
˘
tr ps3px1, x3, x4qq
` `´trpx21qtrpx2x3q ` trpx1x2qtrpx1x3q˘ tr ps3px1, x2, x4qq
` `trpx21qtrpx2x4q ´ trpx1x2qtrpx1x4q˘ tr ps3px1, x2, x3qq .
Para λ “ p3, 14q:
w1 “ tr ps5px1, x2, x3, x4, x5qq trpx21q,
w2 “
ÿ
σPS5,σp1q“1
signpσqtr `s3px1, xσp2q, xσp3qqx1˘ tr `s3px1, xσp4q, xσp5qq˘ .
Para λ “ p23, 1q:
w1 “ tr ps3px2, x3, x4q rx2, x3sq trpx21q
´ ptr ps3px1, x3, x4q rx2, x3sq ` tr ps3px2, x3, x4q rx1, x3sqq trpx1x2q
` ptr ps3px1, x2, x4q rx2, x3sq ` tr ps3px2, x3, x4q rx1, x2sqq trpx1x3q
´tr ps3px1, x2, x3q rx2, x3sq trpx1x4q ` tr ps3px1, x3, x4q rx1, x3sq trpx22q
´ ptr ps3px1, x2, x4q rx1, x3sq ` tr ps3px1, x3, x4q rx1, x2sqq trpx2x3q
tr ps3px1, x2, x3q rx1, x3sq trpx2x4q ` tr ps3px1, x2, x4q rx1, x2sq trpx23q
´tr ps3px1, x2, x3q rx1, x2sq trpx3x4q,
w2 “ p´3 ptr ps3px1, x2, x3qx4q ` tr ps3px2, x3, x4qx1qq ` tr ps3px1, x3, x4qx2q
`tr ps3px2, x3, x4qx1q ´ tr ps3px1, x2, x4qx3q
`tr ps3px2, x3, x4qx1qq tr ps3px1, x2, x3qq
`4tr ps3px1, x2, x3qx3q tr ps3px1, x2, x4qq
´4tr ps3px1, x2, x3qx2q tr ps3px1, x3, x4qq
`4tr ps3px1, x2, x3qx1q tr ps3px2, x3, x4qq .
Para λ “ p22, 13q:
w1 “ ptr prx1, x4s rx2, x5sq ` tr prx1, x5s rx2, x4sq
`2tr prx1, x2s rx4, x5sq ´ 2tr prx1, x5s rx2, x4sqq tr ps3px1, x2, x3qq
` p´tr prx1, x3s rx2, x5sq ´ tr prx1, x5s rx2, x3sq ´ 2tr prx1, x2s rx3, x5sq
`2tr prx1, x5s rx2, x3sqq tr ps3px1, x2, x4qq ` ptr prx1, x3s rx2, x4sq
`tr prx1, x4s rx2, x3sq ` 2tr prx1, x2s rx3, x4sq
´2tr prx1, x4s rx2, x3sqq tr ps3px1, x2, x5qq
`3tr prx1, x2s rx2, x5sq tr ps3px1, x3, x4qq ´ 3tr prx1, x2s rx2, x4sq tr ps3px1, x3, x5qq
`3tr prx1, x2s rx2, x3sq tr ps3px1, x4, x5qq ´ 3tr prx1, x2s rx1, x5sq tr ps3px2, x3, x4qq
`3tr prx1, x2s rx1, x4sq tr ps3px2, x3, x5qq ´ 3tr prx1, x2s rx1, x3sq tr ps3px2, x4, x5qq
`3tr `rx1, x2s2˘ tr ps3px3, x4, x5qq ,
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w2 “
ÿ
σPS5
ÿ
τPS2
signpστqtr `s3pxτp1q, xσp1q, xσp2qq˘ tr `s3pxσp3q, xσp4q, xσp5qqxτp2q˘
`
ÿ
σPS5
ÿ
τPS2
signpστqtr `s3pxτp1q, xσp1q, xσp2qq˘ tr `s3pxτp2q, xσp3q, xσp4qqxσp5q˘ ,
w3 “ tr ps3px1, x2, x3qq ptrpx1x4qtrpx2x5q ´ trpx1x5qtrpx2x4qq
`tr ps3px1, x2, x4qq p´trpx1x3qtrpx2x5q ` trpx1x5qtrpx2x3qq
`tr ps3px1, x2, x5qq ptrpx1x3qtrpx2x4q ´ trpx1x4qtrpx2x3qq
`tr ps3px1, x3, x4qq
`
trpx1x2qtrpx2x5q ´ trpx1x5qtrpx22q
˘
`tr ps3px1, x3, x5qq
`´trpx1x2qtrpx2x4q ` trpx1x4qtrpx22q˘
`tr ps3px1, x4, x5qq
`
trpx1x2qtrpx2x3q ´ trpx1x3qtrpx22q
˘
`tr ps3px2, x3, x4qq
`
trpx1x2qtrpx1x5q ´ trpx2x5qtrpx21q
˘
`tr ps3px2, x3, x5qq
`´trpx1x2qtrpx1x4q ` trpx2x4qtrpx21q˘
`tr ps3px2, x4, x5qq
`
trpx1x2qtrpx1x3q ´ trpx2x3qtrpx21q
˘
`tr ps3px3, x4, x5qq
`
trpx21qtrpx22q ´ ptrpx1x2qq2
˘
.
Para λ “ p2, 15q:
w1 “
ÿ
σPS6
signpσqtr `s5pxσp1q, xσp2q, xσp3q, xσp4q, xσp5qq˘ trpx1, xσp6qq,
w2 “
ÿ
σPS6
signpσqtr `s3pxσp1q, xσp2q, xσp3qqx1˘ tr `s3pxσp4q, xσp5q, xσp6qq˘
`
ÿ
σPS6
signpσqtr `s3px1, xσp1q, xσp2qqxσp3q˘ tr `s3pxσp4q, xσp5q, xσp6qq˘ .
Para λ P tp4, 13q, p3, 22q, p3, 2, 12q, p3, 14q, p23, 1q, p22, 13q, p2, 15qu, todo gerador w P W pλq Ă
ω2pSq é igual a uma combinação linear dos respectivos wi.
Demonstração. Vejamos o caso λ “ p3, 22q. Pela Proposição 1.17 temos que
pW p2q bsW p2qq bW p3q – pW p4q bW p3qq ‘
`
W p22q bW p3q˘ ,
onde pela Regra de Littlewood-Richardson podemos calcular que
W p4q bW p3q – W p7q ‘W p6, 1q ‘W p5, 2q ‘W p4, 3q,
W p22q bW p3q – W p5, 2q ‘W p4, 2, 1q ‘W p3, 22q.
LogoW p3, 22q participa com multiplicidade 1 na decomposição de pW p2q bsW p2qqbW p3q
e é um submódulo de W p22q b W p3q. Da Proposição 3.1 sabemos que W p3q Ă G3 e
W p2q “ G2, e seus geradores canônicos são trpx31q e trpx21q, respectivamente. Apliquemos
o Lema 1.2 em W p3q e W p2q para encontrarmos suas bases.
‚ W p2q
wp2qpx11`¨ ¨ ¨`x1d, x22`¨ ¨ ¨`x2d, . . . , xddq “ tr
`px11 ` ¨ ¨ ¨ ` x1dq2˘ “ dÿ
i,j“1
trpx1ix1jq.
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Seja Tp2q uma p2q-tabela semistandard de conteúdo α “ pα1, α2, . . . , αdq, onde α1 `
α2 ` ¨ ¨ ¨ ` αd “ 2. Caso αi “ 2, para i P t1, . . . , du fixado, e αm “ 0, se m ‰ i, então
uTp2qpx11, x12, . . . , x2d, . . . , xddq “ trpx21iq, logo
vtp2qpx1, . . . , xdq “ trpx2i q.
Caso i, j P t1, . . . , du, com i ă j, são tais que αi “ αj “ 1 e αm “ 0 para m ‰ i, j,
então uTp2qpx11, x12, . . . , x2d, . . . , xddq “ trpx1ix1jq ` trpx1jx1iq “ 2trpx1ix1jq, logo
vtp2qpx1, . . . , xdq “ 2trpxixjq.
Assim, pelo Lema 1.2
ttrpx2i q, trpxixjq|i ă ju,
é base para W p2q.
‚ W p3q
wp3qpx11 ` ¨ ¨ ¨ ` x1d, . . . , xddq “ tr
`px11 ` ¨ ¨ ¨ ` x1dq3˘ “ dÿ
i,j,k“1
trpx1ix1jx1kq.
Seja Tp3q uma p3q-tabela semistandard de conteúdo α “ pα1, α2, . . . , αdq, onde α1 `
α2 ` ¨ ¨ ¨ ` αd “ 3. Caso αi “ 3, para i P t1, . . . , du fixado, e αm “ 0, se m ‰ i, então
uTp3qpx11, . . . , xddq “ trpx31iq, logo
vTp3qpx1, . . . , xdq “ trpx3i q.
Caso i, j P t1, . . . , du, com i ă j, são tais que αi “ 1, αj “ 2 e αm “ 0 para m ‰ i, j,
então uTp3qpx11, x12, . . . , x2,d, . . . , xddq “ trpx1ix21jq ` trpx1jx1ix1jq ` trpx1ix21jq, logo
vTp3qpx1, . . . , xdq “ 3trpxix2jq.
Agora se i, j, k P t1, . . . , du, com i ă j ă k, são tais que αi “ αj “ αk “ 1
e αm “ 0 para m ‰ i, j, k, então uTp3qpx11, x12, . . . , x2,d, . . . , xddq “ trpx1ix1jx1kq `
trpx1ix1kx1jq`trpx1jx1ix1kq`trpx1jx1kx1iq`trpx1kx1ix1jq`trpx1kx1jx1iq “ trpx1ipx1jx1k`
x1kx1jqq`trppx1kx1j`x1jx1kqx1iq`trppx1jx1k`x1kx1jqx1iq “ 3trpx1ipx1jx1k`x1kx1jqq,
logo
vTp3qpx1, . . . , xdq “ 3trpxipxjxk ` xkxjqq.
Assim, pelo Lema 1.2
ttrpx3i q, trpxix2jq, trpxipxjxk ` xkxjqq|i ă j ă ku,
é base para W p3q.
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Considere o polinômio upx1, x2q “ trpx21qtrpx22q ´ ptrpx1x2qq2, que é multi-homogêneo de
grau p2, 2q. Note que
upx1, x1 ` x2q “ trpx21qtrpx21 ` x1x2 ` x2x1 ` x22q ´
`
trpx21q ` trpx1x2q
˘2 “
trpx21qtrpx22q ´ ptrpx1x2qq2 “ upx1, x2q ñ upx1, x1 ` x2q “ upx1, x2q.
Então, pelo Lema 1.1 temos que upx1, x2q é um gerador para W p22q. A linearização parcial
de upx1, x2q em x2 nos dá que
upx1, x2 ` x3q ´ upx1, x2q ´ upx1, x3q “ trpx21qtrpx22q ` 2trpx21qtrpx2x3q ` trpx21qtrpx23q
´ ptrpx1x2qq2 ´ 2trpx1x2qtrpx1x3q ´ ptrpx1x3qq2 ´ trpx21qtrpx22q ` ptrpx1x2qq2
´trpx21qtrpx23q ` ptrpx1x3qq2 “ 2trpx21qtrpx2x3q ´ 2trpx1x2qtrpx1x3q.
Logo, a menos de uma constante, a linearização de upx1, x2q é
vpx1, x2, x3q “ trpx21qtrpx2x3q ´ trpx1x2qtrpx1x3q.
Estamos procurando por um elemento w “ wpx1, x2, x3q em W p3q bW p22q Ă W p3q b
pW p2q bsW p2qq que é multi-homogêneo de grau p3, 2, 2q e satisfaz as condições
∆12pwq “ ∆13pwq “ ∆23pwq “ 0, (3.33)
onde ∆ij é a derivação definida no Lema 1.1. Usando um algoritmo conhecido que é
calculado em termos dos geradores de W p2q, W p3q, W p22q e de vpx1, x2, x3q, sabemos que
este tal elemento w é da forma
w “ ξ1trpx31qupx2, x3q ` ξ2trpx21x2qvpx3, x1, x2q ` ξ3trpx21x3qvpx2, x1, x3q
`ξ4trpx1x22qupx1x3q ` ξ5trpx1px2x3 ` x3x2qqvpx1, x2, x3q ` ξ6trpx1x23qupx1, x2q.
Usando a definição de derivação, calculemos ∆12pwq. Primeiramente veja que
∆12ptrpx22qq “ trp∆12px22qq “ trp∆12px2qx2 ` x2∆12px2qq “ trpx1x2 ` x2x1q “ 2trpx1x2q.
∆12
`ptrpx2x3qq2˘ “ ∆12ptrpx2x3qqtrpx2x3q ` trpx2x3q∆12ptrpx2x3qq “
2trp∆12px2x3qqtrpx2x3q “ 2trpx1x3qtrpx2x3q.
∆12 pupx2, x3qq “ ∆12
`
trpx22qtrpx33q ´ ptrpx2x3qq2
˘ “ ∆12 `trpx22q˘ trpx23q`
trpx22q∆12
`
trpx23q
˘´∆12 `ptrpx2x3qq2˘ “ 2trpx1x2qtrpx23q
´2trpx1x3qtrpx2x3q “ 2vpx3, x1, x2q.
∆12
`
ξ1trpx31qupx2, x3q
˘ “ ξ1 `∆12ptrpx31qqupx2, x3q ` trpx31q∆12pupx2, x3qq˘ “
ξ1trpx31q2vpx3, x1, x2q.
∆12ptrpx1x2qq “ trp∆12px1x2qq “ trp∆12px1qx2 ` x1∆12px2qq “ trpx21q.
∆12ptrpx3x2qq “ trp∆12px3x2qq “ trpx3x1q.
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∆12 pvpx3, x1, x2qq “ ∆
`
trpx23qtrpx1x3q ´ trpx3x1qtrpx3x2q
˘ “ trpx23q∆12ptrpx1x2qq
´trpx3x1q∆12ptrpx3x2qq “ trpx23qtrpx21q ´ trpx3x1qtrpx3x1q “
upx1, x3q.
∆12ptrpx21x2qq “ tr
`
∆12px21x2q
˘ “ tr `x21∆12px2q˘ “ trpx31q.
∆12
`
ξ2trpx21x2qvpx3, x1, x2q
˘ “ ξ2 `∆12 `trpx21x2q˘ vpx3, x1, x2q ` trpx21x2q∆12 pvpx3, x1, x2qq˘
“ ξ2
`
trpx31qvpx3, x1, x2q ` trpx21x2qupx1, x3q
˘
.
∆12 pvpx2, x1, x3qq “ ∆12
`
trpx22qtrpx1x3q ´ trpx2x1qtrpx2x3q
˘ “ ∆12 `trpx22q˘ trpx1x3q
´ p∆12 ptrpx1x2qq trpx2x3q ` trpx2x1q∆12 ptrpx3x2qqq “
2trpx1x2qtrpx1x3q ´ trpx21qtrpx2x3q ´ trpx2x1qtrpx3x1q “
´ `trpx21qtrpx2x3q ´ trpx1x2qtrpx1x3q˘ “ ´vpx1, x2, x3q.
∆12
`
ξ3trpx21x3qvpx2, x1, x3q
˘ “ ξ3trpx21x3q∆12 pvpx2, x1, x3qq “ ξ3trpx21x3q p´vpx1, x2, x3qq .
∆12
`
trpx1x22q
˘ “ tr px1 p∆12px2qx2 ` x2∆12px2qqq “ tr px1px1x2 ` x2x1qq “
trpx21x2q ` trpx1x2x1q “ 2trpx21x2q.
∆12
`
ξ4trpx1x22qupx1, x3q
˘ “ ξ4∆12 `trpx1x22q˘upx1, x3q “ ξ42trpx21x2qupx1, x3q.
∆12 ptrpx1px2x3 ` x3x2qqq “ tr px1p∆12px2qx3 ` x3∆12px2qqq “ trpx1px1x3 ` x3x1qq “
trpx21x3q ` trpx1x3x1q “ 2trpx21x3q.
∆12 pvpx1, x2, x3qq “ ∆12
`
trpx21qtrpx2x3q ´ trpx1x2qtrpx1x3q
˘ “ trpx21q∆12 ptrpx2x3qq
´∆12 ptrpx1x2qq trpx1x3q “ trpx21qtrpx3x1q ´ trpx21qtrpx1x3q “ 0.
∆12 pξ5trpx1px2x3 ` x3x2qqvpx1, x2, x3qq “ ξ5 p∆12 ptrpx1px2x3 ` x3x2qqq vpx1, x2, x3q
`trpx1px2x3 ` x3x2qq∆12 pvpx1, x2, x3qqq “
ξ52trpx21x3qvpx1, x2, x3q.
Logo
∆12pwq “ ∆12
`
ξ1trpx31qupx2, x3q ` ξ2trpx21x2qvpx3, x1, x2q ` ξ3trpx21x3qvpx2, x1, x3q`
ξ4trpx1x22qupx1x3q ` ξ5trpx1px2x3 ` x3x2qqvpx1, x2, x3q ` ξ6trpx1x23qupx1, x2q
˘ “
∆12
`
ξ1trpx31qupx2, x3q
˘`∆12 `ξ2trpx21x2qvpx3, x1, x2q˘`∆12 `ξ3trpx21x3qvpx2, x1, x3q˘`
∆12
`
ξ4trpx1x22qupx1x3q
˘`∆12 pξ5trpx1px2x3 ` x3x2qqvpx1, x2, x3qq `∆12 `ξ6trpx1x23qupx1, x2q˘
“ 2ξ1trpx31qvpx3, x1, x2q ` ξ2
`
trpx31qvpx3, x1, x2q ` trpx21x2qupx1, x3q
˘
´ξ3trpx21x3qvpx1, x2, x3q ` 2ξ4trpx21x2qupx1, x3q ` 2ξ5trpx21x3qvpx1, x2, x3q ` 0.
Ou seja
∆12pwq “ p2ξ1 ` ξ2q trpx31qvpx3, x1, x2q ` pξ2 ` 2ξ4q trpx21x2qupx1, x3q`
p´ξ3 ` 2ξ5q trpx21x3qvpx1, x2, x3q.
(3.34)
Analogamente calculamos ∆13pwq e ∆23pwq que resultarão em
∆13pwq “ p2ξ1 ` ξ3q trpx31qvpx2, x1, x3q ` p´ξ2 ` 2ξ5q trpx21x2qvpx1, x2, x3q
` pξ3 ` 2ξ6q trpx21x3qupx1, x2q.
∆23pwq “ p´ξ2 ` ξ3q trpx21x2qvpx2, x1, x3q ` 2 pξ4 ` ξ5q trpx1x22qvpx1, x2, x3q
` pξ5 ` ξ6q trpx1px2x3 ` x3x2qqupx1, x2q.
(3.35)
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Das equações (3.33), (3.34) e (3.35) obtemos o sistema linear homogêneo$’’’&’’’%
2ξ1 ` ξ2 “ ξ2 ` 2ξ4 “ ´ξ3 ` 2ξ5 “ 0
2ξ1 ` ξ3 “ ´ξ2 ` 2ξ5 “ ξ3 ` 2ξ6 “ 0
´ξ2 ` ξ3 “ 2 pξ4 ` ξ5q “ ξ5 ` ξ6 “ 0
.
A menos de uma constante, a solução do sistema é
ξ1 “ ξ4 “ ξ6 “ 1, ξ2 “ ξ3 “ ´2, ξ5 “ ´1.
Então
w “ trpx31qupx2, x3q ´ 2trpx21x2qvpx3, x1, x2q ´ 2trpx21x3qvpx2, x1, x3q ` trpx1x22qupx1x3q
´trpx1px2x3 ` x3x2qqvpx1, x2, x3q ` trpx1x23qupx1, x2q “
trpx31q
`
trpx22qtrpx23q ´ ptrpx2x3qq2
˘` trpx1x22q `trpx21qtrpx23q ´ ptrpx1x3qq2˘`
trpx1x23q
`
trpx21qtrpx22q ´ ptrpx1x2qq2
˘` 2trpx21x2q `´trpx1x2qtrpx23q`
trpx1x3qtrpx2x3qq ` 2trpx21x3q
`´trpx1x3qtrpx22q ` trpx1x2qtrpx2x3q˘`
tr px1px2x3 ` x3x2qq
`´trpx21qtrpx2x3q ` trpx1x2qtrpx1x3q˘ “ w4.
Na prática, na maioria dos casos, nós usaremos um algoritmo ligeiramente diferente para
determinar os wi. Consideraremos wi com coeficientes desconhecidos, em seguida nós o
calcularemos na álgebra traço C3d, em vez de na álgebra simétrica S, para utilizar os
programas que já temos exigindo que
gk` pwpx1, . . . , xdqq “ wpx1, . . . , xdq, 1 ď k ă ` ď d,
e assim obteremos os possíveis candidatos que coincide com o número proposto na Propo-
sição 3.3, concluímos que os wi’s realmente são os geradores procurados.
Proposição 3.6. Para d “ 3, os seguintes elementos de S “ K rG2 ‘ ¨ ¨ ¨ ‘G6s são
geradores:
Para λ “ p4, 3, 1q:
w1 “
ÿ
σPS3
signpσqtr `rx1, x2s2 xσp1qxσp2q˘ trpx1xσp3qq,
w2 “ ´tr
`
s3px1, x2, x3qx21
˘
trpx1x22q ` tr ps3px1, x2, x3qpx1x2 ` x2x1qq trpx21x2q
´tr `s3px1, x2, x3qx22˘ trpx31q,
w3 “ tr
`rx1, x2s2˘ tr ps3px1, x2, x3qx1q ,
w4 “ tr prx1, x2s rx1, x3sq
`
trpx21qtrpx22q ´ ptrpx1x2qq2
˘
´tr `rx1, x2s2˘ `trpx21qtrpx2x3q ´ trpx1x2qtrpx1x3q˘ ,
w5 “ tr ps3px1, x2, x3qx1q
`
trpx21qtrpx22q ´ ptrpx1x2qq2
˘
,
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w6 “
`
trpx21x2qtrpx22x3q ´ trpx21x3qtrpx32q
˘
trpx21q `
`´trpx31qtrpx22x3q
´trpx21x2qtrpx1px2x3 ` x3x2qq ` 3trpx21x3qtrpx1x22q
˘
trpx1x2q
` `trpx31qtrpx32q ´ trpx21x2qtrpx1x22q˘ trpx1x3q
` `trpx31qtrpx1px2x3 ` x3x2qq ´ 2trpx21x2qtrpx21x3q˘ trpx22q
`
´
´2trpx31qtrpx1x22q ` 2
`
trpx21x2q
˘2¯
trpx2x3q,
w7 “ tr ps3px1, x2, x3qq
`
trpx31qtrpx22q ´ 2trpx21x2qtrpx1x2q ` trpx1x22qtrpx21q
˘
.
Para λ “ p4, 22q existem 10 geradores, 9 deles estão listados a seguir:
w1 “ tr
`
s3px1, x2, x3qx21
˘
tr ps3px1, x2, x3qq ,
w2 “
ÿ
σPS3
signpσqtr `s3px1, x2, x3qxσp1qxσp1q˘ trpx21xσp3qq,
w4 “ ptr ps3px1, x2, x3qx1qq2 ,
w5 “ tr
`rx2, x3s2˘ `trpx21q˘2 ´ 2tr prx1, x3s rx2, x3sq trpx21qtrpx1x2q
`2tr prx1, x2s rx2, x3sq trpx21qtrpx1x3q ` tr
`rx1, x3s2˘ ptrpx1x2qq2
´2tr prx1, x2s rx1, x3sq trpx1x2qtrpx1x3q ` tr
`rx1, x2s2˘ ptrpx1x3qq2 ,
w6 “ tr
`rx1, x3s2˘ `trpx21qtrpx22q ´ ptrpx1x2qq2˘
´2tr prx1, x2s rx1, x3sq
`
trpx21qtrpx2x3q ´ trpx1x2qtrpx1x3q
˘
`tr `rx1, x2s2˘ `trpx21qtrpx23q ´ ptrpx1x3qq2˘ ,
w7 “
`´4trpx1x22qtrpx1x23q ` ptrpx1px2x3 ` x3x2qqq2˘ trpx21q
`4 `2trpx21x2qtrpx1x23q ´ trpx21x3qtrpx1px2x3 ` x3x2qq˘ trpx1x2q
`4 `2trpx21x3qtrpx1x22q ´ trpx21x2qtrpx1px2x3 ` x3x2qq˘ trpx1x3q
`4
´
´trpx31qtrpx1x23q `
`
trpx21x3q
˘2¯
trpx22q
`4 `trpx31qtrpx1px2x3 ` x3x2qq ´ 2trpx21x2qtrpx21x3q˘ trpx2x3q
`4
´
trpx31qtrpx1x22q `
`
trpx21x2q
˘2¯
trpx23q,
w8 “ ptr ps3px1, x2, x3qqq2 trpx21q,
w9 “
`
trpx21q
`
trpx22qtrpx23q ´ ptrpx2x3qq2
˘´ ptrpx1x2qq2 trpx23q
`2trpx1x2qtrpx1x3qtrpx2x3q ´ ptrpx1x3qq2 trpx22q
˘
trpx21q.
Para λ “ p32, 2q:
w1 “ ´tr
`rx2, x3s2 rx1, x2s˘ trpx21q
`tr prx1, x2s prx1, x3s rx2, x3s ` rx2, x3s rx1, x3sqq trpx1x2q
´2tr `rx1, x2s2 rx2, x3s˘ trpx1x3q ´ tr `rx1, x3s2 rx1, x2s˘ trpx22q
`2tr `rx1, x2s2 rx1, x3s˘ trpx2x3q ´ tr `rx1, x2s3˘ trpx23q,
w2 “ tr ps3px1, x2, x3q rx1, x2sq tr ps3px1, x2, x3qq ,
w3 “ tr ps3px1, x2, x3qx1q tr prx1, x2s rx2, x3sq ´ tr ps3px1, x2, x3qx2q tr prx1, x2s rx1, x3sq
`tr ps3px1, x2, x3qx3q tr
`rx1, x2s2˘ ,
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w4 “ tr ps3px1, x2, x3qx1q
`
trpx1x2qtrpx2x3q ´ trpx1x3qtrpx22q
˘
`tr ps3px1, x2, x3qx2q
`´trpx21qtrpx2x3q ` trpx1x2qtrpx1x3q˘
`tr ps3px1, x2, x3qx3q
`
trpx21qtrpx22q ´ ptrpx1x2qq2
˘
.
Em cada um dos casos, os geradores w P W3pλq Ă ω2pSq é igual a uma combinação linear
dos w1’s.
Demonstração. Os geradores são encontrados como foi feito na Proposição 3.5. É evidente
que se já conhecemos a forma explícita dos (candidatos a) geradores wi, conhecendo
a decomposição de
`
ω2pSq˘p8q dada na Proposição 3.4, podemos verificar que eles são
linearmente independentes em ω2pSq e satisfazem as condições do Lema 1.1, e portanto
realmente são geradores. Uma vez que para cada partição λ o número de geradores wi
coincide com a multiplicidade de W3pλq Ă ω2pSq da Proposição 3.4, concluímos que todo
gerador w P W3pλq Ă ω2pSq é uma combinação linear dos w1’s.
Finalmente iremos verificar qual é o grau mínimo das relações de definição de
C3d.
Teorema 3.1. Seja d ě 3. A álgebra C0 não possui nenhuma relação de definição de grau
ď 6. A estrutura de GLd-módulo das relações de definição homogêneas de grau 7 de C0,
isto é, da componente J p7q em S é
J p7q “ Wdp4, 13q ‘Wdp3, 22q ‘Wdp3, 2, 12q ‘Wdp23, 1q ‘Wdp22, 13q ‘Wdp2, 15q.
Nas notações da Proposição 3.5, as relações de definição de C0 que são geradores são:
Para λ “ p4, 13q:
12w1 ´ 15w2 ´ 20w3 “ 0. (3.36)
Para λ “ p3, 22q:
2w1 ´ w2 ` 2w3 “ 0.
Para λ “ p3, 2, 12q:
´6w1 ` 10w3 ´ 15w4 ` 40w6 “ 0.
Para λ “ p23, 1q:
12w1 ` w2 “ 0.
Para λ “ p3, 22q:
w2 “ 0.
Para λ “ p3, 22q:
2w1 ´ 5w2 “ 0.
Demonstração. Como vimos na Observação 3.3 devemos procurar os geradores de J p7q em
W p4, 13q, W p3, 22q, W p3, 2, 12q, W p3, 14q, W p23, 1q, W p22, 13q e W p2, 15q. Consideremos o
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caso λ “ p4, 13q. As relações w “ 0 possíveis são combinações lineares de w1, w2 e w3, logo
w “ ξ1w1 ` ξ2w2 ` ξ3w3 “ 0, (3.37)
e calcularemos w nas matrizes genéricas de traço nulo dadas em (2.2) da Definição 2.4. Os
coeficientes dos monômios
´
x
p1q
11
¯4
x
p2q
12 x
p3q
22 x
p4q
21 e
´
x
p1q
11
¯4
x
p2q
13 x
p3q
32 x
p4q
21 são, respectivamente,
20ξ1 ´ 8ξ2 ` 18ξ3 e 20ξ1 ` 12ξ3, então a equação (3.37) implica que$&%20ξ1 ´ 8ξ2 ` 18ξ3 “ 020ξ1 ` 12ξ3 “ 0 .
A menos de uma constante, a solução do sistema é
ξ1 “ 12, ξ2 “ ´15, ξ3 “ ´20. (3.38)
Então existe um único possível candidato para relação de definição que é um gerador
de Wdp4, 13q. Se calcularmos novamente (3.37) com os valores de (3.38) obteremos que
wpx1, x2, x3, x4q “ 0. Assim a multiplicidade de Wdp4, 13q em J é 1 e a correspondente rela-
ção é (3.36). Note que o caso λ “ p3, 14q não participa deste teorema, pois a multiplicidade
de Wdp3, 14q em J é 0.
Corolário 3.3. A dimensão das relações de definição de grau 7 da álgebra C3d é igual a
r7 “ r7pdq “ 27!pd` 1qdpd´ 1qpd´ 2qp41d
3 ´ 86d2 ` 114d´ 360q.
Demonstração. Como vimos na Observação 3.1, a dimensão das relações de grau 7 de C3d
coincide com as de C0, então pelo Teorema 3.1 e pela Proposição 1.16 segue o resultado.
Teorema 3.2. Let d “ 3. A estrutura de GLd-módulo das relações de definição homogêneas
da componente J p8q em S é
J p8q “ W3p4, 3, 1q ‘ 2W3p4, 22q ‘W3p32, 2q.
Nas notações da Proposição 3.6, as relações de definição que são geradores são:
Para λ “ p4, 3, 1q:
´6w1 ´ 18w2 ` 3w3 ` 3w5 ´ 8w7 “ 0.
Para λ “ p4, 22q: Todas as combinações lineares não triviais de
w1 ´ 15w2 ` 3w3 ` 214 w4 ´
5
2w5 `
5
2w6 ´ 3w7 ` 2w9 “ 0,
´36w2 ` 6w3 ` 272 w4 ´ 6w5 ` 6w6 ´ 9w7 ` w8 ` 6w9 “ 0.
Para λ “ p32, 2q:
6w1 ` 2w2 ´ 3w3 ´ 3w4 “ 0.
O número r8 das relações de definição de grau 8 de qualquer sistema homogêneo mínimo
de relações de definição da álgebra C33 é igual a 30.
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Demonstração. A decomposição de J p8q está feita no Corolário 3.2. A forma explícita dos
geradores é obtida como na demonstração do Teorema 3.1. Note que
dim pW3p4, 3, 1qq “
ˆ
4´ 3` 2´ 1
2´ 1
˙ˆ
4´ 1` 3´ 1
3´ 1
˙ˆ
3´ 1` 3´ 2
3´ 2
˙
“ 2523 “ 15,
dim
`
W3p4, 22q
˘ “ ˆ4´ 2` 2´ 12´ 1
˙ˆ
4´ 2` 3´ 1
3´ 1
˙ˆ
2´ 2` 3´ 2
3´ 2
˙
“ 3421 “ 6,
dim
`
W3p32, 2q
˘ “ ˆ3´ 3` 2´ 12´ 1
˙ˆ
3´ 2` 3´ 1
3´ 1
˙ˆ
3´ 2` 3´ 2
3´ 2
˙
“ 1322 “ 3.
Então
dim
`
J p8q
˘ “ dim `W3p4, 3, 1q ‘ 2W3p4, 22q ‘W3p32, 2q˘ “ dim pW3p4, 3, 1qq
`2dim `W3p4, 22q˘` dim `W3p32, 2q˘ “ 15` 12` 3 “ 30
Observação 3.4. Usando o Lema 1.2 podemos encontrar uma base explícita do conjunto
das relações de definição de grau 7 para C0, d ě 3, e de grau 8 para C0, d “ 3.
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