Photoacoustic image reconstruction algorithms are usually slow due to the large sizes of data that are processed. This paper proposes a method for exact photoacoustic reconstruction for the spherical geometry in the limiting case of a continuous aperture and infinite measurement bandwidth that is faster than existing methods namely (1) backprojection method and (2) the Norton-Linzer method [S. J. Norton and M. Linzer, "Ultrasonic reflectivity imaging in three dimensions: Exact inverse scattering solution for plane, cylindrical and spherical apertures," Biomedical Engineering, IEEE Trans. BME 28, 202-220 (1981)]. The initial pressure distribution is expanded using a spherical Fourier Bessel series. The proposed method estimates the Fourier Bessel coefficients and subsequently recovers the pressure distribution. A concept of frequency-radial duality is introduced that separates the information from the different radial basis functions by using frequencies corresponding to the Bessel zeros. This approach provides a means to analyze the information obtained given a measurement bandwidth. Using order analysis and numerical experiments, the proposed method is shown to be faster than both the backprojection and the Norton-Linzer methods. Further, the reconstructed images using the proposed methodology were of similar quality to the Norton-Linzer method and were better than the approximate backprojection method.
I. INTRODUCTION
Photoacoustic image reconstruction is an inverse problem requiring the estimation of the initial spatial distribution of pressure by processing a set of recorded signals. However, existing reconstruction methods 1-3 deal with a large amount of data due to the high measurement bandwidths. A novel frequency domain method is proposed for the spherical sensor configuration where the spatial pressure distribution is expanded using a spherical Fourier Bessel series. By processing only the frequencies corresponding to the Bessel zeros, the Fourier Bessel coefficients can be estimated and the spatial distribution recovered. This reduction in data processing provides a faster solution than previous reconstruction methods. Further, new insights relating the amount of information processing required with the spatial characteristics are provided.
Photoacoustic imaging has attracted considerable interest in recent years. This imaging method has the high resolution of ultrasound imaging and the high contrast of optical imaging. 4 In photoacoustic imaging, light absorbing particles can be visualized, providing valuable information for medical diagnosis. Photoacoustic imaging is especially applicable in biomedical scenarios. These applications include cancer detection where tumors have a high light absorption coefficient, imaging blood vessels, imaging small animals and for imaging external organs. This paper considers the case where the sensors are placed in a spherical configuration surrounding the sample under study and the spatial distribution is bounded within a known radius. Other configurations are possible and reconstruction algorithms have been provided for these different setups. 3, [5] [6] [7] [8] [9] The spherical configuration can be useful for imaging external organs, small animals or testing blood samples for cancer. A Fourier series 1 and a time domain backprojection method 2 was proposed for image reconstruction for the spherical geometry. Speed of image reconstruction is usually slow using these algorithms since a large number of samples need to be processed. More efficient and faster reconstruction algorithms are still needed for photoacoustic imaging.
The main contribution of this paper are as follows. A new method for photoacoustic image reconstruction is proposed which expands the spatial pressure distribution using a spherical Fourier Bessel series. A natural basis function (Fourier Bessel series) for the radial component is introduced which has not been previously mentioned in the photoacoustic literature. The Fourier Bessel series has been applied previously for solving boundary value problems 10 and for scattering in nuclear or atomic systems. 11, 12 The method proposed in this paper can be applied for inverse problems involving a wave equation and a frequency invariant compact source. The proposed method processes only the frequencies corresponding to the Bessel zeros to estimate the spherical Fourier coefficients and subsequently, recover the spatial distribution. A new concept of frequency-radial duality is introduced which shows that sampling at the Bessel zero frequencies separates the information from the different radial basis functions. The a) Author to whom correspondence should be addressed. Also at National ICT Australia, Canberra, ACT 2601, Australia. Electronic address: asalehin@rsise.anu.edu.au.
proposed method provides exact reconstruction only in the continuous limit where sampling is ignored. Further, a discretization of this exact method for practical implementation is proposed. Frequency-radial duality provides new insights into the information content given a finite bandwidth and volume of space occupied by the initial pressure distribution. The proposed method is proved to be faster than both the backprojection 2 and the Fourier series (Norton-Linzer) 1 methods using order analysis and numerical experiments. Furthermore, the computational order analysis provides conditions under which the Norton-Linzer method is faster than the backprojection algorithm. Moreover, spatial aliasing ideas from spherical array signal processing are extended for photoacoustic imaging.
This paper is organized as follows. The next section provides some theoretical background to the underlying wave equation associated with photoacoustic imaging. Section III outlines the problem statement, provides a description of the spherical Fourier Bessel expansion of the initial spatial distribution of pressure and introduces the proposed frequency-radial duality (F-R) based algorithm. Section IV extends the proposed method considering aliasing and discrete spatial sampling. Section V compares the F-R based method with the Norton-Linzer and the backprojection methods. Further, a computational order analysis is provided for these three methods. A description of the numerical experiments performed to validate and compare the F-R based method with previous methods are provided in Sec. VI. Section VII concludes the paper by providing a summary of the main ideas.
II. BACKGROUND ON PHOTOACOUSTIC IMAGING
This section provides a brief overview of photoacoustic imaging together with the solutions to the wave equations associated with it. Photoacoustic imaging uses pressure waves generated by the absorption of a laser pulse. It is generally assumed that the incident electromagnetic (EM) wave is absorbed instantaneously within the targeted volume of tissue. This condition can be met when the incident laser pulse duration is short such that the temporal illumination function can be approximated by a Dirac delta function dðtÞ. Assuming constant speed of propagation c in the medium, the pressure pðr; tÞ at a vector position r and time t in a lossless, linear medium is described by the inhomogeneous Helmholtz's equation 13, 14 @ 2 pðr; tÞ
where the time derivative of the impulsive pressure distribution p 0 ðrÞdðtÞ provides the driving force. The initial, spatial distribution of pressure is denoted by p 0 ðrÞ, however, this will be simply referred to as the spatial distribution in the rest of this paper. The spatial distribution is linearly related to the distribution of the EM absorption coefficient lðrÞ by
where WðrÞ is the optical fluence distribution and C is the dimensionless Grüneisen coefficient which is defined by C ¼ .c 2 =C p with . the volume expansion sensitivity and C p the isobaric specific heat capacity. By solving for p 0 ðrÞ, differences in the EM absorption property can be observed in the target volume. This can identify different types of tissues or cancerous regions which have different EM absorption coefficients.
The pressure recorded by an ultrasound transducer in the time domain and at a position r s can be described by the general solution to the inhomogeneous Helmholtz equation 10 (Chap. 9) (1), which is expressed as
where Ð V dr represents integration over a volume of space in R 3 and kÁk is a vector norm. The time domain solution is used in several reconstruction algorithms. 5, 6 Moreover, the Fourier transform of the measured acoustic wave (3) over time t can be written as
where i¢ ffiffiffiffiffiffi ffi À1 p , the wavenumber k ¼ 2p f =c, f denotes the frequency and GðÁÞ is the Green's function. This Fourier transform was used in photoacoustic image reconstruction methods described in Refs. 3 and 7. From (4), the spatial distribution p 0 ðrÞ is frequency invariant, hence the estimation of such a distribution is classified as a frequency invariant, distributed source localization problem.
A. Wavefield decomposition
In the previous section the Green's function was mentioned and this function in R 3 using the standard spherical co-ordinate system 10 
valid for k > 0 and r s > r; with P n; m ¢ P 1 n¼0 P n m¼Àn , n as the order, m as the mode, h 
where the polynomial function P nm ðÁÞ is the associated Legendre function. This decomposition introduced here will be used for deriving our proposed algorithm and was used previously in ultrasound reflectivity imaging.
1 This modal decomposition has the advantage of separating components dependent on the source position form those dependent on the sensor position and thus found application in direction of arrival (DOA) estimation 16 and in biomedical acoustic source localization within circular sensor arrays. 17, 18 
III. FREQUENCY-RADIAL DUALITY BASED IMAGE RECONSTRUCTION
This section introduces our novel algorithm for photoacoustic imaging under certain ideal conditions. Extension for practical application is considered in the subsequent section. In this section we elaborate the problem statement, the novel spherical Fourier Bessel expansion of the spatial distribution, and highlight the two components of our proposed method for photoacoustic tomography.
A. Problem statement
We develop our algorithm by considering a hypothetical continuous aperture on the 2-sphere S 2 at a radius of r s . Further, the problem of photoacoustic image reconstruction is an inverse problem requiring the estimation of the spatial distribution p 0 ðr; XÞ [specifying p 0 ðrÞ in expression (4) in a standard spherical co-ordinate system] from measurements pðX s ; kÞ (specifying the measured pressure pðr s ; kÞ due to acoustic waves on a spherical manifold at r s ). This paper considers the case where the sensor aperture is specified by samples on the sphere S 2 completely enclosing the spatial distribution and Fig. 1 illustrates the geometry of the problem formulation, with the spatial distribution being zero at all spatial points with radii larger than r 0 .
B. Fourier transform on the 2-sphere
The spherical Harmonic functions form a complete orthonormal basis function on the 2-sphere S 2 with respect to the natural inner product. 15 Provided that the aperture response is square integrable on the sphere, i.e., pðÁ; kÞ 2 L 2 ðS 2 Þ, the spherical harmonics decomposition 15 (10) means convergence in the mean, however, if the aperture function is sufficiently smooth, point-wise convergence can be assumed. The spherical Fourier transform introduced in this section will be applied in later parts of this paper.
C. Spherical fourier bessel expansion of spatial distribution
The spherical Fourier Bessel series 20, 21 forms an orthonormal basis on an interval ½0; r 0 Þ. A function f ðrÞ defined on this interval can be expanded with the n th order, spherical are Bessel coefficients. This series is applied for boundary value problems, 10 for simulation of cosmic microwave backgrounds 22 and for atomic scattering problems.
11,12
The spatial distribution p 0 ðrÞ can be expanded as a sum of orthogonal basis functions (synthesis equation)
where a nm' are complex, spherical Fourier Bessel coefficients. Note that ' also acts as an index for the radial basis function and will also be called the radial index. In this expansion, the angular components are expanded with the spherical harmonic functions and the radial component is expanded with the spherical Fourier Bessel series. Similar expansions were used in Refs. 20 and 21. This expansion will be referred to as the spherical Fourier Bessel expansion. The corresponding analysis equation to calculate a nm' can be written as
The analysis equation can be explained by the spherical Fourier transform described in Sec. III B and by the spherical Fourier Bessel series, which is used for the radial basis function. This spherical Fourier Bessel series is derived from the well known Fourier Bessel series which found application in expanding acoustic wavefields. 20 If we can estimate all the spherical Fourier Bessel coefficients a nm' then we can reconstruct the spatial distribution p 0 ðrÞ using the synthesis equation (11) . Such an orthogonal expansion (11) has not been proposed before in either photoacoustic or ultrasonic reflectivity imaging. However, the authors have previously introduced a 2D Fourier Bessel expansion for the spatial distribution which was applied for 2D photoacoustic imaging in a circular geometry 23 and for 2.5D photoacoustic reconstruction for a cylindrical geometry. 24 
D. Modal-order filtering of the spatial distribution
So far we have introduced the wave equations related to photoacoustic imaging, the wavefield modal expansion and the spherical Fourier Bessel expansion. This section describes a methodology that can separate the information from the different modes and orders in the spatial distribution expansion (11) .
Firstly, we define a new function
thus, the spatial distribution expansion can be shortened to
This definition allows a simpler notation in describing the following Theorem. Theorem 1 (Modal-Order Filtering). Taking the spherical Fourier transform of the aperture response pðX s ; kÞ separates the information from the different orders n and modes m in the spherical Fourier Bessel expansion of the spatial distribution. Hence, the spherical Fourier coefficient } n; m ðkÞ of order n and mode m is only dependent on the coefficients of the same order and mode in the spherical Fourier Bessel expansion of the spatial distribution p 0 ðrÞ, i.e., } nm ðkÞ ¼ Àikc
Proof. By substituting the Fourier Bessel expansion (14) and the modal expansion of the Green's function (6) into (4), the received signal by a sensor at angular position X s for wavenumber k is 
This can be simplified further by applying the orthogonality property of the spherical harmonic functions in the first integral, over the angular domain to yield pðX s ;kÞ
By comparing (17) to (10), the spherical Fourier transform of the aperture response for order n and mode m is (15) . The advantage of choosing separable basis expansions for the radial and angular components in both the wavefield modal expansion and the spatial distribution expansion allows the integration over a spherical volume V to be separated to two independent integrals (16) . One of these integrals is over the radial parameter while the other is over the angular parameter. Further, the separation of integrals allows the exploitation of the orthogonality property of the spherical harmonic functions reducing summation over four parameters to summation over two (17) .
So far, we can separate out the information from the different orders and modes, however, to estimate the spherical Fourier Bessel coefficients a nm' in (13) a further separation of the radial indices is required.
E. Frequency-radial duality
The following theorem describes a method to separate the information from the different radial basis functions Theorem 2 (Frequency-Radial Duality). The spherical Fourier coefficient } nm ðkÞ taken at frequencies corresponding to the Bessel zeros, more specifically at k ¼ z n' =r 0 , is dependent only on the spherical Fourier Bessel coefficient corresponding to the Bessel zero index ' and given by
Proof. Substituting (7) and (13) into (15), we get the spherical Fourier coefficient
and for k ¼ z n' =r 0 this becomes
The integral in (20) can be simplified by using the orthogonality property of the spherical Bessel function
Now, the spherical Fourier coefficient } nm ðz n' =r 0 Þ in (20) can be written as
and with further algebraic simplification yields (18) . From the aperture response pðX s ; kÞ, we can get } nm ðz n' =r 0 Þ by applying the spherical Fourier transform at k ¼ z n' =r 0 . Subsequently, using the result obtained in (18), we can estimate the spherical Fourier Bessel coefficient a nm' of the spatial distribution p 0 ðrÞ by
Measurements are available over different angular positions, however, the different frequency samples provides the extra dimension required to derive the radial information of the spatial distribution p 0 ðrÞ. This is shown by Theorem 2.
In practice the sensor has a finite frequency response, let k l denote the lower limit and k u the upper limit of this frequency response. The coefficients a nm' that can be estimated must have radial indices ' and order n such that k l z n' =r 0 k u . Therefore, only a finite number of coefficients a nm' can be obtained due to the finite bandwidth of measurement and so an estimate of p 0 ðrÞ is reconstructed. The number of orders n that needs to be accounted depends only on the upper frequency limit k u . This is due to the fact that the value of the first root z n; 1 increases with order n for the spherical Bessel functions. Thus, the largest order n satisfies maximize n such that z n; 1 r 0 k u :
It is intuitive that to estimate p 0 ðrÞ which occupies a larger area of space would require more information or more samples. This idea is proved by our proposed method where r 0 specifies a bounding radius and affects the location of frequency samples. If r 0 is large then the spacing between adjacent frequency samples used for the same order decreases, that is,
Therefore, more frequency samples are used for a given measurement bandwidth and that a larger number of coefficients a nm' can be obtained from the same measurement bandwidth. The effect of the bounding radius on the information required has not been previously mentioned in the photoacoustic literature and cannot be accounted for by the previous proposed algorithms. Our method shows that the smaller the area occupied by p 0 ðrÞ within the sensor manifold, the less the information that is required for reconstruction (lower number of frequency samples need to be processed) and so the reconstruction is faster.
F. Algorithm simplification
To 
From the previous equation, we can infer that
and so if we can estimate a nm' , we can also obtain a nðÀmÞ' . In practice we can choose to estimate a nm' for only the positive modes (m ! 0).
IV. EXTENSION TO DISCRETE SPATIAL AND TEMPORAL SAMPLES
In this section, we discuss the impact of discrete time and discrete spatial samples. For the case of discrete time samples, the sampling frequency must be more than twice the upper limit of the frequency response of the sensor. This condition ensures that "temporal aliasing" is avoided.
In this paper, we do not consider the blurring effect caused by the finite size of the sensor but assume that sensors sample a single point in the spatial domain. In planar array geometries, spatial aliasing can be avoided by ensuring that the distance between the sensors is smaller than half the wavelength associated with the upper frequency limit of the sensor response. If the spherical Fourier transform of the aperture response is order limited, i.e., } nm ðkÞ ¼ 0 for n > N, to avoid spatial aliasing using an equiangular sampling method 19 both azimuth / and elevation h are each sampled by 2N þ 1 equiangular spaced samples [total of 4ðN þ 1Þ
2 samples]. A method based on Gaussian quadrature only requires N þ 1 samples for the elevation. 10 It is possible to space the sensors uniformly on the sphere, reducing the total number of sensors to ðN þ 1Þ 2 , however, there is no analytical expression for the sensor positions. 26 The order limiting value N can be determined by borrowing a concept from spherical array signal processing.
This concept states that aliasing is negligible provided that the product of the upper wavenumber limit k u of the sensor response and the radius of the sensors placement r s is smaller than N, 16, 27 k u r s < N:
In our case, we can assume that the order limit is provided from the spatial distribution expansion p 0 ðrÞ. Therefore, we assume that the Fourier Bessel coefficients a nm' is negligible for n > N. For the rest of the paper, we employ this assumption and will only consider equiangular sensor placement. The sphere is sampled using an equiangular sampling scheme where the discrete, inverse spherical Fourier transform is 
where the azimuth positions are indexed by u, the elevation by q and the spatial weighting is
Other discrete spherical Fourier transforms use the Gaussian sampling scheme or the nearly uniform sampling scheme. A description of these two methods of computing the discrete spherical Fourier transform are provided in Ref. 28 . The proposed method does not require an inverse Fourier Bessel transform and only uses the synthesis part of the Fourier Bessel transform. Therefore, dicretization in the radial component is not utilized in the proposed method.
Another important point to consider is that if we use the fast Fourier transform (FFT) on the time domain data, then the frequency samples are uniformly spaced. The required frequency values corresponding to the Bessel zeros k ¼ z n' =r 0 may not be available. Provided that with zero padding, there are sufficient frequency samples, we can apply a simple linear interpolation method to calculate the frequency spectra corresponding to the Bessel zeros,
where f ðX s ; kÞ denotes the value of the frequency sample for sensor position X s and at frequency k, k u is the frequency available directly smaller than k ¼ z n' =r 0 (k ¼ z n' =r 0 lies between k u and k uþ1 ). The non-uniform Fourier transform can also solve this problem without using any interpolation. Moreover, for a better estimate other interpolation methods such as polynomial interpolation can be applied. However, this may increase the computational complexity.
V. COMPARISON WITH PREVIOUS RECONSTRUCTION METHODS
We compare our proposed method of photoacoustic tomography with another frequency domain, Fourier series method proposed by Norton and Linzer 1 for ultrasound reflectivity imaging which was later applied to photoacoustic imaging. 2 We refer to this Fourier series method as the "Norton-Linzer" method. Subsequently, we evaluate theoretically, the computational complexity of our proposed method with two other photoacoustic imaging methods applicable to spherical geometries.
A. Frequency domain algorithm
The Norton-Linzer method 1 for photoacoustic image reconstruction using the spherical geometry also specifies a bounding radius r 0 for the spatial distribution. This solution is briefly described in this subsection. This method utilizes modal-order filtering without specifying a basis expansion for the radial parameter. Taking the spherical Fourier transform over the aperture results pðX s ; kÞ in (17) yields
This series method utilizes a different orthogonality property of the spherical Bessel functions and over the wavenumber rather than the radius,
This orthogonality property is utilized to calculate b nm ðrÞ for all r by integrating the spherical Fourier coefficients multiplied a factor over all the frequency samples. This operation is formally described by 
by changing the subject of the resulting equation, the radial dependent coefficients are
Subsequently, the spatial distribution can be reconstructed by evaluating the following equation for all reconstruction points
The proposed reconstruction methodology and the NortonLinzer solution produce exact reconstruction if the measurement bandwidth in infinite and the spherical aperture is continuous, i.e., ignoring sampling effects. However, ultrasound transducers used in photoacoustic imaging have a finite measurement bandwidth, hence, the orthogonality property of the spherical Bessel functions in (34) utilized in the Norton-Linzer solution may not be valid. Further, the Norton-Linzer solution requires an extra operation of integrating over all frequency samples which is avoided in our methodology by sampling at frequencies corresponding to the Bessel zeros and allowing the propagation channel and the spherical configuration to perform a natural integration over the radius. Utilizing integration over the radius has the advantage of avoiding errors due to discretization of a continuous integral. Furthermore, the integration over the frequency increases the computation complexity of the series solution and all spherical Fourier coefficients needs to be calculated at all frequencies. Our methodology is more efficient requiring the spherical Fourier coefficients for a single order and only for frequencies corresponding to the Bessel zeros. The direct calculation of the spherical Fourier Bessel coefficients can provide an efficient means of storage of the image if it is sparse in this domain rather than directly storing the samples at discrete points of the spatial distribution. Further, extra calculation to convert to the spherical Fourier Bessel domain is avoided if the frequency-radial duality (F-R) based approach is used.
The proposed methodology provides a new framework for information content for reconstruction in the spherical geometry. It is possible to optimize the reconstruction based on prior information on the bounding radius r 0 . This approach proves that a smaller r 0 requires the processing of different and a fewer number of frequency samples for the same bandwidth. The Norton-Linzer solution cannot provide such an insight.
With the proposed frequency-radial duality method, we can tell which basis functions in the spatial distributions expansion is recovered for a given measurement bandwidth. This formalizes the observation that for values of lower frequency response k l greater than zero, large structures cannot be reconstructed but their edges are visible. These large structures contain information from the lower zero indices whose Bessel zero frequencies are lower than k l . The Norton-Linzer method cannot be used to provide such a formal reason for this lack of reconstruction of large structures.
B. Computational complexity analysis
Firstly, we analyze the computational complexity of the time domain backprojection method presented in Ref. 
This time domain method was proposed to overcome the high computational complexity of the Norton-Linzer method. 2 The operation count for this algorithm was calculated to be OðN R N 4 Þ. This operation count is a result of analyzing the discretization of any backprojection method 2, 29 where N R is the number of radial samples in the reconstructed image and N represents the usual order limit. Note that the number of sensors is proportional to N 2 . In the literature, it is common to assume that N R ¼ N and so the order is simplified to OðN 5 Þ. Other filtration or backprojection methods for the 3D reconstruction problems mentioned in Refs. 29 and 30 have a similar computational order of OðN 5 Þ. However, the time reversal methods 31 have a complexity of OðN 4 Þ. In order to apply the time domain solution, the sensors must be placed in the "farfield," i.e., jkjr s ) 1. Both the Norton-Linzer and the proposed F-R based methods allow the sensors to be placed as close as possible to the spatial distribution resulting in a higher Signal to Noise Ratio (SNR). Further, this restriction means that the lower frequency measurements cannot be processed using the backprojection method. The backprojection algorithm is an approximate reconstruction method whereas both the Norton-Linzer and the F-R based methods are exact reconstruction methods.
A direct implementation of the Norton-Linzer method results in a computational order of OðN 6 Þ. Both the F-R based method and the Norton-Linzer method uses the spherical Fourier transform which can be optimized to speed up image reconstruction. By changing the order of summation, the inverse spherical Fourier transform for a function f ðh; /Þ defined on a unit sphere can be written as
where P njmj is the normalized, associated Legendre function. The inner sum over the orders n for a single value of h includes a maximum of N terms and is evaluated for 2N values of h and 2N number of modes with a operation cost of OðN 3 Þ. All the sums over the orders are evaluated and then stored. Next, the sums over the modes m are calculated, for a single angular position ðh; /Þ, involves 2N sums. Since the total number of angular positions is proportional to N 2 , the computational complexity of evaluating the sums over the modes for all the angular positions is OðN 3 Þ. The overall computational order of the optimized, inverse spherical Fourier transform is OðN 3 Þ þ OðN 3 Þ ¼ OðN 3 Þ. Using a similar approach, the computational complexity of the spherical Fourier transform can be reduced to OðN 3 Þ. Moreover, a fast implementation of the inverse and the forward spherical Fourier transform was introduced in Ref. 32 with an order of OðN 2 logðNÞÞ. We divide the Norton-Linzer method into three steps: The first step calculates the spherical Fourier transform at each of the N k frequency samples and has order of OðN 3 N k Þ with the optimized spherical Fourier transform. The second step calculates the radial dependent coefficient b nm ðrÞ for each of the N R radial samples. For a single radial position, N 2 coefficients are calculated, each requiring integration over N k frequency samples, and so has an operation order of OðN 2 N k Þ. The operation count to calculate the radial coefficients for all N R radial samples is OðN 2 N k N R Þ. The last step uses the optimized spherical Fourier transform to reconstruct the spatial distribution from the radial coefficients (37) and has an order of OðN 3 N R Þ since there are N 2 radial coefficients and N 2 angular samples for each of the N r radial samples. The overall order for this optimized, Norton-Linzer method is OðN
In practice, the Norton-Linzer method needs a large number of frequency samples and so the time domain signals are zero padded before applying the Fourier transform. Whether, the Norton-Linzer method is faster than the backprojection method depends on the relationship between N k and N 2 . If N k > N 2 , then the Norton-Linzer method is slower than the time domain method. Furthermore, there is no method available which gives the minimum number of frequency samples N k required for image reconstruction using the Norton-Linzer method.
Using the fast spherical Fourier transform, the first and the last steps now have complexity of OðN 2 logðNÞN k Þ and OðN 2 logðNÞN R Þ, respectively. Therefore, applying the fast spherical Fourier transform does not change the overall complexity of the Norton-Linzer method.
Lastly, we analyze the computational complexity of our proposed F-R based approach. To utilize the advantage of the optimized spherical Fourier transform, the spherical Fourier coefficients } nm ðkÞ are calculated for frequency samples on either side of frequency values corresponding to Bessel zeroes, and then interpolated using the linear interpolation method mentioned in (32) for each order n to calculate the coefficients at frequencies corresponding to Bessel zeroes. The computational order of this operation is OðN Zk N 3 Þ where N Zk are the reduced number of frequency samples processed and with the fast spherical Fourier transform this reduces to OðN Zk N 2 log NÞ. Lets denote the maximum number of radial indices ' for any order by Z max . Calculating the spherical Fourier Bessel coefficients a nm' from all the p nm ðz n' =r 0 Þ (total number of spherical Fourier coefficients proportional to N 2 ) is of order OðN 2 Z max Þ. The synthesis step (11) can be optimized by first calculating b nm ðrÞ from the Fourier Bessel coefficients a nm' using (14) . The sum is over a maximum of Z max terms and is evaluated for N R radial samples and N 2 Fourier Bessel coefficients resulting in an operation count of OðN 2 N R Z max Þ. Subsequently, an optimized or the fast spherical Fourier transform can be applied for all radial samples to give an operation count of OðN 3 N R Þ or OðN 2 logðNÞN R Þ, respectively. The overall order of this method using the optimized spherical Fourier transform is If we apply the fast spherical Fourier transform and fast transforms for the Bessel series sum (to calculate b nm ðrÞ from the Fourier Bessel coefficients a nm' ) by using fast cosine and sine transforms, 33 we reduce the overall complexity of the F-R based method to OðN 3 log NÞ. We conclude that the F-R based method is faster than both the optimized Norton-Linzer methods, the time reversal methods and the backprojection methods. The advantage of the F-R based method not apparent from the computational order analysis are the lower number of frequency samples used for each order which can speed up the reconstruction. The method to optimize the Norton-Linzer method presented in this section have not been mentioned previously in the photoacoustic literature. Depending on the number of frequency samples used, this analysis also proves that the Norton-Linzer method can be optimized to be as fast as the time reversal methods and faster than the backprojection method.
Another approach to optimizing the Norton-Linzer method was proposed in Ref. 34 . This method used the Funck-Hecke formula 35 to optimize the Norton-Linzer method to a similar complexity as our proposed solution. However, unlike our proposed solution, this method still requires the processing of all frequency samples for all orders in the spherical Fourier transform.
Backprojection methods can be implemented on parallel architectures such as graphical processing units (GPUs), and this is significantly faster than their single CPU implementations. 36 The spherical Fourier transform can also be implemented on GPUs, 37 thus allowing our proposed method to be implemented on GPUs. Further, the different frequency samples can be processed by different CPUs allowing parallel implementation of the proposed method.
VI. NUMERICAL SIMULATIONS
In this section, we describe some numerical experiments conducted to verify the validity of the proposed F-R based reconstruction method. Further, we compare the performance and the quality of the images reconstructed with the Norton-Linzer and the backprojection methods.
The numerical phantom used in the simulations is shown in Figs. 2(a) and 2(c) , and consists of six spherical absorbers with centers, r c at the origin, (r ¼ 3 mm, azimuth
. These spherical absorbers are 12, 1, 2, 3, 2.5, and 1.5 mm in radius, respectively. In addition, they have absorption intensities l 0 (in a.u.) of 1, 7, 5, 10, 2, and 8, respectively. In mathematical notation, the uniform spherical absorbers are normally written as p 0 ðrÞ ¼ l 0 Uðr a À kr À r c kÞ, where r a is the radius of the sphere and the UðnÞ is a unit step function which is zero when n < 0 and one when n ! 0. We assume that the speed of propagation is constant and is set at c ¼ 1500 m/s, which is the typical speed of sound in biological tissue, and the optical pulse duration is short. With these two assumptions the photoacoustic signal generated by a uniform, spherical absorber is 13, 38 
where the distance form the center of the absorber r c to the sensor position r s is denoted by d r ¼ kr s À r c k and the Grüneisen coefficient C is assumed to be equal to c 2 . Moreover, this formula was validated using experimental data. 13 The following parameter values were chosen for the numerical experiments: the bounding radius r 0 was set to 15mm, the sensor radius r s was set to 50mm and the sampling frequency was chosen to be 20 MHz. The input distribution was assumed to be order limited with a limit N of 30. Therefore, to avoid spatial aliasing, 2N þ 1 ¼ 62 point sensors sample both the azimuth and the elevation with a total of 3844 sensors placed in an equiangular fashion on a sphere centered at the origin. In practice, the recorded signal can be taken by a single sensor which is rotated for several irradiation of the sample to cover the required spatial samples. Moreover, this can be an array of sensors that is rotated after the sample is radiated with a laser pulse.
The signals are recorded for T s ¼ ðr s þ r 0 Þ=c ¼ 44 ls. The noise associated with photoacoustic imaging can be considered to be additive white Gaussian noise (AWGN) and is independent for the different sensor recordings. We defined the signal to noise ratio (SNR) in our experiments as SNR ¼ 10 log 10
where r 2 n is the noise power and the reference sensor r ref is the sensor at angular position ð/ ¼ 0; h ¼ p=2Þ. We used an SNR of 10 dB.
The numerical experiments were conducted in MATLAB on a personal computer with a Intel Core 2 Duo, 2.4 GHz processor with 2 GB of RAM. We implemented a time domain backprojection, the optimized Norton-Linzer and the optimized F-R based method. Reconstruction was done for a plane with h ¼ p=2 and 120 radial samples N R and also, 120 angular samples N X . Before applying the reconstruction algorithms, the time domain signal is filtered with a pass band filter equivalent to the sensor frequency response. This reduces the high frequency noise, however, better denoising algorithms can be applied if better noise suppression is required.
In the first set of simulations, the sensor frequency response is set from 0 to 6 MHz and the reconstruction from applying the F-R based method is shown by Fig. 2(b) and Fig.  2(d) . No noise was added in this numerical experiment. We can observe that each absorbing sphere is discernible and all the salient features of the numerical phantom is visible from the reconstructed image. This reconstruction shows that high frequency features can be reconstructed using the proposed method.
The second set of numerical experiments, adds 10 dB of noise to the sensor recordings. Further, the sensor frequency response is changed from 100 KHz to 2 MHz, so that the restriction of jkjr s ) 1 is satisfied for the approximate backprojection method. The reconstructed images from using the three reconstruction methods are illustrated in Fig. 3 . The Norton-Linzer method has the best quality of reconstructed image with a larger portion of the largest spherical disk being visible. The quality of the F-R based reconstruction is comparable to the Norton-Linzer method. However, the contrast in the time domain, backprojection reconstruction is lower where the absorber with absorption intensity of 2 is not visible and the reconstructed image is not as smooth as the other reconstructed images. Since the low frequency components are not used, the large spherical absorber of 12 mm is not fully reconstructed with only its edges being visible in all the reconstructions.
The numerical phantom is compressible in the Fourier Bessel domain, this compressibility can allow for efficient storage as well as speeding up reconstruction by using only the significant coefficients in the synthesis step of the proposed method. For a bandwidth from 100 KHz to 2 MHz, the radial indices of 1 and 2 for order 0 and the radial index of 1 for orders 1 and 2 cannot be recovered. Therefore, the large spherical absorber cannot be fully reconstructed (Fig. 3) since the low frequency Fourier Bessel coefficients cannot be recovered. However, when these coefficients can be estimated as in the first simulation with bandwidth from 0 to 6 MHz, then this large structure is fully reconstructed [see Fig. 2(b) ]. Figure 4 shows reconstruction for the partial view case using the proposed method. Similar results were obtained using the Norton-Linzer method. Reconstruction is possible only in the area covered by the sensors. The portion that is not covered cannot be reconstructed. This is also true for both the backprojection and the Norton-Linzer methods. The   FIG. 4 . Cross section of reconstruction using the proposed F-R based method with frequency range from 100 KHz to 2 MHz with 10 dB noise. A hemispherical array is used covering the upper half of the spatial distribution as shown by the arrows.
proposed method was applied by setting sensor recordings that cannot be obtained in the partial view case to zero.
In the next set of simulations, we compared the speed of reconstruction for the different methods. The variation of the speed of reconstruction with the upper frequency limit is considered. The lower frequency limit was kept constant at 100 KHz. Zero padding was applied before the FFT was applied to the recorded data. The number of frequency samples that the Norton-Linzer method processes for an upper frequency limit of 2 MHz was 305, this is about three times lower than N 2 ¼ 900. In addition, the F-R based method processes a maximum of 40 frequency samples for each order, since the zero order has 40 radial indices within this bandwidth. The runtimes are depicted by Table I and Fig. 5 . The F-R based method has the fastest reconstruction times, followed by the Norton-Linzer method. The rate of increase of reconstruction times with increasing frequency upper limit is slower with the F-R based method when compared to the Norton-Linzer method. The backprojection method is unaffected by the frequency upper limit. This is true provided that the samples in the reconstructed image and the number of sensors remain constant. Otherwise, the increase in frequency upper limit would require a larger number of sensors and more samples in the reconstructed image because a higher frequency bandwidth means a higher resolution of image can be reconstructed. In this experiment, we only consider the time taken to process more frequency samples between the two frequency domain methods as the bandwidth increases. From the results, the backprojection method is more than 10 times slower than the other two methods and the F-R based method is roughly about 5 times faster than the Norton-Linzer method. These results corroborate the computational order analysis performed in the previous section.
VII. CONCLUSION
In this work, we introduced a novel algorithm for photoacoustic image reconstruction using a spherical sensor geometry. In photoacoustics, the speed of reconstruction and the computational complexity are big factors. The proposed F-R based method, using theoretical analysis and simulations, was shown to be both less computationally complex and faster than the time domain, backprojection 2 and the Norton-Linzer/Fourier series methods. The reconstructed images were of similar quality as the Norton-Linzer method and was much better than the approximate backprojection method. Moreover, unlike the approximate backprojection method, 2 the spherical aperture does not have be placed in the farfield and can be placed as close as possible to the spatial distribution. The computational order analysis disapproves assumptions made in previous research that the Norton-Linzer method is slower than the backprojection method. By simple optimizations of the spherical Fourier transform, the Norton-Linzer method can be faster than the backprojection method when the number of frequency samples to be used is less than the square of the order limit.
The source distribution was expanded to a spherical Fourier Bessel domain, and the F-R based method estimates the Fourier Bessel coefficients in order to recover the initial spatial distribution. The F-R based method applies both the new concept of frequency-radial duality and modal-order filtering and is an exact reconstruction method in the continuous limit (infinite measurement bandwidth and continuous aperture) where sampling is ignored. An algorithm for discretizing this exact method for practical implementation was also presented. The concept of frequency-radial duality also proves that when the source distribution occupies a smaller region of space, the number of frequency samples that need to be used for each order is reduced. This provides a new information theoretic criteria relating volume with the number of samples that need to be processed. 
