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An arbitrary d-dimensional cellular automaton can be constructively embedded in a 
reversible one having d + 1 dimensions. In particular, there exist computation- and 
construction-universal reversible cellular automata. Thus, we explicitly show a way of im- 
plementing nontrivial irreversible processes in a reversible medium. Finally, we derive 
new results for the bounding problem for configurations, both in general and for reversible 
cellular automata. 
I .  INTRODUCTION 
The issue of reversibility vs irreversibility of basic processes in certain biological, 
physical, and mathematical systems has been for a long time a source of stimulating 
discussions (for recent examples ee, for instance, [1, 2, 3, 4]). The problem has been 
repeatedly treated in the context of cellular automata since Moore [5] introduced the 
concept of Garden-of-Eden configuration. In particular, Burks [6] explicitly considered 
backward eterminism in cellular automata, Amoroso and Patt [7] established conditions 
for the surjectivity and injectivity of the parallel map (i.e., of a cellular automaton's 
global transition function), and Richardson [8] proved that an injective parallel map is 
bijective and that its inverse is still a parallel map. In a recent article, Di Gregorio and 
Trautteur [9] examined several definitions of reversibility in cellular automata. Following 
the most restrictive (and probably most meaningful) definition, we shall call reversible 
a cellular automaton whose parallel map is a bijective function. 
Looking at cellular automata from the point of view of theoretical mechanics, one 
observes a strong analogy between certain conservation properties of reversible cellular 
automata nd those of ordinary mechanical systems. Because of such an analogy, it 
seemed to us that cellular automata could offer a promising approach to the abstract 
modeling of physical structures. On the other hand, while universal computing and 
constructing capabilities had long been established for cellular automata in general 
(yon Neumann [10], completed by Burks; later simplified and extended by Codd [11], 
Banks [12], Smith [13], etc.), several sources seemed to point out an intrinsic weakness 
of reversible cellular automata. Moore [5] wondered whether a cellular automaton can 
have a self-reproducing configuration without having erasable configurations, Burks [6] 
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conjectured that backward-deterministic cellular automata may not be able to support 
universal computation, and Amoroso and Patt [7] observed that in a straighforward 
enumeration schema nontrivial bijective parallel maps appear to be exceedingly rare 
(even allowing for a very weak notion of "nontriviality"). Moreover, Smith [13, 14] 
sketched a proof purporting to show that any computation-universal ce lular automaton 
has an unsolvable bounding problem for configurations, and Aladyev [15, 16], working 
on Smith's results, seemed to show that the existence of erasable configurations is 
necessary for universal computation. We shall prove, however, that in spite of such 
discouraging symptoms computation and construction universality are indeed possible 
in reversible cellular automata. In fact, we prove that every cellular automaton can be 
constructively embedded in a reversible one having one more dimension. 
Thus, we are assured that processes requiring nontrivial computation capabilities can 
be represented by means of reversible cellular automata. Of the systems physicists deal 
with, some are reversible and some are irreversible. Reversible physical systems are 
generally easier to study, for the following reasons. Consider a system of ordinary 
mechanics, and let its state be specified by a pair (q, p),  where q represents the generalized 
coordinates and p the generalized momenta. Then the evolution of the system is specified by 
Aq =f (q ,p ) ,  Ap =g(q ,p )  (for At = 1). (1.1) 
(For simplicity, we have assumed time to change in discrete steps of size At =-- l.) Only 
if the system is reversible do Eqs. (1.1) have a unique counterpart for At = -- 1. Moreover, 
if the system is reversible, the above description can be replaced by one in which the 
system's tate is represented by a pair (r,  s) and its evolution by 
Ar = O, As = • (for At = • (1.2) 
where r is a collection of time-independent parameters (the "integrals of the motion" 
of analytical mechanics) which characterize a generalized trajectory, and s is a one- 
dimensional, possibly cyclical, timelike parameter. Equations (1.2) have an extremely 
simple form and their integral is uniquely defined for any value of t. The knowledge that 
a characterization i terms of nonsingular trajectories (as in (1.2)) is available at least 
potentially is often useful in establishing a system's most general properties, even when 
practical difficulties may make it impossible to express in an explicit form the corre- 
spondence between the two descriptions. In analogy with physical systems, we presume 
that reversibility would play a similar role in simplifying the study of cellular automata. 
Finally, in order to explain our interest in reversibility as well as computation uni- 
versality and homogeneity of structure, we note that both thermodynamical and quantum 
mechanical analyses often require that the state of the observer be taken into account in 
the description of an experiment. A model capable of supporting a wide range of com- 
puting and constructing capabilities makes it possible to explicitly characterize the 
observer and its interaction with the observed system. Such a detailed characterization 
has largely been neglected in the past, possibly because of the lack of satisfactory tools. 
Conceivably, adequate tools for this purpose may be provided by computation- and 
construction-universal (reversible or irreversible, as required) cellular automata, in 
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which one can represent, in the same homogeneous structure, both relatively simple 
machines capable of interacting with their environment and the environment itself. 
Moreover, results like those presented in this paper may help establish what general 
properties (e.g., translation invariance, reversibility, finke speed of signal propagation) 
contribute most to conferring physical-like characteristics to an abstract system. 
2. AN INFORMAL EXPOSITION 
In this section we informally illustrate our embedding technique by means of a simple 
example. The discussion is intended as a guide to the general procedure developed in 
the next section. 
Let us consider a one-dimensional cellular automaton ~ with state alphabet {0, 1} 
(this is the cell-state set), neighborhood index ( - -1 ,  0) (a cell's state at time t -+- 1 
depends on that of the cell itself and that of its left neighbor at time t), and local map 
defined by the table {00 -+ 0, 01 --~ 0, 10 --* 0, 11 --* I} (this is the transition function 
for an individual cell). Let § be the parallel map of ~ (i.e., the corresponding transition 
function for the whole cellular automaton). For convenience, we shall represent he 
cetlular automaton by means of an iterative sequential network consisting of elementary 
networks as in Fig. 2.1a connected in an infinite row. The output state of unit delay D O 
represents the state of a cell, the truth table of AND-gate P coincides with the local-map 
table, and signal splitter Q distributes the cell's state to the output neighbors (in this 
case, the cell itself and its right neighbor). 
. . . . . . . . . . . . . . . . . . . . . .  
x I X2 X1 
. . . . . . . . . . . . . . . . . . . . . .  a 
. . . . . . . . . . . . . . . . . . . . . . .  
X1 X2  X~ 
. . . . . . . . . . . . . . . . . . . . . .  ./ 
(a )  (b )  
FIG. 2.1. The original network consists of cells as in (a) connected in an infinite row. In (b) we 
show an attempt to "reverse" the behavior of such cells, 
Let us see what would happen if we tried to run the cellular automaton backward in 
time. To this purpose, we would need to reverse the direction of signal flow on each arc 
of the network and to reverse the behavior of each node, exchanging input with outputs, 
as in Fig. 2.lb. Obviously, two difficulties would arise: 
(a) When operated "in reverse," signal splitter ~ would become a device ~ '  that 
attempts to merge signals. I f  the incoming signals x~, x,' did not agree there would be a 
contradictory assignment for %, i.e., the backward behavior of ~ would be overspecified. 
57I/I5/2-7 
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(b) On the other hand, the "inverse" version/5, of AND-gate 13 would have more 
than one choice for outputs x I , x 2 when Po = 0, i.e., the backwards behavior of 75 would 
be underspecified. 
P P Q 
o 001 1 00 x0 0 000 ~ 00 9 000 00 1 o 0~176 
100 0 , 1 0 0 , 1 0  1 ~|10  
1 1 1 0 , - - - -  kL i  1 1 
i 0 0 1 0 0 - ~  
i 0 1 1 0 1 Q 
.~_ i i 0 i i 0 
qo I x2 x[ i 1 1 0 i i 
o {] o 
I i 1 
iia) (b) 
FIG. 2.2. The elements P and 0 of the original cell (Fig. 2.1a) are specified by the tables in (a). 
In (b), such tables have been augmented in order to ensure reversibility. Note that the boxed portion 
of the new tables coincides with the original tables. Read from left to right, the tables in (b) specify 
the network elements P and Q (cf. Fig. 2.3a); read in the opposite direction, they specify the elements 
P and 0 used in the reverse network (cf. Fig. 2.3b). 
Clearly, in order to insure reversibility, we must modify the given cellular automaton. 
To this purpose, we shall augment the tables which specify 75 and 0 (Fig. 2.2a) with the 
aim of obtaining invertible combinatorial functions, as, for instance, P and Q of Fig. 2.2b. 
P and Q are clearly invertible, since they define a permutation; their inverses are, 
respectively, /5 and 0 (Fig. 2.2b). How shall we connect he arcs corresponding to the 
newly introduced input and output variables (respectively, x0, ql and Pl, P2 of Fig. 2.2b), 
if we want the resulting cellular automaton to reproduce, under certain conditions, the 
behavior of the original one ? We shall introduce an additional spatial dimension and 
associate to each cell a new input neighbor and a new output neighbor lying along this 
dimension, as in Fig. 2.3a (to be precise, the effective neighborhood extends farther, 
, x~ -10- - - -~71- -~- ;  ~, 
I , 1 
I I 
' \~t  / ~I 
I I 
I p l  
i rn,v"   i I i 
L . . . . . . . . . . . . .  _ .~  . . . . .  ! 
(a) 
D- - - -  
Pl 
E 
I 
-~  . . . . .  q~-t . . . .  J 
(b) 
FI6. 2.3. (a) The expanded, reversible network derived from the original one (Fig. 2.1a), and 
(b) its reverse. 
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since signals on the ql - -  g l '  path "turn the corner" and encounter a delay only in the 
next adjacent cell); the new arcs P l ,  P2 will be routed through two additional delays, 
D 1 and D ~, in order to avoid instantaneous propagation of signals over an infinite distance. 
In this way, we obtain a two-dimensional iterative network consisting of cells as in 
Fig. 2.3a. This network is reversible (i.e., at each moment he state of the network has 
exactly one predecessor). If  z is the function that associates with each network state its 
successor, the inverse function r ~- 1 is realized by the reverse network consisting of 
cells as in Fig. 2.3b. 
Thus, starting from a one-dimensional, irreversible cellular automaton ~ with parallel 
map § we have constructed a two-dimensional, reversible cellular automaton S with 
parallel map r. Now, we show that, under a suitable correspondence rule, S simulates 
in a sense explained below. 
Let g be an arbitrary initial configuration of o 0, i.e., an assignment of states to all cells 
of N. The corresponding initial configuration c of S is constructed by using the same state 
assignment in initializing the D O delays of an arbitrary row p of S, and by setting all 
other delays of S to state 0. It is easy to verify that the behavior of S, restricted to the 
state of the D o registers of row p, exactly reproduces the behavior of ~. 
In this example, we have achieved the goal of reproducing the behavior of cellular 
automaton ~ in a portion of a suitably initialized reversible cellular automaton S. Note 
that the above construction will work for any truth table P compatible with a quiescent 
state (the first row in both tables/3 and ~) of Fig. 2.2a contains all zero, thus state 0 is 
self-maintaining, or quiescent), not merely with an AND function. 
Presently, we shall show how the construction can be adapted to cellular automata that 
do not admit of a quiescent state. In the next section, in addition to working in a more 
formal setting, we shall generalize the construction to cellular automata having an 
arbitrary number of dimension and of neighbors, an arbitrary state alphabet size, and an 
arbitrary local map. 
The effectiveness of the simulation of S by S is based on the fact that, for an appropriate 
choice of initial conditions, the selected row p of S in which ~ is embedded is fed with 
il r -- 
originaldimension 
. .J.3.. 
all zeroes 
shifting down, 
eventually feeding 9 
act ive  row 0 
"archival" area  sinking Ors  outputs; 
any further processing in this area 
is irrelevant to the computation 
taking place in p 
FIG. 2.4. The simulation of the original cellular automaton takes place in a selected row p of 
a two-dimensional cellular automaton. The half-space above is initialized with all zeros. 
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constant signals (all 0, in the example) coming from above through the x U,pi arcs 
(Fig. 2.4). In such conditions, the cells of p use only the upper part of the tables of 
Fig. 2.2b, as required for a correct simulation. Moreover, the initial condition whereby 
the top half plane (see Fig. 2.4) is loaded with all 0 is self-sustaining, since the (0, 0, 0) 
cell statc is quiescent (and, with the given neighborhood, no signals come from below). 
Suppose, now, that the cellular automaton's local map is replaced by the following 
{00 -~ !, 01 -> 1, 10 -+ 1, 11 -+ 0} (NAND function), which admits of no quiescent 
state. Going through the construction as before, we obtain for P the table 
P 
x 0 x I x 2 
o [o o 
0 l 0  1 
o I I o 
0 11 1 
1 0 0 
1 0 1 
1 1 0 
1 1 t 
P0 P l  P2 
m l  
1 1 o o  
1 I o 1 
1 I 1 0 
_~!  1 1 
0 0 0 
0 0 1 
0 1 0 
1 1 1 
. . . . . . . . . . . . . . . . .  i 
x- i -  
I "7 -~ P 0 q~ ] - - - /  z I 
I I 
i I \ f cq  / I , 
, f !  [ ,~--~ I 
I l l r  . . . . . . . . . . . . . .  9-: . . . . . . . . . .  ' I  
i l -'-.-:-, .,L_J; ,r I '  
, +".~%-;' m '::22 7!  i 
'+ Gq ,+q 1 
I I ~+ I a; +" ' 
(a) 
R 
z pl pz z* p~ p~ 
0 0 0  1 0 0  
0 0 1  i 0 1  
0 1 0  1 1 0  
0 1 1  I I I  
I 0 0  0 1 1  
I 0 1  0 ] 0  
l i d  f lO l  
i l l  0 0 0  
Fro. 2.5. In (a), delay D* and combinatorial function R have been added to the cell of Fig. 2.3a. 
R, defined by the table in (b), is invertihle_ It may be visualized, as indicated in (a), as a network 
which contains an inverter (which transforms delay D* in a modulo-2 counter) and two XOR gates 
(which, under suitable conditions, guarantee a constant output from xo', ql' in spite of the oscillations 
of D O .
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I f  a row of cells as in Fig. 2.3a is initialized with all 0, and supposing that all its x 0 , ql 
inputs are fed with 0, the delays D O of that row will all oscillate in synchronism between 
states 0 and 1, with a cycle of length 2. In order to have the required output (all 0) from 
arcs x0' , ql', we shall add to the basic cell a modulo-2 counter consisting of delay D* 
and an inverter, and shall XOR its output with the Pl ,  P~ lines, as shown in Fig. 2.5. 
Again, one can verify that the iterative network consisting of cells as in Fig. 2.5 is 
reversible, and that, with the same initial conditions as before, the simulation proceeds 
correctly. The whole upper half plane of Fig. 2.4, initialized with all zeros, will now 
oscillate between 0 and 1. 
3. FORMALISM AND MAIN RESULTS 
Preliminaries. The embedding procedure illustrated in this section closely follows the 
example given in Section 2. Here, however, the procedure is defined in a formal way and 
developed in its full generality. In particular: 
(1) The given cellular automaton's state alphabet may have an arbitrary number r
of elements. Correspondingly, the iterative network which realizes it will work with rary 
(instead of binary) logic, and all its lines and delays will handle rary signals. 
(2) A cell may have an arbitrary number n of neighbors. Consequently,/6 will be a 
combinatorial function of n variables and Q an n-way splitter (of. Fig. 3.1). 
From all the n input 
neighbors in d dimensions 
TO a l l  the  n output  
ne ighbors  in  d d imens ions  
\ / 
F . . . . . . . . . . . . . . . . . . . . . .  X~ 
x 2 x [  
x n xl~ L- . . . . . . . . . . . . . . . . . . . . . . . .  J 
FIG. 3.1. The  original cellular automaton is represented by a d-dimensional iterative network 
with cells as above. No attempt has been made to indicate the relative position of the input and 
output neighbors in the d-space. In particular, some of the x '  may  feed back into sonae of the x 
(if the cell is a neighbor of itself)./5 coincides with the local map 6, while 0 is an n-way splitter. 
(3) The cellular automaton may have any number of dimensions d. However, 
aside from the fact that the embedding will be realized in d + 1 dimensions, the number 
of dimensions d need not explicitly appear in the formulas that define the embedding 
procedure. 
The labeling of nodes and arcs will closely follow that introduced in Section 2. In  
particular, starting from an iterative sequential network with cells as in Fig. 3.1, we shall 
construct a reversible one, with cells as in Fig. 3.2a, together with its reverse, with cells 
as in Fig. 3.2b. P is an invertible combinatorial function whose input and output are both 
(n + 1)-tuples, while both input and output of Q are n-tuples. 
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from addltional input neighbor in added dimension 
_J "~ %'~ " ' "  3 q~- t  
. . . . . . . . . . . . . . . . . . . . . . . . .  t x~'=q~ 
[x~" ~q;  ... ] q~-l' 
F . . . . . . . . . .  -% . . . .  - i  . . . .  ' 
to additional output neighbor i~ added dimension 
I 
[ 
t 
I 
I 
I . . . . .  
(b) 
FiG. 3.2. (a) A cell of the expanded, reversible network in d -[- 1 dimensions. Inputs xa ,..., x~ 
and outputs x/,..., x~' are connected with neighbors in the original d dimensions, as in Fig. 3.1. 
In (b) we show a cell of the reversed network. The direction of all arcs has been reversed, and P 
and Q have been replaced with the inverse functions, respectively/5 and Q. 
Since the functions P, Q, and the delays D O ,..., D '~ are invertible and, moreover, every 
feedback loop includes a delay, the whole (d + 1)-dimensional network consisting of 
cells as in Fig. 3.2a is reversible (i.e., has an invertible transition fimction). Moreover, 
with a suitable initialization, the D O delays of a d-dimensional hyperplane of this network 
will reproduce the behavior of the original cellular automaton. 
Notation. Let A denote a finite set of size r (for instance, the state alphabet of a 
cellular automaton). For the sake of enumerat ion we shall often consider A ordered and 
identify it with the ordered set <0, 1,..., r - -  1). Similarly, in enumerat ing a set of n-tuples 
from 3 '~ we shall implicitly adopt the lexicographical ordering induced by that on A. 
The  symboIs ~) and @ used as operators on A denote, respectively, addition and sub- 
traction modulo-r. 
I f  a is an arbitrary n-tuple, a i will denote its ith element. The whole n-tuple will be 
written explicitly as <a 1 ..... a,~) or, in an abbreviated form, as <i=1 al), where i is used as 
a dummy index ranging from 1 through n. Similarly, the symbol [i~l ai] will denote the 
n-tuple a t ,..., a.~ written without enclosing brackets. For example, <a, b, c 1 , q ,  ca) may 
3 
be abbreviated as <a, b, [i=1 ci]). Moreover, if I is an arbitrary index set of size n, <i~1 ai) 
REVERSIBLE CELLULAR AUTOMATA 221 
will indicate the n-tuple whose elements have indices ranging through I. The implied 
ordering for I (and, consequently, for the n-tuple) may be assigned arbitrarily, provided 
that the same assignment is consistently used in related formulas. Finally, where safe, 
the explicit reference to the index set I will be dropped and we shall simple write (i ai) 
/ a instead of \i~i i)- When necessary, an additional index will be appended to kernel a 
as a superscript. Thus, (i=1 (~=z ai~)) will denote an m-tuple of n-tuples. 
If both a and b are n-tuples of the form ~ ai), (i bi), a -4- b will represent their com- 
ponent-wise sum (i at + bi), and - -a  the opposite of a, (,: --at). 
Unless explicitly noted, a function symbol will be immediately juxtaposed to a single 
argument (whether expressed as a single variable or as n-tuple). Thus, we shall write Fa 
or F(a z .... , am) instead of F(a) or F((al ..... a,)), reserving the notation F(al ,... , am) for 
functions of more than one argument. 
In the following Definitions 3.1 we briefly review the necessary terminology. For 
further details the reader is referred to Yamada and Amoroso [17]. 
DEFINITIONS 3. I. A cellular automaton S is a structure (A, T, r), where A, the state 
alphabet, is an arbitrary finite set of size r; T, the tessellation array, is a set of the form Z a, 
where Z is the set of all integers and d, a nonnegative integer, is the number of dimensions; 
and ~-, the parallel map, is a function further specified below. 
A cell s is an element of the tessellation array. [Its d components,  1 ,..., s a , can be 
thought as specifying the coordinates of s in the discrete d-space T. Thus, the tessellation 
array can be visualized as the spatial support of the cellular automaton.] The elements 
of the state alphabet A are called cell-states. A configuration c is an arbitrary assignment 
of cell-states to all cells of T, i.e., c: T--+ A. The state of cell s in configuration c 
(briefly, the state of s), denoted by c s , is the restriction of c to cell s. The configuration 
set C of S is the set of all configurations, i.e., C = A r. [Thus, while a cell-state is 
the state of an individual cell, a configuration is the state of the entire cellular 
automaton.] 
The component-wise difference between two cells is called a displacement. The neigh- 
borhood index X of S is an arbitrary n-tuple of displacements, where n, a nonnegative 
integer, is the number of neighbors. Given a cell s, X specifies n cells s + X t .... , s -- X~, 
the (input) neighbors of s, which make up the (input) neighborhood of s. The cells s -- X1 ..... 
s -- X~, are the output neighbors of s. [We depart from the current usage, here, in specifying 
X as an ordered set and, consequently, allowing for duplicate neighbors. However, the 
ordering of X is essential for unambiguously matching neighbors with the arguments of 
the local map (see below). Moreover, the possibility of duplicate neighbors, without 
introducing any new conceptual features, greatly simplifies the notation in the com- 
position of local maps or in the composition of neighborhoods, as, for instance, in 
Construction 4.1.] 
The local map a is an arbitrary function of the form ~: A ~ --~ A. In conjunction with 
the neighborhood index X, a uniquely specifies the parallel map ~: C --~ C as 
C r ~ ~'C <~ Cs ~ (T Cs+xt  ~,  
222 TOMMASO TOFFOLI  
[If configuration c represents the state of the automaton at time t, configuration c' = rc 
represents its state at time t + 1. Thus, while ~ is the transition function for an individual 
cell and has as input the state of its neighbors, ~ is the transition function of the entire 
cellular automaton considered as an autonomous equential machine, r satisfies the 
constraints of localfiniteness (~ has a finite number of arguments) and translation invariance 
(the same map a is applied to the neighborhood of any cell).] 
n 
A cell-state q ~ A is quiescent if q = a (~=1 q)- A cellular automaton S is stable (cf. [6]) 
if it admits of a quiescent state. If S is stable, one may select a particular quiescent state 
as the blank state. A configuration isfinite if it contains finitely many cells in a nonblank 
state. The blank configuration has all its cells in the blank state. 
A cellular automaton is reversible if its parallel map ~ is bijective. The inverse of r is 
the parallel map of a new cellular automaton [8] called the reverse of S. A configuration c' 
is Garden-of-Eden if it has no predecessors, i.e., if Acsc c' =~ rc. [Clearly, a reversible 
cellular automaton has no Garden-of-Eden configurations, ince the inverse of its parallel 
map assigns a unique predecessor to any configuration.] 
As explained above, a cellular automaton is a mathematical structure characterized by 
many parameters. Since we shall have occasion to introduce many different classes of 
cellular automata, the following conventions will simplify our task by automatically 
introducing the nomenclature required in each case. 
On its first occurrence, the name of a cellular automaton will be accompanied by the 
name or the value (occasionally both) of certain of its parameters, according to the 
template 
s[A[r], rid], ~[XM, ~]], 
where the place of a parameter specifies its meaning as 
S = cellular automaton, 
A = state alphabet, 
r = state-alphabet size, 
T .... tessellation array, 
d - -  number of dimensions, 
~- - -  parallel map, 
X neighborhood index, 
n --  number of neighbors, 
= local map. 
In dealing with a particular cellular automaton, we shall omit from the template those 
parameters to which no explicit reference is required in the discussion. For instance, 
S[A,, [[n --  3], a]] will introduce a cellular automaton S with state alphabet A, number 
of neighbors n = 3, and local map ~, while the size of the state alphabet, the number of 
dimensions, and the neighborhood structure, as well as their name and that of the parallel 
map, are left unspecified. 
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DEFINITIONS 3.2. Given an arbitrary finite set A (for instance, a cellular automaton's 
state alphabet) and positive integers m, n, a combinatorial function F is a mapping of the 
form F: A"--+ A ~. A permutation P on A n is a bijective combinatorial function 
P: A '~ -+ A ~. Let a = (a 1 ..... a~), b --  (b 1 ..... b~), and b -- Pa; then Pi ,  the i-com- 
ponent of P, is defined by bi = Pia. 
Note that a permutation having as argument an n-tuple from A ~ does not permute the 
elements of the n-tuple; rather, it replaces the whole n-tuple with another chosen from A ~ 
according to a bijective substitution rule. If a permutation and its inverse are applied in 
succession, the result will be the original n-tuple with each component exactly in the 
same order. Thus P-~P may be decomposed into a set of n identity functions each one 
operating independently on a component of the n-tuple. Trivial though it may seem, 
this result, synthesized in the following lemma, will prove extremely useful in our 
construction. 
LEMMA 3.1. Let P be a permutation on A~ and P P-L  Let a e A. The identity holds 
Pro@ 
PiPa = ai .  
i=1 
i=i i=i i=I i=l 
In the remainder of this section we specify in detail the required embedding procedure. 
Given an arbitrary cellular automaton ~, we shall construct two new automata, S and S. 
Theorem 3.1 will show that S is the reverse of S and that, therefore, both are reversible. 
Theorem 3.2 will show that, with a suitable correspondence rule, S simulates ~' (cf. 
Definitions 3.4). 
DEEXNITIONS 3.3. Given an arbitrary cellular automaton S[A[r], [d], § 8]], we 
define two new cellular automata, S[A ~+1, [d + 1], r[X[2n + 1], a]] and S[A n+l, [d -- 1], 
-~[X'[2n + 1], 5]]. The neighborhood indices X, .~ and local maps e, 5 are specified, 
respectively, in Construction 3.1 and Construction 3.2. 
Given a configuration c of S, the state c 8 of cell s in c is an element of An+L The n q- 1 
components of c~ are denoted by c~~ cs% I f  S is represented as an iterative network 
with cells as in Fig. 3.2a, the components of c a are identified with the output states of 
the D~ D ~ delays associated with the corresponding cell. In a similar way, the com- 
ponents of a cell's state in S are associated with the D delays of Fig. 3.2b. 
The neighborhood index 2 of g is an n-tuple of displacements (n is the number of 
neighbors). In turn, each displacement is a d-tuple of integers (d is the number of 
dimensions). In symbols, 
g 
i= I  i= I  J--I 
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In the neighborhood index X of S each displacement will be a (d + 1)-tuple of integers 
(since we have added one dimension). Intuitively, to the n neighbors in the d original 
dimensions we shall add n + 1 neighbors in the additional dimension; namely, the cell 
immediately above a given cell s (cf. (3.1a) below) and the n cells immediately above the n 
original neighbors of s (3.1c). Formally, 
(Construction 3.1) the neighborhood index X of S is defined as the ordered set 
2n d ~.  \ 
(i=o (j=0 ~u whose elements are specified by 
d 
X o = <1, [ 0]> (3.1a) 
J= l  
d 
Xi (o, 
,[1"= (for i = 1, 2 ..... n). 
(3.1b) 
Xi+~ ~ Xi + Xo 1 (3.1c) 
Taking advantage of the conventions introduced in Notation, we shall concisely define 
the neighborhood index X of S as X = -X .  
Referring to Fig. 3.2a, we see that the delays DO,..., D n are immediately affected by 
inputs x 1 .... , x n (thence the assignment (3.1b) above) and by input x 0 (thence (3.1a)). 
Moreover, inputs ql ,..., qn-1 immediately affect the outputs xl',..., x n' without any 
interposed elays. This gives each cell n additional neighbors; thence (3.1c). 
Construction 3.2. Let 6 be the local map of cellular automaton ,~ having state alphabet 
A and number of neighbors n (cf. Definitions 3.3). By definition, • is an arbitrary com- 
binatorial function of the form (~: A n --~ A. To (~ we associate two permutations, P and Q, 
respectively, on A '~+t and A n, defined by 
P,, ~ xi) 6 ~ xi) @ Xo (for h -- 0), (3.2a) 
i--O i=1 
= xl~ (for 1l = 1,..., n); 
n-1  
(q~)  == qo (for h -= 1), 
i=O 
= qo @ qh-1 (for h = 2,..., n). 
and their inverses, respectively P and ~), explicitly written as 
Pt, ~ Pi) - -Po @ # ~ P,) (for h = 0), 
i=0  i=1 
-- Ph (for h ~- 1 ..... n); 
i=1  
...... Xt  / 
.... " h+l  @ X l  
(for h = 0), 
( forh ~- 1 ..... n --  1). 
(3.2b) 
(3.2c) 
(3.2d) 
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P and Q are the invertible combinatorial functions indicated in Fig. 3.2a (similarly, 
P and Q appear in Fig. 3.2b). It is easy to verify that, as long as the x 0 , ql ..... q~-i inputs 
are held to state 0, Po reproduces the local map ~ and Q acts as an n-way signal splitter, 
i.e., that 
(LEMMA 3.2) 
i =~ n--1 P0(0, x,:]) 6 ~ x~} and Q(qo, [ 0 ] )= ~ %}. 
i=1 i=1 i=1 i=1 
Construction 3.3. Let X be the neighborhood index defined in Construction 3.1 and 
P, Q the combinatorial functions defined in Construction 3.2. Then the local map a 
of S is specified by 
2n 
c/ -- a (C~+x~) 
i--O 
(3.3a) 
_ C1 P(  ~+Xo, ~ o 
i=I k=2 
In a similar way, given X, P,(and ~), the local map 5 of ,~ is specified by 
2n 
'5  = ~ ( c'~+x,> 
i=0 
- ,Qo - '  " ' -~-  Pjc~+2~>, Poc~+.~o, [ QJ ~ /~c;+x'o+,'G}]>. 
J=l  d=l k=l  
(3.3b) 
Intuitively, given the cell structure of Fig. 3.2a and the neighborhood relationship of 
Construction 3.1, in Construction 3.3 we have specified the interconnections between 
nodes (combinatorial functions and delays) of the whole interative network. 
X and a [respectively, 5( and 5] uniquely specify the parallel map ~" of cellular automaton 
S [the map ~ of S], as explained in Definitions 3.1. 
THEOREM 3.1. Cellular automaton S is reversible, and S is its reverse. 
Proof. In order to prove that ~" is invertible it is sufficient o show that -~- -= 1. Then T 
is injective and, according to Richardson [8], also bijeetive. (Alternatively, one could 
verify that also ~-~ 1.) 
By substituting c' of (3.3a) in (3.3b) we obtain 
--- Qh(  , -x i+x~,  [ k \ 9 , e~_~:,+x~+xo]>]>j~, 
i 1 h=l  It-2 
"x POP@#, [ c o , .~+x~]>]), 
h=l k-2 (3.4) 
, 9,,< ,-Xo-Xj+x~, i eL~j+x,])]))]).  
i 1 J 1 h=l  k--2 
226 TOMMASO TOFFOL I  
By repeated use of Lemma 3.1, and considering that PP  = I, OQ = I ( I  denotes the 
identity function), (3.4) is eventually transformed into 
c;' <cd, c), ~ c,q>--c, .  
i=2  
Thus, for every cell s, c~ = c, ,  i.e., c = erc. Therefore r is bijective and q is its inverse. 
DEFINITIONS 3.4. Let ,9, S be cellular automata with, respectively, parallel maps § r 
and configuration sets C, C. S simulates ~ (,~ is embeddable in S) if there exists an injective 
encoding map l~: C -~ C and a decoding map v: C ~ ~ such that, for all t ~ 0, r*C --  
vr*t~C, i.e., if the following diagram commutes (cf. [13]) 
c7c  
[In addition, Smith requires that/~ and v be in some sense "simpler" than § and r, ob- 
viously intending that no extension of the computing power of r should be hidden in/~ 
and v. The encoding and decoding maps used in Theorem 3.2 below are quite safe in 
this respect, as they consist of straightforward copying procedures.] A pair of functions/~ 
and v having the above properties are said to define an embedding of ~ into S. 
THEOREM 3.2. An arbitrary cellular automaton having d dimensions i embeddable in a 
reversible one having d + 1 dimensions. 
Proof. Let S be an arbitrary cellular automaton, and S the corresponding reversible 
one of Definitions 3.3. Let us consider first the case of ~ having a quiescent state 0. 
Recall that a cell s of S is a d-tuple of coordinates of the form (s: ,..., sa). Similarly, a cell 
of S is a (d + l)-tuple. Let ~ denote a configuration of ~, and c one of S. It is easy to 
verify that the following maps/~, v specify an embedding of ~ in S 
9 ~ " for i : 0 ,  s o : 0 ,  c := /x~ ~ c<so,s :  . . . . .  Sa> ~ C(s l  . . . . .  sa )  
- -  0, otherwise. 
(/z initially blanks the whole automaton S except for the d-dimensional hyperplane 
s o = 0 whose D O delays are initialized with a copy of r 
.~- (0  
= PC ~ C(s  1 . . . . .  Sa ) (O ,s l  . . . . .  ~a) " 
(v copies back the state of the D O delays of hyperplane s o = 0 into g.) Note that / ,  and v 
map finite configurations into finite ones. 
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If  ~ has no quiescent state, we could modify our construction as shown, for a particular 
case, at the end of Section 2. However, we can prove the theorem much more briefly by 
means of the following argument. 
Choose an arbitrary state q ~ A and consider the configuration c whose cells are all 
in state q. There is an m ~ [A [ such that § = c. We can construct a new cellular 
automaton S' with parallel map 4' = § such that ~' simulates S with a speed-up 
factor of m (cf. [13]). By construction, q is a quiescent state of ~', and we can proceed to 
Definition 3.1 starting from cellular automaton S' instead of S. 
It is well known that computation- and construction-universal ce lular automata do 
exist. Therefore, by Theorem 3.2, 
COROLLARY 3.1. There exist computation- and construction-universal reversible 
cellular automata. 
Our embedding of a cellular automaton in a reversible one is achieved at the cost of 
increasing the number of dimensions by one. The following problems arise: 
(1) Whether an arbitrary cellular automaton can be embedded in a reversible one 
having the same number of dimensions. 
(2) Whether at all there are computation- and construction-universal reversible 
cellular automata in one dimension. 
We conjecture that problem (1) has a negative answer. On the other hand, certain 
fragmentary findings seem to suggest a positive answer to problem (2). 
4. REVERSIBILITY AND THE BOUNDING PROBLEM FOR CONFIGURATIONS 
A computation-universal cellular automaton can play host to a universal Turing 
machine and, consequently, share its heritage of unsolvable problems. Observing that 
it is not decidable in general whether a Turing machine will restrict its activity to a 
bounded amount of tape, both Smith [14] and Aladyev [15] concluded that any computa- 
tion-universal cellular automaton has an unsolvable bounding problem for configurations 
(i.e., that it is not decidable whether the diameter of a configuration will eventually 
outgrow any bounds). Yet, as Smith pointed out, the Turing machine embedded in a 
portion of the automaton (by means of encoding and decoding functions analogous to 
those of Section 3) may halt while other portions of the automaton indefinitely expand 
their activity. Thus, one might suspect hat the bounding problem for configuations i , 
in general, independent of the halting problem for an embedded Turing machine. 
This turns out to be the case. Indeed, in Corollary 4.1 we prove the existence of com- 
putation-universal cellular automata in which every configuration has an unbounded 
propagation. For such automata, the bounding problem for configurations i clearly 
solvable. The existence proof may be extended to reversible cellular automata (Corollary 
4.2). 
We are in a better position, now, to understand the reason of the contrast between a 
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proposition by Aladyev [15], that every computation-universal cellular automaton has a 
Garden-of-Eden configuration, and Corollary 3.1. Aladyev's proposition was based on a 
false assumption (that every computation-universal cel ular automaton has an unsolvable 
bounding problem for configurations [14, 15], which is in direct contradiction with 
Corollary 4.1 and, consequently, with Corollary 4.2) and turns out to be false (being in 
direct contradiction with Corollary 3.1). 
DEFINITIONS 4.1. (The present definitions, adapted, in the main, from Smith [13], 
are meaningful only for cellular automata having a blank state.) We recall that the distance 
between two cells s, s' is maxi( I s i -- s i' [), i.e., the maximum difference between homonym- 
ous coordinates. [Other common definitions of distance, as, for instance, that based on 
the "city-block" metric, may be used as well without affecting the following definitions.] 
The diameter of a configuration is the maximum distance between pairs of nonblank cells. 
/oo -c~c) , in Given parallel map r, the propagation of a configuration c is the sequence \e=0 
what follows simply written as @). A propagation is bounded if the corresponding sequence 
of configuration diameters is bounded. The bounding problem for configurations of a 
cellular automaton S is to determine for any configuration c of S whether c is bounded. 
A cellular automaton S is propagation-unbounded if every configuration except he blank 
one has an unbounded propagation. 
We shall prove that an arbitrary cellular automaton is embeddabte in one that is 
propagation-unbounded (in the same number of dimensions). The following informal 
argument will introduce the technique used. 
Consider the one-dimensional cellular automaton K[{blank, signal},, [X, e]], where X 
is the yon Neumann neighborhood (--1,  0, 1) and a the local map {(blank, blank, 
blank) --+ blank, (any other entries) -~- signal}. Any signal appearing in a configuration of 
K will indefinitely propagate right and left. Thus, K is clearly propagation-unbounded. 
We can easily construct a cellular automaton having analogous properties in any number 
of dimensions. Moreover, an arbitrary neighborhood index having at least two distinct 
elements is sufficient o guarantee unbounded propagation. 
Given an arbitrary cellular automaton g and a suitable K with the above properties, 
our intention is to "couple" K to g weakly enough so that both the computing capabilities 
of g and the propagation unboundedness of K are preserved in the resulting cellular 
automaton S. S will have a state alphabet which is the Cartesian product of that of g 
and of K. Thus, a configuration of S will have two components; the g-component will 
reproduce the behavior of S, while the K-component will take care of propagating signals. 
The "coupling" is achieved by having any nonblank cell in the g-component inject a new 
signal in the K-component. Thus, unless a configuration is all blank in both components, 
signals will appear in its K-component (if not already present at the outstart) and 
propagate without bounds. 
Construction 4.1. Given an arbitrary cellular automaton N[A,, [X[n], 6]] with blank 
state 0 ~ A, we define a new cellular automaton S[A • B , ,  [X[n + 2], g]], where B is 
the set {0, 1 } and X and a are constructed as below. 
The first n components of X coincide with those of )~. The remaining two, X~+ 1and 
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Xn+~, are two arbitrarily chosen distinct displacements; if )~ contains at least two distinct 
components, X~+ 1 and X~+2 can be identified with them. 
The state c~ of a cell s in a configuration c of S consists of two components, c,~ ~ A 
and c~ x ~ B. Correspondingly, the local map ~r of S is defined by 
*z+2 
c,' = <c; s, c;~> = ~ < c,+~,>, 
i=1 
where 
c'~  = O ~ c~+x~>, (4.1a) 
i=1 
n+2 
'~ <0, 0>, c s =0,  if ]~ c8+~= 
i=n+l  
= 1, otherwise. (4.1b) 
In agreement with (4.1a), (4.1b), cell-state (0, 0) is selected as the blank state of S. 
The local map a of S can be visualized as having two components. The ~-component 
of a only deals with the ~q-component of a configuration, and exactly reproduces the 
given map ~ (the two added neighbors are ignored). The K-component of a forces a 1 in 
the K-component of the state of a cell s if the state of either neighbor s + ~:n+l, s + X,~+2 
is not blank (i.e., does not have a 0 in both components). 
THEOREM 4.1. Any stable cellular automaton is embeddable in a propagation-unbounded 
one. 
Proof. Let ~ be tile given automaton, and S be defined as in Construction 4.1. It is 
easy to verify that the following encoding and decoding functions, respectively/z and v 
(merely copying routines) define an embedding of ~q in S 
~. tc,S ~- e,, (4.2a) 
cs = ~g8 (c, K ~- 0; 
Cs z vc s <=~s = Cs ~, 
(where ~ and c denote, respectively, a configuration of ~q and one of S). Moreover, it is 
clear from (4.1b) that any nonblank configuration of S has an unbounded propagation. 
COROLLARY 4 .1 .  There exist computation- and construction-universal cellular automata 
whose bounding problem for configurations is solvable. 
Proof. Referring to Theorem 4.1, if the original automaton ~q has the required 
computing capabilities, these are not affected by its embedding in S. 
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THEOREM 4.2. Any stable cellular automaton is embeddable in a propagation-unbounded, 
reversible one. 
Proof. Let ~ be the given cellular automaton, and ~q the propagation-unbounded one 
obtained from S by means of Construction 4.1. Let S be the reversible cellular automaton 
obtained from ~q according to Definitions 3.3. Given any finite nonblank configuration c 
of S (not merely one constructed by means of the encoding function t* of Theorem 3.2), 
consider the greatest integer k for which the hyperplane s o = k is not all in the blank 
state. Since a cellular automaton is a translation-invariant structure, we may assume, 
without loss of generality, that k = 0. By using the decoding function v of Theorem 3.2, 
we obtain a configuration g = vc of ~. Since propagation (g} is unbounded (S is propaga- 
tion-unbounded), so is propagation (c}. Therefore S is propagation-unbounded. 
COROLLARY 4.2. There exist computation- and construction-universal, reversible cellular 
automata whose bounding problem for configurations i solvable. 
5. CONCLUSIONS 
We have shown that it is possible to represent irreversible processes, in particular, 
those required for universal computation, in a homogeneous medium governed by a 
reversible set of laws. This is achieved by means of a straightforward embedding procedure 
whereby the original process is represented in a hyperplane of a structure having one 
more dimension. If  one concentrates one's attention only on that particular hyperplane, 
one observes irreversible phenomena; the "information content," so to speak, of the 
process gradually decreases. The whole structure, however, remains reversible, as, at any 
moment, the information still remaining in the hyperplane, together with that diffused 
through the remainder of the space, is exactly sufficient o reconstruct the system's past 
history and, therefore, its initial state. 
Intuitively, the selected hyperplane is able to carry out irreversible computations as 
long as it is fed with constant signals from the "upper" half-space and is allowed to 
dispose of the by-products of the computation by relinquishing it to the "lower" half- 
space. This situation is analogous to one encountered in thermodynamics, where 
macroscopic conversion of energy can take place only in the presence of a supply of free 
energy those. Such an analogy between the irreversible aspects of computing processes and 
of macroscopic physics, both in the context of an overall reversible set of laws, is probably 
not accidental. For example, Keyes and Landauer [18] have shown that whenever a
physical computer throws away information about its previous logical state it must 
generate a corresponding amount of entropy, and Jaynes [19, 20] has shown a way to 
explain thermodynamical principles in terms of information-theory concepts. 
In view of the above remarks and of the results obtained in this paper, the ease with 
which large-scale heuristic experimentation can be carried out on cellular automata 
(cf. [21]) may make them invaluable in providing at least schematic models of the 
relationships between macroscopical nd microscopical properties of physical systems. 
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