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Abstract
We study the semi-classical limits of the first eigenfunction of a pos-
itive second order operator on a compact Riemannian manifold, when
the diffusion constant ǫ goes to zero. If the drift of the diffusion is given
by a Morse-Smale vector field b, the limits of the eigenfunctions concen-
trate on the recurrent set of b. A blow-up analysis enables us to find
the main properties of the limit measures on a recurrent set.
We consider generalized Morse-Smale vector fields, the recurrent set
of which is composed of hyperbolic critical points, limit cycles and two
dimensional torii. Under some compatibility conditions between the
flow of b and the Riemannian metric g along each of these components,
we prove that the support of a limit lies on those recurrent compo-
nents of maximal dimension, where the topological pressure is achieved.
Also, the restriction of the limit measure to either a cycle or a torus is
absolutely continuous with respect to the unique invariant probability
measure of the restriction of b to the cycle or the torus. When the torii
are not charged, the restriction of the limit measure is absolutely contin-
uous with respect to the arclength on the cycle and we have determined
the corresponding density. Finally, the support of the limit measures
and the support of the measures selected by the variational formulation
of the topological pressure (TP) are identical.
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1 Introduction
A random particle can escape in finite time from the basin of attraction of a
dynamical system [17, 38]. Indeed a large fluctuation will ultimately push the
stochastic particle outside of the basin even if the drift points inside. On the
other hand, on a compact manifold, the analysis of the motion of a stochastic
particle is quite different. In particular the particle can wander inside the
manifold from one basin of attraction to another. We are interested here in
finding the behavior of the random particle for large time and small noise.
The answer to this problem depends on two main data, at least. First the
geometrical space which is a Riemannian manifold and second a dynamical
system. It is legitimate to think that the recurrent set of the field plays a
crucial role since they are visited repeatedly by the deterministic particle.
One can ask, for example, if certain recurrent sets are visited more often than
others. To address this question, one would try to obtain an explicit solution
of the Fokker-Planck Equation (FPE) and derive large time and small noise
asymptotics. We shall study the FPE and in particular the ground state (first
eigenfunction) when the noise is small.
1.0.1 Formulation of the first eigenfunction problem
On compact Riemannian manifolds, the behavior of the first eigenvalue of
singular elliptic perturbations of first order operators has been the topic of
many studies (among others [9, 17]). As the viscosity parameter goes to zero,
the first eigenvalue tends to a quantity called the topological pressure. We
shall discussed briefly the concept developed in [31] and link it with the limits
of the first eigenfunctions.
In a previous study [24], when the first order term is a Morse-Smale field
and a killing potential c is added to the dynamic, some properties of the limit
measures of the first eigenfunction were obtained. It was shown that the limit
of a normalized eigenfunction is concentrated on a subset of the recurrent set
(see [24]). There, we have left open the characterizations of the limit measures.
The purpose of the present work is to complete and extend this previous study
[24] and to describe in some cases the properties of these measures. In order
to make our exposition self contained, we shall recall briefly the links between
the dynamics of a random particle and its survival probability distribution.
If Xǫ(t) denotes the position at time t of a random particle on a compact
Riemannian manifold (V ,g) its motion is described by the following stochastic
equation:
dXǫ(t) = b(Xǫ(t))dt+ σ(Xǫ(t))dw
where w is the N-dimensional classical Brownian process and σ is a vector
bundle homomorphism from the trivial vector bundle V ×RN into the tangent
bundle TV such that σσ
∗ = g˜−1 where σ∗ : T ∗V → V × RN is the homomor-
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phism dual to σ and g˜ : T V −→ T ∗ V is the canonical fiber bundle isomor-
phism induced by the metric g. A potential c representing a killing term is
added. Physical interpretations of c and computation of the survival probabil-
ity can be found in [38, 25]. The survival probability distribution of a particle
Xǫ(t) located in the region y+dy at time t, conditioned by the initial condition
Xǫ(0) = x (see [38]) is given by pǫ(t, x, y)dy = Pr(Xǫ(t) ∈ y + dy|Xǫ(0) = x)
and satisfies the backward Fokker-Planck equation (FPE):
∂pǫ(t, x, y)
∂t
= ε∆gpǫ(t, x, y)+ < b(x),∇pǫ(t, x, y) > +c(x)pǫ(t, x, y)
pǫ(0, ., y) = δy.
We consider the Fokker Planck operator defined by
Lǫ = ǫ∆g + θ(b) + c, (1)
where ∆g is the Laplace-Beltrami operator and θ(b) is the Lie derivative in the
direction b. The function c is chosen such that Lǫ is positive. Lǫ cannot be
conjugated to a self-adjoint operator by scalar multiplication. Since the opera-
tor is positive and compact, by the Krein-Rutman theorem the first eigenvalue
λǫ is real positive and associated to a unique positive normalized eigenfunction
uǫ (see for example [36]).
The probability density function pǫ can be expanded using the eigenfunc-
tion of Lǫ
pǫ(t, x, y) = e
−λǫtuǫ(x)u∗ǫ (y) +Rǫ(t, x, y),
where the second term Rǫ(t, x, y) decreases exponentially faster than the first as
t goes to infinity, and u∗ǫ is the first positive formalized eigenfunction associated
to the adjoint operator L∗ǫ . The first normalized positive eigenfunction uǫ > 0,
is a solution of
ǫ∆guǫ + (b,∇uǫ) + cuǫ = λǫuǫ (2)∫
Vn
u2ǫdVg = 1.
Equation (2) has a long story in the literature, starting from the work in the
70’s in Rn to more recent endeavors, to find a quantum analog of the weak KAM
theory (see for example [15]). In that case, when the field b is Hamiltonian,
the measure uǫu
∗
ǫdVg as ǫ goes to zero concentrates on a specific set.
1.0.2 Limit of the first eigenvalue and the topological pressure
Under hyperbolicity assumptions on the field b, the limit of the sequence λǫ
has been determined in [10, 31]. It was based on the fact that λǫ is given by
the following variational formula (see [10]),
λǫ = sup
µ∈P (V )
(
∫
V
cdµ+ inf
u>0
[
−
∫
V
Lǫ(u)
u
dµ
]
),
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where µ belongs to P (V ), the space of probability measure on V . It is proved
in [31] that when the recurrent set K of the field b is a finite union of isolated
components K1,K2,...,KN which are hyperbolic invariant sets, the limit of the
first eigenvalue λǫ as ǫ goes to zero is equal to topological pressure, denoted
by TP and defined as follows:
TP (Kj) = sup
µ
{hµ +
∫
V
(c− d detDφ
u
t
dt
|t=0)dµ | µ ∈ P (V ),
support µ ⊂ Kj , µ φt − invariant}.
For any union U of Kj ’s,
TP (U) = sup
Kj∈U
TP (Kj), where
hµ is the metric entropy (see [37]), φt is the flow of the vector field b and
Dφut is the tangent mapping of φ restricted to the unstable bundle T
u
Kj
V of
Kj and detDφ
u
t is the determinant of Dφ
u
t with respect to the metric g. A
φt − invariant measure µj ∈ P (V ) with support in Kj such that
TP (Kj) = hµj +
∫
V
(c− d detDφ
u
t
dt
|t=0)dµj
is called an equilibrium state associated to Kj (see [31],[10] for existence). Up
to a reordering of Kj we can assume that TP (Kj) = TP (∪iKi) if 1≤ j ≤ l,
and TP (Kj) < TP (∪iKi) if j > l.
A measure µ =
∑l
j=1 pjµKj where µKj is an equilibrium state associated
with the set Kj , pj ≥ 0,
∑l
j=1 pj = 1, is called an equilibrium measure (see
Theorem 3.4 in [32] p.20). Unfortunately, neither these results nor the methods
used in [31], Donsker-Varadhan [10]- [11]-[12] and many others do give us any
information about the first eigenfunction uǫ as ǫ goes to zero.
1.0.3 Limit of the first eigenfunction
Let us introduce the following notations,
b = Ω +∇L , vǫ = e− L2ǫuǫ, (3)
cǫ = ǫ(c+
∆gL
2
) + ΨL,
ΨL =
1
4
(||∇L||2 + 2(∇L,Ω)),
where the function L is a special Lyapunov function (see appendix I of [24], for
a construction of L associated with a Morse-Smale vector field on a compact
Riemannian manifold). The introduction of the function L is natural because
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in the neighborhood of any recurrent sets of the field b, it coincides to the third
order with the solution of the associated Hamilton-Jacobi equation (ΨL =
0). This solution has already been introduced in the classical text books by
Courant-Hilbert to find approximations to the solutions of the Wave equation,
and later on by Schuss [38], Kamin [28, 29, 30], Friedman [19], and many other,
in the context of the diffusion equation. The exponential of the Lyapunov
function plays the role of a convergence factor, which is a well established
technic in analysis especially in the study of divergent series and integrals.
Equation (2) is transformed into
Lǫ(vǫ) = ǫ
2∆gvǫ + ǫ(Ω,∇vǫ) + cǫvǫ = ǫλǫvǫ, (4)
and we impose the normalization condition∫
Vn
v2ǫ dVg = 1.
In equation (4), ǫλǫ is the first eigenvalue of the operator
L′ǫ = ǫ2∆g + ǫθ(Ω) + cǫ
and vǫ is the associated positive [36] eigenfunction. It has been proved in [24]
that the weak limits of the normalized measures v2ǫ dVg are supported by the
limit sets of the field b. In order to obtain a precise description of these limits
additional assumptions will be made on the behavior of the vector field b near
the hyperbolic recurrent sets. Usually the first eigenfunction uǫ will not have
any limits as ǫ goes to zero in any of the classical ”strong” topologies. On the
other hand we will characterize the limits of the measure v2εdVg if we assume
that b is a generalized Morse-smale field, the only recurrent components of
which are hyperbolic points, cycles, two dimensional torii and the hyperbolic
structure satisfies some compatibility conditions with the metric. The main
result of this work can be summarized as follow:
“ On a Riemannian manifold, for any choice of a special Lya-
punov function L, vanishing at order 2 on the recurrent sets of
the field, the limits as ε tends to 0, of the normalized measures
e−
L
2ǫu2ǫdVg, are concentrated on the components of the recurrent sets
which are of maximal dimension and where the topological pressure
is achieved.”
1.1 Notations and Assumptions
We shall make the following assumptions on the field b:
I) The recurrent set is a finite union of stationary points, limit cycles and
two dimensional torii.
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II) The stationary points are hyperbolic and for each such P the stable
and unstable manifolds belonging to P are orthogonal at P with respect to
the metric g.
III) Any limit cycle S has a tubular neighborhood T S equipped with a
covering map Φ : Rm−1 × R −→ T S having the following properties:
(a) for all (x′, θ) ∈ Rm−1 × R,
Φ−1 ◦ Φ(x′, θ) = {(x′, θ + nTS)|n ∈ Z}
where TS is the minimal period of the the cycle S.
(b) at any point (0, θ) ∈ Rm−1 × R,
(Φ)∗ g(0,θ) =
m−1∑
n=1
dx2n + g
mm(θ)dθ2,
where θ = xm.
(c) at any point (0,θ) ∈ Rm−1 × R ,
(Φ)∗ b =
∂
∂θ
+
m−1∑
i,j=1
Bijxj
∂
∂xi
,
up to term of order two in x′ = (x1, ..xm−1), canonical coordinates on Rm−1.
(d) the (m− 1)× (m− 1) matrix B ={Bij |1 ≤ i, j ≤ m− 1} is hyperbolic
and its stable and unstable spaces are orthogonal with respect to the Euclidean
metric
∑m−1
n=1 x
2
n on R
m−1. Denote by Bs(resp. Bu) the restriction of B to the
stable (resp unstable) space.
IV) Any 2-dimensional torus R has a tubular neighborhood TR equipped
with a diffeomorphism Φ : Rm−2×R2 −→ TR having the following properties:
(a) at any point (0,θ) ∈ Rm−2 × R2, θ = (θ1, θ2) θ1, θ2 cyclic coordinates,
with period one.
(
Φ−1
)∗
g(0,θ) =
m−2∑
n=1
dx2n + a(θ)dθ
2
1 + 2b(θ)dθ1dθ2 + c(θ)dθ
2
2.
(b) at any point (0,θ) ∈ Rm−2 × R2 ,
(Φ)∗ (b) (0, θ) = k1
∂
∂θ1
+ k2
∂
∂θ2
+
m−2∑
i,j=1
Bijxj
∂
∂xi
,
where:
(i) the (m− 2)× (m− 2) matrix B ={Bij |1 ≤ i, j ≤ m− 2} is hyperbolic
and its stable and instable spaces are orthogonal with respect to the Euclidean
metric
∑m−2
n=1 x
2
n on R
m−2,
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(ii) k1, k2 ∈ R and k1k2 ∈ R−Q. A torus with such a flow will be called an
irrational torus.
(iii) there exist constants C > 0, α > 0 such that for all m1, m2 ∈ N,
|m1k1 +m2k2| > C(m21 +m22)α (5)
This is usually called the small divisor condition. We call assumption (i) in all
the previous cases the Orthogonality Assumption.
Definition and construction of a special Lyapunov function
Given a Riemannian manifold (V, g), of dimension m and a vector field b on
V, having as recurrent components stationary points, limit cycles and two-
dimensional torii satisfying hyperbolicity conditions and compatibility condi-
tions with g, stated as in paragraph 1.1, then there exists a Lyapunov function
L satisfying the following properties
1. Outside the recurrent sets, dL(b) < 0.
2. In the neighborhood of any recurrent elements S (points, cycles and
torii), in the coordinate system defined in 1.1, the first nonzero term of
the Taylor expansion of L is a quadratic form L(x) =< A(S)x, x >Rm−σ
+O(||x||3). σ ∈ {0, 1, 2}, is the dimension of the recurrent components.
3. In the splitting of Rm−σ = Rms
⊕
Rmu , σ ∈ {0, 1, 2}, the matrix A(S),
splits into As(S) andAu(S). They have the form: in the system (U, x1, .., xm).
A−1s (S) = −
∫ +∞
0
etBsΠse
tB∗s dt,
A−1u (S) =
∫ +∞
0
e−tBuΠue−tB
∗
udt,
where Πs,Πu are positive definite. For later purposes, we take Πu >>
2Idmu and Πs >> 2Idms. The symbol >> denote the canonical order
on the set of symmetric matrices.
4.
Ψ(L) =
1
4
( ||∇L||2g + 2 < ∇L,Ω >g) =
1
4
( −||∇L||2g + 2 < ∇L, b >g) ≥ 0,
where equality occurs only on the recurrent sets. Moreover,
Ψ(L) =
1
2
< B∗A(S) + A(S)B − 2A(S)2x, x >Rm−σ +O(||x||3),
where the conditions on Πs,Πu given in 3 implies that
B∗A(S) + A(S)B − 2A(S)2 >> 0.
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Remark. From the conditions above, it may be surprising that all we need for
our study is the knowledge of g and b up to the first order along the recurrent
set.
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1.1.1 General Notations
<,>g := scalar product associated to g
dg : V × V → R+ := distance associated to g
expx : TxV 7−→ V :=exponential map of g with pole x
dVg := volume element associated to g
L2(V ):=L2 − space associated to dVg
H1([0, t];V ):= the space of all H1 curve from [0,t] to V
∆g := negative Laplacian associated to the metric g
b := vector field on V
θ(b) := Lie derivation operator associated to b
∇ := gradient associated to g
P (V ) := space of all probability measures on V
C∞ − topology:=uniform convergence of all the derivatives on compact sets
TP := Topological Pressure
g :=
m∑
ij=1
gijdxidxj
∆g := − 1√
det(g)
m∑
ij=1
∂
∂xi
√
det(g)gij
∂
∂xj
gij := inverse matrix of gij
∆m−1E := −
m−1∑
i=1
∂2
∂x2i
det(g) := det (gij)
Γkij := Christoffel symbols of gij
Γkij =
1
2
gkl
(
∂gil
∂xj
+
∂gjl
∂xi
− ∂gij
∂xl
)
R···lijk· :=
∂Γljk
∂xi
− ∂Γ
l
ik
∂xj
+
m∑
n=1
[
ΓlinΓ
n
jk − ΓljnΓnik
]
Rijkl :=
m∑
n=1
glnR
···n
ijk·
Rickl :=
m∑
j=1
Rjklj
R :=
m∑
j=1
Ricjj =
m∑
i,j=1
Rijji
θ(b) :=
m∑
i=1
bi
∂
∂xi
dxi(∇f) :=
m∑
i=1
gij
∂f
∂xj
,1 ≤ i ≤ m
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Along a limit cycle S, parametrized by the trajectory x∗ : R→ V , we denote
by < g >S the average of any regular function g,
< g >S=
1
TS
∫ TS
0
g(x∗(θ))dθ,
where TS is the minimal period of the limit cycle. Finally we denote
g¯ = g− < g >S .
1.1.2 Expression of the Topological Pressure in some cases.
The topological pressure of the recurrent components ω of b are given by the
following formula
TP (ω) = πω +R(ω).
where
πω =
∑
i
min(0, Reλi(ω)),
where λi(ω) are the eigenvalues of the matrix B (see paragraph 1.1) and
• (i) if ω stationary point, R(ω) = c(ω),
• (ii) if ω is a cycle parametrized by θ (notation 1.1),
R(ω) =
1
Tω
∫ Tω
0
c(θ)dθ.
• (iii) if ω is a 2-dimensional irrational torus, in the coordinate system
defined in the paragraphs 1.1,
R(ω) =
1
k1k2
∫
T2
c(θ1, θ2)dθ1dθ2.
where c(θ1, θ2) is the restriction of c to ω.
The topological pressure of the field b is
TP = max{πω +R(ω)|ω recurrent components of b}.
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1.2 Definition of Concentration Phenomena
We shall say that a limit of a measure v
2
ǫ dVgR
V
v2ǫ dVg
is concentrated on a set S if S
has an open neighborhood U such that the support of the restriction of a limit
measure to U is S. The total mass of the restriction is called the concentration
coefficient.
Definition 1 For all δ small enough fixed, BP (δ) is the geodesic ball of radius
δ, centered at P , the concentration coefficient cP is,
cP = lim
n→∞
∫
BP (δ)
v2ǫndVg∫
V
v2ǫndVg
.
There exists r > 0 such that the restriction of the limit measure to the ball
BP (r) is cP δP .
This coefficient characterizes the concentration measure at point P . Similarly,
for a set S, which can be a cycle Γ or torus T, we have
Definition 2 If µ is a limit measure for a small enough δ, such that suppµ∩
T S(δ) = S, (T S(δ) the tubular neighborhood of S) and the concentration coef-
ficient cS(µ) is defined by:
if v2ǫndVg → µ then cS(µ) = µ(T S(δ)) = limn→∞
∫
TS(δ)
v2ǫndVg∫
V
v2ǫndVg
.
It depends on the limit µ, but not on δ if small enough.
We will need the following additional definitions. Let us denote by QUSǫ a
maximum point of vǫ in US.
Definition 3 A sequence vǫn where ǫn tends to zero is said to charge a set S
if the following limit exists and
γS = lim
ǫn→0
vǫn(Q
US
ǫn )
maxV vǫn
> 0.
γS is called a modulating coefficient. Note that this coefficient depends on the
subsequence. Such sequence is called a charging sequence. Finally, a sequence
vǫn where ǫn tends to zero is said to maximally charge a set S if
γS = 1.
We remark that the definition of γS does not depend on the open set US, small
enough .
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2 Main Results
Theorem 1 On a compact Riemannian manifold (M, g), let b be a Morse-
Smale vector field and L be a special Lyapunov function for b. Consider the
normalized positive eigenfunction uǫ > 0 of the operator Lǫ = ǫ∆ + θ(b) + c,
associated to the first eigenvalue λǫ.
1. The recurrent set R of b is a union of a finite set of stationary points
Rs, a finite set of periodic orbits Rp and a finite set of two dimensional
irrational torii Rt. The limit set of a normalized measure
u2ǫe
−L/ǫdVg∫
Vn
u2ǫe
−L/ǫdVg
,
is contained in the set of probability measure µ of the form
µ =
∑
P∈Rstp
cP δP +
∑
Γ∈Rptp
aΓδΓ +
∑
T∈Rttp
bTδT
where Rstp (resp.R
p
tp, R
t
tp) is the subset of R
s (resp.Rp, Rt), where the
topological pressure is attained. δP is the Dirac measure at P.
For Γ ∈ Rp and h ∈ C(V ),
δΓ(h) =
∫ TΓ
0
fΓ(θ)h(Γ(θ))dθ, (6)
where θ ∈ R −→Γ(θ) ∈ V is a solution of b representing Γ (see the
notations for the precise definition of θ). The periodic function fΓ is
given by
fΓ(θ) = exp{−
∫ θ
0
c(Γ(s))ds+
θ
TΓ
∫ TΓ
0
c(Γ(s))ds}
and TΓ is the minimal period of Γ.
For T ∈ Rt and h ∈ C(V ),
δT(h) =
∫
T
h(θ1, θ2)fT(θ1, θ2)dST, (7)
where dST is the unique probability measure on T invariant under the
action of the field b and fT is the unique solution of maximum 1, of the
equation
k1
∂f
∂θ1
+ k2
∂f
∂θ2
+ cf = µ2f where µ2 =
∫
T
cdST.
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2. The coefficients cP , aΓ, bT obey the following rule: If at least one coef-
ficient bT > 0, then for all cycle aΓ = 0 and all points cP = 0. If all
coefficients bT = 0, and at least one coefficient aΓ > 0 then all cP = 0.
3. The limit measures of the first eigenfunction are concentrated on the
recurrent set R of Ω, where the topological pressure is attained. If ω ∈
R, and TP (ω) 6= TP (R), where TP (ω) is the topological pressure at
ω, then the limit measure associated with the normalized eigenfunction
e−L/ǫu2ǫdVgR
Vn
e−L/ǫu2ǫdVg
has no contribution on ω.
Remarks.
In this last theorem, we consider only two dimensional torii such that the
restriction of the vector field to the torus is diffeomorphic to an irrational
flow. We do not known what should be the equivalent theorem for a field
where the recurrent set contains a two dimensional surface Σ of arbitrary
genus. If the recurrent set contains a two dimensional sphere, any field contains
critical points. Since there is no ergodic field on S2, this suggests that the
concentration of the first eigensequence cannot be absolutely continuous with
respect to the surface of the sphere but should occur on some subsets S2, such
as the critical points. For a general Riemannian surface, it is not know how
to construct an ergodic field on it and how the concentration occurs on such a
surface.
When a recurrent set is a Riemannian surface Σ which contains a limit
cycle, it may be that the concentration occurs on the limit cycle rather that
on the entire surface. Using a stability argument, we expect the concentration
to occur on a minimal recurrent set of maximum dimension. We have not
made any investigation in that fascinating direction.
It is a very interesting problem to determine the limiting weight cP , aΓ, bT of
each component. Actually, even the uniqueness of the weight is still unknown.
It is indeed a very difficult problem and no much results about this problem
are mentioned in literature. The results presented in this paper constitute a
first contribution toward the solution of that problem.
2.1 Description of the method
We prove the main results in several steps. First by using gauge transformation
involving a special Lyapunov function L, the first order term in the partial
differential operator given by expression (1) is transformed into one which
becomes arbitrarily small as ǫ goes to zero.
The second step is the blow-up analysis of the eigenfunction. In [24] it has
been proved that the concentration occurs on the recurrent sets of the field,
and that the supports of the limit measures are contained in the set where
the function ΨL, defined by equation (3) (paragraph 1.0.3), vanishes. Under
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appropriate assumptions we show that if a component of the recurrent set is a
cycle or an irrational 2-dimensional torus, the restriction of any limit measure
to it is absolutely continuous with respect to the unique measure invariant
under the flow generated by b on the component (in the case of a torus, the
measure is unique because our assumptions imply that the flow is ergodic).
Moreover we give explicit formulas for the densities of these limit measures.
In the last step, we compute precise decay estimates for the eigenfunction
and for that purpose, we use the Feynman-Kac formula for the eigenfunction.
2.2 Induction Principle for the localization of concen-
tration
As stated in the main theorem, the selection of the recurrent set depends on
the topological pressure only. On the other hand, the limit measures depend
on the total jets of the field b and the potential c along the recurrent. The TP
is not sufficient to determine the final support of the limit measures, because
it involves only the first term in the expansion of the eigenvalue λǫ in power of
ǫ1/2. To obtain a more precise localization, all the expansion has to be used.
This question is similar to the double-well potential problem: what are the
coefficients of the limit measure when there are two recurrent sets where the
TP is achieved (see [24])?
Remark
In this section we study the concentration of a limit measures on the critical
points of the field b. Because Ω is not a gradient, we cannot use variational
methods in our study (equation (4) can not be conjugated in general to a
variational equations). Using the special Lyapunov function, constructed in
[24], equation (4) is transformed into
ǫ2∆gvǫ + ǫθ(Ω)vǫ + cǫvǫ = ǫλǫvǫ
cǫ = ǫ(c+
∆gL
2
) + ΨL
where cǫ and ΨL have been computed in (3). This transformation is crucial in
our analysis to obtain interesting results.
Weighting v2ǫ by e
−L
ǫ enables us to extract the main features of the limit
measures. Another advantage of using the transformed equation is that the
first order term tends to zero with ǫ. Moreover, since the choice of the special
Lyapunov function L is not unique, one would expect that the limits depend
on this choice. In fact, it turns out that according to our construction of
the Lyapunov function, the second order term of which satisfies the linearized
Hamilton-Jacobi equation, the limit does not depend on this choice.
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3 The case of critical points
3.1 Rate of convergence of the maximum points
Here we study the behavior of the maximum points of vǫ = uε exp− L2ε . This
is usefull when we are going to normalize the eigenfunctions. Let Mε be the
set of maximum points of vǫ. R denoted the recurrent set of b.
Lemma 1 There exists a constant C > 0 such that sup{d(P,R)|P ∈ Mε} ≤
C
√
ǫ.
Remark. This situation is similar to the variational case [24] where the se-
quence Pǫ of global (also local) maximum points converges to a point of the
recurrent set of the field. The rate of convergence depends on the order of the
vanishing of ΨL on the recurrent sets.
Proof: The proof is an immediate consequence of the Maximum Principle.
Indeed, at a maximum point (or local maximum) P ∈ Mε, ∆gvǫ(P ) ≥ 0 and
(θ(Ω)vǫ) (P ) = 0. Thus, using equation (4), because the sequence vǫ is positive:
cǫ(P ) ≤ ǫλǫ.
Because cǫ = ǫ(c+
∆gL
2
) + ΨL , we obtain the following estimate
0 ≤ ΨL(P ) ≤ ǫ(λǫ +max
V
|c+ ∆gL
2
|).
The definition of ΨL implies that there exists a constant C1 > 0 such that
ΨL(P ) ≥ 1
C1
d(P,R)2.
Hence for some constant C and all P ∈Mε
d(P,R)2 ≤ Cǫ.
3.2 Weak limits of the eigenfunctions wε: case of points
Let (U, x1, ...xm) be a coordinate system at P, as defined in section 1.1(I). The
blown up function wǫ is defined on the subset
1√
ε
x1 × ...× xm(U) of Rm by
wǫ(x) =
vǫ(
√
ǫx)
v¯ǫ
,
where x = (x1, ...xm). As ǫ tends to 0 the behavior of wǫ is described in the
following theorem where ∆E = −
∑m
n=1
∂2
∂x2n
.
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Theorem 2 Let P be a critical point of b and let (U, x1, ..., xm) be a normal
coordinate system centered at P , as in section (I) of ( 1.1).
• Any weak limit w of wǫ as ε → 0 , is in C∞ and is a solution of the
equation
∆Ew +
m∑
i,j=1
Ωij(P )xj
∂w
∂xi
+ [c(P ) +
∆EL
2
(P ) + ψ2(x)]w = λw, (8)
0 < w ≤ 1,
where
∑m
i,j=1Ωij(P )xj
∂
∂xi
is the linear part of the field Ω at P, ψ2(x)
is the quadratic form representing the terms of order two in the Taylor
development of ΨL at P and λ ≥ 0 is equal to the topological pressure:
Π(P ) = c(P ) +
∆EL
2
(P ) +
∑
{max(0, Reσ(Ω(P )))|σ(Ω(P )) eigenvalue of Ω(P )}},
where the sum in the right hand-side is the sum of all real parts of the
eigenvalues of the matrix (Ωij(P )|1 ≤ i, j ≤ m), each counted according
to its multiplicity.
• There exits a sequence wǫn such that εn → 0 as n goes to infinity, which
converges to w in the C∞ topology.
• Either w is identically zero or 0 < w ≤ 1. In addition, if the sequence is
maximally charging at the point P then w(P ) = 1.
Proof. wǫ satisfies the equation:
∆gǫwǫ(x)+
m∑
i,j=1
Ωi(x
√
ǫ)√
ǫ
∂wǫ(x)
∂xi
+
[
ΨL(x
√
ǫ)
ǫ
+ c+
∆gǫL(x)
2
]
wǫ(x) = λǫwǫ(x)
(9)
where gǫ(x) = g(
√
ǫx). The assumptions on b and L at the point P imply that
the functions Ω̂ and Ψ̂L of the variables (x, ǫ) defined for 1 ≤ i ≤ m by
Ω̂i(x,
√
ε) =
Ωi(
√
ǫx)√
ǫ
, for ε > 0
=
m∑
j=1
Ωij(P )xj , for ε = 0
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and
Ψ̂L(x,
√
ε) =
ΨL(
√
ǫx)
ǫ
for ε > 0
Ψ̂L(x, 0) = ψ2(x) =
1
2
< A(P )x, x >Rm,
where < A(P )x, x >Rm is the initial term of the Taylor expansion of ΨL at P.
Let us call Lε the operator
Lε = ∆gǫ +
m∑
i,j=1
Ω̂i(x,
√
ǫ)
∂
∂xi
+ Ψ̂L(x,
√
ǫ) + c+
∆gǫL(x)
2
.
Because the second order operator Lε is uniformly elliptic for ε ∈ [0, 1] (0
included!) on every compact set and its coefficients are C∞(in the variables x
and
√
ε), classical interior elliptic estimates (see [21]) imply that wε is bounded
on every compact set in the C∞ topology uniformly in ε ∈ [0, 1], wǫ being
bounded by 1. Ascoli-Arzela’s theorem implies w is the limit of a sequence
{wǫn|n ∈ N, εn}, εn → 0, which converges to w in the C∞ topology. w is a
classical solution of the elliptic equation
∆Ew(x) +
m∑
i,j=1
Ωij(P )xj
∂w
∂xi
+ [ψ2(x) + (c+∆EL/2)(0)]w(x) = λw(x) on Rm.
We want to determine the function w. With that goal in mind we shall
transform equation (8) into a well known one. Set
z = w exp
< A(P )x, x >Rm
2
. (10)
Then
∆Ez +
m∑
i,j=1
(Ωij(P ) + A
i
j(P ))xj
∂z
∂xi
= [λ− c(0)− trA]z
If
∑m
ij=1Bij(P )xj
∂
∂xj
denotes the linear part of b at P in the coordinate system
(U, x1, .., xn):
Ωij(P ) + A
i
j(P ) = B
i
j(P )
The operator ∆E +
∑m
i,j=1B
i
j(P )xj
∂
∂xi
is well known: it is the celebrated
Ornstein-Uhlenbeck operator. z is a solution of
∆Ez +
m∑
i,j=1
Bij(P )xj
∂z
∂xi
= [λ− c(0)− trA]z (11)
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If σ1, σ2, ..., σm are the eigenvalues of B(P ), each appearing a number of times
equal to its multiplicity, using the result of [32], we have
λ = Π(P ) = c(0) + TrA−
m∑
n=1
min[0, Reσn],
equivalently
λ− c(0)− trA = −TrBs.
3.3 The Ornstein-Uhlenbeck model
Clearly the function ζ : R× Rm → R, ζ(t, x) = z(x) exp(tT rBs) is a solution
of the parabolic equation
∂ζ
∂t
+∆Eζ +
m∑
ij=1
Bij(P )xj
∂ζ
∂xi
= 0 (12)
We are going to show that Kolmogorov’s integral
Tt(z)(x) =
1
(4π)m/2(detQt)1/2
∫
Rm
e−<Q
−1
t (e
−tBx−y),(e−tBx−y)>Rm/4z(y)dy,
=
1
(4π)m/2(detQt)1/2
∫
R
m
e−<Q
−1
t y,y>/4z(etBx− y)dy
is a C∞ function satisfying the equation (12). Here
Qt =
∫ t
0
e−sBe−sB
∗
ds.
Because z = w exp <A(P )x,x>Rm
2
,
Tt(z)(x) =
1
(4π)m/2(detQt)1/2
∫
Rm
w(y)e−q(x,y,t)dy (13)
where
q(x, y, t) =
1
4
< Q−1t (e
−tBx− y), (e−tBx− y) >Rm −< A(P )y, y >R
m
2
,
q(x, y, t) = −1
4
< Utx, x >Rm +
1
4
||Rs,tys − Ps,txs||2Rm +
1
4
||Ru,tyu − Pu,tyu||2Rm,(14)
where Rs,t, Ru,t are the unique positive definite operators such that:
R2s,t = Q
−1
s,t − 2As, R2u,t = Q−1u,t − 2Au.
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Ps,t = R
−1
s,tQ
−1
s,t e
−Bs , Pu,t = R−1u,tQ
−1
u,te
−tBu .
Ut = Us,t ⊕ Uu,t
where
Us,t = e
−tB∗s (Q−1s,t −Q−1s,tR−2s,tQ−1s,t ) e−tBs , Uu,t = e−tB∗u (Q−1u,t −Q−1u,tR−2u,tQ−1u,t) e−tBu
Us,t is negative definite and Uu,t positive definite.
Tt(z)(x) =
e
1
4
<Utx,x>Rm
(4π)m/2(detQt)1/2
∫
Rm
w(y) exp
(
−1
4
||Rs,tys − Ps,txs||2Rm −
1
4
||Ru,tyu − Pu,tyu||2Rm
)
dy
Lemma 2 The operators just defined have the following properties:
(i)For small t > 0 :
1. Qs,t = t
[
Ids − t(Bs+B
∗
s
2
) +O(t2)
]
and Q−1s,t =
1
t
Ids +
Bs+B∗s
2
+O(t).
2. Qu,t = t
[
Idu − t(Bu+B
∗
u
2
) +O(t2)
]
and Q−1u,t =
1
t
Idu +
Bu+B∗u
2
+O(t).
3. R2s,t =
1
t
Ids+
Bs+B∗s
2
−2As+O(t) and R−2s,t = t
[
Ids − t(Bs+B
∗
s
2
− 2As) +O(t2)
]
4. R2u,t =
1
t
Idu+
Bu+B∗u
2
−2Au+O(t) and R−2u,t = t
[
Idu − t(Bu+B
∗
u
2
− 2Au) +O(t2)
]
5. Us,t = −2As +O(t) and Uu,t = −2Au +O(t).
6. R−2s,tQ
−1
s,t e
−tBs = Ids + O(t) and R−2u,tQ
−1
u,te
−tBu = Idu +O(t)
7. detQt = t
m−1(1 +O(t)).
(ii) When t→ +∞:
1. Qs,t →∞ and Qu,t →
∫ +∞
0
e−sBue−sB
∗
uds
2. Rs,t → Rs,∞ =
√−2As and Ru,t → Ru,∞ =
√
Q−1u,∞ − 2Au >> 0
3. Q−1s,t e
−tBs → 0 and hence Ps,t = R−2s,tQ−1s,t e−tBs → 0, Us,t →
(∫ +∞
0
eτBseτB
∗
sdτ
)−1
4. Qu,t → Qu,∞ =
∫ +∞
0
e−tBue−tB
∗
udt, Pu,t = R
−2
u,tQ
−1
u,te
−tBu → 0, Uu,t → 0.
(iii) e2tT rBs detQs,t → det
∫ +∞
0
eτBseτB
∗
sdτ
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Proof. Most of the statements of the lemma are trivial. Let us prove (ii)
3).
(
Q−1s,t e
−tBs)−1 = etBsQs,t = etBs ∫ t
0
e−τBse−τB
∗
sdτ =
(∫ t
0
e(t−τ)Bse(t−τ)B
∗
s dτ
)
e−tB
∗
s
=
(∫ t
0
eσBseσB
∗
sdσ
)
e−tB
∗
s .
Hence etBsQs,t →∞, Q−1s,t e−tBs → 0. We now compute
Us,t = e
−tB∗s (Q−1s,t −Q−1s,tR−2s,tQ−1s,t ) e−tBs = e−tB∗sQ−1s,t e−tBs − e−tB∗sQ−1s,tR−2s,tQ−1s,t e−tBs .
Hence
e−tB
∗
sQ−1s,t =
(
Q−1s,t e
−tBs)∗ → 0
e−tB
∗
sQ−1s,tR
−2
s,tQ
−1
s,t e
−tBs → 0.
Moreover
e−tB
∗
sQ−1s,t e
−tBs =
(
etBsQs,te
tB∗s
)−1
.etBsQs,te
tB∗s = etBs
∫ t
0
e−τBse−τB
∗
sdτetB
∗
s .
Thus
etBsQs,te
tB∗s =
∫ t
0
e(t−τ)Bse(t−τ)B
∗
s dτ =
∫ t
0
eσBseσB
∗
sdσ.
Hence as t→ +∞,
e−tB
∗
sQ−1s,t e
−tBs →
(∫ +∞
0
eσBseσB
∗
sdσ
)−1
.
and
Us,t →
(∫ +∞
0
eτBseτB
∗
sdτ
)−1
.
To prove (ii) 4) note that
Uu,t = e
−tB∗u(Q−1u,t −Q−1u,tR−2u,tQ−1u,t)e−tBu .
Because
Q−1u,t −Q−1u,tR−2u,tQ−1u,t → Q−1u,∞ −Q−1u,∞R−2u,∞Q−1u,∞,
Uu,t tends to 0.
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To prove (iii) note that
etBsQs,te
tB∗s →
∫ +∞
0
eτBseτB
∗
sdτ.
Hence
detetBs detQs,t det e
tB∗s → det
∫ +∞
0
eτBseτB
∗
sdτ.
But
det etBs = det etB
∗
s = eTrBs.
So as t→ +∞,
e2tT rBs detQs,t → det
∫ +∞
0
eτBseτB
∗
sdτ
The formulas (13), (14) imply that Tt(z) is a C
∞ function of x for t > 0. The
integral
e−tT rBs
(4π)m/2(detQt)1/2
∫
Rm
w(y) exp−1
4
{||Rs,tys − Ps,txs||2Rm + ||Ru,tyu − Pu,tyu||2Rm} dy(15)
is bounded by sup
Rm
w for all t > 0, because by Lemma 2,(ii) and (iii) 2)
etT rBs
√
detQs,t →
√
det
∫ +∞
0
eτBseτB∗sdτ (16)
and Rs,t →
√−2As and Ru,t → Ru,∞ =
√
Q−1u,∞ − 2Au. Hence |Tt(z)(x)| is
bounded by Ct exp−14 < Us,txu, xu >Rm, where
lim
t→+∞
Ct =
(
det
∫ +∞
0
eτBseτB
∗
sdτ
)− 1
2
(4π)
m
2
∫
Rm
w(y)e
1
2
<Asys,ys>Rm− 14<(Qu,∞−2Au)yu,yu>Rmdy
These properties imply by Tikhonov’s theorem [13]:
Lemma 3 for all t > 0, Tt(z) = e
−tT rBsz.
Proof. It is sufficient to prove that Tt(z)→ z and that Ct → 1 as t→ 0.Using
Lemma (2) and the representation (15) we can show that:
Tt(z)(x) =
exp+1+O(t)
2
< Ax, x >Rm
(4t)
m
2 (1 +O(t))
×∫
Rm
w(η + (1 +O(t))x)e−
1+O(t)
2t (||ηs||2Rms+||ηu|2Rmu )dη.
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Because w is bounded at ∞, we see that Tt(z)e− 12<Ax,x>Rm and we−tT rBs tend
to w as t→ 0, uniformly in x and that Ct → 1. The functions Tt(z)e− 12<Ax,x>Rm
and w are both bounded by quadratic exponentials and satisfy the same
parabolic equation
∆Eh+
m∑
i,j=1
Ωij(P )xj
∂h
∂xi
+ [ψ2 + (c+∆EL/2)(0)− λ]h+ ∂h
∂t
= 0.
and both functions have the same limits as t → 0, Tikhonov’s theorem [13]
implies
Tt(z) = e
−tT rBsz.
Lemma 4 The solution z does not depend on the unstable variables xu and is
given explicitly for x = (xs, xu) ∈ Rm by
z(x) = C exp
(
−1
4
<
(∫ +∞
0
etBsetB
∗
s dt
)−1
xs, xs >Rms
)
where C is a constant.
Proof. Using lemma (3), Kolmogorov’s formula (29) gives:
z(x) =
e−tT rBs+
1
4
<Utx,x>Rm
(4π)m/2(detQt)1/2
∫
Rm
w(η +R−1t Ptx)e
− 1
4
||Rs,tηs||2Rms− 14 ||Ru,tηu||2Rmu dη(17)
Letting t → +∞ in the expression (17) above, using the preceding estimates
in Lemma (2) and the fact that w is bounded at ∞, we see that:
z(x) =
exp−
[
1
4
(∫ +∞
0
etBsetB
∗
s dt
)−1
xs, xs >Rm
]
(4π)
m
2
√
det
∫ +∞
0
etBsetB∗sdt
×
∫
Rm
w(η)e−
1
4
||Rs,∞ηs||2Rms− 14 ||Ru,∞ηu||2Rmu dη.
z(x) =
exp−
[
1
4
(∫ +∞
0
etBsetB
∗
s dt
)−1
xs, xs >Rm
]
(4π)
m
2
√
det
∫ +∞
0
etBsetB∗sdt
×
∫
Rm
w(η)e
1
2
<Asηs,ηs>2Rms− 14<(Q−1u,∞−2Au)ηu,ηu>2Rmu dη
Let us summarize in the following theorem, the results obtained so far
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Theorem 3 Let (Vm, g) be a Riemannian compact manifold, and b be a Morse-
Smale vector field the recurrent set R of which is a finite number of points.
Let L be a special Lyapunov function. The limits µ of the probability measures
associated to the eigenfunction uǫ of Lǫ, defined by
e−L/ǫu2ǫdVg∫
Vm
e−L/ǫu2ǫdVg
are of the form
µ =
∑
P∈Stp
cP δP ,
where the set Rtp is the subset of R where the topological pressure is achieved
and
∑
P∈Rtp cP = 1, cP ≥ 0.
1. Wherever the topological pressure is achieved, the solution w of the blow
up equation (8) satisfies,
∆Ew + (Ωijx
i,∇jw) + [ΨL(x) + (c+∆EL/2)(0)]w = λw on Rm
0 ≤ w ≤ 1.
w is C∞.It attains its maximum and decays quadratically exponentially
fast at ∞ : there exists a constant C > 0 such that
∀x ∈ Rm, w(x) ≤ e−C||x||2Rm .
2. There exists a constant C(b, g) such that
lim
ǫ→0
ǫm/2v¯2ǫ = C(b, g),
where v¯ǫ = supP∈V vǫ(P ).
3. The coefficient cP can be computed from C(b, g). The function wP is equal
to the blow up solution w at the point P and the concentration coefficient
is computed using the modulating factor γP and is given
cP = C(b, g)γ
2
P
∫
R
m
w2P .
4. Let us call CR the set of recurrent points, which are charged (γP > 0 for
all P ∈ CR), then
C(b, g) =
1∑
P∈CR γ
2
P
∫
R
m w2P
.
Proof. The proof is a consequence of Theorem 2 and the previous lemmas.
Using these results, the proofs of the statements of theorem 3 follow the same
steps as in theorem 4 of [24]. Anyway, the proof of the parts 2-3-4 will be given
in the section 4 about limit cycles.
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4 Concentration near limit cycles
When the recurrent set of the MS vector field Ω contains limit cycles, the
limits of the probability measures associated to the eigenfunctions can have
components located on the limit cycles. Thus it is relevant to study the re-
strictions of the limit measures to the cycles. We shall prove here that they
are absolutely continuous with respect to the length induced by the metric g
along the cycle.
Moreover, we will show that the limit measures are concentrated on the
cycles or critical points where the topological pressure is attained. Actually if
some limit cycles are charged, then no critical point is charged. The reason for
this is: Once a limit cycle is charged, then the speed with which the maximum
of the eigenfunction tends to infinity when ǫ goes to zero is determined by the
local behavior near the cycle.
4.1 Statement of the main results
This section is devoted to the proof of the second part of theorem 1 and
auxiliary propositions.
Proposition 1 Let S be a limit cycle, the restriction of any limit of the eigen-
function measures to a sufficiently small tubular neighborhood of S is carried
by S and has the following form cSfΓδS, where fΓ : S → R is the unique
normalized (maximum equal one) periodic solution of
∂f
∂θ
+ c(S(θ))f = λf(θ) on S
where
λ =
1
TS
∫ TS
0
c(S(θ))dθ.
cS is the concentration coefficient, S(θ) the parametrization of a cycle and TS
the minimal period of S .
Remarks.
The next two propositions describe the behavior of the renormalized se-
quence of eigenfunctions near the limit cycles. The notations are the same as
before, supVmvǫ = v(Pǫ) = v¯ǫ and Pǫ is a maximum point of vǫ. Finally ∆
m−1
E
denotes opposite the Laplacian operator in Rm−1.
Lemma 5 1. If S is charged, it contains limits of sequences Pǫn, where ǫn
tends to zero (see lemma 1).
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2. Let Pǫn, n ∈ N, where ǫn tends to zero, be a sequence of maximum points
(vǫn(Pǫn) = supVn vǫn), which converges to a point P0 ∈ S. Then by
Lemma 1, since d(Pǫ,P0)√
ǫ
≤ Cte, passing to a subsequence if necessary,
we assume that d(Pǫ,P0)√
ǫ
converges to a finite limit and 1√
ǫn
(δPǫn − δP0) to
Θ(T ), where T ∈ TP0(V ) and Θ(T ) the Lie derivative associated to T.
The proof is a consequence of lemma 1.
Proposition 2 Any sequence of ǫ converging to zero contains a sub-sequence
ǫn such that the blow-up sequence defined by
wǫn(x
′, θ) =
vǫn(
√
εnx
′, θ)
vǫn
converges uniformly to a function w on every compact of Rm−1 × R. w is a
periodic solution of period TS in θ of equation :
∆m−1E w +
m−1∑
i,j=1
Ωijx
j ∂w
∂xi
+
∂w
∂θ
+ (c(0, θ) +
∆gL(0, θ)
2
+ ψ2(x
′))w = λw (18)
where ψ2(x
′) are the terms of order 2 in the Taylor expansion of the Lyapunov
function L along S. 1 ≥ w > 0, and the maximum 1 is attained. In the
equation (18), λ > 0 equals the topological pressure at S, that is
λ =< co >S −TrBs.
Finally, using the Orthogonality Assumption with the same notations as above,
we have
Proposition 3 Under the orthogonal Assumptions along the cycle , in a co-
ordinate system defined in 1.1-iii, x = (xu, xs, θ), where xu represents the
unstable direction, xs the stable direction and θ a parametrization of the cycle,
the solution w is given by
w(x) = z(xu, xs)f(θ),
where z is solution of
∆m−1E z +
∑
i,j
Aijx
j ∂z
∂xi
+ [
∆gL(P0)
2
+ Q˜(x′)]z = λz on Rn−1,
1 ≥ z > 0,
and f is a periodic solution along the cycle of the equation
∂f
∂θ
+ c(0, θ)f =< c0 > f,
where < c0 > is average of c along the cycle.
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Proposition 4 given below gives the final information necessary to char-
acterize the limit measure on the cycle and the value of the concentration
coefficients.
Theorem 4 1. When a limit cycle of Ω is charged, for any charging se-
quence there exists a subsequence, {εn|n ∈ N} and a strictly positive
constant C(µ) > 0, such that
lim
n−→∞
ǫm/2−1n v¯
2
ǫn = C(µ). (19)
2. Suppose that there exists a subsequence converging to a measure µ such
that only the cycles S1, .., Sp are charged by this measure. If the cycles
are of minimal period T1, ..Tq, then
C(µ) =
1∑p
r=1 γ
2
r
∫
R
n−1 z2r (x
′)dx′
∫ Tr
0
f 2r (θ)dθ
,
where γr is the modulating coefficients.
3. The concentration coefficients cS along a charged cycle S is given by:
cS = lim
n−→∞
∫
TS(δ)
v2ǫn = C(µ)γ
2
S
∫ TS
0
f 2S(θ)dθ
∫
R
m−1
z2S(x
′)dx′,
where TS(δ) is a tubular neighborhood of the cycle, TS the minimal period
and the functions fS, zS come from the blow-up analysis of the previous
results (theorem 4 and proposition 3).
4.2 Proofs of the theorems.
Recall that the normalized eigenfunction vǫ satisfies
ǫ2∆gvǫ + ǫ(Ω,∇vǫ) + cǫvǫ = ǫλǫvǫ, (20)∫
Vm
v2ǫdVg = 1
Proof proposition 2 and 3.
Consider a coordinate system x = (x′, θ) on the universal covering of a tubular
neighborhood of the cycle S as defined in (1.1) III. The blown-up function is
defined by
wε(x
′, θ) =
vǫ(
√
εx′, θ)
v¯ε
.
Consider the equation
∆m−1E w +
m−1∑
i,j=1
Ωijx
j ∂w
∂xi
+
∂w
∂θ
+ (c(0, θ) +
∆gL(0, θ)
2
+ ψ2(x
′))w = λw (21)
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Lemma 6 Any sequence of ǫ’s converging to zero contains a sub-sequence ǫn
such that the blown-up sequence wǫn converges to a function w ≥ 0 solution of
equation (21) uniformly on any compact set K × S1.
Proof. The blown-up metric is defined by
gε(x
′, θ) = g(
√
εx′, θ).
Define Γkεij by Γ
k
εij(x
′, θ) = Γkij(
√
ǫx′, θ) where the Γkij are the Christoffel sym-
bols of the metric g in the coordinates (x1, ..., xm−1, θ). Note that the Γkεij are
not the Christoffel symbols of the metric gε. As ε goes to zero, the sequence
gǫ converges uniformly to the metric gE =
∑m−1
n=1 dx
2
n + g
θθ(θ)dθ2.
The sequence wǫ satisfies the equation
L0wǫ +
√
ǫL1wǫ = λǫwǫ (22)
with
L1 = D1 +
√
εD2
where:
L0 = ∆
m−1
E +
∂
∂θ
+
m−1∑
i,j=1
Ωijx
j ∂
∂xi
+c(0, θ)+
TrA
2
+ <
(
B∗A+ AB
2
−A2
)
x′, x′ >Rm−1
L0 is the limit of the blown-up operator
ε∆gvǫ = ∆
m−1
gǫ wǫ +
√
εD1(wǫ) + εD2(wǫ)
where
−∆m−1gǫ :=
m−1∑
ij
gijε
∂2
∂xi∂xj
,
and
D1 := −
m−1∑
k=1
(
m−1∑
ij
gijε Γ
k
εij + g
θθ
ε Γ
k
εθθ
)
∂
∂xk
+ 2
m−1∑
i=1
gθiε (
∂2
∂xi∂θ
−
m−1∑
k=1
Γkεθi
∂
∂xk
)
and
D2 :=
(
gθθε (
∂2
∂θ∂θ
− Γθεθθ
∂
∂θ
)−
m−1∑
ij
gijǫ Γ
θ
εij
∂
∂θ
− 2
m−1∑
i=1
gθiε Γ
θ
εθi
∂
∂θ
)
.
Equation (22) is considered in the domain Bm−1(0, δ√
ǫ
) ⊂ Rm−1 × S1 and
gǫ converges to gE uniformly on each compact set, where gE =
∑m−1
i=1 dx
2
i +
gθθ(0, θ)dθ2.
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Limit equation. Any weak limit w of wǫ when ε goes to zero, satisfies
the equation
∆m−1E w +
∂w
∂θ
+
m−1∑
i,j=1
Ωijx
j ∂w
∂xi
+ (c(0, θ) + TrA+ <
(
B∗A+ AB
2
−A2
)
x′, x′ >Rm−1)w = λw(23)
where 0 ≤ w ≤ ess supw = 1 and lim
ε⇁0
λε = λ. Actually, the sequence wǫ
converges in the C∞ topology on any compact set of Rm−1 × S1, as proved in
the appendix.
We now proceed with the computation of an explicit expression of the
function solution of equation (23). Let us introduce the simplified notations
c0(θ) = c(0, θ). We replace the function w(x
′, θ) by w˜(x′, θ),
w˜(x′, θ) = w(x′, θ) exp{
∫ θ
0
[
c0(t)− < c0 >
TS
]
dt},
w˜ is bounded, periodic in θ and solution of
∆m−1E w˜ +
m−1∑
i,j=1
Ωijx
i ∂w˜
∂xi
+
∂w˜
∂θ
+ (
TrA
2
+ < Ax′, x′ >)w˜ = [λ− < c0 >]w˜ = (−TrBs) w˜.
A final gauge transformation w˜ = ze−
1
2
<Ax′,x′> leads to the equation
∆m−1E z +
m−1∑
i,j=1
(Ωij + Aij)xj
∂z
∂xi
+
∂z
∂θ
= (−TrBs) z.
Going back to the original vector field b, we have
∆m−1E z +
m−1∑
i,j=1
Bijxj
∂z
∂xi
+
∂z
∂θ
= (−TrBs) z. (24)
Lemma 7 The function z is given by Kolmogorov’s formula:
z(x′, θ) =
e−θTrB
s
(4π)
m−1
2
√
detQθ
∫
Rm−1
w˜(y, 0)e−q(x
′,y′,θ)dy (25)
where Qθ =
∫ θ
0
e−tBe−tB
∗
dt and
q(x′, y′, θ) =
1
4
< Q−1θ (e
−θBx′ − y′), (e−θBx′ − y′) >Rm−1 −1
2
< Ay′, y′ >Rm−1 .(26)
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Proof:
z(x′, θ) = w˜(x′, θ) exp
(
1
2
< Ax′, x′ >Rm−1
)
. (27)
Because w˜ is bounded, for some constants C1 > 0, C2 > 0, for all x
′,θ,
|z(x′, θ)| ≤ C1eC2||x′||2Rm−1 , (28)
Thus z belongs to the Tikhonov class and hence is entirely determined by its
value for a given fixed θ by Tikhonov’s theorem. Let us introduce the function:
v(x′, θ) =
e−θTrBs
(4π)
m−1
2
√
detQθ
∫
Rm−1
w˜(y′, 0)e−q(x
′,y′,θ)dy′. (29)
Lemma 8 completes the proof of lemma 7 and shows that v = z.
Lemma 8 1. v is well defined.
2. v is a solution of equation (24)
3. v(x′, 0) = z(x′, 0)
4. v belongs to Tikhonov’s class.
Proof. Let us estimate q(x, y, θ). We have the decomposition Rm = W s ×
W u × R, where W s and W u are the stable and unstable space respectively. If
x′ ∈ Rn−1, we denote by xs (resp. xu) the stable (resp unstable) components.
To this decomposition of Rm corresponds the splitting of matrices:
B =
∣∣∣∣∣∣
Bs 0 0
0 Bu 0
0 0 0
∣∣∣∣∣∣ Qθ =
∣∣∣∣∣∣
Qs,θ 0 0
0 Qu,θ 0
0 0 0
∣∣∣∣∣∣ Rθ =
∣∣∣∣∣∣
Rs,θ 0 0
0 Ru,θ 0
0 0 0
∣∣∣∣∣∣
Pθ =
∣∣∣∣∣∣
Ps,θ 0 0
0 Pu,θ 0
0 0 0
∣∣∣∣∣∣ Uθ =
∣∣∣∣∣∣
Us,θ 0 0
0 Uu,θ 0
0 0 0
∣∣∣∣∣∣ Aθ =
∣∣∣∣∣∣
As,θ 0 0
0 Au,θ 0
0 0 0
∣∣∣∣∣∣ ,
where
Qs,θ =
∫ θ
0
e−tBse−tB
∗
sdt, Qu,θ =
∫ θ
0
e−tBue−tB
∗
udt, A−1s = −
∫ +∞
0
etBsΠse
tB∗sdt,(30)
A−1u =
∫ +∞
0
e−tBuΠue
−tB∗udt, (31)
and Πs, Πu are positive-definite and >> 2Ids (resp. 2Idu) in the natural order
on the symmetric operators. Hence A−1u >> 2Qu,θ. This implies thatQ
−1
u,θ−2Au
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is positive-definite and obviously so is Q−1s,θ − 2As. Let Rs,θ and Ru,θ be the
unique positive-definite symmetric operators such that R2s,θ = Q
−1
s,θ − 2As and
R2u,θ = Q
−1
u,θ − 2Au. We now need the following operators to express q. Define
Ps,θ = R
−1
s,θQ
−1
s,θe
−θBs , Pu,θ = R
−1
u,θQ
−1
u,θe
−θBu .
Then
q(x, y, θ) =
1
4
[< Us,θxs, xs >Rm−1 + < Uu,θxu, xu >Rm−1 (32)
+ ||Rs,θys − Ps,θxs||2Rm−1 + ||Ru,θyu − Pu,θyu||2Rm−1
]
,
where
Us,θ = e
−θB∗s (Q−1s,θ −Q−1s,θR−2s,θQ−1s,θ) e−θBs , Uu,θ = e−θB∗u (Q−1u,θ −Q−1u,θR−2u,θQ−1u,θ) e−θBu ,
then
Us,θ = e
−θB∗sQ−1s,θ
(
Qs,θ − R−2s,θ
)
Q−1s,θe
−θBs.
Because R2s,θ >> Q
−1
s,θ , Qs,θ >> R
−2
s,θ and Us,θ is positive definite. On the other
hand
Uu,θ = e
−θB∗uQ−1u,θ
(
Qu,θ − R−2u,θ
)
Q−1u,θe
−θBu .
Because 2Au is positive definite, Q
−1
u,θ >> R
2
u,θ and hence R
−2
u,θ >> Qu,θ. So
Uu,θ is negative definite.
Relation (32) shows that v is well defined. Making the change of variables
y′ → η′, η′ = y′ − R−1θ Pθx′ in the integral of equation (29) we get that
v(x′, θ) =
exp− [θTrBs + 14 < Uθx′, x′ >Rm−1]
(4π)
m−1
2
√
detQθ
×∫
Rm−1
w˜(
(
η′ +R−1θ Pθx
′) , 0)e− 14 ||Rs,θη′s||2Rm−1− 14 ||Ru,θη′u||2Rm−1dη′.
Because w˜ is bounded , v is in Tikhonov’s class. Now it can be checked that
v satisfies equation (24). Let us show that
lim
θ→0
v(x′, θ) = z(x′, 0).
But first let us state a lemma:
Lemma 9 The operators just defined have the following properties:
(i)For small θ > 0 :
1. Qs,θ = θ
[
Ids − θ(Bs+B
∗
s
2
) +O(θ2)
]
and Q−1s,θ =
1
θ
Ids +
Bs+B∗s
2
+O(θ).
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2. Qu,θ = θ
[
Idu − θ(Bu+B
∗
u
2
) +O(θ2)
]
and Q−1u,θ =
1
θ
Idu +
Bu+B∗u
2
+O(θ).
3. R2s,θ =
1
θ
Ids+
Bs+B∗s
2
−2As+O(θ) and R−2s,θ = θ
[
Ids − θ(Bs+B
∗
s
2
− 2As) +O(θ2)
]
.
4. R2u,θ =
1
θ
Idu+
Bu+B∗u
2
−2Au+O(θ) and R−2u,θ = θ
[
Idu − θ(Bu+B
∗
u
2
− 2Au) +O(θ2)
]
.
5. Us,θ = −2As + O(θ) and Uu,θ = −2Au +O(θ).
6. R−2s,θQ
−1
s,θe
−θBs = Ids + O(θ) and R
−2
u,θQ
−1
u,θe
−θBu = Idu +O(θ).
7. detQθ = θ
m−1(1 +O(θ)).
(ii) When θ → +∞ :
1)Qs,θ →∞ and Qu,θ →
∫ +∞
0
e−sBue−sB
∗
uds
2)Rs,θ →
√−2As and Ru,θ → Ru,∞ =
√
Q−1u,∞ − 2Au >> 0
3)Q−1s,θe
−θBs → 0, Ps,θ = R−2s,θQ−1s,θe−θBs → 0, Us,θ →
(∫ +∞
0
eτBseτB
∗
sdτ
)−1
4)Qu,θ → Qu,∞ =
∫ +∞
0
e−tBue−tB
∗
udt and hence Pu,θ = R
−2
u,θQ
−1
u,θe
−θBu →
0, Uu,θ → 0.
(iii) e2θTrBs detQs,θ → det
∫ +∞
0
eτBseτB
∗
sdτ.
Proof. For small
θ,Qs,θ = θ
[
1− θ(Bs +B
∗
s
2
) +O(θ2)
]
, Q−1s,θ =
1
θ
+
Bs +B
∗
s
2
+O(θ).
Similarly Q−1u,θ =
1
θ
+ Bu+B
∗
u
2
+O(θ). From these relations it follows that:
R2s,θ =
1
θ
+
Bs +B
∗
s
2
− 2As +O(θ), R2u,θ =
1
θ
+
Bu +B
∗
u
2
− 2Au +O(θ),
R−2s,θ = θ
[
1− θ(Bs +B
∗
s
2
− 2As) +O(θ2)
]
, R−2u,θ = θ
[
1− θ(Bu +B
∗
u
2
− 2Au) +O(θ2)
]
Then:
Us,θ = −2As +O(θ), Uu,θ = −2Au +O(θ).
Also:
R−2s,θQ
−1
s,θe
−θBs = 1 + O(θ), R−2u,θQ
−1
u,θe
−θBu = 1 +O(θ)
and
detQθ = θ
m−1(1 +O(θ)).
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As θ → +∞, Qs,θ =
∫ θ
0
e−tBse−tB
∗
s dt → +∞. Hence Q−1s,θ → 0 , R2s,θ →
−2As and Rs,θ →
√−2As. We have:
eθBsQs,θ =
(∫ θ
0
e(θ−t)Bse(θ−t)B
∗
s dt
)
e−θB
∗
s
Q−1s,θe
−θBs = eθB
∗
s
(∫ θ
0
etBsetB
∗
sdt
)−1
.
It follows that Q−1s,θe
−θBs → 0 as θ → +∞. Also R−2s,θQ−1s,θe−θBs → 0 and
R−1s,θQ
−1
s,θe
−θBs → 0. It follows that Us,θ →
(∫ +∞
0
etBsetB
∗
sdt
)−1
. As θ → +∞,
Qu,θ → Qu,∞ =
∫ +∞
0
e−tBue−tB
∗
udt and R2u,θ → R2u,∞ = Q−1u,∞ − 2Au. Hence
R−2u,θQ
−1
u,θe
−θBu → 0. Because Uu,θ = e−θB∗u(Q−1u,θ −Q−1u,θR−2u,θQ−1u,θ)e−θBu , Uu,θ → 0.
Finally
eθBsQs,θe
θB∗s =
∫ θ
0
e(θ−t)Bse(θ−t)B
∗
s dt =
∫ θ
0
etBsetB
∗
sdt
and
eθBsQs,θe
θB∗s →
∫ +∞
0
etBsetB
∗
sdt
det eθBs detQs,θ det e
θB∗s → det
∫ +∞
0
etBsetB
∗
sdt.
But det eθBs = det eθB
∗
s = eθTrBs . So
e2θTrBs detQs,θ → det
∫ +∞
0
etBsetB
∗
sdt,
as θ → +∞. This implies that
lim
θ→0
v(x′, θ) = w˜(x′, 0) exp−1
2
< Ax, x >Rm−1= z(x
′, 0).
Lemma 10 The solution z does not depend on the unstable variable xu and is
given explicitly by
z(x′, θ) = C exp{−1
4
<
(∫ +∞
0
etBsetB
∗
sdt
)−1
xs, xs >}.
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Proof. We have:
v(x′, θ) =
exp−
[
θTrBs +
1+O(θ)
2
< Ax′, x′ >Rm−1
]
(4πθ)
m−1
2 (1 +O(θ))∫
Rm−1
w˜(η + (1 +O(θ))x′, 0)e−
1+O(θ)
2θ (||ηs||2Rms+||ηu||2Rmu )dη′.
Because z is periodic, for any period θ, Kolmogorov’s formula (29) gives:
z(x′, 0) =
exp− [ θTrBs + 14 < Uθx′, x′ >Rm−1]
(4π)
m−1
2
√
detQθ
× (33)∫
Rm−1
w˜(
(
η′ +R−1
θ
Pθx
′
)
, 0)e−
1
4
||Rs,θη′s||2Rm−1−
1
4
||Ru,θη′u||2Rm−1dη′
Letting θ → +∞, in the expression above and using the estimates of Lemma
(9), we see that
z(x′, 0) =
exp−
[
1
4
(∫ +∞
0
etBsetB
∗
s dt
)−1
x′s, x
′
s >Rm−1
]
(4π)
m−1
2
√
det
∫ +∞
0
etBsetB∗sdt
×
∫
Rm−1
w˜(η′, 0)e−
1
4
||Rs,∞η′s||2
Rm−1
− 1
4
||Ru,∞η′u||2
Rm−1dη′. (34)
Now it is easy to check that the function on the right hand side of (34) is a
solution of equation (24). By Tikhonov’s theorem again, this function coincides
with z.
Corollary 1 On a cycle S, we have the following decomposition
wS(x
′, θ) = zS(x′)fS(θ), (35)
where
zS(x
′) = Ce−
1
2
<Ax′,x′> exp{−1
4
<
(∫ +∞
0
etBsetB
∗
sdt
)−1
xs, xs >} (36)
fS(θ) = exp{−
∫ θ
0
[
c0(t)− < c0 >
TS
]
dt}, (37)
where C is the normalization constant such that supwS = 1.
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4.3 Decay estimate of the blown-up function near re-
current sets
To compute the concentration coefficients and to study the convergence proper-
ties of the blown-up sequence wǫ, we use the Feynman-Kac formula to compute
an asymptotic estimate of wǫ. Then we show that wǫ converges strongly in L
2
to its weak limits.
In particular we prove that the sequence wǫ decays exponentially in the
transverse direction of the recurrent set, that can be a critical point, a limit
cycle S or a torus, satisfying the assumptions of paragraph 1.1. The difficulty
in obtaining such estimates is cause by the fact that the vector field is not a
gradient. In the case of a limit cycle or a torus, the field has two orthogonal
components: first a component along the recurrent set (which is zero in the
case of a point) and second a transversal one. We shall prove in a coordinate
system (x′, θ) defined in a tubular neighborhood T S of S, defined in 1.1, there
exist constants C > 0 and C0 > 0, such that
wǫ(x
′, θ) =
vǫ(ǫ
1/2x′, θ)
v¯ǫ
≤ Ce−C0distg(x,S)2 for x = (x′, θ) ∈ T S.
The proof involves several steps:
• An upper bound of the Fokker-Planck solution (see appendix II). This
entails an estimate of the rate function of a Kac-Feynman integral, rep-
resenting the solution.
• An explicit lower estimate of the rate function It(x) (see definition below)
in term of the distance of x to the limit cycle.
4.3.1 Optimal trajectories of an auxiliary variational problem
Here we present computations of the optimal trajectories associated with the
rate function It(x) defined by
It(x) = inf
Γx,t
∫ t
0
[
1
2
||γ˙(s) + Ω(γ(s))||2g +ΨL(γ(s))
]
ds, (38)
where
Γx,t = {γ ∈ H1([0, t];V )|γ(0) = x }. (39)
Consider the following functional, defined on Γx,t:
I(γ) =
∫ t
0
[
1
2
||γ˙(s) + Ω(γ(s))||2gγ(s) +ΨL(γ(s))
]
ds.
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Then for all x ∈ V, t > 0:
It(x) = inf
Γt,x
I(γ). (40)
We state the variational problem in the Hamiltonian formalism. The associated
Hamiltonian function H : T ∗V → R, is:
H(z) = − < Ω(πT ∗V (z)), z > +1
2
||z||2g∗ −ΨL(πT ∗V (z)).
A curve z is an extremal for the minimization problem (40) if it satisfies the first
order condition for an optimum [20]. The Hamiltonian function H : T ∗V → R,
associated to the problem is:
H(z) = − < Ω(πT ∗V (z)), z > +1
2
||z||2g∗ −ΨL(πT ∗V (z)).
This can also be expressed as
H(z) = 1
2
||z − ω(πT ∗V (z)||2g∗ −
1
2
||ω(πT ∗V (z)||2g∗ −ΨL(πT ∗V (z)),
where ω is the 1- form G(Ω) associated to the vector field Ω (G : TV → T ∗V
is the Legendre transform associated to the metric g). For any trajectory of
the Hamiltonian field
−→H of H, z : J → T ∗V, J open interval, the function
t ∈ J → H(z(t) ∈ R, is constant. Hence for any τ ∈ J :
||z(t)− ω(πT ∗V (z(t))||2g∗ = ||ω(πT ∗V (z(t))||2g∗ + 2ΨL(πT ∗V (z(t)) + 2H(z(τ)).(41)
Let us call ̥t the flow of
−→H. In a classical Darboux coordinate system z =
(x, p), ̥t(0, q) = (x
1, .., xn, p1, .., pn), these functions satisfy the equations: for
1 ≤ n ≤ m,
dxn
dt
=
∂H
∂pn
(x, p) = −Ωn(x) +
m∑
k=1
gkn(x)pk, (42)
− dpn
dt
=
∂H
∂xn
(x, p) = −
m∑
k=1
pk
∂Ωk(x)
∂xn
− ∂ΨL
∂xn
(x) +
1
2
m∑
i,j=1
∂gij(x)
∂xn
pipj, (43)
and t → ̥t(0, q) is an extremal of the variational problem iff it satisfies the
following boundary condition:
p(T ; (0, q)) = 0. (44)
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Lemma 11 1. For any trajectory z : J → T ∗(V ) of −→H, and any t, τ ∈ J ,
||z(t)||2g∗ ≤ K0 + 4H(z(τ))
||dγ
dt
(t)||2g ≤ K1 + 4H(z(τ)),
where
γ = πT ∗(V )(z),
K0 = 4 sup
V
||Ω||2g + 2 sup
V
||ΨL||2g
K1 = K0 + 2 sup
V
||Ω||2g.
2. For any t, τ ∈ J ,
||−→H(t)||g ≤ K2 +K3H(z(τ)).
where K2, K3 depend only on g,Ω,ΨL.
Proof.
The first inequality of the lemma is a consequence of expression (41) and
||z(t)||2g∗ ≤ 2||z(t)− ω(γ(t)||2g∗ + 2||ω(γ(t)||2g∗. (45)
The second inequality follows from
Tγ
dt
= −Ω(γ) +G−1 ◦ z. (46)
Statement 2 follows from the relation (41)-(42) and statement 1 of the lemma.
Corollary 2 The field
−→H is complete.
Proof.
This follows from the fact that the {H ≤ R2} is compact and invariant by
the field
−→H .
We take a q ∈ V and consider a geodesic system of coordinates at q, (U, x1, ..., xm), U
being a geodesic open ball centered at q and of radius ρ such that U , the clo-
sure of U is contained in V − Cut(x). Because V is compact, we can assume
that ρ is independent of q. Let (T ∗U, x1, ..., xm, p1, ..., pm) be the associated
Darboux chart of T ∗V . Let us consider the domain
DR = {z ∈ T ∗(V )|H(z) ≤ R2}.
We have
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Lemma 12 1. For T ≥ 0 such that T (K0 + 4R2) < ρ, then for any p ∈
T ∗x (V ), for any t ∈ [0, T ],
̥t(p) ⊂ T ∗(U).
2. There exists a constant K(R) depending only on g,Ω,ΨL and R (but not
on x) such that in the linear Euclidean structure T ∗(U), defined by the
coordinate system (x1, ..xn, p1, .., pn) (T
∗(U) ≃ U ×Rm ⊂ R2m), we have
for any z1, z2 ∈ DR, any t such t(K0 + 4R2) < ρ
||(̥t(z1)− z1)− (̥t(z2)− z2)||R2m ≤ (e
K(R)t − 1)||z1 − z2||Rm (47)
Proof. The proof is based on Gronwall’s lemma and uses the estimate of
lemma 1.
Let us recall ([20]):
Lemma 13 A curve z : [0, T ] → T ∗(V ) is an extremal of the optimization
problem 40 if
1. z is a trajectory of H and
2. z(T ) ∈ 0T ∗(V ).
We now formulate the main proposition of the paragraph
Proposition 4 For any x ∈ V , T ≥ 0 such that
T < min{ ρ
K0
,
1
K(0)
log(3/2)}, (48)
1. There exists a unique curve γx ∈ H1([0, T ];V ) such that γx(0) = x and
IT (x) = I(γx).
2. This curve is located in U.
3. γ˙x(T ) + Ω(γx(T )) = 0.
4. For any u ∈ H1([0, T ];TγxV ), u(0) = 0x ∈ TxV, u 6= 0,∫ T
0
{
||∇γ˙x(s)u(s) +∇u(s)Ω||2gγx(s)+ < γ˙x(s) + Ω(γx(s)),∇∇Ω(γx(s))[u(s), u(s)] >gγx(s)
+∇dΨL(γx(s))[u(s), u(s)]ds} > 0.
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Proof.
(1) It is easy to see that there exists an constant C depending only on g,Ω
and Ψ such that for all T > 0 and all γ ∈ H1([0, T ];V )
I(γ) + CT ≥ 1
4
∫ T
0
∥∥∥∥Tγdt
∥∥∥∥2
g
dt.
The existence of a minimizing curve for the functional I(γ) starting at any
x ∈ V and for any T > 0 is then standard.
2) If a curve γ : [0, T ] → V is optimal, then there exists an extremal
z : [0, T ] → T ∗V, i.e. a trajectory of the Hamiltonian field −→H of H, lifting γ
and such that z(T ) = 0πT∗V (z(T )) (Lemma 13).
Because T is small enough (inequality (48)) and z(T ) = 0πT∗V (z(T )) (Lemma
13),
H(z(t)) = H(z(T )) = −ΨL(γ(T )) ≤ 0,
using Lemma 12, we conclude that γ([0, T ]) ⊂ U .
Let γ1, γ2 : [0, T ] → V be two extremal curves starting at x. Let z1, z2 :
[0, T ] → T ∗(V ) be their liftings. By the preceding considerations zi([0, T ]) ⊂
U , for i=1,2. Choose a R > 0, such that TK(R) < log(3/2), T (K0 + 4R
2) <
log(3/2), zi(0) ⊂ D0 ⊂ DR. By relation (47),
||(̥t(z1(0))− z1(0))− (̥t(z2(0))− z2(0))||R2m ≤ (e
K(R)t − 1)||z1(0)− z2(0)||Rm(49)
Let us call Π2 : T
∗(U)→ T ∗V the canonical projection related to the product
structure T ∗ (U) ≃ U × Rm.
||Π2((̥t(z1(0))− z1(0))− (̥t(z2(0))− z2(0)))||R2m ≤
||̥t(z1(0))− z1(0))− (̥t(z2(0))− z2(0))||R2m ,
||Π2((̥t(z1(0)))− z1(0))− Π2((̥t(z2(0)))− z2(0)))||R2m ≤
1
2
||(z2(0))− z1(0)||R2m .
Thus
||Π2((̥t(z1(0)))− Π2((̥t(z2(0)))||R2m ≥
1
2
||(z2(0))− z1(0)||R2m .
By paragraph 2),̥t(zi(0)) = zi(T ) ∈ 0πT∗V (z(T )), which implies that Π2((̥t(z1(0))) =
0x and thus z2(0) = z1(0).
The proofs of part 2) 3) are consequences of Lemma 12 and Lemma 13 respec-
tively. We now prove Part (4) of proposition 4: There exists a constant K3
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depending only on g,Ω and Ψ such that for all s ∈ [0, t], all u ∈ T ∗γ(s)V∣∣∣< γ˙x(s) + Ω(γx(s)),∇∇Ω(γx(s))[u, u] >gγ(s) +∇dΨL(γx(s))[u, u]∣∣∣ ≤ K3||u||2gγx(s)(50)
Also for any u ∈ H1([0, t];TγxV ) such that u(0) = 0x∫ T
0
||u(s)||2gγx(s)ds ≤ T
2
∫ T
0
||∇γ(s)u(s)||2gγx(s)ds (51)
Suppose that there exists a u ∈ H1([0, T ];TγxV ), u(0) = 0x ∈ TxV, u 6= 0 and∫ T
0
{
||∇γ˙x(s)u(s) +∇u(s)Ω||2gγx(s)+ < γ˙x(s) + Ω(γx(s)),∇∇Ω(γx(s))[u(s), u(s)] >gγx(s)
+∇dΨL(γx(s))[u(s), u(s)]ds} ≤ 0
(52)
Then by (50),(51) and (52)∫ T
0
||∇γ˙x(s)u(s) +∇u(s)Ω||2gγx(s)ds ≤ K3
∫ T
0
||u¯||2gγx(s)ds. (53)
Moreover,∫ T
0
||∇γ(s)u(s)||2gγx(s)ds ≤ 2
∫ T
0
||∇γ˙x(s)u(s)+∇u(s)Ω||2gγx(s)ds+2
∫ T
0
||∇u(s)Ω||2gγx(s)ds.
There is a constant K4 depending only on g,Ω such that∫ T
0
||∇u(s)Ω||2gγx(s)ds ≤ K4
∫ T
0
||u||2gγx(s)ds. (54)
Thus from (51),(53) and (54) we get∫ T
0
||∇γ(s)u(s)||2gγx(s)ds ≤ 2(K3+K4)
∫ T
0
||u||2gγx(s)ds ≤ 2(K3+K4)T
2
∫ T
0
||∇γ(s)u(s)||2gγx(s)ds.
For T
√
2(K3 +K4) < 1, we get a contradiction. This ends the proof of propo-
sition 4.
4.3.2 Explicit decay estimate of the eigenfunction
Let Θε : R+ × V → R, is the function e−λεtvε(x), then we have
ǫ∆gΘǫ + θ(Ω)Θǫ +
cǫ
ε
Θǫ +
∂Θε
∂t
= 0, on R∗+ × V (55)
Θǫ (0, x) = vε(x) for x ∈ V.
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Recall the Feynman-Kac formula:
Θε(t, x) = Ex
[
vε(X
x
ε (t)) exp−
∫ t
0
cǫ(X
x
ε (s))
ε
ds
]
,
Θε(t, x)
vε
= Ex
[
vε(X
x
ε (t))
vε
exp
(
−
∫ t
0
{
c(Xxε (s)) +
∆gL(Xxε (s))
2
}
ds
)
exp−
∫ t
0
ΨL(Xxε (s))
ε
ds
]
(56)
Xxε is the diffusion process on V having −ε∆g − θ(Ω) as generator.
To estimate the right hand side of the relation (56) when ε → 0, we are
going to follow the method presented in the papers ([2, 4]). For 0 < t < T
the function I has a unique minimum point on the set
C0([0, t];V, x) = {f : [0, t]→ V |f continuous, f(0) = x}, (57)
namely γx, which is non degenerate by Proposition 4 (part-3). We are now
ready to announce and prove the main result of this section:
Theorem 5 For 0 < t < T there exists a constant Ct depending only on
g,Ω and Ψ such that for
vε(x)
vε
≤ Ct exp
[
tλε − It(x)
2ε
]
.
Proof: Recall that Xε(t) is a stochastic process on V having −ε∆g − θ(b) as
generator, Xxε (t) the process starting at x ∈ V. Choose x ∈ V.
vε(x)
vε
= Ex
[
vε(X
x
ε (t))
vε
exp
(
−
∫ t
0
{
c(Xxε (s)) +
∆gL(Xxε (s))
2
}
ds
)
exp−
∫ t
0
ΨL(Xxε (s))
ε
ds
]
.(58)
Let us define
E˜h = {γ ∈ H1([0, t];V, x)|
∫ t
0
1
2
||γ˙(s) + Ω(γ(s))||2gγ(s)ds ≤ h}. (59)
We call χ1,χ2, χ3 the characteristic functions of the subsets of C
0([0, t];V, x),
{γ|d∞(γ, E˜h) > δ, d∞(γ, γx) ≥ η}, (60)
{γ|d∞(γ, E˜h) ≤ δ, d∞(γ, γx) ≥ η}, (61)
S = {γ|d∞(γ, γx) < η} (62)
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respectively and the distance is
d∞(γ1, γ2) = sup
[0,t]
dg(γ1(s), γ2(s)). (63)
Set F (Xε) =
vε(Xxε (t))
vε
exp
(
− ∫ t
0
{
c(Xxε (s)) +
∆gL(Xxε (s))
2
}
ds
)
exp− ∫ t
0
ΨL(X
x
ε (s))
ε
ds.
Then:
vε(X
x
ε (t))
vε
= Ex [F (Xε)χ1(Xε)]+Ex [F (Xε)χ2(Xε)]+Ex [F (Xε)χ3(Xε)] . (64)
Recall that
I : γ ∈ C0([0, t];V )→

∫ t
0
1
2
||γ˙(s) + Ω(γ(s))||2gγ(s)ds if γ ∈ H1([0, t];V )
+∞ if γ ∈ H1([0, t];V )
is the rate function for Xε. Then it follows from the theory of large deviations
that for some constants M1, l1 > 0 and ε1 > 0: for 0 < ε ≤ ε1,
|Ex [F (Xε)χ1(Xε)]| ≤M1Px(Xε ∈ {γ|d∞(γ, Eh) ≥ δ) ≤M1 exp−It(x) + l1
2εt
.
The subset {χ2 = 1} of C0([0, t];V, x) is compact for the weak topology.
On the other hand I is lower semi-continuous for the same topology. Hence it
attains its minimum on the compact {χ2 = 1}. Because γx is the only minimum
point of I and {χ2 = 1} ⊂ {γ|d∞(γ, γx) ≥ η}, min{χ2=1}I ≥ It(x) + l2 for some
constant l2. Then there exists a constant M2 > 0 such that
Ex [F (Xε)χ2(Xε)] ≤ M2 exp−It(x) + l2
2εt
.
For these two estimates see [3]. The study of the last term on the right hand
side of the relation (64) is more involved. By construction γx is contained in a
geodesic coordinate chart (U, ξ1, ..., ξm) with pole at x. Choosing δ sufficiently
small we can assume that {γ|d∞(γ, γx) < η} ⊂ U. Then we can take advantage
of the linear structure induced on U by the coordinate system. We can consider
the process Xε on U defined in the coordinate system (U, ξ
1, ..., ξm) by the
stochastic equation:
dXε(t) = −Ωε(Xε(t)) +
√
εσ(Xε(t))dw(t)
where Ωε(x) = Ω(x) + ε
∑
i,j g
ij(x)Γkij(x)ek and σ : U → GL(m;R) is a C∞
function such that σσ∗ = g and w is a standard brownian motion. Note that
there exists a constant C > 0 such that
Ex [F (Xε)χ3(Xε)] ≤ CEx{χ3(Xε)e−
R t
0 ΨL(Xε(s))ds
ε }.
For the estimate of Ex{χ3(Xε)e−
R t
0 ΨL(Xε)(s)ds
ε }, we refer to the appendix II.
43
Lemma 14 For fixed t ∈]0, T [, there exists a constant Ct > 0 such that for
all x ∈ T S (the tubular neighborhood of S defined in paragraph 1.1),
It(x) ≥ Ct||x′||2Rm−1 .
Proof. To prove this lemma we restate the variational problem as a opti-
mal control problem and study the subspace Et of C0([0, t];T ∗V ) consisting
of the extremal trajectories z : [0, t] → T ∗V of the problem. Let T S be
a tubular neighborhood of the limit cycle S endowed with a cyclic coordi-
nate system (x′, θ) as in paragraph 1.1. Recall that we use the notations
x′ = (x1, .., xm−1), θ = xm as in paragraph 1.1. Using this coordinate sys-
tems, we shall identify the tangent and cotangent spaces TT S and T ∗T S with
T S × Rm. An element z ∈ T ∗T S will be represented by a couple (x, p) and
an element τ ∈ TT S by a couple (x, u). It is easy to see that Et is relatively
compact in C0([0, t], T ∗V ) (Because the final point is in the zero section which
is compact and the derivative of the extremals are bounded along [0, T ]). Let
z ∈ Et.
Set πT ∗V ◦z = γ. Define
Î(z) =
∫ t
0
[
1
4
||z(s)||2g∗ +ΨL(γ(s))
]
ds (65)
The functional Î : E t −→ R is clearly continuous. Let E St be the subset
of E t of those z such that z(0) ∈ T ∗T S .
Define the functional In : E St −→ R, by setting In(z) = ||γ′(0)||2Rm−1
where γ′(0) = (x1(z(0)), ..xm−1(z(0))). The quotient In
/
Î is continuous on
ESt −In−1(0) for the C0 topology.
If this quotient is not bounded on E St −In−1(0), then there exists a sequence
{zk|k ∈ N} in E St − In−1(0) such for each k ∈ N
In(zk)
Î(zk)
≥ k. (66)
Recall that ΨL ≥ 0. It follows from relations (65) and (66) that for all k ∈ N.∫ t
0
1
4
||zk(s)||2g∗ds ≤
1
k
In(zk) ,
∫ t
0
ΨL(γk(s))ds ≤ 1
k
In(zk), (67)
and
|H(zk(t))| = ΨL(γk(t)). (68)
For all s ∈ [0, t]
||γ′k(0)− γ′k(s)||2
Rm−1
≤ s
∫ s
0
∥∥∥∥dγ′k(σ)dσ
∥∥∥∥2
Rm−1
dσ.
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Using the relation (46), noting that Ωq(0, θ) = 0 if 1 ≤ q ≤ m − 1, for an
appropriate constant C2 depending only on g and Ω
||γ′k(0)− γ′k(s)||2
Rm−1
≤ sC2
(∫ s
0
1
4
||zk(σ)||2g∗dσ +
∫ s
0
||γ′k(σ)||2
Rm−1
dσ
)
for all s ∈ [0, t]. By the assumptions on ΨL there exists a constant C3 > 0
depending only on ΨL such that for all s ∈ [0, t], all k ∈ N
||γ′k(s)||2
Rm−1
C3
≤ ΨL(γ(s)) ≤ C3||γ′k(s)||2Rm−1 . (69)
Hence for C4 = max(C2, C2C3), for all s ∈ [0, t]
||γ′k(0)− γ′k(s)||2
Rm−1
≤ sC4
(∫ s
0
1
4
||zk(σ)||2g∗dσ +
∫ s
0
ΨL(γk(σ))dσ
)
Using equations (67), for all s ∈ [0, t]
||γ′k(0)− γ′k(s)||2
Rm−1
≤ sC4 1
k
In(zk),
||γ′k(0)||2
Rm−1
≤ 2||γ′k(s)||2
Rm−1
+ 2sC4
1
k
In(zk).
Integrating on [0, t]
t||γ′k(0)||2
Rm−1
≤ 2
∫ t
0
||γ′k(s)||2
Rm−1
ds+ t2C4
1
k
In(zk).
Using the relations (69),(67) for all k ∈ N∫ t
0
||γ′k(s)||2
Rm−1
ds ≤ C3
∫ t
0
ΨL(γ(s))ds ≤ C3 1
k
In(zk),
t||γ′k(0)||2
Rm−1
≤ (2C3 + t2C4) 1
k
In(zk),
||γ′k(0)||2
Rm−1
≤ (2C3
t
+ tC4)
1
k
In(zk),
In(zk) ≤ (2C3
t
+ tC4)
1
k
In(zk).
For k so large that (2C3
t
+ tC4)
1
k
< 1 we get a contradiction. This ends the
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proof of the lemma.
Using the result of the lemma, we conclude that
vε(x)
vε
≤ Ct exp
[
tλε − It(x)
2ε
]
wε(x) ≤ C1 exp
[−C2||x′||2Rm−1] . (70)
C1, C2 are two positive constants independent of ε. In particular, we have for
a point, a cycle or a torus belonging to the recurrent set,
wε(x) ≤ C1 exp
[−C2distg(x,S)2] . (71)
Corollary 3 Any sequence of ǫ’s converging to zero contains a subsequence
εn such that wεn converges in L2 to the blown up limit function w.
The proof follows from lemma (6) and inequality (70).
4.4 Absolute continuity of the limit measures on the
limit cycle
In this paragraph, as stated at the beginning of section 4, we shall prove that
along a limit cycle, the limit measures are absolutely continuous with respect
to the length. The proofs are based on the decay estimates, established in the
previous paragraph 4.3.
When a cycle S is charged (see definition 3), we shall prove that:
Proposition 5 The restriction of a limit measure µ to a cycle S is absolutely
continuous with respect to the length.
Proof. Let {vεn|n ∈ N}, εn −→ 0 as n −→∞, be a sequence such that the se-
quence of measures
[
v2εndVgR
V v
2
εn
dVg
|n ∈ N
]
converges weakly to µ. For simplicity we
shall assume that the vεnare normalized (
∫
V
v2εndVg = 1). Let (U, x1, ...xm−1, θ)
be an adapted coordinate system for the cycle S as in paragraph 1.1 such that
U ⊃ T (δ) the image of which is the set {∑m−1j=1 x2j ≤ δ2}. Let ϕ be a continuous
function defined in the tubular neighborhood T (δ). Then:∫
S
ϕdµ = lim
n→+∞
∫
T (δ)
ϕv2ǫndVg.
Take ϕ(x) of the form ψ(x′)η(θ), x′ = (x1, ..., xm−1). Using the blow-up
analysis of theorem 2, for all δ > 0, sufficiently small∫
T (δ)
ϕv2ǫndVg = v¯
2
ǫnε
m−1
2
n
∫ TS
0
∫
Bm−1(δ/
√
ǫn)×{θ}
ψ(x′
√
εn)η(θ)w
2
ǫ (x
′, θ)dΣgεndθ,
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where dΣgεn is the measure induced on each n-1 dimensional ball B
m−1(δ) of
radius δ, transverse to the cycle by the blown-up metric gεn.
Since the sequence v¯2ǫnε
m−1
2
n converges as εn goes to zero (see the next sub-
section), the blow-up analysis of theorem 2 and the decay estimate along the
cycle show that the integral∫ l
0
∫
Bm−1(δ/
√
εn)×{θ}
ψ(x′
√
εn)η(θ)w
2
ǫn(x
′, θ)dΣgεndθ,
converges as εn goes to zero. Indeed, wǫn converges strongly in L2(R
m−1×S1)
to a blown-up function wS and by Fubini theorem,
lim
n−→+∞
∫
Bm−1(δ/
√
ǫ)
ϕw2ǫndΣǫ =
∫ TS
0
∫
R
m−1
w2S(x
′, θ)ψ(0)η(θ)dx′dθ
=
∫
R
m−1
ψ(0)η(θ)
∫ l
0
w2S(x
′, θ)dx′dθ.
Since by Proposition 3 wS(x) = zS(x
′)fS(θ) and∫
R
m−1
∫ l
0
ψ(0)η(θ)w2S(x
′, θ)dxn−1dθ =
∫
R
m−1
ψ(0)z2S(x
′)dxn−1
∫ TS
0
f 2S(θ)η(θ)dθ.
If δx′ denotes the Dirac measure in the transverse variable x
′ only, the nor-
malized eigenfunction sequence converges in the distribution sense and on the
cycle S,
lim
n−→+∞
v2ǫndVg =
(∫
R
m−1
z2S(x
′)dx′
)
δx′ ⊗ f 2S(θ)dθ.
Another representation of the continuous component of the limit measure is
dµ
dθ
= f 2S(θ) = lim
n−→+∞
∫
Hl
v2ǫdΣg
where Hl denotes any hypersurface cutting the orbit at the point of abscissa
θ = l transversally. The limit is independent of the choice of the hypersurface.
4.5 The limits of supVm vǫ
Let us recall that v¯εn = supVm vǫn. We shall now prove that either v¯
2
ǫnε
m
2
n
converges to zero and then no critical point is charged. In that case v¯2ǫnε
m−1
2
n
converges to a strictly positive constant and at at least one cycle is charged.
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To prove this statement, we use the L2 normalization condition
1 =
∫
Vm
v2ǫndVg (72)
and we perform the blow-up change of coordinates in the neighborhood of the
recurrent set. Outside any neighborhood of the recurrent set, the sequence vǫn
converges to zero in L2 (see [24]).
1 =
∫
Vm
v2ǫn = v¯
2
ǫnε
m−1
2
n
(∑
S
∫
TS(δ/ǫ
1/2
n )
w2ǫn(x)dVgε + ε
1/2
n
∑
P
∫
BP (δ/ǫ
1/2
n )
w2ǫn(x)dVgε
)
+
∫
V ′m
v2ǫn(73)
where
V ′m = Vm −
⋃
S
TS(δ/ǫ
1/2
n )−
⋃
P
BP (δ/ǫ
1/2
n ). (74)
The first sum on the right hand side is extended over the limit cycles and the
second over the stationary points.
The last integral in the r.h.s. of equation (73) tends to zero, because we
integrate over an open set whose closure does not intersect the recurrent set(see
the proof in [24]).
After selecting a subsequence if necessary, there exists a component C of
the recurrent set and a sequence Qn such that
1. vεn(Qn) = v¯εn .
2. Qn → Q∞ ∈ C.
3. Qn−Q∞√
εn
→ Q∗. This difference is taken in the linear structure defined
by the coordinate system introduced in 1.1. Q∗ belongs to the blown-up
space Rm or Rm × S1.
Let us show that w is not identically 0. We know that it converges uniformly
on any compact set a to wC and
lim
n→∞
wεn(
Qn −Q∞√
εn
) = wC(Q∗) = 1. (75)
We conclude that wC is not identically 0. If C is a point, using Corollary 3 we
have that wεn
lim
n−→+∞
∫
BC(δ/ε
1/2
n )
w2εn(x)dVgεn =
∫
R
m
w2C(x)dx > 0. (76)
If C is a cycle, we have
lim
n−→+∞
∫
TC(δ/ε
1/2
n )
w2εn(x)dVgεn =
∫
R
m−1×S1
w2C(x
′, θ)dx′dθ > 0. (77)
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We conclude using formula (73) and the previous identities (76) or (77), that
after selecting a subsequence if needed.
If C is a point:
lim
n−→+∞
v¯2ǫnε
m
2
n > 0. (78)
If C is cycle,
lim
n−→+∞
v¯2ǫnε
m−1
2
n > 0. (79)
When a cycle is charged, it follows from formula (73) that no point is charged.
For any component S of the recurrent set, selecting a subsequence if needed:
if S is a cycle,∫
TS(δ/ǫ
1/2
n )
w2ǫn(x)dVgε = C−1(b, g)γ2S
∫
R
m−1×S1
w2C(x, θ)dxdθ, (80)
lim
ǫ→0
ǫ(m−1)/2v¯2ǫ = C(b, g).
If S is a point, we have∫
BS(δ/ǫ
1/2
n )
w2ǫn(x)dVgε = C−1(b, g)γ2S
∫
R
m
w2C(x)dx, (81)
lim
ǫ→0
ǫ(m−1)/2v¯2ǫ = C(b, g).
If no cycle is charged, then
C(b, g) =
∑
S∈C
γ2S
∫
R
m
w2C(x)dx,
If at least one cycle is charged then
C(b, g) =
∑
S∈C
γ2S
∫
R
m−1×S1
w2C(x, θ)dxdθ.
When several cycles are charged, using expression (73), we obtain an exact
expression of the limit measure µ. If C denotes the set of charged limit cycles
then
µ =
∑
S∈C γ
2
S
(∫
R
m−1 z2S(x
′)dx′
)
δx′ ⊗ f 2S(θ)dθ∑
S∈C γ
2
S
(∫
R
m−1 z2S(x
′)dx′
) ∫ T
0
f 2S(θ)dθ
,
where we have used the result of corollary 1. When no cycles are charged, we
have
µ =
∑
P∈Csing γ
2
P
(∫
R
m z2P (x)dx
)
δP∑
P∈Csing γ
2
P
(∫
R
m z2P (x)dx
) ,
where Csing denotes the set of charged critical points where the topological
pressure is achieved. This ends the proof of theorem 4 parts 2-3-4 of theorem
3.
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5 Concentration on two-dimensional torus
In this section, we shall study the limit measures of the sequence v2ǫdVg, when
the recurrent set of the vector field b contains hyperbolic two dimensional torii.
We shall not try to extend our results, when the recurrent sets are of dimension
n ≥ 3, but it is likely that similar results are valid on n dimensional manifolds
under some restrictive assumptions. The characterization of the limit measures
remains an open problem, even in dimension 3.
However, we will examine the concentration of eigenfunctions along two
dimensional torii and show that the limit measures are absolutely continuous
with respect to the probability measure on the torus invariant by the flow of
b (see assumption IV in 1.1: the restriction of the field to the torus generates
an irrational flow).
5.1 Main result
Theorem 6 On a Riemanian manifold (V, g), let b be a hyperbolic vector field
such that the recurrent set R consists of points P1, ..., PM , cycles S1,.., SN and
two-dimensional irrational torii T1, ..Tr and assumptions I-IV of section 1.1
are satisfied.
Let uǫ > 0 be the first eigenfunction of Lǫ, normalized using the L2-norm.
We denote by L, a special Lyapunov function. The set of weak limits of the
probability measures u
2
ǫe
−L/ǫdVgR
Vn
u2ǫe
−L/ǫdVg
when ε goes to zero is contained inside the
set
Λ2 = {µ =
∑
P∈Stp
cP δP +
∑
Γ∈Stp
aΓδΓ +
∑
T∈Stp
bTδT, cP ≥ 0, aΓ ≥ 0, bT ≥ 0},
where
δT(h) =
∫
T
h(θ1, θ2)fT(θ1, θ2)dST,
dST =
dθ1dθ2R
T dθ1dθ2
is the two-dimensional normalized measure on T invariant
under the action of the field b and fT is the unique solution of maximum 1, of
the equation
k1
∂f
∂θ1
+ k2
∂f
∂θ2
+ cf = µ2f on T ,
µ2 =
∫
T
cdST.
The measures δP , δΓ were defined in the previous sections.
When the topological pressure is achieved at least on one torus, the maxi-
mum of the sequence vǫ = uǫe
−L/2ǫ goes to infinity and
lim
ǫ→0
ǫn/2−1v¯2ǫ = C(Ω, c),
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where the constant C(Ω, c) is given by
C(Ω, c) =
1∑
T∈S′ γ
2
T
∫
T fTdST
,
the sum is extended to all torus where topological pressure is achieved and γT
are the modulating coefficients. If the topological pressure is not attained on
any torus, then the torii do not contribute to the limit measures.
Remark 1. If at least one torus is charged, the critical points and limit cycles
do not contribute to the limit measures. On the other hand, if no torii are
charged, the description of the limit measures is the same as when no torii are
present.
Remark 2. Instead of two dimensional torii, we could have considered more
general compact surfaces in V invariant by the flow of b. But we do not
know what assumptions should be made on the flow restricted to the surface
in order to determine the limit measures. We have restricted ourself to two-
dimensional irrational torii, because we have no knowledge of the properties
of the limit measures on other type of recurrent sets. The case of a torus
is tractable because it has minimal flows [27]. Our assumptions on b imply
that its flow on the torus is minimal. On the other hand, no other compact
surface admits minimal flows (the standard argument is coming from the Euler-
Poincare´ characteristics).
Also it is conceivable that limit measures on general surfaces for general
flows could be concentrated on proper subsets of the surface. These subsets
could be recurrent subsets of the restriction of b and this in spite of the fact
that the topological pressure is achieved on the surface.
5.2 Fundamental propositions
We have
Proposition 6 The topological pressure of a two irrational torus satisfying
assumptions IV is given by
TP =
∫
T
cdH − trBs,
where dH is the unique probability measure on the torus invariant by the flow
of the restriction of b to T, Bs is the stable component of the restriction of the
field transverse to the torus.
Proof.
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Let us recall the formula [31]:
TP = sup
{
hν +
∫
(c+
DJs
Dt
∣∣∣∣
t=0
)dν|ν probability measure on T invariant by the flow
}
where Js is the restriction of the Jacobian to the stable manifold along T, hν
is the entropy, equal to zero [41]. In the present case, since the restriction
of the flow to T is ergodic, there is only one invariant probability measure H
and dH = dθ1∧dθ2R
T
dθ1∧dθ2 . Moreover, using the notation of paragraph 1.1
DJs
Dt
∣∣
t=0
=
−trBs.
The precise characterization of the concentration of the sequence vǫ is ob-
tained by studying the renormalized sequence wǫ, centered at a maximum
sequence point, which concentrates on a torus. In the normal coordinate sys-
tem (x′, θ1, θ2) along the torus, defined in section 1.1-IV, the function wǫ is
given by
wǫ(x
′, θ1, θ2) =
vǫ(
√
ǫx′, θ1, θ2)
v¯ǫ
.
We have
Proposition 7 If a function w is a limit of a sequence wǫ as ǫ tends to zero,
then the convergence is uniform on any compact set of Rm−2×Tf , where Tf is
the flat two-dimensional torus.
If ∆m−2E denotes the Laplacian on R
m−2, then w is a weak solution of the
following equation
∆m−2E w +
∑
i,j
Ωijx
j ∂w
∂xi
+ (Ω//,∇w) +
[
c(0, θ1, θ2) +
∆gL
2
+ Ψ(x′)
]
w = µw,
0 < w ≤ 1,
where b˜ = (k1, k2), x
′ are the transverse coordinates, Ωij is the transversal part
of the field Ω and µ is the first eigenvalue of the operator on the left hand side.
The proof will be given later. The most important result is the following
Proposition 8 The function w of proposition 7 is in fact regular and can be
written as the product of two functions in the variables x′′ and θ′ respectively
w(x) = wT(x
′)fT(θ
′),
where wT and f satisfy
∆m−2wT +
∑
i,j
Ωijx
j ∂wT
∂xi
+Ψ(x′)wT = µ1wT on R
m−2 (82)
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and
(Ω//,∇fT) + c(θ′)fT = µ2fT (83)
µ1 + µ2 = µ, (84)
where
µ1 = −tr(Bs) (85)
is the first eigenvalue of the operator ∆m−2 +
∑
i,j Ωijx
j ∂
∂xi
+Ψ(x′) and
µ2 =
∫
T
cdH. (86)
Finally, using the blow-up analysis, we can characterize the limit measures
along the torus by
Proposition 9 If ν denotes a limit measure on a torus T, then it is absolutely
continuous with respect to the invariant measure dθ1dθ2. If hT(θ) is the density
of ν with respect to the probability measure invariant by the flow, we have
hT(θ) =
γ2
T
∫
R
n−2 w2
T
(x′′)dx′′∑
T
′∈S′ γ
2
T′
∫
T
′
∫
R
n−2 w2
T′
dxf 2
T
(θ)dST′
f 2
T
(θ),
where w
T
is the function defined by proposition 7, γ
T
is the modulating coeffi-
cient and S ′ is the subset of torii, where the topological pressure is achieved.
Proof. By definition of the concentration coefficient (see definition 2), Propo-
sition 9 is a consequence of Proposition 8, the L2 convergence of the blow up
sequence wǫ and Fubini’s theorem. The convergence of the sequence wǫ in L2
can be proved following the steps of section 4.3.1: In a tubular neighborhood
T (δ) of the T, there exists constants C > 0 and C0 > 0 , such that
wǫ(x
′′, θ1, θ2) =
vǫ(ǫ
1/2x′, θ1θ2, )
v¯ǫ
≤ Ce−C0dist(x,T)2 for x ∈ T (δ).
The limit measure hT(θ) restricted to a torus is computed using a regular
solution of a transport equation that we shall describe now.
Lemma 15 On an irrational torus T endowed with the coordinate system 1.1,
consider a C∞ function c and the field
Ω// = k1
∂
∂θ1
+ k2
∂
∂θ2
, (87)
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where k1 and k2 are defined in 1.1. If the small divisor assumption (5) is
satisfied, then the space of regular and bounded solutions fT of the transport
equation
< Ω//,∇fT > +c(θ1, θ2)fT = µ2fT (88)
is of dimension one and necessarily
µ2 =
∫
T
c(θ1, θ2)dH.
Proof.
The existence of a solution of 88 is obtained by developing c in Fourier series.
Writing w = eh,
< Ω//,∇h >= λ− c(θ1, θ2). (89)
We look for h as a Fourier series∑
m1,m2
hm1,m2e
i(m1k1+m2k2),
Because c is C∞, it can be expanded in Fourier series
c(θ1, θ2) =
∑
m1,m2
cm1,m2e
i(m1k1+m2k2),
where the coefficients cm1,m2 are rapidly decreasing. From equation (88) the
coefficients are given by
hm1,m2 = i
cm1,m2
m1k1 +m2k2
, for (m1, m2) 6= (0, 0).
The compatibility condition coming from the topological pressure insures that
µ2 = c0,0 =
∫
T
c(θ1, θ2)dH , which is exactly the Fourier coefficient. It is well
known that the small divisor condition (5) implies that the sequence hm1,m2 is
rapidly decreasing and thus h exists, is a regular function and so is w = eh.
We remark that since h is defined up to an additive constant, the space of C∞
solutions of equation (88) is of dimension of 1 .
Remark 1. The value of µ2 can also be obtained by simple considerations:
the function fT solution of equation (88) is given by the formula
fT(X(t)) = fT(X(0))e
µ2t−
R t
0
c(X(s))ds
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along any trajectory X(t) of the restriction of b to the torus. The function
fT is positive on the Torus, because the trajectory X(t) is everywhere dense.
Also, there exists a sequence tn → +∞ such that X(tn)→ X(0), hence
lim
n→∞
eµ2tn−
R tn
0
c(X(s))ds = 1.
This implies that
µ2 = lim
n→∞
1
tn
∫ tn
0
c(X(s))ds.
Using the ergodic property of the trajectories, we get
lim
t→∞
1
t
∫ t
0
c(X(s))ds =
∫
T
cdH = µ2.
5.3 Proofs of Proposition 7 and 8
We have shown on several occasions that the sequence v2ǫdVg concentrates on
the set ZΨ = {x ∈ V, |ΨL(x) = 0}. Moreover the sequence vǫ converges
uniformly to zero on any compact set K ⊂ V − ZΨ. The blow up function
wǫ(x
′′, θ1, θ2) =
vǫ(
√
ǫx′′, θ1, θ2)
v¯ǫ
.
satisfies in a tubular neighborhood TT(δ) of the torus T, the following equation
∆m−2ε wε+ < Ω
//,∇wε > +Ωi(
√
ǫx′′)√
ǫ
∂wǫ
∂x′′i
+ (c+
∆gL
2
+
ΨL(
√
εx′′)
ε
)wε +Rε(x
′′, θ1, θ2) = λεwε,(90)
where
Rǫ =
√
ǫL1(wǫ) + ǫL2(wǫ) + ǫQ(wǫ),
and ∆m−2ε is the Laplacian in the x
′′−variables only, converging uniformly to
the standard Euclidean Laplacian operator on the class of functions with com-
pact support defined on Rm−2. L1 and L2 are first order operators containing
Christoffel symbols and Ω// is defined in (87).
As ǫ goes to zero, every limit w of wǫ satisfies in the weak sense the following
equation (the argumentation is similar to the one provided for limit cycles)
∆m−2E w+ < Ω
//,∇w > +
∑
i,j
Ωijx
j ∂w
∂xi
+ (c(0, θ1, θ2) +
∆gL |T
2
+ ψ2(x
′′))w = µw on Rn−2 × Tf , (91)
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where
µ = lim
n→∞
λε. (92)
It is understood that this equation is defined on the universal covering Rn−2×
R2 of the normal bundle of T in V . ψ2 is polynomial of order 2. Consider
w˜(x, θ) = w(x,θ)
fT(θ)
, where the function fT is defined in Lemma 15, then
∆m−2E w˜ + k1
∂w˜
∂θ1
+ k2
∂w˜
∂θ2
+
∑
i,j
Ωijx
j ∂w˜
∂xi
+ (
∆gL |T
2
+ ψ2(x
′))w˜ = µ1w˜, (93)
where µ1 = −trBs, this relation follows from the definition of the Topological
Pressure. Along the characteristics, (θ˙1 = k1, θ˙2 = k2), we define
w˜(x′, t) = w˜(x′′, θ1(t), θ2(t)) (94)
then
∆m−2E w˜ +
∂w˜
∂t
+
∑
i,j
Ωijx
j ∂w˜
∂xi
+ (
∆gL |T
2
+ ψ2(x
′′))w˜ = µ1w˜. (95)
Because w˜ is a solution of a parabolic equation, by the regularity theorems (see
the case of limit cycles), we conclude that the solution is regular. Moreover
on each compact set of Rn−2 × R2, w is the uniform limit of a sequence wǫn,
where ǫn goes to 0. To derive an explicit expression for the function w˜ defined
by equation (95), we use Kolmogorov’s representation formula. Define
z˜(x′, t) = w˜(x′, t) exp
(
1
2
< Ax′, x′ >Rm−2
)
then
z˜(x′, t) =
e−tT rB
s
(4π)
m−1
2
√
detQt
∫
Rm−1
w˜(y, θ1, θ2)e
−q(x,y,t)dy. (96)
This notation have been introduced in lemma 7. w˜ is regular and bounded, thus
we conclude as in lemma 7 that z˜ is well defined and belongs to Tychonoff’s
class. Because z˜ is not a periodic function of the variable t, we cannot use
lemma 10 to conclude. We have to modify slightly the proof of lemma 7 to
obtain an explicit expression of the function z˜. Instead of periodicity, we use
the density of the flow of Ω// on the torus: We denote by τ(t, θ1, θ2) the flow
of Ω//. For any point (θ1, θ2) , there exists a sequence tn converging to infinity
such that τ(tn, θ1, θ2)→ (θ1, θ2). For n sufficiently large,
|z˜(x′, θ1, θ2)− exp
−[tnTrBs+ 14<Utnx′,x′>Rm−2 ]
(4π)
m−1
2
√
detQtn
×∫
Rm−2
w˜(
(
η′ +R−1tn Ptnx
′) , θ1, θ2)e− 12 ||Rs,tnη′s||2Rm−2− 12 ||Ru,tnη′u||2Rm−1dη′| ≤ 1
n
.
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Here, we have used relation (33). Using the continuity of w˜ and letting n go
to infinity, we get
z˜(x′, θ1, θ2) =
exp−
[
1
4
(∫ +∞
0
etBsetB
∗
sdt
)−1
x′s, x
′
s >Rm−2
]
(4π)
m−2
2
√
det
∫ +∞
0
etBsetB∗s dt
χ˜(θ1, θ2),
where
χ˜(θ1, θ2) =
∫
Rm−2
w˜(η′, θ1, θ2)e
− 1
2
||Rs,∞η′s||2
Rm−2
− 1
2
||Ru,∞η′u||2
Rm−2dη′.
This identity proves that w˜ is the product of two functions: an exponential
function depending only on the variable xs and a function χ˜ of the variable
(θ1, θ2).
Finally, setting
Ms =
∫ +∞
0
etBsetB
∗
sdt, (97)
w(x′, θ1, θ2) = χ˜(θ1, θ2)fT(θ1, θ2)
exp
[− (1
2
< Ax′, x′ >Rm−2
)− 1
4
< M−1s x
′
s, x
′
s >Rm−2
]
(4π)
m−2
2
√
detMs
.(98)
Because w satisfies equation (82) and fT equation 83, χ˜ satisfies the equation
< Ω//,∇χ˜ >= 0.
Since Ω// is ergodic, we conclude that χ˜ is a constant.
Proof of proposition 9
The proof uses the explicit expression of the function w given by expression
(98). Indeed, following the steps of section 4.4, it can be proved that there
exists a sequence wεn which converges to w in L2(R
n−2×T). Using propositions
7 and 8 we have
1 =
∫
Vn
v2ǫn =
∑
P
v¯2ǫnǫ
m/2
n
∫
BP (δ/ǫn)
w2ǫn(
√
ǫnx)dVgǫn + v¯
2
ǫnǫ
(m−1)/2
n
∑
Γ
∫
TΓ(δ/ǫn)
w2ǫn(
√
ǫnx
′, θ)dVgǫn +
v¯2ǫnǫ
(m−2)/2∑
T
∫
TT(δ/ǫn)
w2ǫn(
√
ǫnx
′, θ1, θ2)dVgǫn .
Now suppose that a torus is charged,
lim
ǫn→0
v¯2ǫnǫ
(m−2)/2
n = C > 0
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and in that case,
lim
ǫn→0
v¯2ǫnǫ
(m−1)/2
n = lim
ǫn→0
v¯2ǫnǫ
(m)/2
n = 0,
thus no cycles or points can contribute to the limit measure. Using the expo-
nential decay of the sequence wεn and the strong convergence in L2(R
n−2× T)
to the function w, we obtain the following expression for the constant C:
1 = C
∑
T
∫
T
∫
R
n−2
γ2TwT(x
′)2fT(θ1, θ2)dx
′dθ1dθ2,
where the sum is extended to the charged torii, where the topological pressure
is attained. γT is a modulating coefficient. When no torii are charged, the
limit measures have been studied in the section 4 on limit cycles.
6 Conjectures and open questions
In this section, we offer some conjectures and state some open problems.
An interesting extension of the present work would be to study the blow up
function on a component of the recurrent set that is a manifoldMk of dimension
k (≥ 2) normally hyperbolic. Probably to obtain substantial results, one has
to make more assumptions on the hyperbolic structure and the restriction of
the field to the manifold, such as assuming that the restriction is ergodic (with
respect to some invariant measure on the manifold).
For example, it could happen that with some unspecified assumptions on
the field and on Mk , we could have a variable-separation phenomenon for the
limit of the blown up sequence as in lemma 15 for the case of a torus and in
proposition 3 for a cycle.
In a different direction, if the restriction of the field to the manifoldMk has
a nonzero entropy, it would be interesting to study the limit of the blown up
function, as we did here in lemma 15 when the entropy is zero. In particular,
one can expect a new characterization of the entropy µ as follow:
µ = lim
T→∞
1
T
lnwMk(X(T )), (99)
where X(T ) is the flow of the field restricted to Mk, wMk is a nonzero solution
of equation
< Ω//,∇wMk > +cwMk = µ2wMk , (100)
Ω// is the restriction of the field to Mk and
µ2 = µ+
∫
cdH. (101)
H is the unique invariant and ergodic measure with respect to Ω//.
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6.1 Anisotropic concentration when Ψ vanishes to order
4 and more.
In the present work, we have assumed that the special Lyapunov function ΨL
vanishes at order 2 on the recurrent set of the field. However, when ΨL vanishes
to a higher order (four or more), the analysis used here to study the concentra-
tion process of the eigenfunction sequence does not apply anymore: when ΨL
vanishes at order 4, the limit measures are not necessarily concentrated on the
components of the recurrent set on which the topological pressure is attained.
In fact, the sequence wǫ may not converge in L2 because in equation (98), the
function ψ2 is identically zero. To analyze furthermore this case, we consider a
small ball centered at a saddle point S where the dimension of the stable and
unstable spaces satisfies ms +mu = m. Consider a canonical cartesian struc-
ture in the neighborhood of a saddle point, defined by the stable and unstable
manifolds [37]. In that cartesian structure (xs (stable), xu (unstable)), define
the following cones: for small δ > 0,
Cs(δ) = {x = (xu, xs) such that | xu |≤| xs |≤ δ}
and
Cu(δ) = {x = (xu, xs) such that | xs |≤| xu |≤ δ}.
We have the following: for small δ > 0,
lim
ǫ→0
∫
Cs(δ)
v2ǫ∫
Cu(δ)
v2ǫ
= 0. (102)
This shows that concentration does not take place in all the neighborhood of
the saddle point. Rather, it occurs along the unstable manifold. This is a
totally anisotropic concentration.
We are now going to prove formula 102. Because the sequence wǫn converges
to a function ws and all these functions decay exponentially in the variable xs
only (in the neighborhood of a stable manifold), we have in the cartesian
coordinates,
lim
ǫ→0
1
ǫm/2v¯2ǫ
∫
Cs
v2ǫ dx = lim
ǫ→0
∫
Bs(0,δ/
√
ǫ)
w2s(xs)
∫
Bu(0,||xs||)
dxudxs <∞,
where the exterior integral converges because
∫
Bu(0,||xs||) dx
u is bounded by a
polynomial in ||xs|| and w2s decays exponentially.
Now,
1
ǫm/2v¯2ǫ
∫
Cu
v2ǫ =
∫
Bu(0,δ/
√
ǫ)
dxu
∫
Bs(0,||xu||)
w2s(xs)dx
s
≥ Cǫ−nu/2δnu.
where C > 0 is a constant. Thus the ratio in equation 102 converges to zero.
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6.2 Final remarks
6.2.1 Concentration near polycycle
When the recurrent set of the field contains polycycles, (that is a close curve
which is the union of critical points and separatrices joining these points). In
that case, we expect that the concentration will not occur uniformly on the
polycycle, but rather at the critical points. It is unclear what is the effect on
the concentration phenomena of the discontinuity of the tangent vectors at the
critical points.
6.2.2 The case of Hamiltonian systems
We have developed here a method for hyperbolic field, but for Hamiltonian
systems, the present method cannot be applied and a new approach has to
be introduced. In particular it is not clear what is the support of the limit
measures.
6.2.3 Study the spectrum
The characterization of the set of possible limit measures of eigenfunctions
associated to other eigenvalues remains an open problem. Such a study is fea-
sible because for a Morse-Smale drift, the blow up analysis near the points and
cycles leads to an eigenfunction problem of the Ornstein -Ulhenbeck operator
and the solution can be expressed explicitly by Hermite functions.
6.2.4 Asymptotic computation
The existence of a asymptotic expansion,
λǫ ≈ topological pressure + I1ǫ1/2 + I2ǫ+ ...
of the first eigenvalue λǫ as a function of ǫ is an open problem and so is the
determination of the coefficients Ik.
6.3 Appendix
1)The notations are those of the section ”Proofs of the theorems” except we
denote the function w by w0 so as to avoid confusions. First let us show that w0
is C∞.Recall that w0 belongs to L2loc and that it is a weak solution of equation
−
m−1∑
i=1
∂2w
(∂xi)2
+
m−1∑
i,j=1
Ωijx
j ∂w
∂xi
+
∂w
∂θ
+ ((c+
∆gL
2
)(0, θ) + ψ2(x
′))w = λw
The theorems 13.4.1,page 191,vol.II and 4.4.1,page110,vol I of ([26]) show
that any weak solution of such a parabolic operator is C∞.
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2)Recall the operator:
Lε = L2ε + L1ǫ + L0ε
where:
L2ε = −
m−1∑
i,j=1
gijε
∂2
∂xi∂xj
− 2√ε
m−1∑
i=1
gimε
∂2
∂xi∂θ
− εgmmε
∂2
∂θ2
L1ǫ =
m−1∑
k=1
(
Ωk√
ε
−√ε
m∑
i,j=1
gijε Γ
k
εij
)
∂
∂xk
+
(
Ωm − ε
m∑
i,j=1
gijε Γ
m
εij
)
∂
∂θ
L0ε = cε +
(∆gL)ε
2
+
ΨLε
ε
and gijε = g
ij(x′
√
ε, θ), 1 ≤ i, j ≤ m, Γkεij = Γkij(x′
√
ε, θ), (∆gL)ε =
∆gL(x′
√
ε, θ), cε = c(x
′√ε, θ),ΨLε = ΨL(x′
√
ε, θ).Using Schweins’formulas we
can write:
Lε = L
′
2ε + L
′
1ǫ + L0ε
L
′
2ε =
m∑
k=1
X∗kXk
L
′
1ǫ =
m−1∑
k=1
(
Ωk√
ε
+
√
ε
m∑
i,j=1
gikε Γ
j
εji
)
∂
∂xk
+
(
Ωm + ε
m∑
i,j=1
gimε Γ
j
εji
)
∂
∂θ
where:
Xk =
k∑
i=1
aik
∂
∂xi
for k=1,..,m-1,
Xm =
m−1∑
i=1
aik
∂
∂xi
+
√
εamk
∂
∂θ
.
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X∗k is the formal adjoint of Xk
X∗k = −
k∑
i=1
∂
∂xi
aik,
for k=1,..,m-1, and
X∗m = −
m−1∑
i=1
∂
∂xi
aik −
√
ε
∂
∂θ
amk ,
where 1 ≤ i ≤ j ≤ m:
aij =
G(ij)√
G(jj)G(j + 1j + 1)
,
and
G(jj) = det{gαβε ; j ≤ α, β ≤ m}
G(ij) = det{gαβε ; i ≤ α ≤ m, j ≤ β ≤ n}.
gαβε (x
′, θ) = gαβε (
√
εx′, θ)
When ε→ 0+, Lε → L0 = L′20 + L′10 + L00 where:
L′20 = −
m−1∑
i=1
∂2
(∂xi)2
L′10 =
m−1∑
i,j=1
Ωijx
j ∂
∂xi
+
∂
∂θ
Recall that by our choice of coordinates along a cycle Ωm(0, θ) = 1.Also
Xk → ∂∂xk as ε→ 0,if 1 ≤ k ≤ m− 1,and Xm → 0.
We know that w is a weak solution of the equation:
L0w = λw (103)
where λ = lim
ε→0
λε. Hence it follows from Theorem 22.2.1,page 353, in volume
274 of ([26]) that w is a C∞ solution of equation (103).
On the other hand for any ε > 0, wεsatisfies the relation
Lεwε = λεwε on R×Bm−10 (δ/
√
ε)
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Let δε = wε−w0. Then δε satisfies the following equation on R×Bm−10 (δ/
√
ε)
Lεδε = λεδε + (L0 − Lε)w0 + (λε − λ )w0 (104)
It is easy to see that for any compact K ⊂Rm−1, there is a εK > 0,such
that K ⊂Bm−10 (δ/
√
ε) if 0 < ε ≤ εK. Moreover there exists a C∞ differential
operator Pε defined on R×Bm−10 (δ/
√
εK) such that
Lε − L0 =
√
εPε
Taking a compact set K1, two functions φ1, φ2 in C∞c (Rm−1; [0, 1]) such
that φ1 = 1 on K1 and that φ2 = 1 on the support of φ1, for any s > 0, there
are constants σ = σ(K2) > 0, τ < 0, Cs = C(s, φ1, φ2) such that for all ε,
0 ≤ ε ≤ εK2 where K2 is the support of φ2,
||φ1δε||s+σ ≤ Cs
(
ε ||φ2w0||s+2 + |λε − λ| ||φ2w0||s + ||φ2δε||τ
)
(105)
This follows from Lemmas 22.2.4, page 356 and 22.2.5,page 357 in vol.III
of ([26]). Because in our case the coefficients of the operator Lε and all their
derivatives are continuous functions of the variables (x′,θ) and also ε ∈ [0, 1],it
is easy to check that all the constant appearing in the proofs of section 22.2
in vol. III of ([26]) can be taken independent of ε. φ2w0 is the strong limit of
the sequence {φ2wεn|n ∈ N}in any space Hρ with ρ < 0.
The equation (105) implies that the sequence {δεn|n ∈ N} and all its derived
sequences tend to 0 uniformly.
6.4 Appendix II: estimation of Ex{χ3(Xε)e−
R t
0 ΨL(Xε)(s)ds
ε }
χ3 = χE3 , E3 = {γ|d∞(γ, γx) ≤ η}. Evaluate: Ex[χ3(Xε(t)) exp
(
− ∫ t
0
ΨL(Xε(s))ds
ε
)
]
dXε(t) = −Ωε(Xε(t))dt+
√
2εσ(Xε(t))dw(t), (106)
where
Ωε(x) = Ω(x) + εΩ̂(x), where (107)
Ω̂k =
m∑
ij=1
gijΓkij , 1 ≤ k ≤ m. (108)
Define
Yε = Xε − γx, (109)
dYε(t) = − (γ′x + Ωε(Yε(t) + γx(t))) dt+
√
2εσ(Yε(t) + γx(t))dw(t)(110)
Define
dZε(t) = (Ω(γx(t))− Ωε(Zε(t) + γx(t))) dt+
√
2εσ(Zε(t) + γx(t))dw(t) (111)
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Applying Girsanov’s formula between Yε and Zε, we get
dPYε
dPZε
= exp{−
∫ t
0
< γ′x(s) + Ωε(γx(s)), dZε(s)− Ω(Zε(s)) + Ωε(Zε(s) + γx(s)) >g(Zε(s)+γx(s))
+
1
2
∫ t
0
||γ′x(s) + Ωε(γx(s))||2g(Zε(s)+γx(s))}
Ex[χ3(Xε(t)) exp
(
− ∫ t
0
ΨL(Xε(s))ds
ε
)
= E
PZε
x [χ3(Zε(t) + γx(t)) exp (−I(t))]
I(t) =
1
ε
∫ t
0
ΨL(Zε(s) + γx(s))+ < γ′x(s) + Ωε(γx(s)),
√
2εσ(Zε(s) + γx(s))dw(s) >g(Zε(t)+γx) +
1
2ε
∫ t
0
||γ′x(s) + Ω(γx(s))||2g(Zε(s)+γx(s))ds
Zε =
√
εz1 + εz2 + ε
3
2R3,ε =
√
εz1 + εR2,ε =
√
εR1,ε
dz1 = −∂Ω
∂x
(γx)z1dt+
√
2σ(γx)dw, (112)
dz2 = −
[
∂Ω
∂x
(γx)z2 +
1
2
∂2Ω
(∂x)2
(γx) [z1, z1] + Ω̂(γx)
]
dt+
√
2
∂σ
∂x
(γx) [z1] dw,(113)
where [z1, z1] mean the tensorial product. We define the following notation: if
A and B denote two n-dimensional vectors, A⊙ B is a matrix of coordinates:
(A⊙ B)kq = 1
2
(AkBq + AqBk)
dR3,ε = {−∂Ω
∂x
(γx)R3,ε − ∂
2Ω
(∂x)2
(γx)
[
z1 ⊙R2,ε +
√
εR2,ε ⊙ R2,ε
]
−
∫ 1
0
(1− θ)2
2
∂3Ω
(∂x)3
(γx + θZε)[R1,ε ⊙R1,ε ⊙ R1,ε]dθ +
1∫
0
∂Ω̂
∂x
(γx + θZε)[R1,ε]dθ}dt
+
√
2
∂σ
∂x
(γx) [R2,ε] dw +
∫ 1
0
(1− θ) ∂
2σ
(∂x)2
(γx + θZε) [R1,ε ⊙R1,ε] dwdθ
dR2,ε = {−∂Ω
∂x
(γx)R2,ε − 1
2
∂2Ω
(∂x)2
(γx) [R1,ε ⊙ R1,ε]−
√
ε
∫ 1
0
(1− θ)2
2
∂3Ω
(∂x)3
(γx + θZε)[R1,ε ⊙R1,ε ⊙ R1,ε]dθ +
1∫
0
∂Ω̂
∂x
(γx + θZε)[R1,ε]dθ}dt
+
√
2
∂σ
∂x
(γx) [R2,ε] dw +
∫ 1
0
(1− θ) ∂
2σ
(∂x)2
(γx + θZε) [R1,ε ⊙R1,ε] dθdw
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Let us decompose
I(t) =
1
ε
I0(t) + I1(t) + I2(t) + I3(t), (114)
where
I0(t) =
∫ t
0
[
[ΨL(γx(s))] +
1
2
||γ′x(s) + Ω(γx(s))||2g(γx(s))
]
ds, (115)
I1(t) =
1√
ε
∫ t
0
[
m∑
k=1
∂ΨL(γx)
∂xk
+
1
2
m∑
ijk=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx))(γ
′,j
x + Ω
j(γx))
]
zk1ds+
√
2√
ε
∫ t
0
< γ′x + Ωε(γx), σ(γx)dw >g(γx)
I2(t) =
∫ t
0
m∑
k=1
∂ΨL(γx)
∂xk
zk2 +
1
2
m∑
ijk=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx))(γ
′,j
x + Ω
j(γx))z
k
2
1
4
m∑
ijkl=1
∂2gij(γx)
∂xk∂xl
(γ′,ix + Ω
i(γx))(γ
′,j
x + Ω
j(γx))z
k
1z
l
1 +
1
2
m∑
kl=1
∂2ΨL(γx)
∂xk∂xl
zk1z
l
1 +
√
2
∫ t
0
m∑
ijkl=1
[
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx))σ
jl(γx) + gij(γx)(γ
′,i
x + Ω
i(γx))
∂σjl(γx)
∂xk
]
zk1dwl
I3(t) = I31(t) + I32(t) + I33(t) + I34(t)
I31(t) =
√
ε
∫ t
0
m∑
k=1
(
∂ΨL(γx)
∂xk
+
1
2
m∑
ij=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx)(γ
′,j
x + Ω
j(γx)
)
Rk3,εds
I32(t) =
√
ε
∫ t
0
1
2
m∑
kl=1
(
∂2ΨL(γx)
∂xk∂xl
+
1
2
m∑
ij=1
∂2gij(γx)
∂xk∂xl
(γ′,ix + Ω
i(γx))(γ
′,j
x + Ω
j(γx))
)
×(
zk1R
l
2,ε + z
l
1R
k
2,ε +
√
εRk2,εR
l
2,ε
)
ds
I33(t) =
√
ε
∫ t
0
∫ 1
0
(1− θ)2
2
m∑
kl,n=1
(
∂3ΨL(γx + θZε)
∂xk∂xl∂xn
+
1
2
m∑
ijkl,n=1
∂3gij(γx + θZε)
∂xk∂xll∂xn
(γ′,ix + Ω
i(γx))(γ
′,j
x + Ω
j(γx)))×
Rk1,εR
l
1,εR
n
1,εdθds
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I34(t) =
√
ε
2
∫ 1
0
∫ t
0
(1− θ)
m∑
ijkl,n=1
[
∂2gij(γx + θZε)
∂xk∂xl
(γ′,ix + Ω
i(γx)σ
jn(γx + θZε) +
2
∂gij(γx + θZε)
∂xk
(γ′,ix + Ω
i(γx)
∂σjn(γx + θZε)
∂xl
+gij(γx + θZε)(γ
′,i
x + Ω
i(γx)
∂2σjn(γx + θZε)
∂xk∂xl
]Rk1,εR
l
1,εdwndθ
Estimate of I1(t). The Euler-Lagrange equations of the minimization prob-
lem imply that if we set, for 1 ≤ k ≤ m
pk =
m∑
i=1
gik(γx)(γ
′,i
x + Ω
i(γx))
we have using equations 42, 43 of the Hamiltonian system,
dpk
ds
=
∂ΨL(γx)
∂xk
− 1
2
m∑
ij=1
∂gij(γx)
∂xk
pipj +
m∑
j=1
pj
∂Ωj(γx)
∂xk
Hence:
dpk
ds
=
∂ΨL(γx)
∂xk
+
1
2
m∑
ij=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx)(γ
′,j
x + Ω
j(γx) +
m∑
j=1
pj
∂Ωj(γx)
∂xk
This implies:
I1(t) =
1√
ε
∫ t
0
[
m∑
k=1
(
dpk
ds
−
m∑
j=1
pj
∂Ωj(γx)
∂xk
)
zk1ds+
√
2 < γ′x + Ωε(γx), σ(γx)dw >g(γx)
]
Using the stochastic equation for z1 :
I1(t) =
1√
ε
∫ t
0
[
m∑
k=1
(
dpk
ds
−
m∑
j=1
pj
∂Ωj(γx)
∂xk
)
zk1ds+
m∑
j=1
pk
(
dzk1 +
m∑
j=1
∂Ωk(γx)
∂xj
zj1ds
)]
I1(t) =
1√
ε
∫ t
0
[
m∑
k=1
dpk
ds
zk1ds+
m∑
j=1
pkdz
k
1
]
=
m∑
j=1
pkz
k
1
∣∣∣∣∣
t
0
But, zk1 (0) = 0, 1 ≤ k ≤ m and according to the boundary conditions for the
optimization problem pk(t) = 0, 1 ≤ k ≤ m, thus
I1(t) = 0.
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Estimate of I2(t). Proceeding as above:
1√
ε
∫ t
0
[
m∑
k=1
∂ΨL(γx)
∂xk
zk2 +
1
2
m∑
ijk=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx)(γ
′,j
x + Ω
j(γx)z
k
2
]
ds
=
1√
ε
∫ t
0
m∑
k=1
(
dpk
ds
−
m∑
j=1
pj
∂Ωj(γx)
∂xk
)
zk2dt
and using the stochastic equation for z2 :
√
2
∫ t
0
m∑
ijkl=1
gij(γx)(γ
′,i
x + Ω
i(γx))
∂σjl(γx)
∂xk
zk1dwl =
∫ t
0
m∑
k=1
pk
(
dzk2 +
[
m∑
j=1
∂Ωk
∂xj
(γx)z
j
2 +
1
2
m∑
j,l=1
∂2Ωk
∂xj∂xl
(γx)z
j
1z
l
1 + Ω̂
k(γx)
])
ds
Then inserting these expressions in I2(t) :
I2(t) =
∫ t
0
(
1
2
m∑
kl=1
∂2ΨL(γx)
∂xk∂xl
zk1z
l
1 +
1
4
m∑
ijkl=1
∂2gij(γx)
∂xk∂xl
(γ′,ix + Ω
i(γx)(γ
′,j
x + Ω
j(γx)z
k
1z
l
1+
1
2
m∑
jk,l=1
pk
∂2Ωk
∂xj∂xl
(γx)z
j
1z
l
1 +
m∑
k=1
pkΩ̂k(γx)
)
ds+
√
2
∫ t
0
m∑
ijkl=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx))σ
jl(γx)z
k
1dwl
The second variation:
1
2
V(γx)[z, z]
=
∫ t
0
(
1
2
m∑
kl=1
[
∂2ΨL(γx)
∂xk∂xl
z +
1
2
m∑
ij=1
∂2gij(γx)
∂xk∂xl
(γ′,ix + Ω
i(γx))(γ
′,j
x + Ω
j(γx)) +
m∑
j=1
pj
∂2Ωj
∂xk∂xl
(γx)
]
zkzl +
m∑
ij=1
gij(γx)(z
′,i +
m∑
l=1
∂Ωi
∂xl
(γx)z
l)(z′,j +
m∑
k=1
∂Ωj
∂xn
(γx)z
k)
)
ds
+
∫ t
0
m∑
ijk=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx))
(
dzj +
m∑
l=1
∂Ωj
∂xl
(γx)z
lds
)
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Using the stochastic equation for z1, we get
√
2
∫ t
0
m∑
ijkl=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx))σ
jl(γx)z
k
1dwl =
∫ t
0
m∑
ijk=1
∂gij(γx)
∂xk
(γ′,ix + Ω
i(γx))
(
dzj1 +
m∑
l=1
∂Ωj
∂xl
(γx)z
l
1ds
)
1
2
V(γ)[z, z] = I2(t; z) +∫ t
0
m∑
ij=1
gij(γx)(z
′,i +
m∑
l=1
∂Ωi
∂xl
(γx)z
l)(z′,j +
m∑
k=1
∂Ωj
∂xn
(γx)z
k)ds−
∫ t
0
m∑
k=1
pkΩ̂k(γx)ds
Using considerations of paragraph 7.8 of [2] p274-275, we conclude that
Pr{−I2(t) ≥ r} ≤ e−cr,
where c > 1. This implies that there exists a β > 0 such that
Ex (exp−(1 + β)I2(t)) < +∞.
Estimate of I3(t)
We have
I31(t) = O(
√
εR3,ε),
I32(t) = O(
√
εR2,εz1 + (
√
ε
(
R2,ε
)2
),
I33(t) = O(
√
ε
(
R1,ε
)3
),
I34(t) =
∫ t
0
O(
√
ε
(
R1,ε
)2
)dw,
where ifXs, Ys, s ∈ [0, T ] are two processes, we say that Ys = O(X) for s ∈ [0, t]
if Y ≤ KX, for some positive constant K, and where X = sup
s∈[0,t]
||Xs||. Using
the same consideration as in [2] p 270-271, paragraph 7.8 , we conclude that
there exists a function ρ(α), defined for all positive α small enough, such that
if the radius η of the ball E3 is smaller then ρ(α), then
Ex
(
e(1+α)I3(t)
) ≤ C.
We conclude that there exists a constant C > 0 such that
Ex{χ3(Xε)e−
R t
0 ΨL(Xε)(s)ds
ε } ≤ C exp{−I0(t)
ε
}.
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