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The primate temporal cortex implements neural
mechanisms for memory retrieval from visual long-
term storage, and memory neurons have been iden-
tified at the single-neuron level whose activities
following cue presentation encode the presented
object (‘‘cue-holding’’ neurons) or to-be-recalled
target (‘‘pair-recall’’ neurons). Although these two
types of neurons can potentially interact during the
target recall, little is known about information flow
among these neurons. We conducted simultaneous
recordings of multiple single units in macaque
perirhinal cortex while they performed a pair-associ-
ation memory task. Granger causality analysis re-
vealed the emergence of directed couplings during
the delay period predominantly from cue-holding
neurons to pair-recall neurons. Moreover, these
interactions coincided with unidirectional signal
flow from the recipient recall neuron to another recall
neuron, implying cascade-like signal propagation
among the memory cell assembly. These results
suggest that directed interactions among perirhinal
memory neurons are dynamically modulated to
implement functional microcircuitry for retrieval of
object association memory.
INTRODUCTION
The primate perirhinal cortex is situated within the medial
temporal lobe memory system, where it receives information
from the ventral visual pathway and participates in the storage
and retrieval of visual long-term memory (Miyashita, 2004;
Squire et al., 2007; Suzuki, 2009). A pair-association memory
task requires subjects to memorize pair-wise relationships
between two arbitrarily associated objects (Figure 1A, right),
and has been utilized to clinically test human amnesia (Wechs-
ler, 1987) and to reveal that perirhinal lesion impairs stimulus-
stimulus associative memory in monkeys (Murray et al., 1993;
Buckley and Gaffan, 1998). Using this task (Figure 1A, left),
previous studies have identified several types of perirhinal
neurons that are active during retrieval of visual associative192 Neuron 77, 192–203, January 9, 2013 ª2013 Elsevier Inc.memory. One type exhibits sustained activity that continues
from the presentation of a cue stimulus (‘‘cue-holding [CH]
neurons’’) (Figure 1B, right, blue; Naya et al., 2003b), and
another type exhibits gradually increasing activity toward the
presentation of the paired associate (‘‘pair-recall [PR] neurons’’)
(Figure 1B, right, red; Sakai and Miyashita, 1991; Naya et al.,
2001, 2003b). The activity of pair-recall neurons was shown to
dynamically appear or disappear on demand for retrieval of
a learned paired-associate (Naya et al., 1996). These two types
of neurons have been separately identified at the single-neuron
level, but the functional microcircuitry and cell-to-cell informa-
tion flow during retrieval of visual associative memory still remain
to be elucidated. An intriguing hypothesis has been proposed
that directional couplings from CH cells to PR cells would
emerge during the delay period to form a cell assembly repre-
senting the sought target (Miyashita, 2004), just as a ‘‘phase
sequence,’’ which is thought to underlie various cognitive
processes (Hebb, 1949; Harris, 2005; Buzsa´ki, 2010). The
present study tested this directional neuronal coupling during
memory retrieval.
Previous functional microcircuit studies have shown some
‘‘connection rules’’ in primary sensory areas using cross-correla-
tion between spike trains (Alonso and Martinez, 1998; Menz and
Freeman, 2003; Atencio and Schreiner, 2010). Several studies
have applied coherence analysis to spike trains instead of the
cross-correlation analysis to reveal the frequency structure of
neuronal communications, and the gamma coherence in partic-
ular has been observed for local interactions between neurons
(Lee, 2003; Fries et al., 2008; Sirota et al., 2008; Zhou et al.,
2008; Hirabayashi et al., 2010; Lima et al., 2010). Granger
causality has also been utilized as a tool for investigating the
directionality of couplings between continuous signals including
local field potentials (LFPs) and electroencephalograms (EEGs)
(Kaminski and Blinowska, 1991; Brovelli et al., 2004; Gregoriou
et al., 2009; Verhoef et al., 2011) or between spike trains (Nedun-
gadi et al., 2009; Kim et al., 2011; Quinn et al., 2011). Using the
Granger causality analysis, we previously demonstrated that
pairs of inferior temporal neurons exhibit directed interactions
in the gamma frequency range during stimulus presentation in
a visual discrimination task (Hirabayashi et al., 2010).
In the present study, we conducted simultaneous recordings
of multiple single units in macaque perirhinal cortex, while they
performed a pair-association memory task. Granger causality
analysis revealed the emergence of directed couplings during
the delay period predominantly from CH neurons to PR neurons.
Figure 1. Granger Causality between Cue-Holding and Pair-Recall Neurons
(A) Sequence of a pair association memory task (left) and a set of stimulus pairs (right, for monkey 2). Monkeys had to retrieve a learned paired-associate in
response to the presented cue stimulus.
(B) (Left) Lateral and coronal views of a monkey brain. Scale bar, 10 mm. Multiple single units were simultaneously recorded in area 36 (gray) (see Figure S1).
Dashed line, anteroposterior level of the coronal view. rs, rhinal sulcus. amts, anterior middle temporal sulcus. (Right) Schematic drawings of the spiking activity of
cue-holding (CH, blue) and pair-recall (PR, red) neurons. Gray background, cue and choice periods.
(C–F) Representative data sets. (C) Autocorrelograms and peristimulus time histograms of simultaneously recorded CH neuron (top, unit 1) and PR neuron
(bottom, unit 2). Black and gray traces, response to optimal and worst stimuli, respectively. Horizontal black bars, cue period. (D) Spectral dynamics of the
Granger causality between units 1 and 2 in response to the optimal cue. Vertical white lines, cue onset and offset. Causal influence was calculated for raw spike
trains. Note that the choice period was not included in the plot. (E and F) Same as (C) and (D) but for another CH-PR cell pair.
Neuron
Microcircuit Dynamics in IT Cortex during RecallThis directional bias of couplings was also observed in cross-
correlograms. Moreover, these interactions coincided with
further signal flow directed to another PR neuron, suggesting
cascade-like signal propagation among the memory cell
assembly. These results suggest that directionally defined
patterns of interactions among different classes of memory
neurons implement a functional microcircuit for retrieval of visual
associative long-term memory.
RESULTS
Two monkeys were trained to perform a visual pair-association
memory task, in which they had to retrieve a learned paired-associate in response to the presented cue stimulus (Sakai
and Miyashita, 1991; Naya et al., 2003a, 2003b; Takeuchi
et al., 2011; Figure 1A). We then inserted a multicontact elec-
trode (Hirabayashi and Miyashita, 2005: Hirabayashi et al.,
2010; Ohiorhenuan et al., 2010) into area 36 of the perirhinal
cortex to record multiple single-units (Figure 1B, left; see Fig-
ure S1 available online). Neuronal activities were classified as
‘‘cue-holding’’ (CH) (Naya et al., 2003b) when a given neuron
showed cue activity and subsequent decreasing delay activity
selectively in response to a given stimulus (Figure 1B, right,
blue), or as ‘‘pair-recall’’ (PR) (Sakai and Miyashita, 1991; Naya
et al., 2001, 2003b) when a given neuron exhibited increasing
delay activity selectively in response to a given stimulus, asNeuron 77, 192–203, January 9, 2013 ª2013 Elsevier Inc. 193
Figure 2. Population Granger Causality
between CH and PR Cells
(A) Spectral dynamics of population Granger
causality in the direction from CH to PR (left) and
PR to CH (right). Causal influence was calculated
for raw spike trains. The choice period was not
included in the plot. Time courses of spike firings
for both CHs and PRs were depicted below.
(B) TimecoursesofGranger causality in thegamma
(left) and alpha/beta (right) frequency ranges. Trial-
shifted control was subtracted. ++: p < 0.002,
comparison with zero, three-way repeated-mea-
sures ANOVA followed by LSD. **: p < 0.001. *: p <
0.006. Error bars, SEM. See also Figures S2–S4.
(C) Time courses of coherence in the gamma (left)
and alpha/beta (right) frequency ranges. Trial-
shifted control was subtracted. +: p < 0.02, com-
parison with zero, two-way repeated-measures
ANOVA followed by LSD. *: p < 0.02. Error
bars, SEM.
(D) Proportions of cell pairs showing a significantly
directional causal influence. **: p < 0.002, c2 test.
(E) Pair-recall indices for putative pre and post-
units of significantly directional CH-PR pairs. Blue
and red lines, individual cell pairs showing higher
PRI values for pre and postunits, respectively.
Black line, mean values. *: p < 0.009, paired t test.
Error bars, SEM.
Neuron
Microcircuit Dynamics in IT Cortex during Recallwell as selective cue activity in response to its paired-associate
(Figure 1B, right, red; see Experimental Procedures).
Figures 1C–1F show two examples of simultaneously re-
corded pairs of CH neuron (unit 1) (Figures 1C and 1E, top) and
PR neuron (unit 2) (Figures 1C and 1E, bottom).When the optimal
stimulus for each cell pair was presented, both cell pairs ex-
hibited prominent gamma Granger causality during the delay
period predominantly in the direction from unit 1 to 2, i.e., from
CH neuron to PR neuron (Figures 1D and 1F).
In total, 180 single units were recorded from two monkeys in
39 sessions. Of these, 55 pairs of simultaneously recorded
neurons were composed of CH and PR in terms of the response
type (39 and 35 units for CH and PR, respectively) and were
further analyzed. We calculated the population dynamics
of the Granger causality for all the recorded CH-PR pairs using
the optimal stimulus for each CH-PR pair (Figure 2A). During194 Neuron 77, 192–203, January 9, 2013 ª2013 Elsevier Inc.the delay period, a population of CH-PR
pairs exhibited prominent causality in
the gamma frequency range predomi-
nantly in the direction from CH to PR.
Though the timing of the Granger signal
during the delay period varied across
cell pairs (Figures 1D and 1F), significant
causal influence in the gamma range
(30–120 Hz) was, as a population, ob-
served during the delay period only in
the direction from CH to PR (from 1.5 to
2.5 s following cue onset; p < 0.002,
compared with trial-shifted control,
three-way repeated-measures ANOVA
followed by least significant difference(LSD) test; Figures 2A and 2B, left), but not in the opposite direc-
tion (i.e., from PR to CH). As a result, population causal influence
in the gamma range revealed a significant directional bias from
CH to PR (p < 0.001; Figures 2A and 2B, left). This directional
bias of causal influence was also observed when the time
window was extended to the whole delay period (Figure S3A)
or when limited to the period during which the firing rates of
both CH and PR neurons were significantly above baseline
(Figure S3B) but was not observed when calculated using trial-
shifted spike trains (p > 0.3 for either time window), as expected.
In the alpha/beta frequency range (10–25 Hz), a similar trend was
observed during the delay period, but the causality from CH to
PRwas not significant (p > 0.05; Figure 2B, right). We also exam-
ined the Granger causality in the theta (4–12 Hz) frequency range
during the delay period and found no significant causal influence
in either direction (Figure S3C). Population coherence was also
Figure 3. Spike-JitteredControl forGranger
Causality Analysis
(A) Directionality of gamma Granger causality
between CHs and PRs following subtraction of
spike-jittered control. ++: p < 0.001, comparison
with zero, two-way repeated-measures ANOVA
followed by LSD. *: p < 0.009. Error bars, SEM.
(B) Effects of variable jitter ranges on the
directionality of gamma causal influence between
CH-PR pairs during the delay period. ++: p <
0.002, comparison with zero, paired t test. Error
bars, SEM.
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Figure 2C, left; for further details about the coherence value, see
Supplemental Text), but not in the alpha/beta range (p > 0.07;
Figure 2C, right). Power spectra of spike trains were also exam-
ined for CH and PR neurons, and these spike trains exhibited
significant gamma-band power (Figures S2A and S2B) in a stim-
ulus-dependent manner (Figure S2C).
Next, we examined individual cell pairs, each of which ex-
hibited a significant causal influence at the single cell-pair level.
During the delay period, 29 of 55 CH-PR pairs (53%) exhibited
significantly directional causal influence in the gamma frequency
range. Of these, a significant majority of CH-PR pairs exhibited
significantly stronger causal influence in the direction from CH
to PR (23 of 29 pairs, 79%; p < 0.002, c2 test; Figure 2D). For
each of these significantly directional CH-PR pairs (n = 29), puta-
tive pre and postunits were defined on the basis of the causality
value during the delay period. For each of these units, we calcu-
lated the pair-recall index (PRI) (Naya et al., 2003b), which
evaluates the strength of recall activity on the basis of neuronal
activities for all the learned pair associations, and compared
the index values between the pre and postunits. In a significant
majority of cell pairs, the PRI value of the postunit was larger
than that of the corresponding preunit (21 of 29 pairs, 72%;
p < 0.02, c2 test; Figure 2E). As a population, activities of postu-
nits exhibited significantly higher PRI values compared to the
preunits (p < 0.009, paired t test; Figure 2E), consistent with
the finding that the population gamma causality was significantly
biased in the direction from CH to PR during the delay period
(Figure 2B, left).
In the above analysis, trial-shifted control (Lee, 2003; Brovelli
et al., 2004; Zhou et al., 2008; Gregoriou et al., 2009; Hirabayashi
et al., 2010) was utilized to evaluate the statistical significance of
directed interactions. However, within-trial cofluctuation of firing
rates for a given cell pair might affect the calculation of neuronal
interactions, and this effect might be underestimated in the trial-
shifted control (Brody, 1998; Lee, 2003). We therefore further
calculated spike-jittered control (Fujisawa et al., 2008; Amara-
singham et al., 2012), in which spike timings were randomly jit-
tered within a range of ±10 ms before calculating the Granger
causality. The resultant directionality was statistically compa-
rable irrespective of whether trial-shifted control or spike-jittered
control was utilized to evaluate the causal influence in thegamma range (Figure 3A). To examine the precision of spike
timings in the directed couplings from CH to PR, we further
calculated the Granger causality with variable jitter parameters
(2, 5, and 10 ms). We then evaluated the effects of the jittering
by calculating the directionality of the Granger causality (Fig-
ure 3B). The directionality of the Granger causality gradually
decayed as the jitter parameter became larger. With a jitter
parameter of 5 ms, the directionality of the Granger causality
declined to insignificant level (p > 0.09, paired t test), and the
directionality was almost completely abolished when using a
jitter parameter of 10 ms. These results indicate that the
observed Granger causality depended on at least a 5 ms preci-
sion of spike timings on average, consistent with the observed
interactions in thegamma frequency range: for agivenunit, ±5ms
jittering would randomize the spike timings in the range of 10ms,
which corresponds to half the cycle of 50 Hz oscillation.
In the population dynamics of Granger causality fromCH to PR
(Figure 2A, left), gamma-frequency components were predomi-
nantly observed in two distinct bands. To examine whether the
individual pairs indeed tended to show the causal influence
either in one or the other of these bands, we calculated the
causality in two distinct frequency bands separately: 30–70 Hz
(low-gamma) (Vianney-Rodrigues et al., 2011) and 80–120 Hz
(high-gamma) (Griffiths et al., 2010). The distribution of relative
amplitudes of causal influence in the high- and low-gamma
ranges showed that causal influence of individual pairs were
significantly biased to either of the low- or high-gamma compo-
nent (Figure S4A; see Supplemental Text for details). The high-
and low-gamma components of the directed interactions tended
to show different dynamics during the delay period, but the
difference did not reach significance (Figure S4B, see Supple-
mental Text for details).
We also examined whether the directional bias of interactions
from CH to PR could be observed in the cross-correlograms
between spike trains during the whole delay period (see Fig-
ure S4C for an example data) In total, 17 of 55 CH-PR pairs
(31%) showed a significant peak on the shift-predictor-sub-
tracted cross-correlogram (SSCC) (Perkel et al., 1967; Steinmetz
et al., 2000; Usrey et al., 2000; Kohn and Smith, 2005; Hirabaya-
shi and Miyashita, 2005; Hirabayashi et al., 2010; see Supple-
mental Experimental Procedures). The z value of the SSCC
peak was on average 4.3 ± 0.7 (mean ± SEM). For these SSCCs,Neuron 77, 192–203, January 9, 2013 ª2013 Elsevier Inc. 195
Figure 4. Temporal Relationships between
the Causal Influence and Recall Activity
(A) Dynamics of recall activity around the time of
the causality increase. Red and black traces,
population data of the normalized dynamics of
gamma causality from CH to PR (red) and
recall activity (black) around the time of half-
maximum causality. Maximum values of the
ordinate, 0.68 and 0.36 for causality and recall
activity, respectively. Left traces, corresponding
dynamics during the baseline period. Red and
black arrows indicate the time when the causality
and recall activity significantly exceeded 0. Thin
traces, mean ± SEM.
(B) Scatter plot of the latencies of recall activity
(ordinate) and causality from CH to PR (abscissa) for each cell pair. Cyan and magenta dots, cell pairs shown in Figure 1 (cyan, C and D; magenta, E and F).
(C) Population average latencies of Granger causality and recall activity. **: p < 0.002, paired t test. Error bars, SEM.
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ferred the signal flow from CH to PR (14 of 17 pairs, p < 0.01,
c2 test), consistent with the results obtained by the Granger
causality analysis. Moreover, the distribution of asymmetry index
(Alonso and Martinez, 1998; Menz and Freeman, 2003; Hira-
bayashi et al., 2010; Takeuchi et al., 2011) of SSCCs, which eval-
uates the bias of the directionality, was significantly shifted to the
direction from CH to PR (0.52 ± 0.19, p < 0.02, paired t test).
These results further support the observed directional bias of
causal influence for CH-PR pairs.
To assess the temporal relationships between the causal influ-
ence and the activities of recipient neurons, we next calculated
the latencies of the causality from CHs to PRs and the recall
activity of PRs. In total, 30 of 55 CH-PR pairs (55%) showed
both significant Granger causality from CH to PR and significant
recall activity during thewhole delay period, andwere included in
this analysis. Because both the latencies of theGranger causality
and recall activity varied across cell pairs, we first examined the
dynamics of the recall activity around the time of the causality
increase for each cell pair. Figure 4A shows the population
dynamics of causal influence fromCHs to PRs (red) and the recall
activity of the target PRs (black) that were sorted according to the
time when the Granger signal started to increase. Significant
increase in the recall activity was observed following elevation
of the causal influence (p < 0.001, 0 s versus 1.0 s from the
half-maximum causality; Figure 4A). Population recall activity
significantly exceeded the baseline level (activity during 800 ms
before cue onset) at 260 ms after the time of half-maximum
causality (Figure 4A, black arrow), while the causality itself
became significant just at the time of half maximum (red arrow).
As a population, the half-maximum latencies of causal influence
fromCHs toPRswere significantly shorter than those of the recall
activities (p < 0.002, paired t test; Figures 4B and 4C). Indeed,
a significant majority of CH-PR pairs exhibited the directed influ-
ence from CH to PR more rapidly than the recall activity of the
recipient PR (22 of 30 pairs, p < 0.02, c2 test; Figure 4B).
To address whether the signal flow from CH to PR has an
impact on subsequent interactions between PR cells, we simul-
taneously recorded from triplets of delay-selective cells, i.e.,
a pair of PR cells and a CH cell. With these CH-PR-PR triplets,
we examined the interactions between PR cells that develop in
concert with the directed influence from CH to PR (Figures196 Neuron 77, 192–203, January 9, 2013 ª2013 Elsevier Inc.S5A–5C). Figure 5A shows the population data for the Granger
causality between PR cells (PR1 and PR2) sorted based on the
time at which the directed influence from CH to PR1 reached
half maximum. When the causal influence from CH to PR1
increased, causal influence between PR cells also exhibited
a transient increase in the gamma frequency range, predomi-
nantly in the direction from PR1 to PR2 (two-way repeated-
measures ANOVA followed by LSD, p < 0.001; n = 19; Figures
5A, left, and 5B, left). This directionally-biased interaction from
PR1 to PR2 was not observed when trials were shifted between
spike trains (p > 0.3; Figures 5A,middle, and 5B, left), or when the
same calculation was conducted following triplet shuffling
(p > 0.1; Figures 5A, right, and 5B, left; see Experimental Proce-
dures). Triplet shuffling demonstrated that the calculated
‘‘GCCH/PR1-triggered GCPR1/PR2’’ for the population did not
simply reflect the temporal proximity of GCCH/PR1 and
GCPR1/PR2 among the population of triplets. In contrast to the
gamma range, directional bias of the interaction between PRs
was not observed in the alpha/beta frequency range (p > 0.07;
Figure 5B, right). We also investigated whether directionally
biased signal flow between PR1 and PR2 occurred when the
causal influence between CH and PR1 increased in the opposite
direction (i.e., from PR1 to CH), but the results showed that the
signal flow between PR1 and PR2 was not significant in either
direction (p > 0.4).
We next tested whether the observed directional bias in the
causal influence between PRs was affected by the signal medi-
ated by CHs (i.e., PR1 to CH to PR2). To test this possibility, we
recalculated the Granger causality between PRs after canceling
out the effects of CH cells (Geweke, 1984; Cadotte et al., 2008;
see Experimental Procedures). The results showed that the
directional bias in the causal influence between PRs (i.e., PR1
to PR2) in the gamma frequency range remained significant
even after canceling out the effects of CH cells (Figure S5D).
Increased coherence between PR cells was also observed only
in the gamma range (p < 0.01) in concert with the directed influ-
ence fromCH to PR. Together, the above results suggest that the
neuronal signal fromCH to PRwas accompanied by further inter-
actions between PR cells predominantly in the direction that
causes a cascade-like signal flow from CH to PR to another PR.
Finally, we recorded from CH-CH-PR triplets, and examined
whether CH-CH interactions occurred around the time at which
Figure 5. CH-PR-PR Triplet Interactions
To see whether the signal flow from CH to PR
indeed has an impact on the next interaction
between PR cells, we examined, for CH-PR-PR
triplet data, GCCH/PR -triggered interaction
between PR cells.
(A) Population causality between PR1 and PR2,
triggered by GCCH/PR1. Raw (left), trial-shifted
(middle), and triplet-shuffled (right) spike trains
were used to calculate the causal influence
between PR1 and PR2. Time 0 represents the time
at which the GCCH/PR1 value exceeded half-
maximum (see Figures S5A–S5C).
(B) Directionality of the triggered causality
between PR1 and PR2 in the gamma (left) and
alpha/beta (right) ranges. ++: p < 0.001, compar-
ison with zero, two-way repeated-measures
ANOVA followed by LSD. **: p < 0.003. *: p < 0.02.
Error bars, SEM. See also Figure S5D.
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triplets in which the causal influence from CH to PR was larger
than that in the opposite direction, the gamma coherence
between CHs elevated prior to the time at which the causal
influence from CH to PR reached half maximum (raw versus
trial-shifted spike trains; p < 0.002 for CH-CH; p > 0.1 for CH-
PR, two-way repeated-measures ANOVA followed by LSD;
n = 39 triplets; Figure 6; for further details about the coherence
value, see Supplemental Text). These results indicate that inter-
actions between CHs elevated prior to the increase in the causal
influence from CH to PR, implying that these CH-CH couplings
might facilitate subsequent directed interactions from CH to
PR. We also examined the Granger causality between CHs in
the CH-CH-PR triplets (Figure S6). The results showed that
when the causality from CH1 to PR was elevated, the causal
influence between CH1 and another CH (CH2) in the gamma
range was significantly biased in the direction from CH1 to
CH2, suggesting a divergent activity propagation from a given
CH (CH1) to a PR, and from the CH1 to another CH (CH2).
DISCUSSION
In the present study, we simultaneously recorded from pairs or
triplets of perirhinal neurons in monkeys while they performedNeuron 77, 192–20a pair-association memory task. Granger
causality analysis between memory
neurons revealed that directed interac-
tions occurred predominantly from cue-
holding neurons to pair-recall neurons
during retrieval of visual associative
memory. Moreover, triplet recordings
showed that these interactions coincided
with further directed influence predomi-
nantly from the recipient recall neuron to
another recall neuron, implying cas-
cade-like signal propagation among the
memory neurons. These results suggest
that directed interactions among perirhi-nal memory cell assembly are dynamically modulated to imple-
ment functional microcircuitry for retrieval of visual associative
long-term memory (Figure 7).
Granger Causality as aMeasure of Directed Interactions
between Single Neurons
Granger causality estimates whether the present value of a given
time series X is better predicted by incorporating the past
knowledge of another time series Y than by using only the past
knowledge of X (Dhamala et al., 2008;Nedungadi et al., 2009;Hir-
abayashi et al., 2010; Kim et al., 2011; Verhoef et al., 2011; Quinn
et al., 2011). Granger causality, as well as directed coherence or
directed transfer function, has been widely utilized to reveal
directional interactions between distant brain areas via contin-
uous signals, such as LFP, EEG, and BOLD signal (Kaminski
and Blinowska, 1991; Roebroeck et al., 2005; Gregoriou et al.,
2009; Verhoef et al., 2011). Recently, Granger causality analysis
has also been applied for spike trains (Nedungadi et al., 2009;
Hirabayashi et al., 2010; Kim et al., 2011; Quinn et al., 2011).
Previous studies have proven that the application of Granger
causality to spike trains provided directional information that
was consistent with anatomical data (Nedungadi et al., 2009) or
with the results of a conventional cross-correlation analysis (Ne-
dungadi et al., 2009; Hirabayashi et al., 2010). In the present3, January 9, 2013 ª2013 Elsevier Inc. 197
Figure 6. Triplet Interactions for CH-CH-PR
(A) Spectral dynamics of coherence for CH-CH
(top) and CH-PR (bottom) pairs around the time of
directed influence from CH to PR.
(B) Gamma coherence for CH-PR (white) and CH-
CH (black) pairs before (left) and after (right) half
maximum of the directed influence from CH to
PR. ++: p < 0.002, comparison with zero, two-way
repeated-measures ANOVA followed by LSD. **:
p < 0.001. Error bars, SEM. See also Figure S6.
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direction from cue-holding neurons to pair-recall neurons, and
these resultswere also supportedbycross-correlograms, a stan-
dard measure for directed interactions between neurons (Alonso
and Martinez, 1998; Menz and Freeman, 2003; Atencio and
Schreiner, 2010; Hirabayashi et al., 2010; Takeuchi et al., 2011).
It has been shown that spectral estimates of spike trains
provide an advantageous approach for the detection of neuronal
interactions because they reflect not only the primary peak of the
cross-correlations, but also their flank structures (Jarvis and Mi-
tra, 2001; Fries et al., 2008). In addition, we used a multitaper
method to determine spectral estimates of spike trains, which
have also been shown to be effective for the detection of corre-
lation structures by reducing the noises and biases (Jarvis and
Mitra, 2001; Fries et al., 2008). These factors might explain
why the Granger causality and cross-correlation analyses in
the present study revealed a different sensitivity for the detection
of neuronal interactions.
In calculating the Granger causality, stationarity of the
analyzed signal is an important prerequisite (Ding et al., 2000;
Young and Eggermont, 2009). In the present study, we utilized
a sliding window technique to reduce the effects of data nonsta-
tionarity as in previous studies (DeCoteau et al., 2007; Pesaran
et al., 2008; Zhou et al., 2008; Gregoriou et al., 2009; Hirabayashi
et al., 2010; Verhoef et al., 2011). In addition, we focused on the
causal influence during the delay period, for which non-statio-
narity of the spiking activity is expected to be lower than that
for the visual stimulation period. Furthermore, to assess the
effects of firing rate dynamics, we calculated two different
controls of the Granger causality: a trial-shifted control (Lee,
2003; Brovelli et al., 2004; Zhou et al., 2008; Gregoriou et al.,
2009; Hirabayashi et al., 2010), inwhich the spike trains of a given
cell pair were obtained in different trials, and a spike-jittered
control (Fujisawa et al., 2008; Amarasingham et al., 2012), in
which exact spike timings in each train were randomly jittered
(< ±10 ms) within a trial. Both controls provided statistically198 Neuron 77, 192–203, January 9, 2013 ª2013 Elsevier Inc.comparable results on the directionality
of causal influence during the delay
period, supporting the present results of
the Granger causality analysis.
Neuronal Interactions in the
Gamma Frequency Range
In the present study, directed interactions
were predominantly observed in the
gamma frequency range. In contrast,none of the results regarding alpha/beta range reached the
statistical significance. Therefore, the results in the alpha/beta
range will emphasize that the neuronal interactions found in
this study were specific to the gamma frequency range, consis-
tent with previous studies describing local neuronal interactions
(Lee, 2003; Fries et al., 2008; Sirota et al., 2008; Zhou et al., 2008;
Hirabayashi et al., 2010; Lima et al., 2010). However, our results
do not exclude the possibility that interactions with different
brain areas in lower frequency ranges might be multiplicatively
involved (Colgin et al., 2009) in the microcircuit operations in
the perirhinal cortex.
Temporal Relationships between the Granger Signal
and Recall Activity
In the present study, we examined the temporal relationships
between the Granger signal from CHs to PRs and the recall
activity of the recipient PRs, and found that the latency of the
causal influence after cue onset was significantly shorter than
that of the recall signal (Figure 4). In interpreting this temporal
relationship, however, some cautions would be needed as
follows. First, considering that a given cortical neuron receives
inputs from many other neurons, Granger signal from just one
neuron would only partly explain the generation of spikes in the
target neuron. As a result, the latencies of the causal influence
from different source neurons would distribute widely over the
response latency of the target neuron. Second, spike-spike
interactions in the gamma frequency range have been previously
shown to emerge several hundred milliseconds after stimulus
onset in the primary visual cortex, probably due to underlying
network dynamics (Zhou et al., 2008). However, it is not known
whether similar network dynamics also underlies the memory
retrieval in the perirhinal cortex. Furthermore, top-down signals
from other cortical areas might also be involved in the recall
activity (Tomita et al., 1999; Miyashita, 2004), in addition to
the local interactions described above. Given these consider-
ations, it would be an important future challenge to examine
Figure 7. Schematic Diagramof the Inferred
Functional Microcircuitry in the Perirhinal
Cortex in Retrieval of Object Association
Memory
Cyan and magenta neurons, CH and PR neurons.
Blue and red arrows between neurons depict
directed interactions identified in the present
study. Lines between neurons represent func-
tional couplings (see also Figure S7). The present
results suggest that during memory retrieval,
cue information is transmitted from CH cell
assembly to PR cell assembly to convert the
representation in the microcircuit from the cue to
the sought target.
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Microcircuit Dynamics in IT Cortex during Recallthe cellular/network machineries that link the observed Granger
causality with the spiking activity of the recipient neurons.
Triplet Interactions among Memory Cell Assembly
Higher-order neuronal interactions among multiple (more than
three) neurons have been reported previously (Paz et al., 2006;
Luczak et al., 2007; Ohiorhenuan et al., 2010). In particular,
higher-order interactions in the primary visual cortex have
been predominantly observed for local processing compared
to more distant neuronal couplings (Ohiorhenuan et al., 2010).
These previous studies imply the existence of triplet interactions
in perirhinal microcircuits for memory recall (see Supplemental
Text for details about the network sizes in the present study).
In the present study, we recorded from triplets of memory
neurons, CH-PR-PR, and demonstrated that causal influence
between PRs increased in concert with the directed interactions
from CH to PR (Figure 5). Moreover, this causal influence
between PRs was directionally biased from PR1 to PR2, where
PR1 was the target of the directed interactions from the CH. In
calculating triplet interactions, effects of the third neuron on
interactions between the other two neurons should be consid-
ered. We confirmed that the signal flow from PR1 to PR2 was
not attenuated when the influence of the CH on PR2 was taken
into account (Figure S5D), indicating that the observed causal
influence from PR1 to PR2 was not due to an indirect interaction
mediated by the CH. These results suggest that directed interac-
tions from CH to PR are accompanied with further signal flow
from the recipient PR to another PR, i.e., cascade-like signal
propagation to the cells representing the sought target (Figure 7).
‘‘Phase Sequence’’ within a Perirhinal Microcircuit
during Memory Recall
According to a classical theory raised by D.O. Hebb, cognitive
processes might be reflected in sequential interactions among
multiple populations of neurons, each encoding relevant infor-
mation as a cell assembly (Hebb, 1949; Harris, 2005; Buzsa´ki,
2010). This neuronal process has been termed ‘‘phase se-
quence,’’ and some previous studies in rodents have revealed
neural correlates of the phase sequence (Harvey et al., 2012;
Xu et al., 2012). In particular, a previous study showed that, in
the context of spatial alternation memory task, the recorded
ensemble of hippocampal neurons exhibited, during the delay
period without visual inputs, a defined pattern of sequential firingon demand of the retrieval of a specific spatial memory (Pastal-
kova et al., 2008). In the present study, we demonstrated direc-
tional signal flow between two different well-characterized
neuron types, i.e., directed influence from CH to PR during the
delay period, which was accompanied by further influence on
another PR (see Supplemental Text for details about the relation-
ships between neuronal interactions and firing patterns). This PR
to PR causality might be important for propagation of the activity
in the cell assembly of PRs that represent the sought target.
Activity and its functional roles of CHs have been described in
many previous literatures (see Naya et al., 2003b, and references
therein). Based on these findings, we propose a model of circuit
dynamics during associative memory retrieval that incorporates
these cellular interactions (Figure 7). Together with earlier results,
therefore, ‘‘phase sequence’’ might be a fundamental neuronal
process for cognitive demands, including retrieval of visual asso-
ciative long-term memory.
Previous studies have raised possible mechanisms underlying
the development of memory cells via neuronal interactions (Dur-
stewitz et al., 2000; Brunel, 2003; Deco et al., 2010; Woloszyn
and Sheinberg, 2012). Regarding the pair-association memory,
one possible mechanism for associative coding lies in the inter-
action between neurons through learning (Messinger et al.,
2001), each coding for the presented cue stimulus and its paired
associate, respectively (Erickson and Desimone, 1999; Brunel,
2003; Albright, 2012). Cue-holding activity continuing to the
presentation of the paired-associate would provide a time
window for near-synchronous firing of these two types of
neurons, which might lead to synaptic plasticity strengthening
the connectivity between them (Brunel, 2003; Li and DiCarlo,
2010). Spike-timing-dependent plasticity would further provide
a directional bias of these couplings on the basis of the firing
order of these neurons (Dan and Poo, 2004), i.e., from the cue-
holding neuron to the other neuron that encodes the paired
associate. Understanding the contribution of such synaptic plas-
ticity to the dynamic operations of microcircuits would be an
important issue for future study.EXPERIMENTAL PROCEDURES
Subjects and Behavioral Task
All animal procedures complied with the U.S. National Institutes of Health
Guide for the Care and Use of Laboratory Animals and were approved byNeuron 77, 192–203, January 9, 2013 ª2013 Elsevier Inc. 199
Neuron
Microcircuit Dynamics in IT Cortex during Recallthe Institutional Review Committee of the University of Tokyo School of
Medicine. The subjects were two adult macaque monkeys (see Supplemental
Experimental Procedures for details). The procedure for a pair-association
memory task (Figure 1A) was previously described in detail (Naya et al.,
2003a, 2003b; Yoshida et al., 2003; Takeuchi et al., 2011; see Supplemental
Experimental Procedures for details). In brief, monkeys were trained to
perform a pair-association memory task using a set of six pairs of visual stimuli
(12 monochrome Fourier descriptors, different sets were used for two
monkeys). In each trial, a fixation point was presented for 0.8 s, after which
a cue stimulus (one of the 12 visual stimuli) was presented for 1 s. Following
a 2.2 s delay period, two stimuli were presented: the paired associate of the
cue stimulus and a distractor. The monkey obtained a reward for correctly
choosing the paired associate within 1.5 s. In this task paradigm, monkeys
were required to choose not the presented cue itself, but instead the memo-
rized paired associate, and thus, the task required cued recall, not recognition
(Basile and Hampton, 2011). Throughout the recording sessions after training,
monkeys’ performance was >90% correct. If the eye position deviated more
than 1.5–2.0 from the fixation point before the end of the delay period, the
trial was automatically terminated.
Recording Procedures
The activities of multiple single-units were recorded from area 36 of the perirhi-
nal cortex (Figures 1B, left, and S1; see Supplemental Experimental Proce-
dures for details) of the two monkeys using a multicontact electrode (Tetrode,
Thomas Recording, Giessen, Germany) (Hirabayashi and Miyashita, 2005;
Hirabayashi et al., 2010; Ohiorhenuan et al., 2010). The spacing of the contacts
was in the range of several tens of micrometers (see Supplemental Text about
the relationships between the channels where CH-PR pairs were recorded and
their coherence values). In the multiple single-unit recordings, neuronal signals
were amplified, band-pass filtered (250 Hz to 5 kHz), and sorted online into
pairs of single units using the standard window discrimination technique to
monitor the responses of recorded neurons. Neuronal signals were also stored
and then digitized offline at 25 kHz, after which waveform analysis was used to
more precisely sort them into multiple single-units (Datawave Technologies,
Longmont, CO) (Usrey et al., 2000; Roy and Alloway, 2001; Lee et al., 2005;
Hirabayashi and Miyashita, 2005). The presence of a refractory period was
confirmed in the autocorrelogram (Usrey et al., 2000; Hirabayashi and
Miyashita, 2005; Takeuchi et al., 2011). If the number of spikes with interspike
intervals < 2 ms exceeded 1% of the total for a given unit, that unit was
discarded or reisolated (Hirabayashi and Miyashita, 2005; Takeuchi et al.,
2011). Cross-cluster interspike interval histograms for each pair of units
were also confirmed not to show any artificial peak which would imply the false
sorting of spikes from one cell into two different clusters. These offline-sorted
spike data obtained for correct trials were further analyzed for responses and
functional connectivity (for the analyses of error trials, see Supplemental Text).
Spectral Analysis of Spike Trains
Spectral estimates of spike trains (auto- or cross-spectrum and coherence)
were calculated using a multitaper method with Chronux, an open-source
MATLAB software package (DeCoteau et al., 2007; Pesaran et al., 2008;
Zhou et al., 2008; Hirabayashi et al., 2010). With this method, spectral esti-
mates of spike trains were determined as the average of the results computed
after multiplying several different taper functions by the original signal. These
processes yield less biased and less noisy spectral estimates than conven-
tional methods (Jarvis and Mitra, 2001; Fries et al., 2008). Seven or nine
orthogonal Slepian tapers (three tapers only for the analysis in the theta
frequency range) were applied to calculate the spectral estimates of spike
trains that were downsampled at a rate of 1 kHz.
Granger Causality Analysis
We conducted a nonparametric Granger causality analysis using MATLAB as
described in previous studies (Dhamala et al., 2008; Nedungadi et al., 2009;
Hirabayashi et al., 2010). In brief, spectral estimates S(f) of spike trains were
first calculated using the multitaper method. To calculate the Granger
causality, a transfer function and error covariance matrix were estimated
from S(f) using spectral factorization (Wilson, 1972), which decomposes S(f)
into a unique corresponding transfer function H(f) and a noise covariance200 Neuron 77, 192–203, January 9, 2013 ª2013 Elsevier Inc.matrixS (Dhamala et al., 2008; Nedungadi et al., 2009). According toGeweke’s
formulation (Geweke, 1982), the autospectrum of a given signal can be decom-
posed into an intrinsic component and a component that is predicted from
another signal. The Granger causality can thus be described as the ratio of
the predicted component to the total of the autospectrum. Here, the Granger
causality from spike train Nj(t) to Ni(t) at frequency f can be represented as
INj/NiðfÞ= ln SiiðfÞ
SiiðfÞ 
P
jj 
P
ij
2
=
P
ii
HijðfÞ
2 (Equation 1)
The Granger causality in the opposite direction can be estimated similarly.
Note that ‘‘causality’’ as estimated by Granger’s measure does not exclude
the possibility that a third ‘‘hidden’’ variable could be the prior ‘‘cause’’ that
influences both neurons in a given pair.
Coherence and Granger Causality Analyses for Stimulus-Selective
Neurons
To calculate the spectral estimates between recorded neurons, the spiking
response of each single-unit was examined as follows. A given unit was
defined as cue-selective if the cue activity (mean firing rate during a 900 ms
period beginning 100 ms after cue onset) was significantly stimulus-selective
(one-way ANOVA, p < 0.05). Similarly, a given unit was defined as delay-
selective if the delay activity (mean firing rate during a 1,700 ms period begin-
ning 500 ms after cue offset) showed significant stimulus selectivity (one-way
ANOVA, p < 0.05). In total, 107 neurons (65 and 42 for monkeys 1 and 2,
respectively) exhibited both cue- and delay-selective responses (CD-selective
cells) and were further analyzed. For a given CD-selective cell, neuronal
activity elicited by a given stimulus was classified as cue holding (CH) when
(1) the neuron showed significant cue activity in response to a given stimulus,
detected as a significant increase in firing rate compared to that during
the preceding baseline period (800 ms prior to cue onset; paired t test,
p < 0.05), and (2) the delay-activity elicited by the stimulus was less than the
preceding cue activity (Figure 1B, right, blue). Likewise, for a given CD-selec-
tive cell, neuronal activity elicited by a given stimulus (c-stimulus) was classi-
fied as pair-recall (PR) when (1) the response to the paired-associate of the
c-stimulus was significantly larger than the baseline activity and significantly
larger than the response to the c-stimulus (paired t test, p < 0.05) and (2) the
delay activity elicited by the c-stimulus was greater than the preceding cue
activity (Figure 1B, right, red).
For a given cell pair, coherence and/or Granger causality were calculated for
a given stimulus if the response of each constituent cell for that stimulus was
classified as CH and PR, respectively: CH and PR activities were required for
the same stimulus. If more than two stimuli were classified as candidates for
calculating spectral estimates of coupling as a CH-PR pair, the product of
the delay responses of both constituent cells was calculated for these stimuli
to determine the optimal stimulus that elicited the largest responses from both
cells. The optimal stimulus was then used to conduct the coherence and/or
Granger causality analysis. To correctly estimate the connectivity utilizing
the current method, it would be better to use as large a number of spikes as
possible. From a practical perspective, we used the optimal stimulus for
each cell pair, because it was an effective way to satisfy this requirement
with a reasonable number of trial repetitions in a single recording session.
Spike trains were obtained for 85 ± 30 (mean ± SD) trials for each optimal stim-
ulus in these analyses. Worst stimuli were also determined for each cell as
worst three stimuli for eliciting responses. The strength of coherence or
Granger causality in each frequency range (gamma or alpha/beta) was defined
as the average value in the corresponding frequency range (gamma,
30–120 Hz; alpha/beta, 10–25 Hz).
Dynamics of Causality and Recall Activity
Dynamics of coherence and Granger causality (Figures 1D, 1F, and 2A) were
examined by calculating spectral dynamics for these measures using
a 500 ms sliding window that was slid in 50 ms steps (F-T plot; frequency res-
olution: ±10Hz; the start time of a givenwindowwas assigned as the time point
of the window). For calculating the latency of causal influence from CH to PR
(Figure 4), the F-T plot of the causality (trial-shifted control was presubtracted)
was calculated, and the maximum value during the delay period was detected
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Microcircuit Dynamics in IT Cortex during Recallin the gamma frequency range to determine the time point of the correspond-
ing half-maximum value. For calculating the normalized dynamics of gamma
causality for each cell pair (Figure 4A), mean value of the causality in the
gamma range for each time point (trial-shifted control was presubtracted)
was normalized using its maximum value during the delay period. Normalized
dynamics of recall activity (Figure 4A) was similarly calculated for the same
time windows as those for the causal influence, using the maximum value
during the delay period and the baseline value during 800 ms period before
cue onset. Half-maximum latency of the recall activity was then determined
using the normalized dynamics. Note that for both causal influence and recall
activity, the time of half maximum valuewas determined by continuously falling
down from the maximum value of each plot.
Triplet Granger Causality Analysis
When we could simultaneously record from a triplet of cells that included one
CHcell and two PR cells (CH and PR activities were required for the same stim-
ulus), we conducted a triplet Granger causality analysis for the CH-PR-PR as
follows (Figures S5A–S5C). First, the F-T plot of the Granger causality (trial-
shifted control was presubtracted) between a CH cell and a PR cell (PR1)
was calculated as described above (with 25 ms steps), and the half maximum
value in the gamma frequency range was detected. If the peak value of causal
influence was larger in the direction from CH to PR1 than in the opposite direc-
tion, the F-T plot for the Granger causality between PR1 and another PR (PR2)
was also calculated. Some neurons were used in more than one CH-PR-PR
triplet analysis. We defined GCX/Y as INj/Ni in Equation 1, where Nj is the
spike train of cell X and Ni is the spike train of cell Y (e.g., CH and PR). For
each of above triplets, the ‘‘GCCH/PR1-triggered GCPR1/PR2’’ was defined as
GCCH/PR1-triggered GCPR1/PR2ðtÞ=GCPR1/PR2ðTCH/PR1 + tÞ (Equation 2)
where TCH/PR1 represents the time point when the GCCH/PR1 value
reached the half maximum, and t represents the time lag from TCH/PR1. The
GCCH/PR1-triggered GCPR2/PR1 was also similarly defined as
GCCH/PR1-triggered GCPR2/PR1ðtÞ=GCPR2/PR1ðTCH/PR1 + tÞ (Equation 3)
For all CH-PR1-PR2 triplets, F-T plots of the Granger causality between PR1
and PR2 were calculated as a function of time t. These F-T plots for all the trip-
lets were then compiled separately for the two directions (i.e., PR1 to PR2, and
PR2 to PR1) to determine the predominant direction of triplet interaction
among the population (i.e., CH/PR1/PR2 or CH/PR1)PR2). Note that
any of the PRs could be the PR1 in a given triplet if the maximum GCCH/PR
was larger than that in the opposite direction: if both PRs met this criterion,
each PR was used as the PR1, but in a different triplet. Trial-shifted data
were also calculated, in which TCH/PR1 was conserved from the original
data, but the trials were shifted in computing the interactions between PRs.
To quantify the triggered Granger causality/coherence in the gamma and
alpha/beta ranges (Figures 5B and S5D), mean amplitudes of these measures
within each frequency range were calculated in the epoch of 100 to 400 ms
from TCH/PR1.
Because the timing of causal influence from CH to PR was relatively clus-
tered in the delay period (Figure 2A), the calculated ‘‘GCCH/PR1-triggered
GCPR1/PR2’’ for the population might simply reflect the temporal proximity
of GCCH/PR1 and GCPR1/PR2 among the population, instead of individual
relationships between GCCH/PR1 and GCPR1/PR2 for each triplet. To test
whether the timing of GCCH/PR1 was indeed critical for triggering the corre-
sponding GCPR1/PR2 in each triplet, the same measure was calculated after
randomizing TCH/PR1 among all triplets (‘‘triplet-shuffled’’ data).
To control for the effect of a CH cell on the interaction between PRs in a given
triplet, a conditional Granger causality was calculated for each triplet, where
GCCH/PR2 was subtracted from GCPR1/PR2, and GCCH/PR1 was subtracted
from GCPR2/PR1 (Geweke, 1984; Cadotte et al., 2008) for each time window
(Figure S5D). Causality values between PRs after these subtractions represent
those, from which the components of indirect interactions mediating the CH
cells were precluded. Population directionality of the resultant conditional
Granger causality between PR1 and PR2 was then calculated and statistically
evaluated (Figure S5D).
Triplet analysis for CH-CH-PR (Figure 6) was similarly conducted as in the
above analysis for CH-PR-PR triplets. To compare the dynamics betweenthe coherence of CH-CH and CH-PR (Figure 6B), these coherence values
were calculated in 250-ms windows before and after TCH/PR1. Some neurons
were used in more than one CH-CH-PR triplet analysis.
All statistical tests in the present study were two-sided unless otherwise
stated.
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