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Christian Goldbach first made his famous conjecture in 1742 that every even number
larger than 2 is a sum of two prime numbers. Although Goldbach’s Conjecture still
remains unsolved today, great progress has been achieved by many mathematical giants
such as Hardy, Littlewood, Vinogradov, Estermann, Chen Jinrun and Heath-Brown, in
proving weaker variants of the conjecture. One such variant is the Weak Goldbach’s
Conjecture (also known as the ternary Goldbach problem), which says that every odd
number larger than 5 is a sum of three prime numbers. The central idea in proving these
variants is to find a good estimate of the number of representation of an integer as a sum
of primes, using revolutionary and accurate counting methods.
One such method is the Hardy-Littlewood circle method, first invented by Hardy
and Ramanujan and then further developed and applied by Hardy and Littlewood in
solving the Waring’s problem. In fact, the circle method has far reaching applications in
other additive number theory problems, such as Birch’s theorem, Roth’s theorem and the
ternary Goldbach problem. In 1923, Hardy and Littlewood made a remarkable progress
on the ternary Goldbach problem by showing that every sufficiently large odd number
is a sum of three prime numbers, with the assumption of a zero free domain for the
Dirichlet L-functions (which is true if one assume the Generalized Riemann Hypothesis).
The ultimate breakthrough for the ternary Goldbach problem was done by Vinogradov
in 1937. With his ingenious estimation of the exponential sum on prime numbers as well
as his aptly application of the Siegel-Walfisz Theorem, Vinogradov managed to remove
the assumption in Hardy and Littlewood’s proof and thus proved unconditionally the
Vinogradov’s theorem: every sufficiently large odd number is a sum of three prime num-
bers. Subsequently, Chinese mathematicians Chen and Wang showed that the condition
for being sufficiently large is to be larger than 1043000, but this astronomical number
is still far to be reached by numerical verification with computer programs in order to
prove the Weak Goldbach’s Conjecture completely.
∗ ∗ ∗
iv
The aim of this thesis is to first study a simplified proof of the Vinogradov’s theorem
given by Vaughan and to generalize the Vinogradov’s theorem to the quadratic fields.
This generalization will in turn give the motivation to formulate the Vinogradov’s theo-
rem for primes in arithmetic progression: Let x1, x2, x3 and y be integers such that 1 < y
and (xi, y) = 1 for i = 1, 2, 3. Then for all sufficiently large odd integer N ≡ x1 +x2 +x3
mod y, there exist primes pi ≡ xi mod y for i = 1, 2, 3, such that N = p1+p2+p3. This
was first conditionally proven in 1926 by Rademacher with the assumption of the Gener-
alized Riemann Hypothesis (see [9]). By borrowing ideas from the proof of Vinogradov’s
theorem, Ayoub improved Rademacher’s argument to give an unconditional proof of this
theorem in 1953 (see [10]). However, the proof of this theorem presented in this the-
sis is mainly original. Once this theorem is established, the Vinogradov’s theorem for
quadratic fields will follow immediately as a corollary.
∗ ∗ ∗
This thesis is organized in three chapters. Chapter 1 concentrates on developing the
crucial analytical tools that will serve us in the later chapters. These include an impor-
tant inequality for exponential sums, some typical arithmetic functions, Ramanujan’s
sums, Dirichlet’s series, infinite products and Euler products. The chapter winds up
with a short exposition on two important results of modern prime number theory: the
prime number theorem and the Siegel-Walfisz Theorem.
The entire Chapter 2 is dedicated to study Vaughan’s proof of Vinogradov’s theorem.
A general outline of the Hardy-Littlewood circle method in Vinogradov’s theorem will
be presented first, followed by the definition of the major arcs and the minor arcs. Then
the chapter proceeds on to find the asymptotic estimate of integrations over these two
arcs. Compiling all these estimations, the last section of this chapter will prove the
Vinogradov’s theorem by analyzing the behavior of the singular series S(N).
At the beginning of Chapter 3, some possible generalizations of Goldbach’s Con-
jecture to number fields will be discussed and eventually we will focus our interest on
the ternary Goldbach problem on quadratic fields. After formulating our conjecture
on quadratic fields, we will explain why the conjecture is a direct consequence of the
vVinogradov’s theorem for primes in arithmetic progression and move on to prove this
theorem. The underlying idea of the proof follows exactly the one presented in Chapter
2, i.e. we will apply the Hardy-Littlewood circle method with the similar treatment of
integrations over the major arcs and the minor arcs. However, great effort is put in to
handle the twisted Ramanujan sum ηx,y that occurs in the estimation over the major
arcs. Once this is overcome, we conclude by proving Vinogradov’s theorem for primes in
arithmetic progression as well as Vinogradov’s theorem for quadratic fields.
vi
Notation
1. The letters a, b, d, j, k, `,m, n, q, r, s always stand for integers. The letter p is always
reserved for prime numbers.
2. We abbreviate e2piiα as e(α).
3. If f(x), g(x) ≥ 0, then f(x) g(x) means there exists an absolute constant C > 0
such that |f(x)| ≤ Cg(x). f  g means g  f . y means the constant C depends
on y.
4. bαc is the largest integer that is less than or equal to α.
5. {α} := α− bαc.




< ∞. It is by default that the limit is taken
when n tends to ∞ unless stated otherwise.




= 0. It is by default that the limit is taken when
n tends to ∞ unless stated otherwise.
8. The notation (n,m) refers to gcd(n,m).




always refers to the product over all prime numbers, unless stated otherwise.
11. log is the natural logarithm function.
12. Zn is the set of classes of residues modulo n and Z∗n is the set of multiplicative
invertible elements in Zn.
13. The notation pr||n means that pr is the highest power of p dividing n.
Chapter 1
Analytic tools
In this chapter, we develop some crucial analytical tools that will serve us in proving
Vinogradov’s theorem in Chapter 2 and the generalized Vinogradov’s theorem in Chapter
3. The most important of these tools is an inequality for exponential sums. We shall
also introduce some typical arithmetic functions, Ramanujan sums, infinite products and
Euler products. In the last section of this chapter, we state some important results of
modern prime number theory, which will be needed as well in the later chapters.
1.1 Inequalities
Lemma 1.1.1. (Dirichlet) Let α be a real number. Then for any real number X ≥ 1,
there exist integers a and q, such that (a, q) = 1, 1 ≤ q ≤ X and
∣∣∣∣α− aq
∣∣∣∣ ≤ 1qX ≤ 1q2 .
Proof. It suffices to prove the first inequality, and without the condition (a, q) = 1. We
first let m = bXc and βq = αq − bαqc ∈ [0, 1) for q = 1, 2, . . . ,m. Next, we consider
the m + 1 disjoint intervals Br = [ r−1m+1 ,
r
m+1), for r = 1, 2, . . . ,m + 1. If there exists
a q such that βq ∈ [0, 1m+1) (resp. [ mm+1 , 1)), then we have
∣∣∣α− bαqcq ∣∣∣ < 1q(m+1) < 1qX
(resp.
∣∣∣α− bαqc+1q ∣∣∣ < 1q(m+1)). Otherwise, by the pigeonhole principle, there exists
u > v and some r ∈ {2, 3, . . . ,m} such that βu, βv ∈ Br, which implies




(u−v)X , with u − v < X. The lemma then follows with a = bαuc − bαvc
1
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and q = u− v.





Remark: By the definition of ||α||, we have || − α|| = ||α|| ∈ [0, 1/2] and α = n± ||α||
for some integer n.
Proposition 1.1.3. For all real numbers α, β, the following triangle inequalities hold:
∣∣∣||α|| − ||β||∣∣∣≤ ||α+ β|| ≤ ||α||+ ||β||.
Proof. The first inequality in the assertion is an immediate consequence of the second,
so it suffices to prove the second inequality. Let m,n be integers such that α = m±||α||
and β = n±||β||. Without loss of generality, let ||α|| ≥ ||β||, so that ||α||−||β|| ∈ [0, 1/2]
and hence
∥∥∥||α|| − ||β||∥∥∥= ||α|| − ||β||. With this, we obtain easily that
||α+ β|| =




Lemma 1.1.4. For every real number α, we have
| sin(piα)| = sin(pi||α||) ≥ 2||α||.
Proof. We have ||α|| ∈ [0, 12 ] and α = n± ||α|| for some integer n. Hence
| sin(piα)| = | sin(pin± pi||α||)| = sin(pi||α||) ≥ 2||α||,
as the function sin(pix) is concave when x ∈ [0, 12 ].
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Lemma 1.1.5. For every real number α and all integers N1 < N2, we have
N2∑
n=N1+1
e(αn) ≤ min(N2 −N1, ||α||−1).








1 = N2 −N1.






















Lemma 1.1.6. Let α, X, Y be real numbers, X ≥ 1, Y ≥ 1 and let q and a be integers






























 XY logX ≤ (XY +X + 1) log(2X).
So we assume q > 1 for the rest of this proof. By rewriting the summing index as residues
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, ||α(qj + r)||−1
)
.
We now focus on finding a bound for most of the terms ||α(qj+r)||−1. Define yj := bαjq2c





and θ := q2α− qa ∈ [−1, 1], which then give the identity





































fails to hold only for at most 7 exceptional values of r in {1, . . . , q}. By writing xr :=
yj+ar
q and
∣∣∣ := {αjq2}q + rθq2 ∣∣∣ < 2q , it suffices to show that the inequality
||xr + || ≥ 12 ||xr||
fails to hold for at most 7 exceptional values of r if q ≥ 8 (so that || < 14 and thus
|||| = ||). For those r’s where ||xr|| ≥ 2||; which is equivalent to ||xr|| − || ≥ 12 ||xr||,
we have the desired inequality:
||xr + || ≥
∣∣∣||xr|| − ||||∣∣∣ = ||xr|| − || ≥ 12 ||xr||.
Thus, the r’s for which (1) might fail correspond to ||xr|| < 2|| < 4q , which implies these
r’s can only correspond to the case yj +ar ≡ 0,±1,±2,±3 mod q. So we conclude that





}, the inequality (1) holds for all r ∈ {1, . . . , q} with at most 7
exceptions. Notice that the 7 exceptions include also the unique r ∈ {1, . . . , q} for which
yj + ar ≡ 0 mod q.
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In fact, in the case of j = 0, we need furthermore that the inequality









holds for all r ∈ {1, . . . , ⌊ q2⌋}. Indeed, for 1 ≤ r ≤ q2 , we get | rθq2 | ≤ 12q and thus
|| rθ
q2
|| ≤ 12q . For q > 1, we have ||arq || ≥ 1q ≥ 2|| rθq2 ||, because (a, q) = 1 and thus arq /∈ Z
for r ∈ {1, . . . , ⌊ q2⌋}. So we obtain















Now, we return to find an upper bound for S. For j 6= 0 or j = 0 and r ≥ q2 , we have
q(j + 1) ≤ 2(qj + r). This implies that for those r’s for which (1) does not hold, we can
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1.2 Arithmetic Functions
Definition 1.2.1.
I. An arithmetic function is a complex-valued function whose domain is the set of
all positive integers.
II. An arithmetic function f(n) is multiplicative if
f(mn) = f(m)f(n), whenever (m,n) = 1.
In this case, it is easy to see that if f is not identically zero, then f(1) = 1.
III. An arithmetic function f(n) is completely multiplicative if
f(mn) = f(m)f(n), for all positive integers m,n.




as pk runs through the sequence of all prime powers (i.e. both p and k vary such that pk
tends to ∞), then
lim
n→∞ f(n) = 0.
Proof. Since lim
pk→∞
f(pk) = 0, there are only finitely many prime powers pk such that





Now, given any  > 0, there exists only finitely many prime powers pk for |f(pk)| > A+ ,
and thus for n ∈ N large enough, the prime factorization of n must contain at least a
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where pi are pairwise distinct prime numbers such that
1 ≤|f(pkii )| for i = 1, . . . , r

A+ 




for i = r + s+ 1, . . . , r + s+ t, t ≥ 1.














We present here some arithmetic functions that appears frequently in the study of
analytic number theory.
Definition 1.2.3. The Möbius function is defined by:
µ(n) :=

1 if n = 1,
0 if n is not square-free, i.e. divisible by the square of a prime ,
(−1)r if n is the product of r distinct primes.
It is easy to check that the arithmetic function µ(n) is multiplicative and µ3 = µ.
Proposition 1.2.4. For any natural number n ∈ N>0, we have the following identity:
∑
d|n
µ(d) = δ(n) =
 1 if n = 1,0 otherwise.
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Definition 1.2.5. The von Mangoldt’s function is defined as:
Λ(n) :=
 log p if n = p
k, k ≥ 1,
0 otherwise .
The arithmetic function Λ(n) is not multiplicative.






















ki log pi =
r∑
i=1
log pkii = log n.
Definition 1.2.7. The divisor function d(n) counts the number of positive divisors of
positive integer n. If we write n in its unique prime factorization:
n = pk11 · · · pkrr ,
where p1, . . . , pr are distinct primes and k1, . . . , kr are nonnegative integers, then it is
straight forward to deduce that
d(n) = (k1 + 1) · · · (kr + 1).
With this formula, we see that d(n) is multiplicative. In general, for any positive integer
m and n, d(mn) ≤ d(m)d(n). This inequality follows from the inequality (α+ β + 1) ≤
(α+ 1)(β + 1).
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Theorem 1.2.8. For real number Z ≥ 2, we have
∑
k≤Z
d(k)2  Z log3 Z.



























































































This completes the proof.
Definition 1.2.9. The Euler φ-function is defined as:
φ(n) := Card{1 ≤ a ≤ n : (a, n) = 1},
which is also the order of the multiplicative group Z∗n.
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This is easily obtained, as the formula of φ gives
∣∣∣∣∣pk(1−δ)φ(pk)
∣∣∣∣∣ = pk(1−δ)pk(p−1p ) ≤ 2pkδ −→pk→∞ 0.
Definition 1.2.11. Given any nonzero natural number n ∈ N>0, there are φ(n) classes
of residues relatively prime to n. Any set of φ(n) residues, one from each class, is called
a complete set of residues relatively prime to n. If there is no ambiguity, we
denote any complete set of residues relatively prime to n as Z×n , which is different from
the notation of the multiplicative group Z∗n.









is called the Ramanujan sum.
Remark: It is straight forward that the sum is independent of the chosen complete
set of residues relatively prime to q but some authors prefer to define the function by
summing over the set {a ∈ N : 1 ≤ a ≤ q, (a, q) = 1}. This function will appear
frequently in the proofs of Vinogradov’s theorem and generalized Vinogradov’s theorem.
Hence, an explicit formula of Ramanujan sum will be very useful.
Theorem 1.2.13. For a fixed integer n, the Ramanujan sum cq(n) is a multiplicative
function of q, i.e., if (a, b) = 1, then
cab(n) = ca(n)cb(n).
Proof. If (a, b) = 1, then {as + br : r ∈ Z×a , s ∈ Z×b } = Z×ab. In fact, if there exist
r1, r2 ∈ Z×a and s1, s2 ∈ Z×b such that
as1 + br1 ≡ as2 + br2 mod ab,
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then  as1 + br1 ≡ as2 + br2 mod a,as1 + br1 ≡ as2 + br2 mod b,
which implies  r1 ≡ b
−1br1 ≡ b−1br2 ≡ r2 mod a,
s1 ≡ a−1as1 ≡ a−1as2 ≡ s2 mod b,
where b−1 is the inverse of b modulo a and a−1 is the inverse of a modulo b. Also,





























































µ(d) by Proposition 1.2.4
































































































































































We remark that |cq(n)| ≤ min{φ(q), n} and cq(n) = µ(q) if (q, n) = 1.
1.3 Dirichlet Series
In this section, we give a brief introduction of Dirichlet series and state some of their
important properties without providing proofs. Readers who want to learn more about
this topic are advised to refer to [4].






with Cn, s ∈ C.






is identically zero on the domain of convergence of the Dirichlet series if and only if all
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the coefficients Cn = 0.
Example 1.3.3. The Riemann zeta function ζ, its derivative ζ ′ and the derivative of
log ζ are the standard Dirichlet series that have been frequently studied in analytic



















for <(s) > 1 and they all converges absolutely on this domain. The proofs of these
identities can be found in [5] G. Tenenbaum and [6] G. H. Hardy and E. M. Wright.
1.4 Infinite Products
Definition 1.4.1.
I. Let (αk)k∈N>0 be a sequence of complex numbers. The nth partial product of this
sequence is the number




II. If the sequence of nth partial product converges to a limit α when n tends to infinity,
we say that the infinite product
∞∏
k=1








III. If the sequence of partial products does not converge when n tends to infinity, then
we say that the infinite product diverges.
Theorem 1.4.2. Let ak ≥ 0 for all k ∈ N>0. The infinite product
∞∏
k=1
(1 + ak) converges




Proof. Let sn :=
n∑
k=1
ak and pn :=
n∏
k=1
(1+ak). Since ak ≥ 0, we have the strict inequality
sn < pn. Also, since the inequality
1 + x ≤ ex
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0 ≤ sn < pn ≤ esn .
Since both sequences {sn}n∈N>0 and {pn}n∈N>0 are monotone increasing, they converges
if and only if they are bounded. Thus the inequality above implies that the sequence
{sn}n∈N>0 converges if and only if the sequence {pn}n∈N>0 converges. Notice that pn ≥ 1
for all n and hence its limit, if it exists, is non zero.
Definition 1.4.3. The infinite product
∞∏
k=1




(1 + |ak|) converges.
Theorem 1.4.4. If the infinite product
∞∏
k=1
(1+ak) converges absolutely, then it converges
and the limit is independent of the order of which the product is taken, i.e. for any
permutation σ of N>0, we have
∞∏
k=1




Furthermore, the limit is zero if and only if 1 + ak = 0 for some k.
Proof. By Theorem 1.4.2,
∞∏
k=1















Let σ be a permutation of N>0. Then for any integer N ≥ N0, there exists an integer
M ≥ N such that
{1, . . . , N} ⊂ {σ(1), . . . , σ(M)}.













(1 + ak)− 1
 ,
where E(M,N) := {σ(1), . . . , σ(M)} \ {1, . . . , N}. Since E(M,N) ⊂ N>N0 , thus∣∣∣∣∣∣
∏
k∈E(M,N)







































· 2 ≤ 2C.
Now, if σ is the identity function, the inequality above is satisfied for any M ≥ N > N0







is Cauchy and thus
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Hence, the limit of the infinite product is not zero if none of the 1 + ak = 0 and the












(1 + ak)− L
∣∣∣∣∣ ≤ .
Then for any arbitrarily permutation σ, let N = N0 and M ≥ N as defined before, then

















(1 + ak)− L
∣∣∣∣∣
≤ 2C+ ,
which yields the assertion that the limit of the infinite product is independent of the
order of which the product is taken.
Definition 1.4.5. An Euler product is an infinite product over the prime numbers.

































f(pk) if n = p is prime,
0 otherwise,
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Thus, the infinite product
∞∏
n=1










by Theorem 1.4.4, it converges and the limit is independent of the ordering of the prime
index. We proceed to complete the proof by establishing the equality. Let  > 0, then










|f(pk)| converges for any finite set I of prime numbers, therefore by Fubini’s















































By taking the limit when N tends to infinity, we obtain the desired equality.
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1.5 Prime Number Theory
Theorem 1.5.1. (Prime Number Theorem) There exists a constant C > 0, such





















Remark: Notice that the second asymptotic formula XlogX can be obtained directly by










. The proof of this theorem involves mainly
complex analysis but yet most of steps are extremely technical. It can be shown that




Λ(n) = X +O(X exp(−C
√
logX)).
This is where the Prime Number Theorem is related to the analytic properties of Riemann
zeta function, as the study of ψ(X) involves the estimation of an integration associated








. Apart from being technical, the estimation re-
quires one to find a zero free region of the Riemann zeta function near <(s) = 1, such that
the domain of integration is free of poles of the function ζ
′
ζ (s). The proof of the theorem
above can serve as a research topic but this is not the aim of this thesis. We invite the
readers to refer to (1) in Chapter 1 of [1] Estermann or Chapters 7 and 18 of [7] Daven-
port for a complete proof of the refined Prime Number Theorem stated above. Readers
who are contented with just the asymptotic behavior pi(X) ∼ XlogX can refer to Chapter
XXII of [6] G. H. Hardy and E. M. Wright for a simpler proof that does not involve the
Riemann zeta function. The same chapter contains also a short proof the Tchebycheff’s
theorem, namely, pi(X) = O( XlogX ), which in fact, as far as this thesis is concerned, is
sufficient for our application as we need only the upper bound pi(X) XlogX . We cannot
resist from presenting to the readers a more precise and beautiful theorem of the prime
numbers.
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Theorem 1.5.2. (Siegel-Walfisz Theorem) Given B > 0, there exists a constant
CB > 0 such that for any positive real number X, any integers 1 ≤ q ≤ logBX and










where the big-O constant depends only on B and is independent of q and X.
Remark: This theorem is an intermediate result in the proof of Dirichlet’s Theorem for




















 1 if n ≡ a mod q0 otherwise ,
































. Of course one can achieve this by generalizing the proof of the Prime Number
Theorem mentioned above; the main difficulty in the proof of Siegel-Walfisz Theorem
is to obtain an asymptotic formula that is uniform on q ≤ logBX. This difficulty is
translated into the search of a single zero free region near <(s) = 1 for all Dirichlet’s
L-functions L(s, χ) with Dirichlet’s character χ modulo q ≤ logBX. This difficulty is
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resolved by Siegel’s Theorem, a theorem that gives a lower bound of the value of L(1, χ)
for real primitive character χ. Again, the proof of Siegel’s Theorem is purely analytical
and is too lengthy to be included in this thesis. For a complete proof of Siegel-Walfisz
Theorem, readers can refer to (40) in Chapter 1 and theorem 53 of [1] Estermann or (4)
in Chapters 22 of [7] Davenport.
Chapter 2
The Ternary Goldbach Problem
The ternary Goldbach problem conjectures that every odd integer greater than 5
can be written as a sum of three prime numbers. In this chapter, we are going to prove
Vinogradov’s theorem: there exists an absolute constant N0, such that for all odd integer
N ≥ N0, N can be expressed as a sum of three prime numbers. This was first proved
by Vinogradov in 1937. In fact, Vinogradov proved furthermore that the number of
representations of an odd integer N as a sum of three prime numbers increases with N .
More precisely, for odd integer N ≥ N0, we have
∑
p1+p2+p3=N
(log p1)(log p2)(log p3) N2,











We attack this problem using the Hardy-Littlewood method, which is also known as the















(log p1)(log p2)(log p3).
By denoting R(N) := R(N,N) =
∫
I f
3(α)e(−Nα)dα, where I is an interval of length 1,
we transform the ternary Goldbach problem into the search for an asymptotic estimate
for the integral. We fix from now on a positive constant B > 10 and let P := logB N ,
where N is a fixed positive integer that is large enough in order for certain inequalities
to hold in the proof. We first divide the domain of integration into two parts: the major




















This integration domain will give a major contribution to the integral, because it contains
the α’s that are close to some rational number with a “small” denominator, and thus
the chances of having a huge cancellation between the e(αp) terms in the sum which
defines f(α) is small. The reason for choosing the bound P = logB N for the “small”
denominator is due to the hypothesis needed in Siegel-Walfisz Theorem, which we will











do not contribute to the asymptotic approximation of the integral due to the huge can-
cellation between the e(αp) terms for the α’s close to a rational number with a “big”
denominator.
The reason that we consider the sum
∑
p1+p2+p3=N
(log p1)(log p2)(log p3)
instead of the sum ∑
p1+p2+p3=N
1,
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is because this will simplify a great deal most of the estimations in the proof. After all,
the actual motivation is not to estimate the number of representations of an odd integer
as the sum of three primes, but to show the existence of such representations. In the




the minor arcs m and after that we deal with the case of major arcs M.
2.1 The Minor Arcs m
Before we begin to bound the integral over the minor arcs, we need the following
lemma concerning the Dirichlet series.
Lemma 2.1.1. (Dirichlet’s convolution identity) For any two arithmetic functions














g(a)h(b). Then L(g ∗h, s) converges absolutely for all s for which both
L(g, s) and L(h, s) converge absolutely, and one has
L(g, s)L(h, s) = L(g ∗ h, s).




















and thus L(g ∗ h, s) converges absolutely whenever L(g, s) and L(h, s) both converge
























We obtain the lemma by making k tend to infinity, observing that the last term tends







CHAPTER 2. THE TERNARY GOLDBACH PROBLEM 25
Theorem 2.1.2. For any real number α such that there exists integers a, q with 1 ≤ q ≤
N and












Proof. We first fix a positive real number X ∈ [1,√N ] and establish the following iden-
tity: ∑
X<b≤N





































and then we find an upper bound for f(α) by bounding S1, S2 and S3. To obtain the































By Dirichlet’s convolution identity, we have for <(s) > 1 (with the omission of the
variable s to avoid heavy notation)
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= S1 − S2 − S3,
by noticing the fact that for m ≤ X, τm =
∑
d|m
µ(d) = δ(m), from Proposition 1.2.4.
With this identity and the Tchebycheff’s theorem pi(x) xlog x , we deduce that
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As for S2, we see immediately that |Cm| ≤
∑
d|m
Λ(d) = logm by Proposition 1.2.6. Thus,























For (a, q) = 1, q ≤ N such that
∣∣∣α− aq ∣∣∣ ≤ q−2, Lemma 1.1.6 gives















We are left to find a bound for S3. We observe that the outer summation of S3 is a sum
over X < m < NX , this is because for m ≥ NX , the inner summation will always be zero.
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Thus, we define the set







































 Y log3 Y
≤ Y log3N.
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which gives





































(because k ≤ N
Y






















































Finally, by remarking that |A| = 1 + b log
N
X2




































To obtain an optimized upper bound for S1, S2, S3, we choose the X such that N√X = X
2,
which is equivalent to X = N
2
5 . With X = N
2
5 ≤ √N , we have shown that










and f(α)− (S1 − S2 − S3)
√
N,
this completes the proof.
Remark: The bound of f(α) obtained above holds for all α ∈ I after Lemma 1.1.1.
However, we can only control this bound if we can bound q from above and below, which
is the case for α in the minor arcs.
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Corollary 2.1.3. For all α ∈ m, we have
f(α) N(logN)4−B2 .
Proof. By Lemma 1.1.1, for all α ∈ m, there exist integers a, q such that (a, q) = 1, 1 ≤
q ≤ NP and
∣∣∣α− aq ∣∣∣ ≤ 1qN/P ≤ PN , which implies P < q ≤ NP because α ∈ m. Also, we
have

























 N log4−B/2N, because P = logB N.




















Remark: B was chosen to be > 10 so that this theorem is not vacuous!
2.2 The Major Arcs M
To avoid heavy notation, we denote ν(β) :=
N∑
m=1
e(βm) for all β ∈ R.
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Lemma 2.2.1. There exists a constant C > 0 independent of N , such that for 1 ≤ a ≤






















































































∣∣∣∣ N exp(−C ′√logN), for any 0 < C ′ < CB (5)
where we use the formula cq(a) = µ(q) for (r, q) = 1 of Ramanujan sum in Theorem 1.2.15
and the fact that P = logB N = exp(log logB N) exp(D√logN) for any D > 0. Next,
for all α ∈M, we let F (m) := e(βm), where




q ) logm− µ(q)φ(q) if m is prime,
−µ(q)φ(q) otherwise.
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CmF (m) = f(α)− µ(q)
φ(q)
ν(β).
To estimate f(α) − µ(q)φ(q)ν(β), we rewrite F (m) = F (N) −
∫ N
m
F ′(γ)dγ so that we can

















































by (5)  N exp(−C ′
√
logN) +N |β|N exp(−C ′
√
logN)













logN) for any 0 < C < C ′,
because P = logB N = exp(log logB N) exp(D√logN) for any D > 0.
Lemma 2.2.2. For all N sufficiently large, the major arcs M is a disjoint union of
M(q, a), for (q, a) = 1 and 1 ≤ a ≤ q ≤ P .
Proof. We prove the assertion by contradiction. Suppose there exists α ∈ M(q1, a1) ∩









∣∣∣∣ ≤ ∣∣∣∣a1q1 − α
∣∣∣∣+ ∣∣∣∣α− a2q2
∣∣∣∣ ≤ 2PN ,
which implies
2P 3 = 2 log3B N ≥ N,
which is not true for N sufficiently large.
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Proof. Since |f(α)| ≤ pi(N) logN  N and |µ(q)φ(q)ν(α − aq )| ≤ N , it gives immediately
that for all α ∈M(q, a),
∣∣∣∣f3(α)− µ(q)φ(q)3 ν3(α− aq )




logN) by Lemma 2.2.1.


























because P k = logk BN = exp(kB log logN)  exp(D√logN) for any D > 0. By















































is uniformly bounded. Also, the integration of ν3(β) has main contribution from "small"






















































The reason we extend the interval of integration of ν3(β)e(−βN) to [−12 , 12 ] is that we












(N − 1)(N − 2).





cq(N), we arrive at
∫
M
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Proof. This is immediate after Theorem 2.1.4 and Theorem 2.2.3.
Remark: In general, when the Hardy-Littlewood method is used to estimate the number
of representations of an additive number theory problem, the term S(N) that appears in
the asymptotic formula is called the singular series. This term plays the decisive role in
identifying those N ’s that have zero representation from those N ’s that have at least one
representation. More specifically, for those N ’s that have zero representation, S(N) = 0;
otherwise, there exists a constant c > 0 independent of N , such that S(N) > c.
Theorem 2.3.2. (Vinogradov) There exists an absolute constant N0 > 0, such that









, the singular seriesS(N) converges absolutely.
Furthermore, µ(q)
φ(q)3



























The inequality tells us that for odd integer N , S(N) is uniformly bounded below by∏
p>2
(1− (p− 1)−2), which is a strictly positive constant as the infinite product converges
absolutely and none of the product terms is zero for p > 2. Thus, we have R(N) N2
for all odd integer N greater than an absolute constant N0. We observe that S(N) = 0




3.1 Ternary Goldbach Problem in Number Fields
If we look at the Goldbach’s conjecture and the ternary Goldbach problem from the
perspective of algebraic number theory, they are statements about primes in the rational
number field Q. Hence, it is possible to generalize both the strong and weak Goldbach’s
conjectures to a general number field K, by translating naturally the vocabulary in Q to
K. In short, we need to generalize two notions, the “sum of primes” and the “even/odd
integers”.
We first observe that the prime numbers are in fact the norm of prime ideals in Q
and the norm of prime ideals in any number field K is always a positive integer (in fact
it is always a power of prime number). So it is natural to generalize the conjectures by
asking whether we can always express an integer N as a sum of norm of prime ideals in
K. Since these available summands are now power of prime numbers, they form a sparser
set compared to the set of prime numbers and so their sum will span a sparser set relative
to the set of even (or odd) integers. In the original Goldbach’s conjectures, the set of
even (or odd) integers is in fact an arithmetic progression with common difference 2, so
we will like to generalize this to the case of K by saying that there exists an arithmetic
progression (a + nb)n∈N such that each even (resp. odd) a + nb can be expressed as
a sum of norm of two (resp. three) prime ideals in K. However, these preliminary
36
CHAPTER 3. GENERALIZED TERNARY GOLDBACH PROBLEMS 37
conjectures lack the explicitness on determining what a and b actually are and it will be
more interesting if we can concretely give explicit a and b whenever a number field K is
given.
From now onwards, we will focus on generalizing the ternary Goldbach problem. In
this case, it turns out that our heuristic generalization mentioned above is indeed true,
with a = 3 and b = 2D, where D is the discriminant of the underlying number field K.
This result is in fact a particular case s = 3 of a theorem obtained by Mitsui:
Theorem 3.1.1. ([11] Mitsui (1960)) Let K be an number field of degree n over Q.
Let C be the principal ideal class generated by a totally positive number in K, and P
be the set of prime ideals of degree 1 contained in C. Let N be a positive integer and
Is(N) be the number of representations of N as the sum of the norms of s prime ideals




1, pi ∈ P, for i = 1, . . . , s.











where As is a positive constant depending on s and K but independent of N , and S(N)
denotes the singular series. If N ≡ s mod 2D, where D is the discriminant of K, then
S(N) ≥ c > 0, where c is a constant.
The proof of this theorem involves both the knowledge of analytic and algebraic
number theory and Mitsui’s original proof takes about 80 pages. If we restrict K to be
a quadratic field, then we can obtain a better result with a simpler proof. Indeed, it is
a well-known fact that in a quadratic field K, given any prime number p, the condition
for the ideal 〈p〉 to split, ramify or be inert is equivalent to some congruence conditions
on p modulo D, where D is the discriminant of K. These congruence relations furnish
us the type of norm of prime ideals available; in fact, if 〈p〉 splits or ramifies, then we
have prime ideal p of K with norm equals to p, otherwise 〈p〉 is inert and its norm is
p2. For instance, for K = Q[i], 〈p〉 splits if and only if p ≡ 1 mod 4 and hence for each
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p ≡ 1 mod 4, Q[i] has prime ideal p with norm equals to p. Another example will be
K = Q[
√
2], in which the ideal 〈p〉 splits if and only if p ≡ 1, 7 mod 8 and hence for
each p ≡ 1, 7 mod 8, Q[√2] has prime ideal p with norm equals to p. Readers who are
not familiar with the notions of number field, ring of integer, prime ideals and norm of
ideals can refer to any standard textbook of algebraic number theory. [8] by Ş. Alaca
and K. S. Williams provides a good introduction on this subject.
Now, given a quadratic field K with discriminant D, we ask whether there exists an
integer a such that for all odd N = a+n|D| in the arithmetic progression (a+n|D|)n∈N,
N is a sum of norm of three prime ideals of K. By the discussion of previous paragraph,
the answer to the question is yes if we prove the following theorem, which was first proved
by Rademacher [9] in 1926 with the assumption of Generalized Riemann Hypothesis, and
then later reproved by Ayoub [10] in 1953 without recourse to the assumption.
Theorem 3.1.2. (Vinogradov’s Theorem for Primes in Arithmetic Progres-
sion) Let x1, x2, x3, y be integers such that 1 ≤ y and (xi, y) = 1 for i = 1, 2, 3. Then
for all sufficiently large odd integer N ≡ x1 + x2 + x3 mod y, there exist primes pi ≡ xi
mod y for i = 1, 2, 3, such that
N = p1 + p2 + p3.
We will prove Theorem 3.1.2 using the Hardy-Littlewood method as well as following
the same strategy in the proof of Vinogradov’s theorem. From now onwards, x, y are
fixed integers such that 1 ≤ y and (x, y) = 1. For any sufficiently large fixed positive




















(log p1)(log p2)(log p3).
Hence, our aim is to find an asymptotic function for the integral









where I is an interval of length 1. Similar to the proof of Vinogradov’s theorem, we
fix a positive constant B > 10 and let P := logB N . Also, we use the same major and
minor arcs as defined in the proof of Vinogradov’s theorem and proceed to find an upper
bound for the integral over these two arcs. It turns out that the estimation of the integral
over the minor arcs is a trivial extension of the case of Vinogradov’s theorem; whereas
the study of the asymptotic formula for the integral over the major arcs requires much
more efforts and some new ideas, i.e. the twisted Ramanujan sum ηx,y(a, q) and the new
singular series Sx1,x2,x3(N). Finally, it is useful to define the following function:
gx,y(n) :=
 1 if n ≡ x mod y,0 otherwise,

















3.2 The Minor Arcs m
We first prove an analogy of Theorem 2.1.2, i.e. to establish a general upper bound
of fx,y(α). After that, we can uniformly control this bound if we restrict the α in the
minor arcs.
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Theorem 3.2.1. For any real number α such that there exists integers a, q with 1 ≤ q ≤
N and












Proof. This proof follows exactly the proof of analogous Theorem 2.1.2. Let X = N
2
5
and to the identity (4) in the proof of Theorem 2.1.2, instead of multiplying e(αb), we
multiply by e(αb)gx,y(b) and simplify the equation to :
∑
X<b≤N




































With this identity and the Tchebycheff’s theorem pi(x) xlog x , we have
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We want to estimate the inner summation, by considering the value of (m, y). If (m, y) >
1, then for all integer n, (mn, y) > 1 and thus mn 6≡ x mod y, as (x, y) = 1. Hence
in this case, we have gx,y(mn) = 0 for all integer n and the inner summation is zero.
Otherwise, if (m, y) = 1, thenmn ≡ x mod y if and only if n ≡ xm−1 mod y. Thus the
inner summation is a sum of geometric series with common ratio e(yαm). By Lemma
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So for (a, q) = 1, q ≤ N such that
∣∣∣yα− aq ∣∣∣ ≤ q−2, Lemma 1.1.6 gives

















As for S3, same as the case of Vinogradov’s theorem, the outer summation of S3 is in
fact a sum over X < m < NX , due to the inner summation will always be zero for m ≥ NX .
So we define the set



































d(m)2  Y log3 Y ≤ Y log2N . On


































With the same argument as in the case of S1, the most inner sum equals to zero if either
one of n, k is not relatively prime to y. If both n, k are relatively prime to y, then the
system of simultaneous linear congruences mn ≡ x mod y and mk ≡ x mod y has
solution if and only if n ≡ k mod y. If the solution exists, the m ≡ xn−1 mod y and
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thus the most inner sum is a sum of geometric series with common ratio e(yα(n − k)).






























































(because k ≤ N
Y






















































Finally, by remarking that |A| = 1 + b log
N
X2


































because X = N
1
5 ,
which completes the proof as we have shown










and f(α)− (S1 − S2 − S3)
√
N.
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Corollary 3.2.2. For all α ∈ m, we have
fx,y(α)y N(logN)4−B2 .
Proof. For all α ∈ m, we apply Lemma 1.1.1 on yα. So there exist integers a, q such that
(a, q) = 1, 1 ≤ q ≤ NP and ∣∣∣∣yα− aq
∣∣∣∣ ≤ 1qNP ≤ PN ,
which implies ∣∣∣∣α− ayq
∣∣∣∣ ≤ PyN ≤ PN .
Let a′ = a(a,y) and y
′ = y(a,y) , then we have in fact (a





































y N log4−B/2N, because P = logB N.
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 N2(log5−B/2N) by Tchebycheff’s theorem
≤ N2(logN)−A.
3.3 The Major Arcs M
Before we begin to estimate the integral over the major arcs, we recall a simple result
from elementary number theory.
Proposition 3.3.1. The system of linear congruences
x ≡ a mod m and x ≡ b mod n
has a solution if and only if a ≡ b mod (m,n). The solution, if it exists, is unique
modulo lcm(m,n).
Proof. Consider the Z-ideals mZ and nZ. If we denote d := (m,n), then
mZ+ nZ = dZ.
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Let q be the canonical quotient map defined as follows:
q : dZ −→ dZ/mZ× dZ/nZ
x 7−→ (x mod m, x mod n).
It is straight forward that q has kernel mZ ∩ nZ = lcm(m,n)Z. We want to show that
q is surjective. In effect, let r, s be integers such that rm + sn = d. Then for any
y := (ud mod m, vd mod n) ∈ dZ/mZ× dZ/nZ, choose x = vrm+ usn ∈ dZ and we
have q(x) = y. Now the assertion about the system of linear congruences is a simple
consequence of what we have proven. If a ≡ b mod d, then there exists a z ∈ dZ unique
modulo lcm(m,n)Z such that (z ≡ a − b mod m, z ≡ 0 mod n) ∈ dZ/mZ × dZ/nZ.
In other words, there exists an integer x := z + b unique modulo lcm(m,n)Z, such that
x = z + b ≡ (a− b) + b = a mod m and x = z + b ≡ 0 + b = b mod n.
Conversely, if the system of linear congruences admits a solution x, then by virtual of
m|a− x and n|x− b, it is straight forward that (m,n)|a− b = (a− x) + (x− b).
Remark: If we denote
(Z/mZ× Z/nZ)′ := {(a, b) ∈ Z/mZ× Z/nZ | a ≡ b mod (m,n)},
one checks easily that it is a subring of Z/mZ×Z/nZ and the proposition above induces
a unital ring homomorphism
f : (Z/mZ× Z/nZ)′ −→ Z/lcm(m,n)Z
(a, b) 7−→ Sa,b,
where Sa,b is the unique solution modulo lcm(m,n) of the system of linear congruences
x ≡ a mod m and x ≡ b mod n. By general properties of unital ring homomorphism,
f maps invertible elements to invertible elements, i.e. f induces the following ring
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homomorphism
f˜ : ((Z/mZ)∗ × (Z/nZ)∗)′ −→ (Z/lcm(m,n)Z)∗
(a, b) 7−→ Sa,b.
We remind the readers of the notation ν(β) :=
N∑
m=1
e(βm) for all β ∈ R and for
N large enough, the major arcs M is a disjoint union of M(q, a), for (q, a) = 1 and
1 ≤ a ≤ q ≤ P .
Lemma 3.3.2. There exists a constant CB,y > 0 depends only on B, y but independent























Proof. The proof of this lemma follows analogously the one of the case of Vinogradov’s





































where ∗r,x is any solution of the system of linear congruences n ≡ r mod q and n ≡ x
mod y. By the last remark, ∗r,x is in fact relatively prime to lcm(q, y) ≤ yq ≤ y logB N ≤
logBy N , for some By > B. These are the conditions needed in order to apply Siegel-
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∣∣∣∣ N exp(−C ′√logN) for any 0 < C ′ < CBy (6)
because P = logB N = exp(log logB N) exp(D√logN) for any D > 0.
Next, for all α ∈M, we let F (m) := e(βm), where




q ) logm− ηx,y(a,q)φ(lcm(q,y)) if m is prime ≡ x mod y,
− ηx,y(a,q)φ(lcm(q,y)) otherwise.













CmF (m) = f(α)− ηx,y(a, q)
φ(lcm(q, y))
ν(β).
Similar to the proof of Lemma 2.2.1, we rewrite F (m) = F (N) −
∫ N
m
F ′(γ)dγ so that
we can make use of the estimation (6), and hence prove the assertion of the lemma as
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follows:
















































 N exp(−C ′
√
logN) +N |β|N exp(−C ′
√
logN) by (6)
 N exp(−C ′
√










logN) for any 0 < CB,y < C ′,
because P = logB N = exp(log logB N) exp(D√logN) for any D > 0.



























is any integer in the residue class of multiplicative inverse of qd modulo d.
Proof. This formula was first established by Rademacher in [9] using Möbius inversion

























































































. This implies p2|q and also
p - (a + k qd , q), because if p|(a + k qd , q), then p|a, contradicting the fact that (a, q) = 1.



















be any integer in the residue class of multiplicative inverse of
q

























































because (a, q) = 1. (7)
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Also, the integers a + k qd run through all residues modulo d exactly once, because for




≡ a+ k2 q
d
mod d,












≡ k2 mod d.
Thus, (a+k qd , d) = d1 if and only if a+k
q
d ≡ d1r mod d for d1|d and a unique 1 ≤ r ≤ dd1

















































































































































































































which completes the proof.
As a direct consequence of Theorem 3.3.3, we have the following corollary.
Corollary 3.3.4. Let a, q, x, y be integers such that (a, q) = 1 and (x, y) = 1. Let
d := (q, y), then
ηx,y(a, q) =









 if ( qd , d) = 1.
In particular, we have
|ηx,y(a, q)| ≤ 1.
































)3 c qd (N)cd(N − (x1 + x2 + x3)).
Proof. First, we have the trivial bounds
|fxi,y(α)| ≤ pi(N) logN  N and
∣∣∣∣ ηxi,y(a, q)φ(lcm(q, y))ν(α− aq )
∣∣∣∣ ≤ N.
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Also, the following arithmetic identity
abc− αβγ = (a− α)bc+ (b− β)αc+ (c− γ)αβ
gives the inequality
|abc− αβγ| ≤ 3 max(|bc|, |αc|, |αβ|) max(|a− α|, |b− β|, |c− γ|).












∣∣∣∣∣ ≤ 3N2 maxi=1,2,3




logN) by Lemma 3.3.2.
































because P k = logk BN = exp(kB log logN)  exp(D√logN) for any D > 0. By


















































































































)3 cq (N − (qd)−1d qd(x1 + x2 + x3)
)
,





















, d) = 1 for all the summing index q.
















































Also, we recall the following bound and equality established in the proof of Theorem


































(N − 1)(N − 2). (10)
































































































(N) cd (N − (x1 + x2 + x3)) ,
as the Ramanujan sum cq(·) is of period q. This completes the proof.
3.4 Proof of Theorem 3.1.2
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Proof. This is immediate after Theorem 3.2.3 and Theorem 3.3.5.
Lemma 3.4.2. There exists a constant cy > 0 which depends only on y, such that if N
is an odd integer and N ≡ x1 + x2 + x3 mod y, then the singular series
Sx1,x2,x3(N) ≥ cy.
Otherwise, Sx1,x2,x3(N) = 0. Consequently, this proves Theorem 3.1.2.
Proof. To simplify notations, for all q ∈ N>0, let d := (q, y),
1(q) :=
 1 if (
q



















We want to show that Aq is multiplicative and express Sx1,x2,x3(N) as an Euler product.
For any integers q1, q2 ≥ 1 such that (q1, q2) = 1, let d1 := (q1, y) and d2 := (q2, y). Then
(q1q2, y) = d1d2,











































)3 c q1q2d1d2 (N)cd1d2(N − (x1 + x2 + x3)) = Aq1Aq2 .












and Aq is multiplicative, we apply Theorem 1.4.6 to











For pα||y, if k ∈ {1, . . . , α}, then (pk, y) = pk and thus pk
(pk,y)




c1(N)cpk(N − (x1 + x2 + x3)) = cpk(N − (x1 + x2 + x3)).
For those k > α, 1(pk) = 0 and so Apk = 0.
On the other hand, for p - y, p
k
(pk,y)




cp(N)c1(N − (x1 + x2 + x3)) = −cp(N)
φ(p)3
.















cpk(N − (x1 + x2 + x3))
]
.
Now, suppose that N ≡ x1 + x2 + x3 mod y, then
N ≡ x1 + x2 + x3 mod pk, for all pα||y, k = 1, . . . , α,
which implies
cpk(N − (x1 + x2 + x3)) = φ(pk), for all pα||y, k = 1, . . . , α.
































































In the case where y is odd and N is even, the second product above vanishes. (The case
where both y and N are even is impossible by virtue of N ≡ x1 + x2 + x3 mod y and

































We complete the proof by considering the case N 6≡ x1 + x2 + x3 mod y. In this
case, there exists pα||y such that
 N ≡ x1 + x2 + x3 mod p
β
N 6≡ x1 + x2 + x3 mod pβ+1
for a unique β ∈ {0, . . . , α− 1}.
For this particular p, we have
cpk(N − (x1 + x2 + x3)) =

φ(pk) if 0 ≤ k ≤ β,
µ(p)
φ(p)φ(p
β+1) if k = β + 1,
0 if k > β + 1.
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This implies that the term
α∑
k=0
cpk(N − (x1 + x2 + x3)) = 1 + φ(p) + . . .+ φ(pβ)−
φ(pβ+1)
φ(p)
= pβ − pβ = 0,
and so the singular series vanishes in this case. This completes the proof of Lemma 3.4.2
and thus proves Theorem 3.1.2.
As mentioned at the beginning of this chapter, Vinogradov’s theorem for primes in
arithmetic progression will imply the following theorem:
Corollary 3.4.3. (Vinogradov’s Theorem for Quadratic Field) LetK be a quadratic
field with discriminant D. Then there exists an integer a such that for all sufficiently
large odd N = a+n|D| in the arithmetic progression (a+n|D|)n∈N, N is a sum of norm
of three prime ideals of K. In particular, a = 3 and hence for D even (resp. odd), all
sufficiently large N = 3 + n|D| (resp. N = 3 + 2n|D|) in the arithmetic progression
(3 + n|D|)n∈N (resp. (3 + 2n|D|)n∈N), N is a sum of norm of three prime ideals of K.
Proof. The following statement is a standard result on quadratic field. Readers can refer
to Theorem 10.2.2 of [8] Ş. Alaca and K. S. Williams for a proof of this statement. Let
























is the Jacobi’s symbol. We recall the Jacobi’s reciprocity law: for any possible
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Applying this law, we can transform the condition for 〈p〉 to split to a congruence con-
dition on p : there exists a subset SK of {x ∈ N | 1 ≤ x ≤ |D|, (x, |D|) = 1}, such that
〈p〉 splits if and only if p ≡ x mod |D| for some x ∈ SK . This implies that for any p ≡ x
mod |D| for some x ∈ SK , there exists a prime ideal p of K such that N(p) = p. So we
can choose a = x1 + x2 + x3 for some x1, x2, x3 ∈ SK , then Theorem 3.1.2 implies the
first assertion of the corollary. We will complete the proof by showing 1 ∈ SK . Since K
is a quadratic field, there exists a square free integer m such that K = Q(
√
m) and it is
a standard result that
D =
 4m if m ≡ 2, 3 mod 4,m if m ≡ 1 mod 4.




















= 1, because p ≡ 1 mod D
and thus 1 ∈ SK .
If m ≡ 2 mod 4 and m > 0, we write m = 2n where n is a positive odd integer.
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= 1, because p ≡ 1 mod n
and thus 1 ∈ SK .
If m ≡ 3 mod 4 and m > 0, then for p ≡ 1 mod (D = 4m), we have p ≡ 1 mod 4





























= 1, because p ≡ 1 mod m
and thus 1 ∈ SK .
















by Jacobi’s reciprocity law










because 1− D + 1
2






= 1, because p ≡ 1 mod D
and thus 1 ∈ SK .
If m ≡ 2 mod 4 and m < 0, we write m = −2n where n is a positive odd integer.
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because D = −8n

















= 1 because p ≡ 1 mod n
and thus 1 ∈ SK .
Lastly, if m ≡ 3 mod 4 and m < 0, then for p ≡ 1 mod (D = 4m), we have p ≡ 1














because D = 4m





by Jacobi’s reciprocity law
















= 1, because p ≡ 1 mod m
and thus 1 ∈ SK .
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