Dual polar association schemes form an important family of association schemes, whose intersection numbers were computed in [Wan et al., Studies in Finite Geometry and the Construction of Incomplete Block Designs, Science Press, Beijing, 1966 (in Chinese)]. In this paper, we generalize the formulas for the intersection numbers, and introduce their applications to pooling designs, Cartesian authentication codes and vertex-transitive graphs.
Introduction
In this section we shall introduce the classical spaces, following notation and terminology from Wan's book [19] . The classical spaces associated with the three types of forms (alternating bilinear, hermitian, and quadratic) are referred to by the same names as the groups associated with them: symplectic, unitary, and orthogonal respectively. In this paper, we are concerned with those whose underlying vector spaces are of even dimension over a finite field.
Throughout this paper, we denote by F q a finite field with q elements and by F 2ν q the 2ν-dimensional row vector over F q for a fixed a positive integer ν. For an m-dimensional subspace P in F 2ν q , we mean by a matrix representation of P an m × 2ν matrix whose rows form a basis of P, denoted by the same symbol P. We shall work with partitioned matrices whose entries are themselves submatrices. For typographical convenience, we sometimes leave blank the zero submatrices. We write I (r) for the identity matrix of size r, and we omit r if it is clear from the context. Let 
where z is a fixed non-square element of F q . For q being even, let
where α is a fixed element of q . The action of G 2ν on M(ν, 0; 2ν) gives rise to a dual polar association scheme (see [1] ). Wan et al. [20] computed all intersection numbers of these dual polar schemes. As a generalization of dual polar schemes, we constructed association schemes from singular classical spaces (see [6] [7] [8] [9] ).
For 1 m
Note that the size of P i jk (ν, ν; ν) is an intersection numbers of the dual polar scheme based on M(ν, 0; 2ν).
In this paper, we focus on the sizes of P 
|H(t, m)|, in the hermitan case,

|K(t, m)|, in the alternate case.
Proof. For any
and thus we have
Since r − min{n − m, r} rank A r, the desired formula follows from Lemma 2.1.
Proof. We illustrate with the symplectic case here. Suppose that
have matrix representations of the forms
By [19, Theorem 3.11] , there exists a T ∈ Sp 2ν (F q ) such that
The converse is obvious.
| is independent of any particular choices of P and Q with dim(P ∩ Q ) = i. Proof. By Lemma 2.4, we may take
. By suitable row elementary transformations, R may be reduced to the form
where rank R 44 = ρ, rank R 11 = α, rank R 33 = γ and rank R 22 = β. Note that there are ν−i α q choices for subspace R 11 and i β q choices for R 22 . By the transitivity of G 2ν on the set of subspaces with the same type, the number of R does not depend on any particular choices for R 11 and R 22 . Without loss of generality we may take
Then R has a matrix representation of the form
Since R is totally isotropic, we have R 331 = 0 and R 441 = 0. So rank R 332 = γ, rank R 442 = ρ and γ ν −i−α, ρ i −β. 
Then R must have the following unique matrix representation
For the symplectic case,
for the unitary case,
for the odd orthogonal case (i.e., the base field F q is of odd characteristic),
for the even orthogonal case,
From dim(P ∩ R) = j and dim(Q ∩ R) = k we deduce that j α + β, β + γ = k and rank (R 131 R 1322 ) = α + β − j. By Lemma 2.3 and (3)-(6), the number of matrices (R 131 R 1322 ) choices for R 4221 such that (3), (4), (5) and (6) Hence the desired assertion follows. 
Corollary 2.7. We have p
We count M in two different ways. For a fixed subspace P ∈ M(ν, 0; 2ν), by Corollary 2.6, there
For a fixed subspace P ∈ M(ν, 0; 2ν), by Corollary 2.6 again, there are p ν jj (ν, ν; ν) subspaces R ∈ M(ν, 0; 2ν) satisfying dim(P ∩ R) = j. For two fixed maximal totally isotropic subspaces P, R with dim(P ∩ R) = j, there are p j ik (ν, ν; m) subspaces Q ∈ M(m, 0; 2ν) satisfying dim(P ∩ Q ) = i and dim(R ∩ Q ) = k. By Theorem 2.5,
Hence the desired assertion follows.
Remark. The action of G 2ν on M(m, 0; 2ν) ∪ M(v, 0; 2ν) defines a coherent configuration (see [10] for coherent configurations [3, 5, 12, [14] [15] [16] .
In this section, as an application of the theorems in Section 2, we shall construct a family of d edisjunct matrices and discuss their disjunct property. 
the symplectic case,
, the orthogonal case. 
Proof. Let
M = {(P, Q ) | P ∈ M(m, 0; 2ν), Q ∈ M(ν, 0; 2ν), dim(P ∩ Q ) = j}.
Proof. Pick any
By Theorem 2.5, we may assume that the number of subspaces P ∈ M(m, 0; 2ν) satisfying dim(P ∩ C) = j and dim(P ∩ C i ) = j is at most
Hence the number of subspaces P of M(m, 0; 2ν) satisfying dim(P ∩ C) = j and dim(P ∩ C 1 ), . . . ,
as desired.
Remark. If j = m, the disjunct matrices in Theorem 3.3 are the disjunct matrices based on pooling spaces in [11, Example 4.2].
Authentication codes
Authentication codes were invented in 1974 by Gilbert et al. [4] for protecting the integrity of information. For a survey of authentication codes, we recommend Simmons [17] . In 1992, Wan [18] constructed Cartesian authentication codes from the unitary space.
In this section we shall construct a family of authentication codes, following notation and terminology in [18] . As a by-product, we obtain some enumeration formulas in 2ν-dimensional classical spaces. (ν) ). Define the source states to be all subspaces of dimension i contained in P 0 , the encoding rules to be the maximal totally isotropic subspaces intersecting P 0 at {0}, and the messages to be the subspaces of type ϑ intersecting P 0 at i-dimensional subspaces, where
according to the symplectic, unitary or orthogonal case, respectively. Denote the set of source states, the set of encoding rules, and the set of messages by S, E and M, respectively. Given any P ∈ S and any P 1 ∈ E, P + P 1 is a message into which the source state P is encoded under the encoding rule P 1 . The above construction yields a Cartesian authentication code, whose parameters are 
, the symplectic case,
, the unitary case,
, the orthogonal case.
Suppose that the encoding rule is chosen according to a uniform probability distribution, and denote the probabilities of a successful impersonation attack and a successful substitution attack by P I and P S , respectively. Then
, the orthogonal case,
, the orthogonal case, and P I is optimal.
Proof. Let P be a source state and P 1 be an encoding rule. Since P ⊆ P 0 and P 0 ∩ P 1 = {0}, P + P 1 is of type ϑ. By
we have (P + P 1 ) ∩ P 0 = P. It follows that P + P 1 is a message. So P 1 defines a map f : S → M by f (P) = P + P 1 . Next, let Q be a message such that P = P 0 ∩ Q . Then P is a source state. We may take
, where P = (B 0). Then P 1 ∈ E satisfying P + P 1 = Q . Therefore, f is a surjective map.
Suppose that there is another source state P encoded into the message Q . Then P ⊆ P 0 and P ⊆ Q ; and so P ⊆ P 0 ∩ Q = P, which implies that P = P . Hence the source state P is uniquely determined by Q .
. By Corollary 2.6, |E| = p ν 00 (ν, ν; ν).
Let Q be a message. Without loss of generality, we may take
Then the encoding rules contained in Q have a matrix representations of the form
The subspaces of the form (7) are totally isotropic, so A 2 = 0 and Let Q , Q be two distinct messages containing a common encoding rule P 1 , and let P, P be the unique source states contained in them, respectively. Then P = Q ∩ P 0 , P = Q ∩ P 0 and
where X ⊕ Y denotes the direct sum of X and Y .
We claim that Q ∩ Q = (P ∩ P ) ⊕ P 1 . For any w ∈ Q ∩ Q , we have w = x + z 1 = x + z 2 , where x ∈ P, x ∈ P and z 1 , z 2 ∈ P 1 . Since P + P ⊆ P 0 , x − x = z 2 − z 1 ∈ P 0 ∩ P 1 , which implies z 1 = z 2 and x = x . Then w ∈ (P ∩ P ) ⊕ P 1 , and we prove the claim.
Let dim(P ∩ P ) = r. Since Q = Q , we have max{2i − m, 0} r i − 1. We assert that the set of encoding rules contained in both Q and Q coincides with the set of maximal totally isotropic subspaces P 1 contained in Q ∩ Q such that P 1 ∩ (P ∩ P ) = {0}. Indeed, let P 1 be the maximal totally isotropic subspace contained in Q ∩ Q such that P 1 ∩ (P ∩ P ) = {0}. Then
, which implies that P 1 is an encoding rule contained in both Q and Q . Conversely, let P 1 be an encoding rule contained in both Q and Q , that is, P 1 is a maximal totally isotropic subspace contained in both Q and Q such that P 1 ∩ P = {0} and P 1 ∩ P = {0}. Then P 1 is a maximal totally isotropic subspace contained in Q ∩ Q such that P 1 ∩ (P ∩ P ) = {0}, and we prove the above assertion.
Hence the number of encoding rules contained in Q and Q is q [19] ).
Proof. The proof is similar to that of Lemma 3.2, and thus omitted.
Graphs
In this section we shall construct a family of vertex transitive graphs. For 0 i m ν, suppose that W 0 is a fixed m-dimensional totally isotropic subspace in F 2ν q .
Let X (i) be the set of all the maximal totally isotropic subspaces P of F 2ν q satisfying dim(P ∩ W 0 ) = i.
Define a graph Γ whose vertex set is the set X (i) , and two vertices P and Q are adjacent if and only if dim(P ∩ Q ) = ν − 1. Then Γ is a subgraph of the dual polar graph based on M(ν, 0; 2ν). If m = ν, then Γ is the (ν − i)-th subconstituent of (see [13, 21, 22] (i) , {Λ j } 0 j t ) forms a symmetric association scheme (see [1] ). We will study these association schemes in a separate paper.
