Abstract: Stripe noise removal continues to be an active field of research for remote image processing. Most existing approaches are prone to generating artifacts in extreme areas and removing the stripe-like details. In this paper, a weighted double sparsity unidirectional variation (WDSUV) model is constructed to reduce this phenomenon. The WDSUV takes advantage of both the spatial domain and the gradient domain's sparse property of stripe noise, and processes the heavy stripe area, extreme area and regular noise corrupted areas using different strategies. The proposed model consists of two variation terms and two sparsity terms that can well exploit the intrinsic properties of stripe noise. Then, the alternating direction method of multipliers (ADMM) optimal solver is employed to solve the optimization model in an alternating minimization scheme. Compared with the state-of-the-art approaches, the experimental results on both the synthetic and real remote sensing data demonstrate that the proposed model has a better destriping performance in terms of the preservation of small details, stripe noise estimation and in the mean time for artifacts' reduction.
Introduction
The remote sensing image plays an important role in environment monitoring, resource monitoring and military and battlefield situation observations [1] [2] [3] . However, the output of sensing images often suffers from stripe-like noise, which seriously degrades the image's visual quality and also yields a negative influence on high-level application, such as target detection and data classification [4] [5] [6] [7] . Due to the inconsistent responses of detectors and the imperfect calibration of amplifiers, the gain and offset of true signals are various, producing stripe noise on Moderate Resolution Imaging spectrometer (MODIS) data and hyperspectral images. The MODIS data covers 36 spectral bands ranging in wavelength from 0.41 µm to 14.4 µm. Three typical striped images are displayed in Figure 1 , and the stripe effect is obvious by zooming in. This noise is periodic for 10 pixels for the detectors' calibration errors and the charge-coupled device array scanning forward and reverse across-track [8, 9] .
In recent decades, a large number of destriping algorithms have been discussed for remote sensing images and can be grouped into several categories by various mechanisms, such as the filtering-based methods, statistics-based methods and optimization model-based approaches.
The statistical-based methods include a moment matching algorithm [8, 10, 11] and midway equalization algorithm [12] . Moment matching techniques assume that the sensors' outputs have the same statistical characteristics including mean and deviation, and they set all sensors' output to a reference one. In [11] , the authors proposed a piece-wise approach to remove the irregular stripes by local statistical information. The midway equalization method supposes that the histogram distribution between neighbouring columns is similar and a local midway histogram is computed for the current column. The performance of these methods is limited to the hypothesis, which does not always hold, that when a structure exists along the stripe direction, the statistics between neighbouring columns are distinct. Filtering-based algorithms remove stripe ingredients by a type of filter in the transformed domain after discrete Fourier transform [13] or wavelet decomposition [14] [15] [16] . A regular periodic stripe exhibits a particular frequency component, and can be easily identified in the transformed domain. Unfortunately, blurring effects and artifacts may appear when filter models are not well designed, and some textures similar to stripe are also prone to be smoothed, as they are likely to be identified as the noise.
Recently, optimal model-based destriping methods have attracted many endeavours' interest and numbers of models have been formulated. People introduce prior knowledge of noise and ideal remote sensing images into an energy function to recover the latent content. The unidirectional variation model (UV) was first proposed by Bouali et al. [17] . They formulated a differential optimal model based on the stripe noise's direction property that stripe noise only affects the gradient information along one direction and will not change it in another direction. To overcome several limitations [18] of the UV model, improvement algorithms were subsequently designed. Zhou et al. [19] designed a hybrid unidirectional total variation (HUTV) model that combines a l 1 data fidelity term and gradient fidelity term aiming to remove stripe noise of various intensities. To distinguish the noise from the texture and edge, Zhang et al. [18] proposed a structure guided UV model. Wang et al. [20] utilized difference curvature to extract the spatial information, and formulated a spatially weighted UV model. The authors in [21] combined the UV model and framelet regularization to preserve the detail information while removing the stripe noise. In [22] , the UV model was converted to a least square problem by an iteratively reweighted technique that was easy to implement. Regarding the destriping problem as an ill-posed inverse problem, the (column) sparsity property and low rank property of the stripe noise served as a regularization to improve the stripe estimation performance in [23] [24] [25] . Chen et al. [26] combined the group sparsity constraint and total variation regularization to remove the stripe noise and preserve edge information. Dou et al. [27] proposed a directional l 0 sparse model for stripe noise removal. Some researchers also exploited the high spectral correlation property among the different bands in hyperspectral data to recover the latent image [28] [29] [30] . With the rapid development of deep learning techniques, the deep convolutional networks based destriping methods [31] were proposed and showed a competitive stripe noise removal ability in the infrared image. However, their framework was designed for weak stripe noise only, and could not be suitable to the strong stripe noise.
In summary, most existing methods can recover clean images directly or indirectly from degraded images based on the stripe noise property, such as gradient information and sparsity characteristics. However, a common problem existing in recent research efforts is that the details or structure along the stripe direction can not be recognized well and probably get confused with the stripe noise, resulting in an oversmoothing effect. In addition, once the data are corrupted by serious stripe noise, the output can not recover the scene well and often suffers from stripe artifacts. We in this paper attempt to alleviate the two problems. The sparsity property not only exists in the spatial domain, but also exists in the gradient domain. Thus, we here present an optimization framework that utilizes a double sparsity counting scheme to estimate the stripe noise more completely to protect the details from being destroyed during the destriping process. A region separated processed strategy is adopted here. Specifically, for the heavy stripe corrupted area, we utilized the texture diffusion method only on the direction across the track to inpaint them. Extreme dark or extreme bright areas were kept the same as the original. For the normal stripe noise corrupted area, the noise was estimated by the stripe's characteristics.
The remainder of this paper is organized as follows: Section 2 introduces some properties of stripe noise. Section 3 presents the proposed weighted double sparse destriping model. Section 4 discusses the experimental results and comparison analysis. Section 5 presents some discussions about the proposed model. Finally, conclusions are provided in Section 6.
Stripe Noise Properties Analysis

Stripe Variation Property
In most model-based destriping methods, the output of a noisy image is formulated as an additive noise formulation [21, 24, 32] , as follows:
where X and Y denote the unknown desired image and observed degraded image, respectively. S represents the stripe noise and (u, v) is the spatial coordinate in an image. The purpose of a destriping technique is to estimate a clean image X from Equation (1). It is a typical ill-posed inverse problem and some additional regulations are desired to constrain the solutions. In this paper, we assume the stripe direction is along the u-axis. Stripe noise obscures image details and sometimes even destroys the texture, which poses quite a challenge to recover the real signal, as shown in Figure 1 . Fortunately, this type of noise has a good directional property, for it usually only appears along one direction, resulting in the gradient across the stripe direction being far greater than that along the stripe, as illustrated in Figure 2 . This property can be expressed by :
Based on this property, the unidirectional variation (UV) energy model [9] is formulated as:
in which TV u (X) = Ω (| ∂X ∂u |)dudv is the total variation of X along the u-axis, and λ is the regularization parameter to determine the smooth degree on the v-axis. The UV model (3) attempts to keep the variance of the destriped image X along the u-axis with that of the corrupted image, while reducing the variance across the stripe direction on the v-axis. It seems reasonable, yet there are two shortcomings with the UV model. First, it is prone to producing artifacts when the noise intensity is so serious that it damages some texture structure. Second, certain small details are easily prone to be smoothed out during the iterative procedure when λ is set to be large. 
Stripe Structure Property
Stripe noise presents a particular structure in which there are many zero elements in stripe-free regions, as different from random noise. In view of this fact, the authors in [24] adopted the l 0 norm as a regulation to constrain the noise matrix S:
Although l 0 norm provides more zero elements in S, the nonzero elements are distributed randomly, according to the definition of l 0 norm. As a result, the non-stripe ingredients are also probably to be treated as noise, causing the details' smoothing affects. Furthermore, in case of a great proportion of stripe noise, the l 0 norm constraint is unreliable. Observing the noise matrix, we discover that the gradient of S along the stripe direction u also exhibits significant sparsity characteristics, no matter the proportion of noise. The regular stripe noise particularly exhibits this property in evidence, i.e., all zeros in matrix ∇ u S, regardless of noise levels and proportion. Accordingly, a unidirectional gradient sparsity regulation is expressed by:
Methodology
Based on the above analysis, we first present the double sparse UV model (DSUV), which is also introduced within the variation framework. Taking advantage of the double sparsity feature of stripe noise, i.e., the signal sparsity and unidirectional gradient sparsity, combined with the variation property, the DSUV model is formulated as follows:
in which denotes the gradient operator, · 0 is the l 0 -norm counting the number of non-zeros in a matrix, and · 1 is the l 1 -norm, which summarizes all elements' absolute values. In model (6) , the front part is the UV minimization. The rear part measures the global sparsity of stripe noise S and the unidirectional gradient. The variable λ 1 stands for the variance parameter and λ 2 , λ 3 are the sparse counting parameters. The three regularization parameters balance the four constraint terms together. After S is estimated from model (6), the desired image X will be obtained by subtracting S from degraded image Y. The WDUV extracts the stripe component from the whole image. However, distinct areas with different features should be processed separately, and we analyse it next.
Region Separation
Many destriping techniques assume that stripe noise presents in the whole column on an image, which is not always true. In some extremely dark or too bright areas, stripe noise is saturated and noise in these regions is almost zero. Therefore, it is not necessary to further estimate noise in these areas. Nevertheless, if an area's extreme values were generated by a strong stripe, we should recover these elements. Here, we name these areas strong stripe area (SSA), also called the extreme stripe area. Therefore, distinct extreme area (EA) and SSA are necessary. An example of SSA and EA is illustrated in Figure 3 . E x t r e me a r e a E x t r e me s t r i p e No r ma l s t r i p e In this subsection, a simple and effective method for detecting and distinguishing EA and SSA's method is proposed. It is based on the stripe noise's property. Take the extremely dark area detection, for example. In both the SSA and EA, grey values are all close to zero and can be detected by some thresholds. Then, we should separate the dark area from the strong stripe noise. An important and significant factor that discriminates the two areas is the fact that the stripe noise is only along one direction with the width usually smaller than some values, two lines in MODIS data, for example. Thus, once a pixel's neighbour extreme number across stripe direction exceeds a given value, it belongs to EA. Figure 4 displays an example of detecting extremely dark areas and SSA in MODIS data. Figure 4a is an original stripe noise corrupted subimage cropped from Terra MODIS data band 27. Figure 4b displays the extreme dark area detection result in which the neighbouring zero values exceed 2 lines in the vertical direction. Then, the horizontal extreme area is calculated similarly in Figure 4c . Figure 4d is the dark extreme stripe obtained by subtracting the extreme area (b) from the horizon dark area (c). However, there are some small fragments in Figure 4d because the detected dark area and horizon dark area are not perfectly coincident. To remove these fragment stripes, we employed morphological operations, i.e., dilation and erosion operators, on Figure 4d , and a final refined extreme dark stripe is obtained in Figure 4e . Thus, the dark extreme stripe area and dark extreme area are separated, and detecting extreme bright areas and extreme bright stripe can be done in the same manner. 
Proposed Weighted Double Sparse UV Model
As analysed in the last subsection, EA and SSA should be processed separately. Here, we denote the extreme area as Ψ e and let the strong stripe area be Ψ s . To address Ψ s , the texture in these areas are badly corrupted, and some inpainting methods can recover the corrupted contents [33] [34] [35] . However, they usually need a large clean region around the missing content or utilize multichannel data. In addition, these methods usually involve heavy computation. Here, an optional strategy is adopted in which two indicative factors are designed that aim to handle the special areas while removing the normal stripe noise. The indicative factor for badly corrupted elements SSA is defined as:
For these areas, we prefer to update them only across the stripe direction. Similarly, an indicative function for EA is expressed by:
Combining the DSUV model, strong stripe factor W s and extreme area factor W e , a more robust adaptive version of DSUV, the weighted DSUV model (WDSUV), is finally formulated as follows:
in which W u = W s · W e denotes various changing levels of S along the stripe direction u, and W e is the weight of the recovered data across the stripe direction. From Equation (9), we can see that the EA in original image remains original, and the SSA updates only across the stripe direction. According to Equation (9), our WDSUV model is a general variational framework of the UV and SUV. The UV is a particular case of WDSUV when W u = 1, W s = 1, λ 2 = 0 and λ 3 = 0. Our model converts to SUV when W u = 1, W s = 1 and λ 3 = 0. Note that model in Equation (9) is similar to the direction sparse l 0 model in [27] to some extent, since they employ the l 0 norm to directional ∇S as well. However, they enforce l 1 norm to S, whereas our model employs l 0 norm to S. The l 0 norm is prone to generate more regular S than l 1 norm. Moreover, the directional sparse l 0 model estimates the noise without considering these special areas and may generate artifacts in the SSA and EA. With the introduction of double sparsity norm of S, our model can yield an estimated stripe more regularly. Figure 5 illustrates the proposed model flow.
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Model Optimization
In this subsection, we estimate stripe noise S from the optimization model in Equation (9) . The l 0 regulation is more difficult to solve than the l 2 norm for it is not differential and not convex; utilizing a trivial manner, such as gradient descend strategy, can not obtain its solution. Here, we adopt the alternating direction method of multipliers (ADMM) optimization technique [36, 37] , which is based on introducing auxiliary variables and updating them iteratively to solve the original optimization for its fast convergency and stability [21] . By introducing variables d 1 , d 2 and d 3 , unconstrained optimization in Equation (9) converts to a constrained problem, as:
Then, using the Lagrangian multiplier method model, Equation (10) can be converted to an unconstrained minimization by using a penalty function, expressed by:
in which β 1 , β 2 and β 3 are penalization parameters, and p 1 , p 2 and p 3 are the Lagrange multipliers. Now, in Equation (11), the unknown variables are split, and four subminimization problems can be iteratively solved for S, d 1 , d 2 and d 3 . First, the d 1 related subproblem is given by:
There are both l 0 and l 1 norms for d 1 , and the solution can be computed by the following expression:
where cshrink(X, θ, θ) is calculated as:
and k denotes the iteration times. Then, we solve d 2 by following the minimization extracted from Equation (11):
The solution for minimization Equation (15) can be obtained by the soft-threshold shrinkage operator [38] :
in which so f tshrink(r, θ) = r |r| Similarly, the d 3 related subproblem is writen by:
Based on a hard thresholding operator for l 0 norm [39] , we can then update d
as follows:
in which hardshrink(φ, θ) = φ * (|φ| > θ). Followingly, the S related subproblem is formulated as:
The minimization expression in Equation (19) is a quadratic optimal formulation. It is differentiable and the optimal S can be solved by the Euler-Lagrange equation:
and a close-form solution via 2D fast Fourier transform (FFT) is given by
in which
where F and F −1 denote the 2D FFT and inverse 2D FFT, respectively, • represents a component-wise multiplication operator, and * denotes the complex conjugation operator. Finally, the Lagrange multipliers p 1 , p 2 and p 3 are updated by the following expressions:
Thus, utilizing the ADMM technique, the original minimization model in Equation (9) can be solved by four separable subproblems, and the solution of the subproblems can be efficiently obtained by softshrink operator, hardshrink operator and cshrink operator. This iterative scheme decreases J(s) in Equation (9) in each step, and it converges to a local minimum and obtains the estimated noise S. Algorithm 1 summarizes the proposed model.
Algorithm 1: The proposed WDSUV algorithm
Input: stripe noise image Y Output: destriped image X Initialize: Set d
Detect extreme area and extreme stripe area. Calculate weight matrix W e and W u .
using (18), update S (k+1) by solving (21),
by (23), (24), (25), k = k + 1.
End while
Destriped image X = Y−S.
Experiment Results
In this section, a series of experimental results are presented to verify the destriping property of the proposed algorithm on stripe noise removal, small details reservation and artifacts' reduction. In the experiments, both synthesized images and real noise corrupted remote sensing images were tested, and we compared the proposed model with several typical state-of-the-art destriping methods, including the spatial domain filter method based on guided filter (GF-based) [40] , the frequency domain filter method wavelet-Fourier filtering method (WAFT) [15] , the unidirectional variational based models, including the UV method [9] , HUTV method [19] , sparse UV model (SUV) [24] and convolutional neural network based method stripe noise removal convolutional neural network (SNRCNN) [31] . The traditional denoising method block-matching and 3D filtering (BM3D) [41] are also selected to be compared. To provide an overall evaluation, the performance of the destriping was verified by both subjective and objective evaluations. For the simulated stripe removal, we adopted the structural similarity index (SSIM) [42] and peak signal-to-noise ratio (PSNR) to test the destriping quality, as they are the most common used full-reference indices by modern denoising algorithms [43] [44] [45] . In the real stripe noise image experiments, we selected the mean of inverse coefficient of variation (MICV) and mean of mean relative deviation (MMRD) [24] indices to validate the effect of the destriping approaches. We also compared the mean cross-track curve [25] to display the destriping ability.
Parameter setting: It is difficult to automate the parameters of the proposed model for all striped images, since a good destriping performance not only depends on the stripe's type and levels, but also relates to image content and a combination of parameters. In (9), the regulation coefficient, λ 1 , determines the smooth degree across the stripe direction, which is dependent on the dense level of the stripe component, and we set it empirically in the range [0.05, 0.5]. Parameters λ 2 and λ 3 constrain the nonzero counting in S and ∇ u S. Generally, a sparser stripe prefers a higher λ 2 . A regular stripe corresponds to a large λ 3 , which is determined by both stripe distribution situations and the image detail's property. We have found that λ 2 ∈ [0.0001, 0.005] and λ 3 ∈ [0.01, 0.2] generally yield good results in most experiments. The Lagrange multipliers were set as β 1 = β 2 = β 3 = 100λ 1 empirically. The range of degraded images was compressed to [0, 1] in the calculation. The parameters' estimation of the proposed model is discussed in more detail in Section 5.1. The parameters of competing methods were set optimally, according to the original paper's proposal.
Simulated Experiments
To verify the robustness of the proposed model, we chose six typical remote images with various content in the simulated experiment. Terra MODIS data and Aqua MODIS data can be downloaded from the official website [46] . Each MODIS data set contains 36 bands. Band 32 with less noise was selected as the ground truth data. Figure 6a shows a 500 × 400 relatively rich texture subimage with several extreme areas in it and Figure 6b is a relatively smooth 450 × 400 subimage that was extracted from entire swaths. The Airborne Visible InfraRed Imaging Spectrometer (AVIRIS) hyperspectral data is available from [47] . It contains 220 bands and Figure 6c displays a subimage cropped from band 72 with some stripe-like details. The Washington DC Mall hyperspectral data downloaded from [48] was used to test the large stripe structure preserving ability, as shown in Figure 6d . It covers roofs, streets and path types of scenes. Figure 6e shows an Aqua MODIS image with both rich texture and smooth area in it. In addition, Figure 6f is a complex ground scene that is available from [49] . Before adding the artificial stripe, the 14-bit high dynamic range of original data was linearly compressed to 8 bits for display convenience as :
in which I in and I out are the input 14-bit data and output 8-bit data, respectively. B in = 14 and B out = 8 denote the bit-depth of input data and output data. Then, in our simulation, both periodical and nonperiodical stripes with various strengths were added on the tested images. In Figure 6 , the top row includes six selected remote sensing data, and the bottom row includes the corresponding degraded images with artificial stripe. We randomly selected six percent rows in data S1 and added them with random intensity values. In data S3, stripe is added every ten lines; however, the intensity is randomly distributed. We generated a bright dark adjacent stripe on data S2 and data S4. The width of synthetic stripe of S1 to S4 (Figure 6g -j) is set as two lines. To further illustrate the various types of stripe removal ability of the proposed model, we also simulated the stripe with different strength and different width on S5 and S6 (Figure 6k,l) . In the destriping procedure of WDSUV, the range of the striped data was compressed to [0, 1] in all experiments. Comparisons of the proposed method with competing techniques on simulated stripe remote data are depicted in Figures 7-14 . The superiority of the proposed model can be seen. We analysed destriping results in three-fold, i.e., extreme stripe estimation, stripe-like structure preservation and artifacts' reduction. First, we analysed the destriping performance of BM3D and SNRCNN methods. There are plenty of obvious residual stripes existing in the results of BM3D (Figures 7-14a ) and SNRCNN (Figures 7-14b ). The strong stripe noise seriously affects the grouping step and collaborative filtering step in BM3D, resulting in a poor destriping ability. The weak performance of SNRCNN on stripe noise removal can be attributed to the difference between the training data of SNRCNN and our striped data. In the training procedure of SNRCNN, the small intensity stripe noise is added on the clean training data. However, the stripe of various intensity is generated in our simulated data.
Next, we checked the ability of different methods in handling the EA and SSA. The Terra MODIS data S1 and S2 contain several extreme dark areas and some extreme stripes. Figures 7 and 8 display the destriping results. In addition to BM3D and SNRCNN, other methods can well eliminate stripe in normal intensity areas. Nevertheless, the recovery capability for SSA is distinct. Obvious stripe effects still exist in SSA for the GF-based, WAFT, UV, HUTV and SUV methods, as marked by the orange yellow rectangle in Figure 7c -g. These extreme stripes increase the variation of stripe along the stripe direction, which violates the original assumption of UV model. Thus, when we estimate stripe noise using variation (3), the stripe effect is easily generated in the SSA and EA. Our model can detect SSAs and inpaint them by a diffusion technique, and achieve better visual results with less undesired artifacts, as shown in Figures 7h and 8h .
In AVIRIS hyperspectral data (Figure 6c ), there are some small horizontal structures that are very similar to stripe noise. Figure 9 shows the corresponding denoising results. As can be observed, unsurprisingly, the UV, HUTV and SUV approaches smooth these details while removing the true stripe as shown in Figure 9e -g. Because these methods are local variation-based and the small structure's property has a high similarity with noise, they are easily treated as stripe noise and removed. As to the comparison results of data S4 in Figure 10 , besides BM3D and SNRCNN, other methods seem to succeed in preserving the large edge structure. However, the loss of the original image content is different. Figure 11 presents the stripe noise estimation results, and it can be easily observed that the GF-based, WAFT and HUTV methods wrongly remove some scene structures, as in Figure 11c ,d,f. By introducing the gradient sparse regulation, little superfluous and unwanted content exists in Figure 11h , indicating that our model shows better texture preservation capabilities and distinguishes more structure from the stripe noise. Although the GF-based method has a good preservation of stripe details capability in Figure 9c , it may fail when extreme dark areas exist as depicted in Figures 7c and 8c . Figures 12 and 14 display the complex stripe noise removal comparisons for S5 and S6. In Figure 12 , the stripe noise in the smooth area almost vanishes for GF based method, WAFT, UV, HUTV, SUV and WDSUV. However, some weak stripe trace still can be sensed from GF based and WAFT, as in Figure 12c ,d. Moreover, the GF based, WAFT and UV methods smooth some details in the complex area of S5, which can be inferred from the stripe estimation in Figure 13c -e. Table 1 lists the PSNR and SSIM results of different techniques for six simulated data. Our method outperforms the other techniques in both measures, indicating that the proposed model is robust for various kinds of stripes. The BM3D method even generates worse results than degraded images, indicating that the BM3D is not well suitable to the stripe noise removal problem. In addition, we adopted the mean cross-track index to measure the destriping performance of the proposed method. Figures 15 and 16 display the mean cross-track profile of different methods on the simulated data S3 and S4. The horizonal axis stands for the row number, and the vertical axis denotes the mean value of each row. We can observe a lot mild burrs in the curves of BM3D (Figures 15 and 16a) and SNRCNN (Figures 15 and 16b) , indicating that obvious stripe still existed. In Figure 15 , the output of the GF-based, WAFT, UV, and HUTV methods deviate significantly from the ground truth. To a great extent, this is because the stripe structure is also removed as noise. The curves of the SUV and WDSUV fluctuate around the clean image's data, whereas the result of the WDSUV is more coherent with truth than the SUV. In Figure 16 , the WAFT and UV exhibit over-smoothing curves, which means that some useful details are lost. Among these outputs, the WDSUV also has the best agreement with the original, demonstrating the perfect performance of the proposed model. To further illustrate the robustness of the proposed model, we also added both periodical stripe and nonperiodical stripe with different intensities and different proportions on images S1 to S4 in simulated experiments. The quantitative indices PSNR and SSIM values of eight comparison methods are presented in Tables 2 and 3 , respectively. We simulated the striped images in the same way as [25] and the simulated stripe generating code can be download from [50] . In the tables, r denotes the proportion of stripe noise in an image and the intensity means the mean absolute value of the simulated stripe lines. In the simulated data, if the gray values exceeded the range [0, 255], they were cut off. The highest PNSR and SSIM values are highlighted in bold. In general, the destriping performance of each method reduces as the noise levels increases and the proportion enlarges. With the increasing stripe intensity, the original content along the entire rows may be destroyed, which make it more difficult to recover the underlying image. Tables 2 and 3 show that the proposed WDSUV model achieves the highest PSNR and SSIM values than the state-of-the-art method in most cases. It should be noted that the GF-based method, WAFT, UV and HUTV output for S4 got lower PSNR and SSIM values than the degraded images when r = 0.1 and intensity = 10, as denoted by cyan color, can be attributed to these methods removing too much stripe like structure in S4 images. 
Real Experiments
Here, we conducted some experimental comparisons on real stripe noise contaminated remote sensing images. Four Terra MODIS data and two Hyperion data [51] were chosen with various extents of stripe noise. Figures 17a and 18a are two subimages from Terra MODIS data band 27. There are some EAs in Figure 17a and many SSAs in Figure 18a . The two images are seriously contaminated by detector-to-detector periodical stripe noise. In addition, two other MODIS data with a moderate level of stripe noise were selected. Figure 20a is a subimage cropped from Terra MODIS data band 28 with nonperiodical stripe and Figure 19a is degraded by periodical stripe that is cropped from band 30. Two Hyperion data with nonperiodical stripe are shown in Figures 21a and 22a, respectively. 
Visual Comparison
First, we tested the heavy stripe removal ability of the comparison methods. The visual quality of MODIS data R1 and R2 by the comparison techniques are provided in Figures 17 and 18 . As seen, the BM3D and SNRCNN do not show a proper destriping performance. The GF-based method also exhibits a poor destriping performance with some obvious residual stripes in Figures 17d and 18d because these stripes are so serious that they will not totally be separated when the GF is first used. Thus, some stripes are left and then are present in the final results. The visual effect of the HUTV method could be acceptable; most stripes vanish. Nevertheless, some small-scale details are also removed, as denoted by the orange yellow ellipse in Figure 17g , making the resulting image look flat. It appears to be difficult with the WAFT approach to keep the extreme dark domain, as pointed out in Figure 17e , because the latent noise is saturated by an extreme area, and artifacts appear when there is an extremely estimated stripe in these areas. In the SSAs, stripe effect is generated in most of the state-of-the-art methods, including the SUV, as presented in the zoomed patches in Figures 17 and 18 . On the other hand, the proposed WDSUV model eliminates most stripe noise with a faithful details' preservation property. Moreover, due to a rational weight was designed for the EA and SSA, the proposed model contains less artifacts in these special regions than compared approaches, as displayed in Figures 17i and 18i .
Figures 19 and 20 display the moderate level stripe estimation comparison. In each method's result, the top part is the destriping result, and the bottom part is the corresponding stripe noise estimation. To provide a better visualization, these estimated stripes are linearly stretched to range [0, 255] . Generally, besides BM3D, most noise is removed by most methods. However, the blur degree and noise estimation ability of these methods vary. Some tiny stripes remain in the GF-based method, as marked in the orange yellow ellipsoid in Figure 20d . For the UV and HUTV methods, the blur effect appears in the structure similar to stripe, as in Figures 19f,g and 20f, g. The SUV model can estimate the most stripe noise. Unfortunately, some tiny horizontal details are also removed, resulting in details loss, as displayed in Figures 19h and 20h . Observing the estimated stripe noise in Figures 19 and 20 , we can discover that our WDSUV model generates a more regular stripe image than the other state-of-the-art methods, demonstrating that the proposed model has a better stripe noise estimation ability.
Furthermore, we tested the performance of proposed model on Hyperion data corrupted by various nonperiodical stripe noise. Figure 21a is a subimage of Hyperion data band 35 with few stripes corrupted, while relatively many stripes exist in band 135, as displayed in Figure 22a . Figures 21 and 22 display two comparisons by the different methods. As seen, in addition to BM3D and SNRCNN, most methods can remove the stripe noise in Figure 21a . Unfortunately, some image context is removed by the GF-based, WAFT and UV methods, as denoted in Figure 21d -f. Obviously, the SUV and our WDSUV's estimation for data R5 are much cleaner and more sparse than other techniques. However, the SUV cannot recognize the stripe-like structure and smooth them as noise, as denoted in Figure 21h . The excessive estimation also exists in the GF-based, WAFT, UV and HUTV methods for second Hyperion data R6, as shown in Figure 22d -g. In each result, the top part is the destriping result, and the bottom part is the corresponding stripe noise estimation. 
Qualitative Analysis
In this subsection, the qualitative analysis for real-world striped images is illustrated. There is no clean image as a baseline, and we here adopt three nonreference indices, i.e., the MICV, the MMRD [24, 28] and the mean cross-track profile in real data experiments. The index MRD measures the relative distortion of original subarea, expressed as:
where Y(u, v) stands for original subarea pixel value at (u, v) and X(u, v) denotes the destriping result pixel value at (u, v). Then, the MMRD is the mean of some subareas' MRD values. Usually, the small patch that contains a sharp edge is selected to calculate an MRD index. The ICV index measures the smoothness of a homogenous region, written as:
in which X denotes a small region after destriping. M(X) is the mean of X and Std(X) is the standard deviation of window X. MMRD denotes the mean of MRD values of some patches. Generally, the larger MICV index and the smaller MMRD index mean a better destriping performance. Figure 21h . Figures 23-25 display three examples of mean cross-track profiles for Terra MODIS data R1, R3 and R4. The horizontal axis denotes the row number and the vertical axis represents the mean value of each row. As can been seen, the BM3D and SNRCNN show a weak destripng ability that the results' curves are similar to the original degraded images'. In Figure 23 , the WAFT shows an oversmoothing profile in Figure 23e , which means that many underlying details are lost. Some obvious fluctuation in the GF-based method (Figure 23d ) and the HUTV curve (Figure 23g) indicates that some residual stripes still exist. On the other hand, the profile of the proposed method (Figure 23i ) can smooth the huge fluctuation and keep the underlying details. In Figures 24 and 25 , the GF-based, WAFT, UV and HUTV methods all exhibit oversmoothing profiles, which means that some useful details are also removed. The difference of the mean cross-track profiles between the SUV and the WDSUV, such as in Figure 24h ,i, is not obvious. It is mainly attributed to the fact that the mean of the overestimated structure by the SUV is too small to be sensed. 
Discussion
Analysis of Parameters
For a destriping optimal model, it is difficult to set the unify parameters to handle all types of stripe noise. Researchers usually turn the parameters empirically according to the stripe level and image content. In this paper, there are mainly three regularization parameters in the proposed WDSUV destriping model (9): λ 1 , λ 2 and λ 3 . Generally, strong stripes prefer a large λ 1 . The regular stripes need a large λ 3 . If stripes are dense, the λ 2 should be small. Moreover, the interaction among the three parameters should not be ignored, and a combination of parameters will provide a satisfied result. However, determining the relationship between the parameters and the result is not an easy task, and may need many calculations. Here, we adopt the same strategy in [26] that tunes one parameter while others are fixed to analyse the relationship. We evaluate the PSNR values as a function of λ 1 when λ 2 and λ 3 are fixed. Then, we adjust parameters λ 2 and λ 3 in the same manner.
In the experiment, a clean subimage was cropped from MODIS data. After adding the artificial stripe noise, we calculated the PSNR values while tuning the three parameters, respectively. Figure 26 shows the experimental results. The PSNR values of the WDSUV model corresponding to λ 1 , λ 2 and λ 3 are presented in Figure 26a -c, respectively. In terms of λ 1 , the PSNR has a rising trend in interval [0.05, 0.1]. However, it is much reduced when λ 1 increases further. In Figure 26b 
Limitation
In this paper, we have designed double sparsity regulations to distinguish (stripe) texture from stripe noise. It proved to retain some small scale structure, whereas the small scale stripe noise are also prone to be kept in the destriping result. One failure example is shown in Figure 27 . An optional way to reduce this disadvantage is to reduce the value of parameter λ 3 in (9). However, how to distinguish the tiny stripes noise and small details similar to the stripe still needs to be solved, and we will endeavour this task in the future. 
Conclusions
In this paper, we presented a new model for the remote sensing images stripe noise removal problem. It incorporates the double sparsity property, i.e., the global sparsity and the unidirectional gradient sparsity, of stripe noise into a unidirectional variation framework. Furthermore, to reduce artifacts in the extreme area and extreme stripe, a rational weight was designed in different regions. The efficient ADMM algorithm was employed to solve the optimal model in an iterative procedure. We simulated types of stripes on clean data with various content. In particular, some images contain structures similar to stripe and extreme areas. We also collected some real typical striped remote sensing images with complicated structures to testify the performance of the proposed model. Both subjective and objective quantitative measures were employed to compare the destriping ability of the different methods. Experimental results of both simulation data and real noise corrupted data demonstrate that the proposed model achieves a better destriping performance than the state-of-the-art methods, in terms of noise removal, small structure preservation and less undesired artifacts introduced. 
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