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I. INTRODUCTION 
This presentation is a companion to the paper, “The Existence of Periodic 
Solutions of f’(x) = - af(x - 1) (1 + f(x)},” also being published by the 
author in this journal. The associated publication [4] is concerned primarily 
with establishing the existence of nonconstant periodic solutions of the 
equation 
f’(X) = - Ef(x - 1) (1 +m>, (1.1) 
for each 01 > 97/2, and the general properties of these solutions. This work, 
on the other hand, is concerned with more quantitative properties. Bounds 
on amplitudes, the distribution of zeros, and other results restricting the 
behavior of solutions of (1.1) are discussed. In addition, a number of experi- 
mental results, obtained with the aid of a computer, are presented and 
strongly support a conjecture of asymptotic stability for the manifold of 
periodic solutions of (1.1) with respect to an appropriate class of initial 
functions. 
As indicated in [4], (1.1) and closely related equations occur widely in 
applications. References 2, 7, and 8 point out the occurrence of (1.1) in the 
application of probability methods to the distributions of prime numbers, 
and [3] discusses its appearance in a mathematical description of a fluctuating 
population of organisms. It is also encountered in describing control systems, 
and quite similar equations arise in economic studies of business cycles; see [l]. 
As in [4], we specify that if $I is a real valued, bounded, and Lebesgue 
integrable function defined on (- 1, 01, then a functionfsuch thatf(x) = d(x) 
for x in (- 1, 0] and 
for x > 0 is referred to as a solution of (1.1) corresponding to the initial 
function #. 
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The formula 
f(x) = [l +f(O)l exp I- 0~ j'-if(t) dt/ - 1, 
-1 
which occurs in [7], reveals the existence and uniqueness of a solution cor- 
responding to each such initial function, and the equivalent formula, 
f(x) = [I +f(x - l)] exp I- N If:.#) dt/ - 1, (1.2) 
for x > 1, is useful in the development to follow. Another useful form is 
obtained relative to an arbitrary zero z off. In this case we obtain the expres- 
sion. 
f(x) = exp 1 - LY j+lf(t ) dt 1 - 1. 
2-l 
(1.3) 
II. PRELIMINARIES 
C[- 1, 0] is defined to be the metric space consisting of the set of all 
continuous functions defined on the interval [ - 1, 0] together with the 
metric, ~(43,#3) = max, (1 +1(x) - $s(x) I}, defined for arbitrary & and 4s 
in this set. S C C[ - 1, 0] is defined to be the set of continuously differentiable 
functions such that 4 in S implies 4( - 1) = 0, 4(x) + 0, 0 5 4 5 e” - 1, 
and 0 2 4’(x) 5 orea. {z,($)}, n = 1, 2, *se, where al(#) < ~~(4) < **a will 
denote the set of zeros of the solution of (1.1) corresponding to an initial 
function 4 in S, and when there is no danger of confusion the notation {zn} 
will be used for {aJ$)}. U n ess 1 otherwise specified f will be understood to 
denote a solution of (1.1) corresponding to an initial function in S. This 
is not a necessary restriction of solutions, but a sufficient and convenient 
one for our purposes. 
From results obtained in [7], we know that a solution f of (1.1) corres- 
ponding to an initial function in S has the following properties: 
(2.1) a > 0 and x > 0 imply - 1 <f(x) < ea - 1. 
(2.2) For ~1> e-l, {z~($)} is a countably infinite set and z,+~(+) - x,($) > 1 
for all n. 
(2.3) For 01 > e-l, {an(+) + 1) is the complete set of zeros off ‘. 
(2.4) If  01 > 1 and ] f(zn($) + 1) 1 is sufficiently small, then zn+r($) - 
%z(d> < 3. 
(2.5) For 01 > r/2, f  oscillates about the x-axis but does not tend to zero 
as x--+*. 
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Moreover, from the results presented in [4], we have the following addition- 
al properties: 
(2.6) Let a: > 0, and let xi and x, be two points such that X, > x1 > 0. 
Then 
and 
f(Xl> = f(%) if and only if I 
;;j(u) j(u - 1) du = 0. 
(2.7) If  01 > e-l, then z,+r - z, = 1 + 1 Bn I/j h?, 1 for n = 1, 2, **a, 
where an and fin represent the mean values of f(x) on (x, - 1, a,) and 
( % &L+1 - 1) respectively. 
(2.8) For 01 > 1, sup (zn+r($) - ~~(4) : 4 in S and n = 1, 2, ***} is finite. 
(2.9) For LY > r/2, f  can not approach zero over any interval (x - 1, x), 
as x-03. 
For convenience in the graphical presentation presented throughout we 
define the following list of constants: 
a1 = 1.58 a5 = 2.25 
LU, = 1.6 a6 = 2.5 
ag = 1.75 a, = 2.75 
a, = 2 cy$j = 3 
Also it is convenient to define the parameters 
and 
y  = exp (j3 - e-2a), 
where LX is the parameter of (1.1). The quasi-exponential function exp* is 
defined by the formula, 
exp* (x) = 1 + Wzl --& = 1 + fz q di. 
0 
(2.10) 
In concluding this section and before proceeding to more quantitative 
considerations, we present two simple lemmas revealing further general 
properties of solutions of (1.1). 
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LEMMA 2.1. Let (Y > e-l, let z, and z~+~ be arbitrary successive zeros off, 
and let h, = z,+~ - z,. Then h, = 1 + 1 iI& l/j && 1 where i@,, and iI& 
denote the mean values of f(x) on (x, - 1, z,) and (z,, z,+~ - 1) respectively. 
I f  f(x) > 0 for x in (z,, z~+~), then M, = exp (a ( I@,, I} - 1, where M, 
denotes the maximum value of f(x) on (z,, z,+J, and 
A n = 1 + log (1 + M,} 
aA& 
. 
If f(x) < 0 fur x in (x,, z,+~), then m, = 1 - exp {- ori&}, where - m, 
denotes the minimum value of f(x) on (z,, z,+~) and 
h n = 1 _ log (1 - m,) 
01 I an I 
PROOF. X, = 1 + 1 J& I/I ii?,, 1 by (2.7). By (1.3) 
f(% + 1) = exp I- 01 ,lnw,f(t) dt/ - 1 
” 
and f(x) > 0 on (z,, z,+~) and (2.3) imply f(z, + 1) = M,. (2.2) implies 
&, = ~~~mlf(t) dt and f(x) > 0 on (z,, x,,,) implies & is negative. Hence 
M, = exp {a I if& I> - 1, 
I Ipr, I = L log (1 + M,}, and 12 h = 1 +Wl +WJ , 
a aii& 
forf(x) > 0 on (z,, zn+l).f(x) < 0 on (z,, z,+~) and (2.3) implyf(x, + 1) = 
- m, and & positive. Hence 
m, = 1 - exp { - &In}, 
i@, = - -!- log (1 - m,), and n h = 1 _ 1% (1 - %J 
a 4@nl * 
LEMMA 2.2. Let zk in {z~} be such that f(x) > 0 fur x in (q, z~+~). Then 
there exists x1 in (zkeI + 2, xk + 1) and x2 in (xk + 1, zk + 2) such that 
f”(xl) =f”(xJ = 0. Also f”(x) # 0 for x in [xk + 2, z~+~ + 21, and ;f 
f”(xJ = 0 and x1 > 2, then f(xl - 2) < 0. 
PROOF. Differentiating (1.1) we have 
f”(X) = - afyx - 1) [l + f(x)] - af(x - l)f’(x) 
= a”(f(x - 2) [1 +f(x - 111 + [f(x - 111”) [1 +fwl* 
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Since [I +f(~ - l)] > 0 by (2.1),f”(x) = 0 if and only if 
f(x - 2) [l +f(x - I>] + [f(x - l)]” = 0. 
Obviously then f”(q) = 0 and x1 > 2 imply f(xi - 2) 5 0. Since by (2.2) 
the distance between zeros off must exceed one, it follows thatf(x, - 1) < 0 
under these conditions. Now for x in [xk + 2, zk+r + 21, clearly f(~ - 2) 2 0 
by hypothesis. Hence f”(x) # 0 in this interval. We have by (2.3) that 
f’(Zk-1 + 1) = f’(Zk + 1) =f’(Zk+l + 1) = 0, so there must exist x1 in 
(q-r + 1, zk + 1) and x2 in (zk + 1, x~+~ + 1) such thatf”(xr) =f”(x2) = 0. 
Since f”(x) does not vanish on [zk + 2, st+r + 21, x2 must be contained in 
(xk + 1, zk + 2). Sincef(x - 2) 2 0 for x in [zk-r + 1, zk-r + 21,7’(x) can 
not vanish in this interval, so x1 is in (xk-r + 2, zk + 1). 
III. BOUNDS AND OTHER RESTRICTIONS ON BEHAVIOR 
The fact that solutions of (1.1) for f(0) > - 1 are bounded from below by 
- 1 but approach - 1 along an interval of increasing length as a increases 
makes it possible to construct rather precise and easily computed bounding 
functions. These functions are exhibited in the following theorems. 
THEOREM 3.1. Let 01 > e-l and let .zk in {zn} be such that f(x) > 0 on 
( zk, x~+~). Let pr(u) = eaU - 1 and 
p,+,(u)=exp/--aIIpi(t-l)dt\-l 
for real u and i = 1, 2, *a’. If zk 2 i, then f(x) > p,(x - zk) for x in [i, z,), 
f(x) < p,(x - qJ for x in (zk, xk + 11, and f(X) <p,(l) for x 2 zk+ 
p2(ff) = exp {au + e? - e’x(U-l)} - 1, 
p,(u) = exp {au + exp {/3 - ea(u-2)} - y} - 1 
and 
A(u) = exp {au + exp (201 - r> 
X (exp* {exp {/I - ea(u-3) }} - exp* {exp {p - e-3a}} + eC3& - ea.(U-3))} - 1. 
For i = 1, 2, ..a, pi(u) monotonically approaches - 1 as u -+ - 00 and 
p,(o) = 0. - 1 <p,(u) < P,+~(u) < 0, for u in (- 00, O), and 0 < P,+du) < 
p,(u) < ea - 1, for u in (0, I]. 
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PROOF. By (2.1) f(x) > - 1 for x I 0. Hence 
‘(4 f 
1 +f(x> < OLy 
s zk f’(t) dt < cx(Xk - x), e 1 +fw 
1% u +fw> > 4x - 4 
and 
f(x) > ea’z-*k) - 1 = pl(x - ZJJ 
for x in (1, zk). For x in (zk, xk + 1) we have, 
s x f’(x) ___ ax < a(x - Xk), Zk 1 +f(x) 
and 
f(x) < ea’s-zk) - 1 = p,(x - ZJJ. 
Now f(x) > 14x - +) on (1, zk) implies f’(x)/[l + f(x)] < - c@,(x - Xk) 
for x in (2, xk + 1). Hence 
zk f'(t> dt < - a j*' p& - xk - 
1 +f(t) 
1) dt, 
0 z 
and 
log (1 +f(X)> > - aj;kPl(t - % - 1) dt, 
f(X) > exp I- ~jjkP& - 
for x in (2, xk). On the other hand for x in (zk, zk + l), 
s D mdt<eo:jz Zk 1 +f(t) p(t - xk - 1) dt, Zk 
and 
Therefore by a simple induction argument, it follows when zk 2 i that 
f(x) > Pib - 23 f or x in [i, xk) and f(x) < p,(x - xk) for x in (zk, zk + 11. 
In addition, since by (2.3) f(zk + 1) is th e maximum value of f(x) in (xk, zk+l), 
f(x) < pi( 1) for all x 2 zkel. 
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Using the formula 
p3(u) = exp I- (Y 11 (ea(t-l) - 1) dt 1 - 1, 
it is easily verified that 
p3(u) = exp (1~24 + e-a - ea(“-l)} - 1. 
Similarly, we compute 
p3(u) = exp I- 011: (exp {a(t - 1) + e-a - ea(t-2)) - 1) dtl - 1 
= exp (0124 + exp {/3 - epL(“-2)} - r> - 1, 
where /3 and y  are as defined in the previous section. 
Finally 
p4(u) = exp [ - 01 ,I (exp {a(t - 1) + exp {fl - eatt-s)} - r> - 1) dt[ - 1 
= exp 10124 + exp (201 - r} J”I (- olea( t-3)) 
X exp {exp (18 - eax(t-3) Hdti - 1 
= exp [au + exp (201 - r} 11::: z dy(t) 1 - 1, 
where y(t) = exp {/I - ea(t-3) }. Hence using (2.10) it follows easily that 
p4(u) = exp (1~24 + exp (201 - r} (exp* {exp {/I - eQ(u-3)}} 
- exp* {exp {/3 - e-3a}} + e-3a - ea(u-3))) - I. 
It is easily observed that pr(u) monotonically approaches - 1 as u -+ - 03. 
If  p,(u) monotonically approaches - 1 as u--t - 03, then obviously 
.f&(t - 1) dt - 03 as u + - 00, and consequently p,+r(u) monotonically 
approaches - 1. Hence it follows inductively that p,(u) monotonically ap- 
proaches - 1 as u + - ~0 for all i. Clearly p,(O) = 0 and - 1 <pi(u) < 0, 
for u in (- 00, 0). It is easily demonstrated that ps(u) > pr(u) for u in (- 03, 0). 
Thus 
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Again, therefore, it follows inductively that pi+r(u) > p,(u) for u in (- 03, 0) 
and all i, so we have - 1 <pi(u) < p,+r(~) < 0. Similarly pi+r(u) < P,(U) 
for u in (0, 11, so we have 0 < p,+r(~) < p,(u) < p,( 1) = eU - 1, for u in 
(0, 11. 
The functions pi(u) defined in the previous theorem are of interest not 
only for their bounding properties relative to solutions of (l.l), but also for 
the fact that for i 2 3, they yield increasingly precise approximations of the 
periodic solutions of (1.1) as determined numerically. In Fig. 1, p4(u) is 
FIG. 1 
plotted between 0 and its second positive zero for 01 = (~a, LYE, a*, and 01~. The 
solid line graphs are those of p4(u) and the dotted line graphs are those of 
numerically computed periodic solutions of (1.1) for corresponding CL 
For 01 in the range from 7r/2 to 2, it is possible to construct lower bounds 
for f(x) significantly above - 1. In this situation the following corollary to 
Theorem 3.1 is useful. 
COROLLARY 3.2. Let 01 > e-l and let zk in {zn} be such that f(x) > 0 on 
( zk, z~+~). Ako let - mi > - 1, for i = 1, 2, *a. be a lower bound for f(x) on 
(G - i - 1, ~4, 
ql(ml ; u) = eamlu - 1, 
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and 
1 s 
32 
4i+l(mi+l; 4 = exp - 01 oqi(mi;t - l)dt - 1 
I 
for real 24. If x 2 i + 1 then f(x) > qi(mi; x - zk) for x in [zk - 1, zk), 
f(x) < qi(mi; x - zk) for x in (zk, xk + 11, and f(x) < qi(mi; 1) for x in 
(zkAl, zk+J. If - m is a lower bound for f(x) as x + 00, then lim,,m qi(m; 1) 
is an upper bound for f  (x) as x + 00. 
q2(m2; u) = exp 1 au + & eemzx(l - fFau) 1 - 1. 
For i = 1, 2, *a*, qi(mi; u) monotonically approaches - 1 as u -+ - 00 and 
qi(mi; 0) = 0. - 1 < 4i(mi i U> < 4i+l(%+l; u) < 0, for u in (- 03, 0), and 
0 < 4i+dmi+l; u) < qi(mi; u) < eaml - 1, for 24 in (0, 11. 
PROOF. With the exception of a few simple and obvious modifications 
this corollary may be proved using essentially the argument used for Theo- 
rem 3.1. 
THEOREM 3.3. Let 01 >= ~~12 and let xk in {zn} be such that f(x) > 0 on 
@k, %k+l ). I f  &’ denotes the mean value of f(x) on (zk+l - 1, zk), then 
M < M,(p) = (2 - p) ep-l + -e L xp{ol+fl-ea--1) 
(exp* {eQ} - exp* {exp [/3 - ea(p-2)]} + ea(pd2) - e-=) - 1, 
where p is the first positive zero of 
Pi(u) = (cd24 + eta - 1 + exp [/I - eaCue2)] - el} - 1. 
Also ;f 
p*=1+ B-1 
ea - (q-1 - 01 ' 
then p* < p and M < M,(p) < M,(p*). For all x 2 xk, 
f(x) > exp {- aMI( - 1 > exp {-- cd4,(p*)) - 1. 
I f  m < 1 is a bound for /f(x) 1 on (xkel, zk), then 
@iM(m,p,)=(2-pJexp/ar-k(l -e-ma)/ 
+-&exp/2o:--k(l -ee-“OL)-ea! 
X (exp* {eaj - exp* {exp {/I - ea’fm-2))) + ex’PmF2) - e- ) - 1 
DIFFERENTIAL-DIFFERENCE EQUATION 449 
where pm is the Jirst zero greater than one qf 
Pm(u) = 1 (~24 - d (1 - e-mtx) + exp [p - ea(u-2)] - ea 1 , 
and 
f c%+1 + 1) > exp { - aM(m, pm)> - 1. 
PROOF. By Theorem 3.1, f(x) < p,(x - zk) for x in (zk, zk + 11. Hence 
f’(x) > - @,(x - xk - 1) [I + f(x)] for x in [zk + 1, zk + 21. Let F(x) 
be the solution of the differential equation 
F’(x) = - ap,(x - .zk - 1) [l + F(x)] 
with the condition that F(z, + 1) = efl-l - 1 = p2( 1) imposed. It is easily 
verified that this solution is Pl(x - ,zk). Since it can be demonstrated that 
P,(2) < 0 for 01 2 n/2, it follows that p < 2. Clearly then f(x) < 
Pl(X - zk+l + p) for all x in [zk+r - p + 1, zk]. Since f(x) is bounded by 
eb-l - 1 on (zk, zk+J, we have that i@ < (2 - p) (ep-l - 1) + jr PI(u) du. 
Carrying out the indicated integration, we can observe that A4 < M,(p). 
Considering pr(u) on [- 1, 0] as an initial function we have that f*(u) = 
P2W andf*(u) = Pl( u represent the corresponding solution of (1.1) for u in ) 
[0, l] and [I, 21 respectively. Thus using (2.7) we have that 
1 y1Pl(4 du / 
p=lf- lM*l ’ 
where M* denotes the mean value off*(u) on (0, p - 1). p < 2 implies 
Hence 
1 M* ( < j+‘f*(u) du < /;f *(u) du. 
0 
s 
0 
I P&4 I du 
p - 1 > -lr 
i 
and, integrating, we have 
oP2(4 du 
p-l> B-l =p*-l* @ - eB-1 - 0~ 
Clearly then 
hi’ < (2 - p*) (efl-’ - 1) + i”’ PI(u) du = M,(p*) 
1 
and M,(p) < M(p*). Using (1.3) it follows immediately that 
f(x) 2 f(zk+l + 1) > exp {- ~J%(P)) - 1 > exp {-- ~WP”)) - 1 
for x 2 zk. 
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If m < 1 is an upper bound for If(x) ( on (zk-r, zk), then, by Corollary 3.2, 
f(zk + 1) < exp 01 - $ (1 - e-ma) i - 1. 
1 i 
Since f’(x) < - c&(x - xk - 1) [ 1 +f(x)] for x in [zk + 1, zlc + 21, we 
consider the solution of F’(u) = - ap,(u - 1) [l + F(u)] which equals 
exp {a - (l/m) (1 - e-ma)} a u = 1. It is simply demonstrated that this t
solution is Pm(u). Also by essentially the same argument used with PI(u) 
it follows that there exists pm < 2 which is the first zero of P,(u) greater than 
one andf(x) < P,(x + p,,, - zk+i) for x in [zk+i - pm + 1, xk+J. From these 
results one easily shows that 
@ -c (2 - PA jexp IL&l -e-““)I - 1) +/;P,(u)du. 
Evaluating the integral involved we obtain the result that i@ < M(m, pm). 
Using (1.3) we conclude that 
f(~ + 1) > exp {- aWm, pm)) - 1 > exp {- cJf(m, P,~)> - 1. 
Using the recurrence formula 
%+I = 1 - exp {- aM(mi, pm,>> 
one can obtain improved lower bounds for solutions of (1.1) for particular 
values of 01. This improvement is more significant for OL in the range from 
7r/2 to 2 than for larger values. These bounds can be used for the parameters 
mi in the qi functions, as defined in Corollary 3.2, to yield better estimates of 
the periodic solutions of (1.1) than the pi functions of Theorem 3.1. 
THEOREM 3.4. Let 01 2 n/2, let zk in {zn} be such that f(x) > 0 on (zk, 
zk+J, and let x* in (zkP1 + 1, xk) be the first point such that f(x) sf(z*) 
for x in (x* - 1, x*). Let 
1 f(xk - 1) / = a,, zk - A* = max {zk - 1, x*}, cd* > 1 
and 
Then 
1 f(z& - A”) 1 = a*. 
a* > a* = 1 _ e-(crl*-l) 
1 
and, furthermore, each successive iteration of the recurrence formula 
aAl = 1 - exp {- &*a,*} represents an improved lower bound for a*. 
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If Zk - Z&-l 2 3 or f(x) 5 f(Zk - 1) for x in (Zk - 2, Ik - l), the?2 
A* = 1 and a* = a,. f(x) < exp ,a,(~ - zk)] - 1 < exp [MZ& - xk)] - 1 
for x in [xk - 1, x,J and all i. Also, 
f(x) > exp 1 f~(x - xk) + f eP*.( 1 - ea1acz-a8’) 1 - 1 
> exp 
i 
0(x - zk) + f e-‘Td*( 1 - ea;crcz-z~)) 1 - 1 
I 
for x in (xk, zk + l] and all i. 
PROOF. f(x) 5 a* for x in (x* - 1, x*) implies by our functional relation 
that f’(x) > aa*[l + f(x)] for x in [zk - A*, zk]. Hence we have 
s zk f’(t) ~ dt > ola*(x, - x), 1 +f(t) - log [l +f(x)] > aa*& - x), z 
and 
1 
1 +f(x) ‘e 
aa* (sm-2) 
’ 
for x in [zk - A*, zk]. Thus it follows that 
eaatA*(l - a*) - 1 < 0. (3.1) 
Considering h(x) = eUA*m(l - X) - 1, we observe that h(O) = 0 and 
h(l) = - 1. By differentiating it is easily demonstrated h(x) takes on a 
positive maximum value at x = 1 - (I/&*) and is positive for x in 
(0,l - (I/&*)]. By (3.1) therefore, a* > 1 - (l/ah*). Rearranging (3.1) 
we have 
a* > 1 - e-cd*a*m (3.2) 
Substituting 1 - (I/&*) for a* in the right hand side of this inequality we 
conclude that 
a* > 1 -e-kd*-l) = q. 
Now consider the recurrence formula 
u;+l = 1 - exp {- &*a:}. (3.3) 
Since a: > 1 - (l/&I*), it follows that at > af and by induction {a:> is a 
monotonically increasing sequence which by (3.2) is’bounded above by a*. 
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Hence each successive iteration of (3.3) re p resents an improved lower bound 
for a*. 
If zk - xk-i 2 3, thenf(x) 5f(zk - 1) for x in [z, - 2, x, - I] by (2.3). 
Hence h* = 1 and a* = a,, and it follows that 
and 
for x in 
f’(X) 
1 +f(x) > ola1Y 
s 
zk f’(t) ___ dt > aa,(z, - x), 
e 1 +f(t> 
- log (1 +f(x)> > - q(x - G), 
f@) < e-w~-d - 1, 
- 1, zR). Obviously then, since a, > a:, 
f@) < pus-zd _ 1 < pf(w) _ 1 
for all x in [ak - 1, zk) and all i. Also using (1.3) we have 
f(x) > exp [ - OL j, (e-aal(t-zk-l) - 1) dt/ - 1 
z (e-cuzf(t-z~-l) 
Zk 
for x in (zk, zk + 11. Hence it is easily computed that 
f(x) > exp 1 ,(x - zk) + $ ePal[ 1 - ezal(z-zk’] 1 - 1 
> exp CX(X - zk) + k eeaaf[I - eaQ;(z-zk)] 1 - 1 
1 : 
for x in (zk, xk + l] and all i. 
Let ii(a) denote the limit of the sequence {d,(a)} where 
n,(a) = 1 - &a-l) and ti,+l(a) = 1 - exp { - &,(a)} 
for i > 1. That is, G(a) is such that 
ii(a) = 1 - exp {- &(ol)}. 
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Using Theorem 3.4 we have that whenever f(x) > 0 on (xk, z~+~), and 
fk) Sf(% - 1) f or x in (zk - 1, zk - 2), then f(zk + u) > H(u), for u 
in (0, 11, where 
H(a; 24) = exp 101~ + & f~-““(~)( 1 - edfclJu) 1 - 1. 
It is interesting to compare this lower bounding function with the upper 
bounding function p, and with numerically computed periodic solutions of 
(1.1) for corresponding CY. This is done for 01 = 01a, CQ, LX&, and olg in Figure 2. 
FIG. 2 
----- 
In each curve grouping labeled by an 01 value the upper curve is that of p, 
and the lower is that of H. The middle dotted line curve, when it is distin- 
guishable from the p4 curve, is that of the corresponding numerically com- 
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puted periodic solution. The rZ values for 01 = (as, (Ye, 01s, and ~ys are 0.7127, 
0.7968,0.8534, and 0.8926 respectively. 
THEOREM 3.5. Let OL 2 r/2, let xk in {z,} be such that f(x) > 0 on (z,, 
xk+& Let x = zlefl - zko ! !  = zk+Z - zk+l, m = I.&k+l + 1) 1, and 
II = If(&+s - 1) I. Then 
x > 1 + + ( log [;;;(l)l) > 1 + a ( ,“-r--l, ) 
1 
for i = 2, 3, *.., and OL 2 2 implies x < 2. X < 2 + (ep-l - 1)/a and 
d < max {3,2 + pi(I)/a> for i = 1, 2, e-q. Also 
/\>*~*og(*--m),*_*og(*--a)>*_ log(l-aat) >1+’ = arm au aai* f a 
for i = 1, 2, a**. 
PROOF. By Lemma 2.1 
1 = 1 + log i1 + Mk) 
&k 
where Mk denotes the maximum value of f(x) on (zk, zr+J and Mk its mean 
value on (zk, zk + 1 - 1). Since log { 1 + M,}/M, is a monotonically 
decreasing function of M,, it follows by Theorem 3.1 that 
x > 1 + ; (log {l$(l)j) > 1 + $ (g-4) 
z 
for i = 2, 3, ***. 
BY (2.6) 
I 
ze+l-1 
f(u) du = 0, and zk-l 1 = f::+, I f(u) I du/s:;+‘-’ f(4 du. (3.4) 
Let S* C C[zk - 1, zk] be such thatg in S* implies g is monotone increasing, 
- 1 <g(x) < 0 for x in [zk - 1, zk] and g(.zJ = 0. A, considered as a 
functional defined on S*, is clearly continuous. Also it is easily demonstrated 
that there existsg in S* such that x(g) < 2. For example, ifg(x) = p,(x - z,), 
then x(g) < 2. Hence assuming there exists g in S* such that x(g) 2 2 implies 
there exists g* in S* such that x(g*) = 2. 
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By (3.4) we have 
and using (1.3) we conclude that 
and 
cs::” lg*tu - 1) I du)? 
x (1;:” I g*(u - 1) I d”) - (j::” I g*(u - 1) I du) 1 
Now exp {a sIk I g*(t - 1) I dt} monotonically increasing and I g*(u - 1) 1 
monotonically decreasing on [zk, xk + 1] imply 
I MS 
z&+1 
I g*(t - 1) 1 dt du zn I g*tt - 1) I d’) 
Z~/~~exp/~/~k 1 I g*(t - 1) I dt a I g*(u - 1) / du 
1 
( 11 
Zbfl 
= - exp ~1 
01 zk. lg*tt-W+-1). 
Hence letting A = JIi” I g*(t - 1) I dt and using (3.5) we have 
l < (l,cx) (,.AA 1) - A 
where0 <A < 1. 
(3.6) 
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Rearranging (3.6) we conclude that 
ed - 1 < clA + cJ2 
which is impossible if 01 2 2. Hence 01 2 2 implies x < 2. 
Now by (2.6) 
and 
s ~~~~~lj(x) dx = - j:::-‘f(x, dx. 
Hence, using Theorem 3.1, we have p,(l) > (4 - 1) iii and 
&l<P,(‘), fi (3.7) 
where P denotes the mean value off(x) on (zk+r, ah+2 - 1). We now suppose 
that X 2 3 and using (2.3) we have that 
Thus substituting in (3.7) we have 
(A _ 1) <Pi(l) !! - 1 
TX-2 i 1 
and 
Substituting p,(l) = eb-l - 1 in (3.8) we have 3 < 2 + (efl-r 
By Lemma 2.1 we have A = 1 - log (1 - m)/c&. Hence 
(3.8) 
1)/a. 
(3.9) 
Considering the function g(x) = 1 - log (1 - x)/a it is easily verified that 
g’(x) > 0 on (0, 1). Therefore, g(x) is monotonically increasing on (0, 1) and 
we observe that g(0) > 1 + l/or. Using (3.9) it follows trivially that 
x > 1 _ log (1 - 4 2 1 _ 1% (1 - a> > 1 + r . urn - ola a 
DIFFERENTIAL-DIFFERENCE EQUATION 457 
The following theorem characterizes the behavior of solutions of (1.1) as (Y 
becomes large. 
THEOREM 3.6. Let + in C[- 1, 0] b esuchthat+(-l)ZOund+(x)>O 
-for x in (- 1, 01, and let f denote the solution of (1.1) corresponding to q5. 
Let K,, Q, Ed, and K, be arbitrary positive constants. Then for 01 su$iciently 
large f(x) is greater than KI at every positive relative maximum and 
X2n+l - x2n < 1 + E1 for n = 1, 2, **a. Moreover, f(xj is less than - 1 + l a 
at every relative minimum point and zZn+2 - zZn+l > K, for n = 1, 2, a**. 
PROOF. We have the formula 
f(x) = [l +f(O)l exp I- a jI1 $(t) dt/ - 1. 
Hence clearly there exists a constant cr such that for 01 2 cr > 2, 
.f(% + a, < - 1 + 9’ 
If z2 - zr 5 i, then f(x) < - 1 + l 2 for x in (z2 - $, z2 
f’(x)/[l + f(x)] > CZ( 1 - l 2) for x in [z2 + a, z2 + &. Then 
1% 11 +f(x)> > 4 - l 2> x, 
and 
f(x) > e 
au-r~)b-2,-1/4) _ 1 
- i), and 
for x in [z2 + s, z2 + $J. Since f  must be monotone increasing on (z2, z2 + 1) 
by (2.3), we have f(x) > e(a/4)(1-f2) - 1 for x in (zZn + &, ,a,,, + 11. On the 
other hand, if z2 - x1 > 8, then by theorem 3.4 we have that there exists 
c2 > cr such that f(z2 - & < - 1 + c2 for all 01 2 c2. Hence 
f’(x)/[l + f(x)] > 01(1 - Q) for x in [x2 - 1, z2], andf(x) > ea(l-Ez)(m-zz) - 1 
for x in (~a, x2 + 1). Let h(a; x) = ea(1-rz)(z-za-1/4) - 1 for x in [z2 + a, 
z2 + i] and h(cl; x) = e(“/4)(1-cz) - 1 for x in [z2 + +, x2 + 11. Let ca > c2 
be such that h(or; z2 + 3) > KI and exp { - c& e(a/4)(1-rz) - 1)) < ~a for 
a 2 CQ. 
Now by (3.4) we have 
s :“, I f  (4 I du 
lz 2 . 
s 
2,+.x,-1 
f  (4 du 
22 
(3.10) 
where A, = xa - z2. 
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Also by Theorem 3.5 ha < 2 for 01 2 2, so using (1.3) in (3.10) we conclude 
that 
f 
z2+1 
I f(t - 1) I dt 
22 
(3.11) 
. ’ 
for 01 sufficiently large. Since h, < 2, clearly there exists a constant B > 1 
such that 
I 
Zaf&-1 
B If(t - 1) / dt = f2+‘f(t - 1) dt. (3.12) 
22 22 
Hence substituting (3.12) in (3.11) we have 
I= . 
/ u 
zz+&-l 
22 
exp [a ,I2 I f(t - 1) I dt] du) 1 
X 
(1 
:;“-’ I f(t - 1) / dtj - (h, - 1) (i::‘+r 1 f(t - 1) I dt) 1 
By an argument essentially the same as that used to derive (3.6) we may con- 
clude that 
l < (l/a) (eti -Tp’ (h, - 1) A 
where 
s 
22+1 
A= IAt - 1) I dt. 
22 
Thus we have 
eaA - 1 < aA + olBA2. (3.13) 
Clearly (3.13) implies B must approach infinity with 01. But (3.12) implies 
zz+Ag-1 22+2.,-l 
B s jf(t-l)/dt<l, so s If(t - 1) I dt z2 22 
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must approach zero as 01 approaches infinity. This can happen only if the 
range of integration approaches zero, which implies X, approaches one. 
Let cq > ca be such that for (Y 2 cq, h, < min (1 + or, 1 + a}. Then 
using (1.3) and h(ol; X) we have 
< exp { - a(& eai4(1-c ) L - 1)) - 1 
< - 1 + Ea. 
Hence by a simple inductive argument it follows that for 01 2 c,, f(x) is 
greater than Ki at every positive relative maximum point, f(x) is less than 
- 1 + l 2 at every relative minimum, and zZn+r - x2n < 1 + c1 for n = 1, 
2, **a. In fact, f(x) exceeds Kr over the intervals (xZn + *, a2n + l] for 
01 2 cd. Since, in addition, we have that zZnfl - z2n can be made arbitrarily 
close to one for 01 sufficiently large, we have that 
s %+1 x zan+rlf(x) d b ecomes arbitrar ly large as 01 increases. 
BY P-6) 
s ::“” f(x) dx = ,:-,’ If(x) 1 dx, 
and If(x) ) is bounded by one on (~~~+i, s2n+2 - 1). Hence clearly z2n+2 - 
zZn+r is greater than K, for 01 sufficiently large. 
Since Theorem 3.6 tells us that the length of the intervals (aZn+i, x~%+~), 
72. = 1, 2, **a, increase indefinitely as 01 increases, it is interesting to observe 
that If(x) I for z2n+2 - x2n+l = > 3 can be bounded rather precisely on the 
intend [z2n+l + 1, Z2n+2 - I]. We denote the limit of the sequence {m,(a)}, 
where ml(~) = 1 and 
mi+h4 = 1 - exp {- cJW44, P,,)>, 
by iii(a) and notice that by Theorem 3.3 %(a) is an upper bound for 
]f(~~~+r + 1) 1 for 01 2 2. Also we denote the limit of the sequence {iii}, 
where 5, = 1 - e&“-l) and 
- ai+ = 1 - exp {- fGi}, 
by C(m), and observe that by Theorem 3.4 C?(a) is a lower bound for 
lf@2?z+2 - 1) /. Now since ) f(x) / is monotonically decreasing on (zZn+i + 1, 
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X2n+2 - l), it follows that d SJx) 2 fi for x in this interval, when 
Z2n+2 - a2n+l 2 3. Considered as functions of 01 the curves generated by Z(a) 
and iii(a) for 01 between 1.5 and 4 are given in Fig. 3. 
I I 
----- - 
.5 I 
2 3 4 
FIG. 3 
From these observations we have the following corollary to Theorem 3.6. 
COROLLARY 3.7. Let 4 be as specified in Theorem 3.6 andf the corresponding 
solution of (1.1). Let l s and KS be arbitrary positive constants. Then for 01 
sufiiciently large -1 <f(x)<-1 +Qf or x in each interval [z,,,, + 1, 
%n+2 - 11, and each such interval exceeds K, in length. 
As a final result for this section the following theorem restricting the 
flatness of solutions of (1.1) near their zeros is presented. 
THEOREM 3.8. Let 01 > n/2. Then for each z,, in (z,} there exists a neigh- 
borhood N, of z, of length 1, and a positive constant f  such that 
inf {I, : n = 1,2, .a.} > 0 and If’(x) I > 5 
for all x in U,“=, {N,}. 
Let z, in {z~> be such that f(x) > 0 on (z,, z,+J and let j f(zY - 1) ( = a,. 
Then f’(q) = olal, f’(4 -=c - e- 1) < % and I f’(~+d I -c api 2 
a(efi-l - l), for i = 2, 3, -*- and x, > i. If z, - z,,-~ 2 3 and (II 2 2, then 
If’(xy+d I > a (w 1 ,“-;r’ 1 + $ e-” (1 - exp /al ,Lly/ 1 1) 1 - 1). 
PROOF. Let 
m==inf{sup{If(t)I:x-11ttx}:x>O}, 
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which by (2.9) is positive, and let 7 = sup {/f’(x) 1 : x > O}. Since 
by (2.3) f(x) is monotonically increasing or decreasing on [z,, x, + 11, 
If(zn + 1) I 2 m for every z, and x,+r - x, > 1 + (m/T). Let 
p=inf If(x)l:xinfi 
I I[ 
z,-1--m,z,-1$-m . 
n=1 47 47 111 
p = 0 implies for every E > 0 there exists zk such that I f(x) I < E, for some 
xl in [zk - 1 - (m/47]), zk - 1 + (m/47)]. Let h = zk - xk-r, Now for 
some point xa in [zk - 1 - (m/47), zk - (m/47)], we have that If(z) j is 
maximum and If(xa) I 1 m. By (2.3) X 2 2 implies If(z) / is monotonically 
decreasing on [zk - 1, zk - (m/47)] which in turn implies xa is in 
bk - 1 - (m/47)T zk - I]. But for E < m/2 we have 
fkJ -.%I> 1 , E = 27 (m - E) > 7, 
x2 - Xl = m/27 m 
which implies that for some point xa in [zk - 1 - (m/47), xk - 1 + (m/47)], 
If’(x,) ] > 7. Hence if p = 0, then h < 2. If h < 2 and zk - 1 + (m/47) > 
zk--l + 1, then zk - 1 + (m/47) - (z&-r + 1) < m/47, and since 
f(z&r f 1) 2 m, we have that for x in [z&r -j- 1, zk - 1 $ (m/47)], 
1 f(x) I 2 m - (m/4) = 3m/4. Hence E < 3m/4 implies x1 is in 
[zk - 1 - (m/47), zkbl + 11, 1 f(x) 1 is monotonically increasing on [z&,, 
Zk-1 + 11, so we have the implication that I f(z) I < E on [zk-r, 
Zk-l - 1 - (m/47)]. R e erring f to (1 .l) we have I f’(x) I < OLE(M + 1) for x 
in [z&r + 1, zk - (m/47)], where M = 1 f(+-r + 1) I, and 
lH-+, I 
> M - (YE(M + 1) > m - ar(M + 1). 
For E < m/2(M + l), therefore, we have If[zk - (m/47)] 1 > m/2. But 
this implies 
.&k) -&k - (m/47)) 
ml47 
> z7 
3 
which in turn implies that If’(x) 1 > 27 for some xq in [zk - (m/47), zk]. 
By contradiction it follows that p must be positive. 
Let p be a constant such that 0 < p < m/47 and 
sup If(~)l:XiniJ i[~-P,r,+$l}/<t. I Vl=l 
Letting N, = [xn - p, a, + p] and considering (1.1) we have 
If’c4 I = @z If@ - 1) I [1 +m1 > FP = E 
for x in U,“=, {N,}. 
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Now by (l.l), f’(x,) = - olf(zy - 1) and f’(zy+J = - olf(z,+r - 1). 
Hence referring to Theorem 3.1, it follows immediately that 
f’(z,) < - ap,(- 1) < 01 and If’(Zy+l) I < %(l) 2 4efl-l - 11, 
for i = 2,3, .*m. Using Theorem 3.4 we observe that when z, - z,~ 2 3 and 
xv+1 - Z" 2 2, 
I f’h+l> I > exp 1 4zy+l - 1 - 4 
+ $ e-” (1 - exp {c~~(Y(x,+~ - 1 - x,)}) ) - 1. 
Hence by Theorem 3.6 we have that 
for z, - z,-r >= 3 and 01 2 2. 
IV. NUMERICAL RESULTS 
Observing thatf(x) is given by the formula, 
f(4 [l +.W>l exp I- 01 j,‘rCt) dt/ - 1, 
for x in (0, 11, and by the formula, 
f(x) = [l +f(x - l)] exp I- a j:::/(t) dt/ - 1, 
for x > 1, we see that if an initial function is specified on [- 1,0] and the 
integrals involved are replaced by numerical quadratures, then approximate 
solutions of (1.1) can be computed in a straightforward manner. This has 
been done, and the method used and the results obtained are described in this 
section. 
In carrying’ out these numerical investigations each initial function 4 was 
specified to be a polynomial, 
c#(x) = $J UiXi (4.1) 
i=O 
with a degree limitation of twenty. 
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Letting 
go = - ,r, #(x) dx = 2 (r:‘;“i , 
it is easily verified that f on (0, l] can be computed by the formula 
f(x) = [l + 4(O)] exp 1 - 01[ $ ‘i(: T :)‘+l + gO] ] - 1. 
i=O 
(4.2) 
I f  the intervals [- 1, 0] and [0, l] are partitioned into n equal parts, f(x) 
on the set {x : x = kk - 1, k = 0, 1,2, *a*, n}, where k = l/n can be 
computed using (4.1), and on the set {x : x = kk, k = 0, 1, 2, me*, n} using 
(4.2). With these results available f( x is computable at successive increments ) 
of k using the two interrelated sequences 
g1 =go + ; (13 [f(O) +fwl -f(- A) -f(W - 9(- 4 
- 19f(- (n - 1) k) + 5f(- (?z - 2) h) - f(- (n - 3) k)}, (4.3) 
gk=&,+;{f(-(n-k+2)k)+f(-(n-k-l)k)-f((k-1)h) 
-f((k + 2) A) + 13 [fWf((k - 1) 4 -f(- (n - k + 1) 4 
-f(- (n -4w 
fork>l,and 
f((n + k) h) = [l +fWl exp {- ‘%k) - 1. 
It is interesting to note that since the numerical integration involved in 
this process is always occurring approximately n steps behind the point 
where f(x) is being evaluated, much more elaborate closed type formulas 
could be used than the one’indicated by (4.3). However, it is apparent upon 
examination of the results obtained that this is not necessary in characterizing 
the general nature of the oscillations present. To obtain the numerical results 
forthcoming in this section n was set equal to two thousand and the calcula- 
tions were carried out on an IBM type 7090 computer. 
The most important observable phenomenon resulting from these nume- 
rical experiments is the apparently rapid convergence of solutions of (1.1) 
to a single cycle fixed periodic form which seems to be independent of the 
initial specification on [- 1, 0] to within translations. This behavior is 
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exhibited in Fig. 4 where 01 is fixed with a value of 01~ = 2 and the initial 
functions used are as follows: 
&(x) = 10-h fi (X + $1 u4 = @+l - 1 
k=O 
5%) = 5 45(x) = - 0.2 
l&(x) = - 0.999999 h3(x) = e2(r+l) _ 1 
It is interesting to note that solutions corresponding to initial functions 
which are “large” tend to converge to the final periodic form more rapidly 
than those which are “small”. 
Figure 5 exhibits the variation in behavior occurring in the first few cycles 
when the initial function is tixed as 4(x) = x and 01 is allowed to assume the 
values q, cls, CQ, 01s, OIL, c+, and ols. 
i- --------. 
- - --t----- 
l 
I 
.----;---- 
I 
I 
I 
-J-. 
FIG. 6 
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Figures 6, 7, 8, and 9 are designed to reveal the form and the variation 
in form of the periodic solutions of (1 .l) under variation in CX. The 
values of 01 used are c+ CQ, 01a, 01~, OIL, ols, 015, and 01~ 
20 I 
IS -J---c--J--- 
16 
t 
--+--i--~~--- 
s! ,, ---C---/.---J--- 
I5 
L 
----/---+-+-- 
14 ----+--I---+-- ll 
,3 
12 ----L---c---t- 
II ----~----~--+ 
IO 
1 ----;-----i”----+- ii! - 
---+---J---c - 
9 --+--J---L - 
6 --J---L---l - 
7 -A---{--- ’ --.l 
FIG. 9 
Figure 6 was constructed by taking the apparent final periodic form 
of the solutions corresponding to each of the selected values of 01 and super- 
imposing the initial zeros. Figure 7 is a phase plane plot of these periodic 
forms, and Fig. 8 reveals the final periodic form of f’ for each a: plotted 
between the positive and negative extremum points of the solutions. With 
these curves and the results of the last section, the general form of the 
period solutions of (1 .l) corresponding to any 01 > 7r/2 is clear. 
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For a given 01, let AI(ol) denote the maximum value and m(ar) the absolute 
value of the minimum value assumed by the corresponding periodic solution 
of (1.1). Let h(a) denote its period. A(a) the length of the interval over which 
it is positive, and A(a) the length of the interval over which it is negative. 
The variation of these parameters with 01 is revealed in Fig. 6 and more 
precisely in Fig. 9. We observe that the exhibited behavior of these para- 
meters is consistant with the indication of Theorem 3.6. 
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