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Abstract
In this paper we present a trilinear form and a Darboux-type transformation to
equation
(ln v)xy = v − 1/v2
considered by Tzitze´ica in 1910. Soliton solutions are constructed by dressing the
trivial solution.
1. Introduction. In this work we construct exact solutions to the
equation
(ln v)xy = v − 1/v2. (1.1)
This equation originated in differential geometry [1, 2] as the compatibil-
ity condition of the linear system
θxy = vθ, θxx = (vxθx + θy)/v, θyy = (vyθy + θx)/v. (1.2)
This allows us to call v the potential and (1.1) the Tzitze´ica equation.
Any three linearly independent solutions of (1.2) generate a surface in
R3(x1, x2, x3)
xi = θi(x, y), i = 1, 2, 3,
which is called T-surface. Tzitze´ica discovered a relation between T-
surfaces. He established that the map
θi −→ θi − (1 + c)(ln r)yθix/v − (1− c)(ln r)xθiy/v, (1.3)
i = 1, 2, 3,
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where c is an arbitrary constant and r is a solution of the system
rxy = vr, rxx = (vxrx + λry)/v, ryy = (vyry + λ
−1rx)/v, (1.4)
λ = (c+ 1)/(c− 1) ,
transforms T-surface into a new T-surface which corresponds to the po-
tential
v′ = −v + 2(ln r)x(ln r)y. (1.5)
It is easy to show that equation (1.1) is the compatibility condition of
the linear system (1.4)
Setting v = exp(u), the Tzitze´ica equation becomes Bullough-Dodd-
Jiber-Shabat one
uxy = exp(u)− exp(−2u). (1.6)
The ”zero curvative” representation for (1.6) has a form [3]
ψx = Lψ, ψy = Aψ, (1.7)
where ψ = (ψ1, ψ2, ψ3) is a vector function, L and A are the matrices
L =


−ux 0 λ
1 ux 0
0 1 0

 , A =


0 e−2u 0
0 0 eu
λ−1eu 0 0

 .
If we replace the vector function ψ by (λry/v, rx, r), then it is possible to
derive from (1.7) the representation (1.4) and vice versa. The finite-gap
solutions and Ba¨cklund transformation to equation (1.6) can be found in
[4, 5]. As shown in [6], some solutions of eq.(1.6) can be expressed in
terms of elliptic functions . However, an explicit formula for N-soliton
solutions does not, to our knowledge, appear in the literature.
One of the helpful tools in the study of integrable equations, over the
past 25 years, has been the Hirota bilinear formalism [7] (multilinear
operators can be found in [8]). In recent publication we use a trilinear
equation which allows us to derive multiparameter solutions of (1.1). We
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introduce a special case of the Moutard transformation [9, 10] to the
system (1.4) and provide the proof of the N-soliton formula.
2. τ -functions and explicit solutions.
In order to obtain the trilinear form of equation (1.1), we carry out
the following change of variables:
v = 1− 2(ln τ)xy. (2.1)
Note that, an analogous change of variables for equation
△(lnw) = w − 1/w2
was used in [11]. Substitution of (2.1) into (1.1) yields
(1− 2(ln τ)xy)2[(ln(τ 2 − 2ττxy + 2τxτy))xy − 1] + 1 = 0 (2.2).
Multiplying (2.2) by τ 3, we obtain the trilinear equation. It turns out
that, the equation (2.2) has N-soliton solutions of the form
1 +
N∑
i=1
fi +
N∑
k=2
∑
1≤i1<···<ik≤N
ci1···ikfi1 · · · fik,
where
fi = exp(kix+ 3y/ki + si), (2.3)
ki, si are arbitrary constants and ci1···ik are constants to be determined.
One can show by straightforward analysis that the one-soliton solution
of (2.2) takes the form
τ1 = 1 + exp(kx+ 3y/k + s),
with k and s being arbitrary constants.
To find two-soliton solution, we insert the function
τ2 = 1 + f1 + f2 + p12f1f2, (2.4)
3
into (2.2) and obtain a polynomial equation with respect to f1, f2. Since
the coefficients of f1, f2 must vanish, we get many equations with respect
to p12. Nevertheless,
p12 = p(k1, k2) ≡ (k1 − k2)
2(k21 − k1k2 + k22)
(k1 + k2)2(k21 + k1k2 + k
2
2)
(2.5)
satisfies all these equations.
Now we can suppose that N-soliton solution is
τN = 1 +
N∑
i=1
fi +
N∑
m=2
(
∑
1≤i1<...<im≤N
fi1 · · · fim
∏
1≤j<r≤m
p(kij , kir)), (2.6)
where p(kij , kir) are given by (2.5). It can be checked by straightforward
calculations that τ3 satisfies (2.2). In the section 4 we shall prove that τN
is a solution of (2.2).
It is rather interesting to find solutions which are expressed in the
terms of elementary functions but differ from N-solitons. The corre-
sponding solutions can be found using linear differential constraints [11].
In our case, these constraints are given by ordinary differential equations
∂x
∏
1≤m≤N
(
∏
1≤i1<...<im≤N
(∂x − ki1 − ki2 − ...− kim))τ = 0,
∂y
∏
1≤m≤N
(
∏
1≤i1<...<im≤N
(∂y − 3/ki1 − 3/ki2 − ...− 3/kim))τ = 0,
where ∂x =
∂
∂x, ∂y =
∂
∂y . If N = 2, then the previous equations take the
form
∂x(∂x − k1)(∂x − k2)(∂x − k1 − k2)τ = 0, (2.7)
∂y(∂y − 3/k1)(∂y − 3/k2)(∂y − 3/k1 − 3/k2)τ = 0. (2.8)
In particular, we consider two short examples.
Example 1. Suppose that k1 = k2 = k 6= 0, then the function
1 + c(x− 3y/k2) exp(kx+ 3y/k)− c
2
12k2
exp(2kx+ 6y/k), c ∈ R
4
satisfies (2.2).
Example 2. Assuming that k1 = ib, k2 = −ib, one can find the solution
sin(bx− 3y/b) +
√
3(bx+ 3y/b).
3. Moutard-Tzitze´ica transformation. In this section we describe
another way of constructing solutions to equation (1.1). This approach is
based on the so-called Darboux transformation [12]. It should be noted
that Moutard discovered the corresponding transformation in 1870 [9, 10].
One may define the classical Moutard transformation in the following
manner. Let r and r1 be linearly independent solutions of the equation
Rxy = v(x, y)R, (3.1)
then the function r′ satisfying the system
(r1r
′)x = r21(r/r1)x, (r1r
′)y = −r21(r/r1)y, (3.2)
is a solution of the equation
R′xy = v
′(x, y)R′, (3.3)
where
v′ = v − 2(ln r1)xy. (3.4)
It turns out that there exists a special case of the Moutard transfor-
mation for the system (1.4). We omit all calculations and present the
final formula
r′ =
−2λ1r1yrx + 2λr1xry + (λ1 − λ)vrr1
−(λ1 + λ)vr1 . (3.5)
Here r, r1 are solutions of the system (1.4) (with potential v) correspond-
ing to different λ, λ1 and r
′ satisfies (1.4) with the same λ but the modified
potential (3.4). Describing this transformation, we shall say that r′ is ob-
tained from r by r1 and call (3.5) the Moutard-Tzitze´ica transformation
(or MT-transformation).
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It can be shown that the Moutard-Tzitze´ica transformation has the
property of permutability . To define more exactly this property it is
necessary to introduce some notations. Denote by r0(λ) a solution of the
system (1.4) with the potential v0. Let S be the skew-symmetric map
S(µ, λ) =
2µr0(µ)yr
0(λ)x − 2λr0(µ)xr0(λ)y + (λ− µ)v0r0(µ)r0(λ)
(µ+ λ)v0
(3.6)
Then the solution r1(λ1, λ) obtained from r
0(λ) by r0(λ1) takes the form
r1(λ1, λ) = S(λ1, λ)/r
0(λ1). (3.7)
This solution corresponds to the potential
v1(λ1) = v
0 − 2(ln r0(λ1))xy. (3.8)
We can apply the MT-transformation once again and obtain a new so-
lution r2(λ1, λ2, λ) from r
1(λ1, λ) by means of r
1(λ1, λ2). The solution
r2(λ1, λ2, λ) corresponds to the potential
v2(λ1, λ2) = v
1(λ1)− 2(ln r1(λ1, λ2))xy.
On the other hand, we can first obtain the solution r1(λ2, λ) from r
0(λ)
by r0(λ2) and then transform this solutions by means of r
1(λ2, λ1). It
leads to the solution r2(λ2, λ1, λ) corresponding to the potential
v2(λ2, λ1) = v
1(λ2)− 2(ln r1(λ2, λ1))xy.
The property of permutability means that
v2(λ1, λ2) = v
2(λ2, λ1),
r2(λ1, λ2, λ) = r
2(λ2, λ1, λ).
Lemma 1. The functions v2(λ1, λ2), r
2(λ1, λ2, λ) are invariant under the
transformation λ1 → λ2, λ2 → λ1 and can be written as
v2(λ1, λ2) = v
0 − (lnS(λ1, λ2)2)xy, (3.9)
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r2(λ1, λ2, λ) =
r0(λ)S(λ1, λ2) + r
0(λ1)S(λ2, λ)− r0(λ2)S(λ1, λ)
S(λ1, λ2)
. (3.10)
Proof: It is easy to see that the relations (3.6),(3.7) and (3.8) lead to
v2(λ1, λ2) = v
0 − 2(ln r0(λ1))xy − 2(lnS(λ1, λ2)/r0(λ1))xy =
= v0 − (lnS(λ1, λ2)2)xy.
The equality (3.10) follows from the theorem of permutability for the
Moutard transformation [13].
The property of permutability can be represented by means of the
commuting diagram
✟
✟
✟
✟✯ ❍
❍
❍
❍❥
❍
❍
❍
❍❥ ✟
✟
✟
✟✯
(v0, r0(λ)) (v2(λ1, λ2), r
2(λ1, λ2, λ))
(v1(λ1), r
1(λ1, λ))
(v1(λ2), r
1(λ2, λ))
It is possible to apply the MT-transformation for constructing solu-
tions r3(λ1, λ2, λ3, λ),. . . , r
n(λ1, . . . , λn, λ) with the corresponding poten-
tials v3(λ1, λ2, λ3),. . . ,v
n(λ1, . . . , λn). The recurrence relations for these
functions are
rn+1(λ¯, λn+1, λ) =
Sn(λ¯, λn+1, λ)
rn(λ¯, λn+1)
(3.11)
vn+1(λ¯, λn+1) = v
n(λ¯)− 2(ln rn(λ¯, λn+1), (3.12)
where λ¯ = (λ1, . . . , λn), and S
n(λ¯, λn+1, λ) is defined by
2λn+1r
n(λ¯, λn+1)yr
n(λ¯, λ)x − 2λrn(λ¯, λn+1)xrn(λ¯, λ)y
(λ+ λn+1)vn(λ¯)
+
+(λ− λn+1)rn(λ¯, λn+1)rn(λ¯, λ)/(λ+ λn+1). (3.13)
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The following theorem holds:
Theorem 1. The functions (vn(λ1, . . . , λn), r
n(λ1, . . . , λn, λ) are invari-
ant under an arbitrary permutation of λ1, . . . , λn.
Proof by induction. For n = 2 it follows from Lemma 1. If we assume the
Theorem to be true up to n, then owing to (3.11)-(3.13), the functions
vn+1(λ1, . . . , λn+1), r
n+1(λ1, . . . , λn+1, λ) are invariant under an arbitrary
permutation of λ1, . . . , λn. In order to prove the Theorem it is sufficient
to establish that
vn+1(λ˜, λn, λn+1) = v
n+1(λ˜, λn+1, λn),
rn+1(λ˜, λn, λn+1, λ) = r
n+1(λ˜, λn+1, λn, λ),
where λ˜ = (λ1, . . . , λn−1). The last formulae follow from the obvious ana-
logues of the (3.9), (3.10):
vn+1(λ˜, λn, λn+1) = v
n−1(λ˜)(lnSn(λ¯, λn, λn+1))xy,
rn+1(λ˜, λn, λn+1, λ) = r
n−1(λ˜, λ) +
+
rn−1(λ˜, λn)Sn(λ˜, λn+1, λ)− rn−1(λ˜, λn+1)Sn(λ˜, λn, λ)
Sn(λ˜, λn, λn+1)
.
As noted above, if τ 0 is a solution of the equation (2.2), then the
function
v0 = 1− 2(ln τ 0)xy
satisfies to the Tzitze´ica equation (1.1). The iterated τ -functions are
defined as:
τn(λ1, . . . , λn) = r
n−1(λ1, . . . , λn)τn−1(λ1, . . . , λn−1), (3.14)
where rn−1(λ1, . . . , λn) given by (3.11).
Lemma 2. The iterated τ -functions satisfy the following relations
vn(λ1, . . . , λn) = 1− 2(ln τn(λ1, . . . , λn))xy. (3.15)
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Proof. For n = 1 we have
v1(λ1) = v
0 − 2(ln r0(λ1))xy = 1− 2(ln τ 0)xy − 2(ln r0(λ1))xy.
If we assume (3.15) to be true up to n, then from (3.12), one can obtain
vn+1(λ1, . . . , λn+1) = v
n(λ1, . . . , λn)− 2(ln rn(λ1, . . . , λn, λn+1))xy =
= 1− 2(ln τn(λ1, . . . , λn))xy − 2(ln rn(λ1, . . . , λn, λn+1))xy =
= 1− 2(ln τn(λ1, . . . , λn)rn(λ1, . . . , λn, λn+1)xy =
= 1− 2(ln τn+1(λ1, . . . , λn+1))xy.
Lemma 3. The function τn(λ1, . . . , λn) is a skew- symmetric map, i.e.,
τn(λ1, . . . , λi, . . . , λj, . . . , λn) = −τn(λ1, . . . , λj, . . . , λi, . . . , λn), ∀i, j.
Proof. As a consequence of (3.7) and (3.14), one easily computes
τ 1(λ1) = r
0(λ1)τ
0,
τ 2(λ1, λ2) = r
1(λ1, λ2)τ
1(λ1) =
S(λ1, λ2)
r0(λ1)
τ 1(λ1) = S(λ1, λ2)τ
0. (3.16)
Since S(λ1, λ2) is a skew-symmetric function, τ
2 is a skew-symmetric
map. Assuming τn(λ1, . . . , λn) is skew-symmetric, we will prove that
τn+1(λ1, . . . , λn, λn+1) is skew-symmetric too. According to (3.14), the
function τn+1(λ1, . . . , λn, λn+1) is skew-symmetric with respect to λ1, . . . , λn.
Denote by λ˜ the vector (λ1, . . . , λn−1). It suffices to prove that
τn+1(λ˜, λn, λn+1) = −τn+1(λ˜, λn+1, λn).
From (3.13) it follows that Sn(λ˜, λn, λn+1) is skew-symmetric with respect
to λn, λn+1. Since there exist obvious analogs of (3.16) for τ
n+1, we obtain
τn+1(λ˜, λn, λn+1) = S
n(λ˜, λn, λn+1)τ
n−1(λ˜) =
= −Sn(λ˜, λn+1, λn)τn−1(λ˜) = −τn+1(λ˜, λn+1, λn).
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We will write the map τn(λ1, . . . , λn) as: τ
1(λ1)∧ · · · ∧ τ 1(λn). It turns
out that this map is multilinear, i.e.,
τ 1(λ1) ∧ · · · ∧ (aτ 11 (λi) + bτ 12 (λi)) ∧ · · · τ 1(λn) =
= aτ 1(λ1) ∧ · · · ∧ τ 11 (λi) ∧ · · · τ 1(λn) + bτ 1(λ1) ∧ · · · ∧ τ 12 (λi) ∧ · · · τ 1(λn),
∀a, b ∈ C, ∀i = 1, . . . , n.
The basic properties of the map τ 1(λ1) ∧ · · · ∧ τ 1(λn) are stated below.
Theorem 2. The map τn = τ 1(λ1)∧· · ·∧τ 1(λn) is multilinear and skew-
symmetric.
Proof. By Lemma 3 it suffices to prove that τ 1(λ1) ∧ · · · ∧ τ 1(λn) is
a multilinear map. Since the map is skew-symmetric, it is enough to
establish the linearity of τn with respect to τ 1(λn). This statement is
proved by induction. Obviously, r1(λ1, λ2) is a linear function of r
0(λ2).
Suppose that rn(λ1, . . . , λn+1) is a linear function with respect to r
0(λn+1).
Then it follows from (3.11) and (3.13) that rn+1(λ1, . . . , λn+2) is a linear
function of r0(λn+2).
Remarks: We derived the Moutard-Tzitze´ica transformation assuming
λ1 6= λ. In the case of λ1 = λ, we can introduce the following transforma-
tion
r′ = r − −2rx(λryλ + ry) + 2λryrxλ
vr
. (3.17)
It can be checked that (3.17) transforms solutions of (1.4) (with the po-
tential v) in solutions of (1.4) with the modified potential
v′ = v − 2(ln r)xy.
Verification of N-soliton formula. In this section we will obtain N -
soliton solution by means of the Moutard-Tzitze´ica transformation. For
this purpose, we introduce a new parameter a by λ = a3 and rewrite the
Moutard-Tzitze´ica transformation as
r1(a1, a) =
Θ0(r0(a1), r
0(a))
r0(a1)
,
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where Θ0(r0(a1), r
0(a)) is given by
2r0(a1)xxr
0(a)x − 2r0(a1)xr0(a)xx + (a3 − a31)r0(a1)r0(a)
(a3 + a31)
. (4.1)
It follows from the system (1.4) that the function (4.1) is equivalent to
(3.6).
The iterated functions rn(a1, . . . , an, a) are defined by recurrence rela-
tions
rn(a1, . . . , an, a) =
Θn−1(rn−1(1, . . . , an), rn−1(a1, . . . , an−1, a))
rn−1(a1, . . . , an)
. (4.2)
Here the function Θn−1 is given by the formula (4.1), in which a1, r0(a1),
r0(a) are replaced by an, r
n−1(a1, . . . , an), rn−1(a1, . . . , an−1, a).
If we set
r0(a) = R(a) ≡ exp(ax+ a−1y),
we get
Θ1(R(a1), R(a)) =
2(aa21 − a1a2) + a3 − a31
a3 + a31
R(a1)R(a) =
= σ(a1, a)R(a1)R(a),
where the function σ(a1, a) determined by
σ(a1, a) = (a− a1)/(a1 + a).
Thus, the corresponding function r1(a1, a) is of the form σ(a1, a)R(a). It
is now easy to see that
rn(a1, . . . , an, a) = R(a)
n∏
i=1
σ(ai, a). (4.3)
It turns out that N -soliton solution of the Tzitze´ica equation can be
expressed in terms of the function R. Obviously, the function τ 0 = 1 is a
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solution of (2.2) and the corresponding potential v0 is equal to 1. In this
case, the system (1.4) is of the form
rxy = r, rxx = a
3ry, ryy = a
−3rx. (4.4)
The general solution of the system (4.4) is
r0 = c0R(a) + c1R(aν) + c2R(aν
2),
where ci are arbitrary constants, ν = −(1 + i
√
3)/2.
Now we will seek expression for τn(a1, ..., an). Since
τ1(a1) = r
0(a1)τ0 = r
0(a1),
the function τn(a1, ..., an) takes the form
r0(a1) ∧ · · · ∧ r0(an).
According to the Theorem 2, the map r0(a1)∧ · · · ∧ r0(an) is multilinear.
Therefore, it is useful to calculate the expression
R(a1) ∧ · · · ∧ R(an).
From (3.14) and (4.3) we obtain
R(a1) ∧ · · · ∧ R(an) = R(a1) · · ·R(an)
∏
1≤i<j≤n
σ(ai, aj). (4.5)
Lemma 4. The two-soliton solution 1− 2(ln τ2)xy of the Tzitze´ica equa-
tion coincides with the potential 1− 2(ln η2)xy, where τ2 is given by (2.3)
and
η2 = (R(a1) + c1R(a1ν)) ∧ (R(a2) + c2R(a2ν)).
Proof. Since η2 is a multilinear map, the relation (4.5) implies that
R(a1)∧R(a2)+c1R(a1ν)∧R(a2)+c2R(a1)∧R(a2ν)+c1c2R(a1ν)∧R(a2ν) =
= σ(a1, a2)R(a1)R(a2) + c1σ(a1ν, a2)R(a1ν)R(a2)+
12
+c2σ(a1, a2ν)R(a1)R(a2ν) + c1c2σ(a1ν, a2ν)R(a1ν)R(a2ν) =
= σ(a1, a2)R(a1)R(a2)
(
1 + c1
σ(a1ν, a2)
σ(a1, a2)
R(a1ν)
R(a1)
+
+ c2
σ(a1, a2ν)
σ(a1, a2)
R(a2ν)
R(a2)
+ c1c2
R(a1ν)R(a2ν)
R(a1)R(a2)
)
.
Let
b1 = c1σ(a1ν, a2)/σ(a1, a2), b2 = c2σ(a1, a2ν)/σ(a1, a2),
A = σ(a1, a2)R(a1)R(a2),
then η2 is of the form
A
(
1 + b1
R(a1ν)
R(a1)
+ b2
R(a2ν)
R(a2)
+ b1b2
σ(a1, a2)σ(a1ν, a2ν)R(a1ν)R(a2ν)
σ(a1, νa2)σ(νa1, a2)R(a1)R(a2)
)
.
Setting
ai = ki/(ν − 1), i = 1, 2,
it is easy to check that
p12 =
σ(a1, a2)σ(a1ν, a2ν)
σ(a1, νa2)σ(νa1, a2)
,
where p12 is given by (2.5). Thus, η2 = Aτ2. It remains to note that
(lnA)xy = 0.
Remark: It is easy to see that one-soliton solution
v1 = 1− 2(ln(1 + c1 exp(kx+ 3y/k))xy
coincides with the function 1 − 2(ln η1)xy, where η1 = R(k/(ν − 1)) +
c1R(kν/(ν − 1)).
Let us consider the function
ηn =
(
R(a1) + c1R(a1ν)
)
∧ · · · ∧
(
R(an) + cnR(anν)
)
, (4.6)
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where ci are arbitrary constants. It turns out that the ηn and τn ( given
by (2.6) ) differ only by a multiplicative exponential function. The proof
of this statement can be found below.
LetA0(a1, . . . , an) denote the product
∏
1≤i<j≤n
σ(ai, aj), A0(aI) = Ai1···im,
where aI = (a1, · · · , ai1ν, ai1+1, · · · , aimν, · · · , an). Denote by Ri1···im, Ri1···im
the following expressions
R(a1) ∧ · · · ∧ R(ai1) ∧R(ai1+1) ∧ · · · ∧R(aim) · · · ∧R(an),
R(a1) · · ·R(ai1)R(ai1+1) · · ·R(aim) · · ·R(an).
Theorem 3. The function 1 − 2(ln τn)xy is a solution of the Tzitze´ica
equation.
Proof. Since ηn is a multilinear map, the relations (4.5) and (4.6) imply
R(a1) ∧ · · · ∧R(an) +
n∑
i=1
ciR(a1) ∧ · · ·R(aiν) · · · ∧R(an)+
+
n∑
m=2
∑
1≤i1<···<im≤n
ci1 · · · cimRi1···im = A0R(a1) · · ·R(an) +
n∑
i=1
ciAiRi+
+
n∑
m=2
∑
1≤i1<···<im≤n
ci1 · · · cimAi1···imRi1···im = A0R(a1) · · ·R(an)ωn,
where ωn means
1 +
n∑
i=1
ci
AiR(aiν)
A0R(ai)
+
n∑
m=2
∑
1≤i1<···<im≤n
ci1 · · · cim
Ai1···imR(ai1ν) · · ·R(aimν)
A0R(ai1) · · ·R(aim)
.
It is easy to see that (lnA0R(a1) · · ·R(an))xy = 0. Thus, it suffices to
prove that ωn is equal to τn.
Setting
bi =
ciAi
A0
, pi1···im =
Am−10 Ai1···im
Ai1 · · ·Aim
,
we can rewrite ωn in the form
1 +
n∑
i=1
bi
R(aiν)
R(ai)
+
n∑
m=2
∑
1≤i1<···<im≤n
bi1 · · · bimpi1···im
R(ai1ν) · · ·R(aimν)
R(ai1) · · ·R(aim)
.
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Now it is convenient to express Ai, Ai1···im, pi1···im in terms of the function
σ. According to the definition, Ai1 can be written as
σ(a1, ai1ν) · · · σ(ai1−1, ai1ν)σ(ai1ν, ai1+1) · · · σ(ai1ν, an)
∏
1≤i<j≤n
σ(ai, aj)
σ(a1, ai1) · · · σ(ai1, an)
=
=
(i1−1∏
l=1
σ(al, ai1ν)
σ(al, ai1)
n∏
l=i1+1
σ(ai1ν, al)
σ(ai1, al)
)
A0.
Similarly, Ai1i2 and Ai1···im are given by
Ai1i2 =
σ(ai1, ai2)σ(ai1ν, ai2ν)
σ(ai1ν, ai2)σ(ai1, ai2ν)
(i1−1∏
l=1
σ(al, ai1ν)
σ(al, ai1)
n∏
l=i1+1
σ(ai1ν, al)
σ(ai1, al)
)
×
×
(i2−1∏
l=1
σ(al, ai2ν)
σ(al, ai2)
n∏
l=i2+1
σ(ai2ν, al)
σ(ai2, al)
)
A0,
Ai1···im =
∏
1≤j<k≤m
[σ(aij , aik)σ(aijν, aikν)
σ(aijν, aik)σ(aij , aikν)
(ij−1∏
l=1
σ(al, aijν)
σ(al, aij)
n∏
l=ij+1
σ(aijν, al)
σ(aij , al)
)
×
×
(ik−1∏
l=1
σ(al, aikν)
σ(al, aik)
n∏
l=ik+1
σ(aikν, al)
σ(aik , al)
)]
A0.
This yields
pi1i2 ≡
A0Ai1i2
Ai1Ai2
=
σ(ai1, ai2)σ(ai1ν, ai2ν)
σ(ai1ν, ai2)σ(ai1, ai2ν)
,
pi1...im =
∏
1≤j<k≤m
σ(aij , aik)σ(aijν, aikν)
σ(aijν, aik)σ(aij , aikν)
=
∏
1≤j<k≤m
pijik.
Setting ai = ki/(ν−1) and using the last representation of pi1...im, we can
conclude that ωn = τn.
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