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ABSTRACT
This thesis proposes several online power system monitoring and operations
tools that leverage real-time measurements with little or no reliance on mod-
els obtained offline. Instead of relying on offline models, which can be grossly
inaccurate, as in conventional power system monitoring and operations, the
proposed methods exploit high-speed synchronized measurements obtained
from phasor measurement units (PMUs). These proposed methods infer up-
to-date and pertinent information regarding the operating status of the power
system, and they are desirable owing to their ability to adapt to the current
system operating point and topology.
The tools proposed in this thesis fall within two general categories: (i) those
that are adaptive to changes in system operating point and topology, and
(ii) those that detect and identify topology changes. With respect to the
first category, a measurement-based method is developed to estimate power
system linear sensitivities. The proposed method is used to estimate, in near
real-time, up-to-date power system linear distribution factors and the power
flow Jacobian matrix. Improvements and extensions to the general method-
ology are developed: (i) the number of required measurements is reduced in
distribution factor estimation, (ii) distributed computation is described in
the context of Jacobian matrix estimation, and (iii) estimated distribution
factors resulting from the proposed measurement-based method are shown
to be more ubiquitous than their conventional model-based counterparts. In
the second category, a measurement-based method is proposed to detect and
identify line outages using quickest change detection algorithms. The pro-
posed scheme is evaluated by its average detection delay and the probability
that the wrong line outage is identified. In order provide support for the
tools proposed in this thesis, the results of all proposed measurement-based
methods are compared with their model-based counterparts via examples
and case studies.
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CHAPTER 1
INTRODUCTION
In this chapter, we motivate the need to develop tools for power system
monitoring and operations that leverage real-time sensor measurements. To
contextualize the work presented in this thesis, we provide some background
and discuss existing work related to each topic addressed in the main body
of the thesis. Finally, we state the contributions of this thesis and summarize
the contents of each chapter.
1.1 Problem Statement
The electric power system forms the backbone of modern civilization. In
recent years, emerging technologies, such as renewable-based electricity gen-
eration, distributed energy resources, and advanced sensors, are driving rad-
ical transformations in electricity generation, transmission, and distribution
systems. These technologies present notable challenges to current system op-
eration practices, but, if suitably leveraged, they also provide opportunities
to improve power quality, reliability, and economics. For example, integra-
tion of renewable resources is difficult since, unlike conventional fossil-fuel
or nuclear generation, the primary sources of energy, such as wind, is in-
termittent, variable, and uncertain (see, e.g., [1]). On the other hand, the
deployment of advanced sensors, such as phasor measurement units (PMUs),
provides opportunities to monitor the electric power grid health in ways that
were not possible previously [2]; this is the main focus of this thesis.
Measurement systems are rarely deployed to simply collect data, but in-
stead to perform inference, estimation, and prediction, or to aid in analysis
and decision-making. Indeed, in power system operations, the supervisory
control and data acquisition (SCADA) system provides the real-time system-
wide data required to monitor and maintain power system operational reli-
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ability [3]. Conventional SCADA systems, in use by many utilities, provide
power system operators with real-time measurements of system conditions
with new data every two to four seconds [4]. These measurements, in con-
junction with an up-to-date model of the system, are then used in numerous
online static and dynamic security assessment tools. By using these, op-
erators can ensure the system is capable of withstanding a wide variety of
disturbances, such as sudden loss of a generator or a transmission line. In
general, these online studies require maintaining an up-to-date and accurate
internal system model and external balancing area equivalents.
Conventional model-based studies are not ideal since the results depend on
an accurate model with up-to-date network topology, which may not be avail-
able due to erroneous telemetry from remotely monitored circuit breakers.
Such deficiencies in situational awareness, including knowledge of transmis-
sion line statuses, have contributed to the cause of numerous major North
American blackouts [5, 6]. For example, in the 2011 San Diego blackout, op-
erators could not detect that certain lines were overloaded or close to being
overloaded because the network model was not up to date [6]. Furthermore,
the results from model-based studies may not be applicable if the actual sys-
tem evolution does not match any predicted operating points due to unfore-
seen circumstances such as equipment failure, large variations in generation
or load, or unpredictable levels of renewable generation. Thus, conventional
model-based techniques may no longer satisfy the needs of monitoring and
protection tasks, and therefore it is important to develop:
A1. power system monitoring tools that are adaptive to changes in operating
point and topology, and
A2. efficient and robust online tools to detect and identify any topology
changes, so as to update the system model in a timely fashion.
With respect to A1–A2, PMUs are an enabling technology for the develop-
ment of such measurement-based monitoring tools. Unlike current SCADA
measurements, PMUs measure voltages, currents, and frequency at a very
high speed (usually 30 measurements per second) [7], and measurements at
different locations by different devices are time-synchronized [4]. In this the-
sis, for the most part, we assume that all buses within the monitored region
are equipped with PMUs. Admittedly, present-day power systems are still
2
far from having such a rich set of available phasor measurement devices;
however, incentives to invest in the deployment of such measurement infras-
tructure are driven by preliminary demonstrations of its potential benefits
in monitoring, protection, and control capabilities (see, e.g., [2]). Moreover,
today, in addition to PMU installations, synchronous phasor measurement
capabilities are available as standard features in many protective relays, me-
ters, and recorders [8].
The main focus of this thesis is to develop measurement-based tools to
monitor and operate a power system in an adaptive and efficient manner.
Rather than relying on an offline power system model, which can be grossly
inaccurate, we propose several monitoring methods that leverage high-resolution
and synchronized measurements obtained from PMUs in real-time. In this
way, the methods proposed in this thesis are adaptive to potential operating
point and topology changes, which is highly advantageous as power systems
continue to integrate emerging technologies that present challenges to exist-
ing system operations and monitoring.
1.2 Background
In order to monitor and maintain operational reliability, power system op-
erators perform several static and dynamic security analyses using a model
of the system obtained offline. By using these analysis tools, operators can
ensure the system is capable of withstanding a wide variety of disturbances,
such as a sudden loss of a generator or a transmission line.
Static security assessment tools are, in general, concerned with the system
in steady-state operation, i.e., whether or not the system remains opera-
tionally reliable once it reaches steady-state under the new operating point
following a disturbance. For example, the results of real-time contingency
analysis (RTCA) help operators determine whether or not the system will
meet operational reliability requirements in case of outage in any one par-
ticular asset (e.g., a generator or a transmission line), a condition known as
N-1 security, and further whether or not corrective actions, such as genera-
tion re-dispatch in a constrained system, are required [5, 6]. These studies
may include repeated computations, for each credible contingency, of power
flow solutions using the full nonlinear power flow model or a simpler reduced
3
power flow model.
On the other hand, dynamic security assessment tools are used to deter-
mine whether or not the system is able to withstand the transients caused
by a disturbance prior to reaching steady-state operation at the new oper-
ating point [9]. These studies may include extensive time-domain dynamic
simulations of large-scale power systems subject to a wide range of credible
contingency scenarios.
Both static and dynamic security assessment generally rely on a model of
the system obtained offline, which includes the network topology and perti-
nent parameters. While the tools proposed in this thesis are measurement-
based, they leverage some of these models to an extent. Thus, in the remain-
der of this section, we describe standard models used in power system static
and dynamic analysis tools.
1.2.1 The Power Flow Model
Under steady-state, balanced three-phase conditions, power systems must
adhere to the following: [10]
1. Generation must supply the demand and the losses in the network.
2. Bus voltage magnitudes must remain close to rated values.
3. Generators must operate within specified active and reactive power
output limits.
4. Transmission lines and transformers must not be overloaded.
In order to investigate whether or not the system meets these requirements,
the power flow problem is an important tool to assess the health of the
power system in steady-state conditions. It consists of the computation of
voltage magnitude and phase angle at each bus under balanced three-phase
steady-state conditions. As a by-product, the active and reactive power
flowing through transmission lines (and associated losses) can be computed.
In this section, we derive the power flow equations, describe the Newton-
Raphson iterative solution method, and outline common simplifications used
in transmission system analysis.
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Figure 1.1: Power flow formulation at bus i.
Problem Formulation. Consider the power system in Fig. 1.1, where bus i
is connected to a generator and a load, N−1 other buses through impedances1
z(i,m), where m 6= i, and the ground bus through impedance z(i,0). Let
V i denote the voltage phasor at bus i. Further, let I i denote the phasor
representation for the net current injection into bus i, which can be expressed
as
I i = IGi − ILi. (1.1)
Applying Kirchhoff’s current law at bus i, we obtain
I i =
(
1
z(i,0)
+
1
z(i,1)
+ · · ·+ 1
z(i,N)
)
V i
− 1
z(i,1)
V 1 − · · · − 1
z(i,i−1)
V i−1 − 1
z(i,i+1)
V i+1 − 1
z(i,N)
V N . (1.2)
Next, let y(i,m) = 1/z(i,m) represent the admittance between buses i and m.
Then, (1.2) can be rewritten as
I i =
(
y(i,0) + y(i,1) + · · ·+ y(i,N)
)
V i
− y(i,1)V 1 − · · · − yi(i−1)V i−1 − yi(i+1)V i+1 − y(i,N)V N . (1.3)
Let Y denote the so-called bus admittance matrix, where the diagonal en-
tries2
Y [i, i] = y(i,0) + y(i,1) + · · ·+ y(i,N),
1Overlined symbols denote complex-valued quantities.
2A[u, v] denotes the element of the matrix A in the uth row and vth column.
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and the off-diagonal entries
Y [i,m] = −y(i,m), m 6= i.
With the bus admittance matrix defined above, (1.3) can be expressed as
I i =
N∑
m=1
Y [i,m]V m. (1.4)
The complex power injected into bus i, Si, can be related to the bus voltages
as follows:
Si = V iI
∗
i = V i
(
N∑
m=1
Y [i,m]V m
)∗
. (1.5)
In the power flow problem formulation, a slack bus is assigned to be the
reference bus for which the voltage phasor is known. Therefore, we do not
include power balance equations at the slack bus. Without loss of generality,
we assume bus 1 is designated as the slack bus. Noting that V i = Vi∠θi and
Y = G+ jB, we express (1.5) as
Pi = pi(θ1, . . . , θN , V1, . . . , VN)
= Vi
N∑
m=1
Vm (G[i,m] cos (θi − θm) +B[i,m] sin (θi − θm)) ,
Qi = qi(θ1, . . . , θN , V1, . . . , VN)
= Vi
N∑
m=1
Vm (G[i,m] sin (θi − θm)− B[i,m] cos (θi − θm)) ,
(1.6)
for i = 2, . . . , N . The power flow equations in (1.6) are nonlinear and gen-
erally offer no closed-form solution. Thus, in general, they are solved via
iterative numerical methods, such as the Newton-Raphson method.
Newton-Raphson Solution Method. In order to discuss the numer-
ical method to solve (1.6), for all i = 2, . . . , N , let P = [P2, . . . , PN ]
T ,
Q = [Q2, . . . , QN ]
T , θ = [θ2, . . . , θN ]
T , and V = [V2, . . . , VN ]
T . In matrix
form, (1.6) becomes [
P
Q
]
=
[
p (θ, V )
q (θ, V )
]
, (1.7)
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where p(·) = [p2(·), . . . , pN(·)]T and q(·) = [q2(·), . . . , qN(·)]T . The Newton-
Raphson method to solve (1.7) is outlined in the following steps:
S1. Set k = 0. Initialize θ[0] = θ0 and V [0] = V0.
S2. Compute mismatch at current step as follows:
[
∆P [k]
∆Q[k]
]
=
[
P − p (θ[k], V [k])
Q− q (θ[k], V [k])
]
.
S3. Compute the power flow Jacobian matrix at the current step as follows:
J [k] =
[
J1[k] J2[k]
J3[k] J4[k]
]
=
[
∂p
∂θ
∂p
∂V
∂q
∂θ
∂q
∂V
]∣∣∣∣∣
(θ[k],V [k])
. (1.8)
S4. Solve [
J1[k] J2[k]
J3[k] J4[k]
][
∆θ[k]
∆V [k]
]
=
[
∆P [k]
∆Q[k]
]
, (1.9)
for [∆θ[k]T ,∆V [k]T ]T .
S5. Compute [
θ[k + 1]
V [k + 1]
]
=
[
θ[k]
V [k]
]
+
[
∆θ[k]
∆V [k]
]
.
S6. If convergence criterion is met (e.g., ∆P [k] < ǫ and ∆Q[k] < ǫ, for small
ǫ > 0), stop; else set k = k + 1 and go to Step S2.
Simplifying Assumptions. As stated earlier, in real-time contingency
analysis, operators conduct repeated computations, for each credible contin-
gency, of power flow solutions using the full nonlinear power flow problem
formulation in (1.6). In order to reduce the computational burden of evaluat-
ing full power flow solutions, fast power-flow algorithms, based on simplifying
assumptions, have been developed. We describe two such algorithms below.
1. Fast Decoupled Power Flow. Based on the observation that, in the
power flow Jacobian matrix, the entries in J2[k] and J3[k] are much
smaller than those in J1[k] and J4[k], (1.9) reduces to two sets of de-
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coupled equations, as follows:
J1[k]∆θ[k] = ∆P [k],
J4[k]∆V [k] = ∆Q[k].
(1.10)
Computational time is saved owing to reduction in dimensionality of
the subproblems in (1.10). Further reduction in computational burden
can be obtained by assuming J1 and J4 are constant matrices, which
are not updated with each step k in the Newton-Raphson method.
2. The DC Power Flow. The power flow problem can be further sim-
plified by completely neglecting the Q-V equation in (1.10). Assuming
Vi = 1 p.u. and θi − θm << 1 for all buses, the active power balance
equation reduces to the following linear problem:
−Bθ = P, (1.11)
where B is the imaginary component of the bus admittance matrix
Y calculated neglecting line resistance and with the row and column
corresponding to the slack bus removed.
1.2.2 Synchronous Machine Dynamic Model
The power flow equations in (1.6) do not fully describe the behavior of the
power system following a disturbance. In addition to the static network,
which the power flow equations consider, the power system also contains
many synchronous generators that undergo transient rotational oscillations
after a disturbance. Therefore, we must also model the synchronous gener-
ator dynamics to assess post-disturbance system stability, which is defined
as [11]
“the ability of an electric power system, for a given initial op-
erating condition, to regain a state of operating equilibrium af-
ter being subjected to a physical disturbance, with most system
variables bounded so that practically the entire system remains
intact.”
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In this section, we formulate the swing equation model to describe syn-
chronous machine rotor dynamics. We also describe the model for a speed-
governor, which provides control for the synchronous machine speed.
The Swing Equation. A synchronous generator’s rotor dynamics are de-
termined by Newton’s second law, given by the following:
Jαm(t) = Tm(t)− Te(t), (1.12)
where J [kgm2] denotes the moment of inertia of the rotating mass, αm
[rad/s2] denotes the rotor angular acceleration, Tm(t) [Nm] denotes the me-
chanical torque supplied by the prime mover, and Te(t) [Nm] denotes the
electrical torque supplied by the generator. Let ωm(t) [rad/s] and θm(t) [rad]
denote the rotor angular velocity and the rotor angular position with respect
to a stationary axis, respectively. Then, we have that
αm(t) =
dωm(t)
dt
=
d2θm(t)
dt2
. (1.13)
Instead of referencing θm(t) with respect to a stationary axis, we can reference
it to a reference axis that is rotating at the synchronous speed, given by
θm(t) = ωm,st+ δm(t), (1.14)
where ωm,s [rad/s] is the synchronous rotor speed and δm(t) [rad] is the
rotor angular position with respect to the synchronously rotating reference.
Substituting (1.13) and (1.14) into (1.12), we obtain
J
d2δm(t)
dt2
= Tm(t)− Te(t). (1.15)
Next, in order to convert (1.15) into per-unit power quantities instead of
torque, we multiply both sides by the rotor angular velocity wm(t) and divide
by system rated power Sr [VA] as follows:
Jωm(t)
Sr
d2δm(t)
dt2
=
ωm(t)Tm(t)− ωm(t)Te(t)
Sr
= Pm(t)− Pe(t), (1.16)
where Pm(t) [p.u.] is the mechanical power supplied by the generator’s prime
mover and Pe(t) [p.u.] is the electrical power output of the generator. Define
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the normalized inertia constant H [s] as
H =
1
2
Jω2m,s
Sr
. (1.17)
Substituting (1.17) into (1.16), we obtain
2H
ωm(t)
ω2m,s
d2δm(t)
dt2
= Pm(t)− Pe(t). (1.18)
For a synchronous generator with Np poles, the electrical angular acceler-
ation α(t), electrical frequency ω(t) (in radians), and power angle δ(t) are
related to their mechanical counterparts as follows:
α(t) =
Np
2
αm(t), ω(t) =
Np
2
ωm(t), δ(t) =
Np
2
δm(t). (1.19)
Similarly, the synchronous electrical radian frequency ωs is related to the
mechanical synchronous angular speed via
ωs =
Np
2
ωm,s. (1.20)
Substituting (1.19) and (1.20) into (1.18), we obtain
2H
ωs
ω(t)
ωs
d2δ(t)
dt2
= Pm(t)− Pe(t). (1.21)
If the synchronous generator is connected to an infinite bus, we can assume
that ω(t)/ωs = 1. Under this assumption, we arrive at the final form of the
swing equation with no damping, as follows:
2H
ωs
d2δ(t)
dt2
= Pm(t)− Pe(t). (1.22)
Often, (1.22) is modified to include a term that represents damping torque
whenever the generator deviates from the synchronous speed, which is pro-
portional to the deviation, as follows:
2H
ωs
d2δ(t)
dt2
= Pm(t)− Pe(t)−D (ω(t)− ωs) , (1.23)
where D [s/rad] is the damping constant.
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The resulting swing equation in (1.23) is a second-order differential equa-
tion, which is commonly written as a system of two first-order differential
equations, as follows:
dδ(t)
dt
= ω(t)− ωs,
2H
ωs
dω(t)
dt
= Pm(t)− Pe(t)−Ddδ(t)
dt
.
(1.24)
Speed Governor Model. In a synchronous generator, the prime mover
provides the mechanism for controlling the machine speed and, hence, the
output terminal voltage frequency. Without delving into the physical phe-
nomena behind the speed governor, below we provide the resultant model
and some discussion (see, e.g., [12], for a detailed discussion).
Let PC represent the mechanical power input setting and PSV the steam
valve position. Then the speed governor can be modeled by
TSV
dPSV (t)
dt
= −PSV (t) + PC − 1
RD
(
ω(t)
ωs
− 1
)
, (1.25)
where 0 ≤ PSV ≤ PmaxSV , TSV is the steam valve time constant, and RD is the
so-called droop constant. In (1.25), the quantity PC is a control input that
can be either a constant, or the output of an automatic generation control
(AGC) scheme.
Combining the synchronous machine swing equation and the speed gov-
ernor models in (1.24) and (1.25), respectively, we arrive at a crude syn-
chronous generator model that accounts for rotor dynamics and machine
speed control. There are numerous higher-order machine models that de-
scribe the synchronous generator and relevant controls in greater detail (see,
e.g., [9, 12]).
1.2.3 Differential-Algebraic Model
For large-scale power systems with numerous synchronous generators inter-
connected with complex transmission networks, power system transient sta-
bility analysis is conducted via time-domain simulations. For a specified
disturbance, the simulation program alternately solves, step by step, alge-
braic power-flow equations, which represent the static network, and nonlin-
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ear differential equations, which represent the dynamic synchronous machine
models. In this way, electric power systems can be described by a differential-
algebraic equation (DAE) model of the form
x˙ = g(x, y, u), (1.26)
0 = h(x, y). (1.27)
Here, x would include machine dynamic states, such as the synchronous
machine angle δ, speed ω, and steam valve position PSV ; y would include
network variables, such as load bus voltage magnitudes V and angles θ; u
would include generator set points, such as the steam valve set point PC ;
and a diverse range of parameters, including loads and line impedances, are
implicitly included in g(·) and h(·).
1.3 Related Work
In this thesis, we develop measurement-based tools to (i) estimate power
system linear sensitivity distribution factors, and (ii) the power flow Jacobian
matrix. We also propose a measurement-based method to detect and identify
line outages. In this section, we present a review of existing work related to
the tools developed in this thesis.
1.3.1 Power System Linear Sensitivity Distribution Factors
As mentioned previously, real-time contingency analysis is a vital component
of power system static security analyses. The results of RTCA reveal the ef-
fect of an operating point change on, e.g., transmission line flows. These
studies may include repeated computations, for each credible contingency, of
power flow solutions using the full nonlinear power flow model or a linearized
power flow model. To reduce the computational burden of evaluating re-
peated power flow solutions, linear sensitivity distribution factors (DFs), such
as injection shift factors (ISFs), power transfer distribution factors (PTDFs),
and line outage distribution factors (LODFs), are used to predict the effect
of a change in the operating point of the system [13]. For example, in the
context of N-1 contingency analysis, ISFs and LODFs are utilized, in con-
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junction with an estimate of the system’s current operating point, to predict
the change in power flowing through transmission lines in the event that an
outage in certain generating facilities or transmission lines occurs [13]. These
predictions are then used to determine whether or not any line loading limits
would be violated. In general, these online studies require the maintenance of
up-to-date and accurate internal system model and external balancing area
equivalents.
Existing Approaches and Shortcomings. Linear sensitivity DFs are
widely known and used in power system analyses [13, 14]. Conventionally,
the derivation of these DFs requires an accurate model of the system that
reflects current operating conditions. Moreover, existing approaches to com-
puting DFs typically employ so-called DC approximations, which can provide
fast DC contingency screening [15]. Therefore, these model-based DFs do not
have the flexibility of adapting to changes in network topology or generation
and load variations, which can all affect the actual linear sensitivities signif-
icantly.
Recent attention has been given to the computation of the line outage
distribution factor due to their prominent role in revealing and ameliorating
cascading outages [16, 17]. These approaches still largely rely on a model
of the system and utilize the so-called DC approximation. Furthermore,
traditionally, DFs have been used to verify system operational reliability in
steady-state operation only (see, e.g., [13, 14, 16, 18]). To assess whether
or not the system can withstand a contingency, however, it is also impor-
tant to determine the distribution of power injections on transmission lines
throughout the system during the transient post-disturbance period.
1.3.2 Power Flow Jacobian Matrix
Under steady-state conditions, power systems must adhere to several basic
operational requirements; e.g., generation must supply the demand and ac-
count for system losses, bus voltage magnitudes must remain close to rated
values, and transmission lines must not be overloaded [10]. With regard to
this, power flow analysis is an important tool, because it provides the voltage
magnitude and phase angle at each bus under balanced three-phase steady-
state conditions and, in turn, active and reactive power flowing through
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all transmission lines [19]. The power flow problem is often solved via the
iterative Newton-Raphson algorithm, which simultaneously solves a set of
nonlinear equations with an equal number of unknowns [19]. At each it-
eration, the algorithm considers a linearized problem constructed from the
power flow Jacobian matrix, which is a sparse matrix that results from a
sensitivity analysis of the power flow equations.
In RTCA, by solving the power flow equations repeatedly for all credi-
ble contingency scenarios, operators determine whether or not the system
will meet the N-1 security criterion. In addition to its direct use in the
numerical solution to the power flow problem, the eigenvalues of the Jaco-
bian matrix have long been used as indices of system vulnerability to voltage
instabilities [20, 21]. Also, since the sparsity structure of the Jacobian ma-
trix is closely related to the graph Laplacian of the underlying network, the
structure of the estimated Jacobian matrix inherently contains the most up-
to-date network topology and corresponding parameters; thus, it is useful in
other online analysis tools, such as state estimation. Therefore, in order to
monitor and maintain operational reliability using the tools described above,
power system operators must rely on an accurate power flow Jacobian ma-
trix, which may be out-of-date due to erroneous records, faulty telemetry
from remotely monitored circuit breakers, or unexpected operating condi-
tions resulting from, e.g., unforeseen equipment failure.
Existing Approaches and Shortcomings. The power flow Jacobian ma-
trix plays a critical role in the power flow problem solution. Conventionally,
the Jacobian matrix is computed via a sensitivity analysis of the power flow
equations, constructed from an accurate and up-to-date model of the sys-
tem. As a result, the model-based Jacobian matrix is ill-equipped to adapt
to change in the current system operating point. Recently, in [22], syn-
chrophasor data is used to identify an equivalent power system network,
which includes only buses that are equipped with phasor measurement capa-
bilities, while employing the so-called DC power flow approximations. While
such an approach may be able to provide an estimate for the updated net-
work topology, it does not give accurate values for associated parameters due
to the use of coarse DC approximations.
The power flow Jacobian matrix inherently contains a model of the network
topology and associated parameters, owing to its structural characteristics.
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Therefore, an up-to-date estimate of the Jacobian matrix can be used to
infer the current network topology and pertinent parameter values. Topol-
ogy errors have long been cited as a cause of inaccurate state estimation
results [23]. Since then, numerous approaches have been proposed to detect
and identify topology errors in the context of state estimation [24, 25, 26].
The specific issue of determining external system topology errors was ex-
plored in [27]. In [28], the state estimation problem is reformulated as a
least absolute value optimization, in order to determine whether a line ex-
ists between two buses. Again, while such proposed methods may provide
updated network connectivity information, they do not offer further insight
with regard to associated parameters, e.g., transmission line conductance and
admittance.
1.3.3 Line Outage Detection and Identification
To monitor real-time operational reliability, power system operators rely
heavily on a model of the system obtained offline; this model contains the
transmission network topology, parameters, and historical and forecasted
power generation and demand [5, 6]. Thus, the validity and accuracy of
online studies are contingent upon the accuracy of the system model used,
which is, in turn, heavily dependent upon accurate records and telemetry
from remotely monitored circuit breakers. Erroneous records or telemetry,
including knowledge of transmission line statuses, have contributed to numer-
ous major North American blackouts [5, 6]. Therefore, in order to update
the model used in operational reliability studies in a timely manner to reflect
current system conditions, there exists an impetus to develop efficient and
robust online tools to detect and identify network topology changes.
Existing Approaches and Shortcomings. Owing to the potential im-
provement in situational awareness offered by the widespread deployment
of PMUs, recent work has focused on external system line-outage detection
and/or identification [29, 30, 31]. These works rely on the phase angle dif-
ference between two sets of PMU voltage phasor measurements obtained
before and after the event, and proceed to identify the line outage location
via hypothesis testing [29], sparse vector estimation [30], or mixed-integer
nonlinear optimization [31]. Existing approaches, however, do not exploit
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Figure 1.2: Role of proposed work in existing infrastructure.
the fact that the line outage is persistent; i.e., once a line outage occurs,
it persists until it is detected and brought back into service. Moreover, in
existing approaches, since only two sets of measurements are compared, they
are prone to false alarms or misdetections depending on the time instants at
which these samples are acquired. Consequently, an additional step to detect
an event occurrence may be prudent prior to invoking the main line outage
identification algorithms, as suggested in [29].
1.4 Contribution of Thesis
We have identified the main shortcoming with existing power system moni-
toring and operations tools: conventionally, online power system applications
rely heavily on accurate and up-to-date static and dynamic models of the sys-
tem, which may not be available for myriad reasons. Therefore, the goal of
this thesis is to develop measurement-informed monitoring tools that adapt
to changes in system topology and operating point, and tools that identify
such changes so as to update the system model efficiently.
With this goal in mind, in this thesis, we propose several measurement-
based tools to monitor and operate the power system, which rely minimally
or not at all on an offline model of the system. As depicted in Fig. 1.2,
conventional operational reliability assessment and monitoring tools include,
e.g., real-time contingency analysis, generation re-dispatch in the case that
the previous assessment flags a violation, and state estimation to compute
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all system states (including voltages and transmission line flows) using mea-
surements. As we show in this thesis, mismatches between the model and the
actual system can cause sizable discrepancies in the results of these analyses.
Therefore, in this work, we propose to ameliorate the dependence on inflexi-
ble and possibly erroneous offline models in two ways: (i) to develop power
system online monitoring tools without relying on a model of the system,
and (ii) to develop efficient and robust tools to detect and identify topology
changes, so as to update the model in a timely fashion.
Next, we summarize the measurement-based approaches proposed in this
thesis, which are encapsulated in Fig. 1.2. Furthermore, we elucidate the
connections between the distinct domains depicted in Fig. 1.2 and the vision
for the unified measurements-informed framework.
Measurement-Based Online Monitoring Tools. We propose a method
to evaluate power system linear sensitivities that relies only on measurements
obtained from PMUs. The main advantage of the proposed method is its
adaptability to topology and operating point changes. Using this general
methodology, we estimate distribution factors and the power flow Jacobian
matrix. We illustrate the applicability of the proposed DF estimation scheme
to contingency analysis and generation re-dispatch. We also illustrate the
effectiveness of the proposed Jacobian matrix estimation scheme by verifying
estimates against model-based benchmark values.
In the context of DF estimation, we propose a more computationally effi-
cient approach, which uses fewer measurements but still achieves high accu-
racy. Even so, due to the number of entries in the Jacobian matrix, for large
systems, the proposed methods may be overly computationally burdensome.
In order to reduce the computation time and enhance the entire framework’s
applicability to online applications, we propose to estimate the Jacobian
matrix infrequently. A possible timeline of events is shown in Fig. 1.3, in
which the current Jacobian matrix estimate was obtained sometime in the
past. Between consecutive estimates, we utilize the most recent Jacobian
matrix estimate in conjunction with proposed topology change identification
schemes to update the matrix accordingly; in Fig. 1.3, this update is depicted
as event 2 after a line outage occurs as event 1.
Measurement-Based Topology Change Detection Tools. We propose
to detect and identify line outages using quickest change detection (QCD)
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Figure 1.3: Possible time evolution of residual error between model-based
computation and measurement-based estimate. Timeline of events: (1) line
outage occurs, (2) update Jacobian matrix using line outage detection and
identification algorithm, (3) increased mismatch between current Jacobian
matrix and system, (4) trigger re-estimation of Jacobian matrix.
algorithms. We illustrate the effectiveness of the proposed scheme via case
studies in which line outages are simulated. Furthermore, we evaluate the
proposed scheme by its average detection delay and probability that the
wrong topology change is identified.
In this method, we assume that the power flow Jacobian matrix can be
obtained from the estimation procedure mentioned above. If a topology
change is detected (event 1 in Fig. 1.3), then the current estimate can be
updated promptly (event 2 in Fig. 1.3). Further, a sufficiently large increase
in error residual (event 3 in Fig. 1.3) or decrease in QCD performance can
be used to trigger the next instance of Jacobian matrix estimation (event 4
in Fig. 1.3).
Unified Framework. We envision tight interactions between the proposed
measurement-based methods in this thesis and conventional model-based on-
line applications. These interactions are itemized as follows:
I1. The estimated distribution factors can replace or verify results from con-
ventional model-based RTCA and generation re-dispatch.
I2. The estimated Jacobian matrix can be used to determine transmission
line flows to augment or verify state estimation results.
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I3. A base-case model from the model-based analyses can be useful in the on-
line estimation tools, e.g., to provide basic information about the system
under normal operating conditions.
I4. The base-case Jacobian matrix used in topology change identification
can be obtained from the model-based analyses instead of the proposed
estimation procedure.
I5. The updated Jacobian matrix obtained following a topology change can
be used in model-based studies to enhance the accuracy of the results.
Under a unified framework, the measurement-based tools proposed in this
thesis can augment, verify, and enhance the accuracy of results from con-
ventional model-based studies, while providing up-to-date models required
by these conventional studies. On the other hand, conventional model-based
studies can provide a reasonable base-case initial guess for the online estima-
tion schemes proposed in this thesis. Such a symbiotic relationship enables
effective, efficient, and robust power system online static and dynamic secu-
rity assessment.
1.5 Thesis Organization
In this section, we detail the contents of each chapter in this thesis along
with the main contributions in each.
Chapter 2. Linear sensitivity distribution factors are used in contingency
analysis and remedial action schemes. In this chapter, we define the injection
shift factor (ISF), which is a basic sensitivity factor used to compute DFs.
The main contribution of this chapter is a measurement-based method to
estimate ISFs that exploits PMU measurements without relying on a power
flow model of the system. Using PMU measurements, the proposed method
constructs an overdetermined system of linear equations, from which the
unknown ISFs are solved via least-squares errors estimation. The applica-
bility of the proposed measurement-based ISF-estimation scheme is high-
lighted through case studies involving contingency analysis and generation
re-dispatch scenarios.
The work presented in this chapter was published in [32] and [33].
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Chapter 3. In this chapter, we identify a key shortcoming of the method
proposed in Chapter 2, which is that it requires more measurement instances
than unknown ISFs. The main contribution of this chapter is a measurement-
based method that eliminates this disadvantage. In order to do so, we exploit
a sparse representation of the ISFs, based on the concept of electrical dis-
tances. Then, the proposed method constructs an underdetermined system
of linear equations from real-time PMU measurements, and proceeds to esti-
mate unknown ISFs via optimization tools. We illustrate the accuracy of the
proposed method by comparing its resulting estimates to their corresponding
benchmark model-based counterparts.
The work presented in this chapter was published in [34] and [35].
Chapter 4. Conventionally, DFs are used to predict steady-state behav-
ior at a new operating point. The main contribution of this chapter revolves
around the notion of generalized ISFs, which can be used to predict transmis-
sion line flows in a power system during the transient period following a loss
of generation or increase in load contingency. Using a similar method as in
Chapter 2, we obtain generalized ISFs by solving a system of linear equations
constructed from real-time measurements. We illustrate the applicability of
the proposed generalized ISFs by verifying them against time-domain dy-
namic transient simulations.
The work presented in this chapter was published in [36].
Chapter 5. Since the power flow Jacobian matrix can be used to infer the
system network topology and pertinent parameters, in this chapter, we pro-
pose a measurement-based method to estimate this matrix in near real-time.
The proposed method uses PMU measurements to estimate elements of the
Jacobian matrix via linear total least-squares estimation. We also extend
the centralized Jacobian matrix estimation algorithm proposed and provide
a distributed alternative aimed at reducing the computational burden. We il-
lustrate the method’s accuracy and ability to adapt to new operating points
by verifying resulting estimates to their corresponding model-based coun-
terparts, obtained via direct linearization of the power flow equations at a
particular operating point.
The work presented in this chapter was submitted for publication in [37].
Chapter 6. In this chapter, we propose a QCD-based algorithm to detect
and identify line outages. The contributions of this chapter are two-fold.
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First, we develop an incremental small-signal power flow model to relate
the probability distributions of the power injections and the voltage phase
angle measurements via a linear mapping. Second, we adopt QCD-based
algorithms to detect the change in statistical properties of the voltage phase
angle measurements, which results from a line outage. Furthermore, the line
in which the outage occurred is identified. We illustrate the performance of
the proposed algorithms by monitoring voltage phase angle measurements
before and after a simulated line outage. In this chapter, we consider both
single- and double-line outage scenarios.
Most of the work presented in this chapter was submitted for publication
in [38]; preliminary results were published in [39].
Chapter 7. In the final chapter, we summarize the contributions made in
this thesis with respect to measurement-based approaches to monitor and
operate the power system. The thesis culminates with some insights and
concluding remarks concerning the research conducted.
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CHAPTER 2
MEASUREMENT-BASED ESTIMATION
OF DISTRIBUTION FACTORS
In this chapter, we propose a method to compute linear sensitivity distri-
bution factors (DFs) in near real-time. The method does not rely on the
system power flow model. Instead, it uses only high-frequency synchronized
data collected from phasor measurement units to estimate the injection shift
factors through linear least-squares estimation, after which other DFs can be
easily computed. Such a measurement-based approach is desirable since it
is adaptive to changes in system operating point and topology. We further
improve the adaptability of the proposed approach to such changes by using
weighted and recursive least-squares estimation. Through numerical exam-
ples, we illustrate the advantages of our proposed DF estimation approach
over the conventional model-based one in the context of contingency analysis
and generation re-dispatch.
2.1 Introduction
In power systems analysis, distribution factors are linearized sensitivities used
in contingency analysis and remedial action schemes [13]. A key distribution
factor is the injection shift factor (ISF), which quantifies the redistribution of
power through each transmission line in a power system following a change
in generation or load on a particular bus in the system. In essence, the ISF
captures the sensitivity of the flow through a line with respect to changes in
generation or load.
We begin by examining the fundamental definition for the ISF in the con-
ventional sense, which relies on designating a slack bus location. We compute
conventional model-based ISFs derived from a model of the power system
obtained offline, and motivate the need for a measurement-based approach.
The main contribution of this chapter is a measurement-based method to
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compute ISFs without relying on a power flow model of the system. The
proposed method estimates ISFs by finding the solution of a system of lin-
ear equations formulated using real power bus injection and line flow data
obtained from PMU measurements, via linear least-squares errors (LSE) es-
timation. Throughout the chapter, using examples and case studies, we show
that the proposed method is able to compute ISFs accurately while adapting
to changes in system operating point and topology.
The remainder of this chapter is organized as follows. Section 2.2 out-
lines the problem statement and describes the conventional model-based
method to compute ISFs. Next, in Section 2.3, we introduce the notion
of measurement-based ISFs and formulate the proposed measurement-based
estimation problem approach. In Section 2.4, we provide several LSE-based
algorithms to solve the measurement-based estimation problem; additionally,
we show how to compute other DFs once ISF estimates are obtained. In Sec-
tion 2.5, we describe the role of measurement-based DFs in several power
systems analysis applications, illustrating them via examples involving the
IEEE 14-bus system. In Section 2.6, we demonstrate the proposed ideas via
a case study involving the IEEE 118-bus system.
2.2 Preliminaries
Consider a power system represented by a graph, consisting of a set of N
nodes denoted by V = {1, . . . , N}, each one corresponding to a bus, and a
set of L edges denoted by E ; i.e., for m,n ∈ V, (m,n) ∈ E , if there exists a
transmission line between buses m and n. With a slight abuse of notation,
we also denote the transmission line between buses m and n by (m,n). Then,
the injection shift factor (ISF) of line (m,n) with respect to bus i is defined
as the linear approximation of the sensitivity of the active power flow in line
(m,n) with respect to the active power injection at bus i.
2.2.1 Conventional ISF Definition
Conventionally, the ISF of line (m,n) (assume positive real power flow from
busm to n) with respect to bus i, denoted by Ψi(m,n), is a linear approximation
of the sensitivity of the active power flow through line (m,n) with respect to
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the active power injection at node i, with the slack bus defined and all other
quantities constant. Suppose Pi varies by a small amount ∆Pi, and denote
by ∆P i(m,n) the change in active power flow in line (m,n) resulting from ∆Pi.
Then, it follows that
Ψi(m,n) :=
∂P(m,n)
∂Pi
≈ ∆P
i
(m,n)
∆Pi
. (2.1)
Traditionally, ISFs, along with other DFs, have been computed offline based
on a power flow model of the system, including its topology and pertinent
parameters, and with the slack bus defined. Next, we describe this model-
based approach to compute conventional ISFs.
2.2.2 Model-Based Approach to ISF Computation
Let Vi and θi, respectively, denote the voltage magnitude and angle at bus
i; additionally, let Pi and Qi, respectively, denote the active and reactive
power injection (generator or load) at bus i. Then, the static behavior of a
power system can be described by the power flow equations, which we write
compactly as
g(x, P,Q) = 0, (2.2)
where x = [θ1, . . . , θN , V1, . . . , VN ]
T , P = [P1, . . . , PN ]
T , Q = [Q1, . . . , QN ]
T ,
and g : R2N × RN × RN → R2N . In (2.2), the dependence on network
parameters, such as line series and shunt impedances, is implicitly considered
in the function g(·).
Suppose a solution for (2.2) is obtained at (x0, P0, Q0), i.e., g(x0, P0, Q0) =
0, and assume g(·) is continuously differentiable with respect to x and P at
(x0, P0, Q0). Let x = x0 +∆x and P = P0 +∆P . Then, assuming that ∆P
and ∆x are sufficiently small, we can approximate g(x, P,Q0) as
g(x, P,Q0) ≈ g(x0, P0, Q0) + J∆x+D∆P, (2.3)
where
J =
∂g
∂x
∣∣∣
(x0,P0,Q0)
and D =
∂g
∂P
∣∣∣
(x0,P0,Q0)
.
Since g(x0, P0, Q0) = 0, and assuming ∆x and ∆P are small, we have that
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g(x, P,Q0) ≈ 0. Then, it follows from (6.3) that
0 ≈ J∆x+D∆P. (2.4)
Further, since J is the Jacobian of the power flow equations, which we assume
to be invertible around (x0, P0, Q0), we can rearrange (2.4) to obtain
∆x ≈ −J−1D∆P. (2.5)
Next, we consider the active power flow through line (m,n) as P(m,n) =
h(m,n)(x), where h(m,n) : R
2N → R. Under the same small ∆x assumption,
we can obtain an expression for small variations ∆P(m,n) due to ∆x as follows:
∆P(m,n) ≈ c∆x, (2.6)
where c =
∂h(m,n)
∂x
∣∣
x0
. Substituting (2.5) into (2.6), it follows that
∆P(m,n) ≈ −cJ−1D∆P. (2.7)
The derivation of the sensitivity vector −cJ−1D relies on the linearization of
the nonlinear power flow equations around an operating point and therefore
it depends on the operating point.
In the derivation to obtain (2.7), the power flow equations in (2.2) are
linearized around some nominal operating point. For certain power system
applications (such as congestion relief), the so-called DC assumptions are
further used to simplify the linear sensitivities derived in (2.2)–(2.7) (see,
e.g., [13]). Let B˜ = diag{b(m,n)}, a diagonal matrix whose entries are b(m,n),
the susceptance of line (m,n), for each (m,n) ∈ E . Also, denote the line-to-
bus incidence matrix by A = [. . . , a(m,n), . . . ]
T , where a(m,n) ∈ RN is a vector
in which the mth entry is 1 and the nth entry is −1. Then, by using the DC
approximations [(i) the system is lossless, (ii) Vi = 1 p.u. for all i ∈ V, and
(iii) θi − θj << 1 for all i, j ∈ V [13]], the expression in (2.6) simplifies to
∆P(m,n) ≈ B˜(m,n)AB−1∆P, (2.8)
where B˜(m,n) is the row in B˜ that corresponds to line (m,n), and B = A
T B˜A.
Then, by defining Ψ(m,n) = [Ψ
1
(m,n), . . . ,Ψ
i
(m,n), . . . ,Ψ
N
(m,n)]
T , the model-based
25
linear sensitivity factors for line (m,n) with respect to active power injections
at all buses are given by
Ψ(m,n) = B˜(m,n)AB
−1. (2.9)
Under the DC assumptions, not only are the resulting DFs inflexible against
variations in system topology, but they also remain constant through possi-
ble operating point variations under one topology, e.g., generation and load
fluctuations.
2.2.3 Need for a Measurement-Based Computation Approach
The conventional model-based approach to ISF computation outlined in
(2.2)–(2.7) is not ideal since accurate and up-to-date network topology, pa-
rameters, and operating point are required. Moreover, under the DC assump-
tions, the model-based ISFs, obtained via (2.9), do not vary with system
operating changes. In this chapter, we aim to (i) eradicate the reliance on
models for computing DFs and, (ii) improve adaptability of computed DFs
to changes occurring in the system. Since DFs can be computed once ISFs
are known, we propose a method to estimate ISFs using only PMU measure-
ments obtained in near real-time without relying on a power flow model of
the system.
2.3 Measurement-Based ISF Computation Approach
In Section 2.2, we described model-based methods to compute conventional
ISFs with up-to-date and accurate system topology and parameter informa-
tion. In this section, we formulate the proposed measurement-based method
to compute the ISFs without relying on power flow models.
Let Pi(t) denote the active power injection at bus i at time t; similarly, for
∆t > 0 sufficiently small, let Pi(t+∆t) denote the active power injection at
time t+∆t. Define ∆Pi(t) = Pi(t+∆t)−Pi(t); then, based on the definition
of the ISF in (2.1), we have that
Ψi(m,n) ≈
∆P i(m,n)(t)
Pi(t+∆t)− Pi(t) . (2.10)
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In order to obtain Ψi(m,n), we also need ∆P
i
(m,n)(t), which are not readily
available from PMU measurements. We assume that the net variation in
active power through line (m,n), denoted by ∆P(m,n)(t), however, is available.
We can express this net variation as the sum of active power variations in
line (m,n) due to active power injection variations at each bus i:
∆P(m,n)(t) = ∆P
1
(m,n)(t) + · · ·+∆P i(m,n)(t) + · · ·+∆PN(m,n)(t). (2.11)
By substituting (2.10) into (2.11), we can rewrite (2.11) as
∆P(m,n)(t) ≈ ∆P1(t)Ψ1(m,n) + · · ·+∆Pi(t)Ψi(m,n) + · · ·+∆PN (t)ΨN(m,n),
where Ψi(m,n) ≈
∆P i
(m,n)
∆Pi
, i = 1, . . . , N . Suppose M + 1 sets of synchronized
measurements are available. Let
∆Pi[k] = Pi((k + 1)∆t)− Pi(k∆t),
∆P(m,n)[k] = P(m,n)((k + 1)∆t)− P(m,n)(k∆t),
k = 1, . . . ,M . Then, define
∆P(m,n) = [∆P(m,n)[1], . . . ,∆P(m,n)[k], . . . ,∆P(m,n)[M ]]
T ,
∆Pi = [∆Pi[1], . . . ,∆Pi[k], . . . ,∆Pi[M ]]
T ,
Ψ(m,n) = [Ψ
1
(m,n), . . . ,Ψ
i
(m,n), . . . ,Ψ
N
(m,n)]
T .
Further, suppose M > N , then we obtain the following overdetermined sys-
tem:
∆P(m,n) ≈
[
∆P1 · · · ∆Pi · · · ∆PN
]
Ψ(m,n). (2.12)
For ease of notation, let ∆P represent the M ×N matrix
[
∆P1 . . . ∆Pi . . . ∆PN
]
.
Then, the system in (2.12) is of the form
∆P(m,n) ≈ ∆PΨ(m,n). (2.13)
Suppose M > N , then (2.13) is an overdetermined system, which can be
solved via LSE-based algorithms. We illustrate the effectiveness of these al-
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gorithms on power system analysis applications, such as contingency analysis
and generation re-dispatch.
2.4 LSE-Based Algorithms for ISF Computation
In (2.13), we hypothesize that the relationship between ∆P(m,n) and Ψ(m,n)
is approximately linear. Let e ∈ RM denote the combination of inherent
deterministic error arising from the linearization assumption and stochastic
measurement error arising from faulty PMU data. As is customary, we as-
sume the measurement error process is white with zero mean and variance
σ2 [40]. By explicitly representing these errors in the formulation, (2.13)
becomes
∆P(m,n) = ∆PΨ(m,n) + e. (2.14)
We discuss three measurement-based algorithms to obtain an estimate of
Ψ(m,n) by solving the overdetermined system in (2.14). The first is the con-
ventional LSE solution, followed by weighted least-squares (WLS) estimation,
which weights certain measurements more than others. Finally, we describe
the recursive least-squares (RLS) algorithm, which allows us to refine the
ISF estimate as more measurements are obtained.
2.4.1 Least-Squares Errors Estimation
We can obtain the least-squares errors estimate of the ISF vector for line
(m,n), Ψ(m,n) = [Ψ
1
(m,n), . . . ,Ψ
i
(m,n), . . . ,Ψ
N
(m,n)]
T , by solving the following
LSE estimation problem:
min
Ψ(m,n)
eT e. (2.15)
The solution to this problem is given by (see, e.g., [41])
Ψˆ(m,n) = (∆P
T∆P )−1∆P T∆P(m,n). (2.16)
In doing so, we make two key assumptions: (i) the ISFs are approximately
constant across the M + 1 measurements, and (ii) the regressor matrix ∆P
has full column rank.
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2.4.2 Weighted Least-Squares Estimation
As stated previously, one of the assumptions we make in (2.15) is that the
ISFs are approximately constant across the estimation time window. One
way to eliminate this restriction and to obtain an estimator that is more
adaptive to operating changes is to place more importance on recent mea-
surements and less on earlier ones, which may be out-of-date due to possible
operating point changes. Hence, we consider a WLS estimation problem
setting in which the objective function in (2.15) becomes
min
Ψ(m,n)
eTWe, (2.17)
where W is a positive definite symmetric matrix. The solution to (5.25) is
given by (see, e.g., [41])
Ψˆ(m,n) =
(
∆P TW∆P
)−1
∆P TW∆P(m,n). (2.18)
In our setting, the elements of the error vector e are uncorrelated; therefore
the matrix W is diagonal. If the variations in Ψ(m,n) are slow compared to
the dynamics of the system, the generic method is WLS with exponential
forgetting factor [42], in which the more recent measurements are preferen-
tially weighted by setting1 W [i, i] = fM−i for some fixed f ∈ (0, 1], where
f is called a “forgetting” factor. If f = 1, then all measurements are given
equal weighting, as in the conventional LSE objective function in (2.15). On
the other hand, if f < 1, then earlier measurements would not contribute
as much to the final estimate Ψˆ(m,n) as more recent ones, i.e., earlier mea-
surements are “forgotten” as more data is acquired [42]. This is especially
useful for the case in which the system experiences a change in operating
point during the time window in which measurements are obtained.
2.4.3 Recursive Least-Squares Estimation
In practical implementation, measurements would be obtained sequentially.
Therefore, instead of waiting to collect a large dataset (and thus a longer
period of time) before an estimate can be obtained, we use the RLS scheme
1A[u, v] denotes the element of the matrix A in the uth row and vth column.
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Figure 2.1: Network topology for WECC 3-machine 9-bus system.
to solve the estimation problem and update the estimate sequentially as more
data is acquired [40]. As such, we consider one measurement set at a time,
which consists of ∆P(m,n)[k] and ∆P [k], the k
th element of ∆P(m,n) and the
kth row of ∆P , respectively. Then, Ψˆ(m,n)[k], the k
th ISF estimate, can be
obtained via the following recursive relation [40]:
Ψˆ(m,n)[k] = Ψˆ(m,n)[k − 1] +Q−1[k]∆P T [k](
∆P(m,n)[k]−∆P [k]Ψˆ(m,n)[k − 1]
)
, (2.19)
where Q[k] = fQ[k−1]+∆P T [k]∆P [k] and Q[0] = δI, δ small. Furthermore,
the computationally expensive matrix inversion in (2.19) may be avoided by
invoking the Sherman Morrison formula (a special case of the matrix inversion
lemma [43]). Let R[k] = Q−1[k] and define so-called gain vector as
g[k] =
1
f +∆P [k]R[k − 1]∆P T [k]R[k − 1]∆P
T [k]. (2.20)
Then, Ψˆ(m,n)[k] can be obtained via the following recursive relation [40]:
Ψˆ(m,n)[k] = Ψˆ(m,n)[k − 1] +R[k]∆P T [k](
∆P(m,n)[k]−∆P [k]Ψˆ(m,n)[k − 1]
)
, (2.21)
where R[k] = f−1 (R[k − 1]− g[k]∆P [k]R[k − 1]) and R[0] = δ−1I.
Next, we illustrate the ideas presented above on LSE-based solutions to
the overdetermined system in (2.14) via an example.
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Table 2.1: Comparison of ISFs obtained for Example 2.1.
Line
Actual [p.u.] Model-based [p.u.] WLS Estimation [p.u.]
Before After Before/After f = 1 f = 0.7
∆P(4,5) -0.2970 -0.2046 -0.3196 -0.2145 -0.2203
∆P(4,6) -0.1734 -0.1426 -0.1804 -0.0529 -0.1416
∆P(7,8) +0.1838 +0.2121 +0.1804 +0.1116 +0.2066
Example 2.1 (3-Machine 9-Bus System). In this example, we consider the
WECC 3-machine, 9-bus system model (see, e.g., [44]), the topology for
which is shown in Fig. 2.1. In order to simulate PMU measurements of slight
fluctuations in active power injection at each bus, we create time-series data
for the active power injection at each bus. In particular, the injection at bus
i, denoted by Pi, is given by
Pi[k] = P
0
i [k] + P
0
i [k]ν1 + ν2, (2.22)
where P 0i [k] is the nominal power injection at bus i at instant k∆t, and ν1 and
ν2 are pseudorandom values drawn from standard normal distributions with
zero mean and standard deviations σ1 and σ2, respectively. The first compo-
nent of variation, P 0i [k]v1, represents the inherent fluctuations in generation
and load, while the second component, v2, represents random measurement
noise or inherent fluctuations in generation and load, which are indepen-
dent of the nominal power injection at bus i. In this example, we create
times-series data for the active power injection at each bus using (2.22), with
σ1 = 0.1 and σ2 = 0.1. In addition, in order to capture the effect of a change
in operating point, the active load at bus 6 linearly increases by 2.8 p.u. over
the span of 120 measurements, beginning at time instant k = 180, with the
generation at bus 2 also increasing commensurately by an equal amount at
each time step. We assume this change is undetected to highlight the value
of the proposed measurement-based method.
For each set of bus injection data, we compute the power flow, with the
slack bus absorbing all power imbalances, and the active power flow through
each line for that particular time. Suppose a 0.5 p.u. increase is applied to
G2 at bus 2 with the slack bus absorbing the resulting power imbalance. Ta-
ble 2.1 shows a comparison between the corresponding effect on three lines
computed from the actual power flow solution (both before and after the
change in operating point), the linearized DC model-based approximation,
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and a solution to our measurement-based method using the recursive imple-
mentation of WLS in (2.21), with forgetting factors f = 1 and f = 0.7. Both
measurement-based estimations are executed at time instant k = 600 with
the previous M = 600 measurement sets. Since the operating point change
is undetected by operators, the model-based ISF estimate is computed us-
ing the system model prior to the change. Note that the model-based es-
timations remain constant for operating point changes caused by varying
load/generation. So the model-based estimates in Table 2.1 are also valid
after the operating point change. Columns 2 and 3 in Table 2.1 depict the
changes in line flows due to a 0.5 p.u. generation increase in G2 before and
after the operating point change, respectively. It is evident from Table 2.1
that the recursive WLS estimation scheme (column 5) with f = 0.7 is able to
track the ISFs after operating point change with significant higher accuracy
than both the model-based approach and the conventional LSE estimation
with f = 1. 
2.4.4 On Selection of the Forgetting Factor
There have been numerous proposed techniques to vary the forgetting factor
f in RLS (see, e.g., [45, 46]) in time-varying systems. For example, we
can vary f by monitoring the error residual variance e2[k], where e[k] =
∆P(m,n)[k] − ∆P [k]Ψˆ(m,n)[k] at each time instant k; when e2[k] increases, f
is decreased [45]. Intuitively, if the error is small, then either the system has
not undergone any changes, or the estimated ISFs correspond closely to the
changes that it has undergone. In either case, a reasonable strategy is to
retain as much past information as possible by choosing f close to unity. On
the other hand, if the error is large, then f should be chosen to be smaller so
as to shorten the effective memory of the estimator until ISFs are readjusted
and errors are small.
In general, when the forgetting factor is close to 1, RLS achieves low misad-
justment (roughly the noise in the resulting estimate) and good stability, at
the cost of reduced tracking capability. On the other hand, tracking capabil-
ity is improved with a smaller forgetting factor, but misadjustment increases
and stability may be affected [46]. Since the thrust of the current work is
to propose a measurement-based approach to compute ISFs, instead of fo-
32
0.5 0.6 0.7 0.8 0.9 1
0.01
0.02
0.03
0.04
0.05
f
M
S
E
Figure 2.2: Sensitivity of MSE to forgetting factor value in 3-machine 9-bus
system.
cusing on the optimal choice of a variable forgetting factor, in the remaining
examples and case studies, we use a well-chosen constant f obtained via a
sensitivity study. Next, we demonstrate the use of such a sensitivity study
via an example involving the WECC 3-machine 9-bus system.
Example 2.2 (3-Machine 9-Bus System). In this example, we consider the
same system and contingency scenario as in Example 2.1 and perform the
ISF computation for a range of f ∈ [0.5, 1]. For each value of f , we compare
the resulting predicted flow through all lines to the actual post-contingency
flows and compute the mean squared error (MSE). As shown in Fig. 2.2,
the optimal f , which results in the smallest MSE, is around 0.95. In fact, a
more granular sensitivity study done for f ∈ [0.9, 1] shows that the optimal
f for this scenario is 0.97. This sensitivity study indicates that the forgetting
factor should be chosen to be fairly close to 1. 
2.4.5 On Managing Bad Data
PMU data may contain random errors arising from equipment limitations in
the measurement device and communication devices [3]. Detection and iden-
tification of bad data are commonly performed after an estimate has been
computed by processing the measurement residuals, using schemes such as
the χ2-test and hypothesis testing, respectively [3]. Some bad data, such
as (i) negative voltage magnitudes, (ii) values that are orders of magnitude
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Table 2.2: Comparison of ISFs obtained for Example 2.3.
Line
Actual WLS Estimation [p.u.]
[p.u.] k = 300 k = 400 k = 500 k = 600
∆P(4,5) -0.2970 -0.0685 -0.2683 -0.2974 -0.3017
∆P(4,6) -0.1734 -0.0567 -0.1758 -0.1730 -0.1747
∆P(7,8) +0.1838 0.0395 0.1204 0.1781 0.1831
..
.
..
.
..
.
..
.
..
.
..
.
MSE — 0.6742 0.1265 0.0132 0.0086
too large or too small, and (iii) vastly different currents in and out of a bus,
can be removed prior to ISF computation based on plausibility checks [3].
In the remainder, we assume standard plausibility tests have been applied
to the PMU measurements before they are passed to the LSE-based algo-
rithms for ISF estimation. Moreover, the effect of bad data can be reduced
or eliminated by (i) setting the forgetting factor to be smaller so that ear-
lier, possibly erroneous, data have less influence on the ISF estimation; and
(ii) conducting estimation over a sliding window in time so that any erro-
neous data eventually become ineffectual as more recent measurements are
acquired.
Example 2.3 (3-Machine 9-Bus System). In this example, we consider the
same system as in Example 2.1, but with constant operating point. We sim-
ulate 600 sets of measurements of slight fluctuations in bus injections and
compute the corresponding line flows. We also inject additional random mea-
surement error with zero mean and σ = 0.5 from time instant k = 201 to
k = 300, without modifying the line flow measurements accordingly. We
estimate ISFs at 4 time instants, k = 300, 400, 500, 600, using the previous
300 measurements and with f = 0.97. Suppose the injection at bus 2 in-
creases by 0.5 p.u., Table 2.2 shows the predicted real power flow through
a subset of lines due to this change as well as the MSE of all predictions as
compared to the actual quantities (shown in column 2) obtained by solving
the nonlinear power flow. As is apparent from the MSEs in Table 2.2, the
predictions become more accurate as new data is acquired and previous bad
data are “forgotten”, until the effects of the bad data are entirely eliminated
in the final column with k = 600. 
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2.4.6 Computation of Other Distribution Factors
Once the ISFs are obtained via online estimation, we can compute other
relevant linear sensitivity DFs. Next, we describe the algorithm to obtain
PTDFs, LODFs, followed by OTDFs.
Power Transfer Distribution Factor. The PTDF, denoted by Φij(m,n),
approximates the sensitivity of the active power flow in line (m,n) with
respect to an active power transfer of a given amount of power, ∆Pij , from
bus i to j [15]. The PTDF can be computed as a superposition of an injection
at bus i and a withdrawal at bus j, where the slack bus accounts for the power
imbalance in each case. Thus,
Φij(m,n) = Ψ
i
(m,n) −Ψj(m,n), (2.23)
where Ψi(m,n) and Ψ
j
(m,n) are the line flow sensitivities in line (m,n) with
respect to injections at buses i and j, respectively.
Line Outage Distribution Factor. The LODF, denoted by Ξ
(m′,n′)
(m,n) , ap-
proximates the active power flow change in line (m,n) due to the outage
of line (m′, n′) as a percentage of pre-outage active power flow through line
(m′, n′) [15]. Then, Ξ
(m′,n′)
(m,n) is expressed as
Ξ
(m′,n′)
(m,n) =
Φm
′n′
(m,n)
1− Φm′n′(m′,n′)
=
Ψm
′
(m,n) −Ψn
′
(m,n)
1− (Ψm′(m′,n′) −Ψn′(m′,n′))
. (2.24)
Outage Transfer Distribution Factor. The OTDF, which is denoted
by Θij(m,n),(m′,n′), approximates the sensitivity of the active power flow in line
(m,n) with respect to an active power transfer of a given amount of power,
∆Pij, from bus i to j after the outage of line (m
′, n′) [15]. Then Θij(m,n),(m′,n′)
is expressed as
Θij(m,n),(m′,n′) = Φ
ij
(m,n) + Ξ
(m′,n′)
(m,n) Φ
ij
(m′,n′). (2.25)
In the special case that bus j is the slack bus, (2.25) simplifies to
Θi(m,n),(m′,n′) = Ψ
i
(m,n) + Ξ
(m′,n′)
(m,n) Ψ
i
(m′,n′). (2.26)
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2.5 Applications of Measurement-Based Distribution
Factor Estimation
As stated previously, DFs are utilized in numerous power system monitoring
and protection applications. In this section, we describe and formulate the
role of measurement-based DFs in contingency analysis and generation re-
dispatch in a security-constrained system. We illustrate the advantage of our
measurement-based method over the model-based one in these applications
through several examples. For all case studies discussed in Sections 2.5 and
2.6, we generate synthetic PMU measurements of power injections at each
bus in the system by using (2.22) in Example 2.1. For each set of bus injection
data, the active power flow through each transmission line is computed to
simulate line flow measurements.
2.5.1 Contingency Analysis
To maintain power system security, operators must ensure that the system
remains operational with the outage of any single asset (such as a generating
unit or transmission line) at all times. In general, the procedure involves
modeling all “credible” outages, one scenario at a time, and checking all
lines and voltages in the network against their respective limits [13]. This
exhaustive procedure is repeated regularly throughout the day as up-to-date
measurements are obtained and, due to constantly changing system condi-
tions, results must be generated quickly to ensure operators are aware of any
potential violations. If a power flow model of the system is available, one
way to gain solution speed in contingency analysis is to use DFs under the
DC power flow assumptions as described in Section 2.2. In particular, we
describe the role of DFs in contingency analysis in the following.
Generator Outage Contingency. For ease of notation, we assume there is
at most one generator at each bus or that multiple generators at one bus have
been lumped into one equivalent generator. In the event that an outage of a
large generator, which had been generating P 0i (which corresponds to active
power flow of P 0(m,n) in line (m,n) in the pre-contingency state), occurs, the
change in Pi would be
∆Pi = −P 0i .
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Figure 2.3: Network topology for IEEE 14-bus system [47].
Suppose the loss of the generator at bus i were compensated by governor
action on other generators throughout the interconnected system. Denote
the proportion of ∆Pi that is compensated by the j
th generator as βj . Then,
using ISFs, the post-contingency flow on line (m,n) can be computed as
P(m,n) = P
0
(m,n) +Ψ
i
(m,n)∆Pi −
∑
j∈V ,j 6=i
Ψj(m,n)βj∆Pi, (2.27)
where 0 ≤ βj ≤ 1 and
∑
j∈V ,j 6=i βj = 1. This computation is carried out for
all lines (m,n) ∈ E , and corresponding line flow limits Pmax(m,n) are checked to
alert power system operators to potential overloads. A common mechanism
to assign values to βj is to assume the remaining generators pick up the loss
of the generator at bus i in proportion to their maximum MW rating as
follows (see, e.g., [13]):
βj =
Pmaxj∑
k∈V ,k 6=iP
max
k
. (2.28)
In the case that the slack bus (bus 1) is assumed to compensate for all lost
generation due to the generator outage at bus i, in (2.27), we set β1 = 1 and
βj = 0 for all j 6= 1.
Example 2.4 (IEEE 14-Bus System). In this example, we consider the
benchmark IEEE 14-bus system [47], the topology of which is shown in
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Table 2.3: Contingency analysis on 14-bus system with G2 outage.
Line Pre-contingency Post-contingency P(m,n) [p.u.]
(m,n) P 0
(m,n)
[p.u.] Actual Model-based Measurement-based
(1, 2) 1.5674 1.9228 1.9008 1.9226
(1, 5) 0.7587 0.8281 0.8253 0.8287
(2, 3) 0.7285 0.7173 0.7172 0.7177
(2, 4) 0.5601 0.5365 0.5366 0.5371
(2, 5) 0.4190 0.3871 0.3872 0.3877
(3, 4) -0.2367 -0.2472 -0.2480 -0.2471
(4, 5) -0.5953 -0.6263 -0.6282 -0.6265
...
...
...
...
...
MSE — — 0.0222 0.003
Fig. 2.3. We examine the contingency where the system loses the genera-
tor G2 due to an outage, with the generator G1 picking up any resulting
power imbalance, i.e., β1 = 1 and βj = 0 for all j 6= 1, 2. In the pre-
contingency state, P 02 = 0.4 p.u., and so to consider the outage of G2, we set
∆P2 = −0.4 p.u. Table 2.3 shows the pre-contingency and post-contingency
flows from the full power flow solution, the model-based approach, and the
proposed measurement-based approach for a subset of transmission lines in
the system. As Table 2.3 shows, the proposed measurement-based approach
provides more accurate post-contingency flows than the model-based ap-
proach. In fact, the MSE for the post-contingency flows through all lines
obtained via the model-based approach is 0.0222, whereas the measurement-
based approach yields an MSE of 0.003. We will illustrate in Example 2.5 that
the proposed measurement-based method is especially advantageous over the
conventional model-based approach for a case in which the system topology
or operating point has changed, unbeknownst to system operators. 
Line Outage Contingency. LODFs indicate the portion of pre-outage
flow in a line, after its outage, that is redistributed onto remaining lines.
In the pre-contingency state, denote the active power flow in lines (m,n)
and (m′, n′) by P 0(m,n) and P
0
(m′,n′), respectively. Furthermore, consider a
contingency in which an outage occurs in line (m′, n′); then, using LODFs in
(2.24), the post-contingency flow in line (m,n) can be computed as
P(m,n) = P
0
(m,n) + Ξ
(m′,n′)
(m,n) P
0
(m′,n′). (2.29)
Similar to the loss of generator study, the computation in (2.29) is repeated
for all lines (m,n) ∈ E . If no line constraints are violated with any single line
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Table 2.4: Contingency analysis on modified 14-bus system with outage in
line (4, 5).
Line Pre-contingency [p.u.] Post-contingency P(m,n) [p.u.]
(m,n) P 0(m,n) P˜
0
(m,n) Actual Model-based
Measurement-based
f = 1 f = 0.8
(1, 2) 1.5674 1.5684 1.8004 1.7492 1.8170 1.7946
(1, 5) 0.7587 0.7582 0.5610 0.5774 0.5840 0.5629
(2, 3) 0.7285 0.7295 0.9065 0.8803 0.9035 0.9017
(2, 4) 0.5601 0.5617 0.9268 0.8751 0.9149 0.9128
(2, 5) 0.4190 0.4172 0.0933 0.1339 0.1231 0.1065
(3, 4) -0.2367 -0.2358 -0.0717 -0.0850 -0.0749 -0.0767
(4, 5) -0.5953 -0.6124 — — — —
..
.
..
.
..
.
..
.
..
.
..
.
..
.
MSE — — — 0.1878 0.0538 0.0465
outage, we conclude the system is N-1 secure with respect to line outages.
Example 2.5 (IEEE 14-Bus System). In this example, we begin with the
same base case system as in Example 2.4, the line flows for which are de-
noted by P 0(m,n) (see Table 2.4). We consider a time window that contains
M = 600 sets of pseudo-measurements obtained via randomly perturbing
the active power injections at each bus. Suppose a line outage occurs in
line (10, 11), unbeknownst to system operators at sample k = 100. Due to
this undetected outage, the line flows become P˜ 0(m,n) as shown in the same
table. Contingency analysis continues to be conducted on the system using
the LODFs computed based on the model of the original system, which is no
longer accurate due to the undetected outage in line (10, 11). For the mod-
ified system, in Table 2.4 (columns 4–7), we present contingency analysis
results for the hypothetical case in which line (4, 5) fails. More specifically,
for pre- and post-contingency conditions, we compare (i) actual line flows, (ii)
model-based computed line flows, and (iii) measurement-based estimated line
flows. The post-contingency flows based on linear DFs (shown in columns
5–7) are obtained as
P(m,n) = P˜
0
(m,n) + Ξ
(4,5)
(m,n)P˜
0
(4,5),
with Ξ
(4,5)
(m,n) as given by the model-based or the measurement-based approach,
as appropriate.
By inspecting Table 2.4, which contains active power flow data for a subset
of the transmission lines in the 14-bus system, we note that the measurement-
based estimates are, on average, more accurate than the model-based ones.
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By setting the forgetting factor to f = 0.8, we are able to further refine
the LSE estimates to reflect the current system topology. For the post-
contingency flows through all lines obtained via (i) the model-based approach,
(ii) LSE-based approach with f = 1, and (iii) LSE-based approach with
f = 0.8, the MSEs are 0.1878, 0.0538, and 0.0465, respectively. This example
highlights one of the major advantages of the proposed measurement-based
method, which, unlike the conventional model-based approach, automatically
adapts to the current system topology and operating point. 
2.5.2 Generation Re-Dispatch
Suppose the contingency analysis from Section 2.5.1 resulted in one or more
violations of transmission line flow limits in the event of a “credible” out-
age. For example, following the outage of line (m′, n′), suppose the post-
contingency active power flow in line (m,n), P(m,n), exceeds the maximum
allowable power transfer of Pmax(m,n), rendering the system N-1 insecure. In
this case, power system operators may dispatch out-of-merit generators, i.e.,
more expensive units, so as to correct the security violation. One way to
achieve this is to solve a security-constrained optimal power flow on a model
of the system with up-to-date measurements and state estimator results [48].
However, this method requires an accurate model that reflects current sys-
tem topology and operating conditions. An alternative approach is to employ
ISFs in conjunction with unit bid prices to select the most economical unit(s)
to resolve the potential violation in the event of the corresponding contin-
gency. The formulation of this alternative approach, which is used by, e.g.,
PJM [49], is summarized next.
Let γ¯ denote the dispatch rate determined by the economic dispatch so-
lution, where generator i with bid γi is dispatched to meet the electricity
demand if γi ≤ γ¯. Suppose the most recent contingency analysis reveals that
the system is not N-1 secure, with active power flow in line (m,n) at risk of
overload. Let ρi denote the so-called “$/MW effect” for unit i, where
ρi :=
γ¯ − γi
Ψi(m,n)
. (2.30)
With the constraint on P(m,n), the unit with the lowest ρi is re-dispatched to
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relieve the violation. The generation re-dispatch for unit i∗, with the lowest
ρi among all candidate generators, is computed using OTDFs in (2.26) as
∆Pi∗ = Θ
i∗
(m,n),(m′,n′)
(
Pmax(m,n) − P(m,n)
)
. (2.31)
Unlike the previous applications, we defer illustrating the advantage of our
proposed method over the model-based one for this application to the next
section.
2.6 Case Studies
In this section, we use the proposed measurement-based DF estimation ap-
proach in the IEEE 118-bus system for the applications to contingency anal-
ysis and generation re-dispatch described in Section 2.5. The simulation
tool MATPOWER [44] is used throughout to compute relevant transmis-
sion line flow measurements from pseudo-random bus injections. The sys-
tem is divided into two zones, where zone 1 consists of buses indexed by
V1 = {1 – 40, 113, 114, 115, 117}, and zone 2 consists of buses with indices
V2 = {41 – 112, 116, 118}. In particular, we consider zone 1 as the internal
system, whereas zone 2 is a neighboring balancing area (external system),
the operating point or topology changes of which may not be reported to
the internal system operator in a timely fashion so as to allow zone 1 to
adjust its network model accordingly. Through the case studies, we show
that the pre-calculated model-based DFs may not be accurate if the sys-
tem operating point and network topology deviate sufficiently far away from
those at which the sensitivity factors were computed, while the proposed
measurement-based approach is able to adapt to system changes. Since
PTDFs are relatively insensitive to bus injections and withdrawals if the
topology is fixed [50], we focus on undetected topology changes, such as
line outages, in the external system to highlight the value of the proposed
measurement-based approach to contingency analysis.
Remark 2.1 (On the Computational Time). For all case studies in this
section involving the IEEE 118-bus system, we compute ISFs using a time
window that contains M = 500 sets of measurements. On average, to obtain
the ISFs of line (m,n) with respect to all buses, denoted by Ψ(m,n), requires
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Figure 2.4: 118-bus system contingency analysis for G12 outage:
comparison between deviations away from actual post-contingency flows
resulting from the model- and measurement-based approaches.
0.1505 s. For comparison, the standard LSE, as described in Section 2.4,
requires an average of 0.00225 s to compute Ψ(m,n) using the same set of
measurement data. It is also worth noting that the computation for Ψ(m,n)
can be done in parallel with ISFs of any other line Ψ(m′,n′).
2.6.1 Generator Outage Contingency
In this case study, we consider the outage of the generator at bus 12, denoted
by G12, as the candidate contingency under two scenarios. In both cases,
we validate the proposed measurement-based approach by comparing post-
contingency line flows obtained by solving the full nonlinear power flow, and
model- and measurement-based ISF computations. After the G12 outage, the
pre-contingency generation is divided among three neighboring generators,
G10, G25, and G26, with the proportions dictated by their maximum MW
ratings as in (2.28).
Base Case. We assume the time window under consideration containsM =
500 sets of measurements. As in Example 2.1, the bus injection data Pi are
simulated by adding noise to the nominal value P 0i as given in (2.22), with
σ1 = σ2 = 0.01. We obtain the benchmark post-contingency flows for all
lines in the internal system V1 by solving the nonlinear power flow with the
outage and re-distribution of pre-outage power generation of G12. Figure 2.4a
shows the deviation of the post-contingency flows obtained via model- and
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Table 2.5: Actual pre- and post-contingency line flows in 118-bus system.
Line Pre-contingency Post-contingency
(m,n) P 0
(m,n)
[p.u.] P˜ 0
(m,n)
[p.u.] P(m,n) [p.u.]
(23, 24) 0.0828 0.0189 0.0344
(26, 30) 2.2371 2.2624 2.2564
(23, 32) 0.9298 0.9519 0.9465
(15, 33) 0.0731 0.1004 0.0930
(33, 37) -0.1572 -0.1301 -0.1374
(34, 36) 0.3025 0.3115 0.3088
(34, 37) -0.9431 -0.8590 -0.8849
(38, 37) 2.4337 2.6851 2.6145
(37, 39) 0.5491 0.7380 1.2548
(37, 40) 0.4402 0.6236 —
measurement-based approaches from the actual quantities for lines in the
internal system. The measurement-based approach yields, on average, more
accurate results than the model-based one. In fact, the MSE for the model-
based solution is 0.0066, whereas the measurement-based approach yields an
MSE of 0.0015.
Modified External System. Suppose line outages have occurred for lines
(65, 68) and (47, 69), both of which are in the external system, unbeknownst
to the internal system operators. Again, we collectM = 500 sets of measure-
ments from the modified system, where the simulated bus injection data con-
sist of load/generation fluctuations with σ1 = 0.01, and measurement noise
with σ2 = 0.01. Again, we compare the errors resulting from the model- and
measurement-based approaches against the benchmark nonlinear power flow
solution in Fig. 2.4b. By visual inspection, we note that the errors in some
line flows increase for the model-based approach, while they remain similar
to the base case for the measurement-based approach. In fact, the post-
contingency flows obtained via the model-based approach yield an increase
of 0.0086 in the MSE, while those obtained via the measurement-based ap-
proach yield an MSE of 0.0015 still. Additionally, we also computed ISFs by
linearizing the AC power flow model, as −cJ−1D in (2.7). The MSE for the
post-contingency flows obtained via the AC-model-based approach is about
equal to that obtained via the measurement-based approach. Therefore, we
conclude that the error yielded by the measurement-based method is mostly
due to error inherent to the linearization process.
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Table 2.6: Comparison of post-contingency flows in 118-bus system with
undetected outages in lines (41, 42) and (42, 49).
Line Actual Model-based Measurement-based [p.u.]
(m,n) [p.u.] [p.u.] k = 500 k = 800
f = 1 f = 0.98 f = 1
(23, 24) 0.0344 0.0497 0.0523 0.0296 0.0360
(26, 30) 2.2564 2.2509 2.2499 2.2589 2.2564
(23, 32) 0.9465 0.9410 0.9402 0.9481 0.9459
(15, 33) 0.0930 0.0860 0.0842 0.0933 0.0908
(33, 37) -0.1374 -0.1445 -0.1462 -0.1372 -0.1396
(34, 36) 0.3088 0.3066 0.3064 0.3093 0.3085
(34, 37) -0.8849 -0.9049 -0.9125 -0.8855 -0.8928
(38, 37) 2.6145 2.5585 2.5446 2.6274 2.6052
(37, 39) 1.2548 1.1697 1.1451 1.2673 1.2346
(37, 40) — — — — —
...
...
...
...
...
...
MSE — 0.1187 0.1650 0.0287 0.0266
2.6.2 Line Outage Contingency
Here, we consider the outage of line (37, 40) in the internal system as the
candidate in contingency analysis. We begin with the original base-case
system at time instant k = 1. Suppose, at time instant k = 200, outages
occur in lines (41, 42) and (42, 49) in the external system. We solve the full
nonlinear power flow and obtain the active line flows in the base case system
(denoted by P 0(m,n)), the modified system with undetected outages in the
external area (denoted by P˜ 0(m,n)), and the post-contingency modified system
with the additional outage of line (37, 40) (denoted by P(m,n)). The resulting
power flows through a subset of internal system transmission lines are shown
in Table 2.5.
In Table 2.6, we reproduce the actual post-contingency flows from Ta-
ble 2.5 in column 2. Using the pre-contingency flows for the modified system,
P˜ 0(m,n), and the LODFs computed from the base case system topology, the
model-based post-contingency flows are computed and shown in column 3
of Table 2.6. The MSE for the post-contingency flows through all internal
system transmission lines obtained via the model-based approach is 0.1187.
Suppose at time k = 500, contingency analysis is conducted using the pre-
viousM = 500 sets of measurements, which includes the loss of external lines
at k = 200. As in Section 2.6.1, the simulated bus injection data consist of
load/generation fluctuations with σ1 = σ2 = 0.01. Using simulated bus injec-
tion and line flow data, we estimate ISFs and compute LODFs with forgetting
factors f = 1 and f = 0.98, the post-contingency flows for which are listed in
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Table 2.7: Contingency analysis on modified 118-bus system with outage in
T(37,38).
Line Pre-contingency [p.u.] Post-contingency P(m,n) [p.u.]
(m,n) P 0
(m,n)
P˜ 0
(m,n)
Actual Model-based Meas-based
(15, 33) 0.0470 0.0752 1.0378 0.9001 1.0742
Table 2.8: Choosing generator to relieve line (15, 33) overload on modified
118-bus system with outage in transformer (37, 38).
Gi γi ISF Ψ
i
(15,33)
ρi [$/MW Effect]
[$/MWh] Model-based Meas-based Model-based Meas-based
G34 40.05 -0.0627 -0.0620 10.6688 10.7909
G36 40.10 -0.0650 -0.0666 11.0480 10.7933
G40 40.00 -0.0566 -0.0707 10.9217 8.7546
columns 4 and 5 in Table 2.6, respectively. While the unweighted LSE esti-
mation produces post-contingency flows that are similar to the model-based
computation, WLS with f = 0.98 matches the actual post-contingency line
flows quite well, as shown in Table 2.6. In fact, the post-contingency inter-
nal system line flows obtained via unweighted LSE estimation yield an MSE
0.1650, while those obtained via the weighted LSE estimation yield an MSE
of 0.0287. For comparison, suppose the same contingency analysis is per-
formed at time k = 800, using the previous M = 500 sets of measurements,
during which the topology does not change further since the previous external
system line outages. The post-contingency flows resulting from estimation of
ISFs using unweighted conventional LSE estimation are shown in column 6
of Table 2.6. Again, these computations match the actual post-contingency
flow well and the MSE for the post-contingency internal system line flows is
0.0266 in this case.
2.6.3 Generation Re-Dispatch
In this case study, we consider the outage of the transformer between buses 37
and 38, denoted by transformer (37, 38), as the candidate contingency with
undetected external system outage of lines (41, 42) and (42, 49). Using the
same set of measurement data as contingency analysis performed at k = 800
from Section 2.6.2, we illustrate the advantage of the proposed measurement-
based approach over the model-based one.
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Table 2.9: Comparison of model- and measurement-based approaches to
relieve line (15, 33) overload on modified 118-bus system with outage of
transformer (37, 38).
Approach Gi∗ ∆Pi∗ [MW] P(15,33) [p.u.] Cost [$/hr]
Model G34 32.55 0.9365 1314
Meas G40 25.55 0.9604 1028
For this case study, we use the generator cost data available in the 118-bus
MATPOWER case. Upon performing economic dispatch, we find the dis-
patch rate to be γ = $39.38/MWh. With the undetected external system line
outages, we conduct contingency analysis with the hypothetical transformer
(37, 38) outage, with the real power flow through line (15, 33) summarized
in Table 2.7. Next, suppose that the thermal limit of line (15, 33) is 1 p.u.
Then the system is not N-1 secure under the transformer (37, 38) contin-
gency. Note that while the measurement-based method flags this violation,
the model-based computation is unable to do so. Based on the ISFs for line
(15, 33), there are three out-of-merit generators in zone 1—G34, G36, and
G40—that can be dispatched to relieve the thermal overload. By applying
(2.30) to these generators, using both the model- and measurement-based
ISFs, we obtain the value of ρi for each unit (see Table 2.8). According
to the computation of ρi done with the model-based ISFs, G34 should be
used to relieve the constraint on line (15, 33), whereas the computation us-
ing the measurement-based ISFs dictates that G40 ought to be dispatched.
The cost functions for these generators are C(P34) = 0.01P
2
34+ 40.05P34 and
C(P40) = 0.01P
2
40 + 40.0P40. Table 2.9 shows a comparison between the
re-dispatch resulting from the model- versus measurement-based approaches
using (2.31). Indeed, by solving the nonlinear power flow for both scenar-
ios and the resulting total generation cost, while both scenarios relieve the
post-contingency flow violation in line (15, 33), we confirm that the dispatch
of G40 produces the lower cost.
2.7 Summary
In this chapter, we presented an LSE-based estimation method to obtain
DFs, via the solution to an overdetermined system of equations, constructed
from active power injection and flow measurements. The proposed method
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does not rely on the system power flow model and uses only PMU measure-
ments collected in real-time. Beyond eliminating the power flow model, we
show that the proposed measurement-based approach provides more accu-
rate results than the model-based approximations and can adapt to unex-
pected system topology and operating point changes. Further, we improve
the adaptability of the proposed technique by incorporating WLS and place
more weight on recent measurements and less to past ones. We also im-
plement the estimation scheme recursively so that ISF estimates are refined
with each additional set of measurements obtained.
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CHAPTER 3
SPARSITY-EXPLOITING ESTIMATION
OF DISTRIBUTION FACTORS
In this chapter, we propose a method to compute linear sensitivity distribu-
tion factors (DFs) in near real-time without relying on a power flow model
of the system. Specifically, we compute the injection shift factors (ISFs)
of a particular line of interest with respect to active power injections at
all buses (all other DFs can be determined from ISFs). The proposed ISF
estimation method relies on the solution of an underdetermined system of
linear equations that arise from high-frequency synchronized measurements
obtained from phasor measurement units. We exploit a sparse representa-
tion (i.e., one in which many elements are zero) of the vector of desired ISFs
via rearrangement by electrical distance and an appropriately chosen linear
transformation, and cast the estimation problem into a sparse vector recovery
problem. As we illustrate through case studies, the proposed approach pro-
vides accurate DF estimates with fewer sets of synchronized measurements
than earlier approaches that rely on the solution of an overdetermined system
of equations via the least-squares errors estimation method.
3.1 Introduction
In accordance with the vision described in Chapter 1 to shift away from
model-based analyses, in Chapter 2, we proposed a measurement-based method
to estimate DFs by finding the solution of a system of linear equations for-
mulated using real power bus injection and line flow data obtained from
PMU measurements. Specifically, we considered an overdetermined system,
with more equations than unknown ISFs, and obtained the solution via LSE
estimation. While the method is shown to accurately compute ISFs, even
in the presence of undetected system topology and operating point changes,
the LSE-based solution necessitates at least as many sets of synchronized
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measurements as unknown ISFs. For a large power system, such a restric-
tion may be ill-advised in, e.g., RTCA, since power systems are constantly
undergoing changes and operators often need to quickly determine whether
or not the current system is secure. To address this issue, we propose an
accurate and efficient method to recover the ISF solution using fewer sets of
measurements than unknown ISFs. To this end, in this chapter, we exploit
a sparse representation (i.e., one in which many elements are zero) of the
vector of desired ISFs, solve for the transformed sparse representation, and
finally compute the original ISFs by applying the inverse transformation.
The computation approach presented in this chapter is inspired by the
field of compressive sensing (CS) (see, e.g., [51]), and its applications to im-
age processing, where a typical problem is to compress a large image (i.e.,
to reduce irrelevant or redundant image data in order to store or transmit
the image efficiently), and subsequently reconstruct the image from its com-
pressed representation. CS theory asserts that, by exploiting their sparsity,
certain classes of signals can be recovered from fewer samples or measure-
ments than those needed in traditional methods such as LSE estimation (see,
e.g., [52, 53]). Specifically, the problem of recovering a sparse signal can be
cast as one where the objective is to minimize the l0-norm
1 of the signal to
be recovered.
The remainder of this chapter is organized as follows. In Section 3.2, we
describe a sparse representation for the ISFs and illustrate it via examples
involving the IEEE 14-bus system. Section 3.3 summarizes the proposed
sparse representation solution approach. In Section 3.4, we formulate two
algorithms to solve the ISF estimation problem using fewer sets of synchro-
nized measurements than number of unknowns. In Section 3.5, we present
case studies involving the IEEE 300-bus and the Polish 2383-bus systems,
and highlight the effectiveness of the proposed ISF estimation method. We
provide a variation that uses a subset of measurements to estimate ISFs in
Section 3.6.
1For a vector with finite support, the l0-norm is defined as the number of its entries
that are nonzero (see, e.g., [51]).
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3.2 Sparsifying the Vector of Injection Shift Factors
In our setting, the signal of interest, the ISF vector Ψ(m,n), is not necessarily
sparse; therefore, we search for an appropriate linear coordinate transforma-
tion Π, such that c(m,n) = ΠΨ(m,n), where c(m,n) is a sparse vector, i.e., one
in which many elements are zero. While there may exist numerous possible
transformations that achieve the aforementioned objective, in this work, we
use an intuitive approach based on electrical distances.
In order to compute Ψ(m,n) with M < N measurements, we first reorder
its entries by the electrical distance of each bus to the line (m,n), a main
advantage of which is its independence from the slack bus location. Then,
we apply a difference transformation (to be defined below) to the reordered
signal. This leads to a sparse representation of the ISF vector, which allows
us to cast the ISF estimation problem into a sparse vector recovery problem.
Once this problem is solved, we apply the inverse difference transformation to
the resulting sparse vector estimate to obtain an estimate of the ISF vector.
3.2.1 Reordering by Electrical Distance
We assume that, prior to online estimation, we have a base-case system model
that consists of all relevant nominal system topology, parameter, and operat-
ing point information. Using this model, we perform a one-time computation
of the electrical distance from each bus to line (m,n). The derivation be-
low is provided in [54], where the concept of electrical distances was used to
allocate the cost of transmission to generators and loads.
Denote the bus admittance matrix by2 Y . Then, apply Kirchhoff’s current
law at each bus and express the current injected into each bus i from the
ground node as3
I i =
N∑
m=1
Y [i,m]V m, (3.1)
where V m, m = 1, . . . , N , is the voltage at node m. Let Z = Y
−1
, then the
2Overlined symbols denote complex-valued quantities.
3A[u, v] denotes the element of the matrix A in the uth row and vth column.
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voltage at node m can be expressed as
V m =
N∑
i=1
Z[m, i]I i. (3.2)
On the other hand, the current through the line connected from node m to
n is
I(m,n) = (V m − V n)y(m,n) + V mysh(m,n), (3.3)
where y(m,n) is the admittance of the line connecting nodes m and n, and
ysh(m,n) is the shunt admittance at node m. Substituting (3.2) into (3.3), we
obtain
I(m,n) =
(
N∑
i=1
Z[m, i]I i −
N∑
i=1
Z[n, i]I i
)
y(m,n) +
N∑
i=1
Z[m, i]I iy
sh
(m,n),
and after rearranging, we obtain
I(m,n) =
N∑
i=1
[(
Z[m, i]− Z[n, i]) y(m,n) + Z[m, i]ysh(m,n)] I i.
Then, the electrical distance between bus i and line (m,n) is given by [54]:
ai(m,n) =
(
Z[m, i]− Z[n, i]) y(m,n) + Z[m, i]ysh(m,n). (3.4)
We sort the vector Ψ(m,n) according to the electrical distance as defined in
(3.4), and denote the rearranged vector as Ψ(m,n),s, i.e.,
Ψ(m,n),s = [Ψ
1
(m,n),s, . . . ,Ψ
i
(m,n),s, . . . ,Ψ
N
(m,n),s]
T ,
such that index i ≤ j if |ai(m,n)| ≥ |aj(m,n)|. The intuition behind this partic-
ular approach is as follows: the injections at buses that are electrically far
away from line (m,n) often have little effect on the active power flow through
line (m,n) as compared to nearer ones. Hence, after reordering the nodes
based on electrical distance, we assume that the sorted signal, Ψ(m,n),s, is
characterized by smooth segments separated by sporadic jumps. Therefore,
the difference between consecutive elements is likely small; as detailed below,
this is the premise upon which we define a linear transformation that results
in a sparse representation of Ψ(m,n),s.
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Table 3.1: IEEE 14-bus system: cˆ(2,3) obtained in Example 3.1.
i Ψi
(2,3)
Ψi
(2,3),s
ci
(2,3)
1 0 -0.5719 -0.4082
2 0.0279 -0.1637 -0.0074
3 -0.5719 -0.1563 0
4 -0.1637 -0.1563 -0.0039
5 -0.1115 -0.1524 -0.0030
6 -0.1304 -0.1494 -0.0004
7 -0.1563 -0.1491 -0.0087
8 -0.1563 -0.1404 -0.0039
9 -0.1524 -0.1366 -0.0021
10 -0.1494 -0.1345 -0.0041
11 -0.1404 -0.1304 -0.0189
12 -0.1345 -0.1115 -0.1394
13 -0.1366 0.0279 0.0279
14 -0.1491 0 0
3.2.2 Applying a Difference Transformation
This transformation is defined via the difference between consecutive ele-
ments of Ψ(m,n),s:
ci(m,n) = Ψ
i
(m,n),s −Ψi+1(m,n),s, cN(m,n) = ΨN(m,n),s. (3.5)
In matrix form, the difference transformation, defined in (3.5), can be written
as
c(m,n) = ΠΨ(m,n),s,
where Π = [πij ], with πij = 1 if j = i, πij = −1 if j = i + 1, and πij = 0,
otherwise. Let Ψˆ(m,n),s denote the estimate for Ψ(m,n),s. If the difference
transformation in (3.5), indeed, results in c(m,n) being sparse, we can then
exploit ideas from CS to compute the estimate cˆ(m,n) using M < N measure-
ment data sets, and then apply the inverse difference transformation, Π−1,
to recover Ψˆ(m,n),s as
Ψˆ(m,n),s = Π
−1cˆ(m,n). (3.6)
Next, we illustrate the effectiveness of the difference transformation in
(3.5), in conjunction with the electrical distance-based reordering, for spar-
sifying an ISF vector.
Example 3.1 (IEEE 14-Bus System). Consider the IEEE 14-bus system
(see, e.g., [47]), the one-line diagram for which is shown in Fig. 2.3. We
compute the model-based linear sensitivity ISF vector of line (2, 3), Ψ(2,3),
using the partial derivative definition in (2.1) (see Table 3.1, column 2) by
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Figure 3.1: IEEE 14-bus system: ISFs of line (2, 3) with respect to each
node pre- and post-transformation.
linearizing the nonlinear AC power flow equations. This is the benchmark
value to which we compare any estimation results in the remainder of the
chapter.
After reordering by electrical distance, we plot these model-based ISFs in
Fig. 3.1a and list them in column 3 of Table 3.1. While the rearranged sig-
nal is fairly smooth except at buses 1, 12, and 13, this vector has only one
zero element (at the reordered bus 14). In order to get a sparse represen-
tation, we apply the difference transformation defined in (3.5) to the signal
shown in Fig. 3.1a, and obtain the signal depicted in Fig. 3.1b (also recorded
in Table 3.1, column 4), which contains many zero or near-zero elements
with the same sharp edges as in Fig. 3.1a. We note that the resulting post-
transformation vector c(m,n) is approximately sparse; i.e., there may be many
negligible near-zero (instead of exactly-zero) elements, as shown in Fig. 3.1b.
In Section 3.4, we will describe algorithms that can closely estimate approx-
imately sparse signals (see, e.g., [53]). Additionally, through examples and
case studies in Sections 3.4–3.5, we will show that approximate sparsity is
sufficient to recover ISFs. 
3.2.3 On the Effect of Model Error
The electrical distance-based reordering described in Section 3.2.1 is the only
component in the proposed method that relies on an offline model of the
system. Thus, we comment on the effect of model error on the sparsity of
the resulting transformed ISF vector c(m,n). First, we note that the electrical
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cˆ(m,n)
Π
−1
Ψˆ(m,n),s
Figure 3.2: Proposed ISF estimation procedure.
distance metric depends only on the system topology and line and shunt
admittance values, not the load or generation levels. Therefore, we focus on
the effect of topology errors, which can arise either due to base-case model
error or contingencies. Small deviations away from the base-case topology,
such as the outage of one or (at most) two lines, do not drastically affect the
resulting transformed ISF vector sparsity, especially for large-scale systems.
Next, we illustrate this with an example involving the IEEE 14-bus test
system.
Example 3.2 (IEEE 14-Bus System). We consider the same system as in
Example 3.1. We compute the model-based linear sensitivities, Ψ(2,3), for
each case with undetected outage of any one line in the system (with the
exception of line (2, 3) itself and line (7, 8), which islands the system). For
each of these scenarios, we observe the corresponding Ψ(2,3),s using the index
order obtained in Example 3.1 and note that the sparsity pattern is preserved
except in the case of undetected line (1, 2) outage. 
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3.3 Sparse ISF Vector Recovery Problem
Through reordering and transforming the original ISF vector Ψ(m,n), we as-
sume the post-transformation signal c(m,n) to be sparse (this was illustrated
in Example 3.1). Since the elements of Ψ(m,n) have been sorted by electrical
distance, we also rearrange the columns of ∆P accordingly, and denote this
reordered matrix as ∆Ps. With this, we transform the original problem of
estimating Ψ(m,n) such that (2.13) is satisfied, to the problem of estimating
c(m,n) such that
∆P(m,n) = Φc(m,n) (3.7)
is satisfied, where Φ = ∆PsΠ
−1 is the so-called measurement matrix. The
general procedure of the proposed ISF estimation method is outlined in
Fig. 3.2.
In general, the ISFs of another line (m′, n′), Ψ(m′,n′), can be computed
from the same set of power injection data as used to compute Ψ(m,n). We
need to replace ∆P(m,n) in (3.7) with ∆P(m′,n′), corresponding to the new line
of interest. At the same time, we reorder columns of ∆P according to the
electrical distance away from line (m′, n′) to compute the new measurement
matrix Φ associated with line (m′, n′). This procedure can be extended to
any set of lines of interest. In other words, we can determine ISFs of multiple
lines in parallel, by reusing the power injection data ∆P with measurements
of real power flow across each line of interest.
Since c(m,n) is assumed to be a sparse vector, we can cast the ISF vector
estimation problem as an optimization program where the objective is to
minimize ||c(m,n)||0—the number of nonzero elements in c(m,n):
min
c(m,n)
||c(m,n)||0
subject to ∆P(m,n) = Φc(m,n).
(3.8)
A sufficient condition for a stable solution to (3.8) for κ-sparse (where
κ is the exact, or maximum number of nonzero entries) c(m,n) is that the
matrix ∆Ps satisfies the restricted isometry property (RIP) [53]. The RIP
can be achieved with high probability by selecting ∆Ps as a random matrix,
the elements of which are independent and identically distributed (i.i.d.)
random variables drawn from a Gaussian distribution, if M ≥ ακ log(N/κ),
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for some positive α < 1 [55, 51]. In our setting, the matrix ∆Ps is constructed
from active power injection measurements at all (or a subset of all) buses,
and therefore cannot be designed beforehand. Fortunately, as described in
Example 3.3, the simulated measurements of slight fluctuations in active
power injection at each bus are drawn from a Gaussian distribution; this is
also a reasonable model for describing changes in real power bus injections in
an actual power system. Furthermore, the measurement matrix Θ = ∆PsΛ
is i.i.d. Gaussian; thus, it has the RIP with high probability regardless of the
choice of orthonormal basis Λ [55]. An example of such an orthonormal basis
is the wavelet basis, used commonly in image compression applications. Note
that even though the transformation Π−1 is only a basis, not an orthonormal
one, we find the sparse vector recovery results to be satisfactory as evidenced
through system case studies.
The problem in (3.8) is NP-hard (nondeterministic polynomial time-hard)
due to the unavoidable combinatorial search [51]. There are numerous classes
of computational techniques for solving sparse approximation problems; two
major ones are greedy pursuit methods and convex relaxation methods [56],
which we describe in the next section as they apply to the solution of (3.8).
3.4 Computation of Post-Transformation ISF Vector
via Sparse Methods
In our setting, the signal of interest, the ISF vector Ψ(m,n), is not necessarily
sparse. Therefore, as described in Section 3.2, we find an appropriate linear
coordinate transformation Π that results in c(m,n), which is approximately
sparse. With this approximate sparsity assumption, we solve (3.8) via greedy
pursuit and convex relaxation algorithms.
Greedy pursuit algorithms refine a solution iteratively by choosing one
or more components of ∆Ps that yield the greatest improvement until a
convergence criterion is met. Convex relaxation algorithms replace the com-
binatorial problem in (3.8) with a convex optimization problem by relying
on the close approximation of the l1-norm to the l0-norm when the vector is
sparse. In this section, we consider one specific algorithm from each of these
two major classes, namely the orthogonal matching pursuit (OMP) in the
class of greedy pursuit algorithms, and a log-barrier algorithm in the class of
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Algorithm 1
Input: ∆P(m,n) ∈ RM , Φ˜ ∈ Rm×n.
Output: A sparse vector x ∈ RN
1: Initialize. Set residual r0 = ∆P(m,n), index set Ω0 = ∅, and counter
p = 1
2: while ||rp||2 > ǫ do
3: Identify. Find column np of Φ˜ that is most strongly
correlated with the residual rp−1:
np = argmaxi |ϕ˜Ti rp−1|,
and set Ωp = Ωp−1 ∪ np.
4: Estimate. Find the best values with the columns
chosen so far:
xp = argminy ||∆P(m,n) − Φ˜Ωpy||2.
5: Update. rp = ∆P(m,n) − Φ˜xp
6: Set. p← p+ 1
7: end while
convex relaxation algorithms.
3.4.1 Orthogonal Matching Pursuit
The central idea behind OMP is to successively build a set of the most likely
locations of the nonzero terms in the desired vector, c(m,n), and then estimate
the values of these nonzero entries. OMP is attractive owing to its algorithmic
simplicity and provably good approximation accuracy [57]. In this section
we describe this algorithm as it applies to finding sparse solutions for (3.8);
its pseudocode is provided in Algorithm 1.
In the pth iteration of OMP, column np of Φ, which is most correlated
with the approximation error (or residual) at the current step, is identified
and added to the set of columns, denoted by Ωp−1, that contains column
indices that have already been chosen and added in steps 1 to p − 1. Since
the algorithm chooses column np by comparing the correlation between all
columns of Φ with the current residual, we normalize the columns of Φ so
that each column has unit norm. Denoting this new normalized matrix by
Φ˜, each of its columns can be expressed as
ϕ˜i =
ϕi
||ϕi||2 , (3.9)
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where ϕi is the i
th column of Φ. To satisfy the constraint in (3.7), let
c˜i(m,n) = c
i
(m,n)||ϕi||2, for each i = 1, . . . , N . Corresponding to the columns
selected via correlation, the indices in Ωp also represent the locations of the
nonzero entries in c˜(m,n). The values of these nonzero entries are estimated
via LSE using only the columns of Φ˜ present in Ωp. The orthogonality in
this algorithm’s namesake manifests itself in the LSE step in that the chosen
columns in Ωp are orthogonal to the residual rp, and hence these columns
will never be chosen again in successive iterations. Finally, the residual is
updated based on the new estimation for c˜(m,n) as follows:
rp = ∆P(m,n) − Φ˜xp,
where xp denotes the p
th estimate for c˜(m,n), which contains p nonzero entries.
This procedure described above is repeated until some stopping criterion.
There are several natural choices for the stopping criterion (see, e.g., [57]).
Here we describe two that are relevant to the problem addressed in this
section. First, if the sparsity of the vector c(m,n) is unknown, i.e., the number
of nonzero entries in the unknown vector is not known a priori, we can
terminate the iterations when a sufficiently small residual magnitude ||rp||2
has been reached, or when p = M , whichever occurs sooner. On the other
hand, if the exact sparsity, or an upper bound to the sparsity of c(m,n) is
known a priori, we may set the algorithm to halt after a fixed number of
iterations p = κ. In Algorithm 1, we assume no sparsity information is
known a priori and set the stopping criterion to depend on the magnitude of
the approximation residual.
An additional variation. Suppose, prior to online estimation using OMP,
we had conducted either offline model-based studies or online LSE-based
computations to obtain base-case ISFs and applied the difference transfor-
mation described in (3.5) to them. We may be privy to not only the sparsity
level of the transformed ISF vector representation, but also the locations of
the nonzero entries. In this case, we may reach an estimate for c˜(m,n) in one
iteration in Algorithm 1.
Finally, let ˆ˜c(m,n) represent the estimate for c˜(m,n). We recover the estimate
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for c(m,n), denoted by cˆ(m,n), as
cˆi(m,n) =
ˆ˜ci(m,n)
||ϕi||2 , for each i = 1, . . . , N. (3.10)
3.4.2 A Log-Barrier Algorithm
Another approach to solve the sparse approximation problem in (3.8) is to
replace the l0-norm with the l1-norm, yielding the following convex optimiza-
tion problem:
min
c(m,n)
||c(m,n)||1
subject to ∆P(m,n) = Φc(m,n),
(3.11)
where ||c(m,n)||1 :=
∑N
i=1 |ci(m,n)|; a problem known as basis pursuit, which ad-
mits tractable algorithmic solutions (see, e.g., [55, 58]). This program is very
effective in recovering signals that are only approximately sparse [59]. While
there exist more computationally competitive gradient-based algorithms to
solve (3.11) with very sparse solutions (see e.g., [60]), interior-point meth-
ods are used due to their insensitivity to the solution sparsity and robustness
against cases of very slow performance or outright failure, which are prevalent
in their gradient-based counterparts [56].
To further account for measurement errors that may arise from equipment
non-idealities, we relax the equality constraint in (3.11) to a quadratic con-
straint. The modified optimization problem is as follows:
min
c(m,n)
||c(m,n)||1
subject to ||∆P(m,n) − Φc(m,n)||2 ≤ ǫ,
(3.12)
where ǫ is a user-specified parameter that may depend on the level of mea-
surement noise expected from the PMU data. It has been shown that for a
sufficiently sparse vector c(m,n), with ∆P(m,n) = Φc(m,n) + e, for some small
error term ||e||2 ≤ ǫ, the solution cˆ(m,n) to (3.12) is close to c(m,n), i.e.,
||c(m,n) − cˆ(m,n)||2 < Cǫ, where C is a small constant [53]. Further, to obtain
a differentiable objective function, we re-cast the problem in (3.12) to the
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following second-order cone program (SOCP) (see, e.g., [61]):
min
c(m,n),u
N∑
i=1
ui
s.t. fi(c(m,n), u) = c
i
(m,n) − ui ≤ 0, i = 1, . . . , N,
fn+i(c(m,n), u) = −ci(m,n) − ui ≤ 0, i = 1, . . . , N,
f2n+1(c(m,n), u) =
1
2
(||∆P(m,n) − Φc(m,n)||22 − ǫ2) ≤ 0,
(3.13)
where u = [u1, . . . , uN ]T , and c(m,n) = [c
1
(m,n), . . . , c
N
(m,n)]
T are the decision
variables. In order to solve (3.13), we follow the log-barrier algorithm de-
scribed in [62], the pseudocode of which is provided in Algorithm 2. This
algorithm expects an initial guess that lies within the feasible region, as de-
lineated by the constraints in (3.13). In our simulations presented in the
remainder of this section, we choose the starting point for c(m,n) to be the
one that minimizes ||c(m,n)||2, namely, (c(m,n))0 = ΦT (ΦΦT )−1∆P(m,n). The
initial point for each ui, i = 1, . . . , N , must satisfy −ui ≤ ci ≤ ui. The most
straightforward starting point may be to set ui0 = maxi |(c(m,n))i0|, for all
i = 1, . . . , N . In our simulations, the initial condition for each ui is obtained
as follows:
ui = 0.95|ci(m,n)|+ 0.1max
i
|ci(m,n)|.
The main idea behind the log-barrier method is to transform (3.13) into
an unconstrained optimization program by incorporating the inequality con-
straints into the objective function via a penalty function. The ideal penalty
function assumes the value 0 if the constraint is satisfied and ∞ otherwise.
Since such a function is discontinuous and nondifferentiable, we approximate
it using a logarithm relation and transform (3.13) into the following uncon-
strained optimization problem:
min
z
f(z) =
N∑
i=1
ui +
1
τp
2N+1∑
i=1
− log (−fi(z)) , (3.14)
where z = [cT(m,n), u
T ]T , τp > τp−1, and p denotes the log-barrier algorithm it-
eration index (note that the logarithmic function approaches the ideal penalty
function as τp increases).
Let z = zp+∆z. At each iteration p of the log-barrier algorithm, we form
60
Algorithm 2
Input: ∆P(m,n) ∈ RM , Φ ∈ RM×N .
Output: A sparse vector z∗ ∈ RN
1: Initialize. Set z0 within feasible region, τ1, tolerance η, multiplier µ,
and counter p = 1
2: while (2n+ 1)/τp > η do
3: Newton Step. Solve (3.14) with zp−1 as initial guess
and compute zp = zp−1 +∆z
4: Update. z∗ = zp and τp+1 = µτp
5: Set. p← p+ 1
6: end while
a quadratic approximation of the objective function in (3.14) as follows:
f(zp +∆z) ≈ f(zp) + fz
∣∣
zp
∆z +∆zTHz
∣∣
zp
∆z, (3.15)
where
fz =
[
0 · · · 0 1 · · · 1
]T
− 1
τp
2N+1∑
i=1
1
fi(z)
∇fi(z),
and
Hz =
1
τp
2N+1∑
i=1
[
1
f 2i (z)
∇fi(z) (∇fi(z))T − 1
fi(z)
∇2fi(z)
]
.
The quadratic approximation in (3.15) is minimized when
fz
∣∣
zp
+Hz
∣∣
zp
∆z = 0, (3.16)
a system of equations that can be solved via Newton’s method for ∆z. In each
log-barrier iteration p, the Newton inner-loop is initialized with zp−1 from the
previous log-barrier step and so the solution to (3.16) can be acquired with
just a few iterations of Newton’s method. If M and N are large, it may be
difficult or infeasible to form the matrix Hz and then solve the linear system
in (3.16). However, since (3.16) is symmetric and positive definite, we can
always solve it using a matrix-free method such as the conjugate gradient
method [61].
It can be shown that the duality gap associated with z∗(t) and the dual
λ∗(t) is (2N + 1)/τ (see e.g., [62], Ch. 11). As a consequence, at the pth
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Table 3.2: Comparison of cˆ(2,3) for the IEEE 14-bus system obtained in
Example 3.3.
i cˆi
(2,3)
(via Algorithm 1) cˆi
(2,3)
(via Algorithm 2) cˆi
(2,3)
(via LSE)
M = 7 M = 10 M = 13 M = 7 M = 10 M = 13 M = 14 M = 20
1 -0.2916 -0.4178 -0.4094 -0.3924 -0.4154 -0.4111 -0.4124 -0.4080
2 -0.2286 0 -0.0051 -0.0003 -0.0010 -0.0037 -0.0020 -0.0069
3 0.1971 -0.0085 -0.0005 0.0001 -0.0002 -0.0012 -0.0025 0.0001
4 -0.0202 0 -0.0023 -0.0001 -0.0051 -0.0023 -0.0009 -0.0041
5 -0.0040 0.0010 -0.0063 -0.0000 -0.0036 -0.0054 -0.0070 -0.0013
6 0 -0.0049 0.0010 -0.0108 -0.0012 0.0002 0.0002 -0.0011
7 0 -0.0011 -0.0046 -0.0015 -0.0013 -0.0036 0.0002 -0.0118
8 -0.0082 0 -0.0089 -0.0123 -0.0077 -0.0084 -0.0104 -0.0021
9 0 -0.0130 0 0.0000 -0.0001 -0.0011 -0.0018 -0.0011
10 0 0 -0.0030 -0.0003 -0.0032 -0.0027 -0.0022 -0.0050
11 -0.1587 -0.0219 -0.0175 -0.0244 -0.0163 -0.0174 -0.0169 -0.0189
12 0 -0.1414 -0.1408 -0.1328 -0.1416 -0.1409 -0.1417 -0.1393
13 0 0.0315 0.0270 0.0290 0.0252 0.0269 0.0273 0.0279
14 0 0.0002 -0.0010 -0.0072 -0.0016 -0.0011 -0.0017 0.0003
MSE 0.3761 0.0225 0.0087 0.0265 0.0138 0.0094 0.0147 0.0043
iteration of the log-barrier algorithm, we have that
N∑
i=1
uip −
N∑
i=1
ui
∗ ≤ 2N + 1
τp
. (3.17)
Therefore, the natural stopping criterion of this algorithm is to check whether
or not the duality gap has reached a predefined small quantity, η. We note,
further, that if τp is an increasing sequence, then zp → z∗ as τp →∞.
Example 3.3 (IEEE 14-Bus System). Here, we consider the same system
as in Example 3.1, and use the two algorithms described above to compute
estimates for c(2,3), in conjunction with simulated PMU data.
In order to simulate PMU measurements of slight fluctuations in active
power injection at each bus, we use (2.22) with σ1 = 0.1 and σ2 = 0.1. Again,
for each set of bus injection data, we compute the power flow, with the slack
bus absorbing all power imbalances, and the active power flow through each
line for that particular time. For this example, we produced 21 sets of real
power injection and flow data to obtain 20 sets of power fluctuation data and
used the first M sets for each case described below.
We compare the results obtained with Algorithm 1 (for ǫ = 10−5), and
Algorithm 2 (for η = 10−5), to those obtained with conventional LSE esti-
mation (see Table 3.2). The model-based benchmark transformed ISFs, c(2,3),
are listed in column 4 (and also plotted in Fig. 3.1b). Estimates of c(2,3), de-
noted by cˆ(2,3), are computed with M < N sets of measurements, and are
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listed in columns 2–7. Finally, we sparsify the LSE-based ISF vector estimate
that results from (2.15) by using 14 and 20 sets of measurements, and list
the elements of the transformed vectors in columns 8 and 9 in Table 3.2, for
M = 14, 20, respectively.
By inspecting Table 3.2, we conclude that Algorithm 2 achieves higher
accuracy than Algorithm 1, which is verified by comparing the l2-norm of
the error in each estimate as compared to the benchmark model-based c(2,3),
as shown in the last row. Further, Algorithm 2 with M = 10, 13 leads to
more accurate estimates than those obtained using the LSE-based approach
with M = 14. On the other hand, with Algorithm 1, only the estimate
obtained with M = 13 is superior to the LSE-based approach with M = 14.
However, we note that the estimate obtained using the LSE-based method
withM = 20 is more accurate than all of the estimates obtained withM < N .
Thus, there is some tradeoff between the level of accuracy and the number
of measurements required. In this example, the reduction in the number
of required measurements to achieve accuracy comparable to the LSE-based
method is not significant. However, as we show in Section 3.5, via large-scale
test cases, this reduction becomes more notable as the size of the system
grows.
While ISF estimation results for other lines are not shown, they can be
computed from the same set of power injection data as was used to compute
Ψˆ(2,3) above. We only need to replace ∆P(m,n) in (3.7) with the vector that
results from flow measurements that correspond to the new line of interest.
At the same time, we reorder columns of ∆P according to the electrical
distance away from the new line of interest. 
3.5 Case Studies
In this section, we further illustrate the concepts presented in Sections 3.2
and 3.4 using the IEEE 300-bus test system and the 2383-bus Polish power
system. The simulation tool MATPOWER [44] is used throughout to com-
pute relevant transmission line flow measurements from some synthetic power
injection profiles generated using (2.22).
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Table 3.3: Comparison between Ψˆ(m,n) and Ψ(m,n) for several lines in the
IEEE 300-bus system.
Line ||Ψˆ(m,n) −Ψ(m,n)||2
(272, 268) M = 110 M = 120 M = 130 M = 140
via Algorithm 1 0.0676 0.0693 0.0551 0.0777
via Algorithm 2 0.0320 0.0341 0.0271 0.0279
via LSE
M = 305 M = 350 M = 400 M = 600
0.5891 0.0962 0.0678 0.0339
(30, 73) M = 190 M = 210 M = 230 M = 250
via Algorithm 1 0.0640 0.0649 0.0517 0.0494
via Algorithm 2 0.0320 0.0323 0.0268 0.0288
via LSE
M = 305 M = 350 M = 400 M = 600
0.2719 0.0372 0.0236 0.0162
(112, 148) M = 230 M = 250 M = 270 M = 290
via Algorithm 1 0.9216 0.8255 0.7809 0.0964
via Algorithm 2 0.0849 0.0716 0.0377 0.0474
via LSE
M = 305 M = 350 M = 400 M = 600
0.1414 0.0289 0.0168 0.0116
3.5.1 IEEE 300-Bus System
We focus on the ISFs of lines (272, 268), (30, 73), and (112, 148) with respect
to each bus in the system. These lines are selected because they are typ-
ical of ISF vectors in the system corresponding to three different levels of
c(m,n) sparsity, with c(272,268) most sparse and c(112,148) least. Using a model
of the system, we first compute benchmark values for Ψ(272,268), Ψ(30,73), and
Ψ(112,148) based on the definition of the ISF in (2.1), to which we compare es-
timates obtained via greedy pursuit, convex relaxation, and LSE algorithms.
These original ISF vectors, ordered by the somewhat arbitrary network dia-
gram designation (see, e.g., [47]), are neither sparse nor particularly smooth.
As in Example 3.3, we simulate PMU measurements of slight fluctuations
in active power injection at each bus via (2.22), from which we obtain the
matrix ∆P , the regressor matrix used in ISF estimation for any line of in-
terest. Next, we reorder the elements of each ISF vector by the electrical
distance of each node to the line of interest and subsequently the columns
of ∆P to obtain ∆Ps. Furthermore, we compute the power flowing through
each of lines (272, 268), (30, 73), and (112, 148) for each set of bus injection
data. From these computations, we obtain observation vectors ∆P(272,268),
∆P(30,73), and ∆P(112,148), which are then substituted into (3.7) to solve via
Algorithms 1 and 2.
To assess the effectiveness of our proposed sparse vector recovery meth-
ods, we choose several values of M < N , corresponding to the number of
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synchronized data sets available. For each test case, we select M rows from
∆P , reorder columns of ∆P by electrical distance away from line (m,n),
and finally multiply by the inverse difference transformation matrix to ob-
tain the measurement matrix Φ, as in (3.7). Combined with active line flows
computed via MATPOWER, we solve the sparse vector recovery problem
in (3.7) using the two algorithms described in Section 3.4: Algorithm 1 in
the class of greedy pursuit algorithms (with ǫ = 10−5), and Algorithm 2 in
the class of convex optimization algorithms (with η = 10−5). The result-
ing vectors are sparse representations, denoted by cˆ(m,n), of the ISF vector
estimates, denoted by Ψˆ(m,n),s, which we obtain by applying the inverse differ-
ence transformation to cˆ(m,n), as described in (3.6). For comparison, we also
obtain estimates Ψˆ(m,n) directly using the LSE-based method described in
Chapter 2. Finally, we evaluate the accuracy of these three methods against
the benchmark ISF vectors obtained via direct model-based computation us-
ing the definition in (2.1). The results are described below and summarized
in Table 3.3.
In the case of line (272, 268), we compute estimates via Algorithms 1 and
2 with M = 110, 120, 130, 140, and LSE with M = 305, 350, 400, 600. Algo-
rithm 2 results in higher accuracy with only 130 sets of synchronized mea-
surements than LSE with 600 sets. On the other hand, in the case of line
(30, 73), the estimate obtained via Algorithm 2 with 230 sets of measurements
is about as accurate as that obtained using LSE with 400 sets. Regrettably,
in the case of line (112, 148), estimates obtained via the proposed sparsity-
exploiting methods with as many as 290 sets of measurements are unable to
surpass those obtained via the LSE method with as few as 350 sets. This
decline in performance can be attributed to the sparsity level of the post-
transformation ISF vector, c(m,n). In this case study, c(272,268) is the most
sparse, followed by c(30,73), and then c(112,148). For lines for which the post-
transformation ISF vector is not sparse, it may be prudent to search for an
alternate representation that is sparse.
We also note that, in general, estimates obtained via Algorithm 2 are
more accurate than those via Algorithm 1 using the same observation matrix.
This stems from the interior point convex optimization’s insensitivity to the
sparsity of the solution, so it is able to produce good estimates even for non-
sparse solutions, given enough measurement sets. As we show in the next
case study involving the 2383-bus Polish power system, while Algorithm 2
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Figure 3.3: Polish 2383-Bus System: Sparsity of pre- and
post-transformation ISFs.
may be more robust, Algorithm 1 is more superior if the solution is sparse.
3.5.2 Polish 2383-Bus System
For this large-scale test case with 2896 lines, we evaluate the effectiveness
of the electrical distance-based method proposed in Section 3.2 to sparsify
ISF vectors as well as the algorithms described in Section 3.4 to estimate
resulting sparse vectors.
Sparsify via electrical distance-based method. We consider the bench-
mark ISFs for all lines in the system computed by linearizing the nonlinear
AC power flow equations. We obtain a measure for the sparsity of the pre-
transformation ISF vector Ψ(m,n) by counting the number of nonzero elements
in each normalized ISF vector with4
κΨ(m,n) = #
{
i ∈ [1, N ] : |Ψ
i
(m,n)|
||Ψ(m,n)||∞ > 0.005
}
. (3.18)
Similarly, we obtain a comparable sparsity measure for the post-transformation
vector c(m,n) with
κc(m,n) = #
{
i ∈ [1, N ] : |c
i
(m,n)|
||c(m,n)||∞ > 0.005
}
. (3.19)
4#A denotes the cardinality of set A.
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Table 3.4: Comparison between Ψˆ(m,n) and Ψ(m,n) for the Polish 2383-bus
system case study.
Line ||Ψˆ(m,n) −Ψ(m,n)||2
(53, 52) M = 500 M = 600 M = 700 M = 800
via Algorithm 1 0.0490 0.0480 0.0413 0.0402
via Algorithm 2 0.0562 0.0516 0.0459 0.0391
Table 3.5: Timing comparison for Polish 2383-bus system case study.
Line Execution Time [s]
(53, 52) M = 500 M = 600 M = 700 M = 800
via Algorithm 1 0.2798 0.4502 0.5263 0.7828
via Algorithm 2 15.5302 13.7511 15.8118 16.1992
The sparsity measures in (3.18) and (3.19) for all lines are visualized as his-
tograms in Fig. 3.3a and Fig. 3.3b, respectively. By comparing the aforemen-
tioned figures, we note that there is an increase in the number of vectors with
fewer nonzero entries in the post-transformation c(m,n)’s in Fig. 3.3b as com-
pared to the pre-transformation Ψ(m,n)’s in Fig. 3.3a. In fact, κc(m,n) < 600
for 92% of the lines, whereas κΨ(m,n) < 600 for 54%. Also, we note that the
pre-transformation ISF vectors of many lines are already highly sparse, as
shown by the leftmost bar in Fig. 3.3a. This is in agreement with the intu-
ition that, in a large-scale system, many line flows are significantly affected
by only a small number of nodal injections. In these cases, the transforma-
tion proposed in Section 3.2 does not affect the sparsity of the corresponding
post-transformation ISF vector.
Sparse ISF vector recovery. To illustrate the effectiveness of the proposed
estimation algorithms, we consider the ISFs of line (53, 52) with respect to
each of the 2383 buses in the system. Due to the size of this test system and
the resulting exorbitant simulation time, we refrain from computing Ψˆ(m,n)
estimates directly using the LSE-based method. As in the 300-bus case study,
we exploit a sparse representation of the ISF vector and compute estimates
via Algorithm 1 (for ǫ = 0.01), and Algorithm 2 (for η = 10−5). Then we
compare these to benchmark ISF obtained using the model-based approach;
the results are shown in Table 3.4. Here, unlike in the 300-bus case study,
the solution is highly sparse and so Algorithm 1 results in more accurate ISF
estimates than Algorithm 2 from the same synchronized measurement sets
(except for the case M = 800). Also, as shown in Table 3.5, Algorithm 1
67
incurs much lower computation time than Algorithm 2. Next, we further
take advantage of the sparsity of the solution and offer a modification to the
proposed algorithms.
3.6 ISF Estimation with a Subset of Measurements
One of the technical restrictions the framework presented thus far is that bus
injection measurements are required at all buses in the system. In a practical
setting, however, the entire set of PMU measurements may not be wholly
available at every sample time. Fortunately, since bus injections at buses
that are geographically or electrically distant from the line of interest would
likely not have a significant effect on its flow, it is prudent to assume the ISFs
of the line (m,n) with respect to a subset of buses are negligible in magnitude.
To this end, denote the set of all buses in the system as V. Suppose we are
interested in the flow across the line (m,n), where m,n ∈ V1 ⊆ V. With
these definitions, we consider the following modification to (2.13):
∆P(m,n) =
[
∆PV1 ∆PVc1
] [ΨV1(m,n)
Ψ
Vc1
(m,n)
]
,
with Vc1 := V\V1 and where ∆PV1 and ∆PVc1 represent the real power injec-
tion fluctuation at buses in V1 and Vc1, respectively. Similarly, ΨV1(m,n) and
Ψ
Vc1
(m,n) represent the ISFs of line (m,n) with respect to buses in V1 and Vc1,
respectively. Now, suppose V1 contains buses such that entries of ΨV
c
1
(m,n) are
negligibly small compared to those of ΨV1(m,n), then we obtain
∆P(m,n) = ∆PV1Ψ
V1
(m,n) + θ, (3.20)
where θ = ∆PVc1Ψ
Vc1
(m,n) can be viewed as a measurement error.
In order to select the number of buses to include in V1, i.e., N1 = #V1, we
consider the post-transformation ISF vector c(m,n) obtained from the model-
based sensitivities Ψ(m,n). Specifically, N1 can be chosen such that
|ci(m,n)|
||c(m,n)||∞ < γ, ∀ i > N1,
for some user-defined γ > 0. Even though this modification reduces the
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Table 3.6: Comparison between Ψˆ(m,n) and Ψ(m,n) for the Polish 2383-bus
system case study using a subset of data.
Line ||Ψˆ(m,n) −Ψ(m,n)||2
(53, 52) M = 500 M = 600 M = 700 M = 800
via Algorithm 1 0.0509 0.0482 0.0440 0.0420
via Algorithm 2 0.0579 0.0525 0.0565 0.0632
Table 3.7: Timing comparison for Polish 2383-bus system case study using
a subset of data.
Line Execution Time [s]
(53, 52) M = 500 M = 600 M = 700 M = 800
via Algorithm 1 0.2547 0.4706 0.6899 0.9705
via Algorithm 2 18.6132 15.6137 17.2752 19.7156
number of measurements required, PMU measurements must be available at
all N1 buses in V1.
Example 3.4 (Polish 2383-Bus System). To illustrate the ideas presented
above, we consider ISFs of line (53, 52) in the Polish power system again.
Here, N1 = 1000 buses that are electrically nearest to line (53, 52) are chosen
to be in V1, corresponding to γ ≈ 0.005. As shown in Tables 3.6 and 3.7, the
performance of this reduced case is similar to the case with full knowledge of
all bus injection data, both in accuracy as well as computation time. There
are just as many nonzero elements in the reduced case as before; hence, we
would not expect a significant reduction in computation time. Moreover,
PMU measurements are required at all N1 buses in V1. However, the advan-
tage of using a subset of bus injection measurements lies in the reduction
in the number of measurements required and consequently communication
overhead incurred. 
3.7 Summary
In this chapter, we present a method to estimate a vector of ISFs by exploiting
a sparse representation of it, and solving for the sparse vector via greedy
pursuit and convex optimization. An advantage of the proposed method is
that it does not rely on a power flow model of the system, but instead only
uses PMU measurements collected in real-time. A direct consequence is that
the proposed method is also independent of slack bus location designation.
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Apart from eliminating the power flow model, we show that the proposed
measurement-based approach provides accurate estimates of the ISFs using
fewer measurements than those obtained using LSE.
We illustrate the application of this method to the IEEE 14- and 300-
bus system power flow models, from which comparisons are made between
results obtained via greedy pursuit, convex optimization, and LSE. We also
demonstrate the scalability of the proposed method via the Polish 2383-bus
system model.
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CHAPTER 4
APPLICATIONS OF GENERALIZED
INJECTION SHIFT FACTORS
In this chapter, we propose a method to estimate transmission line flows in
a power system during the transient period following a loss of generation or
increase in load contingency by using linear sensitivity injection shift fac-
tors (ISFs). Traditionally, ISFs are computed from an offline power flow
model of the system with the slack bus defined. The proposed method, how-
ever, relies on generalized ISFs estimated via the solution of a system of
linear equations that arise from high-frequency synchronized measurements
obtained from phasor measurement units. Even though the generalized ISFs
are obtained at the pre-disturbance steady-state operating point, by lever-
aging inertial and governor power flows during appropriate time-scales, they
can be manipulated to predict active transmission line flows during the post-
contingency transient period.
4.1 Introduction
In this chapter, we revisit the fundamental definitions for the conventional
ISF as introduced in Chapter 2. Recall that the conventional ISF is derived
from a model of the power system obtained offline, with the slack bus defined.
The contributions of this chapter revolve around the notion of a generalized
ISF. Furthermore, we show that it can be computed by solving a system of
linear equations constructed from bus injection and line flow data, similar to
the measurement-based methods described in Chapters 2 and 3. We show
that the generalized ISFs can be used to recover the conventional definition
of the ISF given in (2.1). Furthermore, we show how this generalized ISF
can be used to predict line flows for a more general set of scenarios, namely
during the transient period between two steady-state operating points. Our
analysis is based on the propagation of disturbance over time-scales for which
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inertial and governor power flows are valid (see, e.g., [63]).
The remainder of this chapter is organized as follows. In Section 4.2, we
recall the model-based method to obtain conventional ISFs and revise the
measurement-based method to obtain generalized ISFs. Subsequently, we
reveal the relationship between conventional model-based and generalized
measurement-based ISFs in Section 4.3. We extend this relationship further
in Section 4.4 to use generalized ISFs to predict line flows during the transient
period between two steady-state operating points. Finally, in Section 4.5, we
illustrate the ideas presented in this chapter on a case study involving the
Western Electricity Coordinating Council (WECC) 3-machine, 9-bus system.
4.2 Conventional vs. Generalized ISFs
Recall that ISFs refer to the linear approximation of the sensitivity of the
active power in line (m,n) with respect to the active power injection at bus
i. Conventionally, ISFs are computed from the system power flow model,
with a specified slack bus location, with all other quantities constant. Con-
ventional ISFs are used to predict steady-state transmission line flows follow-
ing a contingency, such as a generator or line outage. Mathematically, the
conventional ISF is defined in (2.1) and reproduced below for the reader’s
convenience:
Ψi(m,n) :=
∂P(m,n)
∂Pi
.
Suppose Pi varies by a small amount ∆Pi, and denote by ∆P
i
(m,n) the change
in active power flow in line (m,n) resulting from ∆Pi. Then, the conventional
ISF can be approximated as
Ψi(m,n) ≈
∆P i(m,n)
∆Pi
, (4.1)
again with the slack bus defined and all other quantities constant. The ISF
approximation given in (4.1) is shown conceptually in Fig. 4.1a.
In reality, instead of a single bus (i.e., the slack bus), there may be genera-
tors at multiple buses that absorb power imbalances in the system. Moreover,
all quantities in a power system are perpetually fluctuating due to inherent
variability in electricity demand and renewable generation. To account for
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(a) Conventional ISF.
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...
(b) Generalized ISF.
Figure 4.1: Conventional and generalized ISF conceptualization.
these factors, in the remainder of this section, we generalize the notion of
the ISF and formulate the measurement-based estimation problem to obtain
generalized ISFs without explicitly defining a system slack bus. Later, we will
show that the traditional definition of the ISF given in (2.1) can be recovered
from the generalized ISFs.
Inspired by the ISF approximation in (4.1), we define the generalized ISF
as
Γi(m,n) :=
∆P i(m,n)
∆Pi
, (4.2)
with no assumptions on the slack bus location or other quantities in the sys-
tem. This generalized ISF definition is shown conceptually in Fig. 4.1b. Let
P(m,n)(t) denote the active power flow across line (m,n) at time t. Similarly,
let P(m,n)(t + ∆t) denote the active power flow across line (m,n) at time
t+∆t, for ∆t > 0 sufficiently small. Define the net variation in active power
flow across line (m,n) as ∆P(m,n)(t) = P(m,n)(t + ∆t) − P(m,n)(t). This net
variation can be expressed as a sum of partial variations resulting from active
power injection variations at each bus i, as shown in (2.11). By substituting
the generalized ISF definition in (4.2) into each term in (2.11), we obtain the
following linear equation:
∆P(m,n)(t) ≈ ∆P1(t)Γ1(m,n) + · · ·+∆Pi(t)Γi(m,n) + · · ·+∆PN(t)ΓN(m,n), (4.3)
where Γi(m,n) =
∆P i
(m,n)
∆Pi
, i = 1, . . . , N . Following the development in Sec-
tion 2.3, Suppose M + 1 sets of synchronized measurements are available.
Then,
∆P(m,n) ≈ ∆PΓ(m,n), (4.4)
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Table 4.1: Parameter values for 3-bus system shown in Fig. 4.2. All
quantities are in p.u. unless otherwise noted.
V1 V2 P1 P2 P3 Q3 H1 [s] H2 [s]
1.04 1.025 1.55931 0.7910 2.35 0.5 8 3.01
R1,2 R2,3 R1,3 X1,2 X2,3 X1,3 1/R1 1/R2
0.01 0 0 0.085 0.1610 0.0920 25 25
where Γ(m,n) = [Γ
1
(m,n), . . . ,Γ
i
(m,n), . . . ,Γ
N
(m,n)]
T . With (4.4) in place, we can
proceed to compute the generalized ISFs Γ(m,n) using the measurement-based
methods described in Chapters 2 and 3, for the cases in which M > N and
M < N , respectively. For example, using the LSE-based method in Sec-
tion 2.4.1, we can obtain the least-squares errors estimate of the generalized
ISF vector for line (m,n), Γ(m,n), as follows:
Γˆ(m,n) = (∆P
T∆P )−1∆P T∆P(m,n). (4.5)
Next, for a 3-bus system, we obtain the conventional ISFs using the model-
based linearization method, outlined in Section 2.2.2, and the generalized
ISFs via the measurement-based LSE-based method, namely via (4.5).
Example 4.1 (3-Bus System). In this example, we consider a 3-bus system,
the one-line diagram of which is shown in Fig. 4.2, and the parameters of
which are listed in Table 4.1. In this system, bus 1 is set as the slack bus.
Let Ψ(m,n) = [Ψ
1
(m,n),Ψ
2
(m,n),Ψ
3
(m,n)]
T . We compute the conventional ISFs for
this system using (2.7) and obtain
Ψ(1,2) =
[
0 −0.7523 −0.2712
]T
,
Ψ(2,3) =
[
0 0.2480 −0.2710
]T
,
Ψ(1,3) =
[
0 −0.2480 −0.7290
]T
.
Note that, by definition, the ISFs with respect to the slack bus are 0.
In this system, the synchronous generators at buses 1 and 2 are modeled
with the two-axis machine dynamic model (see, e.g., [12]) along with dc ex-
citer and turbine governor models (see, e.g., [9]). Relevant machine model
parameters are listed in Table 4.1. For the remainder of this chapter, in order
to simulate PMU measurements of slight fluctuations in active power injec-
tion at each bus, we create times-series data for the active power injection
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at each bus using (2.22), with σ1 = 0 and σ2 = 0.03. The dynamic simula-
tion tool Power System Toolbox [64] is used throughout to obtain relevant
transmission line flow measurements from synthetic power injections pro-
files. This differs from the examples and case studies in Chapters 2 and 3,
where synthetic measurements were obtained by simply solving the power
flow equations, with a slack bus designated. Instead, measurements are ob-
tained via time-domain simulations, accounting for system dynamics as well
as power balance. Using (4.5) in conjunction with 60 line flow and power
injection measurements (collected at 30 samples per second), the generalized
ISFs are estimated as
Γˆ(1,2) =
[
−2.6408 −3.3967 −2.9131
]T
,
Γˆ(2,3) =
[
−3.6408 −3.3967 −3.9131
]T
,
Γˆ(1,3) =
[
3.6408 3.3967 2.9131
]T
.
Note that Γˆ(m,n)’s above are distinct from the conventional ISFs Ψ(m,n)’s
computed above. Next, we will show how the conventional ISFs can be
recovered from the generalized ISFs. 
4.3 From Generalized to Conventional ISFs
Generalized ISFs obtained via the measurement-based method described in
Section 4.2 can be directly utilized to estimate the active transmission line
flows at a new steady-state operating point, following a loss of generation
R1,2 + jX1,2
R2,3 + jX2,3R1,3 + jX1,3
P3
P2P1
V1∠θ1 V2∠θ2
V3∠θ3
Figure 4.2: Network topology for 3-bus system.
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or increase in load. In this section, we first describe how conventional ISFs
can be recovered from generalized ones. We also describe the application of
generalized ISFs to estimate line flows during the post-disturbance transient
period.
To motivate the recovery of other ISFs from generalized ISFs, we intro-
duce the power transfer distribution factor (PTDF). The PTDF, denoted by
Φij(m,n), approximates the sensitivity of the active power flow in line (m,n)
with respect to an active power transfer of a given amount of power, ∆P ji ,
injected at bus i and withdrawn at bus j [15]. Thus, we have
∆P(m,n) ≈ Φij(m,n)∆P ji , (4.6)
where the PTDF Φij(m,n) = Γ
i
(m,n) − Γj(m,n).
Based on the PTDF described in (4.6), we note that the conventional
ISF is simply the sensitivity of the active power flow across line (m,n) with
respect to a power transfer from bus i to the slack bus. Thus, we can recover
conventional ISFs from generalized ones as follows:
Ψˆi(m,n) = Γˆ
i
(m,n) − Γˆs(m,n), (4.7)
where Γˆs(m,n) denotes the generalized ISF of line (m,n) with respect to the
designated slack bus.
Next, we verify the validity of (4.7) for the ISFs of the 3-bus system.
Example 4.2 (3-Bus System). In this example, we apply (4.7) to the Γˆ(m,n)’s
from Example 4.1, as follows:
Ψˆ(1,2) =
[
0 −0.7559 −0.2722
]T
,
Ψˆ(2,3) =
[
0 0.2441 −0.2722
]T
,
Ψˆ(1,3) =
[
0 −0.2441 −0.7278
]T
.
We note that, indeed, the Ψˆ(m,n)’s are very similar to the corresponding
Ψ(m,n)’s obtained in Example 4.1. 
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4.4 From Generalized to Participation Factor-Based
ISFs
In reality, unlike the case described in (4.6), there may be multiple simulta-
neous power transfers throughout the system. Thus, in general, the change
in active power flow through line (m,n) is due to multiple injections and can
be expressed as
∆P(m,n) ≈ Γ1(m,n)∆P1 + · · ·+ Γi(m,n)∆Pi + · · ·+ ΓN(m,n)∆PN . (4.8)
In the context of contingency analysis, multiple generators may respond to
a loss in generation or increase in load. Thus, suppose we are interested in
the sensitivity of the active power flow across line (m,n) with respect to a
particular injection at bus i, denoted as ∆Pi, and this injection is balanced
by some linear combination of injections at other buses, i.e.,
∆Pj = −αj∆Pi, j 6= i,
∑
j 6=i
αj = 1. (4.9)
The participation factors αj ’s vary depending on time-scales of interest, such
as those involving automatic generation control, governor response, and gen-
erator inertial response. For example, generator inertial response participa-
tion factors are obtained with
αj =
Hj∑
j Hj
, (4.10)
where Hj denotes the inertia of the synchronous generator j in the system.
On the other hand, governor response participation factors are obtained as
αj =
1/Rj∑
j 1/Rj
, (4.11)
where 1/Rj represents the steady-state governor gain for generator j. If
we are interested in even longer time-scales, we may use AGC participation
factors resulting from economic dispatch.
Denote by Ψˆi(m,n) the sensitivity of P(m,n) with respect to Pi with consid-
eration for generator participation factors. Substituting (4.9) into (4.8), we
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Figure 4.3: Line flows in 3-bus system due to 0.1 p.u. increase in active
power demand at bus 3.
obtain that ∆P(m,n) ≈ Ψˆi(m,n)∆Pi, where
Ψˆi(m,n) = Γˆ
i
(m,n) −
∑
j 6=i
Γˆj(m,n)αj . (4.12)
We note that the case of the conventional ISF is a special case of (4.12) with
αs, the participation factor corresponding to the slack bus generator, equal
to 1 and all other αj = 0, j 6= i, s.
The participation factor-based ISFs in (4.12) can be used to predict the
transient active power flowing through transmission lines following a distur-
bance. Since the inertial response is faster than that of the governor response,
we expect the inertia-based ISFs obtained using (4.12) with (4.10) to be valid
for a short time after the disturbance. Following this time-scale, we expect
that the governor-based ISFs obtained using (4.12) with (4.11) to be valid
until participation factors arising from economic dispatch become appropri-
ate. Next, we verify the hypotheses above with an example involving the
3-bus system.
Example 4.3 (3-Bus System). After estimating generalized ISFs for the
3-bus system in Example 4.1 by relying on fluctuations in the load at bus
3, we predict the active power flow across all three lines using (4.12), given
a 0.1 p.u. increase in the load at bus 3. Based on the information provided
in Table 4.1, the inertia-based participation factors for the two synchronous
generators in the system are α1 = 8/11.01 and α2 = 3.01/11.01. Using
these factors with (4.12), we obtain the change in active power flow through
the three lines as ∆P(1,2) = 0.0066 p.u., ∆P(2,3) = 0.0339 p.u., and ∆P(1,3) =
0.0661 p.u. Similarly, the governor-based participation factors are α1 = α2 =
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Figure 4.4: Network topology for WECC 3-machine 9-bus system.
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Figure 4.5: Line flows in WECC 3-machine 9-bus system due to
0.5 p.u. increase in active power demand at bus 5.
1/2, and the corresponding change in power flow are ∆P(1,2) = −0.0106 p.u.,
∆P(2,3) = 0.0394 p.u., and ∆P(1,3) = 0.0606 p.u. We use Power System
Toolbox [64] to obtain relevant transmission line flow measurements due to
the change in load at bus 3, shown as the solid trace in Fig. 4.3. Superimposed
onto the actual active line flows, in Fig. 4.3, we also plot the line flows
predicted by the inertia-based ISFs and governor-based ISFs in dash and
dash-dot traces, respectively. Indeed, we observe that the inertia-based ISFs
provide a good approximation to the line flows immediately after the load
increase, while the governor-based ISFs provide a good approximation for
longer time-scales. 
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Table 4.2: WECC 3-machine 9-bus system: comparison between ISFs
obtained via model-based and measurement-based approaches.
Bus i Ψi
(5,7)
Ψi
(7,8)
Ψi
(3,9)
Γˆi
(5,7)
Γˆi
(7,8)
Γˆi
(3,9)
Ψˆi
(5,7)
Ψˆi
(7,8)
Ψˆi
(3,9)
1 0 0 0 0.3855 0.0643 0.0000 0 0 0
2 -0.6005 0.3658 0 -0.2308 0.4284 0.0000 -0.6164 0.3641 -0.0000
3 -0.3654 -0.3859 -0.0000 0.0046 -0.3255 1.0000 -0.3809 -0.3898 1.0000
4 -0.0002 -0.0001 1.0000 0.3853 0.0641 0.0000 -0.0002 -0.0002 0.0000
5 0.1200 0.1271 0.0000 0.5087 0.1917 0.0000 0.1232 0.1274 0.0000
6 -0.1305 -0.1377 0.0000 0.2594 -0.0722 0.0000 -0.1261 -0.1365 0.0000
7 -0.6013 0.3650 -0.0000 -0.2333 0.4261 0.0000 -0.6189 0.3618 -0.0000
8 -0.5074 -0.5358 0.0000 -0.1338 -0.4732 0.0000 -0.5194 -0.5375 -0.0000
9 -0.3650 -0.3855 0.0000 0.0073 -0.3226 0.0000 -0.3782 -0.3869 -0.0000
4.5 Case Studies
In this section, we illustrate the concepts described in this chapter with the
WECC 3-machine, 9-bus system, the topology for which is shown in Fig. 4.4.
The slack bus is designated as bus 1 in this system. As in Example 4.1,
we compute the model-based ISFs via (2.7) (see columns 2–4 of Table 4.2).
Again, by definition, the ISFs with respect to the slack bus are 0. As in Ex-
ample 4.1, we estimate the generalized ISFs for the 3-machine 9-bus system
(see columns 5–7 of Table 4.2). Using (4.7) in conjunction with estimated
generalized ISFs, we obtain estimates for conventional ISFs (see columns 8–
10 of Table 4.2), which are very similar to the computed model-based values
in columns 2–4 of the same table. Additionally, using (4.12) with (4.10)
and (4.11), we obtain inertia- and governor-based ISFs, respectively. We val-
idate the predicted line flows against actual power flows obtained in dynamic
simulations and plot results for three lines in Fig. 4.5.
4.6 Summary
In this chapter, we introduced the concept of the generalized ISF, which can
be obtained via a measurement-based method. Generalized ISFs can be used
to estimate the active power flow through transmission lines over time-scales
for which inertial and governor power flows are valid. Even though the gener-
alized ISFs are obtained at the pre-disturbance steady-state operating point,
we show, through numerical examples, that they can be easily manipulated to
predict transmission line flow during the post-disturbance transient period.
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CHAPTER 5
MEASUREMENT-BASED ESTIMATION
OF POWER FLOW JACOBIAN MATRIX
In this chapter, we propose a measurement-based method to compute the
power flow Jacobian matrix, from which we can infer pertinent information
about the system topology in near real-time. A salient feature of our ap-
proach is that it readily adapts to changes in system operating point and
topology; this is desirable as it provides power system operators with a way
to update, as the system evolves, the models used in many reliability anal-
ysis tools. The method uses high-speed synchronized voltage and current
phasor data collected from phasor measurement units to estimate entries of
the Jacobian matrix through linear total least-squares (TLS) estimation. In
addition to centralized TLS-based algorithms, we provide distributed alter-
natives aimed at reducing computational burden. Through numerical case
studies, we illustrate the effectiveness of our proposed Jacobian-matrix esti-
mation approach as compared to the conventional model-based one.
5.1 Introduction
Our approach to online Jacobian matrix estimation builds upon the work
presented in Chapters 2 and 3. In Chapter 2, by relying on active power
bus injection and line flow data obtained from phasor measurement units
(PMUs), linear sensitivity distribution factors are computed via the solution
of a linear least-squares errors (LSE) estimation problem. In this chapter,
by exploiting slight fluctuations in measurements of bus voltage magnitudes
and phase angles, as well as those of net active and reactive power injections
obtained from PMUs, we construct an overdetermined set of linear equations,
and solve it via total least-squares (TLS) estimation; the solution to the prob-
lem provides the entries of the Jacobian matrix. In this regard, in Chapter 2,
even though the regressor matrix is constructed from PMU measurements,
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it is assumed to be error-free as per the LSE estimation framework. In con-
trast, the TLS-based estimation method proposed in this chapter to compute
the Jacobian matrix accounts for errors present in both the regressor matrix
and the observation vector. Furthermore, we improve the adaptability of the
proposed method by formulating a weighted TLS (WTLS) problem, in which
recent measurements are weighted more favorably than past ones.
We illustrate the effectiveness of the proposed measurement-based Jaco-
bian estimation method by comparing its results to benchmark values ob-
tained via direct linearization of the power flow equations at a particular
operating point. The estimated Jacobian matrix is quite accurate and can
therefore be used in studies that rely on the power flow model. Moreover,
the network topology can be inferred in order to facilitate standard power
system analyses that are heavily dependent upon an accurate system model.
The remainder of this chapter is organized as follows. In Section 5.2, we
define the elements of the power flow Jacobian matrix as partial derivatives of
the power flow equations, describe the conventional model-based approach to
compute them, and formulate the measurement-based counterpart proposed
in this chapter. In Section 5.3, we formulate two algorithms to solve the Jaco-
bian matrix estimation problem via TLS and WTLS estimation. Section 5.4
modifies the centralized problem formulation in Section 5.2 and offers a dis-
tributed scheme to estimate the Jacobian matrix. Finally, in Section 5.5,
we illustrate the proposed ideas via case studies involving the IEEE 118-bus
system.
5.2 Preliminaries
Let V denote the set of N buses in the system. Let Vi and θi, respectively,
denote the voltage magnitude and phase angle at bus i; additionally, let Pi
and Qi, respectively, denote the net active and reactive power injections at
bus i. The entries of the power flow Jacobian matrix are composed of partial
derivatives of Pi with respect to θj and Vj, which we denote by Ψ
j
i and Φ
j
i ,
respectively, and partial derivatives of Qi with respect to θj and Vj, which
we denote by Γji and Λ
j
i , respectively. Suppose θj varies by a small amount,
denoted by ∆θj . Also denote by ∆P
θj
i the change in active power injection
at bus i, resulting from ∆θj , with all other system quantities held constant.
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Then, it follows that
Ψji :=
∂Pi
∂θj
≈ ∆P
θj
i
∆θj
. (5.1)
On the other hand, suppose Vj varies by a small amount, denoted by ∆Vj .
Also denote by ∆P
Vj
i the change in active power injection at bus i, resulting
from ∆Vj, with all other system quantities held constant. Then, it follows
that
Φji :=
∂Pi
∂Vj
≈ ∆P
Vj
i
∆Vj
. (5.2)
Similarly, we define the analogue of (5.1)–(5.2) for reactive power as follows:
Γji :=
∂Qi
∂θj
≈ ∆Q
θj
i
∆θj
, (5.3)
where ∆Q
θj
i denotes the change in reactive power injection at bus i, resulting
from ∆θj , with all other quantities held constant; and
Λji :=
∂Qi
∂Vj
≈ ∆Q
Vj
i
∆Vj
, (5.4)
where ∆Q
Vj
i denotes the change in reactive power injection at bus i, resulting
from ∆Vj. Traditionally, the sensitivity factors in (5.1)–(5.4) have been com-
puted offline based on a model of the power system, including its topology
and pertinent parameters. Next, we describe this traditional model-based
approach.
5.2.1 Model-Based Approach to Jacobian Computation
Consider a power system with N buses, each of which is categorized into
one of the following: (i) slack bus, for which the voltage magnitude is fixed
and with respect to which the phase angles of all other buses are measured,
(ii) voltage-controlled bus, for which the voltage magnitude is fixed, or (iii)
load bus, for which neither voltage magnitude nor phase angle are fixed (see,
e.g., [10]). Let VL (VG) denote the set of NL load (NG voltage-controlled)
buses. Furthermore, without loss of generality, in the remainder of this chap-
ter, we assume that bus 1 is designated as the slack bus. Then, the static
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behavior of the power system can be described by the power flow equations:
Pi = pi(θ1, . . . , θN , V1, . . . , VN), i ∈ VG ∪ VL, (5.5)
and
Qi = qi(θ1, . . . , θN , V1, . . . , VN), i ∈ VL. (5.6)
In (5.5)–(5.6), the dependence on network parameters, such as line and shunt
impedances, is implicitly considered in pi(·) and qi(·). Suppose a solution
to (5.5)–(5.6) exists at (θ0i , V
0
i , P
0
i , Q
0
i ), i = 1, . . . , N . Further, assume pi(·),
for all i ∈ VG∪VL, and qi(·), for all i ∈ VL, are continuously differentiable with
respect to θi and Vi, for all i = 1, . . . , N , at (θ
0
i , V
0
i , P
0
i , Q
0
i ), i = 1, . . . , N .
For each i, let θi = θ
0
i + ∆θi, Vi = V
0
i + ∆Vi, Pi = P
0
i + ∆Pi, and Qi =
Q0i + ∆Qi. Then, assuming ∆θi, ∆Vi, ∆Pi, and ∆Qi are sufficiently small,
we can approximate (5.5) as
P 0i +∆Pi ≈ pi(θ01, . . . , θ0N , V 01 , . . . , V 0N)
+
∑
j∈VG∪VL
Ψji∆θj +
∑
j∈VL
Φji∆Vj , (5.7)
for each i ∈ VG ∪ VL, and (5.6) as
Q0i +∆Qi ≈ qi(θ01, . . . , θ0N , V 01 , . . . , V 0N)
+
∑
j∈VG∪VL
Γji∆θj +
∑
j∈VL
Λji∆Vj , (5.8)
for each i ∈ VL, where
Ψji =
∂pi
∂θj
, Φji =
∂pi
∂Vj
, Γji =
∂qi
∂θj
, and Λji =
∂qi
∂Vj
,
all of which are evaluated at the nominal operating point (θ0i , V
0
i , P
0
i , Q
0
i ),
i = 1, . . . , N . Note that in (5.7)–(5.8), we have accounted for the fact that
the voltages at the slack bus and the voltage-controlled buses are fixed. Next,
we illustrate the ideas presented above with an example.
Example 5.1 (3-Machine 9-Bus System). In this example, we consider the
WECC 3-machine, 9-bus system model (see, e.g., [44]), the topology of which
is shown in Fig. 5.1. In this system, bus 1 is designated as the slack bus; there
are NG = 2 voltage-controlled buses, consisting of VG = {2, 3}; and there
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Table 5.1: WECC 3-machine 9-bus systems—model-based sensitivity
factors obtained in Examples 5.1.
Ψ25 Ψ
3
5 Ψ
4
5 Ψ
5
5 Ψ
6
5 Ψ
7
5 Ψ
8
5
0 0 -10.86 0 16.54 0 0
Ψ95 Φ
4
5 Φ
5
5 Φ
6
5 Φ
7
5 Φ
8
5 Φ
9
5
-5.6816 -2.239 0 2.3762 0 0 -1.8495
Γ25 Γ
3
5 Γ
4
5 Γ
5
5 Γ
6
5 Γ
7
5 Γ
8
5
0 0 0 0 0 2.4279 -3.861
Γ95 Λ
4
5 Λ
5
5 Λ
6
5 Λ
7
5 Λ
8
5 Λ
9
5
1.433 0 0 0 -13.81 23.33 -9.912
are NL = 6 load buses, consisting of VL = {4, 5, . . . , 9}. In this example,
we compute model-based sensitivity factors by linearizing the power flow
equations in (5.7)–(5.8). In Table 5.1, we report the sensitivities of the active
and reactive power injections at bus 4 with respect to the voltage magnitudes
and phase angles at all other buses. 
The traditional model-based approach described above is not ideal since
accurate and up-to-date network topology, parameters, and operating point
are required. In this chapter, we aim to eradicate the reliance on system
models in the computation of the sensitivities defined in (5.1)–(5.4), and
improve adaptability to changes occurring in the system. With regard to
this, we propose a method to estimate these sensitivities using only PMU
measurements obtained in near real-time without relying on the full nonlinear
power flow model of the system.
2 7 8 9 3
5 6
4
1
G1
G2 G3
Figure 5.1: Network topology for WECC 3-machine 9-bus system.
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5.2.2 Measurement-Based Approach to Jacobian
Computation
Denote the voltage phase angle at bus j at times t and t +∆t, ∆t > 0 and
small, as θj(t) and θj(t+∆t), respectively. Also denote the voltage magnitude
at bus j at times t and t +∆t, as Vj(t) and Vj(t +∆t), respectively. Define
∆θj(t) = θj(t+∆t)− θj(t) and ∆Vj(t) = Vj(t+∆t)− Vj(t); then, according
to the approximations of Ψji , Φ
j
i , Γ
j
i , and Λ
j
i in (5.1)–(5.4), we have that, at
time t,
Ψji ≈
∆P
θj
i (t)
∆θj(t)
, Φji ≈
∆P
Vj
i (t)
∆Vj(t)
, (5.9)
Γji ≈
∆Q
θj
i (t)
∆θj(t)
, and Λji ≈
∆Q
Vj
i (t)
∆Vj(t)
. (5.10)
We assume θj(t), Vj(t), θj(t+∆t), and Vj(t+∆t) are measurements available
from PMUs. As evidenced in (5.9), in order to compute Ψji and Φ
j
i , we
also need ∆P
θj
i (t) and ∆P
Vj
i (t), which are not readily available from PMU
measurements. However, we assume that the net variation in net active power
injection at bus i is available from PMU measurements. We express this net
variation at the sum of active power injection variations at bus i ∈ VG ∪ VL
due to variations in voltage phase angle j ∈ VG ∪ VL and magnitude at each
bus j ∈ VL:
∆Pi(t) ≈
∑
j∈VG∪VL
∆P
θj
i (t) +
∑
j∈VL
∆P
Vj
i (t). (5.11)
Similarly, from (5.10), we note that in order to compute Γji and Λ
j
i , we need
∆Q
θj
i (t) and ∆Q
Vj
i (t), which are not readily available from PMU measure-
ments. By making similar assumptions to the ones used in the derivation
of (5.11), we express the net variation in net reactive power injection at bus
i as
∆Qi(t) ≈
∑
j∈VG∪VL
∆Q
θj
i (t) +
∑
j∈VL
∆Q
Vj
i (t). (5.12)
Now, by substituting (5.9) into (5.11), we can express (5.11) as
∆Pi(t) ≈
∑
j∈VG∪VL
∆θj(t)Ψ
j
i +
∑
j∈VL
∆Vj(t)Φ
j
i ,
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where Ψji ≈ ∆P
θj
i
∆θj
and Φji ≈ ∆P
Vj
i
∆Vj
. Analogously, by substituting (5.10)
into (5.12), we can express (5.12) as
∆Qi(t) ≈
∑
j∈VG∪VL
∆θj(t)Γ
j
i +
∑
j∈VL
∆Vj(t)Λ
j
i ,
where Γji ≈ ∆Q
θj
i
∆θj
and Λji ≈ ∆Q
Vj
i
∆Vj
.
Suppose M + 1 sets of synchronized measurements are available. Let
∆Pi[k] = Pi((k + 1)∆t)− Pi(k∆t),
∆Qi[k] = Qi((k + 1)∆t)−Qi(k∆t),
∆θi[k] = θi((k + 1)∆t)− θi(k∆t),
∆Vi[k] = Vi((k + 1)∆t)− Vi(k∆t),
k = 1, . . . ,M . Next, define ∆Pi = [∆Pi[1], . . . ,∆Pi[M ]]
T and ∆Qi =
[∆Qi[1], . . . ,∆Qi[M ]]
T ; similarly, define ∆θi = [∆θi[1], . . . ,∆θi[M ]]
T and
∆Vi = [∆Vi[1], . . . ,∆Vi[M ]]
T . Then, we obtain the following systems of
equations:
∆Pi ≈
[
(∆θj)j∈VG∪VL (∆Vj)j∈VL
] [Ψi
Φi
]
, (5.13)
where
Ψi =
[(
Ψji
)
j∈VG∪VL
]
and Φi =
[(
Φji
)
j∈VL
]
,
and
∆Qi ≈
[
(∆θj)j∈VG∪VL (∆Vj)j∈VL
] [Γi
Λi
]
, (5.14)
where
Γi =
[(
Γji
)
j∈VG∪VL
]
and Λi =
[(
Λji
)
j∈VL
]
.
In (5.13)–(5.14), we assume that the relationship between ∆Pi and [Ψ
T
i ,Φ
T
i ]
T
and the one between ∆Qi and [Γ
T
i ,Λ
T
i ]
T are approximately linear. Under this
assumption, we seek the best estimate for [ΨTi ,Φ
T
i ]
T and [ΓTi ,Λ
T
i ]
T given the
measured observations.
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5.2.3 Problem Statement
Suppose the systems in (5.13)–(5.14) are overdetermined, i.e., M > N¯ =
NG + 2NL. Then, a natural solution approach is to obtain Ψi, Φi, Γi, and
Λi via LSE estimation. In ordinary LSE estimation, the regressor matrix
is assumed to be free of error; hence all errors are confined to the obser-
vation vector (in our setting, ∆Pi or ∆Qi). This assumption, however, is
not entirely appropriate in our problem setting, since ∆Pi, ∆Qi, ∆θj , and
∆Vj are all constructed from PMU measurements obtained in real-time. In
such a case where modeling and measurement errors are associated with both
the observation vectors and the regressor matrix, total least-squares (TLS)
estimation is one appropriate method for fitting [65]. Next, we describe a
TLS-based estimation algorithm as it applies to the solution of (5.13)–(5.14).
5.3 Total Least-Squares Approach to Jacobian
Estimation
In our setting, as described in Section 5.2.2, measurement and modeling er-
rors enter into both the regressor matrix and the observation vectors in (5.13)–
(5.14). In this section, we formulate the TLS estimation problem and its
solution with respect to the system in (5.13) (the formulation with respect
to the system in (5.14) is analogous). Further, for ease of notation, let
A =
[
(∆θj)j∈VG∪VL (∆Vj)j∈VL
]
,
and also let bi = ∆Pi. Based on the expression above, we can rewrite (5.13)
as
bi ≈ A
[
ΨTi Φ
T
i
]T
. (5.15)
Since (5.15) is an overdetermined system of equations, in the remainder of
this section, we formulate the problem of computing [ΨTi ,Φ
T
i ]
T in (5.15) as a
TLS estimation problem. We note, however, that the ideas presented in this
section are immediately applicable to estimate the unknown vectors in both
systems described in (5.13)–(5.14).
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5.3.1 Basic Total Least-Squares Approach
Before delving into the TLS estimation problem formulation and associated
solution, we briefly describe the ordinary LSE problem formulation and its
solution, as it applies to our setting. In ordinary LSE, since the regressor ma-
trix is assumed to be error free, the rationale behind this estimation method
is to correct the observations bi as little as possible under the Euclidean norm
metric; this can be formulated as an optimization program as follows (see,
e.g., [65]):
min
bˆi∈RM
||∆bi||2 ,
s.t. bˆi = A
[
ΨTi Φ
T
i
]T
,
(5.16)
where ∆bi = bi − bˆi. Once a minimizer, bˆi, is found, then any [ΨˆTi , ΦˆTi ]T
satisfying bˆi = A[Ψˆ
T
i , Φˆ
T
i ]
T is a LSE solution to (5.15). We assume A has full
column rank; under this condition, the closed-form unique solution to (5.16)
is (see, e.g., [41]) [
Ψˆi
Φˆi
]
=
(
ATA
)−1
AT bi. (5.17)
In contrast to the LSE problem formulation in (5.16), since TLS estimation
accounts for errors in A as well, analogous to the vector Euclidean norm, its
problem formulation seeks to minimize the matrix Frobenius norm, as follows:
min
[Aˆ bˆi]∈RM×(N¯+1)
||[∆A ∆bi]||F ,
s.t. bˆi = Aˆ
[
ΨTi Φ
T
i
]T
,
(5.18)
where ∆A = A − Aˆ, ∆bi = bi − bˆi, and N¯ = NG + 2NL [65]. Then, once a
minimizing [Aˆ bˆi] is found, then any [Ψˆ
T
i , Φˆ
T
i ]
T satisfying bˆi = Aˆ[Ψˆ
T
i , Φˆ
T
i ]
T is
a TLS solution to (5.15).
The solution to the TLS estimation problem in (5.18) relies heavily on the
singular value decomposition (SVD) (see, e.g., [43]); below, we describe the
procedure (its pseudocode is provided in Algorithm 3 (see, e.g., [66])). To
obtain the solution to (5.18), we rewrite (5.15) as (see, e.g., [65])
[
A bi
] [
ΨTi Φ
T
i −1
]T
≈ 0. (5.19)
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Algorithm 3
Input: bi ∈ RM , A ∈ RM×N¯ .
Output: A vector x ∈ RN¯
1: Compute the SVD.
[A bi] = [u1, . . . , uM ]Σ[v1, . . . , vN¯+1]
T
2: if vN¯+1
N¯+1
6= 0 then
3: Set. x = − 1
vN¯+1
N¯+1
[v1
N¯+1
, . . . , vN¯
N¯+1
]T
4: else
5: Output. Problem in (5.18) has no solution.
6: Stop.
7: end if
By using the SVD, we can write
[
A bi
]
= UΣV T , (5.20)
where U = [u1, . . . , uM ] and V = [v1, . . . , vN¯+1] are unitary matrices, Σ is
a diagonal matrix in which the diagonal elements σi are the singular values
of [A bi] (see, e.g., [43]). If σN¯+1 6= 0, then [A bi] has rank N¯ + 1 and the
unique solution to (5.19) is the zero vector. In order to obtain a nonzero
solution to (5.19), the rank of [A bi] must be reduced to N¯ . According to the
Eckart-Young-Mirsky low-rank matrix approximation theorem [67], the rank
N¯ approximation of [A bi], which minimizes the objective function in (5.18),
is [
Aˆ bˆi
]
= UΣˆV T , (5.21)
where Σˆ is a diagonal matrix in which the diagonal elements σˆi = σi, if
i < N¯ + 1, and σˆi = 0, otherwise. Since the approximate matrix [Aˆ bˆi] has
rank N¯ , (5.19) has a nonzero solution. Based on properties of the SVD, vN¯+1
is the only vector that belongs to the null space of [Aˆ bˆi]. Then, the TLS
solution is obtained by scaling the vector vN¯+1 until its last component is
equal to −1, namely,
[
ΨˆTi Φˆ
T
i −1
]T
= − 1
vN¯+1
N¯+1
vN¯+1,
where vN¯+1
N¯+1
denotes the (N¯ + 1)th element of vN¯+1. Thus, the unique TLS
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Table 5.2: WECC 3-machine 9-bus systems—measurement-based
sensitivity factors obtained in Examples 5.2.
Ψˆ25 Ψˆ
3
5 Ψˆ
4
5 Ψˆ
5
5 Ψˆ
6
5 Ψˆ
7
5 Ψˆ
8
5
0.07631 0.05691 -11.03 0.03587 16.64 -0.06743 -0.02094
Ψˆ95 Φˆ
4
5 Φˆ
5
5 Φˆ
6
5 Φˆ
7
5 Φˆ
8
5 Φˆ
9
5
-5.7703 -2.236 -0.02054 2.557 -0.08047 0.03681 -2.017
Γˆ25 Γˆ
3
5 Γˆ
4
5 Γˆ
5
5 Γˆ
6
5 Γˆ
7
5 Γˆ
8
5
-0.05818 0.02315 -0.1354 0.02593 0.06445 2.519 -3.855
Γˆ95 Λˆ
4
5 Λˆ
5
5 Λˆ
6
5 Λˆ
7
5 Λˆ
8
5 Λˆ
9
5
1.363 -0.04853 -0.006372 0.02142 -13.75 23.33 -9.890
solution to (5.15) is
[
ΨˆTi Φˆ
T
i
]T
= − 1
vN¯+1
N¯+1
[
v1
N¯+1
· · · vN¯
N¯+1
]T
. (5.22)
Next, we illustrate the concepts introduced above.
Example 5.2 (3-Machine 9-Bus System). In this example, we consider the
same system as in Example 5.1. Here, we use Algorithm 3 to estimate the
entries in each row of the power flow Jacobian matrix and compare the results
to the benchmark values recorded in Table 5.1. In order to simulate PMU
measurements of slight fluctuations in active and reactive power generated
and consumed at each bus, we generate power injection (positive or negative)
time-series data. To this end, we assume the active power injection at bus i
at time instant k, denoted by Pi[k], can be modeled as
Pi[k] = P
0
i [k] + P
0
i [k]ν
P
1 + ν
P
2 , (5.23)
where P 0i [k] is the nominal active power injection at time instant k, and ν
P
1
and νP2 are pseudorandom values drawn from standard normal distributions
with zero mean and standard deviations σP1 = 0.1 and σ
P
2 = 0.1, respectively.
Similarly, we assume the reactive power injection at bus i at time instant k,
denoted by Qi[k], can be modeled as
Qi[k] = Q
0
i [k] +Q
0
i [k]ν
Q
1 + ν
Q
2 , (5.24)
where Q0i [k] is the nominal reactive power injection, and ν
Q
1 and ν
Q
2 are
pseudorandom values drawn from standard normal distributions with zero
mean and standard deviations σQ1 = 0.1 and σ
Q
2 = 0.1, respectively. In
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Table 5.3: WECC 3-machine 9-bus systems—MSE of sensitivity factors
obtained via Algorithm 3 compared to corresponding model-based
benchmark.
Ψˆ2 Ψˆ3 Ψˆ4 Ψˆ5
9.289 × 10−5 1.357× 10−4 0.01373 8.616× 10−3
Ψˆ6 Ψˆ7 Ψˆ8 Ψˆ9
7.446 × 10−3 2.792× 10−3 0.01026 2.987× 10−3
Φˆ2 Φˆ3 Φˆ4 Φˆ5
6.921 × 10−4 9.754× 10−4 0.02228 0.04182
Φˆ6 Φˆ7 Φˆ8 Φˆ9
0.01153 6.452× 10−3 1.054× 10−3 7.142× 10−3
Γˆ4 Γˆ5 Γˆ6 Γˆ7
0.04260 0.01655 4.911× 10−3 1.857× 10−3
Γˆ8 Γˆ9
5.044× 10−3 3.730× 10−3
Λˆ4 Λˆ5 Λˆ6 Λˆ7
0.05839 5.933× 10−3 0.02212 0.01184
Λˆ8 Λˆ9
1.219× 10−3 2.831× 10−3
both (5.23) and (5.24), there are two random components added to the deter-
ministic nominal quantities. The first component, P 0i [k]ν
P
1 in (5.23) (Q
0
i [k]ν
Q
1
in (5.24)), represents the inherent fluctuations in active (reactive) power gen-
eration and load. The second component, νP2 in (5.23) (ν
Q
2 in (5.24)), repre-
sents random measurement noise, which is independent of the nominal active
(reactive) power injection values. For each set of bus injection data, we solve
the power flow equations, with the slack bus absorbing all power imbalances,
to obtain the voltage magnitude and phase “measurements”.
In this example, we simulate 100 sets of power injection and voltage mea-
surements with the same network topology and operating point. In Ta-
ble 5.2, we report TLS estimates corresponding to the entries in Table 5.1.
By visually comparing the model-based sensitivities and measurement-based
estimates in Tables 5.1 and 5.2, we note that the measurement-based TLS
estimation achieves values that are very close to the model-based benchmark
values obtained by directly linearizing the power flow equations. Further-
more, we compute the mean-squared error (MSE) of each sensitivity vector
and report them in Table 5.3; in this case, the average MSE is 0.01169. 
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5.3.2 Weighted Total Least-Squares Approach
One of the assumptions we make in (5.18) is that the Jacobian matrix sensi-
tivity factors are approximately constant across the estimation time window.
One way to eliminate this restriction and to obtain an estimator that is more
adaptive to changes in operating point is to place more importance on recent
measurements and less on earlier ones, which may be out of date. Again,
before we delve into the WTLS estimation problem formulation, we briefly
describe the ordinary weighted least-squares (WLS) estimation problem set-
ting in which the objective function in (5.16) becomes
min
bˆi∈RM
∣∣∣∣∣∣√W∆bi∣∣∣∣∣∣
2
, (5.25)
where W is a positive definite symmetric matrix. The solution to (5.25) is
given by (see, e.g., [41])
[
Ψˆi
Φˆi
]
=
(
ATWA
)−1
ATWbi. (5.26)
The idea is to choose appropriate values for W so that more recent measure-
ments are weighted preferentially over past ones. If the elements of the error
vector ∆bi are uncorrelated, then W is a diagonal matrix. The WLS estima-
tion problem is often formulated using an exponential forgetting factor [42],
in which the more recent measurements are preferentially weighted by set-
ting W [i, i] = fM−i for some fixed f ∈ (0, 1], where f is called a “forgetting”
factor.
In the WTLS estimation problem setting, the optimization in (5.18) be-
comes
min
[Aˆ bˆi]∈RM×(N¯+1)
F0 (∆A,∆bi) ,
s.t. bˆi = Aˆ
[
ΨTi Φ
T
i
]T
,
(5.27)
with
F0(·) =
M∑
k=1
∆a[k]Wk∆a[k]
T + wk∆bi[k]
2, (5.28)
where ∆a[k] denotes the kth row of ∆A, ∆bi[k] is the k
th element of ∆bi, and
matrix Wk and scalar wk represent weighting factors for elements in ∆a[k]
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Algorithm 4
Input: bi ∈ RM , A ∈ RM×N¯ ; Wk ∈ RN¯×N¯ , wk ∈ R, k = 1, . . . ,M .
Output: A vector x ∈ RN¯
1: Initialize. Set x0 to previously known value, tolerance ǫ, and counter
p = 1
2: while F (xp) > ǫ do
3: Iterate. Compute new iterate xp based on xp−1
4: Update. x = xp
5: Set. p← p+ 1
6: end while
and ∆bi[k], respectively. Next, we discuss the selection of these weighting
factors.
Choice of Weighting Factors. Inspired by ordinary WLS estimation, we
set wk = f
M−k, so as to weigh the more recent elements in the observation
vector, bi, more heavily. With regard to the choice of Wk’s, first, we assume
that the elements of the error vector ∆a[k] are uncorrelated; therefore the
matrix Wk is diagonal. Furthermore, if measurements obtained at each bus
are equally reliable, then the elements of ∆a[k] are equally weighted. Then,
by employing the exponential forgetting factor, we set Wk[i, i] = wk, for all i.
With the above choices for wk and Wk, if f = 1, then all measurements are
given equal weighting, and the WTLS formulation in (5.27) is equivalent to
the TLS one in (5.18). On the other hand, if f < 1, then earlier measurements
would not contribute as much to the final estimate [ΨˆTi , Φˆ
T
i ]
T as more recent
ones. In this way, the WTLS formulation is useful if the system experiences a
change in operating point during the measurement acquisition time window.
With the weighting factors chosen as described above, we next describe the
solution to the optimization problem in (5.27).
WTLS Problem Solution. Note that if Wk = IN¯ , where IN¯ denotes
an N¯ × N¯ identity matrix, and wk = 1, for all k = 1, . . . ,M , then the
formulation in (5.27) is equivalent to that in (5.18). Unlike the basic TLS
problem, however, the WTLS problem does not have a SVD-based closed-
form solution. In order to solve (5.27), we follow the development described
in [68], which is summarized below. We first note that the equality constraint
in (5.27) is equivalent to bi −∆bi = (A−∆A)[ΨˆTi , ΦˆTi ]T , i.e.,
∆bi[k] =
[
ΨTi Φ
T
i
] (
∆a[k]T − a[k]T )+ bi[k], (5.29)
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for each k = 1, . . . ,M , where a[k] denotes the kth row of A. Substitut-
ing (5.29) into (5.28), we obtain the following unconstrained optimization
problem:
min
Aˆ,[ΨTi ,Φ
T
i ]
T
Fu
([
ΨTi Φ
T
i
]T
,∆A
)
, (5.30)
where
Fu(·) =
M∑
k=1
∆a[k]Wk∆a[k]
T + wk
([
ΨTi Φ
T
i
]
∆a[k]T
−
[
ΨTi Φ
T
i
]
a[k]T + bi[k]
)2
. (5.31)
We note that Fu(·) is differentiable with respect to ∆a[k], for each k =
1, . . . ,M . Suppose ∆A∗ is a local minimizer of (5.30). Then, according to
first-order necessary conditions of optimality, at ∆A∗ (see, e.g., [69, Chap. 11]),
we have that
0 =
dFu
d∆a[k]
∣∣∣∣
∆a[k]=∆a∗[k]
, k = 1, . . . ,M,
from which we obtain
∆a∗[k]T =
[
Wk +
[
Ψi
Φi
] [
ΨTi Φ
T
i
]
wk
]−1
× wk
([
ΨTi Φ
T
i
]
a[k]T − bi[k]
)[Ψi
Φi
]
, (5.32)
for each k = 1, . . . ,M . By invoking the matrix inversion lemma (see, e.g., [43]),
(5.32) simplifies to
∆a∗[k]T =
[
ΨTi Φ
T
i
]
a[k]T − bi[k]
w−1k +
[
ΨTi Φ
T
i
]
W−1k
[
Ψi
Φi
]W−1k
[
Ψi
Φi
]
. (5.33)
Finally, we substitute each optimal ∆a∗[k] as given in (5.33) into (5.31), from
which we reformulate the optimization problem in (5.30) as
min
[ΨTi ,Φ
T
i ]
T
F
([
ΨTi Φ
T
i
]T)
, (5.34)
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where
F (·) =
M∑
k=1
([
ΨTi Φ
T
i
]
a[k]T − bi[k]
)2
w−1k +
[
ΨTi Φ
T
i
]
W−1k
[
Ψi
Φi
] . (5.35)
Through the development above (readers may refer to Appendix A for a
full derivation), we convert the original constrained WTLS problem in (5.27)
into the less troublesome unconstrained minimization problem in (5.34). The
optimization problem in (5.27) (or (5.34)) is nonconvex; therefore, numerical
solution methods do not guarantee convergence to a global minimum. Many
numerical algorithms, most of which are iterative, have been proposed to
solve (5.27) or (5.34) (see, e.g., [66], for an overview). For our case stud-
ies, we find that built-in optimization routines in Matlab are sufficient as
proof-of-concept to demonstrate the feasibility of the proposed power flow
Jacobian estimation framework. In a commercial implementation of the pro-
posed framework, it may be prudent to investigate convergence properties of
various solution methods. We refrain from further discussion on this topic
here as it is beyond the scope of the present work. The WTLS solution al-
gorithm is summarized in Algorithm 4 for a generic iterative optimization
scheme. Next, we illustrate the ideas presented above with an example.
Example 5.3 (3-Machine 9-Bus System). We consider the same system
as in Example 5.1 and simulate 200 sets of PMU measurements of slight
fluctuations. In order to simulate an undetected change in operating point,
without updating the model, the active load at bus 6 linearly increases by
1.6 p.u. over the span of 20 measurements beginning at k = 80, with the
generation at bus 2 also increasing commensurately at each time step.
As in Example 5.2, we compute the power flow, with the slack bus ab-
sorbing all power imbalances for each particular time k. Table 5.4 shows a
comparison between benchmark sensitivity factors obtained via direct lin-
earization of the power flow equations around the operating point (both
before and after the change), and those obtained via the proposed WTLS
framework with forgetting factors f = 0.96 and f = 1. Both measurement-
based estimations are executed at k = 200 with the previous M = 200
measurements. Since the operating point is undetected by operators, under
the pre-change system model, the power flow Jacobian matrix (some entries
of which are shown in column 3 of Table 5.4) results in an average MSE of
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Table 5.4: WECC 3-machine 9-bus systems—model- and
measurement-based sensitivity factors obtained in Example 5.3.
Model-based Measurement-based
Post-change Pre-change f = 0.96 f = 1
Ψ25 0 0 -0.5254 -0.2637
Ψ35 0 0 0.08467 0.9688
Ψ45 -9.685 -10.86 -9.599 -10.66
Ψ55 0 0 -0.2559 0.1843
Ψ65 14.60 16.54 14.97 15.52
Ψ75 0 0 0.6563 0.2575
Ψ85 0 0 -0.1905 0.4154
Ψ95 -4.911 -5.6816 -5.137 -6.780
...
...
...
...
...
Average MSE 0.2956 0.1979 0.4501
0.2956. In column 5 of Table 5.4, we record results for WTLS with f = 1
(or, equivalently, TLS). From the average MSE metric, as well as a survey of
the individual values, reported in this column, we note that the basic TLS
scheme is unable to estimate the updated Jacobian matrix elements. On the
other hand, the WTLS method with f = 0.96 is able to track elements in
the Jacobian matrix, as shown in column 4 of Table 5.4. However, com-
pared to the SVD computation in basic TLS, the WTLS optimization incurs
much higher computational burden; thus, the cost of better tracking is longer
computation time and lack of optimality guarantee.
By observing estimation results in both Tables 5.1 and 5.4, we note that
while the TLS-based schemes are able to track the nonzero terms with suf-
ficient accuracy, the resulting estimated signal is quite noisy, with many
near-zero terms. 
5.4 Estimation with a Subset of Measurements
In the proposed Jacobian matrix estimation framework presented thus far,
to estimate the unknown sensitivity factors, with respect to bus i, voltage
magnitude and phase angle measurements are required from all buses. In
other words, the framework necessitates a central data collector to whom
all measurements are passed. Moreover, it requires at least as many time-
sampled sets of measurements as the number of columns of the Jacobian
matrix. Both of these restrictions become unwieldy for large-scale power
systems. First, since power systems are constantly undergoing changes and
operators often need to quickly determine the current system state, it would
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be ideal to obtain accurate estimates using fewer data sets. Furthermore, in
a practical setting, the entire set of measurements may not be available for
transmission to a central data collector.
In order to relax the restrictions described above, we note that, due to the
structure of the power flow equations, the sensitivity factors Ψji , Φ
j
i , Γ
j
i , and
Λji are only nonzero if i = j, or if there exists a transmission line connecting
buses i and j. With this in mind, we define Ni as the set of buses that are
connected to bus i, including bus i itself. Then, based on the full systems
of equations in (5.13)–(5.14), we can obtain the following reduced systems of
equations:
∆Pi ≈
[
(∆θj)j∈(VG∪VL)∩Ni (∆Vj)j∈VL∩Ni
] [ΨNii
ΦNii
]
, (5.36)
where
ΨNii =
[(
Ψji
)
j∈(VG∪VL)∩Ni
]
and ΦNii =
[(
Φji
)
j∈VL∩Ni
]
are reduced sensitivity vectors that contain only the nonzero entries of Ψi
and Φi, respectively; and
∆Qi ≈
[
(∆θj)j∈(VG∪VL)∩Ni (∆Vj)j∈VL∩Ni
] [ΓNii
ΛNii
]
, (5.37)
where
ΓNii =
[(
Γji
)
j∈(VG∪VL)∩Ni
]
and ΛNii =
[(
Λji
)
j∈VL∩Ni
]
contain only the nonzero entries of Γi and Λi, respectively.
Similar to the full formulation in (5.13)–(5.14), we can obtain estimates
of the reduced sensitivity vectors in (5.36)–(5.37) via Algorithms 3 and 4.
Unlike the full formulation, however, to obtain estimates of these reduced
sensitivity factors with respect to bus i, it suffices to acquire M > 2(#Ni)
sets of synchronized measurements,1 thus reducing the computational bur-
den involved. As a direct consequence of conducting computations at each
bus, parallel processing can be utilized so that the full system topology and
relevant parameters can be obtained quickly. The local topology information
can be transmitted to a central controller periodically, or when the resulting
estimates indicate an update is required.
1#A denotes the cardinality of set A.
98
5.5 Case Studies
We use the proposed measurement-based approach to estimate the Jacobian
matrix in the IEEE 118-bus system. The simulation tool MATPOWER [44]
is used throughout to solve the power flow and generate voltage magnitude
and phase angle measurements from pseudo-random bus injections generated
using (5.23) and (5.24).
5.5.1 Base Case
We consider the base case model for the IEEE 118-bus system and assess
the effectiveness of the proposed measurement-based method to estimate
the power flow Jacobian matrix under constant nominal operating point.
As in Example 5.2, we simulate bus injection data by adding noise to the
nominal injections, as given in (5.23)–(5.24), with σP1 = σ
Q
1 = 0.03 and
σP2 = σ
Q
2 = 0.01. For comparison, we obtain benchmark values by linearizing
the power flow equations around the nominal operating point.
Measurements from All Buses. We utilize data from all buses and com-
pute estimates for the elements of the power flow Jacobian by solving the full
problems in (5.13)–(5.14). We assume the time window under consideration
contains M = 1000 sets of synchronized measurements. Using Algorithm 3,
in conjunction with simulated measurements from all buses, we obtain es-
timates of Ψi and Φi, for i ∈ VG ∪ VL, as well as Γi and Λi, for i ∈ VL.
When comparing these estimated vectors to their corresponding model-based
benchmark values, we find that the mean MSE for all estimated vectors is
0.00497, with the maximum being 0.5090.
Measurements from a Subset of Buses. Suppose each bus is equipped
with the computational capability required to conduct its own sensitivity
estimation. Then, as described in Section 5.4, each estimation problem solves
fewer unknown sensitivity factors and requires fewer sets of synchronized
measurements. Therefore, we use the first M = 40 sets of measurements
from the full-system Jacobian matrix estimation from above. We assume
that each bus is able to attain voltage magnitude and phase measurements
from its immediate neighbors. Using Algorithm 3, we solve for the unknown
vectors in (5.36)–(5.37) for each i = 1, . . . , N , and further compare them to
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corresponding model-based benchmark values. We find the mean MSE to be
0.001523, with the maximum being 0.1936.
5.5.2 Change in Topology
Under the reduced formulation presented in Section 5.4, we assess the per-
formance of the proposed WTLS framework, as described in Section 5.3.2,
to update the entries of the Jacobian matrix after a topology change. With
respect to this, we simulate M = 100 sets of synchronous measurements
by computing the power flow solution using power injection data generated
via (5.23)–(5.24) with σP1 = σ
Q
1 = σ
P
2 = σ
Q
2 = 0.1. To simulate a topology
change, we introduce a credible line outage (i.e., one that does not island the
system) at time step k = 30. As in Example 5.3, we use a forgetting factor
of f = 0.96. We repeatedly simulate random sample paths with random line
outages.
Overall, the proposed WTLS estimation method is able to adapt and ob-
tain accurate estimates for 63.84% of the affected Jacobian matrix entries.
Since the optimization problem in WTLS is nonconvex, iterative numerical
solution methods may only attain a local minimum, as evidenced by the low
estimation accuracy. In contrast, for the same random sample paths and
forgetting factor, the WLS estimates, obtained via (5.26), are accurate for
84.72% of the affected entries.
5.6 Summary
In this chapter, we presented a measurement-based method to estimate the
power flow Jacobian matrix without relying on the system power flow model.
The proposed method relies on the solution of an overdetermined set of linear
equations constructed from real-time measurements obtained with PMUs
installed throughout the system.
Via TLS estimation, we account for measurement errors in both the obser-
vation vector as well as the regressor matrix. We showed that the proposed
method provides accurate estimates of the Jacobian matrix entries. Further-
more, we improve the adaptability of the proposed method by employing
WTLS and WLS estimation.
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CHAPTER 6
QUICKEST CHANGE DETECTION AND
IDENTIFICATION OF LINE OUTAGES
In this chapter, we propose a method to detect and identify power system
transmission line outages in near real-time. The method exploits the sta-
tistical properties of the small random fluctuations in electricity generation
and demand that a power system is subject to as time evolves. To detect
and identify transmission line outages, a linearized incremental small-signal
power system model is used in conjunction with high-speed synchronized
voltage phase angle measurements obtained from phasor measurement units.
By monitoring statistical properties of voltage phase angle time-series, line
outages are detected and identified using techniques borrowed from the the-
ory of quickest change detection. As illustrated through case studies, the
proposed method is effective to detect and identify single- and double-line
outages in an accurate and timely fashion.
6.1 Introduction
By exploiting the statistical properties of voltage phase angle measurements
obtained from PMUs, we propose a method to detect and identify line outages
in near real-time based on the theory of quickest change detection (QCD). In
QCD, a decision maker observes a sequence of random variables, the proba-
bility distribution of which changes abruptly due to some event that occurs
at an unknown time, such as a line outage in the present setting. The objec-
tive is to detect this change in distribution as quickly as possible subject to
a fixed rate of false alarm before the change [70].
We model the incremental change in net power injection at each bus as in-
dependent random variables, whose probability distribution is determined by
random fluctuations in generation and demand. Then, we use an incremental
small-signal power flow model to relate the probability distributions of the
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power injections and the voltage angle measurements via a linear mapping. A
decision maker observes the sequence of incremental changes in bus voltage
phase angle measurements obtained from PMUs, the statistical properties
of which change due to a line outage. By feeding this data sequentially to
a QCD algorithm, we can detect the change in distribution. Furthermore,
the proposed QCD-based framework classifies a sequence of observations into
one hypothesis among multiple hypotheses based on statistical properties of
the observed measurements [71]. Hence, the proposed algorithm identifies
the true line outage among a set of credible line outages, and the network
topology can be updated in a timely manner.
The remainder of this chapter is organized as follows. In Section 6.2, the
power system model adopted in this work is described. The statistical line-
outage model is developed in Section 6.3. In Section 6.4, we outline the QCD-
based line outage identification algorithms that we propose in this chapter.
Subsequently, we extend the QCD-based algorithm to detect and identify
double-line outages in Section 6.5. In Section 6.6, we illustrate the proposed
ideas via case studies involving the IEEE 118-bus system. Finally, we discuss
some directions for future work. In Section 6.7, we discuss extensions to
enable the design of computationally tractable QCD-based algorithms to
detect double-line outages. Furthermore, in Section 6.8, we extend the power
system model from Section 6.2 to general interconnected systems to enable
the design of QCD-based algorithms that detect line outages using a subset
of measurements.
6.2 Power System Model
As in previous chapters, consider the power system to be represented by a
graph, consisting of a set of N nodes denoted by V = {1, . . . , N}, each one
corresponding to a bus, and a set of L edges denoted by E , i.e., for m,n ∈ V,
(m,n) ∈ E , if there exists a transmission line between buses m and n. With
a slight abuse of notation, we also denote the transmission line between
buses m and n by (m,n). At time t, let Vi(t) and θi(t), respectively, denote
the voltage magnitude and phase angle at bus i; also let Pi(t) and Qi(t),
respectively, denote the net active and reactive power injection (generator
or load) at bus i. Then, the quasi-steady-state behavior of a power system
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can be described by the power flow equations, written compactly as real and
reactive power balance components at each bus i as
Pi(t) = pi(θ1(t), . . . , θN(t), V1(t), . . . , VN(t)), (6.1)
Qi(t) = qi(θ1(t), . . . , θN (t), V1(t), . . . , VN(t)), (6.2)
where pi : R
N × RN → R and qi : RN × RN → R. In (6.1)–(6.2), the
dependence on network parameters, such as line series and shunt impedances,
is implicitly considered in the functions pi(·) and qi(·). In the remainder
of this section, we describe a discrete linearized incremental interconnected
power system model that arises from sampled PMU measurements. We also
obtain statistical models that describe PMU measurements of voltage phase
angles as they relate to bus active power injections.
6.2.1 Linearized Incremental Power Flow Model
Let Pi[k] and Qi[k], respectively, denote active and reactive power injections
in bus i at time instant t = k∆t, k = 0, 1, 2, . . . , ∆t > 0, i.e., Pi[k] = Pi(k∆t)
and Qi[k] = Qi(k∆t). Then, variations in the active and reactive power
injections in bus i between pairs of consecutive sampling times 2k∆t and
(2k+1)∆t are defined as ∆Pi[k] = Pi[2k+1]−Pi[2k] and ∆Qi[k] = Qi[2k+
1]−Qi[2k], respectively. Suppose synchronized voltage phasor measurements
in all buses are collected using PMUs each ∆t unit of time. Then, let Vi[k]
and θi[k] denote sampled PMU measurements of the voltage magnitude and
phase angle for bus i, Vi(t) and θi(t), at t = k∆t, respectively. Further,
define variations in voltage magnitudes and phase angles between pairs of
consecutive sampling times 2k∆t and (2k+1)∆t, k = 0, 1, 2, . . . , as ∆Vi[k] =
Vi[2k + 1]− Vi[2k] and ∆θi[k] = θi[2k + 1]− θi[2k], respectively.
Next, suppose a solution to (6.1)–(6.2) exists at (θi[2k], Vi[2k], Pi[2k], Qi[2k]),
i = 1, . . . , N , i.e.,
Pi[2k] = pi(θ1[2k], . . . , θN [2k], V1[2k], . . . , VN [2k]),
Qi[2k] = qi(θ1[2k], . . . , θN [2k], V1[2k], . . . , VN [2k]),
for each bus i. Assume that, for each bus i, pi(·) and qi(·) are continuously
differentiable with respect to each θi and Vi at θi[2k] and Vi[2k], i = 1, . . . , N .
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Then, assuming that ∆θi[k] and ∆Vi[k] are sufficiently small, we can approx-
imate ∆Pi[k] and ∆Qi[k] via a first-order Taylor series expansion of (6.1)–
(6.2) as
∆Pi[k] ≈
N∑
j=1
aij [2k]∆θj [k] +
N∑
j=1
bij [2k]∆Vj [k],
∆Qi[k] ≈
N∑
j=1
cij[2k]∆θj [k] +
N∑
j=1
dij[2k]∆Vj [k],
(6.3)
where
aij [2k] =
∂pi
∂θj
, bij [2k] =
∂pi
∂Vj
, cij [2k] =
∂qi
∂θj
, dij[2k] =
∂qi
∂Vj
,
for each bus i, all evaluated at (θi[2k], Vi[2k]), i = 1, . . . , N .
A standard assumption used in transmission system analysis is that, for
each bus i, aij [2k] and dij[2k] are much larger than bij [2k] and cij [2k], for
all j = 1, . . . , N [13]. This effectively decouples (6.3) so that variations in
active power injections primarily affect bus voltage angles, while variations in
reactive power injections mainly affect bus voltage magnitudes. For analysis
purposes, we assume the decoupling assumption holds and only consider
∆Pi[k] ≈
∑N
j=1 aij[2k]∆θj [k]. Further, under the so-called DC assumptions,
1
namely (i) the system is lossless, (ii) Vi[k] = 1 per unit (p.u.) for all i ∈ V,
k, and (iii) θm[k] − θn[k] << 1 for all k and for m,n ∈ V, aij[k] simply
becomes the negative of the imaginary part of the (i, j)th entry of the network
admittance matrix constructed while neglecting transmission line resistances
[13]. Under these assumptions, then, aij[2k] becomes a function of only the
network, i.e., aij [2k] = aij , for all k under the same topology.
Without loss of generality, we set the system reference angle to be that of
the voltage phase angle at bus 1 in the system, i.e., θ1(t) = 0, t ≥ 0. Then,
for each i ∈ V, i 6= 1, under the DC assumptions, the small-signal model
in (6.3) can be approximated as follows:
∆Pi[k] ≈
∑
j∈V ,j 6=1
aij∆θj [k]. (6.4)
1Note that even though we employ DC assumptions, the resultant model in (6.4) in
this chapter is not the conventional DC power flow model.
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jX(1,2)
jX(2,3)jX(1,3)
−P3
−P2P1
V1∠θ1 V2∠θ2
V3∠θ3
Figure 6.1: Network topology for 3-bus system.
Define vectors ∆P [k] ∈ RN−1 and ∆θ[k] ∈ RN−1, the entries of which are
∆Pi[k] and ∆θi[k], respectively, for i ∈ V, i 6= 1. Then, (6.4) can be written
in matrix form as
∆P [k] ≈ H0∆θ[k]. (6.5)
6.2.2 Statistical Model
Small variations in the real power injection vector, ∆P [k], can be attributed
to random fluctuations in electricity consumption and the subsequent re-
sponse of generators in the system. Hence, we model the entries in ∆P [k] as
independent and identically distributed (i.i.d.) with a joint Gaussian proba-
bility density function (pdf), i.e., ∆P [k] ∼ N (0,Σ).
Since the statistics of ∆P [k] are known, we consider ∆P [k] as the indepen-
dent variable to the system described in (6.5), where ∆θ[k] is the observation
that depends on ∆P [k]; thus we rewrite (6.5) as
∆θ[k] ≈ M0∆P [k], (6.6)
whereM0 = H
−1
0 . Consequently, for the system under normal operation (i.e.,
prior to line-outage event), ∆θ[k] ∼ f0, where
f0 = N (0,M0ΣMT0 ). (6.7)
Example 6.1 (Three-Bus System). In this example, we illustrate the mod-
eling concepts above with the lossless system shown in Fig. 6.1. In Fig. 6.1,
X(m,n) is the imaginary part of the impedance of the line connecting buses
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Table 6.1: Parameter values for 3-bus system shown in Fig. 6.1.
P2 P3 X(1,2) X(2,3) X(1,3)
-1 -0.9 0.0504 0.0372 0.0636
m and n. The parameter values are listed in Table 6.1 and, unless other-
wise stated, all quantities are in per unit. For ease of notation, we suppress
the dependence on time instant k. Then, the nonlinear real power balance
equations are
P1 =
V1V2
X(1,2)
sin(θ1 − θ2) + V1V3
X(1,3)
sin(θ1 − θ3),
P2 =
V2V1
X(1,2)
sin(θ2 − θ1) + V2V3
X(2,3)
sin(θ2 − θ3),
P3 =
V3V1
X(1,3)
sin(θ3 − θ1) + V3V2
X(2,3)
sin(θ3 − θ2).
(6.8)
Since bus 1 is the reference bus with θ1 = 0, we remove the first equation
from (6.8). Furthermore, under the DC assumptions, the model in (6.8)
can be approximated by a small-signal linear incremental model of the form
in (6.5), i.e., ∆P [k] ≈ H0∆θ[k], where
H0 =
[
1
X(1,2)
+ 1
X(2,3)
− 1
X(2,3)
− 1
X(2,3)
1
X(1,3)
+ 1
X(2,3)
]
, (6.9)
where the network topology is encoded into H0. 
6.3 Line Outage Model
Suppose, at time t = tf , an outage in line (m,n) occurs. We assume that the
loss of line (m,n) does not cause islands to form in the post-event system,
i.e., the underlying graph representing the power system remains connected.
Further, we assume the loss of line (m,n) is a persistent event, i.e., line
(m,n) is not returned to service in the time frame that we consider for line
outage detection. In fact, we take advantage of this persistent change in
the algorithms described in Section 6.4. In this section, we describe the
linear incremental model due to the persistent change, followed by special
consideration for the single-sample change present in some cases.
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6.3.1 Persistent Change
Suppose a persistent outage occurs in line (m,n) at time t = tf , where
(2γ − 1)∆t ≤ tf < 2γ∆t, for some γ > 0. For k ≥ γ, the matrix H0 in (6.5)
changes to a new matrix H(m,n). Without loss of generality, we can write the
post-change matrix H(m,n) as the sum of the pre-change matrix H0 and some
perturbation matrix ∆H(m,n), i.e., H(m,n) = H0+∆H(m,n). Then, we get the
following post-change equation:
∆P [k] ≈ H(m,n)∆θ[k], (6.10)
for k ≥ γ. Since H0 has the same sparsity structure as the graph Laplacian of
the network, we conclude that the only non-zero terms in the matrix ∆H(m,n)
are2 ∆H(m,n)[n, n] = −∆H(m,n)[m,n] = ∆H(m,n)[m,m] = −∆H(m,n)[m,n] =
−1/X(m,n), where X(m,n) is the imaginary part of the impedance of the out-
aged line. Thus, the matrix ∆H(m,n) is a rank-one matrix and can be ex-
pressed as
∆H(m,n) = − 1
X(m,n)
r(m,n)r
T
(m,n), (6.11)
where r(m,n) ∈ RN−1 is a vector with the (m − 1)th entry equal to 1, the
(n− 1)th entry equal to -1, and all other entries equal to 0.
By considering ∆θ[k] as the observation, we can invert the relation in (6.10),
and write
∆θ[k] ≈M(m,n)∆P [k], k ≥ γ, (6.12)
where M(m,n) = H
−1
(m,n) =
[
H0 +∆H(m,n)
]−1
= M0 + ∆M(m,n). Thus, after
the outage of line (m,n), ∆θ[k] ∼ fσ(m,n), where
fσ(m,n) = N
(
0,M(m,n)ΣM
T
(m,n)
)
, (6.13)
for k ≥ γ. Note that if line (m,n) is not restored, this change is persistent.
Using the matrix inversion lemma (see, e.g., [43]) to avoid repeated matrix
inversions for each possible line outage, we obtain
∆M(m,n) = β(m,n) s(m,n) s
T
(m,n),
where β(m,n) = 1/(X(m,n) − rT(m,n)H−10 r(m,n)) and s(m,n) = H−10 r(m,n).
2A[u, v] denotes the element of the matrix A in the uth row and vth column.
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Example 6.2 (Three-Bus System). In this example, we consider again the 3-
bus system in Fig. 6.1. Consider the outage of the (2, 3); then, in accordance
with (6.10)–(6.11) for m = 2 and n = 3, we have that H(2,3) = H0+∆H(2,3),
where
∆H(2,3) = − 1
X(2,3)
r(2,3)r
T
(2,3)
is a rank-one matrix. In this case, r(2,3) = [1,−1]T . Then M(2,3) = H−1(2,3).
Using the matrix inversion lemma, we obtain that
M(2,3) = H
−1
0 + β(2,3)s(2,3)s
T
(2,3),
where
β(2,3) =
1
X(2,3) − rT(2,3)H−10 r(2,3)
, s(2,3) = H
−1
0 r(2,3),
with H0 as given in (6.9). 
6.3.2 Instantaneous Change
In Section 6.3.1, we considered the case in which a line outage occurs at time
t = tf , where (2γ − 1)∆t ≤ tf < 2γ∆t. In such a case, the system behavior
is fully described by the model in (6.12) and (6.13). If, however, the outage
occurs at time t = tf , where 2γ∆t ≤ tf < (2γ + 1)∆t, then we must also
consider an instantaneous change that affects only one incremental sample,
namely ∆θ[γ] = θ[2γ + 1]− θ[2γ].
Since θ[2γ] is obtained from the pre-change system, while θ[2γ + 1] is
obtained from the post-change one, the incremental change at k = γ, i.e.,
∆θ[γ], is not fully described by the model in (6.10). Instead, given the
nonlinear real power flow equation for each bus i, i ∈ V, as defined in (6.1),
prior to the outage of line (m,n), we have that
Pi[k] = pi[k], k ≤ 2γ, (6.14)
where the dependence on the pre-change network topology and parameters
are implicitly considered in pi(·). On the other hand, in the post-change sce-
nario following the outage of line (m,n) (assuming the outage is persistent),
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and analogous to the pre-change power flow equation in (6.1), we have that
Pi(t) = p
′
i(θ1(t), . . . , θN(t), V1(t), . . . , VN(t)), (6.15)
for t > tf , where the dependence on the post-change network topology is
implicitly considered in p′i(·). Given (6.15), analogous to (6.14), we have
that
Pi[k] = p
′
i[k], k ≥ 2γ + 1. (6.16)
The incremental change in net active power injection between the two
measurement samples immediately prior to and following the line outage,
i.e., between k = 2γ and k = 2γ + 1, can be expressed as
∆Pi[γ] = Pi[2γ + 1]− Pi[2γ]. (6.17)
Substituting (6.14) and (6.16) into (6.17) and adding and subtracting pi[γ +
1], we obtain
∆Pi[γ] = ∆P
µ
i [γ] + ∆P
σ
i [γ], (6.18)
where
∆P µi [γ] = p
′
i[2γ + 1]− pi[2γ + 1], (6.19)
and
∆P σi [γ] = pi[2γ + 1]− pi[2γ]. (6.20)
Following the development in Sections 6.2.1, the relation in (6.20), for buses
i ∈ V, can be approximated by
∆P σ[γ] ≈ H0∆θ[γ]. (6.21)
Next, consider the ∆P µi [γ] component in (6.19). Under the same DC
approximations used to derive (6.4), the line flow across line (m,n) under
the pre-outage network topology can be approximated by
P(m,n)[2γ + 1] ≈ 1
X(m,n)
(θm[2γ + 1]− θn[2γ + 1]) .
The line outage, in turn, can be simulated by adding appropriate injections,
P(m,n)[2γ+1] and−P(m,n)[2γ+1], at busesm and n, respectively (see, e.g., [13,
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Ch.11]). Define ∆P µ as an (N−1)-dimensional vector, for which the (m−1)th
and (n−1)th entries are equal P(m,n)[2γ+1] and −P(m,n)[2γ+1], respectively,
and all other entries are equal to 0. Then, we obtain that
∆P µ[γ] = P(m,n)[2γ + 1]r(m,n), (6.22)
where r(m,n) is defined as in (6.11). With the total variation ∆P [γ] =
∆P µ[γ]+∆P σ[γ], combined with expressions developed in (6.21) and (6.22),
we obtain that, at k = γ,
∆θ[γ] ≈M0
(
∆P [γ]− P(m,n)[2γ + 1]r(m,n)
)
, (6.23)
which indicates that the mean of ∆θ[γ] is −M0P(m,n)[2γ+1]r(m,n), not simply
0, as in all sample instants k < γ. Thus, at k = γ, ∆θ[k] ∼ fµ(m,n), where
fµ(m,n) = N
(−M0P(m,n)[2γ + 1]r(m,n),M0ΣMT0 ). (6.24)
6.3.3 Summary and Problem Statement
Suppose an outage involving line (m,n) occurs between PMU sampling times
t1 and t2; then, from the analysis in Sections 6.2, 6.3.1 and 6.3.2, we have
that
∆θ[k] ≈
{
M0∆P [k], if k ≤ γ − 1,
M(m,n)∆P [k], if k ≥ γ + 1.
At time instant k = γ, two cases are considered, depending on tf . If t1 =
(2γ − 1)∆t and t2 = 2γ∆t,
∆θ[k] ≈M(m,n)∆P [k],
and if t1 = 2γ∆t and t2 = (2γ + 1)∆t,
∆θ[k] ≈M0
(
∆P [γ]− P(m,n)[2γ + 1]r(m,n)
)
.
Also, from the earlier analysis, the pdf’s of ∆θ[k] are
∆θ[k] ∼
{
f0, if k ≤ γ − 1,
fσ(m,n), if k ≥ γ + 1,
(6.25)
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where f0 and f
σ
(m,n) are described in (6.7) and (6.13), respectively. For k = γ,
∆θ[k] ∼
{
fσ(m,n), if t1 = (2γ − 1)∆t,
fµ(m,n), if t1 = 2γ∆t,
(6.26)
where fµ(m,n) is described in (6.24).
Given the model in (6.25)–(6.26), the objective here is to devise algorithms
for detection and identification of line outages based on the probability distri-
bution of the ∆θ[k]’s, which can be computed from PMU measurements. To
this end, we assume that small variations in the real power injection, ∆P [k],
are attributed to random fluctuations in end-user electricity consumption.
Hence, it is reasonable to conclude that the probability distribution of these
active power variations would not be affected by system topology changes.
Thus, in conjunction with the model described in (6.25)–(6.26), the prob-
lem of line outage detection reduces to a problem of detecting a change
in the probability distribution of the random observation vector sequence
{∆θ[k]}k≥1.
6.4 Quickest Change Detection of Single-Line Outage
In the setting described in Section 6.3, the goal is to detect the change in
the probability distribution of the sequence {∆θ[k]}k≥1 as quickly as possible
while maintaining a certain level of detection accuracy, which is related to,
e.g., the false alarm rate. This is a well studied problem in statistical signal
processing known as quickest change detection (QCD). Next, we provide a
precise mathematical description of this problem and the QCD algorithm
that we will use to detect a line outage. We refer the readers to [70] for a
survey on QCD theory and algorithms; also see [72] and [73].
We assume that the sequence {∆θ[k]}k≥1 of random vectors is available to
a decision maker, which can obtain the sequence from PMU measurements.
In the base case, prior to any outages, ∆θ[k] ∼ f0. At some random time tf ,
which is unknown a priori, an outage occurs in line (m,n). Then, the pdf of
the sequence {∆θ[k]} changes from f0 to f1. For purposes of line outage
detection, if tf ∈ [2γ∆t, (2γ + 1)∆t), then f1 = fµ(m,n) at the line outage
instant, and f1 = f
σ
(m,n) beyond the point of change, as defined in (6.24)
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and (6.13), respectively. On the other hand, if tf ∈ [(2γ − 1)∆t, 2γ∆t), then
f1 = f
σ
(m,n) at and after the line outage instant. In both cases, the objective
is to detect this transition from f0 to f1 in the pdf of {∆θ[k]}’s as quickly as
possible. Mathematically, the objective is to find a stopping time, τ , on the
sequence, i.e., a discrete random variable taking positive integer values such
that the decision to stop at time k is a function of observations until time k.
In the absence of a change, we would like E[τ ] to be as large as possible, i.e.,
avoid false alarms. On the other hand, once the change occurs, we would
like E[τ ] to be as small as possible. A popular formulation in the literature,
due to Pollak, that captures the above trade-off is [74]:
min
τ
sup
γ≥1
Eγ [τ − γ|τ ≥ γ]
subject to E∞[τ ] ≥ β,
(6.27)
where Eγ denotes the expectation with respect to probability measure when
change occurs at point γ, E∞ denotes the corresponding expectation when
the change never occurs, and β > 0 is the given constraint on the mean time
to false alarm.
In the remainder of this section we discuss two algorithms to detect a
line outage. We first devise a test for the persistent change described in
Section 6.3.1, and then modify it slightly to include the single-sample change
described in Section 6.3.2. Both tests are based on the fundamental idea
from information theory that for any two densities f and g,
D(f ‖ g) :=
∫
f(x) log
f(x)
g(x)
dx ≥ 0, (6.28)
with equality if and only if f = g. The quantity D(f ‖ g) is called the
Kullback-Leibler (KL) divergence, and it plays a fundamental role in the
theory of quickest change detection [72].
6.4.1 Persistent Change Detection
Here, we describe a test to detect and identify a single-line outage by ex-
ploiting the persistent shift described in Section 6.3.1; i.e., the post-change
pdf is assumed to be f1 = f
σ
(m,n) for all instants at and after the change, as
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given in (6.13). Thus, the distribution of the observation at the change point
is not taken into account in the algorithm design.
Suppose both the pre- and post-change pdfs f0 and f
σ
(m,n) are known. Then,
a popular algorithm in the literature that enjoys some optimality proper-
ties with respect to Pollak’s formulation in (6.27) is the Cumulative Sum
(CuSum) algorithm [75]. With the sequence of phase angle measurements,
the CuSum algorithm computes a sequence of statistics recursively so that
for k ≥ 0, the statistic W(m,n)[k + 1] is computed as3
W(m,n)[k + 1] =
(
W(m,n)[k] + log
fσ(m,n)(∆θ[k + 1])
f0(∆θ[k + 1])
)+
, (6.29)
where W(m,n)[0] = 0. Denote by τC the time at which the CuSum algorithm
declares a line outage; then,
τC = inf{k ≥ 1 :W(m,n)[k] > A}.
Before any line outage, the mean of the log-likelihood ratio is negative, due
to (6.28). As a result, W(m,n)[k + 1] would remain close to or at 0 prior
to the outage. On the other hand, after an outage, the mean of the log-
likelihood ratio is positive, again due to (6.28). As a result W(m,n)[k + 1]
increases unboundedly after the outage of line (m,n). Hence, the CuSum
algorithm declares the occurrence of an outage in line (m,n) the first time
thatW(m,n)[k] reaches a pre-determined threshold A. The threshold A can be
chosen to control the mean time to false alarm in the formulation in (6.27).
If a larger mean time to false alarm is required, then A is set to a larger
value, and vice-versa.
In the setting we consider in this chapter, since the line in which the
outage has occurred is unknown, the post-change pdf of ∆θ is also unknown.
However, since the single-line outage can occur in, at most, L ways, the post-
change distribution is known to belong to the finite set {fσ(m,n), (m,n) ∈ E}.
In this context, we can apply the generalized likelihood ratio test (GLRT)
approach. In this approach, we compute L CuSum statistics in parallel, one
for each post-change scenario, and declare a change the first time a change
is detected in any one of the parallel CuSum tests. In other words, we
3(x)+ = x if x ≥ 0, otherwise (x)+ = 0.
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compute (6.29) for each line (m,n) in the system, with W(m,n)[0] = 0, and
stop at
τmax = inf
{
k ≥ 1 : max
(m,n)∈E
W(m,n)[k] > A
}
; (6.30)
we use this algorithm to detect a line outage in the power system.
Choice of Threshold A. Regarding the stopping time τmax, if all the
observations have density function f0, then in order to ensure E∞[τmax] ≥ β,
we set A as
A = logLβ; (6.31)
see [76] for a proof. On the other hand, if the fault occurs at line (m,n), and
post-change all the observations have density function fσ(m,n), then
sup
γ≥1
Eγ [τmax − γ|τmax ≥ γ] = E1[τmax] ∼ log β
D(fσ(m,n) ‖ f0)
,
as β →∞ [76].
Line Outage Identification. The algorithm in (6.30) can be used for
line outage identification as well. One option is to use the following intuitive
technique. Let (mˆ, nˆ) denote the index of the line to be identified as outaged;
then
(mˆ, nˆ) = arg max
(m,n)∈E
W(m,n)[τmax]. (6.32)
Thus, the line for which the associated CuSum statistic is the highest at the
time of stopping is declared as the outaged line. We note that this technique
of isolating the fault is different from that employed in [77].
Probability of False Isolation. Let the outage occur in line (m,n) ∈ E
and let the change occur at time γ = 1; then we define the probability of
false isolation (PFI) for the stopping time τmax as
α(m,n) = P1
(
(mˆ, nˆ) 6= (m,n)| fault in line (m,n)).
In other words, at τmax, the PFI refers to the probability that the outage
in line (m,n) is falsely identified as outage in another line. In addition to
the average detection delay, the PFI can be used as a metric to gauge the
effectiveness of the line outage detection and identification algorithm.
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If the fault occurs at γ = 1 in line (m,n) then
αi ≤ Ei1
[
e−(A−maxj 6=iW(u,v)[τmax])
+]
, (6.33)
where Ei1 denotes the expectation with respect to the probability measure
under which the change occurs at time γ = 1 in the stream (m,n). The
proof for (6.33) is omitted here but is based on techniques similar to those
employed in [77]. Here, we note that while the PFI upper bound expression
in (6.33) is developed for a linear system, we find that it is generally valid in
our setting through case studies in Example 6.3 and Section 6.6.
Since we are interested in the regime of low false alarm rates, the threshold
A will invariably be large. For such large values of thresholds, the PFI can
be difficult to estimate. In contrast, the upper bound provided in (6.33) can
be easily computed using Monte-Carlo simulations. The estimates provided
by such Monte-Carlo simulations can then be used to choose a threshold that
satisfy desired constraint on PFI.
Example 6.3 (Three-Bus System). We apply the GLRT algorithm in (6.29)–
(6.30) to detect and identify a line outage in our running example of the
three-bus system in Fig. 6.1. As in Example 6.2, we consider the outage of
line (2, 3). In order to simulate PMU measurements of slight fluctuations
in active power injection at each bus, we create power injection times-series
data. The injection at bus i, denoted by Pi, is
Pi[k] = P
0
i [k] + σv, (6.34)
where P 0i [k] is the nominal power injection in bus i at instant k (see values
in Table 6.1), and v is a pseudorandom value drawn from standard normal
distributions with zero mean and standard deviation σ = 0.5. The variation
component, σv, represents random fluctuations in electricity consumption.
For each set of bus injection data, we solve the nonlinear power flow equations
in (6.1)–(6.2), with the slack bus (bus 1 in this example) absorbing all power
imbalances, to obtain the sequence of phase angle “measurements” {θ[k]}.
In this example, we assume the random fluctuations at buses 2 and 3 are
uncorrelated, so Σ is a diagonal matrix.
To illustrate the algorithm in (6.30), we simulate the outage of line (2, 3)
with γ = 10. Using the GLRT, we execute three CuSum tests in parallel,
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Figure 6.3: Average detection delay vs. mean time to false alarm for the
three-bus system in Example 6.3.
corresponding to each possible line outage. In Fig. 6.2, typical progressions
of W(m,n)[k] are plotted. We note that prior to line outage, i.e., for k < γ,
all three W(m,n)[k] statistics remain close to zero, as expected. After the line
outage, the statistics W(1,3)[k] and W(1,2)[k], corresponding to CuSum tests
for outages in lines (1, 3) and (1, 2), respectively, still remain close to zero.
On the other hand, W(2,3)[k], corresponding to the CuSum test for outage of
line (2, 3), increases in value beginning at k = γ until it crosses the threshold
A = 16 at k = 16. Thus, using (6.32), we conclude that the faulty line in
this example is (2, 3).
116
Table 6.2: Comparison of false isolation probability obtained via simulation
vs. theoretical upper bound in (6.33) for three-bus system in Example 6.3.
β [day] 1/24 1/4 1/2 1 2 7
Line (1, 3) outage
Simulated 0.0060 0.0045 0.0070 0.0015 0.0030 0.0020
Theoretical 0.0447 0.0314 0.0269 0.0201 0.0161 0.0103
Line (1, 2) outage
Simulated 0.0040 0.0026 0.0016 0.0012 0.0018 0.0014
Theoretical 0.0907 0.0682 0.0606 0.0473 0.0403 0.0363
Line (2, 3) outage
Simulated 0.0014 0.0006 0.0002 0.0006 0.0008 0.0002
Theoretical 0.1870 0.1451 0.1192 0.1164 0.1024 0.0861
To illustrate the tradeoff between detection delay and mean time to false
alarm, assuming a PMU sampling rate of 30 measurements per second, we
choose the threshold A using (6.31) to satisfy mean time to false alarms of
1 hour, 6 hours, half a day, 1 day, 2 days, and 1 week. For each A and
possible line outage, with γ = 1, we simulate 5001 random sample paths
and obtain the average detection delay. In Fig. 6.3, we plot the simulated
average detection delay, supγ≥1 Eγ[τmax − γ|τmax ≥ γ], against the logarithm
of the mean time to false alarm, log β, for each post-change scenario. In each
case, we also enumerate the number of times a line outage is falsely isolated,
and obtain the simulated PFI. We report these in Table 6.2 along with the
corresponding theoretical upper bound as computed via (6.33). 
6.4.2 Instantaneous Change Detection
In Section 6.3.2, we described a mean shift in ∆θ[k] that only affects the sam-
ple at k = γ, in the case that the fault occurs at time tf ∈ [2γ∆t, (2γ+1)∆t),
namely ∆θ[γ] ∼ fµ(m,n); we now incorporate this effect in our algorithm. To
this end, let
U(m,n)[k + 1] = log
fµ(m,n)(∆θ[k + 1])
f0(∆θ[k + 1])
; (6.35)
then the mean of this random variable is positive at the change point; see
(6.28). Next, we modify the CuSum algorithm from Section 6.4.1 to also
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consider the mean shift, as follows:
W ∗(m,n)[k + 1] = max
{
U(m,n)[k + 1],
(
W ∗(m,n)[k] + log
fσ(m,n)(∆θ[k + 1])
f0(∆θ[k + 1])
)+}
, (6.36)
where W ∗(m,n)[0] = 0. The above equation can be derived in the same way
as the classical CuSum algorithm is derived using the maximum likelihood
principle.
This modified CuSum is equivalent to the standard one in (6.29), except at
the change point. The modified statistic, W ∗(m,n)[k+1], replaces W(m,n)[k+1]
in (6.29), and we proceed with the same protocol as before for detecting and
identifying line outages.
Given the modified CuSum algorithm described above, we would expect
the second quantity U(m,n)[k+1] to only affect W
∗
(m,n)[γ]; this is indeed true.
Extensive simulations for low false alarm rates (the range of false alarms we
are interested in for this problem) have revealed that the modified algorithm
does not provide significant gain as compared to the algorithm (6.30) pre-
sented in Section 6.4.1. As a result, in the remainder of the chapter, we focus
on the algorithm in (6.30).
6.5 Double-Line Outage Identification Via Quickest
Change Detection
So far, in this paper, we have considered algorithms to detect and identify
single-line outages. While simultaneous double-line outages are rare occur-
rences, they can be impactful. Suppose, instead of the single-line outage
in line (m,n), simultaneous credible outage (i.e., one that does not island
the system) of lines ℓi = (m,n) and ℓj = (u, v) occurs at t = tf , where
(2γ−1)∆t ≤ tf < 2γ∆t or 2γ∆t ≤ tf < (2γ+1)∆t. Assuming that the out-
age is persistent, then the post-outage observations ∆θ[k] can be described
as
∆θ[k] ≈M{ℓi,ℓj}∆P [k], k ≥ γ + 1, (6.37)
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where M{ℓi,ℓj} = H
−1
{ℓi,ℓj}
, and H{ℓi,ℓj} = H0 +∆H(m,n) +∆H(u,v). Thus, after
the outage of lines (m,n) and (u, v), ∆θ[k] ∼ fσ{ℓi,ℓj}, where
fσ{ℓi,ℓj} = N
(
0,M{ℓi,ℓj}ΣM
T
{ℓi,ℓj}
)
, k ≥ γ + 1. (6.38)
As in the single-line outage scenario, we can avoid repeated matrix inver-
sion operations by invoking the matrix inversion lemma for low-rank matrix
perturbations.
In addition to computing W(m,n)[k + 1] statistics in (6.29) for all credible
single-line outages, we also compute
W{ℓi,ℓj}[k + 1] =
(
W{ℓi,ℓj}[k] + log
fσ{ℓi,ℓj}(∆θ[k + 1])
f0(∆θ[k + 1])
)+
,
for each credible double-line outage in lines ℓi and ℓj . The outaged lines are
identified similar to (6.32), with the additional CuSum statistics considered.
6.6 Case Studies
Next, we further illustrate the proposed line outage detection and identifi-
cation algorithm on the IEEE 118-bus test system. We used the simulation
tool MATPOWER [44] throughout to compute relevant voltage angles by
repeatedly solving AC power flow solutions of the system, at each time step
k, corresponding to synthetic power injection profiles generated using (6.34),
with σ = 0.03. We assume these random fluctuations are uncorrelated. Thus,
Σ is a diagonal matrix with each diagonal entry being 0.0018. To simulate
the worst-case detection delay, we choose γ = 1, for all case studies in this
section. As in the three-bus case in Example 6.3, assuming a PMU sampling
rate of 30 measurements per second, the threshold A is chosen using (6.31)
to satisfy mean time to false alarms of 1 hour, 6 hours, half a day, 1 day, 2
days, and 1 week.
6.6.1 Single-Line Outage Detection
In this case study, we consider credible single-line outages (i.e., those that
do not island the system) in the IEEE 118-bus test system; in particular,
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Figure 6.4: IEEE 118-bus system: average detection delay vs. mean time to
false alarm.
Table 6.3: Comparison of false isolation probability obtained via simulation
vs. theoretical upper bound in (6.33) for single-line outages in 118-bus
system.
β [day] 1/24 1/4 1/2 1 2 7
Line (54, 55) outage
Simulated 0.0088 0.0044 0.0026 0.0022 0.0010 0.0012
Theoretical
228.72 8.2346 5.0696 2.0196 4.2996 0.3024
(×10−6)
Line (63, 59) outage
Simulated 0 0 0 0 0 0
Theoretical 0.0261 0.0171 0.0135 0.0147 0.0098 0.0068
Line (64, 65) outage
Simulated 0 0 0 0 0 0
Theoretical 0.5325 0.4968 0.4877 0.4738 0.4671 0.4533
Line (65, 68) outage
Simulated 0 0 0 0 0 0
Theoretical 0.3776 0.3590 0.3547 0.3414 0.3382 0.3323
we focus on the simulated outage of lines (54, 55), (63, 59), (64, 65), and
(65, 68). These represent a range in performance with regard to detection
delay and probability of false alarm. Parallel CuSums, as described in (6.29),
are computed for all credible single-line outages in the system. Statistics are
accumulated until the condition in (6.30) is met. In Fig. 6.4, we plot the
detection delay versus false alarm trade-off for the four possible outages.
In Table 6.3, we report the simulated and theoretical PFIs. For each
outage and threshold A, we simulate 5001 random paths and find that, for
three of the four outages considered, we obtain perfect isolation. In the
case of line (54, 55) outage, the simulated PFIs exceed the corresponding
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Table 6.4: False isolation probability and detection delay obtained via
simulation for double-line outages in 118-bus system.
β [day] 1/24 1/4 1/2 1 2 7
Lines (23, 24) and (65, 68) outage
P(at least one outaged line is not identified) 0.001 0.003 0.002 0.001 0.001 0.004
P(neither outaged line is identified) 0 0 0 0 0 0
Detection Delay [ms] 0.666 0.999 1.066 0.6660 0.7326 0.8658
Lines (56, 59) and (59, 61) outage
P(at least one outaged line is not identified) 0.376 0.346 0.323 0.362 0.370 0.333
P(neither outaged line is identified) 0.037 0.018 0.014 0.018 0.025 0.015
Detection Delay [s] 2.945 3.263 3.366 3.463 3.549 3.797
theoretical upper bounds. This is due to the nonlinear power flow solution
from which measurements are obtained, which is verified by observing that
the theoretical upper bound is, indeed, valid with ideal data simulated from
the linearized system.
6.6.2 Double-Line Outage Detection
We simulate 1001 random paths for two outage cases: (i) lines (23, 24) and
(65, 68) outage, and (ii) lines (56, 59) and (59, 61) outage. These two outage
scenarios are chosen since the former has the shortest detection delay, while
the latter has the longest. Parallel CuSums are computed for each of the
credible single- and double-line outages. In Table 6.4, we report values for
two interpretations of the PFI: (i) the probability that at least one of the
two outaged line is not identified, and (ii) the probability that neither of
the two outaged lines are identified, by the algorithm in (6.32). Average
detection delays for each case are also reported in Table 6.4. While we find
that the proposed double-line outage detection approach remains manageable
here, for larger systems, the combinatorial nature of adding parallel CuSums
becomes intractable.
6.7 Double-Line Outage Detection: Further
Considerations
As mentioned in Section 6.6.2, the inclusion of additional parallel CuSums for
all credible double-line outage contingencies may become intractable as the
system grows. Therefore, we seek a more computationally attractive QCD-
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based algorithm to detect and identify double-line outages. We noted the
importance of the log-likelihood ratio in the proposed QCD-based algorithms
in Section 6.4. Thus, below, we explore properties of the log-likelihood ratio
for a double-line outage.
Recall that under normal operation, as described in (6.7), ∆θ[k] ∼ f0 =
N (0,Γ0), where Γ0 =M0ΣMT0 . Since M0 and Σ are invertible,
Γ−10 =
[
M0ΣM
T
0
]−1
=
[
MT0
]−1
Σ−1M−10 = H
T
0 Σ
−1H0. (6.39)
Suppose a persistent outage occurs on line ℓi = (m,n) at time t = tf , where
(2γ − 1)∆t ≤ tf < 2γ∆t or 2γ∆t ≤ tf < (2γ + 1)∆t, for some γ > 0.
For k ≥ γ + 1, as described in (6.13), ∆θ[k] ∼ fσ(m,n) = N (0,Γ(m,n)), where
Γ(m,n) =M(m,n)ΣM
T
(m,n). Again, since M(m,n) and Σ are invertible,
Γ−1(m,n) =
[
M(m,n)ΣM
T
(m,n)
]−1
=
[
MT(m,n)
]−1
Σ−1M−1(m,n)
=
[
H0 +∆H(m,n)
]T
Σ−1
[
H0 +∆H(m,n)
]
= HT0 Σ
−1H0 +H
T
0 Σ
−1∆H(m,n)
+∆HT(m,n)Σ
−1H0 +∆H
T
(m,n)Σ
−1∆H(m,n). (6.40)
The log-likelihood ratio associated with the outage in line (m,n) is4
Λ(m,n) = −1
2
log
|Γ(m,n)|
|Γ0| −
1
2
xT
(
Γ−1(m,n) − Γ−10
)
x. (6.41)
Readers may refer to Appendix B for a derivation of the log-likelihood ratio
for random variables with Gaussian distribution. Substituting the pre- and
post-change variance matrices in (6.39) and (6.40) into (6.41), we obtain
Λ(m,n) = log
|H(m,n)|
|H0| −
1
2
xT
(
HT0 Σ
−1∆H(m,n)
+∆HT(m,n)Σ
−1H0 +∆H
T
(m,n)Σ
−1∆H(m,n)
)
x. (6.42)
4|A| denotes the determinant of matrix A.
122
Moreover, using the matrix determinant lemma (see, e.g., [43]), we have that
|H(m,n)| = |H0 +∆H(m,n)| =
∣∣∣∣∣H0 +
(
− 1
X(m,n)
r(m,n)r
T
(m,n)
) ∣∣∣∣∣
=
(
1− 1
X(m,n)
rT(m,n)H
−1
0 r(m,n)
)
|H0|. (6.43)
Substituting (6.43) into (6.42), we obtain
Λ(m,n) = log
(
1− 1
X(m,n)
rT(m,n)H
−1
0 r(m,n)
)
− 1
2
xT
(
HT0 Σ
−1∆H(m,n)
+∆HT(m,n)Σ
−1H0 +∆H
T
(m,n)Σ
−1∆H(m,n)
)
x. (6.44)
Similarly, for a persistent single-line outage in line ℓj = (u, v), the log-
likelihood ratio is
Λ(u,v) = log
(
1− 1
X(u,v)
rT(u,v)H
−1
0 r(u,v)
)
− 1
2
xT
(
HT0 Σ
−1∆H(u,v)
+∆HT(u,v)Σ
−1H0 +∆H
T
(u,v)Σ
−1∆H(u,v)
)
x. (6.45)
Next, suppose a simultaneous outage occurs on lines ℓi = (m,n) and ℓj =
(u, v) at time t = tf . For k ≥ γ+1, as described in (6.38), ∆θ[k] ∼ fσ{ℓi,ℓj} =
N (0,Γ{ℓi,ℓj}), where Γ{ℓi,ℓj} = M{ℓi,ℓj}ΣMT{ℓi,ℓj}. Since M{ℓi,ℓj} and Σ are
invertible,
Γ−1{ℓi,ℓj} =
[
M{ℓi,ℓj}ΣM
T
{ℓi,ℓj}
]−1
=
[
MT{ℓi,ℓj}
]−1
Σ−1M−1{ℓi,ℓj}
=
[
H0 +∆H(m,n) +∆H(u,v)
]T
Σ−1
[
H0 +∆H(m,n) +∆H(u,v)
]
= HT0 Σ
−1H0 +H
T
0 Σ
−1∆H(m,n) +∆H
T
(m,n)Σ
−1H0
+∆HT(m,n)Σ
−1∆H(m,n) +H
T
0 Σ
−1∆H(u,v)
+∆HT(u,v)Σ
−1H0 +∆H
T
(u,v)Σ
−1∆H(u,v)
+∆HT(m,n)Σ
−1∆H(u,v) +∆H
T
(u,v)Σ
−1∆H(m,n). (6.46)
The log-likelihood ratio associated with the simultaneous outage in lines
(m,n) and (u, v) is
Λ{ℓi,ℓj} = −
1
2
log
|Γ{ℓi,ℓj}|
|Γ0| −
1
2
xT
(
Γ−1{ℓi,ℓj} − Γ−10
)
x. (6.47)
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Substituting the pre- and post-change variance matrices in (6.39) and (6.46)
into (6.47), we have that
Λ{ℓi,ℓj} = log
|H{ℓi,ℓj}|
|H0| −
1
2
xT
(
HT0 Σ
−1∆H(m,n) +∆H
T
(m,n)Σ
−1H0
+∆HT(m,n)Σ
−1∆H(m,n) +H
T
0 Σ
−1∆H(u,v)
+∆HT(u,v)Σ
−1H0 +∆H
T
(u,v)Σ
−1∆H(u,v)
+∆HT(m,n)Σ
−1∆H(u,v) +∆H
T
(u,v)Σ
−1∆H(m,n)
)
x. (6.48)
Using the matrix determinant lemma, |H¯| can be expressed as
|H{ℓi,ℓj}| = |H0 +∆H(m,n) +∆H(u,v)|
=
∣∣∣∣∣H0 +
[
r(m,n) r(u,v)
] [− 1
X(m,n)
0
0 − 1
X(u,v)
][
rT(m,n)
rT(u,v)
] ∣∣∣∣∣
=
(
1− 1
X(m,n)
rT(m,n)H
−1
0 r(m,n)
)
(
1− 1
X(u,v)
rT(u,v)H
−1
0 r(u,v)
)
|H0|. (6.49)
Substituting (6.49) into (6.48), we obtain
Λ{ℓi,ℓj} = log
(
1− 1
X(m,n)
rT(m,n)H
−1
0 r(m,n)
)
− 1
2
xT
(
HT0 Σ
−1∆H(m,n)
+∆HT(m,n)Σ
−1H0 +∆H
T
(m,n)Σ
−1∆H(m,n)
)
x
+ log
(
1− 1
X(u,v)
rT(u,v)H
−1
0 r(u,v)
)
− 1
2
xT
(
HT0 Σ
−1∆H(u,v)
+∆HT(u,v)Σ
−1H0 +∆H
T
(u,v)Σ
−1∆H(u,v)
)
x
− 1
2
xT
(
∆HT(m,n)Σ
−1∆H(u,v) +∆H
T
(u,v)Σ
−1∆H(m,n)
)
x. (6.50)
By observing (6.50) along with (6.44) and (6.45), we can express Λ{ℓi,ℓj} as
Λ{ℓi,ℓj} = Λ(m,n) + Λ(u,v) − xT
(
∆HT(m,n)Σ
−1∆H(u,v)
)
x. (6.51)
We note that, as described by (6.51), Λ{ℓi,ℓj} is the sum of the individual
log-likelihood ratio expressions associated with the outage of lines ℓi and ℓj ,
plus an additional term.
We believe the derivation above can provide some insight to developing
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QCD-based algorithms that do not require computing additional parallel
CuSum statistics for each credible multi-line outage contingency. Since this
is work-in-progress, we refrain from any additional discussions on the topic
of double-line outage detection in this thesis.
6.8 Considerations for Line Outage Detection in
Interconnected Systems
In a large-scale interconnected power system, base-case power flow models
and real-time bus voltage angle measurements may be available only in the
internal system but unavailable in the external one. The internal system can
be represented by a graph that consists of NI nodes denoted by VI ⊆ V, and
a set of LI edges denoted by EI ⊆ E , i.e., for m,n ∈ VI , (m,n) ∈ EI , if there
exists a transmission line between nodes m and n. Similarly, the external
system can also be represented by a graph that consists of NE nodes denoted
by VE ∈ V. Without loss of generality, we set the system reference angle
to be that of the voltage phase angle at bus 1 in the internal system, i.e.,
θ1(t) = 0, for all t. Then, for each i ∈ VI , i 6= 1, the small-signal model
in (6.4) can be partitioned as follows:
∆Pi[k] ≈
∑
j∈VI
j 6=1
aij∆θj [k] +
∑
j∈VE
aij∆θj [k], (6.52)
Define vectors ∆P [k] ∈ RNI−1 and ∆θ[k] ∈ RNI−1, the entries of which
are ∆Pi[k] and ∆θi[k], respectively, for i ∈ VI , i 6= 1. Also define vector
∆θˆ[k] ∈ RNE , the entries of which are ∆θi[k], for i ∈ VE . Then, (6.52) can
be written in matrix form as
∆P [k] ≈ HI∆θ[k] +HE∆θˆ[k], (6.53)
where subscripts I and E denote attributes of the internal and external
systems, respectively.
Next, suppose the boundary real power flows between the internal and
external systems are measured via PMUs. Denote by ∆P(m,n)[k] the varia-
tions in active power flow across line (m,n) between consecutive sampling
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times 2k∆t and (2k + 1)∆t. Then, under the same DC assumptions used to
obtain (6.4), we have that
∆P(m,n)[k] ≈ 1
X(m,n)
(∆θm[k]−∆θn[k]) . (6.54)
Next, define vector µ[k] ∈ RNI−1, all entries of which are 0, except the
mth entry, which is
∑
n∈VE∩Vm
∆P(m,n)[k], i.e., the incremental change in
real power flow away from bus m ∈ VI into the external system, where VE
denotes the set of buses in the external system and Vm represents buses
directly connected to bus m. Then,
µ[k] ≈ −H¯E∆θ[k] +HE∆θˆ[k], (6.55)
where H¯E is a diagonal matrix in which each diagonal entry
H¯E [m,m] = −
∑
n∈VE∩Vm
1
X(m,n)
.
Since ∆θˆ[k] measurements are unknown to the internal system, we eliminate
HE∆θˆ[k] by rearranging and substituting (6.55) into the internal partition
of (6.53) to obtain
∆P [k]− µ[k] ≈ H¯∆θ[k], (6.56)
where H¯ = HI + H¯E. Note that if the internal system is, in fact, the entire
system, i.e., VI = V, then each row in (6.56) is equivalent to (6.4).
6.8.1 Pre-Change Statistical Model
Assuming small variations in the real power injections, ∆P [k], can be at-
tributed to random fluctuations in electricity consumption by end users in
the internal system, as in Section 6.2, we model the entries of ∆P [k] as in-
dependent and identically distributed (i.i.d.) with a joint Gaussian pdf, i.e.,
∆P [k] ∼ N (0,Σ). Since the statistics of ∆P [k] are known, and µ[k] is a de-
terministic measured quantity, we consider ∆P [k]− µ[k] as the independent
variable to the system described in (6.56), where ∆θ[k] is the observation
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that depends on ∆P [k]− µ[k], and rewrite (6.56) as
∆θ[k] ≈ M¯ (∆P [k]− µ[k]) , (6.57)
where M¯ = H¯−1. Consequently, for the internal system under normal oper-
ation (i.e., prior to line-outage event), ∆θ[k] ∼ f0, where
f0 = N (−M¯µ[k], M¯ΣM¯T ). (6.58)
6.8.2 Post-Change Statistical Model
Suppose, at time t = tf , where tf ∈ [(2γ − 1)∆t, 2γ∆t) or tf ∈ [2γ∆t, (2γ +
1)∆t), for some γ > 0, a persistent outage occurs in line (m,n). For k ≥ γ+1,
the matrix H¯ in (6.56) changes to a new matrix H¯(m,n). We can write the
post-change matrix H¯(m,n) as the sum of the pre-change matrix H¯ and some
perturbation matrix ∆H¯(m,n), i.e., H¯(m,n) = H¯ +∆H¯(m,n). Then, we get the
following post-change equation:
∆P [k]− µ[k] ≈ H¯(m,n)∆θ[k] = (H¯ +∆H¯(m,n))∆θ[k], (6.59)
for k ≥ γ+1. The matrix ∆H¯(m,n) is a rank-one matrix and can be expressed
as
∆H¯(m,n) = − 1
X(m,n)
r¯(m,n)r¯
T
(m,n), (6.60)
where r(m,n) ∈ RNI−1 is a vector with the (m − 1)th entry equal to 1, the
(n − 1)th entry equal to -1, and all other entries equal to 0. By considering
the ∆θ[k]’s as the observations, the post-change system behavior can be
rewritten as
∆θ[k] ≈ M¯(m,n) (∆P [k]− µ[k]) , k ≥ γ + 1, (6.61)
where M¯(m,n) = M¯ +∆M¯(m,n). Thus, after the outage of line (m,n), ∆θ[k] ∼
f
(m,n)
σ , where
f (m,n)σ = N
(−M¯(m,n)µ[k], M¯(m,n)ΣM¯T(m,n)) , (6.62)
for k ≥ γ + 1.
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6.8.3 QCD-Based Algorithmic Considerations
Based on the pre- and post-outage pdf’s in (6.58) and (6.62), respectively, the
algorithm in (6.29)–(6.30) cannot be applied directly to detect and identify
line outages in the interconnected system, in which only internal system
measurements are available. We note that, by observing (6.7) and (6.13), the
outage causes only a covariance change in the pdf of {∆θ[k]}’s. On the other
hand, in addition to the covariance matrix change from the pdf in (6.58) to
that in (6.62), there is also a change in the mean, which is a priori unknown,
due to the outage in line (m,n). The GLRT algorithm in (6.29)–(6.30) does
not account for this mean shift. As a result, further investigation is required
to design an algorithm that effectively exploits the mean change as well as
the covariance change due to the outage.
6.9 Summary
In this chapter, we proposed a method to detect and identify transmission
line outages that exploits the statistical properties of voltage phase angle
measurements obtained from PMUs in real-time. We assumed that the incre-
mental variations in net power injection at each bus are independent random
variables, which are related to the voltage phase angles via a linear mapping
resulting from an incremental small-signal power flow model. By processing
voltage angle measurements sequentially, we employed a QCD algorithm to
detect and identify line outages. Finally, we also outlined some directions for
future work in double-line outage detection and line outage detection with
only internal system measurements.
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CHAPTER 7
CONCLUDING REMARKS
In this chapter, we present a summary of the thesis, highlighting its main
contributions to the development of measurement-based tools for power sys-
tem monitoring and operations. This chapter (and thesis) concludes with
the author’s final thoughts and observations.
7.1 Thesis Summary and Contributions
Chapter 1. In the introductory chapter, we revealed the motivation behind
developing measurement-based tools for power system monitoring and op-
erations. The main shortcoming of conventional model-based analysis tools
is their reliance on accurate and up-to-date system models, which may not
be available for numerous reasons. As a direct consequence, model-based
tools may not be able to adapt to current system operating conditions and,
in turn, may produce erroneous study results. Thus, the main focus of this
thesis is to develop monitoring tools that exploit real-time PMU measure-
ments and have little or no reliance on offline models of the system. The
proposed tools strive to (i) be adaptable to current system operating point
or network topology, or (ii) be able to update the offline model in a robust
and timely fashion as the system evolves. In order to put this thesis work
into context, we provided basic background on standard power system static
and dynamic models. In addition, we reviewed existing work related to each
topic presented in this thesis.
Chapter 2. This is the first of three chapters involving linear sensitivity
distribution factors. The main contribution of this chapter was the develop-
ment of a measurement-based method to estimate up-to-date ISFs without
relying on an offline power flow model of the system. The method’s appli-
cability was showcased through case studies in the context of contingency
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analysis and generation re-dispatch. The work presented in this chapter was
published in [32] and [33].
Chapter 3. At the beginning of this chapter, we conceded that a major
shortcoming of the measurement-based method proposed in Chapter 2 was
that it required more measurements than unknown ISFs. To eliminate this
disadvantage, we exploited the concept of electrical distances to construct a
sparse representation of the ISF vector. Thus, the main contribution of this
chapter was a measurement-based method that required fewer measurements
than unknown ISFs. The method’s applicability was showcased through
comparisons with benchmark model-based studies. The work presented in
this chapter was published in [34] and [35].
Chapter 4. In the third and final chapter involving measurement-based ISF
estimation, we introduced the notion of the generalized ISF. We postulated
that generalized ISFs could be used to recover conventional ISFs computed
via the model-based definition. In addition, we hypothesized that generalized
ISFs can be used to predict transient behavior between two steady-state
operating points. We verified our hypotheses via comparisons with time-
domain dynamic transient simulations. The work presented in this chapter
was published in [36].
Chapter 5. Having identified numerous uses of the power flow Jacobian ma-
trix in Chapter 1, the main contribution of this chapter was a measurement-
based method to estimate an up-to-date Jacobian matrix by exploiting slight
fluctuations in PMU measurements of bus voltage and power injection. As
an extension, we also provided a distributed alternative to the proposed cen-
tralized algorithm. The benefits of the proposed method were illustrated via
case studies involving changing operating points. The work presented in this
chapter has been submitted for journal publication [37].
Chapter 6. The second goal of this thesis was to provide robust and efficient
methods to detect topology changes so that the system model can be updated
in a timely manner. To this end, in this chapter, we proposed algorithms to
detect and identify line outages. The first contribution of this chapter was
the development of an incremental small-signal power flow model, which is
conducive to line-outage detection via QCD-based algorithms. The second
contribution was the adoption of QCD-based algorithms to detect statistical
changes in the distribution of phase voltages, which is exploited in detecting
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and identifying line outages. The performance of the method was evaluated
in simulations by computing average detection delay and probability of false
isolation. Most of the work presented in this chapter has been submitted for
journal publication [38]; preliminary results were published in [39].
7.2 Conclusion
In this thesis, we developed several measurement-based tools that can be
used in power systems operations. These tools rely on real-time, high-speed,
and synchronized data, acquired via phasor measurement units. Specifically,
using tools from power systems analysis, optimization, and statistical signal
processing, we developed measurement-based tools to (i) estimate up-to-date
linear sensitivity distribution factors and power flow Jacobian matrices while
adapting to the current system operating point, and (ii) detect and identify
line outages in a robust and timely manner.
Our generation is witness to radical transformations within the power sys-
tem infrastructure, which includes the integration of many emerging tech-
nologies, such as renewable-based electricity generation and advanced sen-
sors. Along with challenges that arise due to these changes, there are vast op-
portunities to improve upon existing power system analysis tools. With this
thesis, we have only scratched the surface in the effort to develop measurement-
based monitoring and operations tools in order to satisfy the needs of power
system security assessment and protection tasks in the 21st century. With
regard to this, the potential held by widespread deployment of advance sen-
sors throughout the grid is monumental, and these sensors ought to be fully
exploited to perform inference and estimation, as well as aid in analysis and
decision-making.
Finally, moving forward, we envision a tight coupling between conventional
model-based and contemporary measurement-based tools. A symbiotic rela-
tionship between the two complementary paradigms will enable efficient and
robust online static and dynamic security assessment. This thesis provides
some building blocks toward this grand vision, which still requires much more
work to be fully realized.
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APPENDIX A
WEIGHTED TOTAL LEAST-SQUARES
ESTIMATION
Consider an overdetermined system
y ≈ Ax, (A.1)
where x ∈ RN is a vector of unknowns to be estimated, y ∈ RM is a vector of
measurements. In the classical least-squares estimation approach, the entries
of the regressor matrix A are assumed to be free of error, i.e., all errors are
confined to the observation vector y. This assumption, however, is frequently
inaccurate. In Chapter 5, both the regressor matrix and observation vector
are constructed from real-time measurements. Hence, we would like to ac-
count for sampling and modeling errors in both A and y. One way to do
so is via the total least-squares (TLS) estimation framework, in which the
following optimization problem is solved:
min
[Aˆ yˆ]∈RM×(N+1)
∣∣∣∣∣∣[∆A ∆y]∣∣∣∣∣∣
F
,
s.t. yˆ = Aˆx,
(A.2)
where
∆A = A− Aˆ, ∆y = y − yˆ. (A.3)
Using the definition of the Frobenius norm, we can rewrite (A.2) as
min
[Aˆ yˆ]∈RM×(N+1)
M∑
k=1
∆a[k]∆a[k]T +∆y[k]2,
s.t. yˆ = Aˆx,
(A.4)
where ∆a[k] denotes the kth row of ∆A, ∆y[k] is the kth element of ∆y.
In (A.4), each set of measurement errors, which consists of ∆a[k] and ∆y[k],
is weighted equally and assumed to be uncorrelated. This assumption may
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not be valid in all circumstances: sensor errors may be correlated, some
sensors may be more accurate, and past measurements may be less reliable.
One way to account for this is via a weighted total least-squares (WTLS)
estimation framework. In this appendix, we derive the WTLS estimation
optimization problem in (5.34)–(5.35).
In the WTLS estimation problem setting, the optimization in (A.4) be-
comes
min
[Aˆ yˆ]∈RM×(N+1)
F0 (∆A,∆y) =
M∑
k=1
∆a[k]Wk∆a[k]
T + wk∆y[k]
2, (A.5)
s.t. yˆ = Aˆx, (A.6)
where matrix Wk and scalar wk represent weighting factors for elements in
∆a[k] and ∆y[k], respectively.
Substituting (A.3) into the equality constraint in (A.6), we obtain
y −∆y = (A−∆A)x,
∆y = −(A−∆A)x+ y,
which leads to
∆y[k] = −(a[k]−∆a[k])x+ y[k], (A.7)
for each k = 1, . . . ,M , and where a[k] denotes the kth row of A. Rewrit-
ing (A.7), we obtain
∆y[k] = xT∆a[k]T − xTa[k]T + y[k]. (A.8)
Next, we substitute (A.8) into (A.5) to obtain the following unconstrained
optimization problem:
min
Aˆ,x
Fu (x,∆A) =
M∑
k=1
∆a[k]Wk∆a[k]
T + wk
(
xT∆a[k]T − xTa[k]T + y[k])2 .
(A.9)
We note that Fu(·) is differentiable with respect to ∆a[k], for each k =
1, . . . ,M . Suppose ∆A∗ is a local minimizer of (A.9). Then, according to
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first-order necessary conditions, at ∆A∗,
0 =
dFu
d∆a[k]
∣∣∣∣
∆a[k]=∆a∗[k]
, k = 1, . . . ,M,
from which we obtain, for each k = 1, . . . ,M ,
0 = 2
[
Wk∆a
∗[k]T +
(
xT∆a∗[k]T − xTa[k]T + y[k])wkx] ,
= Wk∆a
∗[k]T + wk
(
xT∆a∗[k]T
)
x− wk
(
xTa[k]T − y[k])x,
=
(
Wk + xwkx
T
)
∆a∗[k]T − wk
(
xTa[k]T − y[k])x.
Finally, after rearranging, we obtain
∆a∗[k]T =
[
Wk + xwkx
T
]−1
wk
(
xTa[k]T − y[k])x, (A.10)
for each k = 1, . . . ,M . By invoking the matrix inversion lemma, (A.10)
becomes
∆a∗[k]T =
(
W−1k −
W−1k xx
TW−1k
w−1k + x
TW−1k x
)
wk
(
xTa[k]T − y[k])x,
=
1
w−1k + x
TW−1k x
[
W−1k
(
w−1k + x
TW−1k x
)−W−1k xxTW−1k ]
wk
(
xTa[k]T − y[k])x
=
1
w−1k + x
TW−1k x
[
W−1k
(
w−1k + x
TW−1k x
)
wk
(
xTa[k]T − y[k])x
−W−1k xxTW−1k wk
(
xTa[k]T − y[k])x]
=
1
w−1k + x
TW−1k x
{
W−1k
(
xTa[k]T − y[k])x
+
[
W−1k
(
xTW−1k x
) −W−1k xxTW−1k ]wk (xTa[k]T − y[k])x} .
=
1
w−1k + x
TW−1k x
{
W−1k
(
xTa[k]T − y[k])x
+ wk
(
xTa[k]T − y[k]) [W−1k (xTW−1k x)x−W−1k x (xTW−1k x)]} .
Noting that xTW−1k x is a scalar and thereforeW
−1
k x
(
xTW−1k x
)
= W−1k
(
xTW−1k x
)
x,
we obtain
∆a∗[k]T =
xTa[k]T − y[k]
w−1k + x
TW−1k x
W−1k x. (A.11)
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Evaluating Fu(·) in (A.9) at ∆a[k] = ∆a∗[k], we obtain the following opti-
mization problem:
min
x
F (x) =
M∑
k=1
∆a∗[k]Wk∆a
∗[k]T + wk
(
xT∆a∗[k]T − xTa[k]T + y[k])2 .
(A.12)
Substituting (A.11) into (A.12), we simplify F (x) as follows:
F (x) =
M∑
k=1
(
xTa[k]T − y[k]
w−1k + x
TW−1k x
)2
(W−1k x)
TWkW
−1
k x
+ wk
[
xT
(
xTa[k]T − y[k]
w−1k + x
TW−1k x
)
W−1k x− xTa[k]T + y[k]
]2
,
=
M∑
k=1
(
xTa[k]T − y[k]
w−1k + x
TW−1k x
)2
xTW−1k x
+
wk(
w−1k + x
TW−1k x
)2 [(xTa[k]T − y[k])xTW−1k x
− (xTa[k]T − y[k]) (w−1k + xTW−1k x)]2 ,
=
M∑
k=1
(
xTa[k]T − y[k]
w−1k + x
TW−1k x
)2
xTW−1k x
+
wk(
w−1k + x
TW−1k x
)2 [− (xTa[k]T − y[k])w−1k ]2 ,
=
M∑
k=1
(
xTa[k]T − y[k]
w−1k + x
TW−1k x
)2
xTW−1k x+
(
xTa[k]T − y[k]
w−1k + x
TW−1k x
)2
w−1k ,
=
M∑
k=1
(
xTa[k]T − y[k]
w−1k + x
TW−1k x
)2 (
w−1k + x
TW−1k x
)
,
F (x) =
M∑
k=1
(
xTa[k]T − y[k])2
w−1k + x
TW−1k x
. (A.13)
Finally, replacing F (x) in (A.12) with (A.13), the WTLS optimization prob-
lem reduces to the following unconstrained minimization:
min
x
F (x) =
M∑
k=1
(
xTa[k]T − y[k])2
w−1k + x
TW−1k x
. (A.14)
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APPENDIX B
LOG-LIKELIHOOD RATIO FOR RANDOM
VARIABLES WITH JOINT GAUSSIAN
DISTRIBUTION
Suppose we observe a random vector x ∈ Rn. The log-likelihood ratio statis-
tic can be written as
Λ1 = log
f1(x)
f0(x)
, (B.1)
where f0(x) and f1(x) are the pre-change and post-change probability density
functions (pdf’s), respectively. Suppose f0(x) and f1(x) are multivariate
Gaussian distributions with 0-mean and symmetric positive definite variance
matrices Γ0 and Γ1, respectively. Then, (B.2) can be expressed as
Λ1 = log
f1(x)
f0(x)
= log
1
(2π)n/2|Γ1|1/2
exp
(−1
2
xTΓ−11 x
)
1
(2π)n/2|Γ0|1/2
exp
(−1
2
xTΓ−10 x
)
= log
1
|Γ1|1/2
exp
(−1
2
xTΓ−11 x
)
1
|Γ0|1/2
exp
(−1
2
xTΓ−10 x
)
= log
|Γ0|1/2 exp
(−1
2
xTΓ−11 x
)
|Γ1|1/2 exp
(−1
2
xTΓ−10 x
)
= log
( |Γ0|
|Γ1|
)1/2
+
(
−1
2
xTΓ−11 x+
1
2
xTΓ−10 x
)
= −1
2
log
|Γ1|
|Γ0| −
1
2
xT
(
Γ−11 − Γ−10
)
x, (B.2)
where |Γ1| and |Γ0| denote the determinant of Γ1 and Γ0, respectively.
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