Abstract. We describe and evaluate a fast implementation of a classical block-matching motion estimation algorithm for multiple graphical processing units (GPUs) using the compute unified device architecture computing engine. The implemented block-matching algorithm uses summed absolute difference error criterion and full grid search (FS) for finding optimal block displacement. In this evaluation, we compared the execution time of a GPU and CPU implementation for images of various sizes, using integer and noninteger search grids. The results show that use of a GPU card can shorten computation time by a factor of 200 times for integer and 1000 times for a noninteger search grid. The additional speedup for a noninteger search grid comes from the fact that GPU has built-in hardware for image interpolation. Further, when using multiple GPU cards, the presented evaluation shows the importance of the data splitting method across multiple cards, but an almost linear speedup with a number of cards is achievable. In addition, we compared the execution time of the proposed FS GPU implementation with two existing, highly optimized nonfull grid search CPU-based motion estimations methods, namely implementation of the Pyramidal Lucas Kanade Optical flow algorithm in OpenCV and simplified unsymmetrical multi-hexagon search in H.264/AVC standard. In these comparisons, FS GPU implementation still showed modest improvement even though the computational complexity of FS GPU implementation is substantially higher than non-FS CPU implementation. We also demonstrated that for an image sequence of 720 × 480 pixels in resolution commonly used in video surveillance, the proposed GPU implementation is sufficiently fast for real-time motion estimation at 30 frames-per-second using two NVIDIA C1060 Tesla GPU cards.
Introduction
Motion estimation in an image sequence has many potential uses such as detecting and tracking moving objects in video surveillance, 1 removal of temporal redundancy in video coding, [2] [3] [4] motion compensated filtering applied along a motion trajectory in medical imaging, 5 or motion compensated digital subtraction in angiography. 6 In all of these applications, a potential drawback is computation time needed for motion estimation.
Paper 10080R received May 20, 2010 ; revised manuscript received Feb. 4, 2011 ; accepted for publication Jun. 13, 2011 ; published online Aug. 12, 2011. 1017-9909/2011/20(3)/033004/10/$25.00 C 2011 SPIE and IS&T Current applications requiring real-time motion estimation often use parallel designs for very-large-scale integration (VLSI) devices. For example, in Refs. 7 and 8, the blockmatching algorithm (BMA) was implemented on a VLSI device. It is well known that these implementations are usually costly, difficult, and time consuming to develop. Some alternative non-GPU (graphical processing unit) configurable architecture approaches, targeting video coding application, are reviewed in Ref. 9 .
There have been a number of reported efforts to use GPU cards for motion estimation as a part of a video coding scheme, see Ref. 3 for a review. Most of the GPU implementation attempts originated before the introduction of the compute unified device architecture (CUDA), 10, 11 a computing engine developed by NVIDIA to facilitate easy use of the GPU. The early GPU implementations without CUDA are often complex and hard to understand. For some recent implementation of variable block size motion estimation as a part of H.264/AVC coding using CUDA, see Refs. 4 and 12. In this work we present an easy to understand, general purpose BMA with full grid search (FS) using CUDA computing engine and multiple NVIDIA GPU cards. Our intention is twofold: to develop a fast and accurate motion estimation for use in real-time video sequence processing and to develop a good case example for understanding the CUDA environment with use of single or multiple GPU cards.
There are many other relevant motion estimation models (see Ref. 13 for a review), such as pixel- 14 or region-based, 15 even with variable region size. 13 In this work, we chose a block-matching model with the blocks to be equal and rectangular, however, implementing different estimation models will not significantly change the presented CUDA implementation. As such, the speedup should not be diminished. In addition, we chose the BMA because it has a very high computational cost; also, it is commonly used in video coding such as in MPEG and H.264/AVC, 16 and as such can benefit from parallel implementation on single or multiple GPU cards. Therefore, the presented evaluation is not only a case study but a relevant implementation that one may consider using in video coding applications.
CUDA allows easy and straightforward implementation of motion estimation algorithms using standard C, with NVIDIA extensions, making program development fast. In addition, the GPU computation hardware like NVIDIA Tesla (C1060-CUDA compute capability: 1.3, released Q2 2008) delivers a staggering 933 GFLOPS in single precision at a cost of less than $1000 per single unit where six core Intel Core i7 980 XE delivers theoretical 40.0 GFLOPS (as of March 2010).
It is therefore possible to have great achievements with CUDA technology such as the computation of a shortest path in a 10 million vertex graph in less than 2 s (Ref. 17) or an implementation of a simple color electroholography reconstruction system, which are 1000× faster than the traditional computation platforms. 18 In Sec. 2, we will explain the basics of motion estimation using BMA followed by a description of GPU hardware. The algorithm design and implementation are given in Sec. 3. Section 4 contains experimental results.
Background
In this section we will briefly explain the basics of the BMA motion estimation method and introduce the CUDA computational model. Knowledge in both areas is needed to fully appreciate the algorithm design described in Sec. 3.
Block-matching Algorithm for Motion Estimation
The block-matching algorithm 19 is the most popular method for the motion estimation 13 of local motion in an image sequence. This method essentially splits an image, of I ×J pixels in size, into K ×L blocks, and estimates each block displacement vector v (also called the motion vector). For each block B k,l , k = 1, . . . , K , l = 1, . . . , L this is achieved by minimizing the matching criterion between the reference and target image over all possible candidate displacement v within the search window S, as illustrated in Fig. 1 .
There are several choices for matching criterion. 19 In this work, we adopted block summed absolute difference (SAD) between the reference and target image pixel defined as 
Here
. . , J represents the reference image intensity of the (i, j) pixel at a time frame t, I t+1 (i, j) represents the target image intensity at a time frame t + 1, and w B , h B are the block width and height. Now we can define optimal displacement for block B k,l as
where S denotes the search window of w S , h S pixels in width and height. In order to make this problem computationally feasible, we will restrict the possible displacement values of v to a discrete regular grid (see Fig. 2 )
where v is the grid step size and M = w S / v and N = h S / v are the number of grid points. In addition, if the search grid locations are restricted to integer values, e.g., v = 1, then the J k,l (v) calculation will not require interpolations of I t+1 (i + v 1 , j + v 2 ) image values. In this work, we will examine both integer and noninteger valued search grids.
Finally, in order to avoid influence of noise and false displacement vectors, e.g., in uniform regions, Eq. (2) is modified to suppress motion of blocks where the SAD is too small. This is mathematically described as
Here,ṽ is the final B k,l block displacement estimate and C can be empirically optimized for a given type of image sequence. Note that for the BMA, a proper selection of the number of blocks and the search window size is needed. This is usually empirically adjusted, visually or quantitatively, until satisfying results are obtained. Alternatively, for the motion estimation of a known object the search window size can be estimated using expected object velocity.
Computational Complexity of the Block-Matching
Algorithm The block-matching algorithm's (BMA) computational complexity directly increases with the size of the search window and how the search is performed. The full search (FS) used in this work is a method that gives the best results and lowest matching error but is also the most computationally consuming implementation. Other searches such as the cross-and three-step search 19 can considerably reduce computational time, but potentially provide less accurate motion estimation and are slightly more complicated to implement. In addition, the FS method is not image content sensitive but only image size sensitive, whereas the cross-and three-step search are sensitive to both.
The computational complexity (CC) of the BMA with FS is
for an image with K · L square blocks of w B , h B pixels in width and height and with
= M×N possible candidate displacement vectors, where w S , h S defines the search window size, vis the grid step size, and M×N is the total number of possible displacement vectors per block. Note that K · w B ×L · h B = I ×J , so that CC can also be expressed as ∼O (I · J · M · N ). Furthermore, the CC of the methods considerably increases when the displacement candidates are considered to be nonintegers due to the needed interpolation of the image values.
Compute Unified Device Architecture Capable
Graphical Processing Unit The CUDA computing engine from manufacturer NVIDIA exposes powerful GPU hardware to C, C + + , Fortran and other programming interfaces. 10, 11 GPUs are capable of simultaneously executing a high number of threads. Furthermore, GPUs have specific hardware for floating point arithmetic, 2D and 3D matrix cached access. 11 To a programmer, a CUDA capable card is a collection of multiprocessors (30 for Tesla C1060) where each multiprocessor has a number of processors (8 for Tesla C1060), see Fig. 3 . Each multiprocessor has its own fast shared memory (16KB for the C1060) that is common to all the processors within it. In addition, every processor has its own fast memory registers (16384 for the C1060). Every multiprocessor shares the GPU card's global memory (4GB for the C1060) that includes texture and constant memory. In addition, each processor within multiprocessor performs cached access to texture and constant memory. The use of cache reduces the average memory access time since the cache is a smaller and faster memory, which stores copies of the data from the most frequently used memory locations. In addition, by using the attached texture hardware to cached memory, one can perform linear interpolation (1D, 2D, and 3D) -when this memory is accessed on noninteger location -at no added computation time.
From the program developer point of view, the CUDA model allows for a collection of functions (or "kernels" in CUDA-speak) running in parallel threads. The program developer decides the number of threads to be executed in a thread-block, and then the device will schedule the execution of the thread-blocks. This execution will start with joining thread-blocks into a grid followed by scheduling execution of a grid on the collection of multiprocessors. See Fig. 4 for a visual explanation. The developer can define a thread, level 0, and a number of threads in a thread-block, level 1. Further decisions on the execution are left to the GPU hardware, which attempts to group contiguous thread-blocks together, but this is not guaranteed.
In addition, in the CUDA model the threads in threadblocks are sub-grouped in warps (a group of 32 threads). Each processor in the multiprocessor can sequentially perform the same operation on each thread of a warp, which makes each of them a single instruction multiple data (SIMD) processor. Therefore, for optimal performance, the programmer should minimize thread branching so that all the threads in a warp exactly execute the same instruction to fully utilize the SIMD technology. Ideally, for the Tesla C1060 card, if a warp uses the fastest operation, like integer addition, eight threads from the warp are processed in one GPU cycle. In reality, an average GPU processor processes three threads per cycle (this is if a warp uses a floating point operation), making the top performance of 3 × 8 processors × 30 multi-processors × 1.296 GHz -933 GFLOPS.
Each processor warp scheduler can quickly switch content and put a warp on hold during time consuming operations like global memory fetching (400 to 600 cycles) or cached texture memory fetching (200 to 300 cycles). During this hold time, while the memory is being accessed, it will attempt to execute other warps (up to three additional). For this reason, to fully utilize CUDA capabilities, it is important to submit a larger number of threads then the number of processors. C1060 can simultaneously execute 240 (30 × 8) warps and have 30720 (30 × 1024) active threads.
3 Algorithm Design and Implementation 3.1 Kernel Function In this work, we implemented a BMA 13 with an FS over all possible candidate vectors on a regular grid. The classical, serial, algorithm is very straightforward: for each block within the reference image, calculate the SAD for every candidate displacement vector and choose the best displacement as the one that minimizes the SAD.
The multicore GPU implementation has two relevant stages. Global memory access is one of the main GPU bottlenecks. To minimize this, in code 1 we use two mechanisms: 1. the reference, I t (i, j), and target, I t+1 (i, j), images are stored in 2D cached texture memory; 2. all other variables are stored in fast register memory associated with the processor, and only one write to global memory is done at the thread end in order to store the calculated value of J k,l (v m,n ).
A flowchart, which schematically describes the proposed implementation, is shown in Fig. 5 .
The number of threads per thread-block was optimized using the CUDA occupancy calculator that is provided with the software developer kit (SDK) from NVIDIA.
10 From the device code below, it is easy to estimate that each thread will use 10 to 11 registers and zero shared memory. By entering these numbers into the occupancy calculator, we can obtain thread-block sizes of 128, 256, and 512 threads that will provide full (100%) GPU utilization.
Multi-Graphical Processing Unit Image
Sequence Processing In addition to evaluation of a single GPU implementation, we examine two approaches for image sequence processing using multiple GPU cards. Ideally, one would hope for a linear reduction in execution time with the increased number of GPU cards in use. However, due to the overhead in image data transfer and GPU cards scheduling efficiency, this will not be the case. Therefore, we test two possible scenarios:
1. Parallel splitting. In this scenario, schematically shown in Fig. 6(a) , the motion estimation threads between two consecutive frames, are grouped into super-blocks and then each super-block is submitted to be processed by a different GPU, all at the same time. Here, since each GPU processes only part of the original image pair, the total processing time is reduced. 2. Serial splitting. In this scenario, each GPU processes one image pair, Fig. 6(b) , and since more than one image pair is processed at a time, the total processing time is reduced.
It is worth noting that in serial splitting the memory requirement to store the reference and target images as well as values of J k,l (v m,n )for all possible displacement vectors v m,n should not exceed GPU memory limits, where in parallel splitting this is not the case. In the experiments to follow, even when using images at a resolution of high definition television, we did not exceed GPU memory limitations.
Algorithm Performance 4.1 Motion Estimation Accuracy Evaluation
First, we visually and quantitatively compared correctness of the implemented parallel design for the Tesla C1060 GPU in respect to a serial single CPU core design using optimization flags for Xeon E5520 @ 2.27GHz CPU (-O3 and -fno-strict-aliasing). We compared the two methods using several images at a resolution of high definition television (HDTV) (1920 × 1080 pixels) of which a pair is shown in Fig. 7 . In this testing, images were split into 400 blocks (20 , each of 96 × 54 pixels in size, and the search window was set to double the image-block size (192 × 108 pixels) with a 0.5 pixel (noninteger) displacement step so that for each block we evaluated 82944 candidate vectors. The parameter C described in Eq. (3) was empirically chosen to be four. An example of estimated motion using the serial algorithm (CPU implementation) is shown in Fig. 8(a) and the output of the parallel algorithm (GPU implementation) can be found in Fig. 8(b) .
In the entire test set, no visually significant difference in estimated motion was observed. A quantitatively small difference, on the order of the numerical precision, was found. This can be explained by the difference in numerical precision between the CPU and GPU hardware.
10 At present, the arithmetic operations in the NVIDIA GPU cards do not follow the floating-point IEEE-74 standard commonly supported by CPUs. New releases of NVIDIA GPUs (like Fermi) will use the IEEE-74 standard.
The GPU execution time for HDTV images was 7.23 s, whereas for CPU implementation it was 8025.00 s or 2 h 13 min 45 s, so the speedup for processing images in HDTV resolution was almost 1110 fold.
Multi-Graphical Processing Unit versus CPU
Execution Time Comparison 4.2.1 Noninteger search grid Next, we tested the proposed implementation using image sequences of various sizes with a fixed aspect ratio of 3:2 and 300 images in a sequence. In all experiments, the blocks are set to be 5%, the search window 10% of the image size, and the search step size of 0.5 pixels.
In Fig. 9 , we reported the average frames-per-second (fps) achievable for GPU and CPU implementations. First, one can see that the maximum number of fps for CPU implementation is about 4.7 fps at 130 × 74 pixels image, where at the same resolution, one GPU can achieve around 600 fps (out of the range in Fig. 9 ). At a more common frame rate of 30 fps, one GPU can process images of up to 420 × 280 pixels in size. Next, it is interesting to see the change in image size that GPU implementation in parallel splitting achieves at a 30 fps rate: two GPUs can process 510 × 340 pixel images, three GPUs 549 × 366, and four GPUs 600 × 400 pixel images. In serial splitting, these numbers are even better at a rate of 30 fps: two GPUs can process 516 × 344 pixels, three GPUs 570 × 380, and four GPUs 621 × 414 pixel images.
Next, in Fig. 10 , the GPU versus CPU speedup curves are shown. It is interesting to note that for each GPU configuration in use, these curves flatten at some point. We postulate that this is the point at which the number of scheduled threads allowed by the thread scheduler reaches the maximum capacity of ∼30 k active threads with the use of content switching and, therefore, offsets memory fetching and other delays. Two other observations can be made. The sequential splitting (graph on the right) has a faster increase in performance (for images smaller than 800 pixels in horizontal size), but its performance declines after image size reaches 2500 pixels.
In addition, we also tested if the CPU execution time follows the predicted model complexity of O (I · J · M · N ), and we find an excellent agreement with a small difference for small images where the data transfer time overhead is more significant than the actual computation time.
Integer search grid
For completeness of the presented analysis, and since the CPU does not have dedicated interpolation hardware, we also performed a test using an integer search grid. The GPU execution time did not change at all due to cache memory interpolation hardware, whereas the CPU computation time was approximately reduced by a factor of five. For this comparison we resized the search window so that the number of vectors in each test case would be the same as for a noninteger grid. This will make blocks be 10% and the search window 20% of the image size.
In all of the test examples, no visually or quantitatively measurable difference was found for the integer search grid. Two speedup curves, one each for integer and noninteger search grid, are shown Fig. 11 . One can observe that the omission of the interpolation reduces speedup by a factor of 5 to about 200. 
Comparison with Other Implementations of
Block-Matching Algorithm for Motion Estimation 4.3.1 OpenCV implementation In these tests we used a video sequence (10 s in duration with 30 frames-per-second) of a moving car while the camera is panning in the opposite direction. 20 This allowed for direct comparison with OpenCV, 21 -23 a library developed for Intel CPUs. We consider this to be an interesting comparison since OpenCV was recently used for real-time video processing. 24 The OpenCV implements the Pyramidal Lucas Kanade Optical flow algorithm 25 over a selected number of feature points.
In our implementation we used 400 blocks to match OpenCV, which uses 400 feature points. For a given sequence with 720 × 480 pixels per image, this yields a block size of 36 × 24 pixels (5% of image size). Next, we modified the search window size until satisfying results were obtained in all frames, resulting in a 72 × 48 pixel search window (10% of image size).
For OpenCV it takes 17.7 s to process a 10 s video sequence producing effective 16.9 fps. For the same sequence, serial splitting GPU implementation using two Tesla C1060 cards, it takes less than 10.1 s giving a possibility to achieve 30 fps (15 fps for one GPU card), i.e., real-time data processing. Therefore, the proposed multi-GPU implementation delivers a 1.75× speedup over OpenCV. Moreover, if one inspects Fig. 12 , it is evident that the proposed multi-GPU implementation provides estimated motion on a denser grid and of a higher quality.
H.264/AVC-simplified unsymmetrical
multi-hexagon implementation Another relevant comparison to assess the performance of the proposed GPU implementation is to use the CPU-based simplified unsymmetrical multi-hexagon search (SmpUHex) 26 implementation used in H.264/AVC standard, which we will denote CPU-H.264/AVC-SmpUHex. We used a highly optimized implementation of H.264/AVC-SmpUHex for Intel CPUs, which can be downloaded at Ref. 16 . For fairness of the comparison, we use 16 × 16 pixels blocks and a search area of 32 × 32 pixels in both codes to process the sequence of the car 20 of 720 × 480 pixels. Using CPU-H.264/AVC-SmpUHex, it takes 33.69 s to compute the motion field for a 10-s video sequence effectively producing 8.9 fps, while proposed single-GPU implementation takes 23.88 s effectively producing 12.6 fps. Therefore, if considered as it is, the proposed singe-GPU implementation achieves a 1.41× speedup over CPU-H.264/AVC-SmpUHex. However, SmpUHex, as the name suggests, does not utilize a full grid search, though in most cases it produces results similar to FS. It was also measured that the proposed GPU implementation achieves speedup of 28× over the FS CPU implementation denoted as CPU-H.264/AVC-FS. Note that CPU-H.264/AVC-FS implementation is fully optimized and as such it is about 10× faster than our CPU FS implementation. The H.264/AVC-FS speedup is mainly achieved by pre-calculated block locations (see code 1), where, in our CPU and GPU implementation this is not done, it may be considered in the future along with implementing SmpUHex on GPUs. 
Tesla C2070
Last, we have performed initial testing on a new Tesla C2070 (aka Fermi) (CUDA compute capability: 2.0, released Q2 2010). Interestingly, even though C2070 has a peak performance of 1.03 Tflops (C1060 has 0.933Tflops), we observed decreased speedup of only 665× and 50% GPU occupancy in contrast to C1060s 1000× and 100% occupancy. This indicates that in transferring code from C1060 to C2070, one needs to carefully re-optimze implementation so as to fully utilize C2070 hardware.
Demo Program
For the purpose of testing the proposed GPU implementation by a wider audience, we created an executable demo for Windows OS using OpenCV library. This demo program will perform video capturing and streaming, at 360 × 240 pixels resolution and 30 fps, through the Internet from the users camera to our GPU server. Our server will perform realtime motion estimation and return estimated motion field, which will be displayed at the user's screen. A demo can be downloaded from http://image.mirc.iit.edu/GPUdemo/.
Conclusion
In this paper, we presented and evaluated an implementation of the block-matching algorithm for motion estimation with FS using multiple GPU cards. At this time, our implementation is suitable for processing a surveillance video at 720 × 480 pixel resolution at 30 fps (real-time) using two C1060 Tesla GPU cards, outperforming the same CPU implementations by several orders of magnitude.
Further, we performed a comparison of proposed FS GPU implementation with two existing, CPU optimized, implementations which do not utilize FS, namely OpenCV implementation of the Pyramidal Lucas Kanade Optical flow algorithm 25 and SmpUHex, 26 implementation available in H.264/AVC standard. The presented results show a moderate speedup of the proposed GPU implementation, indicating that both CPU methods could be reimplemented on GPUs, and one should expect a significant reduction in computation time. This remains to be explored in future work.
In addition, the work presented here provides a good case example of how to use CUDA technology to increase the performance of video and image processing methods. It is not always easy to implement methods in a highly parallel architecture; for this reason, examples like this can provide some guidance while developing other applications.
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