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Abstract. Nowadays, batteries have two main purposes: to enable mo-
bility and to buffer intermitent power generation facilities. Due to their
electromechaminal nature, several tests are made to check battery per-
formance, and it is very helpful to know a priori how it works in each
case. Batteries, in general terms, have a complex behavior. This study
describes a hybrid intelligent model aimed to predict the State Of Charge
of a LFP (Lithium Iron Phosphate - LiFePO4) power cell type, deploying
the results of a Capacity Confirmation Test of a battery. A large set of
operating points is obtained from a real system to create the dataset for
the operation range of the power cell. Clusters of the different behavior
zones have been obtained to achieve the final solution. Several simple
regression methods have been carried out for each cluster. Polynomial
Regression, Artificial Neural Networks and Ensemble Regression were the
combined techniques to develop the hybrid intelligent model proposed.
The novel model allows achieving good results in all the operating range.
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1 Introduction
The variation of the energy production at renewable energy installations like
wind farms, the necessity of finding a substitute for fossil fuels in vehicles or to
supply energy to portable devices, are several reasons for which electric energy
storage is one of the trending solutions [1].
At present, there are some researches with the aim of improving energy stor-
age. For instance, Smart Grid is a good example where energy store systems are
employed to face intermittent renewable generations [2], such as wind or solar
power production. In this way, portable devices require higher autonomy and
lower weight with the purpose of improving people’s quality of life [3].
In other terms, the current development of electric vehicles possesses the
problem of storing energy, despite the fact that electric powertrains are more
efficient than internal combustion engines [4]. Among the different energy storage
technologies, this paper is focused on one of these technologies, the battery
storage systems, specifically LFP (Lithium Iron Phosphate - LiFePO4) power
cell type. Due to the relevance of this types of batteries, modeling them is really
important, especially its behavior and its ageing prediction, as charging and
discharging cycles reduce cell efficiency [5].
The classic regression models are based on Multiple Regression Analysis
(MRA) methods [6]. MRA-based methods are useful due to their applications
in different subjects [7, 8]; the first cite shows a model for cost prediction in the
early state of projects, the second one proposes a method to evaluate suppliers
performance. The main problem of these methods is their limitations in certain
cases. For instances in [6] and [9] the common trouble is its non linearity and the
different ways followed to solve them with aproaches based on MRA techniques.
Regression techniques based on Soft Computing could avoid some of the prob-
lems mentioned above. Several works have been developed with this goal. In [10]
the prediction state of a model predictive control system is carried out by meta-
classifiers. By combining multi regression analysis and artificial neural networks
an optimizing overbreak prediction is made in [11]. In [12] failure detection and
prediction in wind turbines is achieved by using intelligent techniques.
Despite the new methods to solve regression problems, there are cases where
it is not possible to achieve a good performance of the model, for instances due to
the high non-linearity of the system. Clustering could be a complementary solu-
tion as a previous step to apply regression to the dataset [13]. K-means clustering
algorithms are often employed with this purpose [14, 15]. With this method, all
the dataset is divided into subsets (clusters), depending on the features of the
input data. Then, regression is made over each cluster. Previous works like [16,
17] used similar techniques to solve other physical systems.
This study implements a hybrid model to predict several parameters in one
specific test of batteries. To develop the model, K-means clustering algorithm
was used to make groups of data with the same behavior. Then, three different
regression techniques were tested for each group to choose the best one based
on the lowest mean squared error achieved.
This paper is organized in the following way. After this introduction, the case
of study section describes the employed test and how the dataset was obtained.
Then, the model approach and the tested algorithms taken into account in the
research are presented. The results section shows the best configuration achieved
by the hybrid model. After the results, the conclusions and future works are
presented.
2 Case of study
The model has been obtained to study the behavior of a LFP power cell type, by
detecting its State Of Charge (SOC). The scheme of the practical implementation
to carry out the test is shown on figure 1.
Fig. 1. Scheme of the capacity confirmation test
In the next subsections the test and the battery device are explained in detail.
2.1 The battery
A battery is a device capable of storing electricity within a electrochemical
medium and reconverting it to electrical energy by electrochemical reactions
[1]. The operating principle is based on a redox reaction by reducing the cations
at the cathode and oxiding the anions at the anode, during the discharge, and
in the other way during the charge [1]. This cycle can be repeated for a certain
number of times, after that capacity decreases to anymore usable levels [18].
Lithium-ion (Li-ion) cells are one type of rechargeable batteries that have
traditionally been used to power consumer electronic devices, and more recently
for electric vehicles [19]. These cells are characterized for their light weight and
high energy densities [1], they also have no memory effect, long life cycle and a
low selfdischarge [19, 18].
2.2 Capacity confirmation of the battery test
The developed test measures the device capacity in ampere-hour at a constant
current [20]. The first step is to charge the cell to its maximum SOC. After that,
the battery is discharged at constant current up to the discharge voltage limit
specified by the manufacturer [20]. Once the cell is recharged to its maximum
capacity, the battery capacity and the SOC are calculated at each moment.
The test was done with a battery tester that can charge and discharge the
cells at constant current, and it is able to measure different parameters. These
parameters are the voltage provided by the battery, the current flowing to and
from the battery, its temperature and the time, while the test is running.
The test scheme is shown on figure 1. On it, it is possible to see different
components like a voltmeter (V), an amperemeter (A), and two temperature
sensors (T1 & T2) to measure the temperature value at two different places.
Also, there is a current source that provides and absorbs the flowing current
(i(t)).
The cell used during this test was the LiFeBATT X-1P [21]. This power cell
is a Lithium Iron Phosphate - LiFePO4, whose nominal capacity is 8000mAh
and its nominal voltage 3.3V . During the test (shown in figure 2), the next steps
are carried out:
– (1) Charge: where the voltage increases from 3V to 3.65V .
– (2) Rest after a charging process: where the voltage decreases up to the
nominal value of 3.3V .
– (3) Discharge: where the voltage decrease from 3.3V to 2V .
– (4) Rest after discharging process: where the voltage grows up to the value
of 3V , and then the cycle starts again.
Fig. 2. Voltage and current during one cycle test
The analysis of voltage progress for one entire cycle is shown at the top of
figure 2. The analysis of the current (bottom of figure 2) shows that the process
carried out was done at a constant value of current. The current is positive when
it flows from the source to the battery, and it is negative when it flows from the
battery to the source.
With the value of current at each time it is possible to obtain the energy
provided or absorbed in ampere-hour. If this energy is represented (top of figure
3) it is possible to see how the battery SOC increases during the charging period
till 100% of charge. On the other hand, the SOC of the cell decreases till its
minimum value of 0% during the discharging process.
Fig. 3. Energy balance and temperatures during one cycle test
The measurement of temperatures are done with two sensors located at dif-
ferent places of the battery. These parameters vary cyclically depending on the
state of the battery (charge, discharge, rest after charge and rest after discharge)
and on its voltage. At the bottom of figure 3, it is possible to see the temperature
behavior for each operating region.
The dataset has been obtained by carrying out the mentioned test over the
power cell. The current and the voltage were registered to study the state of the
battery. The parameter SOC was calculated with the current and the time for
each test. Also two different temperatures were measured to detect malfunction
on the device, if the temperature is far from the predicted one. The data were
labeled during the test to know the corresponding state.
3 Model approach
The scheme of the model approach is shown in figure 4. Taking into account the
power cell performance and the test made, it is possible to divide the dataset in
four operation ranges. Consequently, four clusters are created and, three regres-
sion models (one per output) are implemented for each one. As shown on the
figure 4, the global model has two inputs (current and voltage) and three outputs
(SOC, T1 and T2). The cluster selector block connects the chosen models with
the output.
Fig. 4. Model approach
3.1 Techniques used
The techniques tested in the study to achieve the best model are described below.
Data Clustering. The K-means algorithm. Clustering is an unsupervised
technique of data grouping where similarity is measured [22, 23]. Clustering al-
gorithms try to organize unlabeled feature vectors into clusters or groups, in
such a way that samples within a cluster are similar to each other [24]. K-means
algorithm is a commonly used partitional clustering algorithm with square-error







The final clustering will depend on the initial cluster centroids and on the
value of K (number of clusters). Choosing K value is the most critical election
because it requires certain prior knowledge of the number of clusters present in
the data, which is highly doubtful. The K-means partitional clustering algorithm
is computationally effective and works well if the data are close to its cluster,
and the cluster is hyperspherical in shape and well-separated in the hyperspace.
Polynomial regression. Generally, a polynomial regression model [25] may
also be defined as a linear summation of basis functions. The number of basis
functions depends on the number of the model inputs, and the degree of the
polynomial used.
With a degree 1, the linear summation could be defined as the one shown in
equation 2. The model becomes more complex as the degree increases, equation
3 shows a second polynomial degree for the model.
F (x) = a0 + a1x1 + a2x2 (2)





Artificial Neural Networks (ANN): MultiLayer Perceptron (MLP). A
multilayer perceptron is a feedforward artificial neural network [25]. It is one
of the most typical ANNs due to its robustness and relatively simple structure.
However, the ANN architecture must be well selected to obtain good results.
The MLP is composed by one input layer, one or more hidden layers and
one output layer, all of them made of neurons and with pondered connections
between the neurons of each layer.
Ensemble regression. The ensembles are a learning method usually employed
for classification tasks [26]. Furthermore, this technique can be used for regression
purposes with very satisfactory results when the dataset is large [27]. Regular-
ization is a process for choosing fewer weak learners for an ensemble with the
aim to increase predictive performance. Then it is possible to regularize regres-

















– λ ≥ 0 is the regularization parameter.
– ht is a weak learner in the ensemble trained on N observations with predictors
xn, responses yn, and weights wn.
– g(f, y) = (f − y)2 is the square error.
3.2 Preprocessing the dataset
The SOC of the battery should be from 0% to 100% and from 100% to 0%. In
order to achieve this fact, some incomplete cycles were discarded. Taken this
fact into account, given that the whole data acquisition has twelve cycles, only
nine cycles were included to calculate the model. The data were recorded with
a sample time of one second, and with the explained discard, the dataset was
reduced from 18130 to 16369 samples.
The first technique applied to the dataset was clustering. To do that, K-means
algorithm was applied and four clusters were created. These groups represent the
different states of the cell test. In figure 5, it is possible to distinguish these four
clusters: blue data correspond to state (1), magenta to state (2), red to (3) and
green to (4).
Fig. 5. Dataset clusters
All the dataset was divided in two parts to train and test the models. After
this separation, each data was clustered. Table 1 shows the different number of
samples for each cluster.
Cluster Training Testing Total
(1) - Charge 4376 2243 6619
(2) - Rest 727 362 1089
(3) - Discharge 4975 2476 7451
(4) - Rest 835 375 1210
Total 10913 5456 16369
Table 1. Samples assigned to train and test the models
The three mentioned regression techniques were trained for the four clusters,
one by each output of the model. As an example, the figure 6 shows the tem-
perature in sensor 2. The four colors indicate the different clusters, as it was
mentioned above.
Fig. 6. Temperature 2 vs. Battery voltage
4 Results
The results of the clustering algorithm was compared with the real state asigned
during the test. Due to the fact that the dataset has the correct properties to
use K-Means, the clustering achieved was 100% of correct assignation. This fact
allows the model approach not to need to know the cycle state for the data.
14 different ANN-MLP were tested for each cluster, with a number of neurons
in the hidden layer from 2 to 15. In all cases, these neurons have a Tan-sigmoidal
transfer function, and the output layer neuron has a linear transfer function.
10 different polynomial regressions were tested for each cluster. For this tech-
nique, the degrees of the polynomial used were from degree 1 to degree 10.
The ensemble learning method used was ’LSBoost’, it was 5000 trained cycles
and a regression tree algorithm; one ensemble was training for each cluster.
All the models were compared by using the Mean Square Error (MSE) as the
efficiency measurement. The testing data are only used to calculate the MSE,
not for training any model.
In table 2 the lowest MSE achieved appears for each algorithm. Table 3 shows
the best regression technique and its configuration for each cluster. Even so, the
selection takes the computational cost into account when the MSE for different
techniques are close.
It is remarkable that the best MSE achieved without clustering the dataset
was, at least, twice worse than the worst result reached with the proposal. In
the capacity model, the average MSE with clustering is 0.0726, and without it
is over than 236.
5 Conclusions
Very good results have been obtained in general terms with the novel approach
proposed in this research. The average of the MSE is 0.0590 varying form 0.0014
and 0.2541 for the different variables depending of the cycle state. It is possible
Variable Cycle state ANN-MLP MSE Polynomial MSE Ensemble MSE
Temperature 1 Charge (1) 0.0025 0.0413 0.0028
Temperature 1 Rest (2) 0.0862 0.0884 0.1023
Temperature 1 Discharge (3) 0.0344 0.0642 0.0361
Temperature 1 Rest (4) 0.0881 0.1270 0.1024
Temperature 2 Charge (1) 0.0056 0.0413 0.0059
Temperature 2 Rest (2) 0.0761 0.0782 0.0895
Temperature 2 Discharge (3) 0.0316 0.0577 0.0335
Temperature 2 Rest (4) 0.0940 0.1324 0.1098
Capacity Charge (1) 0.0329 13.7110 0.0516
Capacity Rest (2) 0.0016 0.0014 0.0016
Capacity Discharge (3) 0.2541 2.7005 0.2933
Capacity Rest (4) 0.0021 0.0019 0.0023
Table 2. Best MSE for each regression algorithm
Variable Cycle state Model MSE
Temperature 1 Charge (1) ANN-MLP, 5 neurons 0.0025
Temperature 1 Rest (2) ANN-MLP, 2 neurons 0.0862
Temperature 1 Discharge (3) ANN-MLP, 5 neurons 0.0344
Temperature 1 Rest (4) ANN-MLP, 3 neurons 0.0881
Temperature 2 Charge (1) ANN-MLP, 8 neurons 0.0056
Temperature 2 Rest (2) ANN-MLP, 2 neurons 0.0761
Temperature 2 Discharge (3) ANN-MLP, 5 neurons 0.0316
Temperature 2 Rest (4) ANN-MLP, 3 neurons 0.0940
Capacity Charge (1) ANN-MLP, 12 neurons 0.0329
Capacity Rest (2) Polynomial 1 0.0014
Capacity Discharge (3) ANN-MLP, 7 neurons 0.2541
Capacity Rest (4) Polynomial 1 0.0019
Table 3. MSE for the best methods
to predict the value of the SOC in real time for the capacity confirmation of
the battery test. This model could be used to ensure a good power cell test, for
example, by detecting when a test provides wrong results.
The results achieved with the hybrid model increase the whole efficiency of
the approach because each model was trained only for a group of the dataset.
For the regression, the best approximation has been obtained with MLP in all
cases, with the exception of SOC prediction for Rest 2 and 4. For this two cases,
the best MSE is reached with Polynomial Regression.
In other terms, the cell temperature is a critical parameter that is so signif-
icant of the device health. The temperatures in the battery were included into
the model to predict a deviation from the normal settings in the test. Thus, it
is possible to detect deviations in this sense, too.
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