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Abstract
The Douglas–Rachford splitting algorithm is a classical optimization method that has found
many applications. When specialized to two normal cone operators, it yields an algorithm for
finding a point in the intersection of two convex sets. This method for solving feasibility prob-
lems has attracted a lot of attention due to its good performance even in nonconvex settings.
In this paper, we consider the Douglas–Rachford algorithm for finding a point in the inter-
section of two subspaces. We prove that the method converges strongly to the projection of
the starting point onto the intersection. Moreover, if the sum of the two subspaces is closed,
then the convergence is linear with the rate being the cosine of the Friedrichs angle between
the subspaces. Our results improve upon existing results in three ways: First, we identify the
location of the limit and thus reveal the method as a best approximation algorithm; second,
we quantify the rate of convergence, and third, we carry out our analysis in general (possibly
infinite-dimensional) Hilbert space. We also provide various examples as well as a comparison
with the classical method of alternating projections.
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1 Introduction
Throughout this paper, we assume that
(1) X is a real Hilbert space
with inner product 〈·, ·〉 and induced norm ‖ · ‖. Let U and V be closed convex subsets of X
such that U ∩ V 6= ∅. The convex feasibility problem is to find a point in U ∩ V. This is a basic
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problem in the natural sciences and engineering (see, e.g., [5], [15], and [16]) — as such, a plethora
of algorithms based on the nearest point mappings (projectors) PU and PV have been proposed to
solve it.
One particularly popular method is the Douglas–Rachford splitting algorithm [19] which utilizes
the the Douglas–Rachford splitting operator
(2) T := PV(2PU − Id) + Id−PU
and x0 ∈ X to generate the sequence (xn)n∈N by
(3) (∀n ∈N) xn+1 := Txn.
While the sequence (xn)n∈N may or may not converge to a point in U ∩ V, the projected
(“shadow”) sequence
(4) (PUxn)n∈N
always converges (weakly) to a point in U ∩ V (see [27], [29], [4], [7]). The Douglas–Rachford
algorithm has been applied very successfully to various problems where U and V are not neces-
sarily convex, even though the supporting formal theory is far from being complete (see, e.g., [1],
[8], and [21]). Very recently, Hesse, Luke and Neumann [24] (see also [23]) considered projection
methods for the (nonconvex) sparse affine feasibility problem. Their paper highlights the impor-
tance of understanding the Douglas–Rachford algorithm for the case when U and V are closed
subspaces of X; their basic convergence result is the following.
Fact 1.1 (Hesse–Luke–Neumann) (See [24, Theorem 4.6].) Suppose that X is finite-dimensional and
U and V are subspaces of X. Then the sequence (xn)n∈N generated by (3) converges to a point in Fix T
with a linear rate1.
The aim of this paper is three-fold. We complement Fact 1.1 by providing the following:
• We identify the limit of the shadow sequence (PUxn) as PU∩V x0; consequently and some-
what surprisingly, the Douglas–Rachford method in this setting not only solves a feasibility
problem but actually a best approximation problem.
• We quantify the rate of convergence — it turns out to be the cosine of the Friedrichs angle
between U and V; moreover, our estimate is sharp.
• Our analysis is carried out in general (possibly infinite-dimensional) Hilbert space.
The paper is organized as follows. In Sections 2 and 3, we collect various auxiliary results to
facilitate the proof of the main results (Theorem 4.1 and Theorem 4.3) in Section 4. In Section 5,
we analyze the Douglas–Rachford algorithm for two lines in the Euclidean plane. The results ob-
tained are used in Section 6 for an infinite-dimensional construction illustrating the lack of linear
convergence. In Section 7, we compare the Douglas–Rachford algorithm to the method of alter-
nating projections. We report on numerical experiments in Section 8, and conclude the paper in
Section 9.
Notation is standard and follows largely [7]. We write U ⊕ V to indicate that the terms of the
Minkowski sum U +V =
{
u + v
∣∣ u ∈ U, v ∈ V} satisfy U ⊥ V.
1Recall that xn → x linearly or with a linear rate γ ∈ ]0, 1[ if (γ−n‖xn − x‖)n∈N is bounded.
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2 Auxiliary results
In this section, we collect various results to ease the derivation of the main results.
2.1 Firmly nonexpansive mappings
It is well known (see [27], [20], or [8]) that the Douglas–Rachford operator T (see (2)) is firmly
nonexpansive, i.e.,
(5) (∀x ∈ X)(∀y ∈ X) ‖Tx− Ty‖2 + ‖(Id−T)x− (Id−T)y‖2 ≤ ‖x− y‖2.
The following result will be useful in our analysis.
Fact 2.1 (See [7, Corollary 5.16 and Proposition 5.27], or [11, Theorem 2.2], [3] and [14].) Let
T : X → X be linear and firmly nonexpansive, and let x ∈ X. Then Tnx → PFix Tx.
2.2 Products of projections and the Friedrichs angle
Unless otherwise stated, we assume from now on that
(6) U and V are closed subspaces of X.
The proof of the following useful fact can be found in [18, Lemma 9.2]:
(7) U ⊆ V ⇒ PU(V) ⊆ V ⇔ PV PU = PU PV = PU∩V .
Our main results are formulated using the notion of the Friedrichs angle between U and V. Let
us review the definition and provide the key results which are needed in the sequel.
Definition 2.2 The cosine of the Friedrichs angle between U and V is
(8) cF := sup
{〈u, v〉 ∣∣ u ∈ U ∩ (U ∩V)⊥, v ∈ V ∩ (U ∩V)⊥, ‖u‖ ≤ 1, ‖v‖ ≤ 1}.
We write cF(U, V) for cF if we emphasize the subspaces utilized.
Fact 2.3 (fundamental properties of the Friedrichs angle) Let n ∈ {1, 2, 3, . . .}. Then the following
hold:
(i) U +V is closed⇔ cF < 1.
(ii) cF(U, V) = cF(V, U) = cF(U⊥, V⊥).
(iii) cF = ‖PV PU − PU∩V‖ = ‖PV⊥PU⊥ − PU⊥∩V⊥‖.
(iv) (Aronszajn–Kayalar–Weinert) ‖(PV PU)n − PU∩V‖ = c2n−1F .
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Proof. (i): See [17, Theorem 13] (ii): See [17, Theorem 16] (iii): See [18, Lemma 9.5(7)] and (ii) above.
(iv): See [18, Theorem 9.31] (or the original works [2] and [26]). 
Note that Fact 2.3(ii)&(iii) yields
(9) cF = 0 ⇔ PV PU = PU PV = PU∩V .
The classical Fact 2.3(iv) deals with even powers of alternating projectors. We complement this
result by deriving the counterpart for odd powers.
Lemma 2.4 (odd powers of alternating projections) Let n ∈ {1, 2, 3, . . .}. Then
(10) ‖PU(PV PU)n − PU∩V‖ = c2nF .
Proof. If cF = 0, then the conclusion is clear from (9). We thus assume that cF > 0. By (7),(
(PU PV)n − PU∩V
)(
PV PU − PU∩V
)
= (PU PV)nPV PU − (PU PV)nPU∩V − PU∩V PV PU + P2U∩V(11a)
= (PU PV)nPU − PU∩V − PU∩V + PU∩V(11b)
= PU(PV PU)n − PU∩V .(11c)
It thus follows from Fact 2.3(iv)&(iii) that
(12) ‖PU(PV PU)n − PU∩V‖ ≤ ‖(PU PV)n − PU∩V‖ · ‖PV PU − PU∩V‖ = c2nF .
Since (PU(PV PU)n − PU∩V)(PU PV − PU∩V) = (PU PV)n+1 − PU∩V , we obtain from Fact 2.3(iv)&(iii)
that
c2n+1F = ‖(PU PV)n+1 − PU∩V‖ ≤ ‖PU(PV PU)n − PU∩V‖ · ‖PU PV − PU∩V‖(13a)
= ‖PU(PV PU)n − PU∩V‖cF.(13b)
Since cF > 0, we obtain c2nF ≤ ‖PU(PV PU)n − PU∩V‖. Combining with (12), we deduce (10). 
3 Basic properties of the Douglas–Rachford splitting operator
We recall that the Douglas–Rachford operator is defined by
(14) T = TV,U := PV(2PU − Id) + Id−PU .
For future reference, we record the following consequence of Fact 2.1.
Corollary 3.1 Let x ∈ X. Then Tnx → PFix Tx.
It will be very useful to work with reflectors, which we define next.
Definition 3.2 (reflector) The reflector associated with U is
(15) RU := 2PU − Id = PU − PU⊥ .
The following simple yet useful result is easily verified.
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Proposition 3.3 The reflector RU is a surjective isometry with
(16) R∗U = R
−1
U = −RU⊥ = RU .
We now record several reformulations of T and T∗ which we will use repeatedly in the paper
without explicitly mentioning it.
Proposition 3.4 The following hold:
(i) T = 12 Id+
1
2 RV RU = PV RU + Id−PU = PV PU + PV⊥PU⊥ .
(ii) T∗ = PU PV + PU⊥PV⊥ = TU,V = T∗V,U .
(iii) TV,U = TV⊥,U⊥ .
Proof. (i): Expand and use the linearity of PU and PV . (ii)&(iii): This follows from (i). 
The next result highlights the importance of the reflectors when traversing between T and T∗.
Item (iv) was observed previously in [13, Remark 4.1].
Proposition 3.5 The following hold:
(i) RUT∗ = TRU = T∗RV = RV T = PU + PV − Id.
(ii) T∗(RV RU) = (RV RU)T∗ = T and T(RU RV) = (RU RV)T = T∗.
(iii) TT∗ = T∗T, i.e., T is normal.
(iv) 2TT∗ = T + T∗.
(v) TT∗ is firmly nonexpansive and self-adjoint.
(vi) TT∗ = PV PU PV + PV⊥PU⊥PV⊥ = PV PU + PU PV − PU − PV + Id = PU PV PU + PU⊥PV⊥PU⊥ .
Proof. (i): Indeed, using Proposition 3.4(i)&(ii), we see that
TRU = (PV PU + PV⊥PU⊥)(PU − PU⊥) = PV PU − PV⊥PU⊥ = PV PU − (Id−PV)(Id−PU)(17a)
= PU + PV − Id(17b)
= PU PV − (Id−PU)(Id−PV) = PU PV − PU⊥PV⊥ = (PU PV + PU⊥PV⊥)(PV − PV⊥)(17c)
= T∗RV(17d)
is self-adjoint. Hence RUT∗ = (TRU)∗ = TRU = T∗RV = (RV T)∗ = RV T by Proposition 3.3.
(ii): Clear from (i).
(iii): Using (ii), we obtain TT∗ = T∗(RV RU)(RU RV)T = T∗T.
(iv): 4TT∗ = (Id+RV RU)(Id+RU RV) = 2 Id+RV RU + RU RV = 2((Id+RV RU)/2 +
(Id+RU RV)/2) = 2(T + T∗).
(v): Since T and T∗ are firmly nonexpansive, so is their convex combination (T + T∗)/2, which
equals TT∗ by (iv). It is clear that TT∗ is self-adjoint.
(vi): It follows from Proposition 3.4(i)&(ii) that TT∗ = (PV PU + PV⊥PU⊥)(PU PV + PU⊥PV⊥) =
PV PU PV + PV⊥PU⊥PV⊥ , which yields the first equality. Replacing PU⊥ and PV⊥ by Id−PU and
Id−PV , respectively, followed by expanding and simplifying results in the second equality. The
last equality is proved analogously. 
Parts of our next result were also obtained in [23] and [24] when X is finite-dimensional.
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Proposition 3.6 Let n ∈N. Then the following hold:
(i) Fix T = Fix T∗ = Fix T∗T = (U ∩V)⊕ (U⊥ ∩V⊥).
(ii) Fix T = U ∩V ⇔ U +V = X.
(iii) PFix T = PU∩V + PU⊥∩V⊥ .
(iv) PFix TT = TPFix T = PFix T.
(v) PU PFix T = PV PFix T = PU∩V PFix T = PU∩V = PU∩V PFix TTn = PU∩V Tn.
Proof. (i): Set A = NU and B = NV . Then (A + B)−1(0) = U ∩ V. Combining [6, Example 2.7
and Corollary 5.5(iii)] yields Fix T = (U ∩V)⊕ (U⊥ ∩V⊥). By [11, Lemma 2.1], we have Fix T =
Fix T∗. Since T and T∗ are firmly nonexpansive, and 0 ∈ Fix T ∩ Fix T∗, we apply [7, Corollary 4.3
and Corollary 4.37] to deduce that Fix T∗T = Fix T ∩ Fix T∗.
(ii): Using (i), we obtain Fix T = U ∩ V ⇔ U⊥ ∩ V⊥ = {0} ⇔ U +V = U⊥⊥ +V⊥⊥ = (U⊥ ∩
V⊥)⊥ = {0}⊥ = X.
(iii): This follows from (i).
(iv): Clearly, TPFix T = PFix T. Furthermore, PFix TT = TPFix T by [11, Lemma 3.12].
(v): First, (iii) and (7) imply PU PFix T = PV PFix T = PU∩V PFix T = PU∩V . This and (iv) give the
remaining equalities. 
4 Main result
We now are ready for our main results concerning the dynamical behaviour of the Douglas–
Rachford iteration.
Theorem 4.1 (powers of T) Let n ∈ {1, 2, 3, . . .}, and let x ∈ X. Then
‖Tn − PFix T‖ = cnF,(18a)
‖(TT∗)n − PFix T‖ = c2nF ,(18b)
and
(19) ‖Tnx− PFix Tx‖ ≤ cnF‖x− PFix Tx‖ ≤ cnF‖x‖.
Proof. Set
(20) c := ‖T − PFix T‖ = ‖TP(Fix T)⊥‖,
and observe that the second equality is justified since PFix T = TPFix T. Since T is (firmly) nonex-
pansive and normal (see Proposition 3.5(iii)), it follows from [11, Lemma 3.15(i)] that
(21) ‖Tn − PFix T‖ = cn.
Proposition 3.4(i), Proposition 3.6(iii), and (7) imply
(T − PFix T)x =
(
PV PU + PV⊥PU⊥
)
x− (PU∩V + PU⊥∩V⊥)x(22a)
6
=
(
PV PU − PU∩V
)
x︸ ︷︷ ︸
∈V
+
(
PV⊥PU⊥ − PU⊥∩V⊥
)
x︸ ︷︷ ︸
∈V⊥
(22b)
=
(
PV PU PUx− PU∩V PUx
)
+
(
PV⊥PU⊥PU⊥x− PU⊥∩V⊥PU⊥x
)
(22c)
=
(
PV PU − PU∩V
)
PUx︸ ︷︷ ︸
∈V
+
(
PV⊥PU⊥ − PU⊥∩V⊥
)
PU⊥x︸ ︷︷ ︸
∈V⊥
.(22d)
Hence, using (22d) and Fact 2.3(iii), we obtain
‖(T − PFix T)x‖2 =
∥∥(PV PU − PU∩V)PUx∥∥2 + ∥∥(PV⊥PU⊥ − PU⊥∩V⊥)PU⊥x∥∥2(23a)
≤ ∥∥PV PU − PU∩V∥∥2‖PUx‖2 + ∥∥PV⊥PU⊥ − PU⊥∩V⊥∥∥2‖PU⊥x‖2(23b)
= c2F‖PUx‖2 + c2F‖PU⊥x‖2(23c)
= c2F‖x‖2.(23d)
We deduce that
(24) c = ‖T − PFix T‖ ≤ cF.
Furthermore, (22b) implies
‖(T − PFix T)x‖2 =
∥∥(PV PU − PU∩V)x∥∥2 + ∥∥(PV⊥PU⊥ − PU⊥∩V⊥)x∥∥2(25a)
≥ ∥∥(PV PU − PU∩V)x∥∥2.(25b)
This and Fact 2.3(iii) yield
(26) c = ‖T − PFix T‖ ≥ ‖PV PU − PU∩V‖ = cF.
Combining (24) and (26), we obtain c = cF. Consequently, (21) yields (18a) while (18b) follows
from [11, Lemma 3.15.(2)].
Finally, [11, Lemma 3.14(1)&(3)] results in ‖Tnx− PFix Tx‖ ≤ cn‖x− PFix Tx‖ = cnF‖x− PFix Tx‖ =
cnF‖PFix T⊥x‖ ≤ cnF‖x‖. 
The following result yields further insights in various powers of T and T∗.
Proposition 4.2 Let n ∈N. Then the following hold:
(i) (TT∗)n = (T∗T)n = (PU PV PU)n + (PU⊥PV⊥PU⊥)n = (PV PU PV)n + (PV⊥PU⊥PV⊥)n if n ≥ 1.
(ii) PU(TT∗)n = (PU PV)nPU = (TT∗)nPU and PV(TT∗)n = (PV PU)nPV = (PV PU)nPV .
(iii) T2n = (TT∗)n(RV RU)n.
(iv) T2n+1 = (TT∗)nT(RV RU)n = (TT∗)nT∗(RV RU)n+1.
(v) T2n =
(
(PU PV)nPU + (PU⊥PV⊥)
nPU⊥
)
(RV RU)n =
(
(PV PU)nPV + (PV⊥PU⊥)
nPV⊥
)
(RV RU)n.
(vi) T2n+1 =
(
(PU PV)n+1 + (PU⊥PV⊥)
n+1)(RV RU)n+1 = ((PV PU)n+1 + (PV⊥PU⊥)n+1)(RV RU)n.
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Proof. (i): Proposition 3.5(iii)&(vi) yield
(27) (TT∗)n = (PU PV PU + PU⊥PV⊥PU⊥)
n = (PU PV PU)n + (PU⊥PV⊥PU⊥)
n;
the last equality follows similarly.
(ii): By (i), PU(TT∗)n = (TT∗)nPU = (PU PV PU)n = (PU PV)nPU . The proof of the remaining
equalities is similar.
(iii): Since T = T∗RV RU = RV RUT∗ (see Proposition 3.5(ii)), we have Tn = (T∗)n(RV RU)n.
Thus T2n = Tn(T∗)n(RV RU)n, and therefore T2n = (TT∗)n(RV RU)n using Proposition 3.5(iii).
(iv): Using (iii) and Proposition 3.5(iii)&(ii), we have T2n+1 = TT2n = T(TT∗)n(RV RU)n =
(TT∗)nT(RV RU)n = (TT∗)n(T∗RV RU)(RV RU)n = (TT∗)nT∗(RV RU)n+1.
(v)&(vi): Using (iii), (i), (iv), and Proposition 3.4(ii), we have
(28) T2n =
(
(PU PV PU)n + (PU⊥PV⊥PU⊥)
n)(RV RU)n = ((PU PV)nPU + (PU⊥PV⊥)nPU⊥)(RV RU)n
and
T2n+1 =
(
(PU PV PU)n + (PU⊥PV⊥PU⊥)
n)(PU PV + PU⊥PV⊥)(RV RU)n+1(29a)
=
(
(PU PV)n+1 + (PU⊥PV⊥)
n+1)(RV RU)n+1.(29b)
Similarly, using (iii), (i), (iv), and Proposition 3.4(ii), we have
T2n =
(
(PV PU PV)n + (PV⊥PU⊥PV⊥)
n)(RV RU)n(30a)
=
(
(PV PU)nPV + (PV⊥PU⊥)
nPV⊥
)
(RV RU)n(30b)
and
T2n+1 =
(
(PV PU PV)n + (PV⊥PU⊥PV⊥)
n)(PV PU + PV⊥PU⊥)(RV RU)n(31a)
=
(
(PV PU)n+1 + (PV⊥PU⊥)
n+1)(RV RU)n.(31b)
The proof is complete. 
We are now ready for our main result. Note that item (i) is the counterpart of Fact 2.3(iv) for the
Douglas–Rachford algorithm.
Theorem 4.3 (shadow powers of T) Let n ∈N, and let x ∈ X. Then the following hold:
(i) ‖PUTn − PU∩V‖ = ‖PV Tn − PU∩V‖ = cnF.
(ii) max
{‖PUTnx− PU∩V x‖, ‖PV Tnx− PU∩V x‖} ≤ cnF‖x‖.
(iii) ‖PV Tn+1x− PU∩V x‖ ≤ cF‖PUTnx− PU∩V x‖ ≤ cF‖Tnx− PFix Tx‖ ≤ cn+1F ‖x‖.
Proof. (i): Note that PU∩V RV RU = PU∩V(PV − PV⊥)RU = PU∩V RU = PU∩V(PU − PU⊥) = PU∩V . It
follows that PU∩V = PU∩V(RV RU)n = PU∩V(RV RU)n+1. Hence, using Proposition 4.2(v), we have
PUT2n − PU∩V = (PU PV)nPU(RV RU)n − PU∩V(RV RU)n = ((PU PV)nPU − PU∩V)(RV RU)n and thus
‖PUT2n − PU∩V‖ = c2nF by Lemma 2.4. It follows likewise from Proposition 4.2(vi) and Fact 2.3(iv)
that ‖PUT2n+1 − PU∩V‖ = ‖((PU PV)n+1 − PU∩V)(RV RU)n+1‖ = ‖(PU PV)n+1 − PU∩V‖ = c2n+1F .
Thus, we have ‖PUTn − PU∩V‖ = cnF. The proof of ‖PV Tn − PU∩V‖ = cnF is analogous.
8
(ii): Clear from (i).
(iii): Using Proposition 3.4(i) and Proposition 3.6(v), we have
PV Tn+1 − PU∩V = PV(PV PU + PV⊥PU⊥)Tn − PU∩V PFix T = PV PUTn − PU∩V PFix TTn(32a)
= PV PUTn − PU∩V + PU∩V − PU∩V Tn = (PV PU − PU∩V)(PUTn − PU∩V).(32b)
Combining this with Fact 2.3(iii) and (18a), we get ‖PV Tn+1x− PU∩V x‖ ≤ cF‖PUTnx− PU∩V x‖ =
cF‖PU(Tnx− PFix Tx)‖ ≤ cF‖Tnx− PFix Tx‖ ≤ cn+1F ‖x‖. 
Corollary 4.4 (linear convergence) We have Tnx → P(U∩V)+(U⊥∩V⊥)x, PUTnx → PU∩V x, and
PV Tnx → PU∩V x. If U +V is closed, then convergence of these sequences is linear with rate cF < 1.
Proof. Corollary 3.1, Proposition 3.6(iii)&(v) and (7) imply PUTnx → PU PFix Tx = PU∩V x and
analogously PV Tnx → PU∩V x. Recall from Fact 2.3(i) that U + V is closed if and only if cF < 1.
The conclusion is thus clear from Theorem 4.3(iii). 
A translation argument gives the following result (see also [9, Theorem 3.17] for an earlier re-
lated result).
Corollary 4.5 (affine subspaces) Suppose that U and V are closed affine subspaces of X such that U ∩
V 6= ∅, and let x ∈ X. Then
(33) Tnx → PFix Tx, PUTnx → PU∩V x, and PV Tnx → PU∩V x.
If (U −U) + (V −V) is closed, then the convergence is linear with rate cF(U −U, V −V) < 1.
5 Two lines in the Euclidean plane
We present some geometric results concerning the lines in the plane which will not only be useful
later but which also illustrate the results of the previous sections. In this section, we assume that
X = R2, and we set
(34) e0 := (1, 0), epi/2 := (0, 1), and
(∀θ ∈ [0,pi/2]) eθ := cos(θ)e0 + sin(θ)epi/2.
Define the (counter-clockwise) rotator by
(35)
(∀θ ∈ R+) Rθ := (cos(θ) − sin(θ)sin(θ) cos(θ)
)
,
and note that R−1θ = R
∗
θ . Now let θ ∈ ]0,pi/2], and suppose that
(36) U = R · e0 and V = R · eθ = Rθ(U).
Then
(37) U ∩V = {0} and cF(U, V) = cos(θ).
By, e.g., [7, Proposition 28.2(ii)], PV = RθPU R∗θ . In terms of matrices, we thus have
(38) PU =
(
1 0
0 0
)
and PV =
(
cos2(θ) sin(θ) cos(θ)
sin(θ) cos(θ) sin2(θ)
)
.
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Consequently, the corresponding Douglas–Rachford splitting operator is
T = PV(2PU − Id) + Id−PU =
(
cos2(θ) − sin(θ) cos(θ)
sin(θ) cos(θ) 1− sin2(θ)
)
(39a)
= cos(θ)
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
= cos(θ)Rθ .(39b)
Thus, Fix T = {0} = PU(Fix T),
(40) (∀n ∈N) Tn = cosn(θ)Rnθ , PUTn = cosn(θ)
(
cos(nθ) − sin(nθ)
0 0
)
,
and
(41) (∀x ∈ X) ‖Tnx‖ = cosn(θ)‖x‖, ‖PUTnx‖ = cosn(θ)| cos(nθ)x1 − sin(nθ)x2|.
Furthermore,
(42) (∀n ≥ 1) (PV PU)n = cos2n−1(θ)
(
cos(θ) 0
sin(θ) 0
)
and thus
(43) (∀x ∈ X) ‖(PV PU)nx‖ = cos2n−1(θ)|x1| ≤ cos2n−1(θ)‖x‖.
6 An example without linear rate of convergence
In this section, let us assume that our underlying Hilbert space is `2(N) = R2 ⊕R2 ⊕ · · · . It will
be more suggestive to use boldface letters for vectors lying in, and operators acting on, `2(N).
Thus,
(44) X = `2(N),
and we write is x = (xn)n∈N = ((x0, x1), (x2, x3), . . .) for a generic vector in X. Suppose that
(θn)n∈N is a sequence of angles in ]0,pi/2[ with θn → 0+. We set (∀n ∈N) cn := cos(θn) → 1−.
We will use notation and results from Section 5. We assume that
(45) U = R · e0 ×R · e0 × · · · ⊆ X
and that
(46) V = R · eθ0 ×R · eθ1 × · · · ⊆ X.
Then
(47) U ∩V = {0} and cF(U, V) = sup
n∈N
cF(R · e0,R · eθn) = sup
n∈N
cn = 1.
The Douglas–Rachford splitting operator is
(48) T = c0Rθ0 ⊕ c1Rθ1 ⊕ · · · .
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Now let x = (xn)n∈N ∈ X and γ ∈ ]0, 1[. Assume further that
{
n ∈N ∣∣ xn 6= 0} is infinite. Then
there exists N ∈N such that (x2N , x2N+1) ∈ R2r {(0, 0)} and cN > γ. Hence
(49) γ−n‖Tnx‖ ≥ γ−ncnN‖(x2N , x2N+1)‖ → +∞;
consequently,
(50) Tnx→ 0, but not linearly with rate γ.
Let us now assume in addition that θ0 = pi/3 and (∀n ≥ 1) θn = pi/(4n) and xn = 1/(n + 1).
Then there exists δ > 1 and N ≥ 1 such that (∀n ≥ N) γ−1cn ≥ δ. Hence, for every n ≥ N, we
have
(51) γ−n‖PUTnx‖ ≥ γ−ncnn| cos(nθn)x2n − sin(nθn)x2n+1| ≥
δn
23/2(n + 1)(2n + 1)
→ +∞;
thus,
(52) PUTnx→ 0, but not linearly with rate γ.
In summary, these constructions illustrate that when the Friedrichs angle is zero, then one can-
not expect linear convergence of the (projected) iterates of the Douglas–Rachford splitting opera-
tor.
7 Comparison with the method of alternating projections
Let us now compare our main results (Theorems 4.1 and 4.3) with the method of alternating projec-
tions, for which the following fundamental result is well known.
Fact 7.1 (Aronszajn) (See [2] or [18, Theorem 9.8].) Let x ∈ X. Then
(53) (∀n ≥ 1) ‖(PV PU)nx− PU∩V x‖ ≤ c2n−1F ‖x− PU∩V x‖.
In Fact 7.1, the rate cF is best possible (see Fact 2.3(iv) and the results and comments in [18,
Chapter 9]), and if the Friedrichs angle is 0, then slow convergence may occur (see, e.g., [10]).
From Theorem 4.1, Corollary 4.4, and Fact 7.1, we see that the rate of convergence cF of (Tnx)n∈N
to PFix Tx and, a fortiori, of (PUTnx)n∈N to PU∩V x, is clearly slower than the rate of convergence c2F
of ((PV PU)nx)n∈N to PU∩V x. In other words, the Douglas–Rachford splitting method appears to
be twice as slow as the method of alternating projections. While this is certainly the case for the
iterates (Tnx)n∈N, the actual iterates of interest, namely (PUTnx)n∈N, in practice often (somewhat
paradoxically) make striking non-monotone progress.
Let us illustrate this using the set up of Section 5 the notation and results of which we will
utilize.
Consider first (41) and (43) with x = e0 and θ = pi/17. In Figure 1, we show the first 100
iterates of the sequences (‖Tnx‖)n∈N (red line), (‖PUTnx‖)n∈N (blue line), and (‖(PV PU)nx‖)n∈N
(green line). The sequences (‖Tnx‖)n∈N and (‖(PV PU)nx‖)n∈N, which are decreasing, represent
the distance of the iterates to 0, the unique solution of the problem. While (‖(PV PU)nx‖)n∈N
decreases faster than (‖Tnx‖)n∈N, the sequence of “shadows” (‖PUTnx‖)n∈N exhibits a curious
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non-monotone “rippling” behaviour — it may be quite close to the solution soon after the iteration
starts!
Figure 1: The distance of the first 100 terms of the sequences (Tnx)n∈N (red), (PUTnx)n∈N (blue),
and ((PV PU)nx)n∈N (green) to the unique solution.
We next show in Figure 2 and Figure 3 the first 100 terms of (‖Tnx‖)n∈N and (‖(PV PU)nx‖)n∈N,
where θ : [0, 1] → [0,pi/2] : t 7→ (pi/2)t3 is parametrized to exhibit more clearly the behaviour for
small angles. Clearly, and as predicted, smaller angles correspond to slower rates of convergence.
Figure 2: The distance of the first 100 terms of the sequence (Tnx)n∈N to the unique solution
when the angle ranges between 0 and pi/2.
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Figure 3: The distance of the first 100 terms of the sequence ((PV PU)nx)n∈N to the unique solution
when the angle ranges between 0 and pi/2.
In Figure 4, we depict the “shadow sequence” (‖PUTnx‖)n∈N. Observe again the “rippling”
phenomenon. While the situation of two lines appears at first to be quite special, it turns out that
the same “rippling” also arises in a quite different setting; see [12, Figures 4 and 6].
Figure 4: The distance of the first 100 terms of the “shadow” sequence (PUTnx)n∈N to the unique
solution when the angle ranges between 0 and pi/2.
The figures in this section were prepared in MapleTM (see [28]).
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8 Numerical experiments
In this section, we compare the Douglas–Rachford method (DRM) to the method of alternating
projections (MAP) for finding PU∩V x0. Our numerical set up is as follows. We assume that X =
R50, and we randomly generated 100 pairs of subspaces U and V of X such that U ∩ V 6= {0}.
We then chose 10 random starting points, each with Euclidean norm 10. This resulted in a total of
1,000 instances for each algorithm. Note that the sequences to monitor are
(54)
(
PUTnx0
)
n∈N and
(
(PV PU)nx0
)
n∈N
for DRM and for MAP, respectively. Our stopping criterion tolerance was set to
(55) ε := 10−3.
We investigated two different stopping criteria, which we detail and discuss in the following two
sections.
8.1 Stopping criterion based on the true error
We terminated the algorithm when the current iterate of the monitored sequence (zn)n∈N satisfies
(56) dU∩V(zn) < ε
for the first time. Note that in applications, we typically would not have access to this information
but here we use it to see the true performance of the two methods.
Figure 5: True error criterion
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Figure 6: True error criterion
In Figure 5 and Figure 6, the horizontal axis represents the Friedrichs angle between the sub-
spaces and the vertical axis represents the number of iterations. Results for all 1,000 runs are
presented in Figure 5, while we show the median in Figure 6.
From the figures, we see that DRM is generally faster than MAP when the Friedrichs angle
θ < 0.1. In the opposite case, MAP is faster. This can be interpreted as follows. Since DRM
converges with linear rate cF = cos(θ)while MAP does with rate c2F, we expect that MAP performs
better when cF is small, i.e., θ is large. But when the Friedrichs angle is small, the “rippling”
behaviour of DRM appears to manifest itself (see also Figure 1). Note that MAP is not much faster
than DRM, which suggests DRM as the better overall choice.
8.2 Stopping criterion based on individual distances
In practice, it is not always possible to obtain the true error. Thus, we utilized a reasonable alter-
native stopping criterion, namely when the monitored sequence (zn)n∈N satisfies
(57) max
{
dU(zn), dV(zn)
}
< ε
for the first time.
Figures 7 and 8 show the results when we use the max distance criterion with the same data.
The behaviour is similar to the experiments with the true error criterion.
The figures in this section were computed with the help of Julia (see [25]) and Gnuplot (see
[22]).
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Figure 7: Max distance criterion
Figure 8: Max distance criterion
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9 Conclusion
We completely analyzed the Douglas–Rachford splitting method for the important case of two
subspaces. We determined the limit and the sharp rate of convergence. Lack of linear conver-
gence was illustrated by an example in `2. Finally, we compared this method to the method of
alternating projections and found the Douglas–Rachford method to be faster when the Friedrichs
angle between the subspaces is small.
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