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【摘 要】: 本文分析了银行信用评估及其评估模型 , 介绍了常规 BP 神经网络 , 指出它在银行信用评估中的优势 ; 并且
设计实现了一个基于改进的 BP 神经网络的银行个人信用评估模型。基于此模型对已有个人信用数据 , 尤其是国内数据进行
分析表明此模型有较强的实用性。











究之后 , 就其信用能力 ( 主要是偿还债务的能力及其可偿债程





用 Fair Isaac( FICO) 公司的模型(使用了 logit 模型); 制造业使用
Z- Score 模型; 工业使用 Zeta score 模型; 普通企业使用私有企业
模型 , 如 Moody 的 Risk Calc 方法 , Z- Score 模型 ; 新兴市场的企
业使用 EM Score 模型[2]。对于个人 , 典型的方法是要求申请人
填一张表格 , 每一项根据预先确定的评分表被赋予了适当的分
值。总分将指示银行来决定是否接受申请人。在评分表中的每一





x 对被解释变量 y 进行线性拟合。实践中神经网络要复杂得多 :
变量 x 作为输入解释了变量 y, 而 y 将同时作为其它变量的解释
变量 , 经这样一个网络的传导 , 最终得到输出结果。该过程与生
物神经的机理相似 , 因此被称为神经网络。应用神经网络分析方











每 个 从 输 入 到 输 出 的
过程称为神经元即节点 , 连




称为输入层 , 网络计算结果输出的接口为输出层 , 负责网络内部
计算的网络层为隐藏层。如下图一所示。应用一个 BP 神经网络
之前必须进行训练 , 即确定其参数 : 权值和阈值。具体的算法步
骤为 :
( 1) 初始化权值和阈值 ;
( 2) 从前向后计算各层输出 ;
( 3) 根据输出计算与样本的误差 ;
( 4) 反向计算各层权值阈值修正量 ;













分析及预测表现。同时 , BP 神经网络对于信用评估模拟方便简
洁 , 能容忍数据的缺失 , 其评估结果表现优良。
3. 改进的 BP 神经网络在个人信用评估中的应用
BP 网络的改进算法包括 : 基于标准梯度下降的和基于标准
数值优化的改进方法。前者有附加
动量的 BP 算法 , 学习速率可变的
BP 算法和弹性 BP 算法等。后者有









3.1 改进的 BP 神经网络
如图二所示 , 网络的结构包括三层 : 输入层、隐藏层和输出
层 , 分别用上标 i、h、o 表示 , 节点个数分别为 n、m、1。x 表示输入
层输入和隐藏层输出 ; y 表示输出层输出。下标为神经元节点序
号 ; w 表示权值 ( 下标 ij 表示输入层神经元 j 到隐藏层神经元 i
的连接权值) , θ表示阈值。向前计算采用的激励函数为 : F(x) =1/
(1+exp (- x))。隐藏层节点个数确定方式多样, 如 m = log2( n) +1。[5]
鉴于实际的信用评估应用 , 虽然 BP 神经网络对于输入数
据的缺失等不敏感 , 为了减小样本的依赖性 , 提高 BP 神经网络
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提下既要保证用户本身的安全 , 同时还要确保用户接入的企业
网络的安全。在 EAD 平台的基础上 , 可轻松构建让企业管理者、
网络用户和网络管理员均放心的安全网络。通过对网络接入终
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的泛化应用能力 , 对于 BP 神经网络基于标准梯度下降算法的学
习率和误差精度自适应的改进。描述如下 : 选定一个区间 , 使误
差逐步变化 , 在每一步中自动调整学习率进行训练 , 最后选择对
于测试数据表现最优的误差作为网络停止判别标准。
其中自适应学习率调整为 : ( 1) 当误差缩小比例大于某值
时 , 网络收敛良好 , 不改变学习率 ; ( 2) 当误差缩小比例小于某值
时 , 网络收敛较慢 , 增大学习率 ; ( 3) 当误差增大时 , 网络不收敛 ,
减缓学习率 ; ( 4) 当误差出现抖动 , 误差过大 , 误差恒定不变化 ,
网络空转次数过大 , 则重新设置学习率初值。其中误差比例为前
后两次误差之比。
3.2 基于改进的 BP 神经网络的个人信用评估模型
按照上述改进 , 采用面向对象的设计方法设计实现此信用
评估模型。主要包括如下功能方法 : 初始化网络的权值与阈值 ;
向前计算输出 ; 计算当前误差 ; 向后调整权值与阈值 ; 训练神经




据样本 : 来自德国和澳大利亚的早年的银行个人信用数据 , 样本





是个人信用评估提供研究原型参考。数据共有 599 个数据 , 每条
数据包括 17 个用户属性和一个决策属性 : 性别 , 年龄 , 理财卡等
级 , 上次客户等级 , 上次理财卡等级 , 客户类型 , 最高学历 , 婚姻
状况 , 月收入 , 有无住址 , 有无电话 , 职业 , 金融资产合计 , 存款总
余额 , 流动资产 , 金融负债合计 , 年日均余额 ; 决策属性为认定等
级 , 分 4 类。其中年龄和后面六个属性为数值类型 ; 其他属性均
为分类属性 , 此类属性数据缺失比较大。
为了使评估结果符合样本的分类等级 , 要对输入数据进行
预处理。处理过程包括补齐缺失数据 , 归一化处理等。除此之外 ,
神经网络的输出也要使结果具有可解释性则必须对其进行分类
映射 , 即将 BP 神经网络输出的 0 到 1 之间的值映射成个人信用
评估的等级。
3.3 模型应用分析与讨论
考 虑 到 尽 量 充 分 利 用 样
本 的 信 息 , 同 时 为 了 降 低 BP
神经网络的样本依赖性 , 避免
过 分 拟 合 而 失 去 泛 化 能 力 , 采
用多次随机抽样进行训练和测
试。训练数据和测试数据的比
率为 7 比 3, 经过 BP 神经网络
评估模型训练后测试。测试结
果为一轮多次随机分配中最好
的测试数据正确率。然后再重复 5 次测试 , 最后取平均值。对于












对于另外一份国内样本 , 按上述方式测试得正确率为 92.
22%, 95.00%, 92.78%, 91.11%和 92.22%均值为 92.67%。在对此
份样本的分析中 , 发现其训练误差缩小的同时会带来测试正确
率的提高 , 直到某一临界值时正确率可高达 95%以上。可见对于
国内现实数据而言 , BP 神经网络适应性也较为理想。同时可以
看 出 此 样 本 即 使 部 分 数 据 缺 失 严 重 , BP 神 经 网 络 依 然 表 现 良
好。结论中给出更多关于样本分析的讨论。
4. 结论
在信用评估方面 , BP 神经网络要比传统的线性回归模型要
表现更好。对于 BP 神经网络的参数自适应改进有助于提高 BP
神经网络模型的适用范围 , 同时更好的平衡 BP 神经网络的泛化
能力和过拟合。对于国内现实数据的测试 , 此 BP 神经网络模型
性能表现良好。此点对于国内正在发展的个人信用体系而言无
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