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1. Introduction and results. We consider the Schroedinger operator
L= — A+c(x) with the potential function c(x) satisfying the following condition
(A^ in the whole 3-dimensional Euclidean space E, where Δ designates the 3-
dimensional Laplacian and x a position vector in E with its length \x\:
c(x) is a real-valued 3ix function defined on E and satisfies
where C1 and 8 are positive constants.
Here 3? stands for the space of all bounded, continuous functions f(x) defined
over E with bounded, continuous first derivatives.
It is well known that under condition (A
τ
) the symmetric operator L on 3)
is lower semi-bounded and essentially self-adjoint in L2=L2 (E), where 3) con-
sists of all infinitely many times differentiable functions with compact support
in E (see T. Kato [2], Section 6, Theorem 1). Then we denote again by L
the unique self-adjoint extension with domain 3)\*. 3)mL^ (m=l, 2) is the com-
pletion of the space 3) with respect to the norm | | / | |
m
= ( Σ \ \D*f(x)\2dx)
or is equivalently the space with the norm \\ \\
m
 of all functions f(x)EϊL2 whose
derivatives Daf(x) (| a | < m) in the distribution sense all belong to U (a =
(aly a2, a3) with the α^'s non-negative integers; Dk=-—, Ώcb=Ώ\Φc&Ώ%*, and
dxk
The spectrum of L can be only on the real axis. On the whole positive
axis there exists only the essential spectrum, which is, in fact, absolutely con-
tinuous, while on the negative axis we have only the discrete point spectrum, if
any (see T. Ikebe [1], Chapter 2, Section 7). Here we assume
(A2) The operator L has no negative eigenvalues.
Let Bd be the space of all continuous functions f(x) defined on E with
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I I/I |
δ
=sup I e~cδ/2)|*/(#) I < oo. Then B8 becomes a Banach space with the norm
Il/Hβ Furthermore, we impose another condition on c(x):
The homogeneous integral equation
has only the trivial solution / = 0 in B8.
An appendix will be added for a remark on (A3).
Let j
a
(t)=l { /Λ<
ί < r \, where a is any fixed positive number, and ω be
real. Now we consider in the free space E the initial value problem for the
wave equation
(l.la)
gp^O*, ή+Lv^x, t)=q(x)cί"tj
a
(t)
*,(*,<>) = 0, l-Mx, O) = g(x),
and the reduced wave equation
(1.2) Lu(x) = ω2u(x)+q(x)
under conditions (AJ, (A2)y (A3),
q(x) is a measurable function defined on E and there exists a pair of
(BO
and
(C)
positive numbers Q1 and γ such that for any x in E
g(x) is a C2 function defined over E and has the estimate
where G and μ are positive constants.
Then the initial value problem (I A a) has a unique solution v
x
(
 y t) in L2, which
will be set forth more in detail in Proposition 2.1.
Our first result can be stated as follows:
Theorem 1. Suppose {A
x
\ (A2), (A3), (B,) and (C). Then the following
assertions hold:
(i) (Limiting amplitude principle) There exists the limit function u(x)=
lim v
λ
{x, i)ε~iωt uniformly on any bounded set in E, which is a solution of (1.2).
/->oo
(ii) (Exponential decay) v^x, t) can be expressed as
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vJx, t) = u(x)eiωt-{-δ (x t)
where a
λ
 is some positive constant <min (δ/2, γ, μ,), and C is a positive constant
depending only on c(x)> q(x), g(x)> ω, a and α
r
(iii) (Sommerfeld radiation principle) u(x) satisfies the Sommerfeld radi-
ation conditions
as I x I —> oo.
In the sequel the letter C exclusively means a positive constant. C does
not always denote the same one.
In addition to (AJ, (A2\ (A3), (Bτ) and (C) assume
I q(x) has continuous first derivatives satisfyingIgradffWKρ^-*'"where Q2 and v are positive contants,
and consider the initial value problem
—2 v2(x, t)+Lv2(x, i) =
O ib)
dt'
where j
a
(t) which appeared in (1.1a) has been deleted. Then there exists a
unique solution v2( , t)^L2 (see Proposition 2.1), and our second result is as
follows:
Theorem 2. Under assumptions (A
λ
\ (A2), (A3), (2^), (B2) and (C) the
statements (i)} (it) and (iii) in Theorem 1 are all valid for (IΛb) and (1.2), if vλ(xy t)
is replaced there by v2(x, t)=u(x)eiωlf+δ2(^, t), and the estimate for δ^x, i) by
\S2(x, t)\ ^Ce^^ '^ 'e"^, where a2 is some positive constant <min (δ/2, γ, v, μ),
and where C depends only on c(x)y q(x)y g(x)> ω and a2.
O.A. Ladyzenskaja [3] has given a proof of Theorem 1 on the basis of the
Laplace transformation theory where both c(x) and q(x) are assumed to have a
compact support, and (\.\a) to have zero initial data. Fundamentally on the
same line as hers we shall prove the two above-mentioned theorems.
Meanwhile, C.S. Morawetz has studied the decay of solutions of the initial-
boundary value problem for the wave equation vtt(x, t)—Av(x, t)=0 with zero
Dirichlet condition in the exterior of a star-shaped reflecting body in E. In [8]
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and [9] she has obtained the rate of decay with time t at least like t~1/2 and t~λ
respectively by the Kirchhoff formula and certain estimates derived from so-
called energy identities (Friedrichs' ay by ^-method). Moreover, P.D. Lax,
C.S. Morawetz and R.S. Phillips [4] have proved the exponential energy decay of
the solutions, following the ideas developed in [8] and [5], Recently C.S.
Morawetz [10] has deduced an exponential energy decay from a certain preassumed
decay rate for not-necessarily star-shaped domains (she has considered Robin as
well as Dirichlet boundary conditions), and, applying this criterion for the ex-
ponential decay to the problem in [4], has given another direct proof. [9] also
contains the result that the solution v of the initial-boundary value problem for
the inhomogeneous equation vtt(x, t)—Av(xy t)=q(x)eiωt with zero Dirichlet
condition approaches to a solution u of its reduced equation Au(x)=ω2u(x)-{-
q(x) as fast as t'1/2.
2. Laplace transformations. Under the hypotheses (A^)y (BJ and
(C) the general existence theorem on the initial value problem for hyperbolic
equations (refer e.g to S. Mizohata [7], Chapter 6 or [6]) guarantees
Proposition 2.1. Suppose (A^, (JBJ and (C). Then there exists a unique
solution v
λ
{x, t) of (\Λa) such that {v
λ
{xy t)y -~-vλ(xy £))^(??>o(^£2)x£?>o(«0z,2) and
(2.1) l k ( ,*)H2
where β is some positive constant, and /(ί)G(?!> 0(^L2) (m = \y 2) means that
/(ί)G5)|2 and is continuous on the interval £>0 in the topology of 3Tχ}. The same
is true for v2(xy t) of (IΛb).
By Proposition 2.1. the Laplace transform wk(xy λ) of vk{xy t)
(2.2) toJx, λ) = Γvk(xy t)e~λtdt (Re λ>/3; Λ=l, 2)
Jo
exists in 3)\* and is analytic in Re λ>/3, where Re λ denotes the real part of λ.
Moreover, the inverse transformation of wk(xy λ)
(2.3) υk(x, i) = lim J - . [*+tΛ wk{x, \)tλtd\ (A= 1, 2)
can be carried out along any path Re λ=σ>/5.
Applying the Laplace transformation to the initial value problems (l.la)
and (1.16) in Re λ>/5, we have
(2.4) (L+\2)wk(x, λ) = q(x)fk(\)+g(x) (*= 1, 2),
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where
e
a(iω—X)2
1
X—lω
From (A2) and the statement on the spectrum of L in Section 1 it follows that
every point — λ2 with R e λ > 0 becomes a regular point of L. Hence there
exists the resolvent (L+λ 2 )" 1 carrying L2 onto J3)2L* in R e λ > 0 . Therefore
(2.4) has a unique solution in 2)\z which is analytic in Re λ > 0 . Then we can
consider the Laplace transform wk(x, X) (k=l, 2) to be extended analytically to
the whole half-plane Re λ > 0 .
Putting
(2.5) wk(x, X) == uk(x, X)fk(X) (Re λ > 0 ; k=l, 2),
we can see from (2.4) and the discussion following it that uk(x, X) is a unique
solution in 3)\z of the equation
(2.6) (L+X2)uk(x, X) = q(x)+g(x)fΓ1(X) (Re λ > 0 ; A=l, 2),
which is analytic in Reλ>0. Since in R e λ > 0 there exists the resolvent
(—Δ+λ 2)" 1, which is an integral operator of Carleman type with the kernel
(4π\x—y\)~1e~λιx~yι, uk(x) X) in (2.6) satisfies the integral equation
(2.7) uk{X,
1 Γ
= i- j
= 7 Γ c { y ) U k ( y ' x ) d y (Re λ > 0 ; Λ=1> 2)"
3. Integral equations. In this section we shall study the unique solva-
bility of equation (2.7) in BSy which leads to the analytical extension to Re λ < 0
of uk(x, λ) in (2.5) and then to the meromorphical one of wk{x, X) in (2.5) (&= 1,2).
Now let us introduce a domain D8 defined by D8={\] Re λ > —δ/2}.
Proposition 3.1. Under assumption (AJ the integral operator T
λ
, defined by
is completely continuous on B
s
 into itself for each fixed λ6ΞZ)
δ
.
Proof. L e t / G ΰ
δ
a n d λ G ΰ
δ
. When Re λ<0, we first have
ί
^-Reλ|Λ;->
E-—μ=
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To estimate / we note that \x—y\^\x\ + \y\, and | x—y | > | y | when
I3/K |Λ?|/2, and \y\ >(l/3)\x-y\ when \y\>\x\/2. We then obtain
ί Ivl »+ S — ( i = ? i — *
Hence we have
(3.1) I T
λ
f(x)\ < C ( δ + 2 R e λ ) - 2 | | / | |
δ
e -
R e λ |
^ ( R e λ < 0 ) ,
where C is independent of x and λ. When R e λ > 0 , the estimate for T
λ
f(x)
can be worked out with more ease in a similar fashion by using the inequality
l e - ^ ' - Ί K l , and we get
(3.2) \TJ(x)\<C\\f\\ι (Reλ>0),
where C does not depend on x nor λ. From (3.1) and (3.2) it follows that
C(δ+2Re λ)- 2 | | / | |
δ
e-
( δ / 2 + R e λ w
 (Re λ<0)
V * / " l " < V \ " / l ^ I • ^ n / ll - r * / 9 Λ l * ι /p "\ \ Π\
Next we proceed to show the continuity of T
x
f(x) in x for each fixed λ £ θ j .
For this purpose we consider the difference
Considering (AJ and the inequality
{ ^-ReλmaxClΛ:X|e- λF-^i- e- λι χ /-^i| g eλmaxCF-JΊ.I^ -^PIxl | ^ ' _ ^ | (Re λ < 0 )( R e λ > 0 ) ,
we have, when Re λ < 0 ,
'-x\( \ e-
\χ' -y\<\χ-v\
f e " R e λ
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\J2\<C\\f\\s\x'-x\(\ e~ 2 R e λ '*7'~C^ 2 8\JE \X — y
1/2
dy) x
\χ-yV
dy
l /2
in a way similar to the one used for obtaining (3.1). Similarly, when Re λ > 0 ,
we get
I Λ I < C I I / | | , | * ' - * I J B ^
l7,l<C||/||e|*'-*|(j 5 ^ l/2
So it follows that in EχD
δ
(3.4) \TJ(x)-TJ(x')\< (Reλ<0)
C\\f\\s\x'-x\ (Reλ>0),
where C's depend only on λ. By (3.3) and (3.4) T
λ
 is a bounded linear operator
on B8 into itself.
Let S be any bounded set in B
s
. We want to show that T
λ
S is relatively
compact in B
δ) which deduces the complete cotinuity of 7\. Let {gn} (w=l, 2,
•••) be any sequence chosen from T
λ
S. By (3.1), (3.2), (3.4) and the bound-
edness of S, {g
n
(x)} must be a uniformly bounded and equicontinuous family of
continuous functions on any compact domain of E. Employing the Ascoli-
Arzela selection theorem we can find out a subsequence {g
n
'(x)} converging to a
continuous function g(x) uniformly on any compact domain of E. In view of
(3.3), e"cβ/2)|*^
n
/(Λ;) tends to 0 uniformly in n' as | x | ^ o o . So does
Then \\g
n
'— ^ lla^O as n '^oo, and g^B8, which is the desired result.
Proposition 3.2. Assume (AJ, (A2) and (A3). Then there exists a positive
number α(<δ/2) such that for any g^B
δ
 the equation (I—T
λ
)f=g admits one
and only one solution f^B
δ
 for each fixed λ G ΰ = { λ ; Reλ>—α}, which is
analytic in D, and (1—TχY1 has the estimate
||(/-7\ni
s
<C
uniformly in D, where \ \ T\ \
 δ
= sup \\Tf\\
s
 for an operator T in B8 and I stands for
ll/ll
r
i
the identity operator in B
s
.
Proposition 3.2 will be proved by the following four lemmas.
Lemma 3.1. Suppose (A
λ
\ (A2) and (A3). Let R e λ > 0 and
Then the integral equation
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(3-5) f
has a unique solution f^B
s
, which is analytic on Re λ > 0 .
Proof. Let f^B
s
 be a solution of the homogeneous equation f=T
λ
f.
When Re λ > 0 , we get
5 ~-Reλ|*-:V|-(θ/2) |jy|E- p ^ | dy=C\\f\UJ,
\x\ \x\
a n d , n o t i n g t h a t \ x — y \ ^ \ y \ a n d \ x — y \ ^ - h γ - w h e n I j l < ~ ^ Λ
π
 dy+z-ww 5-: -dy
\y\ J #—y\
where C's are independent of x and λ. So we can see that
where C is dependent only on λ. Therefore f^L2 for λ with Reλ>0.
Also when Re λ—0 and λ Φ θ , / G L 2 . This follows from A. Ya. Povzner [11],
Chapter 2, Lemmas 1, 2, 5 and 6. As/ fulfills the equation (L+λ 2)/=0, — χ2
(Re λ > 0 , λφO) cannot be an eigenvalue of L by (A2) and the statement on the
spectrum of L in Section 1. Hence, if we also note (A3) for λ—0, the equation
f=T
λ
f implies / = 0 in B
δ
 for λ with R e λ > 0 . So by the Riesz-Schauder
theory together with Proposition 3.1, equation (3.5) is uniqely solvable in B
s
for any gEzB
s
 and the operator /—T
λ
 has a bounded inverse in B8. Moreover,
from its definition in Proposition 3.1 T
λ
 is seen to be analytic for Re λ > 0 (cf.
e.g. K. Yosida [13], Chapter 5, Section 3). Thus (7—TV)"1 is also analytic for
Re λ > 0 , which was to be proved (cf. e.g. ibid., Chapter 8, Section 2).
Lemma 3.2. Assume (A^), (A2) and (Az). Then for any N'>0 one can
find a positive α'(<δ/2) such that for λ<=Z>'={λ; - α ' < R e λ , \\\<N'} equa-
tion (3.5) has a unique solution in B8, which is analytic in Df, and the estimate
holds in D', where C is dependent only on D'.
Proof. Clear from Lemma 3.1 and the Heine-Borel theorem.
Lemma 3.3. Assume (A^) and let 0<b< 1. Then, for any £>0 there exists
a positive number N independent of (x,y)^EχE such that the kernel of the operator
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; R e λ > — | - δ ,
has the estimate
/or (Λ?,J,
Proof. Let R e λ > — γ 8 . We first assume (x, y) (Ξ(E—KR) X E or
KRχ(E—KR), where i£# means the sphere of radius R with its center at the
origin. Since by an estimation similar to the one utilized for having (3.1) we
have
/2 i/2
we can see that
(3.6) fm^\τ(x,y; \)\
(3.7) e- ( ί / 2 ) 1 Λ ' | τ (^ j ; λ) | <Ce- ( 1 / 4 χ i-W S J ?e- c l / 2 + c l-w / 4 3 δ l 3 > l ((*, y)eK
κ
x(E-KR)).
Next, assuming (x, y)e.KRxKR, we similarly have
(3.8) e-M2^\r(x,y; λ
7
 ^ Is
J I =/,+/,,
G -C1/2)(1-^^ s-y\'< 1/2
~
 α / 2 χ i
 ~
To estimate J1 we consider the ellipsoid \x—s\ + \s— y\ < | with the foci x and
jy for each fixed (x, y) e ϋΓ
Λ
 X ϋΓ^ and a positive ξ. Let us denote such an ellipsoid
by Eξ(x,y). Then, noting that E4R(x,y) contains KR for any (xyy)^KRxKR,
we have
S -λ|ΛΓ-5|-λ|5-^|
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+
c c -Cδ/2) | * | - 8 'x
x
(3.11)
Here C's appearing in (3.6) to (3.11) all depend only on b. Now for any £>0 we
can choose a sufficiently large R such that Ce~σ/2χi-mR in (3.6), Ce^ 1 ' 4 * 1 "" 8 * in
(3.7), and Ce" c l / 2 χ i - w δ / ? in (3.9) and (3.11) are all smaller than £/4. Furthermore
T ^ r* f ds
where C depends only on b and R. In E\
x
_y]+P(x, y) we introduce a cylindrical
coordinate system (r, ^, i) such that (0, ^, 0) corresponds to x and the ί-axis is
directed from x to y. Since \x—s\z=r2-\-f for s=(r, θ, t) and the Jacobian for
the coordinate transformation becomes r, a simple evaluation gives
(3.12) S 2τro
for a sufficiently small p(<2R) uniformly in (x, y)^KRxKR. C's in (3.12)
never depend on p. For the estimation of J12 we first assign the 3-dimensional
orthogonal coordinates (sly s2, s3) to each point s in EiR(x, y)—Elx_y\+P(x, y) in
such a way that the origin 0 is the middle point of x and y, and the ^-axis the
line directed from 0 to y. Secondly, considering s to be a radius vector which
starts from 0, we introduce two angles θ and φ θ is measured from the vaxis
toward s, and φ from the ,^ -axis toward the projection of s to the (s19 s2)-plane.
Finally we set ξ=\x—s\ + \s—y\. Thus for each fixed (x, y)^KRχKR
every point ί=(ί
x
, s2, s3) in E4R(x, y)—E]x_y]+p(x,y) can be expressed in terms
of new coordinates (ξ, θ, φ) (\x—y \+p<ξ<4 R, 0<6><τr, 0<^<2τr). Now
we have
L Z Oξ
\M,θ,φ)\<C, ^\MΘ,φ)\<C,
<C, jt
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where J(ξ, θ> φ) is the Jacobian for the coordinate transformation, and C's de-
pend only on R and p. By integration by parts in consideration of (A^ and
these inequalities, J12 can be estimated as follows:
J -
Jl2
"
C
1 „,„ -
r
 i
Λ J L \x—s\ s—y\
C f
 Jn j f - λ t 3 ίc(P, θ, φ) I J(ζ, ^ ,
λ J J oξ\ \x—s\ \s—y\
Therefore for any given £ > 0 we can find an iV>0 independent of (Λ:,
X JK^ such that
(3.13) U< ^
holds for (x, y, X)<^KRχKRy.\\; R e λ > — ^ - δ , | λ | >N\. Considering (3.6),
(3.7) and (3.8), together with (3.9) to (3.13) and the statement just below (3.11),
we have Lemma 3.3.
L e m m a 3.4. Assume (A
λ
). Let 0<b< 1. Then there exists an N">0 such
that the equation f^g+Tχf has one and only one solution in B8for any g^B8 and
λeZT= jλ; Reλ>—|-δ, |λ |>ΛrJ, which is analytic in D", and (7-Γχ)"1
is uniformly bounded there in the operator norm.
Proof. By Lemma 3.3, for any η (0<?7<l) we can find out an N">0 such
that the inequality
(3.14)
holds in Z r = ί λ ; R e λ > - y δ , |λ|>iV/r}. By (3.14) the series
converges to a bounded linear operator in B8 uniformly in D" in the operator
norm. Moreover, multiplication of the series by I—T
λ
 on the left or right
gives /, so that the series actually represents (/— Γ
λ
)""1. Its uniform boundedness
and analyticity in D" follow from the series, (3.14) and the analyticity of Γ
λ
,
which proves the assertion of Lemma 3.4.
Combining Lemmas 3.4 and 3.2 under the assumptions of Proposition
3.2, we obtain Proposition 3.2.
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Let aσ:>(xy X) and αc2)(#, λ) be functions given by
Then the integral equation (2.7) can be rewritten in the form
(3.15) (/— T
λ
)uk(-, X) = αcυ( , λ)+αc 2 )( , X)fr\X) (Λ=l, 2).
Proposition 3.3a. Suppose (BJ. Let Dy={X; R e λ > — γ } . Then the
inequality
C(γ+Re λ)"2e"ReλlΛΓ1 (Re λ<0)
C (Reλ>0)
holds in ExDy> where C's are independent of x and X.
Proof. Let λ G ΰ y . By virtue of the estimation used for obtaining
(3.1) and (3.2), we clearly have, when Re λ < 0 ,
\<P\x,\)\<c\^^-
and, when Re λ > 0 ,
where C's are all independent of x and λ. This completes the proof.
Proposition 3.3b. Assume (Bt) and(B2). Let DΊpV={λ; R e λ >
Then aσ\x, X) has the estimate
-
1
 (Reλ<0)
(Reλ>0)
in Ex ZXy
 v
, where C's are not dependent on any of x and λ.
Proof. Let λ G U
γ v
. Introducing spherical coordinates, we can express
a
ω(x, X) as
(3.16) aCΌ(x, X) = -1 Γ dφ f^sin θdθ Γ ^xppq{x+t)dp
47Γ Jo Jo Jo
' (y-x=t, \t\ =p).
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Integrating by parts in view of (BJ and (B2), we obtain
27
(3.17) I J\ < C ( Γ
Γ e-
R e λ |λ|
where
/ = e"*"*
0
When Re λ<0, we get
/^Ce-^^'Q+tγ+Reλ)-1),
Hence, when Re λ<0, (3.17) becomes
where C is independent of x and λ. When Re λ>0, we have
Jo
J,<
(Reλ>γ)
0
(Re λ < γ )
|*l
Consequently, when Re λ > 0, we can see that
and
(3.19) | / |
where C's are independent of # and λ.
Thus (3.16), (3.18) and (3.19) give the required estimate for aσ\x, λ), which
proves Proposition 3.36.
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Proposition 3.4. Suppose (C). Let Dμ= {λ Re λ > — μ). Then aQ2\x, λ)
satisfies
W V ;
 \ c (Reλ>0),
(ii) I ac2\xy λ) I < (Reλ<0)
(Reλ>0)
in ExDμ, where C's never depend on x nor λ.
Proof. Considering (C) and the definition of ai2\x, λ), (i) is obtained by
an estimation similar to the one in the proof of Proposition 3.3<2.
Proceeding as in the proof of Proposition 3.36, we can establish (ii) in Ex
Dμ.. First we rewrite ac2:>(x, λ) as
(3.20) a'2\x, λ) = J- Π dψ Γ sin θdθ f°° ^xppg(x+t)dp
^7t Jo Jo . Jo
= i - [2*dφ Γ sin θdθ-J (y—x=t, \t\=p).
T"7Γ Jo Jo
Then, integrating by parts twice in view of (C), we have
= ^ ^ ) + ^ ( 2
( 3 . 2 1 ) | / | < c ( l j j ^
)|λ|-2 (Reλ<0)
(Reλ>0),
where C's do not depend on any of x and λ. (3.20) and (3.21) immediately
prove (ii). This completes the proof of Proposition 3.4.
Proposition 3.5. Assume (A,), (A2), (A3), (B,) and (C). Put Z)x=
{λ; Re λ>—min (α, γ, μ)} with a in Proposition 3.2. Then it follows that
(i) af»(•, λ)e5s, a«\•, λ)e5
δ
/or wery λεfl,,
(ii) Equation (3.15) admits a unique solution in B
δ
 for each λ G D ^ which is
analytic in Dly with the estimate \\{I— T^W&^C uniformly in Dlf
(iii) In terms of this unique solution, uk(x, λ) (k=l> 2) in (2.5) is extended
analytically to Z)
r
Proof. In view of Propositions 3.3# and 3.4 (i) we have only to prove the
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continuity of aσ\x, X) and ac2\x, X) in x^E for every X G ^ in order to
establish (i). This is proved by using (BJ and (C) if we proceed as in the
estimation for having (3.4).
Now (ii) follows directly from Proposition 3.2 with (i) and the analyticity
of #cυ( , λ) and β(2)( , λ) in D
v
 Let uk(x, X) be the unique solution of (3.15)
(6=1,2).
Furthermore, uk(-y λ ) G i 2 for Re λ>0, noting in (3.15) that αcυ( , λ),
tfr2)( , λ) and T
λ
uk( , λ) all belong to U for R e λ > 0 by (£,), (C) and (Λ)
(&—-1, 2) (c/. e.£. the estimation of T
λ
f(x) in the proof of Lemma 3.1). On the
other hand, we have already stated in Section 2 that uk( , X) (k=l, 2) in (2.5),
which is analytic in Reλ>0, belongs to L2 and satisfies (3.15) for Reλ>0. By
(A2) and the note on the spectrum of L in Section 1, f=Tλf (/eL 2, Reλ>0)
implies that / = 0 . Then uk(x, X)=uk(x, λ) (Λ=l,-2) in Ex{\; Re λ>0} in
consideration of their continuity in x for Re λ > 0 . Thus we have (iii), and the
proof is complete.
Proposition 3.6a. Suppose (AJ, (A2), (A3), (BJ and (C). Let D1=
{λ; Reλ>—min(α, γ, μ)} with a in Proposition 3.2. Then w
λ
(x, X) in (2.5)
can be defined for (x, X)^EχD1 in the form w^x, X)=u1(xy X)f1(X) as a mero-
morphic function in D
λ
 with the sole simple pole X=iω, and has the estimate
2 ) (Reλ<0)
I Cecδ/2)|*>(|λ-/ω|-2+|λΓ2) (Reλ>0) ( ( X , \ ) G £ X A ) ,
where C's are not dependent on x nor X.
Proof. Putting w
λ
(x, X)=u1(x, X)A(X) for Reλ<0, w^x, X) in (2.5) can
be extended meromorphically to D
λ
 by Proposition 3.5 (iii). By Proposition
3.5 (ii) u
x
(x, X) may be expressed as
(3.22)
 Ml( , λ) = ( / - T V r V ^ . , λ ) + ^ ( , X)fϊ\X)] ( λ G A ) ,
where | |(7—Γ^'^ls^C uniformly in D
x
. Using Propositions 3.5 (i), 3.3α and
3.4 (ii) we have, in Dly
rC(γ+Reλ)~
(3.23) I I ^ X ) ! ! * ^
no* ι ι W u,ι ^  r q i + ί M + R e λ r + ί μ + R e λ m λ l (Reλ<0)
(3.24) | l " ( λ ) | | < {
where C's are all independent of λ. Hence, noting (3.22) together with (3.23)
and (3.24), we get, in EχD
u
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"((γ+Re χ)'2+(l+(μ+R
e
 χ)-1+(^+R
e
 λ)"2)x
λΓ
2) (Reλ<0)
(Reλ>0),
where C's do not depend on any of x and λ. Now, in view of w^x, λ) =
Mi(^ > ^)/i(^)> w e have proved the desired estimate for w^x, λ) in EχD
v
 This
completes the proof of the proposition.
Proposition 3.6b. Assume (B2) in addition to the conditions in Proposition
3.6a. Let D2={k; Re λ > — min (a, γ, v, μ)} with a in Proposition 3.2. Then
w2(x, λ) in (2.5) may be extended meromorphically to D2 in the form w2(x, λ)—
u2(x, λ)/2(λ) with the only simple pole \=iω. Besides, in EχD2 w2(xy λ) has the
estimate
λ|- 2) (Reλ<0)
(Reλ>0),
where
I C 2 =
C ί «r^ independent of x and λ.
Proof. Considering that our assumptions in this proposition are more
stringent than those in Proposition 3.6a, we have (3.24), (3.22) for u2(',\)
and /2"x(λ) in D2, and the meromorphical extension of w2(x, λ) in (2.5) to D2,
in a way similar to the one in the proof of the preceding proposition. Now
by Propositions 3.5 (i) and 3.36 we have the estimate
(3.25) !!««(., λ) | |
δ
<
C(l+(τ+Re xy+(
v
+Re X^+^+Re λ)"2) |λ | "x
(Re λ<0)
C | λ Γ ι (Reλ>0)
in D2, where C's do not depend on λ. From (3.24), (3.25) and (3.22) for «2( , λ)
and/^^λ) it follows that in EχD2
2
r Ce«Λ>ι-ι(ClIλI "»+C,l/ΓHλ)I Iλl"2) (Reλ<0)
I C( IXI-»+l/r^X) I | λ | - ) ( R e λ > 0 ) ,
where C
λ
 and C2 are the same as in the proposition, and where C's are independent
of x and λ. Noting that wz(x, X)=u2(x, λ)/2(λ), we complete the proof.
4 Proof of the theorems. Now we assume (AJ, (A2), (As)y (BJ and
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(C) for the proof of Theorem 1, and, moreover, (B2) for that of Theorem 2.
On the complex plane we choose a rectangular path Γ^ . with vertices σ—iA,
σ+iA, —ak+iA and —ak—ίAy where σ>β (see Proposition 2.1), 0 < α x <
min (a, γ, μ) and 0<<x><min (α, γ, vy μ) with a in Proposition 3.2, and where
A is a positive number large enough for Tk to contain the simple pole X=iω
of wk(x,X) (&=1,2). Propositions 3.6a (k~l) and 3.6δ (β = 2) enable us
to apply the residue theorem to the contour integral of wk(x, λ)eλ/ along the
positively oriented closed path Tk. That is
ί wk(x, X)eλtdX = 2πiRes [tvJx, λ)eλH (k=l, 2).
JΓk λ=»ω
Meanwhile, the left-hand side can be divided as
! r<r+iA C~
cύk+iA C~ak+iA C<T~*A
wk{x, \)eλtd\ = wk{x, X)eκ'd\- + +
Γk Jσ -iA J-ak~iA Jσ+iA J -<Ak-iA
(A=l,2) .
Propositions 3.6α (k=l) and 3.6b (k—2) also assert that the third and the fourth
integrlas on the right-hand side tend to zero as A-+oo for every (x, t)^Eχ [0, 00),
and that
Res [wk(xy λ)eλ/] = uk(xy iω)eiωt (A=l, 2).
λ=»ω
In view of equation (3.15) for X—iω we can set
uk(x, iω) = u(x) ( A = l , 2 ) ,
which is a solution of the reduced wave equation (1.2) by Proposition 3.5 (ii).
Thus, recalling (2.3), we have
(4.1) υk(χ, t) = l im-k [~*k+tA w,(x, X)eλtdΛ+u(x)eiωt (A=l, 2).
A->°° Δ7ΐl J -cύk-iA
Furthermore, by Propositions 3.6a (k=l) and 3.6b (k=2) we get
< 5 A / 1 1 \(
 2 2 / 2 2
+
" ^ ~ 2 ) ^
where >^ is the imaginary part of λ, and where the first C depends on α
:
 and
the second on a2, but both are independent of (x, ί ) e £ x [ 0 , oo). As the
integrals on the right-hand side converge as A->°o, (4.1) can be rewritten as
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\vk(x, t)-u(x)eiωt\
where C depends on ak and ω, but not on x nor t (k=ly 2). Therefore we have
(i) and (ii) in both theorems.
By its definition u(x) satisfies the integral equation
"<*> = 4 L W q{y)dy-11 W c { y ) u { y ) d y '
where \q(y)\<Q1e-y]y] and I ^ M J ) ! <Ce- ( δ / 2 ^> by means of (B,), (A,) and
Proposition 3.5 (ii). Then, for the proof of (iii) in both theorems it is sufficient
to refer to A. Ya. Povzner [11], Chapter 2, Lemmas 1 and 2.
Thus we have proved Theorems 1 and 2.
Appendix. As was mentioned in Section 1 we remark here that the
assumption of (A3) has a justifiable ground. For we can give an example of
c(x) satisfying ( ^ and (A2), but not (A3), which means that (A3) is independent
of the others on c{x) (cf. also T. Shirota and K. Asano [12]).
Consider
φ) = /.(*) =
ψ (l.Kf
0 I \x\> π ) I *
It follows from a simple computation that fQ(x) satisfies the equation
However c
o
(x) is not smooth. So let p(x)=p(\x\) be a C°° function such that
p(x)>0, p(x)=0 (I x\ > 1) and \ ρ(x)dx=\. Moreover, denoting by * the con-
J E
volution, we put
( 1 ) φ ) = P
-^f l ( x ) = p*
fo[x)
'
Then/1(Λ:)=/1( \x\) is a strictly postitive solution in B8Γ\ C°°(E) of the equation
but it is not in U because it equals l ^ l " 1 for \x\ > — + 1 . Fur thermore, the
numerator of c
x
(x) is a C°° function with support in the sphere \x\ < ^ + l , and
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so is c^x)—c^|#I). Hence c
λ
(x) satisfies (AJ, but not (A3).
Now we are proving that the operator L1=— Δ+£i(ff) has no negative
eigenvalue with an U eigenfunction. Let λ < 0 . L e t / e L 2 be a solution of the
equation
(2) LJ=\f.
If we put, in spherical coordinates,
(3) g{r,θ,φ) = rf{r,θ,φ) (\x\=r),
g may be expressed in terms of the series
where {Y
n w
} is a complete orthonormal system of spherical harmonics, and
where
(4) A.,.(r) = Π dφ [g(r, θ, φ) Y
n
,JΘ, φ) sin θdθ ,
which fulfills the equation
(5) ^b
u
Jr)+[x-φ)-^S+^)b
u
Jr) = 0 .
Since 2 (n^l) represents a positive definite operator, we have only to
prove, in view of (5), (3) and (4), that % ) E L 2 ( 0 , 00) must identically vanish if
b(r) satisfies
(6) * W(λ-*x(r)) i ( r) = 0 ,
(7) 6(0) = 0 .
By the statement following (1), b
o
(r)=rft(r) fulfills
(8) b
o
(r)>O (r>0), b
o
(r) = 1 (r> f+ί
(9) W'(r)-φ)b
o
(r) = 0 ,
(10) i
β
(0) = 0 , 60'(0)>0.
Any solution of equtaion (6) with (7) may be determined except for a constant
multiple. Hence we can assume
δ'(θ)>v(θ).
By (7), (10) and (11) we have, for sufficiently small positive values of r,
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(12) b(r)>b
o
(r).
Assume that b(r) and b
o
(r) have the first common value at r=r0 except the
origin. Then we obtain
(13) b'(r0)<b0\r0).
Multiplying (6) and (9) by b
o
(r) and b(r) respectively, and subtracting, we have
\b
o
(r)b(r) = b(r)b
o
"(r)-b
o
(r)b"(r).
Integrating the above equation over [0, r0], we get, by (7) and (10),
λ Γ° b
o
(r)b(r)dr = ft
o
(r
o
)(ft
β
'(r
o
)-A'(r
β
)) ( λ < 0 ) ,
Jo
where the left-hand side is negative by (8) and (12), while the right-hand side is
non-negative by (8) and (13). This is a contradiction. So by (12) we have
b(r)>b
o
(r) ( r>0) .
Hence, by (8) b(r) does not lie in L2(0, oo). That is, b(r)<=L2(0, oo) satisfying (6)
and (7) must be identically zero, which was to be proved. Therefore (A2) is the
case with c
λ
{x).
Thus c
λ
{x) is a required example satisfying (At) and (A2), but not (A3).
In other words, (A3) is not too unnatural a restriction on the potential function
c(x).
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