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Visualizing Time Series Data for Early Stage Business
Analytics - The Case of Vehicle Telematics Data
Svenja Bergmann1 , Arne Seeliger1 , and Alberto Cenedese1
ETH Zurich, Department of Management, Technology and Economics, Zurich, Switzerland
{sspanuth,aseeliger,acenedese}@ethz.ch

Abstract. Applied business analytics (BA) projects commonly have time series
data as a basis. While data analysts have the knowledge and tools to handle
complex data, decision makers often struggle to develop an intuitive understanding
of the data. In this paper, we highlight how data visualization carried out in the
early stages of the BA process can help overcoming this issue. Our insights are
based on a use case with a leading Swiss car retailer for which we derived driving
behavior characteristics from vehicle telematics data. Specifically, we present three
visualizations of raw and partially processed telematics data. We show how each
visualization enriches interdisciplinary discussions and helps to create a common
starting point for successive steps of the BA pipeline. Finally, we discuss the
impact of the visualizations on the creation of new use cases and fast adoption.
Keywords: Time Series Data, Visualizations, Automotive Industry
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Introduction

Business analytics (BA) projects often follow standardized process models. For instance,
the well-known CRISP-DM process [1] consists of the following steps: business understanding, data understanding, data preparation, modeling, evaluation, and deployment.
Other process models (e.g., KDD or SEMMA) are closely related and have a similar
structure [2]. Within all steps of the BA process, visualizations can be of great value, but
they are predominantly employed for exploratory data analysis (EDA) as well as results
presentation and interpretation.
While the visualization of BA results directly aims at generating insights for decision
makers, visualizations for EDA are often reduced to simple plots aiding the data analyst
in outlier detection or statistical testing. Especially for complex data sets, this approach
is unlikely to uncover meaningful business insights. Hence, visualizations in the early
stages of the BA process tend to provide limited value to decision makers.
In this paper, we highlight the importance of generating insights through data visualization during the early stages of BA projects. We argue that in-depth data visualization
can support decision makers already before the modeling stage if it is performed beyond
the standard EDA techniques. Specifically, they can foster a greater data understanding
and, ultimately, an increased adoption of the models trained and deployed subsequently.
In support of this, we present a case of visualizing time series telematics data from the
automotive domain. We then discuss our learnings and implications for complex use
cases that involve practice partners.
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Use Case: Visual Representation of Driving Behavior

The use case presented here is part of a larger collaboration with AMAG Group AG, a
leading Swiss car retailer. AMAG wants to meet the individual customer’s needs with the
best fitting product. Specifically, AMAG is interested in identifying typical and atypical
usage of specific car models and variants. This is linked to behavioral patterns of drivers,
which can be derived from telematics data. If the customer consents to the processing of
their personalized data, those enhanced customer profiles allow the sales staff to better
consult the client during their next purchase decision.
2.1

Telematics Data in the Automotive Industry

Telematics data refers to tracking data gathered from vehicle information systems. It
records different measurements either at regular intervals (e.g., mileage of the vehicle,
speed) or if a system change is detected (e.g., error codes). Telematics data is the first
scalable solution allowing for detailed insights into individual driver’s mobility patterns.
Despite the increasing availability of telematics solutions, live production systems
based on machine learning models remain limited. Most notable is the adoption by the
insurance industry, which leverages telematics data as a basis for the calculation of
usage-based premiums [3]. We collected telematics speed data from 2019 to 20211 . For
each car, we recorded data every few seconds when the car was moving. This yielded
about 50’000 data points per driver.
2.2

Visualizations of Speed Time Series

This section provides three exemplary visualizations of telematics speed time series.
They are presented in the order of increasing visual complexity. For each, we discuss the
different benefits they can provide to prospective decision makers. We highlight which
kinds of insights can be extracted and how the visualizations can enhance the discussion
between teams of data analysts and non-technical decision makers.
It is common to calculate and analyze simple summary statistics in the early stages
of a BA project. For the use case presented here, this might include the average number
of trips taken or the average length of a trip. Due to the nature of the underlying data, this
step already requires the BA team to make important decisions. Specifically, one needs
to set a threshold for how long a car can be standing still before the next movement is
considered a new trip (as opposed to a short break). Figure 1a depicts a time series of one
driver’s telematics data set. Colors represent individual trips, which are split based on a
defined threshold. Visualizing the data in this way facilitated a discussion between data
analysts and decision makers in order to find a threshold that was not only meaningful
but also agreed upon by the entire team.
Data exploration usually goes beyond the analysis of simple summary statistics.
For the use case presented here, the next step was to assess more complex aspects of
driving behavior. We therefore transformed the speed time series via a fourier-frequencytransformation (FFT) [4] and plotted it against time, as shown in Fig. 1b. A FFT is able
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to decompose the time series into harmonic components, whose normalized amplitude
and frequency reveal a driver’s recurring mobility patterns. In our example, we see
dominant components at 4 hours, 8 hours, 1 day and 1 week. In other words, this driver
is predominantly using the vehicle to commute. This visual analysis not only provides
interesting insights into the patterns of drivers’ car usage, but it also bridges the gap
between data analysts and non-technical team members: While for the data analyst, the
numerical peak values and their amplitude are sufficient to derive predictors, decision
makers will often not be familiar with FFT. Therefore, such a visualization can help
them understand the mechanisms of a FFT and trust the results.
In order to gain in-depth insights into a data set, more complex visualization can
be employed. For the case of vehicle telematics data, we were interested in deriving
individual styles of driving. This is challenging as the style of driving is a behavior
composed of many facets. One suggestion was to utilize v-a heatmaps [5] for this task.
A v-a heatmap plots speed (velocity) on the x-axis and the acceleration (speed change)
on the y-axis. The color represents the probability density of each speed - acceleration
combination. Fig. 1c contrasts v-a heatmaps of two drivers: Compared to the first driver,
the second driver accelerated and decelerated more strongly over a broad range of speeds.
This analysis can be of great value for a car retailer. For instance, presuming both drivers
are using the same type of car, one of them might be fully satisfied with the power of his
vehicle (limited acceleration behavior), while the other might consider upgrading to a
more powerful car (fierce acceleration behavior).

(a)

(b)

(c)

Figure 1. Visualizations of driving patterns based on a telematics speed time series. (a) Speed time
series split into individual trips. (b) Speed time series (top) and fourier-frequency-transformation
of this series (bottom) of a commuter. (c) V-a heatmaps of a driver with limited acceleration
behavior (top) and a driver with strong acceleration behavior (bottom).
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Learnings and Implications

In Sec. 2, we provide examples of visualizations that capture different levels of telematics
data complexity. In the following, we discuss how visualizations help to improve and
accelerate the project at three stages of the BA process:
1. Visualizations allow to point out limitations of the data available. This can either
re-set expectations or trigger the collection of further measurements. For instance, when
discussing the trip segmentation data with AMAG, the decision makers realized that the
speed time series might not provide all the information needed. Hence, an extension
through GPS data was discussed. As such data is very sensitive and data protection
is important to AMAG, the legal department was consequently involved in further
discussions.
2. Visualizations generate new use cases. Once data analysts and decision makers had a
common understanding of the data, discussions about potential use cases flowed more
naturally. In our case, AMAG realized that a modified trip and FFT analysis could greatly
help them advance their goal of increasing electric vehicle (EV) sales. Specifically, it
might help potential EV customers to overcome range anxiety by providing evidence
that their mobility need can be fulfilled by an EV (e.g., commuting a certain distance).
3. Visualizations lead to fast adoption. For the use case mentioned above, decision
makers quickly trusted the modelling results. Trust is one of the major prerequisites
for successful adoption of machine learning models [6, 7]. Decision makers’ early and
continuous involvement led to familiarity with the data and significantly eased model
understanding. Thus far, we experience fast progress of this ongoing project at AMAG.
Overall, we conclude that visualizing time series data early in the BA process can
greatly help when collaborating in interdisciplinary teams. It enriches communication
between technical data analysts and decision makers. Ultimately, these visualizations
lead to more successful BA projects.
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