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Abstract
The concept of Wardrop equilibrium plays an important role in con-
gested traffic problems since its introduction in the early 50’s. As shown
in [2], when we work in two-dimensional cartesian and increasingly dense
networks, passing to the limit by Γ-convergence, we obtain continuous
minimization problems posed on measures on curves. Here we study the
case of general networks in Rd which become very dense. We use the no-
tion of generalized curves and extend the results of the cartesian model.
Keywords: traffic congestion, Wardrop equilibrium, Γ-convergence, gener-
alized curves.
1 Introduction
Modeling congested traffic is a field of research that has developed especially
since the early 50’s and the introduction of Wardrop equilibrium [12]. Its pop-
ularity is due to many applications to road traffic and more recently to commu-
nication networks. In our finite networks model, we represent the congestion
effects by the fact that the traveling time of each arc is a nondecreasing function
of the flow on this arc. The concept of Wardrop equilibrium simply says that
all used roads between two given points have the same cost and this cost is min-
imal. So we assume a rational behavior by users. A Wardrop equilibrium is a
flow configuration that satisfies mass conservation conditions and positivity con-
straints. A few years after Wardrop defined his equilibrium notion, Beckmann,
McGuire and Winsten [3] observed that Wardrop equilibrium can be formulated
in terms of solutions of a convex optimization problem. However this variational
characterization uses the whole path flow configuration. It becomes very costly
when working in increasingly dense networks. We may often prefer to study the
dual problem which is less untractable. But finding an optimal solution remains
a hard problem because of the presence of a nonsmooth and nonlocal term. As
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we study a sequence of discrete networks increasingly dense, it is natural to ask
under what conditions we can pass to a continuous limit which would simplify
the problem.
The purpose of this paper is to rigorously justify passing to the limit thanks
to the theory of Γ-convergence and then to find a continuous analogue of Wardrop
equilibrium. We will strongly rely on two articles [8] and [2]. The first establishes
some first results on traffic congestion. The second studies the case of a two-
dimensional cartesian grid with small arc length ε. Here we will consider general
networks in Rd with small arc length of order ε. It is a substantial improve-
ment. We will show the Γ-convergence of the functionals in the dual problem as
ε goes to 0. We will obtain an optimization problem over metrics variables. The
proof of the Γ-convergence is constructed in the same manner as in [2]. But two
major difficulties here appear. Indeed in the case of the grid in R2, there are
only four possible constant directions (that are ((1, 0), (0, 1), (−1, 0), (0,−1)))
so that for all speed z ∈ R2, there exists an unique decomposition of z in the
family of these directions, with positive coefficients. In the general case, direc-
tions are not necessarily constant and we have no uniqueness of the decompo-
sition. To understand how to overcome these obstacles, we can first look at the
case of regular hexagonal networks. There are six constant directions (that are
exp(i(π/6 + kπ/3)), k = 0, . . . , 5) but we lose uniqueness. Then, we can study
the case of a two-dimensional general network in which directions can vary and
arcs lengths are not constant. The generalization from R2 to Rd (where d is
any integer ≥ 2) is simpler. Of course, it is necessary to make some structural
assumptions on the networks to have the Γ-convergence. These hypotheses are
satisfied for instance in the cases of the isotropic model in [8] and the cartesian
one in [2].
The limit problem (in the general case) is the dual of a continuous prob-
lem posed on a set of probability measures over generalized curves of the form
(σ, ρ) where σ is a path and ρ is a positive decomposition of σ˙ in the family
of the directions. This takes the anisotropy of the network into account. We
will then remark that we can define a continuous Wardrop equilibrium through
the optimality conditions for the continuous model. To establish that the limit
problem, has solutions we work with a relaxation of this problem through the
Young’s measures and we extend results in [8]. Indeed we cannot directly ap-
ply Prokhorov’s theorem to the set of generalized curves since weak-L1 is not
contained in a Polish space. First we are interested in the short-term problem,
that is, we have a transport plan that gives the amount of mass sent from each
source to each destination. We may then generalize these results to the long-
term variant in which only the marginals (that are the distributions of supply
and demand) are known. This case is interesting since as developed in [7, 6, 9],
it amounts to solve a degenerate elliptic PDE. But it will not be developed here.
The plan of the paper is as follows: Section 2 is devoted to a preliminary
description of the discrete model with its notations, definition of Wardrop equi-
librium and its variational characterization. In Section 3, we explain the as-
sumptions made and we identify the limit functional. We then state the Γ-
convergence result. The proof is given in Section 4. Then, in Section 5, we
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formulate the optimality conditions for the limit problem that lead to a contin-
uous Wardrop equilibrium. Finally, in Section 6, we adapt the previous results
to the long-term problem.
2 The discrete model
2.1 Notations and definition of Wardrop equilibria
Let d ∈ N, d ≥ 2 and Ω a bounded domain of Rd with a smooth boundary
and ε > 0. We consider a sequence of discrete networks Ωε = (N
ε, Eε) whose
characteristic length is ε, where Nε is the set of nodes in Ωε and E
ε the (finite)
set of pairs (x, e) with x ∈ Nε and e ∈ Rd such that the segment [x, x +
e] is included in Ω. We will simply identify arcs to pairs (x, e). We impose
|Eε| = max{|e|, there exists x such that (x, e) ∈ Eε} = ε. We may assume
that two arcs can not cross. The orientation is important since the arcs (x, e)
and (x+e,−e) really represent two distinct arcs. Now let us give some definitions
and notations.
Traveling times and congestion: We denote the mass commuting on arc
(x, e) by mε(x, e) and the traveling time of arc (x, e) by tε(x, e). We represent
congestion by the following relation between traveling time and mass for every
arc (x, e):
tε(x, e) = gε(x, e,mε(x, e)) (2.1)
where for every ε, gε is a given positive function that depends on the arc itself
but also on the massmε(x, e) that commutes on the arc (x, e) in a nondecreasing
way: this is congestion. We will denote the set of all arc-massesmε(x, e) bymε.
Orientation of networks here is essential: considering two neighboring nodes x
and x′ with (x, x′ − x) and (x′, x − x′) ∈ Eε, the time to go from x to x′ only
depends on the mass mε(x, x′−x) that uses the arc (x, x′−x) whereas the time
to go from x′ to x only depends on the mass mε(x′, x− x′).
Transport plan: A transport plan is a given function γε : Nε×Nε 7→ R+.
That is a collection of nonnegative masses where for each pair (x, y) ∈ Nε×Nε
(viewed as a source/destination pair), γε(x, y) is the mass that has to be sent
from the source x to the target y.
Paths: A path is a finite collection of successive nodes. We therefore rep-
resent a path σ by writing σ =
(
x0, . . . , xL(σ)
)
with σ(k) = xk ∈ Nε and
(σ(k), σ(k +1)− σ(k)) ∈ Eε for k = 0, . . . , L(σ)− 1. σ(0) is the origin of σ and
σ(L(σ)) is the terminal point of σ. The length of σ is
L(σ)−1∑
k=0
|xk+1 − xk|.
We say that (x, e) ⊂ σ if there exists k ∈ {1, . . . , L(σ) − 1} such that σ(k) = x
and e = σ(k+1)−σ(k). Since the time to travel on each arc is positive, we can
impose σ has no loop. We will denote the (finite) set of loop-free paths by Cε,
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that may be partitioned as
Cε =
⋃
(x,y)∈Nε×Nε
Cεx,y,
where Cεx,y is the set of loop-free paths starting from the origin x and stopping
at the terminal point y. The mass commuting on the path σ ∈ Cε will be
denoted wε(σ). The collection of all path-masses wε(σ) will be denoted wε.
Given arc-masses mε, the travel time of a path σ ∈ Cε is given by:
τε
mε(σ) =
∑
(x,e)⊂σ
gε(x, e,mε(x, e)).
Equilibria: In short, in this model, the data are the masses γε(x, y) and
the congestion functions gε. The unknowns are the arc-masses mε(x, e) and
path-masses wε(σ). We wish to define some equilibrium requirements on these
unknowns. First, they should be nonnegative. Moreover, we have the following
conditions that relate arc-masses, path-masses and the data γε :
γε(x, y) :=
∑
σ∈Cεx,y
wε(σ), ∀(x, y) ∈ Nε ×Nε (2.2)
and
mε(x, e) =
∑
σ∈Cε:(x,e)⊂σ
wε(σ), ∀(x, e) ∈ Eε. (2.3)
Both express mass conservation. We finally require that only the shortest paths
(taking into account the congestion created by arc and path-masses) should
actually be used. This is the concept of Wardrop equilibrium that is defined
precisely as follows:
Definition 2.1. A Wardrop equilibrium is a configuration of nonnegative arc-
masses mε : (x, e) → (mε(x, e)) and of nonnegative path-masses wε : σ →
wε(σ), satisfying the mass conservation conditions (2.2) and (2.3) and such
that for every (x, y) ∈ Nε ×Nε and every σ ∈ Cεx,y, if wε(σ) > 0 then
τε
mε(σ) ≤ τεmε(σ′), ∀σ′ ∈ Cεx,y.
2.2 Variational characterizations of equilibria
Soon after the work of Wardrop, Beckmann, McGuire and Winsten [3] dis-
covered that Wardrop equilibria can be obtained as minimizers of a convex
optimization problem:
Theorem 2.1. A flow configuration (wε,mε) is a Wardrop equilibrium if and
only if it minimizes∑
(x,e)∈Eε
Gε(x, e,mε(x, e)) where Gε(x, e,m) :=
∫ m
0
gε(x, e, α)dα (2.4)
subject to nonnegativity constraints and the mass conservation conditions (2.2)-
(2.3).
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Since the functions gε are nondecreasing with respect to the last variable, the
problem (2.4) is convex so we can easily obtain existence results and numerical
schemes. Unfortunately, this problem becomes quickly costly whenever the
network is very dense, since it requires to enumerate all paths flows wε(σ).
For this reason, we can not use this characterization to study realistic congested
networks. An alternative consists in working with the dual formulation which
is
inf
tε∈R#E
ε
+
∑
(x,e)∈Eε
Hε(x, e, tε(x, e))−
∑
(x,y)∈Nε2
γε(x, y)T ε
tε
(x, y), (2.5)
where tε ∈ R#Eε+ should be understood as tε = (tε(x, e))(x,e)∈Eε , Hε(x, e, .) :=
(Gε(x, e, .))∗ is the Legendre transform of Gε(x, e, .) that is
Hε(x, e, t) := sup
m≥0
{mt−Gε(x, e,m)}, ∀t ∈ R+
and T ε
tε
is the minimal length functional:
T ε
tε(x, y) = min
σ∈Cεx,y
∑
(x,e)⊂σ
tε(x, e).
The complexity of (2.5) seems better since we only have #Eε = O(ε−d) nodes
variables. However an important disadvantage appears in the dual formulation.
The term T ε
tε
is nonsmooth, nonlocal and we might have difficulties to optimize
that. Nevertheless we will see that we may pass to a continuous limit which will
simplify the structure since we can then use the Hamilton-Jacobi theory.
3 The Γ-convergence result
3.1 Assumptions
We obviously have to make some structural assumptions on the ε-dependence of
the networks and the data to be able to pass to a continuous limit in the Wardrop
equilibrium problem. To understand all these assumptions, we will illustrate
with some examples. Here, we will consider the cases of regular decomposition
(cartesian, triangular and hexagonal, see Figure 1) for d = 2. In these models,
all the arcs in Ωε have the same length that is ε. We will introduce some
notations and to refer to a specific example, we will simply add the letters c (for
the cartesian case), t (for the triangular one) and h (for the hexagonal one).
The first assumption concerns the length of the arcs in the networks.
Assumption 1. There exists a constant C > 0 such that for every ε > 0, (x, e) ∈
Eε, we have Cε ≤ |e| ≤ ε.
More generally we denote by C a generic constant that does not depend on
the scale parameter ε.
The following assumption is on the discrete network Ωε, ε > 0. Roughly
speaking, the arcs of Ωε define a bounded polyhedron (still denoted by Ωε by
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Figure 1: An example of domain in 2d-hexagonal model
abuse of notations) that is an approximation of Ω. Ωε is the union of cells -
or polytopes - (V εi ). Each V
ε
i is itself the union of subcells - or facets - (F
ε
i,k).
More precisely, we have:
Assumption 2. Up to a subsequence, Ωε ⊂ Ωε′ for ε > ε′ > 0 and Ω =⋃
ε>0Ωε. For ε > 0, we have
Ωε =
⋃
i∈Iε
V εi , I
ε is finite.
There exists S ∈ N and si ≤ S such that for every ε > 0 and i ∈ Iε, V εi =
Conv(xεi,1, . . . , x
ε
i,si
) where for j = 1, . . . , si − 1, xεi,j is a neighbor of xεi,j+1 and
xεi,si is a neighbor of x
ε
i,1 in Ωε. Its interior V˚
ε
i contains no arc ∈ Eε. For
i 6= j, V εi ∩ V εj = ∅ or exactly a facet (of dimension ≤ d− 1). Let us denote Xεi
the isobarycenter of all nodes xεi,k contained in V
ε
i . For i ∈ Iε, we have
V εi =
⋃
j∈Iεi
F εi,j with I
ε
i finite.
For j ∈ Iεi , F εi,j = Conv(Xεi , xεi,j1 , . . . , xεi,jd) with these (d + 1) points that are
affinely independent. For every k 6= l, F εi,k ∩F εi,l is a facet of dimension ≤ d−1,
containing Xεi . There exists a constant C > 0 independent of ε such that for
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every i ∈ Iε and j ∈ Iεi , the volume of V εi and F εi,j satisfy
1
C
εd < |F εi,j | ≤ |V εi | < Cεd.
The estimate on the volumes implies another estimate: for every i ∈ Iε and
k = 1, . . . , si, we have
1
C
ε < dist(Xεi , x
ε
i,k) < Cε (3.1)
(the constant C is not necessarily the same). This hypothesis will in particular
allow us to make possible a discretization of Morrey’s theorem and then to prove
Lemma 4.2. It is a non trivial extension of what is happening in dimension 2.
Figure 2 shows an illustration of Assumption 2 in the cartesian case.
x1
• x2•
x3
•x4 •
V ε
F ε1
F ε2F
ε
4
F ε3
X
•
Ω
Ωε
Figure 2: An illustration of Assumption 2 in the cartesian case for d = 2.
We must also impose some technical assumptions on Nε and Eε.
Assumption 3. There exists N ∈ N, D = {vk}k=1,...,N ∈ C0,α(Rd, Sd−1)N and
{ck}k=1,...,N ∈ C1(Ω,R∗+)N with α > d/p such that Eε weakly converges in the
sense that
lim
ε→0+
∑
(x,e)∈Eε
|e|dϕ
(
x,
e
|e|
)
=
∫
Ω×Sd−1
ϕ(x, v) θ(dx, dv), ∀ϕ ∈ C(Ω× Sd−1),
7
where θ ∈M+(Ω× Sd−1) is of the form
θ(dx, dv) =
N∑
k=1
ck(x)δvk(x)dx.
The vk’s are the possible directions in the continuous model. We have to
keep in mind that for every x ∈ Rd, the vk(x) are not necessarily pairwise
distinct. The requirement vk ∈ C0,α(Rd) with α > d/p is technical and will in
particular be useful to prove Lemma 4.3. In our examples, the sets of directions
are constant and we have
Dc = {vc1 = (1, 0), vc2 = (0, 1), vc3 = (−1, 0), vc4 = (0,−1)},
Dt = Dh = {vtk = eiπ/6 · eiπ(k−1)/3}k=1,...,6.
The ck’s are the volume coefficients. In our examples, they are constant and
do not depend on k:
cc = 1, ct =
2√
3
and ch =
2
3
√
3
.
We notice that the cl’s are different. Indeed, a square whose side length is ε
does not have the same area as a hexagon whose side length is ε. The next
assumption imposes another condition on the directions vk’s.
Assumption 4. There exists a constant C > 0 such that for every (x, z, ξ) ∈
Rd × Sd−1 × RN+ , there exists Z¯ ∈ RN+ such that |Z¯| ≤ C and
Z¯ · ξ = min{Z · ξ;Z = (z1, . . . , zN ) ∈ RN+ and
N∑
k=1
zkvk(x) = z}. (3.2)
This means that the family {vk} is positively generating and that for every
(x, z) ∈ Rd× ∈ Rd, a conical decomposition of z, not too large compared to z,
is always possible in the family D(x). In the cartesian case, for all z ∈ R2, we
have an unique conical decomposition of z in Dc while in the other examples, we
always have the existence but not the uniqueness. The existence of a controlled
minimizer allows us to keep some control over ”the” decomposition of z ∈ Rd
in the family of directions. We now see a counterexample that looks like the
cartesian case. We take N = 4, d = 2, v1 = (1, 0), v3 = (−1, 0) and v4 = (0, 1)
(these directions are constant). We assume that there exists x0 in Ω such that
v2(x) → −v4 = (0, 1) as x → x0 and v21(x) > 0 for x 6= x0 where v2(x) =
(v21(x), v22(x)). Then for every z = (z1, z2) ∈ R2 such that z1 > 0, we can
write z = λ2(x)v2(x) + λ4(x)v4(x) for x close enough to x0 with
λ2(x) =
z1
v21(x)
and λ4(x) = z1
v22(x)
v21(x)
− z2.
Then λ2(x) and λ4(x) → +∞ as x → x0. For ξ = (1, 0, 1, 0), the value of
(3.2) always is zero but the only decomposition that solves the problem is not
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controlled. This example shows that the existence of a controlled decomposition
does not imply that the minimal decomposition is controlled. However this
assumption is still natural since we want to control the flow on each arc in order
to minimize the transport cost.
Assumption 5. Up to a subsequence, Eε may be partitioned as Eε =
⊔N
k=1 E
ε
k
such that for every k = 1, . . . , N, one has
lim
ε→0+
∑
(x,e)∈Eεk
|e|dϕ
(
x,
e
|e|
)
=
∫
Ω
ck(x)ϕ(x, vk(x)) dx, ∀ϕ ∈ C(Ω× Sd−1,R).
(3.3)
and for every (x, e) ∈ Eεk, ∣∣∣∣ e|e| − vk(x)
∣∣∣∣ = O(1). (3.4)
This hypothesis is natural. Indeed, for every x ∈ Ω the condition ck(x) >
0 implies that for ε > 0 small enough, there exists an arc (y, e) in Eε such
that y is near x and e/|e| close to vk(x). We will use it particularly to prove
Lemma 4.4. The next assumption is more technical and will specifically serve
to apply Lemma 4.3.
Assumption 6. For ε > 0, there exists d (finite) sets of paths Cε1 , . . . , C
ε
d
and d linearly independent functions e1, . . . , ed : Ω → Rd such that for every
x ∈ Ω, i = 1, . . . , d, ei(x) =
∑
k α
i
kck(x)vk(x) where for k = 1, . . . , N , α
i
k is
constant and equal to 0 or 1 so that for i = 1, . . . , d, we have⋃
σ∈Cεi
{(x, e) ⊂ σ} = {(x, e) ∈ Eε/∃k ∈ {1, . . . , N}, αik = 1 and (x, e) ∈ Eεk}.
For every (σ, σ′) ∈ Cεi × Cεi , if σ 6= σ′ then σ ∩ σ′ = ∅. We assume
max
σ=(y0,...,yL(σ))∈C
ε
i
(dist(y0, ∂Ω), dist(yL(σ), ∂Ω))→ 0 as ε→ 0.
and
||yk+1 − yk|d−1 − |yk − yk−1|d−1| = O(εd)
for σ = (y0, . . . , yL(σ)) ∈ Cεi and k = 2, . . . , L(σ)− 1.
Formally speaking, it means that we partition points into a set of disjoint
paths whose extremities tend to the boundary of Ω and such that we may do
a change of variables for the derivates. For ϕ a regular function, ∇ϕ then
becomes (∂e1ϕ, . . . , ∂edϕ). Note that the condition on the modules is a sort of
volume element in spherical coordinates, dV being approximately rd−1dr. In
our examples, this requirement is trivial since arcs length is always equal to ε in
Ωε. It will allow us to prove some statements on functions. More specifically, we
will need to show that some functions have (Sobolev) regularity properties. For
this purpose, it will be simpler to use these ei. In the cartesian case (d = 2), we
9
σ1,3
σ1,2
σ1,1
σ1,4
σ1,5
σ2,1
σ2,2
σ2,3
σ2,4
σ2,5
Ω
σ1,1, . . . , σ1,5 ∈ Cε1
σ2,1, . . . , σ2,5 ∈ Cε2
Figure 3: An illustration of Assumption 5 in the hexagonal case for d = 2
can simply take ec1 = vc1 and ec2 = vc2 and in the triangular one, we can write
et1 = ctvt1 and et2 = ctvt2 . In the hexagonal case, we can for instance define
eh1 = ch(vh1 + vh2) and eh2 = ch(vh2 + vh3). This last example is illustrated
by Figure 3 (with Ω being a circle). We can notice that some arcs are in paths
σ ∈ Cε1 and σ′ ∈ Cε2 .
All these structural hypothesis on Ωε are satisfied in our three classical exam-
ples. The cartesian one is the most obvious and the hexagonal one is a subcase
of the triangular one. The following assumption is on the transport plan.
Assumption 7. (ε
d
2−1γε)ε>0 weakly star converges to a finite nonnegative mea-
sure γ on Ω× Ω in the sense that the family of discrete measures∑
(x,y)∈Nε×Nε ε
d
2−1γε(x, y)δ(x,y) weakly star converges to γ:
lim
ε→0+
∑
(x,y)∈Nε2
ε
d
2−1γε(x, y)ϕ(x, y) =
∫
Ω×Ω
ϕ dγ; ∀ϕ ∈ C(Ω× Ω). (3.5)
The next assumption focuses on the congestion functions gε.
Assumption 8. gε is of the form
gε(x, e,m) = |e|d/2g
(
x,
e
|e| ,
m
|e|d/2
)
, ∀ε > 0, (x, e) ∈ Eε,m ≥ 0 (3.6)
where g : Ω× Sd−1 × R+ 7→ R is a given continuous, nonnegative function that
is increasing in its last variable.
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We then have
Gε(x, e,m) = |e|dG
(
x,
e
|e| ,
m
|e|d/2
)
where G(x, v,m) :=
∫ m
0
g(x, v, α)dα
and
Hε(x, e, t) = |e|dH
(
x,
e
|e| ,
t
|e|d/2
)
where H(x, v, ·) = (G(x, v, ·))⋆
i.e. for every ξ ∈ R+ :
H
(
x,
e
|e| , ξ
)
= sup
m∈R+
{
mξ −G
(
x,
e
|e| ,m
)}
.
For every (x, v) ∈ Ω× Sd−1, H(x, v, ·) is actually strictly convex since G(x, v, ·)
is C1 (thanks to Assumption 8). Note that in the case d = 2, we have
gε(x, e,m) = |e|g
(
x, e,
m
|e|
)
for all ε > 0, (x, e) ∈ Eε,m ≥ 0.
It is natural and means that the traveling time on an arc of length |e| is of order
|e| and depends on the flow per unit of length i.e. m/|e|. For the general case,
we have extended this assumption. The exponent d/2 is not very natural, it
does not represent a physical phenomenon but it allows us to obtain the same
relation between G and H , that means, H(x, e, ·) is the Legendre transform of
G(x, e, ·). Moreover, we may approach some integrals by sums. We can also
note that there is actually no ε-dependence on the gε.
We also add assumptions on H :
Assumption 9. H is continuous with respect to the first two arguments and
there exists p > d and two constants 0 < λ ≤ Λ such that for every (x, v, ξ) ∈
Ω× Sd−1 × R+ one has
λ(ξp − 1) ≤ H(x, v, ξ) ≤ Λ(ξp + 1). (3.7)
The p-growth is natural since we want to work in Lp in the continuous limit.
The condition p > d has a technical reason, that will allow us to use Morrey’s
inequality. That will be crucial to pass to the limit in the nonlocal term that
contains T ε
tε
.
3.2 The limit functional
In view of the previous paragraph and in particular Assumption 8, it is natural
to rescale the arc-times tε by defining new variables
ξε(x, e) =
tε(x, e)
|e|d/2 for all (x, e) ∈ E
ε, (3.8)
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i.e. for every (x, e) ∈ Eε,
ξε(x, e) =
gε(x, e,mε(x, e))
|e|d/2 = g
(
x,
e
|e| ,
mε(x, e)
|e|d/2
)
.
Then rewrite the formula (2.5) in terms of ξε as:
inf
ξε∈R#E
ε
+
Jε(ξε) := Iε0 (ξ
ε)− Iε1(ξε) (3.9)
where
Iε0(ξ
ε) :=
∑
(x,e)∈Eε
|e|dH
(
x,
e
|e| , ξ
ε(x, e)
)
(3.10)
and
Iε1(ξ
ε) :=
∑
(x,y)∈Nε2
γε(x, y)
 min
σ∈Cεx,y
∑
(z,e)⊂σ
|e|d/2ξε(z, e)
 . (3.11)
In view of Assumption 9, let us denote
Lp+(θ) := {ξ ∈ Lp(Ω× Sd−1, θ), ξ ≥ 0}.
It is natural to introduce
I0(ξ) :=
∫
Ω×Sd−1
H(x, v, ξ(x, v))θ(dx, dv), ∀ξ ∈ Lp+(θ), (3.12)
as the continuous limit of Iε0 . It is more involved to find the term that plays the
same role as Iε1 since we must define some integrals on paths. First rearrange the
second term (3.11), that is, as an integral. Let ξε ∈ R#Eε+ , (x, y) ∈ Nε×Nε and
σ ∈ Cεx,y, σ = (x0, ..., xL(σ)). Let us extend σ on [0, L(σ)] in a piecewise affine
function by defining σ(t) = σ(k)+ (t−k)(σ(k+1)−σ(k)) and ξε in a piecewise
constant function : ξε(σ(t), σ˙(t)) = ξε(σ(k), σ(k + 1)− σ(k)) for t ∈ [k, k + 1].
For every (x, e) ∈ Eε we call Ψε(x, e) the ”canonical” decomposition of e on
D(x). More precisely, recalling Assumption 5, for (x, e) ∈ Eε, there exists
k(x,e) ∈ {1, . . . , N} such that (x, e) ∈ Eεk(x,e) and then we set
Ψε(x, e) = (0, . . . , |e|
k(x,e)th coordinate
, . . . , 0) ∈ RN .
For σ ∈ Cε and t ∈ [k, k+1[, we write Ψε(σ(t), σ˙(t)) = Ψε(σ(k), σ(k+1)−σ(k)).
Let us also define a function ξε as follows:
ξε(x) =
∑
e/(x,e)∈Eε
ξε(x, e)
|e| Ψ
ε(x, e) for x ∈ Nε.
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Let us extend ξε in a piecewise constant function on the arcs of Eε: let y ∈ Ω
such that there exists (x, e) ∈ Eε with y ∈ (x, e), then we define
ξε(y) =
∑
(x,e)∈Eε/y∈(x,e)
ξε(x, e)
|e| Ψ
ε(x, e).
This definition is consistent since the arcs that appear in the sum are in some
different Eεk. By abuse of notations, we continue to write σ, ξ
ε and ξε for these
new functions. Thus we have
∑
(x,e)⊂σ
|e|ξε(x, e) =
L(σ)−1∑
k=0
|σ(k + 1)− σ(k)|ξε(σ(k), σ(k + 1)− σ(k))
=
L(σ)−1∑
k=0
Ψε(σ(k), σ(k + 1)− σ(k)) · ξε(σ(k))
=
∫ L(σ)
0
Ψε(σ(t), σ˙(t)) · ξε(σ(t))dt.
We then get
min
σ∈Cεx,y
∑
(x,e)⊂σ
|e|ξε(x, e) = inf
σ∈Cεx,y
∫ L(σ)
0
Ψε(σ(t), σ˙(t)) · ξε(σ(t))dt
= inf
σ∈Cεx,y
∫ 1
0
Ψε(σ˜(t), ˙˜σ(t)) · ξε(σ˜(t))dt
where σ˜ : [0, 1]→ Ω is the reparameterization of σ˜(t) = σ(L(σ)t), t ∈ [0, 1]. For
every x ∈ Ω, z ∈ Rd let us define
Azx =
{
Z ∈ RN+ , Z = (z1, ..., zN )/
N∑
k=1
zkvk(x) = z
}
.
Then for every ξ ∈ C(Ω× Sd−1,R+), define
cξ(x, y) = inf
σ∈Cx,y
{∫ 1
0
inf
X∈A
σ˙(t)
σ(t)
(
N∑
k=1
xkξ(σ(t), vk(σ(t)))
)
dt
}
= inf
σ∈Cx,y
inf
ρ∈Pσ
∫ 1
0
(
N∑
k=1
ξ(σ(t), vk(σ(t))) ρk(t)
)
dt
= inf
σ∈Cx,y
inf
ρ∈Pσ
Lξ(σ, ρ),
where
Pσ =
{
ρ : t ∈ [0, 1]→ ρ(t) ∈ RN+/σ˙(t) =
N∑
k=1
vk(σ(t)) ρk(t) a.e. t
}
,
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Lξ(σ, ρ) =
∫ 1
0
(
N∑
k=1
ξ(σ(t), vk(σ(t))) ρk(t)
)
dt
and Cx,y is the set of absolutely continuous curves σ with values in Ω and such
that σ(0) = x and σ(1) = y. For every x ∈ Ω and z ∈ Rd, there is no a priori
uniqueness of the decomposition of z in the family {vk(x)}k so that we have to
take the infimum over all possible decompositions. The definition of Pσ takes
in account this constraint. For every ρ ∈ Pσ and t ∈ [0, 1] the terms ρk(t) are
the weights of σ˙(t) in the family {vk(σ(t)}. (σ, ρ) is a sort of generalized curve.
It will allow us to distinguish between different limiting behaviors. A simple
example is the following approximations, ε > 0 :
ε
It is the same curve σ in both case but the ρ are different. Indeed, in the
left case, we have only one direction that is (1, 0), it is a line. In the right one,
we have two directions that tend to (0, 1) and (0,−1) as ε tends to 0, these are
oscillations.
Now, our aim is to extend the definition of cξ to the case where ξ is only
Lp+(θ). We will strongly generalize the method used in [8] to the case of gener-
alized curves. First, let us notice that we may write cξ in another form:
cξ(x, y) = inf
σ∈Cx,y
L˜ξ(σ) for ξ ∈ C(Ω× Sd−1,R+),
where
L˜ξ(σ) =
∫ 1
0
Φξ(σ(t), σ˙(t)) dt (3.13)
with for all x ∈ Ω and y ∈ Rd, Φξ(x, y) being defined as follows:
Φξ(x, y) = inf
Y ∈RN+
{
N∑
k=1
ykξ(x, vk(x)) : Y = (y1, · · · , yN ) ∈ Ayx
}
= inf
Y ∈Ayx
Y · ξ(x),
where ξ(x) = (ξ(x, v1(x)), . . . , ξ(x, vN (x))).
The next lemma shows that Φξ defines a sort of Finsler metric. It is an
anisotropic model but Φξ is not even and so cξ is not symmetric. Moreover
cξ is not necessarily positive between two different points so that cξ is not a
distance. However Φξ(x, ·) looks like a norm that depends on the point x ∈ Ω.
Its unit ball is a polyhedron in Rd that changes with x. Formally speaking, the
minimizing element Y = (y1, . . . , yN ) represents the coefficients for the ”Finsler
distance” cξ.
Lemma 3.1. Let ξ ∈ C(Ω× Sd−1,R+). Then one has:
1. The function Φξ is a minimum and continuous.
14
2. For all x ∈ Ω, Φξ(x, ·) is homogeneous of degree 1 and convex.
3. If {ξn} is a sequence in C(Ω × Sd−1,R+) and x ∈ Ω such that {ξn(x)}
converges to ξ(x) then {Φξn(x, y)} converges to Φξ(x, y) for all y ∈ Rd.
The proof is left to the reader.
Due to Lemma 3.1, we may reformulate (3.13) :
L˜ξ(σ) =
∫ 1
0
Φξ(σ(t), σ˙(t)) dt =
∫ 1
0
|σ˙(t)|Φξ
(
σ(t),
σ˙(t)
|σ˙(t)|
)
dt.
The following lemma gives a Ho¨lder estimate for cξ and extends Proposition 3.2
in [8].
Lemma 3.2. There exists a nonnegative constant C such that for every ξ ∈
C(Ω× Sd−1,R+) and every (x1, x2, y1, y2) ∈ Ω4, one has
|cξ(x1, y1)− cξ(x2, y2)| ≤ C‖ξ‖Lp(θ)(|x1 − x2|β + |y1 − y2|β), (3.14)
where β = 1 − d/p. So if (ξn)n ∈ C(Ω × Sd−1,R+)N is bounded in Lp(θ), then
(cξn)n admits a subsequence that converges in C(Ω× Ω,R+).
For every ξ ∈ Lp+(θ), let us define
cξ(x, y) = sup{c(x, y) : c ∈ A(ξ)}, ∀(x, y) ∈ Ω× Ω (3.15)
where
A(ξ) = {lim
n
cξn in C(Ω× Ω) : (ξn)n ∈ C(Ω× Sd−1,R+)N, ξn → ξ in Lp(θ)}.
We will justify in the next section that for every ξ ∈ Lp+(θ), the continuous
limit functional is
J(ξ) := I0(ξ)− I1(ξ) =
∫
Ω×Sd−1
H(x, v, ξ(x, v))θ(dx, dv) −
∫
Ω×Ω
cξdγ. (3.16)
The two following lemmas are generalizations of Lemmas 3.4 and 3.5 in [8]:
Lemma 3.3. If ξ ∈ Lp+(θ) then there exists a sequence (ξn)n in C(Ω×Sd−1,R+)
such that cξn converges to cξ in C(Ω× Ω) as n→∞.
Lemma 3.4. If ξ ∈ C(Ω× Sd−1,R+) then cξ = cξ.
3.3 The Γ-convergence result
We will prove that the problem (3.16) is the continuous limit of the discrete prob-
lems (3.9) in the Γ-convergence sense. The Γ-convergence theory is a powerful
tool to study the convergence of variational problems (convergence of values but
also of minimizers) depending on a parameter. Here we want to study problems
depending on a scale parameter (which is ε), it is particularly well suited. Ref-
erences for the general theory of Γ-theory and many applications are the books
of Dal Maso [10] and Braides [5].
First let us define weak Lp convergence of a discrete family ξε ∈ R#Eε+ .
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Definition 3.1. For ε > 0, let ξε ∈ R#Eε+ and ξ ∈ Lp+(θ), then ξε is said to
weakly converge to ξ in Lp (ξε → ξ) if :
1. There exists a constant M > 0 such that ∀ε > 0, one has
‖ξε‖ε,p :=
 ∑
(x,e)∈Eε
|e|dξε(x, e)p
1/p ≤M,
2. For every ϕ ∈ C(Ω× Sd−1,R), one has
lim
ε→0+
∑
(x,e)∈Eε
|e|dϕ
(
x,
e
|e|
)
ξε(x, e) =
∫
Ω×Sd−1
ϕ(x, v)ξ(x, v)θ(dx, dv).
Definition 3.2. For ε > 0, let F ε : R#E
ε
+ → R ∪ {+∞} and F : Lp+(θ) →
R ∪ {+∞}, then the family of functionals (F ε)ε is said to Γ-converge (for the
weak Lp topology) to F if and only if the following two conditions are satisfied:
1. (Γ-liminf inequality) ∀ξ ∈ Lp+(θ), ξε ∈ R#E
ε
+ such that ξ
ε → ξ, one has
lim inf
ε→0+
F ε(ξε) ≥ F (ξ),
2. (Γ-limsup inequality) ∀ξ ∈ Lp+(θ), there exists ξε ∈ R#E
ε
+ such that ξ
ε → ξ
and
lim sup
ε→0+
F ε(ξε) ≤ F (ξ),
Now, we can state our main result, whose complete proof will be performed
in the next section:
Theorem 3.1. Under all previous assumptions, the family of functionals (Jε)ε Γ-
converges (for the weak Lp topology) to the functional J defined by (3.16).
Classical arguments from general Γ-convergence theory allow us to have the
following convergence result :
Corollary 3.1. Under all previous assumptions, the problems (3.9) for all ε > 0
and (3.16) admit solutions and one has:
min
ξε∈R#E
ε
+
Jε(ξε)→ min
ξ∈Lp+(θ)
J(ξ).
Moreover, if for any ε > 0, ξε is the solution of the minimization problem (3.9)
then ξε → ξ where ξ is the minimizer of J over Lp+(θ).
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Proof. First, due to (3.7) we have
Iε0 (ξ
ε) ≥ λ
∑
(x,e)∈Eε
|e|d (ξε(x, e)p − 1)
= λ‖ξε‖pε,p − λ
∑
|e|d
≥ λ‖ξε‖pε,p − C,
since from Assumption 5 it follows that
∑
(x,e)∈Eε
|e|d →
∫
Ω×Sd−1
θ(dx, dv) =
N∑
k=1
∫
Ω
ci(x) dx = C.
To estimate the other term Iε1 (ξ
ε), let us write
cε(x, y) = min
σ∈Cεx,y
∑
(z,e)⊂σ
|e|ξε(z, e).
∀x0 ∈ Nε, ∀x, y ∈ Nε two neighboring nodes, we have
|cε(x0, x)− cε(x0, y)| ≤ max
e/(x,e)∈Eε
|e|ξε(x, e)
≤ ε max
e/(x,e)∈Eε
ξε(x, e).
Then thanks to Lemma 4.2, we have for every x, y ∈ Nε,
|cε(x0, x)− cε(x0, y)| ≤ C
∥∥∥∥ maxe/(·,e)∈Eε ξε(·, e)
∥∥∥∥
ε,p
,
hence with x0 = x
cε(x, y) ≤ C
∥∥∥∥ maxe/(·,e)∈Eε ξε(·, e)
∥∥∥∥
ε,p
≤ C‖ξε‖ε,p
so that recalling (3.11), we have
|Iε1(ξε)| ≤ C‖ξε‖ε,p
∑
x,y∈Nε
εd/2−1γε(x, y) ≤ C‖ξε‖ε,p,
because it follows from Assumption 7 that∑
x,y∈Nε
εd/2−1γε(x, y)→
∫
Ω×Ω
dγ as ε→ 0+.
In particular, we get the equi-coercivity estimate
Jε(ξε) ≥ C(‖ξε‖pε,p − ‖ξε‖ε,p − 1).
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Since Jε is continuous on R#E
ε
+ , this proves that the infimum of J
ε over R#E
ε
+
is attained at some ξε and also that ‖ξε‖ε,p is bounded, in particular, we can
define for ε > 0 the following Radon measure Mε :
〈Mε, ϕ〉 :=
∑
(x,e)∈Eε
|e|dϕ
(
x,
e
|e|
)
ξε(x, e), ∀ϕ ∈ C(Ω× Sd−1,R).
Due to Ho¨lder inequality we have for every ε > 0 and ϕ ∈ C(Ω× Sd−1,R),
|〈Mε, ϕ〉| ≤ C‖ϕ‖ε,q (3.17)
where q = p/(p− 1) is the conjugate exponent of p and the semi-norm ‖.‖ε,q is
defined by:
‖ϕ‖ε,q :=
 ∑
(x,e)∈Eε
|e|dϕ
(
x,
e
|e|
)q1/q .
Because of Assumption 3 there is a nonnegative constant C such that ‖ϕ‖ε,q ≤
C‖ϕ‖∞ for every ϕ ∈ C(Ω × Sd−1,R). We deduce from (3.17) and Banach-
Alaoglu’s theorem that there exists a subsequence (still denoted by Mε) and a
Radon measure M over Ω × Sd−1 with values in R to which Mε weakly star
converges. Moreover, due to (3.17) and Assumption 3, we have for every ϕ ∈
C(Ω× Sd−1,R)
|〈M,ϕ〉| ≤ C lim
ε→0+
‖ϕ‖ε,q = C‖ϕ‖Lq(θ)
which proves that M in fact admits an Lp(θ)-representative denoted by ξ. ξ ∈
Lp+(θ) (componentwise nonnegativity is stable under weak convergence) and
ξε → ξ in the sense of definition 3.1. We still have to prove that ξ minimizes J
over Lp+(θ). First from the Γ-liminf inequality we find that
J(ξ) ≤ lim inf
ε→0+
Jε(ξε) = lim inf
ε→0+
min
ξε∈R#E
ε
+
Jε(ξε).
Let ζ ∈ Lp+(θ), we know from the Γ-limsup inequality that there exists a se-
quence (ζε)ε ∈ R#E
ε
+ such that ζ
ε → ζ in the sense of definition 3.1 and that
lim sup
ε→0+
Jε(ζε) ≤ J(ζ).
Since ξε minimizes Jε we have that
J(ξ) ≤ lim inf
ε→0+
Jε(ξε) ≤ lim sup
ε→0+
Jε(ξε) ≤ lim sup
ε→0+
Jε(ζε) ≤ J(ζ).
We can then deduce that ξ minimizes J over Lp+(θ) and we have also proved
the existence of a minimizer to the limit problem. We also have that
min
Lp+(θ)
J ≤ lim inf
ε→0+
min
ξε∈R#E
ε
+
Jε(ξε) ≤ lim sup
ε→0+
min
ξε∈R#E
ε
+
Jε(ξε) ≤ J(ζ), ∀ζ ∈ Lp+(θ)
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which provides the convergence of the values of the discrete minimization prob-
lems to the value of the continuous one. Furthermore we have convergence of
the whole family ξε and not only of a subsequence by the uniqueness of the min-
imizer ξ of J over Lp+(θ) since J (and in particular I0, due to Assumption 8) is
strictly convex.
4 Proof of the theorem
4.1 The Γ-liminf inequality
For ε > 0, let ξε ∈ R#Eε+ and ξ ∈ Lp+(θ) such that ξε → ξ (in the sense of
definition 3.1). In this subsection, we want to prove that
lim inf
ε→0+
Jε(ξε) ≥ J(ξ). (4.1)
We need some lemmas to establish this inequality. The first one concerns
the terms Iε0 and I0.
Lemma 4.1. One has
lim inf
ε→0+
Iε0 (ξ
ε) ≥ I0(ξ).
The proof is similar to that of Lemma 4.2 in [2]. Now we need the following
discrete version of Morrey’s inequality to have information about the nonlocal
term.
Lemma 4.2. Let θε ∈ R#Nε+ and ϕε ∈ R#N
ε
+ such that
|ϕε(x)− ϕε(y)| ≤ εθε(x), for every x ∈ Nε and every y neighbor of x, (4.2)
then there exists a constant C such that for every (x, y) ∈ Eε × Eε, one has
|ϕε(x)− ϕε(y)| ≤ C‖θε‖ε,p(|x1 − y1|+ |x2 − y2|)β
where β = 1− d/p and
‖θε‖ε,p =
(
εd
∑
x∈Nε
θε(x)p
)1/p
.
Proof. The idea is to linearly interpolate ϕε in order to have a function in
W 1,p(Ω) and then to apply Morrey’s inequality. By recalling Assumption 2,
let V ε = Conv(xε1, ..., x
ε
L) a polytope in the discrete network Ωε where for k =
1, . . . , L, xεk is an neighbor of x
ε
k+1 in N
ε, the indices being taken modulo L.
Let us denote Xε the isobarycenter of all these nodes (it is in the interior of V ε
by assumption) and let us define
ϕε(Xε) =
L∑
k=1
ϕε(xεk)
L
.
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Let {F εj } denote the subpolytopes given by Assumption 2 for V ε with F εj =
Conv(Xε, Xεj1 , . . . , X
ε
jd
) and these (d+ 1) points that are linearly independent.
Then for every x in V ε, there exists j such that x ∈ F εj . x is a conical combi-
nation of Xε, Xεj1 , . . . , X
ε
jd
. There exists some unique nonnegative coefficients
λ, λ1, . . . , λd ≥ 0 such that x = λXε +
∑d
i=1 λiX
ε
jd
. We set
ϕε(x) = λϕ(Xε) +
d∑
i=1
λiϕ
(
Xεjd
)
. (4.3)
We still denote this interpolation by ϕε. We then have ϕε ∈ W 1,p(Ω) with
‖∇ϕε‖p ≤ C‖θε‖ε,p (computing ∇ϕε is technical and we detail it below). We
conclude thanks to Morrey’s inequality.
Computing ∇ϕε:
We take the notations used in the above proof but we remove the ε-dependence
for the sake of simplicity. Taking into account the construction of ϕε, we will
compute ∇ϕε on a subpolytope F = Conv(X,X1, ..., Xd) of V where X is the
isobarycenter of all nodes xk in V
ε and X,X1, . . . , Xd are linearly independent.
We rearrange the xk’s such that xk is a neighbor of xk+1. Let H be the affine
hyperplane
H =
〈(
X
ϕε(X)
)
,
(
X1
ϕε(X1)
)
, . . . ,
(
Xd
ϕε(Xd)
)〉
i.e. the affine subspace containing (X,ϕε(X)) and directed by the vector space
generated by the vectors (X1 − X,ϕε(X1) − ϕε(X)), . . . , (Xd − X,ϕε(Xd) −
ϕε(X)). It is a hyperplane since the points X,X1, . . . , Xd are linearly in-
dependent. Then there exists some constants a0, . . . , ad+1 such that H =
{(z1, . . . , zd+1) ∈ Rd+1; a1z1+ · · ·+ad+1zd+1+a0 = 0} with ad+1 6= 0 (otherwise
X,X1, . . . , Xd would not be independent). The normal vector to the hyperplane
is ~n = (a1, . . . , ad+1) and
∇ϕε =
 −a1/ad+1...
−ad/ad+1
 .
Without loss of generality we assumeX = 0, X1 = (y1, 0), X2 = (y
2
1 , y2, 0), . . . , Xd =
(yd1 , . . . , y
d
d−1, yd), with y1, . . . , yd 6= 0. Then we have for k = 1, . . . , d(
Xk −X
ϕε(Xk)− ϕε(X)
)
· ~n = 0 =
∑
i<k
aiy
k
i + akxk + ad+1(ϕ
ε(Xk)− ϕε(X)),
i.e.
− ak
ad+1
=
∑
i<k
ai
ad+1
yki
yd
+
ϕε(Xk)− ϕε(X)
yk
. (4.4)
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We must now find an estimate on each of these terms. First for k = 1, . . . , d,
there exists ik ∈ {1, . . . , L} such that Xk = xik and it follows from (4.2) that
we have
|ϕε(Xk)− ϕε(X)| =
∣∣∣∣∣
L∑
l=1
L− l + 1
L
(ϕε(xl+ik−1))− ϕε(xl+ik ))
∣∣∣∣∣
≤ ε
L∑
l=1
θε(xl)
with the indices taken modulo L. Moreover, due to (3.1), for k = 1, . . . , d and
i < k, we have |yki | ≤ |X − Xk| ≤ Cε. Taking into account the fact that the
Xk’s are linearly independent, we get |yk| ≥ Cε. Then from (4.4) it follows for
k = 1, . . . , d ∣∣∣∣ akad+1
∣∣∣∣ ≤ C∑
i<k
∣∣∣∣ aiad+1
∣∣∣∣+ C L∑
l=1
θε(xl). (4.5)
We finally obtain by an induction on k that∣∣∣∣ akad+1
∣∣∣∣ ≤ C L∑
l=1
θε(xl)
so that due to (4.3), |∇ϕε(x)| ≤ C∑Ll=1 θε(xl) for every x in the subpolytope
F . We finally conclude with Assumption 2 that
‖∇ϕε‖p ≤ C‖θε‖ε,p,
which completes the proof.
The discretization of the Morrey inequality is crucial since we may now
extend cε on Ω× Ω. For every (x, y) ∈ Nε ×Nε, we define
cε(x, y) = min
σ∈Cεx,y
∑
(z,e)⊂σ
|e|ξε(z, e) = inf
σ∈Cεx,y
∫ 1
0
Ψε(σ˜(t), ˙˜σ(t)) · ξε(σ˜(t))dt. (4.6)
By definition, if x0 ∈ Ωε and x and y neighbors in Ωε, we have
cε(x0, x) ≤ cε(x0, y) + ε max
e/(y,e)∈Eε
ξε(y, e).
Since ‖ξε‖ε,p is bounded, we deduce from Lemma 4.2 that there exists a constant
C such that for every ε > 0 we have
|cε(x, y) − cε(x0, y0)| ≤ C(|x− x0|β + |y − y0|β), ∀ (x, y, x0, y0) ∈ Nε4.
We can then extend cε to the whole Ω×Ω (we still denote by cε this extension)
by
cε(x, y) := sup
(x0,y0)∈Ωε×Ωε
{cε(x0, y0)−C(|x− x0|β + |y− y0|β)}, ∀ (x, y) ∈ Ω×Ω.
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By construction, cε still satisfy the uniform Ho¨lder estimate on the whole Ω×Ω
and since cε vanishes on the diagonal of Ω × Ω, it follows from Arzela-Ascoli
theorem that the family (cε)ε is relatively compact in C(Ω × Ω). Up to a
subsequence, we may therefore assume that there is some c ∈ C(Ω × Ω) such
that
cε → c in C(Ω× Ω) and c(x, x) = 0 for every x ∈ Ω. (4.7)
From Assumption 7 it may be concluded that
Iε1 (ξ
ε) ≤
∑
(x,y)∈Nε×Nε
ε
d
2−1cε(x, y)γε(x, y)→
∫
Ω×Ω
cdγ.
In consequence, with Lemma 4.1, it remains to prove c ≤ cξ on Ω× Ω. We will
show that c is a sort of subsolution in a highly weak sense of an Hamilton-Jacobi
equation and we will then conclude by some comparison principle. The end of
this paragraph provides a proof of this inequality.
Lemma 4.3. Let x0 ∈ Ω, ξ ∈ Lp+(θ) and ϕ ∈ W 1,p(Ω) such that ϕ(x0) = 0
(which makes sense since p > d so that ϕ is continuous). If for a.e. x ∈ Ω one
has
∇ϕ(x) · u ≤ Φξ(x, u) = inf
X∈Aux
(
N∑
k=1
xkξ(x, vk(x))
)
for all u ∈ Rd (4.8)
then ϕ ≤ cξ(x0, ·) on Ω.
Remark 1. The above assumption (4.8) is equivalent to :
∇ϕ(x) · vk(x) ≤ ξk(x) = ξ(x, vk(x)), ∀x a.e., ∀k = 1, . . . , N.
Proof. The result is immediate if ϕ ∈ C1(Ω) and ξ is continuous on Ω. Indeed, in
this case, assumption (4.8) is true pointwise and if x ∈ Ω and σ is an absolutely
continuous curve with values in Ω connecting x0 and x then by the chain rule
we obtain
ϕ(x) =
∫ 1
0
∇ϕ(σ(t)) · σ˙(t)dt ≤
∫ 1
0
Φε(σ(t), σ˙(t)) dt
and taking the infimum in σ we get ϕ ≤ cξ(x0, .) on Ω so that ϕ ≤ c¯ξ(x0, .) due
to Lemma 3.4. For the general case, if ϕ is only W 1,p(Ω) and ξ only Lp+(θ), we
first extend ϕ to a function in W 1,p(Rd) and we extend ξ outside Ω by writing
ξ(x, v) = |∇ϕ|(x) for every x ∈ Rd, v ∈ Sd−1 so that if x ∈ Rd\Ω and u ∈ Sd−1
we have
∇ϕ(x) · u ≤ |∇ϕ(x)|
≤ |∇ϕ(x)||U |1 = Φξ(x, u),
where U = (u1, ..., uN) ∈ Aux is a minimizer of Φξ(x, u) The fact U ∈ Aux implies
that |u| = 1 ≤ |U |1. By homogeneity of (4.8) in u, (4.8) thus continues to hold
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outside Ω with the previous extensions. We then regularize ϕ and ξ. Let us take
a mollifying sequence ρn(x) = n
dρ(nx), x ∈ Rd where ρ is a smooth nonnegative
function supported on the unit ball and such that
∫
Rd
ρ = 1. Set ξn := ρn ⋆ ξ
and ϕn := ρn ⋆ ϕ − (ρn ⋆ ϕ)(x0). Let x ∈ Rd. Recalling Assumption 4 (Ho¨lder
condition on the vk’s), we have
∇ϕn(x) · vk(x) =
∫
Rd
ρn(y)∇ϕ(x − y) · vk(x) dy
≤
∫
Rd
ρn(y)ξk(x− y) dy
+
∫
Rd
ρn(y)∇ϕ(x − y) · (vk(x) − vk(x− y)) dy
≤ ξnk (x) + nd−α‖ρ‖∞
∫
B(0,1/n)
|∇ϕ(x − y)| dy
≤ ξnk (x) + Cnd−α−d/q‖ρ‖∞‖∇ϕ‖p
= ξnk (x) + εn,
where εn > 0, εn → 0 as n→∞ (since α > d/p). So by using the above remark
and the previous case where ϕ and ξ were regular, we have ϕn ≤ cξn+εn(x0, .)
and from the convergence of ϕn to ϕ it follows that
ϕ = lim supϕn ≤ lim sup cξn+εn(x0, ·) ≤ cξ(x0, ·),
where the last inequality is given by the definition of cξ as a supremum (3.15)
and the relative compactness of cξn+εn in C(Ω× Ω).
We want to apply Lemma 4.3 to c(x0, ·) so that we need c(x0, ·) ∈ W 1,p(Ω)
for every x0 ∈ Ω. Let (e1, . . . , ed) given by Assumption 6, ϕ ∈ C1c (Ω) and
xε0 ∈ Ωε such that |x0 − xε0| ≤ ε. Using the uniform convergence of cε(xε0, ·) to
c(x0, ·) and Assumption 5, for ϕ ∈ C1c (Ω) and i = 1, . . . , d we have
Tiϕ :=
∫
Ω
c(x0, x)∇ϕ(x) · ei(x) dx
= lim
ε→0+
∑
σ∈Cεi
L(σ)−1∑
k=0
|yk+1 − yk|dcε(xε0, yk)
ϕ(yk+1)− ϕ(yk)
|yk+1 − yk|
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where σ = (y0, . . . , yL(σ)). Then we can rearrange the sums as follows
Tiϕ =
lim
ε→0+
∑
σ∈Cεi
L(σ)−1∑
k=1
ϕ(yk)
(|yk − yk−1|d−1cε(x0, yk−1)− |yk+1 − yk|d−1cε(x0, yk))
+ ϕ
(
yL(σ)
) |yL(σ) − yL(σ)−1|d−1cε(x0, yL(σ)−1)− ϕ(y0)|y1 − y0|d−1cε(x0, y0)
)
= lim
ε→0+
∑
σ∈Cεi
L(σ)−1∑
k=1
ϕ(yk)
(|yk − yk−1|d−1cε(x0, yk−1)− |yk+1 − yk|d−1cε(x0, yk))
since for ε small enough, y0 and yL(σ) are not in the support of ϕ thanks to
Assumption 6. For σ ∈ Cεi , we thus have
L(σ)−1∑
k=1
ϕ(yk)
(|yk − yk−1|d−1cε(x0, yk−1)− |yk+1 − yk|d−1cε(x0, yk))
=
L(σ)−1∑
k=1
(
ϕ(yk)[|yk − yk−1|d−1(cε(x0, yk−1)− cε(x0, yk))
+ cε(x0, yk)(|yk − yk−1|d−1 − |yk+1 − yk|d−1)]
)
≤ Cεd
L(σ)−1∑
k=1
|ϕ(yk)|.
Indeed in the first term, we use the fact that if x and y are neighbors in Ωε then
cε(x0, x) ≤ cε(x0, y) + |x− y|max ξε(y, ·)
and we obtain the upper bound on the second term due to Assumption 6. Hence
by using Ho¨lder and the fact that ‖ξε‖ε,p is bounded, we obtain∣∣∣∣∫
Ω
c(x0, ·)∇ϕ · ei
∣∣∣∣ ≤ C‖ϕ‖Lp′ , ∀ϕ ∈ C1c (Ω).
This proves that c(x0, ·) ∈ W 1,p(Ω). By a similar argument we obtain that
c(·, y0) ∈ W 1,p(Ω) for every y0 ∈ Ω.
Lemma 4.4. Let x0 ∈ Ω and c be defined by (4.7), one has
1. For every w ∈ C∞c (Ω,Rd), the following inequality holds∫
Ω
∇xc(x0, x) · w(x) dx ≤
∫
Ω
Φξ(x,w(x)) dx. (4.9)
2. c ≤ cξ and so one has the Γ-liminf inequality.
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Proof. 1.) Let α(x) = (α1(x), ..., αN (x)) be a minimizing decomposition of
w(x) i.e. for all x ∈ Ω
inf
X∈A
w(x)
x
N∑
k=1
xkξk(x) =
N∑
k=1
αk(x)ξk(x)
with of course w(x) =
∑
αk(x)vk(x) and αk(x) ≥ 0. Then we have∫
Ω
∇xc(x0, x) · w(x) dx =
N∑
k=1
∫
Ω
αk(x)∇xc(x0, x) · vk(x) dx.
However the αk’s are not necessarily smooth so we must regularize the αk to
pass to the limit. As usual, we consider a mollifying sequence (ρδ) (with δ > 0),
write
αδk = ρ
δ ⋆ αk and w
δ =
N∑
k=1
αδkvk
for k = 1, ..., N. Hence we have∫
Ω
∇xc(x0, ·) · w = lim
δ→0
∫
Ω
∇xc(x0, ·) · wδ.
Let xε0 ∈ Nε such that |x0 − xε0| ≤ ε so that we have the uniform convergence
of cε(xε0, ·) to c(x0, ·). By using Assumption 5, for every ϕ ∈ C1c (Ω), we know
that for k = 1, ..., N ,∫
Ω
ck(x)ϕ(x)∇xc(x0, x) · vk(x) dx
= lim
ε→0+
∑
(x,e)∈Eεk
|e|d c
ε(xε0, x+ e)− cε(xε0, x)
|e| ϕ(x).
So we may write for a fixed δ∫
Ω
∇xc(x0, ·) · wδ = lim
ε→0+
N∑
k=1
∑
(x,e)∈Eεk
|e|d c
ε(xε0, x+ e)− cε(xε0, x)
|e|
αδk(x)
ck(x)
.
Since cε(xε0, x+ e)− cε(xε0, x) ≤ |e|ξε(x, e), we obtain∫
Ω
∇xc(x0, ·) · wδ ≤ lim
ε→0+
∑
(x,e)∈Eεk
|e|dξε(x, e)α
δ
k(x)
ck(x)
=
∫
Ω
αδkξk.
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Passing to the limit in δ → 0, we finally get∫
Ω
∇xc(x0, ·) · w ≤
N∑
k=1
∫
Ω
αk ξk
=
∫
Ω
inf
X∈A
w(x)
x
(
N∑
k=1
xkξ(x, vk(x))
)
dx.
2.) First, using (4.9) with w = θv for v ∈ C∞c (Ω,Rd) and an arbitrary scalar
function θ ∈ C∞c (Ω,R), θ ≥ 0, we deduce from the homogeneity of z 7→ Φξ(x, z)
that
∇xc(x0, x) · v(x) ≤ Φξ(x, v(x)), a.e. on Ω. (4.10)
Now let x be a Lebesgue point of both ξ and ∇xc(x0, .), u ∈ Sd−1 and take
v ∈ C∞c (Ω,Rd) such that v = u in some neighbourhood of x. By integrating
inequality (4.10) over Br(x), dividing by its measure and letting r → 0+ we
obtain
∇xc(x0, x) · u ≤ Φξ(x, u), a.e. on Ω.
From Lemma 4.3 the desired result follows.
4.2 The Γ-limsup inequality
Given ξ ∈ Lp+(θ), we now prove the Γ-limsup inequality that is there exists a
family ξε ∈ R#Eε+ such that
ξε → ξ and lim sup
ε→0+
Jε(ξε) ≤ J(ξ). (4.11)
First show that for ξ continuous and then a density argument will allow us to
treat the general case.
Step 1 : The case where ξ is continuous.
For every ε > 0, (x, e) ∈ Eε, write
ξε(x, e) = ξ
(
x,
e
|e|
)
.
We have
‖ξε‖ε,p → ‖ξ‖p and Iε0(ξε)→ I0(ξ) as ε→ 0+.
In particular, for ε > 0 small enough, ‖ξε‖ε,p ≤ 2‖ξ‖p and ξε → ξ in the weak
sense of definition 3.1. We can proceed analogously to the construction (4.7) of
c for the Γ-liminf. We define cε on the whole of Ω×Ω in a similar way and we
also have the uniform convergence of cε to some c in C(Ω × Ω) (passing up to
a subsequence) and lim infε→0+ I
ε
1(ξ
ε) =
∫
Ω×Ω
cdγ so that to prove (4.11) it is
sufficient to show that c ≥ cξ = cξ. To justify this inequality it is enough to see
that by construction for (x, y) ∈ Nε ×Nε one has
cε(x, y) = inf
σ∈Cεx,y
∫ 1
0
Ψε(σ˜(t), ˙˜σ(t)) · ξε(σ˜(t))dt ≥ cξ(x, y)
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using the uniform convergence of cε to c we indeed obtain c ≥ cξ = cξ.
Step 2 : the general case where ξ is only Lp+(θ).
Let ξn ∈ C(Ω× Sd−1,R+) such that
‖ξ − ξn‖p + ‖cξn − cξ‖∞ + |I0(ξn)− I0(ξ)| ≤
1
n
and
‖ξn‖p ≤ 2‖ξ‖p
(existence is given by Lemma 3.3). For every n > 0, ε > 0 there exists ξεn ∈
R#E
ε
+ such that ξ
ε
n → ξn. Then there exists a nonincreasing sequence εn > 0
converging to 0 such that for every 0 < ε < εn we have
|Iε0(ξεn)− I0(ξn)| ≤
1
n
, Iε1(ξ
ε
n) ≥ I1(ξn)−
1
n
and ‖ξεn‖ε,p ≤ 2‖ξn‖p.
For ε > 0, let nε = sup{n; εn ≥ ε} and ξε = ξεnε then we get ξε → ξ (‖ξε‖ε,p ≤
2‖ξn‖p ≤ 4‖ξ‖p) as well as
|Iε0 (ξε)− I0(ξ)| ≤
2
nε
→ 0 as ε→ 0+
and
Iε1 (ξ
ε) ≥ I1(ξnε)−
1
nε
=
∫
Ω×Ω
cξnεdγ −
1
nε
.
Since cξnε converges to cξ, we then have
lim inf I1(ξ
ε) ≥ I1(ε)
which completes the proof.
5 Optimality conditions and continuousWardrop
equilibria
Now we are interested in finding optimality conditions for the limit problem:
inf
ξ∈Lp+(θ)
J(ξ) :=
∫
Ω×Sd−1
H(x, v, ξ(x, v)) θ(dx, dv) −
∫
Ω×Ω
cξ dγ, (5.1)
through some dual formulation that can be seen in terms of continuous Wardrop
equilibria. More precisely, it is in some sense the continuous version of the
discrete minimization problem subject to the mass conservation conditions (2.2)-
(2.3). Write
L = {(σ, ρ) : σ ∈W 1,∞([0, 1],Ω), ρ ∈ Pσ ∩ L∞([0, 1])N},
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where
Pσ =
{
ρ : t ∈ [0, 1] 7→ ρ(t) ∈ RN+ : σ˙(t) =
N∑
k=1
vk(σ(t)) ρk(t) a.e.t
}
.
We consider L as a subset of C([0, 1],Rd) × L1([0, 1])N i.e. equipped with the
product topology, that on C([0, 1],Rd) being the uniform topology and that on
L1([0, 1])N the weak topology. Slightly abusing notations, let us denoteM1+(L)
the set of Borel probability measures Q on C([0, 1],Rd)× L1([0, 1])N such that
Q(L) = 1. For σ ∈ W 1,∞([0, 1],Ω), let us denote by σ˜ the constant speed
reparameterization of σ belonging to W 1,∞([0, 1],Ω) i.e. for t ∈ [0, 1], σ˜(t) =
σ(s−1(t)), where
s(t) =
1
l(σ)
∫ t
0
|σ˙(u)| du with l(σ) =
∫ 1
0
|σ˙(u)| du.
Likewise for ρ ∈ Pσ ∩ L∞([0, 1])N , let ρ˜ be the reparameterization of ρ i.e.
ρ˜k(t) :=
l(σ)
|σ˙(s−1(t))|ρk(s
−1(t)), ∀t ∈ [0, 1], k = 1, . . . , N.
We have ρ˜ ∈ Pσ˜ ∩ L∞([0, 1])N with ‖ρ˜‖L1 = ‖ρ‖L1. Define
L˜ := {(σ, ρ) ∈ L : |σ˙| is constant} = {(σ˜, ρ˜), (σ, ρ) ∈ L}.
Let Q ∈ M1+(L), we define Q˜ ∈ M1+(L˜) as the push forward of Q through
the map (σ, ρ) → (σ˜, ρ˜). Then let us define the set of probability measures on
generalized curves that are consistent with the transport plan γ :
Q(γ) := {Q ∈ M1+(L) : (e0, e1)#Q = γ}, (5.2)
where e0 and e1 are evaluations at time 0 and 1 and (e0, e1)#Q is the image
measure of Q by (e0, e1). Thus Q ∈ Q(γ) means that∫
L
ϕ(σ(0), σ(1)) dQ(σ, ρ) :=
∫
Ω×Ω
ϕ(x, y) dγ(x, y), ∀ϕ ∈ C(Rd × Rd,R).
This is the continuous analogue of the mass conservation condition (2.2) since
Q plays the same role as the paths-flows in the discrete model. Let us now
write the analogue of the arc flows induced by Q ∈ Q(γ); for k = 1, . . . , N let
us define the nonnegative measures on Ω× Sd−1, mQk by∫
Ω×Sd−1
ϕ(x, v) dmQk (x, v) =
∫
L
(∫ 1
0
ϕ(σ(t), vk(σ(t)))ρk(t)dt
)
dQ(σ, ρ),
for every ϕ ∈ C(Ω × Sd−1,R). Then the nonnegative measure on Ω × Sd−1
mQ =
∑N
k=1m
Q
k may be defined by∫
Ω×Sd−1
ξdmQ =
∫
L
Lξ(σ, ρ) dQ(σ, ρ), ∀ξ ∈ C(Ω× Sd−1,R+) (5.3)
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where for every (σ, ρ) ∈ L,
Lξ(σ, ρ) =
N∑
k=1
∫ 1
0
ξ(σ(t), vk(σ(t)))ρk(t) dt =
∫ 1
0
ξ(σ(t)) · ρ(t) dt, (5.4)
with
ξ(σ(t)) = (ξ(σ(t), v1(σ(t))), . . . , ξ(σ(t), vN (σ(t)))).
Notice that Lξ(σ, ρ) = Lξ(σ˜, ρ˜) for every (σ, ρ) ∈ L and so mQ˜ = mQ
for every Q ∈ M1+(L). The p growth asumption (3.7) on H(x, v, ·) can be
reformulated by a q = p/(p − 1) growth on G(x, v, ·). To be more precise,
we will assume that g(x, v, ·) is continuous, positive and increasing in its last
argument (so that G(x, v, ·) is strictly convex) such that there exists a and b
such that 0 < a ≤ b and
amq−1 ≤ g(x, v,m) ≤ b(mq−1 + 1) ∀ (x, v,m) ∈ Ω× Sd−1 × R+, (5.5)
with q ∈ (1, d/(d− 1)). Then let us define
Qq(γ) := {Q ∈ Q(γ) : mQ ∈ Lq(Ω× Sd−1, θ)} (5.6)
and assume
Qq(γ) 6= ∅. (5.7)
This assumption is satisfied for instance when γ is a discrete probability measure
on Ω× Ω and q < d/(d − 1). Indeed, first for Q ∈ M1+(W 1,∞([0, 1],Ω)), let us
define iQ ∈M+(Ω) as follows∫
Ω
ϕ diQ =
∫
W 1,∞([0,1],Ω)
(∫ 1
0
ϕ(σ(t))|σ˙(t)|dt
)
dQ(σ) for ϕ ∈ C(Ω,R).
It follows from [4] that there existsQ ∈ M1+(W 1,∞([0, 1],Ω)) such that (e0, e1)#Q =
γ and iQ ∈ Lq. For each curve σ, let ρσ ∈ Pσ such that
∑
k ρ
σ
k (t) ≤ C|σ˙(t)| (we
have the existence thanks to Assumption 4). Then we write Q = (id, ρ·)#Q.
We obtain Q ∈ Qq(γ) so that we have proved the existence of such kind of
measures.
Let Q ∈ Qq(γ) and ξ and ξ˜ be in C(Ω× Sd−1,R+), we have∫
L
∣∣∣Lξ(σ, ρ) − Lξ˜(σ, ρ)∣∣∣ dQ(σ, ρ) = ∫
L
∣∣∣∣∫ 1
0
(ξ(σ(t)) − ξ˜(σ(t))) · ρ(t) dt
∣∣∣∣ dQ(σ, ρ)
≤
∫
Ω×Sd−1
∣∣∣ξ − ξ˜∣∣∣mQ θ(dx, dv)
≤ ‖ξ − ξ˜‖Lp(θ)‖mQ‖Lq(θ).
So if ξ ∈ Lp+(θ) and (ξn)n is a sequence in C(Ω × Sd−1,R+) that converges
in Lp(θ) to ξ then Lξn is a Cauchy sequence in L
1(L, Q) and its limit (that
we continue to denote by Lξ) does not depend on the approximating sequence
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(ξn)n. This suggests us to define Lξ in an L
1(L, Q) sense for every ξ ∈ Lp+(θ)
and Q ∈ Qq(γ). For every ξ ∈ Lp+(θ) and Q ∈ Qq(γ), by proceeding as for
Lemma 3.6 in [8], we have∫
Ω×Sd−1
ξ ·mQ θ(dx, dv) =
∫
L
Lξ(σ, ρ) dQ(σ, ρ), (5.8)
and
cξ(σ(0), σ(1)) ≤ Lξ(σ, ρ) for Q − a.e. (σ, ρ) ∈ L. (5.9)
Hence using the fact that Q ∈ Qq(γ) and (5.8)-(5.9), we obtain∫
Ω×Ω
cξdγ =
∫
L
cξ(σ(0), σ(1)) dQ(σ, ρ) ≤
∫
Ω×Sd−1
ξ ·mQ. (5.10)
Let ξ ∈ Lp+(θ) and Q ∈ Qq(γ), it follows from Young’s inequality that∫
Ω×Sd−1
H(x, v, ξ(x, v)) θ(dx, dv)
≥
∫
Ω×Sd−1
ξ ·mQ θ(dx, dv) −
∫
Ω×Sd−1
G
(
x, v,mQ(x, v)
)
θ(dx, dv) (5.11)
so that we have
inf
ξ∈Lp+(θ)
J(ξ) ≥ sup
Q∈Qq(γ)
−
∫
Ω×Sd−1
G
(
x, v,mQ(x, v)
)
θ(dx, dv). (5.12)
The dual formulation of (5.1) then is
sup
Q∈Qq(γ)
−
∫
Ω×Sd−1
G
(
x, v,mQ(x, v)
)
θ(dx, dv). (5.13)
We can note the analogy between (5.13) and the discrete problem that consists in
minimizing (2.4) subject to the mass conservation conditions (2.2)-(2.3). Then
we establish the following theorem, that specifies relations between (5.13) and
(5.1) and that gives the connection with Wardrop equilibria:
Theorem 5.1. Under assumptions (5.5) and (5.7), we have:
1. (5.13) admits solutions.
2. Q ∈ Qq(γ) solves (5.13) if and only if∫
L
LξQ(σ, ρ) dQ(σ, ρ) =
∫
L
cξQ(σ(0), σ(1)) dQ(σ, ρ) (5.14)
where ξQ(x, v) = g
(
x, v,mQ(x, v)
)
.
3. Equality holds : inf (5.1) = sup (5.13). Moreover if Q solves (5.13) then
ξQ solves (5.1).
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It is the main result of this section. To prove it, we need some lemmas.
First, let us start with a preliminary lemma on the vk’s that is a consequence
of Assumption 4.
Lemma 5.1. For all subset I ⊂ {1, . . . , N}, it is all or nothing, that is, we are
in one of the two following cases :
1. 0 ∈ Conv({vi(x)}i∈I) for every x ∈ Ω,
2. 0 /∈ Conv({vi(x)}i∈I) for every x ∈ Ω.
Moreover, there exists a constant 0 < δ < 1 such that for all subset I ⊂
{1, . . . , N} that is in the second case, there exists ux ∈ Conv({vi(x)}i∈I for
all x ∈ Ω such that
vi(x) · ux|ux| ≥ δ for all i ∈ I.
Proof. We will use the fact that Ω is connected. The first property is obviously
closed since the vk’s are continuous. Let us now show that the second one is
closed. Let I ⊂ {1, . . . , N}, assume by contradiction that there exists a sequence
{xn}n≥0 ∈ ΩN converging to x ∈ Ω such that 0 /∈ Cn = Conv({vi(xn)}i∈I) for
every n ≥ 0 and 0 ∈ C = Conv({vi(x)}i∈I). So there exists {λi}i∈I such that∑
i∈I λivi(x) = 0, λi ≥ 0 and
∑
i∈I λi = 1. Without loss of generality, we can
assume that the λi’s are positive. Then we have that v
n =
∑
i∈I λivi(xn) 6= 0
and converges to 0 as n → +∞. Let βn > 0 such that |βnvn| = 1 then βn
converges to +∞. Thanks to Assumption 4, with ξ = (ξ1, . . . , ξN ), ξi = 0 if
i ∈ I, 1 otherwise, there exists {zni }i∈I ∈ (R#I+ )N such that |zni | ≤ C and∑
i∈I z
n
i vi(xn) = βnvi(xn) for all i ∈ I and n ≥ 0. Then we obtain that∑
i∈I(βnλi−zni )vi(xn) = 0. But for n large enough, we have that βnλi−zni > 0
for every i ∈ I, which is a contradiction.
For a subset I ⊂ {1, . . . , N} that is in the second case, Conv({vi(x)}i∈I) is
contained in a salient (pointed) cone for all x ∈ Ω. For all x ∈ Ω, we can think
of ux as being in the medial axis of this cone. Since the vk’s are continuous and
Ω is compact, we have the desired result.
Now let us define the following sets
LC =
{
(σ, ρ) ∈ L :
N∑
k=1
ρk(t) ≤ C|σ˙(t)| a.e. t ∈ [0, 1]
}
for some constants C > 0. Now let us notice that we can simplify the problem
(5.13) with the following lemma:
Lemma 5.2. For a well-chosen constant C′ > 1, one has
inf
Q∈Qq(γ)
∫
Ω×Sd−1
G
(
x, v,mQ(x, v)
)
θ(dx, dv)
= inf
Q∈Qq(γ)
{∫
Ω×Sd−1
G
(
x, v,mQ(x, v)
)
θ(dx, dv) : Q
(
LC′
)
= 1
}
.
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Proof. We set C′ = 1/δ where δ is given by Lemma 5.1. Let (σ, ρ) ∈ L. We
will prove that there exists ρ ∈ Pσ such that for all t ∈ [0, 1], ρk(t) ≤ ρk(t)
for all k = 1, . . . , N and
∑N
k=1 ρk(t) ≤ C′|σ˙(t)|. Let t ∈ [0, 1] such that∑N
k=1 ρk(t) > C
′|σ˙(t)|. Let us denote I the subset of {1, . . . , N} such that
for every k ∈ I, ρk(t) > 0. First, if 0 ∈ Cone({vk(σ(t))}k∈I), there exists a
conical combination of 0 ∑
k∈I
λkvk(σ(t)) = 0
with the λk’s ≥ 0. Then we write ρk(t) = ρk(t)−λλk (we take λk = 0 for k /∈ I)
where
λ = min
k∈I:λk 6=0
{
ρk(t)
λk
}
.
We set I¯ the subset of I such that for every k ∈ I¯ , ρk(t) > 0. We restart with ρ
and we continue until 0 /∈ Conv({vk(σ(t))}k∈I¯ ). Let u be as in Lemma 5.1 for
I = I¯ and x = σ(t). Then we have
|σ˙(t)| ≥ σ˙(t) · u =
N∑
k=1
ρk(t)vk(σ(t)) · u ≥ δ
N∑
k=1
ρk(t)
so that
∑N
k=1 ρk(t) ≤ C′|σ˙(t)|. For Q ∈ M1+(L), we denote by Q ∈ M1+(LC
′
)
the push forward ofQ through the map (σ, ρ) 7→ (σ, ρ). Then we havemQ ≤ mQ.
Since G(m, v, ·) is nondecreasing, we have :∫
Ω×Sd−1
G
(
x, v,mQ(x, v)
)
θ(dx, dv) ≤
∫
Ω×Sd−1
G
(
x, v,mQ(x, v)
)
θ(dx, dv).
To prove that the problem (5.13) has solutions, a natural idea would be to
take a maximizing sequence {Qn}n≥0 for (5.13) and to show that it converges
to Q ∈ Qq(γ) that solves (5.13). For this, we would like to use Prokhorov’s the-
orem which would allow us to obtain the tightness of {Q˜n} and ⋆-weak conver-
gence of {Qn} to a measure inM1+(L). Unfortunately, the space C([0, 1],Rd)×
L1([0, 1])N is not a Polish space for the considered topology (because of the weak
topology of L1([0, 1])). So we will work with Young’s measures in order to apply
Prokhorov’s theorem. Let us define the set C = C([0, 1],Rd) ×P1(Rd × [0, 1])
where for a Polish space (E, d), we set
P1(E) =
{
µ ∈ M1+(E) :
∫
E
d(x, x′) dµ(x) < +∞ for some x′ ∈ E
}
.
We equip C with the product topology, that on C([0, 1],Rd) being the uniform
topology and P1(Rd × [0, 1]) being endowed with the 1-Wasserstein distance
W1(µ
1, µ2) := min
{∫
E2
d(x1, x2) dµ(x1, x2) : µ ∈ Π(µ1, µ2)
}
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where E = Rd × [0, 1], d is the usual distance on E, (µ1, µ2) ∈ P1(E)2 and
Π(µ1, µ2) is the set of transport plans between µ1 and µ2, that is, the set of
probability measures µ on E2, having µ1 and µ2 as marginals:∫
E×E
ϕ(x)dµ(x, y) =
∫
E
ϕ(x)dµ1(x) and
∫
E×E
ϕ(y)dµ(x, y) =
∫
E
ϕ(x)dµ2(x),
(5.15)
for every ϕ ∈ C(E,R). The set C is a Polish space (see [1]). Let us denote by
λ the Lebesgue measure on [0, 1] and let us consider the subset S of C :
S = {(σ, νt ⊗ λ) : σ ∈ W 1,∞([0, 1],Ω), νt ⊗ λ ∈ P1(E), νt ∈Mtσ a.e. t} ,
where for t ∈ [0, 1] and σ ∈W 1,∞([0, 1],Ω),
Mtσ =
{
νt ∈ M1+(Rd) : supp νt ⊂
N⋃
k=1
R+vk(σ(t)) and σ˙(t) =
∫
Rd
v dνt(v)
}
.
The Young measures νt ⊗ λ are the analogue of the decompositions ρ ∈ Pσ.
For the general theory of the Young measures, see for instance [11].
Let us define the set of probability measures on curves (σ, νt ⊗ λ) that are
consistent with the transport plan γ :
X (γ) := {X ∈M1+(S) : (e0, e1)#X = γ}. (5.16)
This is the analogue of (5.2). Let us now write the analogue of mQ (given by
(5.3)) as follows:∫
Ω×Sd−1
ξdiX =
∫
S
Lξ(σ, κ) dX(σ, κ), ∀ξ ∈ C(Ω× Sd−1,R) (5.17)
where for every (σ, κ = νt ⊗ λ) ∈ L,
Lξ(σ, κ) =
∫ 1
0
(∫
Rd
ξ
(
σ(t),
v
|v|
)
|v| dνt(v)
)
dt. (5.18)
Then let us define
X q(γ) := {X ∈ X (γ) : iX ∈ Lq(Ω× Sd−1, θ)} (5.19)
Let X ∈ X q(γ). By the same reasoning as for Q ∈ Qq(γ), if ξ ∈ Lp+(θ), we
denote by Lξ the limit of the Cauchy sequence Lξn in L
1(S, X) for any sequence
(ξn)n converging in L
p(θ) to ξ. We may write the analogue of the problem (5.13)
:
sup
X∈X q(γ)
−
∫
Ω×Sd−1
G
(
x, v, iX(x, v)
)
θ(dx, dv). (5.20)
Lemma 5.3. One has sup (5.13) = sup (5.20).
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Proof. Let Q ∈ Qq(γ) and σ ∈ W 1,∞([0, 1],Ω). For ρ = (ρ1, . . . , ρN) ∈ Pσ, we
define the Young’s measure νρt ⊗ λ as follows :
νρt =
N∑
k=1
ρk(t)
|ρ(t)|1 δ{|ρ(t)|1vk(σ(t))},
where |ρ(t)|1 =
∑N
k=1 ρk(t) for every t ∈ [0, 1]. We consider the measure XQ ∈
X q(γ) defined by∫
S
ϕ dXQ =
∫
L
ϕ(σ, νρt ⊗ λ) dQ(σ, ρ), for all ϕ ∈ C(S,R).
Since we have mQ = iX
Q
we immediately get sup (5.13) ≤ sup (5.20).
For the converse inequality, let X ∈ X q(γ), we build QX ∈ Qq(γ). Let
(σ, νt ⊗ λ) ∈ S, recalling that one has supp νt ⊂
⋃N
k=1 R+vk(σ(t)) for t ∈ [0, 1],
we define ρν ∈ Pσ as follows
ρνk(t) =
∫
R+vk(σ(t))
|v| dνt(v), for all k = 1, . . . , N
and ρν = (ρν1 , . . . , ρ
ν
N ) if the vk(σ(t))’s are pairwise distinct. Otherwise, let us
decompose {1, . . . , N} = ⋃sj=1 Ij where the Ik’s are pairwise disjoint and such
that for all j = 1, . . . , s and k ∈ Ij , vk(σ(t)) = vj where the vj ’s are pairwise
distinct. Then for all j = 1, . . . , s and k ∈ Ij , we set
ρνk(t) =
1
#Ij
∫
R+vj
|v| dνt(v).
The element ρν is in Pσ. Similarly, we set∫
L
ϕ dQX =
∫
S
ϕ(σ, ρν ) dQ(σ, νt ⊗ λ) for all ϕ ∈ C(L,R).
From the fact that mQ
X
= iX it follows that sup (5.13) ≥ sup (5.20).
Let us notice that with the previous proof for (σ, νt ⊗ λ) ∈ S, we may build
ν˜ as a sum of Dirac measures :
ν˜t =
N∑
k=1
ρνk(t)
|ρν(t)|1 δ{|ρν(t)|1vk(σ(t))}
where ρν is given in the previous proof. Therefore it follows from the same
reasoning as in the proof of Lemma 5.2 that we may take ρν ∈ Pσ such that
for t ∈ [0, 1],∑Nk=1 ρk(t) ≤ C′|σ˙(t)|. Moreover, we can choose (σ, ρ) only in L˜
with |σ˙| constant. Then the new measure ∑Nk=1 ρνk(t)|ρν(t)|1 δ{|ρ(t)|1vk(σ(t))} that we
continue to denote by ν˜t by abuse of notations is in M
t
σ. Let us define
SC′ = {(σ, νt ⊗ λ) ∈ S : supp νt ∩ R+vk(σ(t)) = {ρ(t)vk(σ(t))}
with ρ(t) ≤ C′|σ˙(t)| for k = 1, . . . , N and t ∈ [0, 1]}
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and
S˜ = {(σ, νt ⊗ λ) ∈ S : |σ˙| is constant}.
ForX ∈ M1+(S), we denote by X˜ ∈M1+(SC
′∩S˜) the push forward ofX through
the map (σ, νt ⊗ λ) 7→ (σ˜, ν˜t ⊗ λ). Then we have iX˜ ≤ iX . Since G(m, v, ·) is
nondecreasing, we may consider only the measures X˜ ∈ M1+(SC
′ ∩ S˜) for the
problem (5.20).
We now adapt the proof in [2]. In particular we have to generalize Lemmas
2.7 and 2.8 in [8], this becomes
Lemma 5.4. For every ϕ ∈ C(Ω×Sd−1,R+), Lϕ is l.s.c. on S for the topology
defined above.
Proof. Let (σ, νt ⊗λ) ∈ S and (σn, νnt ⊗λ) be a sequence converging to (σ, νt ⊗
λ) ∈ S. Then by definition, we have
Lϕ(σ
n, νnt ⊗ λ) =
∫ 1
0
(∫
Rd
ϕ
(
σn(t),
v
|v|
)
|v| dνnt (v)
)
dt.
σn → σ in C([0, 1]) so that ϕ(σn(·), v|v| ) converges strongly in L∞. Since νnt
narrowly converges to νt and the function (t, v) 7→ ϕ(σ(t), v|v| )|v| is the upper
limit of (t, v) 7→ ϕ(σ(t), v|v| )min(|v|, n), that is continuous and bounded, as
n→ +∞, we obtain the desired result.
Lemma 5.5. Let (Xn)n ∈M1+(C)N be such that Xn(SC
′
) = 1 for every n and
there exists a constant M > 0 such that
sup
n
∫
S
l(σ) dXn(σ, νt ⊗ λ) ≤M.
Then the sequence (X˜n)n is tight and admits a subsequence that weakly-⋆ con-
verges to a probability measure X such that X(S) = 1.
Proof. For every K > 0, let us define the following subset of S˜C′
S˜K =
{
(σ, νt ⊗ λ) ∈ S˜ : |σ˙| ≤ K and supp νt ≤ BC′K
}
where C′ is the constant given by Lemma 5.2. Let us show that S˜K is relatively
compact in S. First, the set {σ ∈ W 1,∞([0, 1],Ω) : σ K-Lipschitz continuous}
is compact in C([0, 1],Ω) thanks to Ascoli’s theorem. The set of probability
measures with support in BC′K is compact due to the Banach-Alaoglu-Bourbaki
theorem. Let a sequence (σn, νnt ⊗ λ) ∈ (S˜K)N converging to (σ, νt ⊗ λ) ∈ S,
prove that (σ, νt ⊗ λ) ∈ S˜K .
1.) supp νt ⊂
⋃N
k=1 R+vk(σ(t)).
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First let us notice that the function ϕ : (x, v) 7→ dist(v,⋃Nk=1 R+vk(x)) is
continuous on Rd × Ω. We then have :∫ 1
0
(∫
Rd
ϕ(v, σ(t)) dνt(v)
)
dt =
∫ 1
0
(∫
BC′K
ϕ(v, σ(t)) dνt(v)
)
dt
= lim
n→+∞
∫ 1
0
(∫
BC′K
ϕ(v, σn(t)) dνnt (v)
)
dt
= 0.
So ϕ(x, v) = 0 dνt ⊗ dt-a.e. and the support of νt is in
⋃N
k=1R+vk(σ(t)) for
t ∈ [0, 1].
2.) σ˙(t) =
∫
Rd
v dνt(v).
By definition, for n ≥ 0 and (s, t) ∈ [0, 1]2, we have :
σn(t)− σn(s) =
∫ t
s
∫
BC′K
v dνnt (v)⊗ λ = (v1BC′K ⊗ 1[s,t]; νnt ⊗ λ).
Obviously, the sequence {σn(t) − σn(s)}n≥0 converges to σ(t) − σ(s) (since σn
uniformly converges to σ). For the term in the right-hand side, it is sufficient to
take a sequence {Φε}ε>0 in Cb(Rd×[0, 1])N converging to (v, t) 7→ v1BC′K⊗1[s,t]
in L1(Rd × [0, 1]) as ε→ 0+.
Now let us justify the tightness of (X˜n)n:
X˜n
(
(S˜K)c
)
≤ X˜n
({
(σ, νt ⊗ λ) ∈ S˜ ∩ SC′ : |σ˙| > K
})
+ X˜n
({
(σ, νt ⊗ λ) ∈ S˜ ∩ SC
′
: supp(νt) * BC′K
})
≤ 2X˜n
({
(σ, νt ⊗ λ) ∈ S˜ ∩ SC′ : |σ˙| > K
})
≤ 2Xn ({(σ, νt ⊗ λ) ∈ S : l(σ) > K})
≤ 2
K
∫
S
l(σ) dXn(σ, νt ⊗ λ)
≤ 2M
K
→ 0 as K → +∞.
Due to Prokhorov’s theorem we can then assume that passing up to a sub-
sequence, (X˜n)n weakly-⋆ converges to X ∈ M1+(C). It remains to show that
X(S) = 1. For K > 0, let us define the closed set
SK = {(σ, νt ⊗ λ) ∈ S : l(σ) ≤ K and supp νt ⊂ BC′K} .
It follows from the previous computation, the fact that the measures X˜n are
concentrated on S˜ and Portmanteau’s theorem that
1 = lim sup
n
X˜n(S) ≤ lim sup
n
X˜n(SK) + lim sup
n
X˜n(S\SK)
≤ X(SK) + M
K
.
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Letting K tend to ∞, we then obtain X(S) = supK X(SK) = 1.
Lemma 5.6. Let (Xn)n be a sequence in M1+(S) that weakly star converges to
some X ∈ M1+(S). If there exists i ∈ M+(Ω × Sd−1) such that iXn weakly-⋆
converges to i in M+(Ω× Sd−1) then we have iX ≤ i.
The proof is similar to that of Lemma 2.9 in [8].
Proof. (of Theorem 5.1)
Let us prove the existence of solutions for the problem (5.13). Thanks to
Lemma 5.3, we consider the problem (5.20). Due to (5.5) the value of problem
(5.20) is finite. Let (Xn)n be a maximizing sequence of (5.20). Since i
X ≥ iX˜ ,
we can assume Xn = X˜n for all n. Still from (5.5) it follows that (i
Xn)n is
bounded in Lq(θ). So, passing up to a subsequence, we can assume that (iXn)n
weakly converges in Lq(θ) to some i. Moreover, since (iXn)n is bounded in L
q(θ)
so in L1(θ), we have
sup
n
∫
S
l(σ) dXn(σ, νt ⊗ λ) ≤ sup
n
∫
S
(∫ 1
0
(∫
Rd
|v|dνt(v)
)
dt
)
dXn(σ, νt ⊗ λ)
= sup
n
∫
Ω×Sd−1
diXn < +∞.
Since Xn = X˜n, we can deduce from Lemma 5.5 that, up to a subsequence,
(Xn)n weakly-⋆ converges to some X ∈ M1+(S). Using the fact that X (γ) is
weakly closed, we see that X ∈ X (γ) and Lemma 5.6 then imply that iX ≤ i so
that X ∈ X q(γ). Since G(x, v, ·) is convex and nondecreasing, we then have∫
Ω×Sd−1
G(x, v, iX(x, v) θ(dx, dv) ≤
∫
Ω×Sd−1
G(x, v, i(x, v)) θ(dx, dv)
≤ lim inf
n
∫
Ω×Sd−1
G(x, v, iXn(x, v)) θ(dx, dv),
which proves thatX solves (5.20). Thus as mentioned in the proof of Lemma 5.3,
there exists Q ∈ Qq(γ) such that mQ = iX and so Q is a solution of (5.13).
The reasoning for the last two statements is similar to that of Theorem 5.1
in [2].
A natural question is to investigate the discrete problems corresponding to
(2.4) i.e.
inf
m
ε,wε
∑
(x,e)∈Eε
|e|dG
(
x,
e
|e| ,
mε(x, e)
|e|d/2
)
(5.21)
subject to the mass conservation conditions (2.2)-(2.3) and convergence of prob-
lems (5.21) in some sense to the continuous problem
inf
Q∈Q(γ)
∫
Ω×Sd−1
G(x, v,mQ(x, v)) θ(dx, dv). (5.22)
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Let mε = (mε(x, e))(x,e)∈Eε and w
ε = (wε(σ))σ∈Cε solve the discrete prob-
lem (5.21). Let σ = (x0, . . . , xL(σ)) ∈ Cε (identified with the piecewise affine
curve defined on [0, L(σ)]). For every k = 0, . . . , L(σ) − 1, let us denote by ik
the integer such that (xk, xk+1−xk) ∈ Eεik . Then let us define ρσ ∈ L∞([0, 1])N
where for all t ∈ [k, k + 1[,
ρσi (t) =
{
|σ(k + 1)− σ(k)| if i = ik,
0 otherwise.
We will define a discrete measure Qε over Lε where
Lε = {(σ, ρσ) : σ ∈ Cε}.
Write Qε as follows
Qε := εd/2−1
∑
σ∈Cε
wε(σ)δσ⊗ρσ
as well as
Q˜ε := εd/2−1
∑
σ∈Cε
wε(σ)δσ˜⊗ρσ˜
where σ˜ ∈ W 1,∞([0, 1],Ω) is the constant speed reparameterization of the path
σ. Notice that for every ξ ∈ C(Ω × Sd−1,R+), we have Lξ(σ, ρσ) = Lξ(σ˜, ρσ˜)
so that mQ
ε
= mQ˜
ε
. Let us also observe that the measure mQ˜
ε
contains all the
information on (mε,wε).
Especially for the following theorem, we make a stronger assumption.
Assumption 10. There exists a function C : R+ 7→ R∗+ such that C(ε)→ 1 as
ε→ 0+ and for every ε > 0, (x, e) ∈ Eε, C(ε)ε ≤ |e| ≤ ε.
In particular, this hypothesis is satisfied in our three classical examples since
arc length is constant for ε > 0 fixed.
Theorem 5.2. Under the previous assumptions, defining Q˜ε as above, up to a
subsequence, (Q˜ε)ε > 0 weakly converges to some solution Q ∈ Qq(γ) of (5.22)
in the sense that∫
C([0,1],Rd)×L1([0,1])N
Φ(σ, ρ)dQ˜ε(σ, ρ)→
∫
C([0,1],Rd)×L1([0,1])N
Φ(σ, ρ)dQ(σ, ρ),
as ε→ 0+ for every Φ ∈ Cb(C([0, 1],Rd)× L1([0, 1])N ,R).
Proof. By duality, from Theorem 5.1 and Corollary 3.1, it follows that the value
of (5.21) converges to that of (5.22) and in particular, due to the q growth
condition (5.5) on G(x, v, ·), mε is bounded for the discrete Lq norm. In the
same manner that in the proof of Corollary 3.1 and Section 4.1 we can see that
there is some m ∈ Lq+ such that (x, e) → m
ε(x,e)
|e|d/2
weakly converges to m in Lq
in the sense of definition 3.1 (up to replacing p by q) and∫
Ω×Sd−1
G(x, v,m(x, v)) θ(dx, dv) ≤ lim inf
ε→0+
∑
(x,e)∈Eε
|e|dG
(
x,
e
|e| ,
mε(x, e)
|e|d/2
)
.
(5.23)
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Let ξ ∈ C(Ω× Sd−1,R+), recalling (2.3), (3.4) and (5.3), rearranging terms, we
have∫
Ω×Sd−1
ξ(x, v) dmQ˜
ε
(x, v) =
∫
L
Lξ(σ, ρ) dQ˜
ε(σ, ρ)
= εd/2−1
∑
σ∈Cε
wε(σ)
L(σ)−1∑
k=0
∫ k+1
k
ξ(σ(t), vik (σ(t)))|σ(k + 1)− σ(k)|dt
= εd/2−1
∑
σ∈Cε
wε(σ)
L(σ)−1∑
k=0
∫
[σ(k),σ(k+1)]
ξ
(
·, σ(k + 1)− σ(k)|σ(k + 1)− σ(k)|
)
+O(wξ(ε))
= εd/2−1
∑
σ∈Cε
wε(σ)
L(σ)−1∑
k=0
(
ξ
(
σ(k),
σ(k + 1)− σ(k)
|σ(k + 1)− σ(k)|
)
+O(wξ(ε))
)
|σ(k + 1)− σ(k)|
= εd/2−1
∑
(x,e)∈Eε
(
ξ
(
x,
e
|e|
)
+O(wξ(ε))
) ∑
σ∈Cε:[x,x+e]⊂σ
|e|wε(σ)

= εd/2−1
∑
(x,e)∈Eε
|e|d/2+1ξ
(
x,
e
|e|
)
mε(x, e)
|e|d/2 +O(wξ(ε))
where wξ is a modulus of continuity of ξ. From Assumption 10 and the fact
that (x, e)→ mε(x,e)
|e|d/2
weakly converges in Lq to m in the sense of definition 3.1,
it follows that mQ˜
ε
weakly star converges to m. Arguing as previously, we find
Q ∈ M+1 (L) such that, up to a subsequence, (Q˜ε)ε weakly converges to Q and
mQ ≤ m. We easily have Q ∈ Qq(γ) : indeed, for every ϕ ∈ C(Rd × Rd,R), we
have∫
L
ϕ(σ(0), σ(1)) dQ(σ, ρ) = lim
ε→0+
∫
L
ϕ(σ(0), σ(1)) dQ˜ε(σ, ρ)
= lim
ε→0+
εd/2−1
∑
σ∈Cε
wε(σ)ϕ(σ(0), σ(1))
= lim
ε→0+
εd/2−1
∑
(x,y)∈Nε2
ϕ(x, y)
 ∑
σ∈Cεx,y
wε(σ)

= lim
ε→0+
εd/2−1
∑
(x,y)∈Nε2
ϕ(x, y)γε(x, y)
=
∫
Ω×Ω
ϕ dγ.
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Using (5.23) and the fact that G(x, v, ·) is nondecreasing, we get∫
Ω×Sd−1
G(x, v,mQ(x, v)) θ(dx, dv) ≤
∫
Ω×Sd−1
G(x, v,m(x, v)) θ(dx, dv)
≤ lim inf
ε→0+
∑
(x,e)∈Eε
|e|dG
(
x,
e
|e| ,
mε(x, e)
|e|d/2
)
.
Since the right-hand side is the value of the infimum in (5.22), we obtain the
desired result.
6 The long-term variant
Instead of taking the transport plan γε as given in the discrete problem, we now
consider the case where only its marginals are fixed. More precisely, there is
a distribution of sources f ε− =
∑
x∈Nε f
ε
−(x)δx and sinks f
ε
+ =
∑
x∈Nε f
ε
+(x)δx
which are discrete measures with same total mass on the set of nodes Nε (that
we can assume to be 1 as a normalization)∑
x∈Nε
f ε−(x) =
∑
y∈Nε
f ε+(y) = 1.
The numbers f ε−(x) and f
ε
+(x) are nonnegative for every x ∈ Nε.
With the same notations as in the short-term problem, we have almost the
same definition of an equilibrium as in definition 2.1, we must change the mass
conservation condition (2.2) as follows
f ε−(x) :=
∑
σ∈Cεx,·
wε(σ), f ε+(y) :=
∑
σ∈Cε
·,y
wε(σ) (6.1)
for every (x, y) ∈ Nε ×Nε, where Cεx,· (respectively Cε·,y) is the set of loop-free
paths starting at the origin x (respectively stopping at the terminal point y).
Moreover, the transport plan now is an unknown. Similar arguments apply to
this case, the equilibrium is a minimizer of the functional defined by (2.4) but
now subject to (6.1) and (2.3). We shall then state the analogue of the dual
formulation (2.5)
inf
tε∈R#E
ε
+
 ∑
(x,e)∈Eε
Hε(x, e, tε(x, e))− inf
γε∈Π(fε
−
,fε+)
∑
(x,y)∈Nε2
γε(x, y)T εtε(x, y)
 ,
(6.2)
where Π(f ε−, f
ε
+) is the set of discrete transport plans between f
ε
− and f
ε
+, that
is, the set of nonnegative numbers (γε(x, y))(x,y)∈Nε2 such that∑
y∈Nε
γε(x, y) = f ε−(x),
∑
x∈Nε
γε(x, y) = f ε+(y), ∀(x, y) ∈ Nε ×Nε,
We assume that the hypotheses made in Subsection 3.1 are still satisfied, except
that we replace Assumption 7 by
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Assumption 11. f ε− and f
ε
+ weakly star converge to some probability measures
f− and f+ on Ω:
lim
ε→0+
εd/2−1
∑
x∈Nε
(ϕ(x)f ε−(x)+ψ(x)f
ε
+(x)) =
∫
Ω
ϕdf−+
∫
Ω
ψdf+, ∀(ϕ, ψ) ∈ C(Ω)2.
Writing ξε as in (3.8), we can now reformulate (6.2)
inf
ξε∈R#E
ε
+
F ε(ξε) := Iε0(ξ
ε)− F ε1 (ξε) (6.3)
where Iε0(ξ
ε) is defined by (3.10) and
F ε1 (ξ
ε) := inf
γε∈Π(fε
−
,fε+)
∑
(x,y)∈Nε2
γε(x, y)
 min
σ∈Cεx,y
∑
(z,e)⊂σ
|e|d/2ξε(z, e)
 . (6.4)
It is an optimal transport problem. The limit functional then reads as the
following variant of (3.16)
F (ξ) := I0(ξ) − F1(ξ), where F1(ξ) := inf
γ∈Π(f−,f+)
∫
Ω×Ω
cξdγ, ∀ξ ∈ Lp+, (6.5)
As previously, I0 is defined by (3.12) and cξ by (3.15). Π(f−, f+) is the set of
transport plans between f− and f+ (see (5.15)). We then have the following
Γ-convergence result :
Theorem 6.1. Under the same assumptions except Assumption 7 replaced by
Assumption 11, the family of functionals F ε defined by (6.3) Γ-converges (for
the weak Lp-topology) to the functional F defined by (6.5).
Same arguments as for Theorem 6.1 in [2] apply here.
In the same manner as in Section 5, we can see that the problem (6.5) has
a dual formulation that is
sup
Q∈Qq(f−,f+)
−
∫
Ω×Sd−1
G(x, v,mQ(x, v))θ(dx, dv), (6.6)
where
Qq(f−, f+) := {Q ∈ M+1 (L) : e0#Q = f−, e1#Q = f+,mQ ∈ Lq(θ)}
=
⋃
γ∈Π(f−,f+)
Qq(γ).
If we assume that Qq(f−, f+) 6= ∅ and that (5.5) is still true, one can reformulate
Theorem 5.1 for the long-term models as follows :
Theorem 6.2. We have :
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1. Problem (6.6) admits solutions,
2. Q ∈ Qq(f−, f+) solves (6.6) if and only if∫
L
LξQ(σ, ρ) dQ(σ, ρ) =
∫
L
cξQ(σ(0), σ(1)) dQ(σ, ρ)
where ξQ(x, v) = g(x, v,m
Q(x, v)) and moreover, γ := (e0, e1)#Q is a
solution of the optimal transport problem:
inf
γ∈Π(f−,f+)
∫
Ω×Ω
cξQ(x, y)dγ(x, y).
3. There is no duality gap : the infimum of (6.5) equals the supremum of
(6.6) and moreover, if Q solves (6.6) then ξQ solves (6.5).
Problem (6.6) is studied in [9]. It is showed that problem (6.6) is equiva-
lent to another problem that is the variational formulation of an anisotropic,
degenerate and elliptic PDE :{
− div (∇G∗(x,∇u(x))) = f in Ω,
∇G∗(x,∇u(x)) · νΩ = 0 on ∂Ω,
with G∗ being a C1 function. In particular, if the function g in (3.6) is of the
form g(x, vk(x),m) = ak(x)m
q−1 + δk for every x ∈ Ω, k = 1, . . . , N and m ≥ 0
where the constants δk are positive and the weights ak are regular and positive,
then we have
G∗(x, z) =
N∑
k=1
bk(x)
p
(z · vk(x)− δkck(x))p+ for every x ∈ Ω, z ∈ Rd
where bk = (akck)
− 1q−1 . This case is interesting since numerical simulations can
be performed as shown in [9].
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