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Abstract
An inertial manifold (IM) is one of the key objects in the modern theory of
dissipative systems generated by partial differential equations (PDEs) since
it allows us to describe the limit dynamics of the considered system by the
reduced finite-dimensional system of ordinary differential equations (ODEs).
It is well known that the existence of an IM is guaranteed when the so called
spectral gap conditions are satisfied, whereas their violation leads to the
possibility of an infinite-dimensional limit dynamics, at least on the level of
an abstract parabolic equation. However, these conditions restrict greatly
the class of possible applications and are usually satisfied in the case of one
spatial dimension only.
Despite many efforts in this direction, the IMs in the case when the
spectral gap conditions are violated remain a mystery especially in the case of
parabolic PDEs. On the one hand, there is a number of interesting classes of
such equations where the existence of IMs is established without the validity
of the spectral gap conditions and, on the other hand there were no examples
of dissipative parabolic PDEs where the non-existence of an IM is rigorously
proved.
The main aim of this thesis is to bring some light on this mystery by
the comprehensive study of three model examples of parabolic PDEs where
the spectral gap conditions are not satisfied, namely, 1D reaction-diffusion-
advection (RDA) systems (see Chapter 3), the 3D Cahn-Hilliard equation on
a torus (see Chapter 4) and the modified 3D Navier-Stokes equations (see
Chapter 5). For all these examples the existence or non-existence of IM was
an open problem.
As shown in Chapter 3, the existence or non-existence of an IM for RDA
systems strongly depends on the boundary conditions. In the case of Dirich-
let or Neumann boundary conditions, we have proved the existence of an IM
using a specially designed non-local in space diffeomorphism which trans-
forms the equations to the new ones for which the spectral gap conditions
are satisfied. In contrast to this, in the case of periodic boundary conditions,
we construct a natural example of a RDA system which does not possess an
IM.
In Chapters 4 and 5 we develop an extension of the so-called spatial
averaging principle (SAP) (which has been suggested by Sell and Mallet-
Paret in order to treat scalar reaction-diffusion equation on a 3D torus) to
the case of 4th order equations where the nonlinearity loses smoothness (the
Cahn-Hilliard equation) as well as for systems of equations (modified Navier-
Stokes equations).
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Chapter 1
Introduction
It is believed that the long-time behavior of many dissipative PDEs in bound-
ed domains is essentially finite-dimensional. Thus, despite of the infinite-
dimensionality of the initial phase space, the reduced dynamics on the so-
called global attractor can be effectively described by finitely many param-
eters. This conjecture is partially supported by the fact that this global at-
tractor usually has finite Hausdorff and box-counting dimensions and, by the
Mane´ projection theorem, can be embedded by a Ho¨lder continuous homeo-
morphism into the finite-dimensional plane of the phase space. In turn, this
allows us to describe the reduced dynamics on the attractor in terms of a
finite system of ODEs - the so-called inertial form of the PDE considered,
see [2, 7, 21,37,46,56,60] and references therein.
Unfortunately, the reduction based on the Mane´ projection theorem guar-
antees only the Ho¨lder continuity of the vector field in the above mentioned
inertial form although the regularity of this vector field seems to be cru-
cial here. Indeed, as recent counterexamples show (see [12, 60]), this vector
field cannot be made Lipschitz or log-Lipschitz continuous in general and
this lack of regularity may lead to actual infinite-dimensionality of the re-
duced dynamics on the attractor despite the fact that the attractor has finite
box-counting dimension. By this reason, understanding under what extra as-
sumptions the considered PDE possesses an inertial form with more regular
vector field becomes a central problem of the theory.
An ideal situation arises when the considered PDE possesses the so-called
inertial manifold (IM) which is finite-dimensional invariant manifold of the
phase space with exponential tracking (asymptotic phase) property which
contains the global attractor. In this case, the desired inertial form is con-
structed by restricting the initial PDE to the manifold and has smoothness
of the IM (usually C1+ε), see [18,36,47,60] and references therein. However,
the standard theory of IMs requires the so-called spectral gap assumption
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which looks very restrictive and is not satisfied in many physically relevant
examples. Indeed, for the abstract parabolic equation in a Hilbert space H:
∂tu+ Au = F (u), (1.0.1)
where A : D(A)→ H is a linear positive self-adjoint operator with compact
inverse and F : Hβ → H, Hβ := D(Aβ/2), is a nonlinear globally Lipschitz
operator, the spectral gap condition reads
λN+1 − λN
λ
β/2
N+1 + λ
β/2
N
> L. (1.0.2)
Here N is the dimension of the IM, {λn}∞n=1 are the eigenvalues of A enumer-
ated in the non-decreasing order, 0 ≤ β < 2, and L is a Lipschitz constant of
the nonlinearity F , see [18,36,46,47,60] for more details. Recall that, due to
the Weyl asymptotic, λn ∼ Cn2/d in the case where A is a Laplacian in the
d-dimensional bounded domain and (1.0.2) is automatically satisfied (even
in the best case β = 0) only in the case of one spatial dimension. Moreover,
as shown in [12], the infinite-dimensional limit dynamics becomes possible
in (1.0.1) (at least for some nonlinearities F ) if the spectral gap condition
(1.0.2) is violated. Thus, on the one hand, the existence of an IM seems
to be a sharp borderline between finite and infinite dimensional dynamics,
while on the other hand, one cannot expect essential improvements of the
IM existence theorems on the level of an abstract parabolic equation (1.0.1),
see the discussion in [60] for more details.
The situation is even less clear in the case where the concrete classes of
parabolic PDEs (like reaction-diffusion or reaction-diffusion-advection sys-
tems, Navier-Stokes equations, etc.) are considered. Indeed, there is an
evidence here that the spectral gap conditions may sometimes be overcome
using the specific structure of the problem considered. For instance, the iner-
tial manifolds for semilinear heat equations on a 3D torus can be constructed
using the so-called spatial averaging principle despite the absence of a spec-
tral gap, see [34]. Although this method has straightforward limitations, e.g.,
it cannot be applied for more or less general systems of equations and/or for
more or less general domains, the area of its possible extensions/applications
is not properly understood up to the moment (in the present thesis, we ex-
tend this method to the Cahn-Hilliard equation as well as to the modified
Navier-Stokes equations). On the other hand, constructing an example of
a semilinear dissipative parabolic PDE in a bounded domain (without the
artificial non-local terms) which does not possess an inertial manifold is one
of many long-standing open problems of the attractors theory. Up to the
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moment there were known examples of non-existence of IMs under addi-
tional assumption that the IM is normally hyperbolic, see [35,49] or for more
general classes of problems like damped wave equation, see [38, 39] or de-
generate parabolic equations where even the box counting dimension of the
attractor may be infinite, see [13]. In the present thesis we fill in this gap
by constructing an example of a dissipative 1D reaction-diffusion-advection
system without an IM. It is also worth mentioning the famous attempt to
construct the IM for 2D Navier-Stokes equations using the so-called Kwak
transform, see [31, 32]. Although the above mentioned papers are known
to contain a critical error which cannot be repaired, the underlying idea to
transform/embed the considered equations to a larger system of equations
for which the spectral gap conditions will be satisfied looks attractive and
requires further attention (in particular, a similar idea, but in a different con-
text plays a key role in our study of reaction-diffusion-advection problems).
Thus, despite many efforts, the problem of existence or non-existence of IMs
for concrete classes of dissipative PDEs arising in applications is still far from
being properly understood.
By this reason, a lot of efforts has been made in order to develop a
reasonable finite-dimensional reduction for wider class of dissipative PDEs
(ideally including at least 2D Navier-Stokes equations which would allow us
to apply it to study the turbulence) without referring to the IMs, for instance,
by increasing the regularity of the inertial form, see [46, 60] and references
therein. One of the most interesting attempts (from our point of view) is the
so-called Romanov theory which gives necessary and sufficient conditions for
the Lipschitz continuous embeddings of the attractor to finite-dimensional
spaces and allows us to construct Lipschitz continuous inertial forms, see
[48,50]. However, the obtained conditions are very difficult to verify and up
to the moment only one key application of this theory is known. This is the
so-called 1D system of reaction-diffusion-advection (RDA) equations:
∂tu = ∂
2
xu+ f(u, ux), u = (u1, · · · , um), (1.0.3)
which is considered on the interval x ∈ (−pi, pi) and is endowed by the proper
boundary conditions. On the one hand, the spectral gap condition is not
satisfied for this equation and the existence of an IM has not been proved
before. On the other hand, the Romanov theory allows us to build up the
Lipschitz continuous inertial form for equation (1.0.3) (at least in the scalar
case m = 1) under more or less general assumptions on the nonlinearity f , see
also [30]. On the first glance this example might be treated as an indication
that a reasonable theory may be developed beyond the inertial manifolds.
However our investigation in Chapter 3 shows that all good properties of the
inertial forms for the scalar RDA equations are also related with the existence
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of an IM. It is also worth mentioning here an interesting more recent attempt
to relax the assumption on Lipschitz continuity of the vector field in the iner-
tial form to log-Lipschitz continuity using the concept of Assouad/Bouligand
dimension and a log-Lipschitz version of the Mane´ projection theorem, see
[11,41,46]. On the one hand, this relaxation looks reasonable since it is pos-
sible to prove that under more or less general assumptions, the vector field on
the global attractor is exactly log-Lipschitz (although may be not Lipschitz
continuous which makes the Romanov theory not applicable). On the other
hand, due to the Osgood theorem the uniqueness of solutions holds at least
for log-Lipschitz vector fields, so one would be able to preserve at least the
uniqueness property under such finite-dimensional reduction. Unfortunately,
up to the moment, we do not have any methods for estimating the Assouad
dimension of the attractor and, moreover, as recent counterexamples show,
this dimension may be infinite, see [12,60]. The above mentioned difficulties
somehow confirm the conjecture stated in [60] that the existence of an IM
gives a sharp borderline between the finite and infinite-dimensional dynamics
arising in dissipative PDEs and that there is no reasonable finite-dimensional
reduction beyond of inertial manifolds. If it is really so, clarifying the situa-
tion with existence or non-existence of IMs for equations which do not satisfy
the spectral gap conditions becomes crucial for understanding the limit dy-
namics of dissipative PDEs and this is the main motivation of the presented
thesis. Namely, the thesis gives a comprehensive analysis of three model ex-
amples of dissipative PDEs where the spectral gap conditions are violated:
1D reaction-diffusion-advection systems, Cahn-Hilliard equation in 3D with
periodic boundary conditions and the modified 3D Navier-Stokes equations
again with periodic boundary conditions. All these equations are important
from the point view of applications and for none of them the existence of
IMs has been proved or disproved before.
The reaction-diffusion-advection problems are considered in Chapter 3.
As we have shown, the existence or nonexistence of an IM strongly depends
on the choice of boundary conditions (BC). Indeed, for the Dirichlet BC
we have developed a new method of constructing IMs based on a specially
chosen non-local in space transform which reduces the given problem to a
new equivalent one, but for which the spectral gap conditions are satisfied,
see Section 3.4 and [26].
In the case of Neumann BC we still give a positive answer on a question
about the existence of IMs, but the above mentioned transform does not work
directly and we need to embed our system into a larger one differentiating
the equations with respect to the space variable and in a sense reducing the
situation to the previous case of Dirichlet BC. This method has similarities
with the above mentioned Kwak transform, but in contrast to the Kwak
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transform, the leading linear part of equations remains self-adjoint and the
problem with drastic change of spectral gap conditions for non-selfadjoint
operators which occurred to be fatal for the Kwak transform method does
not appear here, see Section 3.5 and also [26].
Surprisingly, the case of periodic BC is principally different. In this
case we give a concrete example of a coupled system of 8 reaction-diffusion-
advection equations which is dissipative, but does not possess any finite-
dimensional IM. To the best of our knowledge this is the first example of a
concrete dissipative semilinear parabolic PDE without an IM, see Section 3.9
and [27]. We have also shown that in the case of scalar reaction-diffusion-
advection problems, we still have the existence of an IM, see Section 3.8
and [27].
The case of 3D Cahn-Hilliard equations with periodic boundary condi-
tions is considered in Chapter 4. This case is somehow similar to reaction-
diffusion equations: the spectral gap conditions are clearly satisfied in 1D;
in 2D they are still satisfied for periodic boundary conditions and nothing is
known for the case of general bounded domains, see [3]. For the considered
3D periodic case they are not satisfied even on a torus, but as conjectured in
[60], the spatial averaging method may work here. The results of Chapter 4
give a rigorous proof of this conjecture, see also [25].
Finally, the case of modified 3D Navier-Stokes equations is considered
in Chapter 5. The analogous problem in 2D has been recently studied in
[20]. The main difference is that in contrast to [20], the spectral gap condi-
tions are not satisfied in 3D and we again need to use the spatial averaging
method. Although as already mentioned, the spatial averaging method is
usually applicable to scalar equations only, it is still applicable here due to
the specific structure of the inertial term in Navier-Stokes equations, see
Chapter 5 and [24].
Let us now discuss the main results of the thesis in a more precise way.
We start with reaction-diffusion-advection systems and Dirichlet BC.
Let us consider the following system of RDA equations:
∂tu+ f(u)∂xu− ∂2xu+ g(u) = 0, x ∈ (−pi, pi), u
∣∣
x=−pi = u
∣∣
x=pi
= 0, (1.0.4)
where u = (u1(t, x), · · · , um(t, x)) is an unknown vector-valued function and
f and g are given smooth functions with finite support. Thus, we have
assumed from the very beginning that the nonlinearities are already cut-
off outside of the global attractor A (which is a subset of C1) and do not
specify more or less general assumptions on f and g which guarantees global
solvability, dissipativity and the existence of such global attractor, see e.g.
[2, 4, 21, 56] and references therein for more details on this topic.
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We also mention that the eigenvalues of the Laplacian in this case are
λn := n
2 and β = 1, therefore the spectral gap condition (1.0.2) for this
equation is satisfied only if the nonlinearity f is small enough (the nonlin-
earity g is not essential here).
Hence the first idea which comes to mind (actually the working one) is to
transform equation (1.0.4) using the appropriate non-local in space change
of the independent variable u in such a way that the obtained new equation
would have small nonlinearity f . To this end we set
u(t, x) = a(t, x)w(t, x), (1.0.5)
where a(t, x) ∈ GL(m) is a matrix depending on the solution u. Then
equation (1.0.4) reads
∂tw − ∂2xw = a−1[−f(aw)a+ 2∂xa]∂xw+
+ [a−1∂2xa− a−1∂ta− a−1f(aw)∂xa]w − a−1g(aw). (1.0.6)
Choosing a as a solution of the following ODE
∂xa =
1
2
f(PK(aw))a, a
∣∣
x=−pi = Id, (1.0.7)
where PK is an orthoprojector on the first K eigenvalues of the Laplacian −∂2x
on (−pi, pi) with Dirichlet boundary conditions and K  1 (other smoothing
operators are also possible), we can prove that the spectral gap assumption
is satisfied for the modified equation (1.0.6) and, since this equation is equiv-
alent to the initial problem (1.0.4), we obtain the existence of an IM for it
as well. The details and the discussion why the naive idea of taking the
identity operator instead of PK in the formula (1.0.7) does not work can be
found in Chapter 3. For the completeness of the exposition we would like to
mention the papers by J. Vukadinovic [58, 59], where the similar ideas were
applied to the so-called Smoluchowski equation. Since the nonlinearity f(u)
is non-local and smoothing there, the naive suggestion of taking the identity
operator in (1.0.7) works, therefore the convective terms can be completely
removed and much simpler theory may be used.
The case of Neumann boundary conditions is more delicate due to the fact
that the transform u = aw does not preserve these boundary conditions and
as a result, we would have the nonlinear and non-local boundary conditions
for the transformed equation (1.0.6). Since nothing is known about the IMs
for such type of BC even in the simplest cases, making this transform does
not look as a good idea. Fortunately, we can reduce the Neumann BC to
the Dirichlet one by differentiating the equations in space, see Section 3.5 for
more details.
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We should separately consider scalar (m = 1) and vector (m > 1) cases
in the setting of periodic boundary conditions. The scalar equation can be
treated similarly to the case of Dirichlet BC. Namely, the transform u =
aw works here as well, but with only difference that a solves the modified
equation
d
dx
a =
1
2
[f(PK(aw))− 〈f(PK(aw)〉]a, a|x=−pi = Id, (1.0.8)
where 〈U〉 := 1
2pi
∫ pi
−pi U(x) dx is the spatial mean of the function U . This extra
term makes the function a 2pi-periodic in space (so the associated transform
will preserve the periodic boundary conditions). Nevertheless the additional
term 〈f(PK(aw)〉 ∂xw, which appears after applying of this transform to the
equation, seems to be not dangerous, it breaks absolute normal hyperbolisity.
Therefore the proof of the existence of an IM in this case essentially differs
from the case of Dirichlet BC.
In contrast to all previously mentioned cases the vector RDA equation
with periodic BC may not possess an IM. The proof of this result is based on
the appropriate counterexample to the Floquet theory for linear equations
with time-periodic coefficients and significantly leans on [12].
Note also that, as shown in [51], an IM may not exist even in the scalar
case of RDA equation and periodic boundary conditions if we allow the non-
linearities to contain the non-local terms like periodic Hilbert operators.
Summarising all the above mentioned we can formulate one of the key
results of the thesis.
Theorem 1.0.1. Let the nonlinearity f ∈ C∞0 (R). Then
1. the system of RDA equations (1.0.3) with Dirichlet BC or Neumann
BC possesses an IM;
2. the scalar RDA equation (1.0.3) with periodic BC possesses an IM;
3. there exist m > 1 and f ∈ C∞0 (R) such that the associated RDA
system (1.0.3) with periodic boundary conditions does not possess any finite-
dimensional IM containing the global attractor.
Now let us consider another approach for treating PDEs without spectral
gap, namely, the spatial averaging principle, which will be used in Chapters 4
and 5. In [34] this method was proposed to handle the scalar reaction-
diffusion equation
∂tu = ∆xu− f(u) (1.0.9)
on a 3D torus x ∈ [−pi, pi]3. Here the spectral gap condition reads
λN+1 − λN > 2L, (1.0.10)
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where λ1 ≤ λ2 ≤ · · · are the eigenvalues of the minus Laplacian on a torus
enumerated in the non-decreasing order and L is a Lipschitz constant of the
nonlinearity f . The eigenvalues of the Laplacian are all natural numbers
which can be presented as sums of 3 squares and by the Gauss theorem,
there are no gaps of length more than 3 in the spectrum, so the spectral gap
condition clearly fails if the Lipschitz constant L is large enough. Neverthe-
less, the corresponding IM can be constructed (for all values of the Lipschitz
constant L) using the spatial averaging principle, see [34] for the details.
Roughly speaking, this method is based on the observation that only the ac-
tion of the derivative f ′(u) of the nonlinearity on the intermediate “modes”
which are near the spectral gap threshold is really important for the classical
construction of an IM, so the assumptions on the action on the remaining
modes can be essentially relaxed. In particular, in the case where this inter-
mediate action is close in a proper sense to a scalar operator 〈f ′(u)〉 (which
is called a spatial average of the operator f ′(u)), the spectral gap assumption
can be removed, see [33,34,60] for more details.
Chapter 4 is devoted to the application of the spatial averaging principle
to the so-called Cahn-Hilliard equation on a 3D torus. Namely, we consider
the following 4th order parabolic problem:
ut + ∆x(∆xu− f(u)) = 0, 〈u(t)〉 := 1
(2pi)3
∫
T
u(x, t) dx = 0 (1.0.11)
on a 3D torus T := (−pi, pi)3 with a given nonlinearity f , which satisfies
the standard dissipative assumptions. Obviously, the spectral gap condition
(1.0.2) for equation (1.0.11) is not satisfied on a 3D torus for arbitrary non-
linearity f(u) and therefore the existence of an IM for it cannot be obtained
in a straightforward way. But fortunately we are able extend the theory
proposed in [34] to the case of Cahn-Hilliard equation due to the accurate
analysis of the possibility to approximate the term ∆x(f
′(u)w) in the corre-
sponding equation of variations by its “averaging” 〈f ′(u)〉∆xw. The following
theorem may be considered as the main result of Chapter 4.
Theorem 1.0.2. The Cahn-Hilliard problem (1.0.11) with periodic boundary
conditions in three dimensions possesses an IM, which is a graph of a Lips-
chitz continuous function over the N-dimensional space spanned by the first
N eigenvectors of the Laplacian. Moreover, this function is C1+ε-smooth for
some small ε = ε(N) > 0.
Nevertheless the C1+ε regularity is relevant for all previously mentioned
cases, here we emphasize on it, since the new approach to its proof (based
on the graph transform method) is proposed, see Chapter 4 for details.
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The last Chapter 5 deals with the modified Leray-α model. We consid-
er the following modification of the Navier-Stokes equation, proposed in [22]:
ut − ν∆u+ (u · ∇)u¯+∇p = f,
u = u¯− α2∆u¯,
div u = 0,
(1.0.12)
with periodic boundary conditions in three dimensions. Here α and ν are
positive parameters and f ∈ L2(T) ∩ {〈u〉 = 0} are given external forces.
As in the case of Cahn-Hilliard equation (1.0.11) we apply the spatial
averaging principle in order to prove the existence of an IM. The main dif-
ficulty here is the fact that the scheme based on spatial averaging does not
work in general for systems of equations. Indeed, in contrast to the scalar
case, adding the multiplication operator on a spatially homogeneous matrix
to the equation of variations may easily destroy the normal hyperbolicity,
which would not allow us to construct an IM. Fortunately, in our concrete
case of equations (1.0.12) it is still possible since the spatial averaging of the
operator F ′(u) associated with the nonlinearity of (1.0.12) is identically zero
(this explains also why the manifold constructed will be absolutely normally
hyperbolic) and the following theorem is valid.
Theorem 1.0.3. Let the function f ∈ L2(T) ∩ {〈u〉 = 0} and α, ν > 0.
Then the modified Leray-α model (1.0.12) possesses an IM in the phase space
L2(T) ∩ {〈u〉 = 0}. Furthermore, this manifold is C1+ε-smooth.
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Chapter 2
Preliminaries
In this chapter we collect basic definitions and general results of the global
attractor theory and inertial manifold theory which will be used throughout
the thesis.
2.1 Function spaces and embedding theorems
We start our exposition with a brief reminder of basic properties of Sobolev
spaces, see e.g., [57] for the details. Let Ω be a domain in Rd. As usual, we
denote by Lp(Ω), 1 ≤ p ≤ ∞ the classical Lebesgue space endowed by the
norm
‖u‖Lp :=
(∫
Ω
|u(x)|p dx
)1/p
and in the limit case p =∞, we have ‖u‖L∞ = esssupx∈Ω{|u(x)|}.
Furthermore, for every n ∈ N, we denote by W n,p(Ω) the space of distri-
butions whose derivatives up to order n belong to Lp(Ω). The norm in this
space is given by
‖u‖Wn,p =
∑
|α|≤n
‖Dαu‖pLp
1/p ,
where α = (α1, · · · , αd) is a multi-index, |α| := α1 + · · · + αd and Dα :=
∂α1x1 · · · ∂αdxd . In particular, the space W 1,∞(Ω) corresponds to functions which
are Lipschitz continuous in Ω and the space W 1,1(Ω) coincides with the so-
called absolutely continuous functions. In one dimensional case d = 1, we
have the embedding W 1,1(R) ⊂ C(R) as well as the Newton-Leibnitz formula∫ b
a
u′(x) dx = u(b)− u(a)
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for all a ≤ b ∈ R and u ∈ W 1,1(R) (of course, this result has a natural
generalization to the case of all dimensions, but we will not use it in the
thesis).
For non-integer n ≥ 0 the Sobolev spaces are usually defined using inter-
polation. Namely, if n = [n] + s, 0 < s < 1, then the norm in the space W n,p
is defined as follows
‖u‖Wn,p :=
‖u‖p
W [n],p
+
∑
|α|=[n]
∫
Ω
∫
Ω
|Dαu(x)−Dαu(y)|p
|x− y|d+sp dx dy
1/p .
In the case p = 2 the spaces W n,p are Hilbert spaces and we will often write
below Hn(Ω) instead of W n,2(Ω).
Next we recall the Sobolev embedding theorem.
Theorem 2.1.1. Let Ω be a bounded domain of Rd with smooth boundary.
Then, for any 0 ≤ s1 ≤ s2 <∞ and 1 ≤ p1, p2 <∞, satisfying the inequality
1
p1
− s1
d
≥ 1
p2
− s2
d
, (2.1.1)
the following embedding holds:
W s2,p2(Ω) ⊂ W s1,p1(Ω). (2.1.2)
Moreover, the embedding is compact if the inequality (2.1.1) is strict.
It is worth mentioning that W s,p(Ω) ⊂ C(Ω) if 1
p
< s
d
. In the limit case
where 1
p
= s
d
we do not have this embedding if p > 1.
Another fundamental technical tools related with Sobolev spaces are the
interpolation inequalities.
Theorem 2.1.2. Let Ω be a bounded domain with smooth boundary, 0 ≤
s1 ≤ s2, 1 < p1, p2 <∞ and θ ∈ [0, 1]. Let also
1
p
:=
θ
p1
+
1− θ
p2
, s := θs1 + (1− θ)s2.
Then the following inequality holds:
‖u‖W s,p ≤ C‖u‖θW s1,p1‖u‖1−θW s2,p2
for every u ∈ W s1,p1(Ω) ∩W s2,p2(Ω).
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Combining Sobolev embeddings and interpolation inequalities we get the
so-called Gagliardo-Nirenberg inequalities. However, there is an important
limit case of them which cannot be deduced from the inequalities stated
above, so we formulate it as a separate proposition.
Proposition 2.1.3. Let under the assumptions of the previous theorem θ ∈
(0, 1) and the exponents s and p be such that 1
p
= s
d
. Then the following
inequality holds
‖u‖C(Ω) ≤ C‖u‖θW s1,p1‖u‖1−θW s2,p2 (2.1.3)
for all u ∈ W s1,p1(Ω) ∩W s2,p2(Ω).
To complete this section we introduce the spaces W s,p0 (Ω) consisting of
functions from W s,p(Ω) vanishing on the boundary. Namely, W s,p0 is a closure
of C∞0 in the metric of the space W
s,p(Ω):
W s,p0 (Ω) := [C
∞
0 (Ω)]W s,p , 1 < p <∞. (2.1.4)
It is well-known that (in the case of smooth Ω) W s,p0 (Ω) = W
s,p(Ω) if and
only if s ≤ 1
p
. Therefore, the trace of a function u ∈ W s,p(Ω) on the boundary
∂Ω exists if and only if s > 1
p
.
Finally, we define the Sobolev spaces W−s,p as the subspaces of distri-
butions which can be extended to linear continuous functionals on W s,q0 (Ω)
where 1
p
+ 1
q
= 1. In other words W−s,p(Ω) is defined as dual space to W s,q0 (Ω):
W−s,p(Ω) = W s,q0 (Ω)
∗, s ≥ 0, 1
p
+
1
q
= 1.
Mention also that the spaces W s,p(Ω) are reflexive and separable if s ∈ R
and 1 < p <∞.
2.2 Elliptic regularity and fractional powers
of the Laplacian
In this section we briefly recall the key properties of the Laplace operator
endowed by Dirichlet, Newmann or periodic boundary conditions and discuss
its fractional powers, see e.g., [15,57] for more detailed exposition. We start
with the Dirichlet boundary conditions.
Let Ω be a bounded domain with smooth boundary and let A = −∂2x
be the linear operator in a Hilbert space H = L2(Ω) with the domain
D(A) := H2(Ω) ∩ H10 (Ω). Then, as known, the operator A is self-adjoint
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in H. Moreover, this operator is positive definite due to the Friedrichs in-
equality. Indeed, the Friedrichs inequality reads
‖u‖L2 ≤ C‖∂xu‖L2 , (2.2.1)
for all u ∈ H10 (Ω) and integrating by parts we get
(Au, u) = (−∂2xu, u) = ‖∂xu‖2L2 ≥ C−2‖u‖2H ,
where we denote (u, v) :=
∫
Ω
u(x)v(x) dx. This guarantees that the operator
A is invertible and due to the maximal regularity result, we also know that
A−1 is a bounded operator from H to D(A).
In particular, A−1 is a compact self-adjoint operator in H. Therefore, by
the Hilbert-Schmidt theorem, there exists an orthonormal base {en}∞n=1 of
eigenvectors of the operator A:
Aen = λnen, u =
∞∑
n=1
unen, un := (u, en), u ∈ H, (2.2.2)
where the eigenvalues λn are enumerated in the non-decreasing order.
Then, the scale Hs = D(As/2), s ∈ R, of Hilbert spaces associated with
the Laplacian can be defined via
Hs := {u ∈ H, ‖u‖2Hs :=
∞∑
n=1
λsnu
2
n <∞}, s ≥ 0 (2.2.3)
and for s < 0 the space Hs is defined as a completion of H with respect to
this norm. Obviously H−s is a dual space to Hs.
Since the operator A is diagonal in the base {en}, its fractional powers
are defined by the following natural formula
Aαu :=
∞∑
n=1
λαnun, α ∈ R (2.2.4)
Obviously, the operators Aα are isometric isomorphisms between Hs and
Hs−2α. However, in order to be able to work effectively with these spaces
we need to identify the spaces Hs with the classical Sobolev spaces. This is
done in the following theorem.
Theorem 2.2.1. Let s ≥ 0 and 2s− 1 /∈ 4Z. Then
Hs = {u ∈ Hs(Ω), (∂2x)nu
∣∣
∂Ω
= 0, n = 0, · · · , 2s− 1
4
}. (2.2.5)
For s < 0, the spaces Hs can be described using the relation H−s = (Hs)∗.
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This theorem shows that Hs = Hs0(Ω) if and only if s ≤ 3/2 and s 6= 1/2
and Hs = Hs(Ω) ∩H10 (Ω) if 3/2 ≤ s ≤ 5/2. An exceptional case s = 1/2 is
a bit more delicate and the space H1/2 is described as follows:
H1/2 = {u ∈ H1/2(Ω), ‖u‖2H1/2 := ‖u‖2H1/2(Ω) +
∫
Ω
d−1(x)|u(x)|2 dx <∞},
(2.2.6)
where d(x) is the distance from x to the boundary ∂Ω.
We now briefly discuss the case of Neumann boundary conditions. The
theory here is analogous to the case of Dirichlet boundary conditions with ba-
sically only one difference. Namely the Laplacian with Neumann BC has zero
eigenvalue which corresponds to the eigenvector e0 ≡ 1, so the theory should
be slightly modified in order to take into the account this fact. Namely, the
Friedrichs inequality is not helpful any more and should be replaced by the
Poincare inequality
‖u− 〈u〉 ‖L2 ≤ C‖∂xu‖L2 , 〈u〉 := 1|Ω|
∫
Ω
u(x) dx (2.2.7)
which holds for all u ∈ H1(Ω). Note also that the equation −∂2xu = h
endowed with Neumann boundary conditions is solvable only if 〈h〉 = 0, so
it is natural to introduce a Hilbert space
H¯ := {u ∈ L2(Ω), 〈u〉 = 0}
and consider the operator A = −∂2x with the domain
D(A) = {u ∈ H2(Ω), ∂nu
∣∣
∂Ω
= 0, 〈u〉 = 0}.
Then, as known, the operator thus defined is self-adjoint and positive definite
and the inverse operator A−1 is a bounded operator from H to D(A). So,
analogously to the case of Dirichlet BC, we have the orthonormal in H¯ base
of eigenvectors and associated eigenvalues and may define the scale of Hilbert
spaces H¯s, s ∈ R and fractional powers Aα for the case of Neumann boundary
conditions. For instance, the analogue of the description (2.2.5) reads
Hs = {u ∈ Hs(Ω), 〈u〉 = 0, ∂n(∂2x)nu
∣∣
∂Ω
= 0, n = 0, · · · , 2s− 3
4
} (2.2.8)
which holds for all s ≥ 0 such that 2s− 3 /∈ 4Z.
The above described approach works perfectly in the case where the con-
dition 〈u〉 = 0 preserves under the evolution of the dynamical system con-
sidered (it will be so in the cases of Cahn-Hilliard equation or Navier-Stokes
15
system considered below). In this case we may simply include the condition
〈u〉 = 0 in the definition of the phase space of the considered problem.
If it is not the case, then one can remove zero mean condition by consid-
ering the operator A = −∂2x + 1 in the Hilbert space H = L2(Ω). Obviously,
this will lead only to a non-essential shift of the eigenvalues by one, but re-
turns the functions u = const into the consideration. Actually we will use
both of these approaches in the thesis and in order to avoid a misunderstand-
ing we will specify in every chapter below what of these two approaches are
used.
Finally, the most simple case is the case of periodic boundary conditions.
Actually, it is very similar to the case of Neumann BC, but with one essential
simplification. Namely, since periodic functions can be treated as functions
on a torus and the torus has no boundary, all compatibility conditions on the
boundary disappear (as well as exceptional exponents) and we have a very
simple description of the domains of fractional powers of the Laplacian:
Hs = Hs(Td), s ∈ R. (2.2.9)
To complete this section we discuss the properties of the linear parabolic
equation (heat equation) associated with the Laplacian. Let H be a Hilbert
space and A : D(A) → H be a linear positive self-adjoint operator with
compact inverse. Then it has an orthonormal base of eigenvectors {en}∞n=1
with associated eigenvalues 0 < λ1 ≤ · · · ≤ λn · · · and the fractional spaces
Hs defined by (2.2.3). Let us consider an abstract heat equation
d
dt
u+ Au = 0, u
∣∣
t=0
= u0. (2.2.10)
This equation can be solved explicitly by the Fourier method:
u(t) =
∞∑
n=1
e−λnt(u0, en). (2.2.11)
Thus, the solution operator e−At, t ≥ 0 is well-defined in every Hs by formula
eAtu0 := u(t). Obviously the operators e
−At are bounded operators in Hs for
all s ∈ R. The next theorem gives the key parabolic smoothing property for
them (which actually says that S(t) = e−At is an analytic semigroup).
Theorem 2.2.2. Under the above assumptions on the operator A, the fol-
lowing estimate holds:
‖e−Atu0‖Hs+α ≤ Cαe
−γt
tα/2
‖u0‖Hs , (2.2.12)
for every s ∈ R, u0 ∈ Hs, α ≥ 0 and some constants Cα depending only on
α and γ > 0.
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2.3 Dynamical systems, dissipativity and
global attractors
In this section, we discuss the basic concepts of the theory of global attractors,
see [1,19,45,56] for more details. We first remind that a family of operators
{S(t)}t≥0 acting on a Banach space Φ is called a semi-group iff
1) S(0) = Id, where Id is an identical operator;
2) S(t)S(τ) = S(τ)S(t) = S(t+ τ), for any t, τ ≥ 0.
The pair (S(t),Φ) is often called a dynamical system (DS) with a phase
space Φ and evolutionary operator S(t). In applications to PDEs such semi-
group usually arises as solution operators of the evolutionary differential
equation considered:
S(t)u0 := u(t),
where u solves the considered differential equation with the initial data
u
∣∣
t=0
= u0. In order to be able to define this semigroup the differential
equation should have a unique globally defined (for all t ≥ 0) solution for
every initial data u0 ∈ Φ. Then the semigroup property will be automatically
satisfied if the equation does not depend explicitly on time.
The next basic concept is dissipativity. Intuitively a dynamical system is
dissipative if it consumes energy (in contrast to the conservative case where
the total energy is preserved). Mention also that, in order to have the non-
trivial dynamics, it should be also the energy income from the external world,
so the system should be open. However, the above mentioned properties is
difficult to formalize, so the mathematical theory is based on related but
different properties. Namely a DS is called dissipative if the following dissi-
pative estimates hold:
‖S(t)u0‖Φ ≤ Q(‖u0‖Φ)e−αt + C∗, t ≥ 0, u0 ∈ Φ, (2.3.1)
where positive constants C∗ and α and monotone increasing function Q are
independent on u0 and t. We will use this definition of dissipativity through-
out the thesis.
The dissipative estimate (2.3.1) implies the existence of a bounded ab-
sorbing set for the semigroup S(t). We recall that, by definition, a set B is
an absorbing set for the semigroup S(t) if for every bounded subset B ∈ Φ
there exists T = T (B) such that
S(t)B ⊂ B
for all t ≥ T . Indeed, the set
B := {u0 ∈ Φ, ‖u0‖Φ ≤ 2C∗}
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is a bounded absorbing set for the semigroup S(t).
Actually, the existence of a bounded absorbing set is often used as a
mathematical definition of dissipativity. This definition is formally different
but is very close to the one based on estimate (2.3.1). Indeed, recall that
the semigroup S(t) is called bounded if there exists a monotone increasing
function Q such that
‖S(t)u0‖Φ ≤ Q(‖u0‖Φ), t ∈ R+, u0 ∈ Φ.
Then, as not difficult to see, (2.3.1) holds if and only if S(t) is bounded and
possesses a bounded absorbing set. Since in all our examples the existence
of a bounded absorbing set follows from the dissipative estimate (2.3.1), we
prefer to use it as a definition of dissipativity.
In applications the dissipative estimate usually follows from energy in-
equalities and some Gronwall type estimates. For the convenience of the
reader, we state and prove below one of such estimates which is enough for
the purposes of this thesis.
Lemma 2.3.1. Let the function Y (t) be absolutely continuous on [0, T ] and
let the functions A(t) and B(t) belong to L1(0, T ). Assume also that the
following inequality is satisfied for almost all t ∈ [0, T ]:
d
dt
Y (t) + αY (t) + A(t) ≤ B(t) (2.3.2)
for some α ∈ R. Then, the following estimate holds:
Y (t) +
∫ t
0
e−α(t−s)A(s) ds ≤ Y (0)e−αt +
∫ t
0
e−α(t−s)B(s) ds (2.3.3)
for all 0 ≤ t ≤ T .
Proof. Indeed, multiplying inequality (2.3.2) by eαt, we get
d
ds
(Y (s)eαs) + A(s)eαs ≤ B(s)eαs.
Integrating this inequality over s ∈ [0, t] and multiplying the result on e−αt
we end up with the desired estimate and finish the proof of the lemma.
In applications below, we will usually have Y (t) = ‖u‖2L2 (or Y (t) :=
‖u‖2H1), A ≥ 0 and B = const ≥ 0 related with the proper norms of the
external forces, so the desired dissipative estimate will follow from the energy
inequality (2.3.2) and the proved lemma.
At the next step we discuss global attractors. We start with the standard
definition.
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Definition 2.3.2. A set A is called a global attractor for the semigroup
(S(t),Φ) iff:
1) the set A is compact;
2) the set A is invariant, i.e. S(t)A = A;
3) the setA uniformly attracts any bounded set inH, i.e. for any bounded
set D ⊂ H and any neighbourhood O(A) of A there is time T = T (D,O(A))
such that
S(t)D ⊂ O(A) for any t ≥ T. (2.3.4)
As usual, the global attractor if it exists is just an ω-limit set of a bounded
absorbing set B of the DS considered:
A = ω(B) = ∩t≥0[∪h≥tS(h)B]Φ, (2.3.5)
where [·]Φ is a closure in the space Φ. It is well-known that we need some
kind of compactness in order to be sure that the ω-limit set is not empty and
some kind of continuity (or closed graph) assumptions in order to guarantee
that it is strictly invariant. In the case of parabolic equations which are
the main object of study in the thesis, we have the instantaneous smoothing
property for the associated solution semigroup. By this reason, it is enough
for us to obtain the compactness from the existence of a compact absorbing
set and to use the following version of the attractor’s existence theorem.
Theorem 2.3.3. Let the (S(t),Φ) be a DS and let this DS possesses a com-
pact absorbing set B in the phase space Φ. Assume also that the operators
S(t) are continuous as maps from Φ to Φ for every fixed t ≥ 0. Then the
considered DS possessed a global attractor A ⊂ B. Moreover, this attractor
is generated by all solutions which are defined for all t ∈ R and bounded in
Φ:
A = K∣∣
t=0
, (2.3.6)
where
K := {u : R→ Φ, S(t)u(h) = u(t+h), h ∈ R+, t ∈ R, sup
t∈R
‖u(t)‖Φ <∞}.
(2.3.7)
2.4 Inertial manifolds
In this section we briefly discuss the inertial manifolds and related questions,
see [10, 18, 42–44, 54, 56] and references therein for more detailed exposition.
We first recall the definition of this object.
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Definition 2.4.1. Let (S(t),Φ) be a DS. A set M⊂ Φ is called an inertial
manifold for this DS if and only if:
1) the set M is invariant, i.e. S(t)M =M;
2) the set M is a finite-dimensional Lipschitz submanifold of Φ;
3) the set M possesses the property of asymptotic phase (=exponential
tracking property), i.e. there exist positive constants C and γ such that for
every u0 ∈ H there exists v0 ∈M such that
‖S(t)u0 − S(t)v0‖H ≤ Ce−γt‖u0 − v0‖H , t ≥ 0. (2.4.1)
Actually, there are many slight variations of this definition. For instance,
the definition given above is suitable for the case where the considered equa-
tion is already cutted off outside of a global attractor. The attempts to
define an inertial manifold for the original system usually lead to replacing
the strict invariance of M by semi-invariance: S(t)M⊂M, see [18, 42, 56].
From our point of view, the strict invariance is too important to be simply
lost, so we prefer to state the definition for the cut-off equation here (see also
Definition 3.5.1 below which is applicable for the initial system as well and
preserves the strict invariance).
Another variation which is typical for early papers on inertial manifolds
is an attempt to separate the assumptions on the existence of a manifold and
the one for the exponential tracking, see [18,43]. However, from the point of
view of the modern theory both of these properties are related with normal
hyperbolicity and it looks a bit unnatural to separate the assumptions for
them.
We also mention that very often an inertial manifold is defined as a graph
of a Lipschitz continuous function from the N -dimensional spaces spanned
by the lower Fourier modes to the infinite dimensional space related with
higher Fourier modes.
Keeping in mind this variety, we will specify exactly what definition of
the inertial manifold is used in every chapter of the thesis. We now discuss a
bit more the classical results for the case of an abstract semilinear parabolic
equation in a Hilbert space H (which includes all concrete classes of equations
considered in the thesis). Namely,
d
dt
u+ Au = F (u), u
∣∣
t=0
= u0. (2.4.2)
Here A : D(A) → H is a positive self-adjoint linear operator with compact
inverse and F (u) is a nonlinearity. We assume that the non-linearity is
globally Lipschitz as a map from H to H−β for some 0 ≤ β ≤ 2:
‖F (u)− F (v)‖H−β ≤ L‖u− v‖H , u, v ∈ H, (2.4.3)
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where Hs, s ∈ R, is a scale of Hilbert spaces generated by the operator A.
Let {en}∞n=1 be the orthonormal system of eigenvectors of the operator A and
{λn}∞n=1 be the corresponding eigenvalues. The orthoprojector to the linear
spaces generated by first N eigenvectors of A will be denoted by PN and
QN := 1− PN .
It is well-known that under the above assumptions equation (2.4.2) is
globally well posed in H, so the DS (S(t), H) associated with this equation
is well-defined, see e.g. [21]. The next theorem is a classical result on the
existence of an inertial manifold for the semilinear parabolic equation.
Theorem 2.4.2. Let the operator A and the non-linearity F satisfy the above
stated conditions and let in addition N ∈ N be such that
λN+1 − λN
λ
β/2
N+1 + λ
β/2
N
> L. (2.4.4)
Then the associated DS possesses an N-dimensional inertial manifold M
which is homeomorphic to RN and can be presented as a graph of a Lipschitz
continuous function M : PNH → QNH.
As shown in [12, 60], the spectral gap condition (2.4.4) is sharp at least
in the case β = 0. Namely, the following result holds.
Theorem 2.4.3. Let the eigenvalues λn of the operator A be such that
sup
n→∞
(λn+1 − λn) < 2L.
Then, there exists a smooth globally Lipschitz non-linearity F : H → H with
Lipschitz constant L such that the associated DS (S(t), H) does not possess
a finite-dimensional inertial manifold. Moreover, this DS possesses a global
attractor A which cannot be embedded into any finite-dimensional Lipschitz
(and even log-Lipschitz) submanifold of H.
Thus it is unlikely that the result of Theorem 2.4.2 can be essentially im-
proved on the level of more or less general abstract parabolic equations. How-
ever, for the concrete classes of equations of this form (e.g., reaction-diffusion
equations, Cahn-Hilliard equation, reaction-diffusion advection problems, etc.)
such an improvement is not forbidden by Theorem 2.4.3. Moreover, as men-
tioned in the introduction, the possibility to construct inertial manifolds for
equations which do not satisfy spectral gap conditions is demonstrated in
[34] on the level of reaction-diffusion equations.
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Chapter 3
Reaction-diffusion-advection
equations
3.1 Introduction
This chapter deals with the so-called 1D reaction-diffusion-advection
(RDA) systems of the form
∂tu− ∂2xu+ u+ f(u)∂xu+ g(u) = 0, x ∈ (−pi, pi). (3.1.1)
Here u = u(t, x) = (u1, · · · , um) is an unknown vector-valued function and f
and g are given nonlinearities which are assumed belonging to the space C∞0 .
In the case of RDA equations (3.1.1) the spectral gap condition reads
λN+1 − λN
λ
1/2
N + λ
1/2
N+1
∼ C (N + 1)
2 −N2
N +N + 1
= C > L, (3.1.2)
where λn ∼ n2 are eigenvalues of A := −∂2x + 1 endowed by the proper
boundary conditions, L is a Lipschitz constant of the nonlinearity F (u) :=
f(u)∂xu + g(u), which maps [H
1(−pi, pi)]m to [L2(−pi, pi)]m (we assume that
cut-off procedure is already done, and therefore F (u) is globally Lipschitz)
and C is independent of N . Thus, the nonlinearity in the RDA system (3.1.1)
is in a sense critical from the point of view of the IM theory and the spectral
gap condition is satisfied only in the case where the Lipschitz constant L is
small enough (no matter what N is). By this reason, the existence or non-
existence of IMs for RDA equations with arbitrarily large nonlinearities was
a long-standing open problem.
We will answer this question separately for three types of boundary con-
ditions: Dirichlet, Neumann and periodic. Let us start with Dirichlet BC.
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The main idea of our method is to make the nonlinearity f small by
transforming equation (3.1.1) using the trick with the non-local change of
variables u = a(t, x)w, where a is a properly chosen matrix depending on w.
Indeed, the new independent variable w solves
∂tw − ∂2xw + w = {a−1(2∂xa− f(aw)a)∂xw}+
+ {a−1[∂2xa− ∂ta− f(aw)∂xa]w − a−1g(aw)} := F1(w) + F2(w). (3.1.3)
This guesses the choice of the matrix a. The naive one would be to fix it as
a solution of the following ODE
∂xa =
1
2
f(aw)a =
1
2
f(u)a, a|x=−pi = Id . (3.1.4)
However, in this case
∂2xa =
1
4
f(aw)2a+
1
2
f ′(aw)(∂xaw + a∂xw)a
and we see that the remaining terms in the RHS of (3.1.3) will lose smooth-
ness due to the presence of the term ∂xw (the analogous thing happens also
with ∂ta) and we end up with similar to (3.1.2) spectral gap condition for
equation (3.1.3) which is again not satisfied in general. However, a bit more
clever choice
∂xa =
1
2
f(PK(aw))a =
1
2
f(PKu)a, a|x=−pi = Id, (3.1.5)
where PK is the orthoprojector to the first K eigenvectors of A := −∂2x +
1, actually solves the problem. Indeed, in this case, a depends on w (or
u) through the smoothing operator PKw, so ∂
2
xa and ∂ta will not consume
smoothness and the operator F2 will map [H1(−pi, pi)]m to [H1(−pi, pi)]m. On
the other hand, the map
F1(w) := a−1(f(PK(aw))− f(aw))a∂xw
can be made small (as an operator from [H1(−pi, pi)]m to H := [L2(−pi, pi)]m)
by fixing K large enough. Finally it can be shown that the map u → w is
a diffeomorphism in the neighbourhood of the global attractor if K is large
enough and the transformed equation (3.1.3) satisfies (after the proper cut-
off procedure) the spectral gap conditions and possesses the IM. Therefore
we end up with the following theorem which can be treated as one of the
main results of this chapter.
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Theorem 3.1.1. Let the nonlinearities f and g be smooth and have finite
supports. Then equation (3.1.1) with Dirichlet BC possesses an IM in the
phase space [H10 (−pi, pi)]m and this manifold is C1+ε-smooth where ε > 0 is
small enough.
Since the transform u = aw does not preserve Neumann boundary condi-
tions we cannot apply directly the scheme proposed for the case of Dirichlet
BC. Fortunately, there is an alternative way to handle this problem, namely,
to reduce the Neumann BC to the Dirichlet one by differentiating the equa-
tions in x. Indeed, let v = ∂xu. Then functions (u, v) solve{
∂tu− ∂2xu+ u+ f(u)v + g(u) = 0, ∂xu
∣∣
x=−pi = ∂xu
∣∣
x=pi
= 0,
∂tv − ∂2xv + v + f(u)∂xv + f ′(u)v2 + g′(u)v = 0, v
∣∣
x=−pi = v
∣∣
x=pi
= 0.
(3.1.6)
Since the first equation does not contain first derivatives in x, it is enough to
transform the second component v = a(t, x)w and this component has Dirich-
let boundary conditions and the above mentioned problem with boundary
conditions is overcome. Thus, in the case of Neumann boundary conditions,
the initial RDA system can be embedded into a larger RDA system which
possesses an IM, so the answer on the question about the existence of IMs
in this case is also positive and the following theorem is valid.
Theorem 3.1.2. Let the nonlinearities f and g be smooth and have finite
supports. Then equation (3.1.1) with Neumann BC possesses an IM in the
phase space [H1(−pi, pi)]m and this manifold is C1+ε-smooth where ε > 0 is
small enough.
The case of periodic boundary conditions is the most complicated one.
As we will see, there is a principal difference between the scalar (m = 1) and
vector (m > 1) cases. In the scalar case, it is possible to modify the equation
for a as follows
∂xa =
1
2
[f(PK(aw))−〈f(PK(aw)〉]a = 1
2
[f(PKu)−〈f(PKu)〉]a, a|x=−pi = Id,
(3.1.7)
where 〈f〉 is the spatial mean of the function f . This extra term is added
in order to make the function a 2pi-periodic in space. On the other hand, it
leads to the extra term
F3(w) := 〈f(PK(aw)〉 ∂xw
in the right-hand side of the transformed equations (3.1.3) which is not small
and still reduces smoothness (F3 maps H1(−pi, pi) to H only). Nevertheless,
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as shown below, this term does not destroy the construction of the IM since
it has very special structure. Thus, in the scalar case and periodic boundary
conditions, the answer to the question about the existence of IMs is also
positive, namely, the following theorem holds.
Theorem 3.1.3. Let the nonlinearities f, g ∈ C∞0 (R). Then the scalar RDA
equation (3.1.1) with periodic boundary conditions possesses an IM (after the
proper cut-off procedure).
Note that the proof of this theorem differs essentially from the one given
for the case of Dirichlet boundary conditions. In particular, we have to
use a special cut-off procedure similar to the one developed in [34] (see also
[25, 33, 60]) for the so-called spatial averaging method as well as the graph
transform and invariant cones instead of the Perron method.
We now turn to the vector case m > 1 with periodic boundary conditions.
In contrast to all previously mentioned cases, the answer on the question
about the existence of IMs here is negative. Namely, the following theorem
is valid.
Theorem 3.1.4. There exist m > 1 and nonlinearities
f ∈ C∞0 (Rm,L(Rm,Rm)) and g ∈ C∞0 (Rm,Rm) such that the associated RDA
system (3.1.1) with periodic boundary conditions does not possess any finite-
dimensional IM containing the global attractor. Moreover, the associated
limit dynamics on the attractor is infinite-dimensional and, in particular,
contains limit cycles with supra exponential rate of attraction.
As in the case of abstract parabolic equations, see [12, 60], this result
is strongly based on the appropriate counterexample to the Floquet theory.
Such counterexamples are well-known and can be relatively easily constructed
in the class of abstract parabolic equations, see [29] for the details. However,
to the best of our knowledge, finding such counterexamples in the class of
parabolic PDEs and local differential operators was also a long standing open
problem. In the present work, we give a solution of this problem. Namely, we
have found smooth space-time periodic functions f(t, x) ∈ L(Rm,Rm) and
g(t, x) ∈ Rm such that the period map U associated with the linear RDA
system
∂tu− ∂2xu+ u+ f(t, x)∂xu+ g(t, x)u = 0 (3.1.8)
is a Volterra type operator such that its spectrum coincides with {0}. As
a result, all solutions of problem (3.1.8) decay faster than exponentially as
t→∞ (actually, the decay rate is like e−κt3 for some positive κ).
The chapter is organized as follows. We start with the case of Dirichlet BC
and study the properties of the diffeomorphism generated by equation (3.1.5)
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in Section 3.2. The transformation of equation (3.1.1) with Dirichlet BC to
the analogous equation with respect to the new dependent variable w is made
in Section 3.3. The properties of the nonlinearities involved in this equation
are also studied there. The theorem on the existence of an inertial manifold
for this case is proved in Section 3.4. The cases of Neumann boundary
conditions as well as equations of more general form (1.0.3) are considered
in Section 3.5.
Section 3.6 is devoted to the properties of solutions of (3.1.7) and the as-
sociated diffeomorphisms of the phase space, which corresponds to the scalar
RDA equation with periodic BC. In Section 3.7 we deduce the transformed
equations and verify the basic properties of the transformed nonlinearities
which are crucial for the inertial manifold theory, and the construction of the
IM for the scalar RDA with periodic BC is given in Section 3.8 based on a spe-
cial cut-off procedure in the spirit of [34] and invariant cones. The example
of a system of eight RDA equations with periodic boundary conditions which
does not possess any finite-dimensional inertial manifold is given in Section
3.9. Finally, some generalizations of the obtained results are considered in
Section 3.10.
3.2 System of RDA equations with Dirichlet
BC: an auxiliary diffeomorphism
Let us notice that the term u in equation (3.1.1) was added just to guarantee
the dissipativity in the cases of Neumann and periodic boundary conditions.
Therefore due to the validity of the Friedrichs inequality for Dirichlet bound-
ary conditions we may consider the following equation
∂tu− ∂2xu+ f(u)∂xu+ g(u) = 0 (3.2.1)
instead of (3.1.1).
The aim of this section is to study the change of variables generated by
equation
∂xa =
1
2
f(PK(aw))a, a|x=−pi = Id, (3.2.2)
and formula u = a(w)w. We start with the basic properties of solutions of
equation (3.2.2).
Lemma 3.2.1. Let f be smooth functions with finite support. Then, for
any w ∈ [H1(−pi, pi)]m and any K ∈ N, there exists at least one solution
a : [−pi, pi]→ GL(m,R) of equation (3.2.2) and the following estimate holds:
‖a‖W 1,∞ + ‖a−1‖W 1,∞ ≤ C, (3.2.3)
27
where the constant C is independent of K and w. Moreover, for sufficiently
large K ≥ K0(‖w‖H1), the solution is unique.
Proof. Let A(x) := 1
2
f(PK(aw)). Then, a(x) is a solution matrix of the ODE
y′(x) = A(x)y(x), y ∈ Rm, (3.2.4)
i.e., every solution y(x) of this equation has the form y(x) = a(x)y(0). By
this reason, a(x) is invertible and, since the matrix f is globally bounded,
by the standard estimates for the ODE (3.2.4), we see that a(x) is also
uniformly bounded with respect to x ∈ [−pi, pi]. Moreover, since the inverse
matrix b := [a−1(x)]t solves the equation
d
dx
b = −1
2
f(PK(aw))
tb, b
∣∣
x=−pi = Id, (3.2.5)
the analogous estimate holds also for a−1(x). Finally, from (3.2.2) and (3.2.5),
we establish the estimate for the derivative of a. Thus, estimate (3.2.3) is
proved and we only need to check the solvability.
The existence of a solution is an immediate corollary of the fact that the
operator
a 7→ Id +1
2
∫ x
−pi
f(PK(aw))a(y) dy
is compact and continuous, say, as an operator in [L2(−pi, pi)]m and we have
uniform a priori bounds for the solution (e.g., the Schauder fixed point the-
orem can be used to verify the existence of a solution).
Let us prove the uniqueness. Let a1 and a2 be two solutions of equation
(1.0.7) and a¯ := a1 − a2. Then, this function solves
d
dx
a¯ =
1
2
f(PK(a1w))a¯+
1
2
[f(PK(a1w))− f(PK(a2w))]a2. (3.2.6)
Integrating this equation and using that f ′ is bounded, together with estimate
(3.2.3), we get
‖a¯(x)‖ ≤ C
∫ x
−pi
‖a¯(y)‖+ ‖PK(a¯w)(y)‖ dy. (3.2.7)
Denoting QK = Id−PK , and using embedding [H1(−pi, pi)]m ⊂ [L∞(−pi, pi)]m
for estimating
‖a¯(y)w(y)‖ ≤ ‖a¯(y)‖‖w(y)‖ ≤ C‖w‖H1‖a¯(y)‖,
28
we can rewrite (3.2.7) as
‖a¯(x)‖ ≤ C(1 + ‖w‖H1)
∫ x
−pi
‖a¯(y)‖ dy + C
∫ x
−pi
‖QK(a¯w)(y)‖ dy. (3.2.8)
Squaring both sides of (3.2.8) and using the Gronwall inequality, we have
‖a¯‖2L∞ ≤ C‖QK(a¯w)‖2L2 , (3.2.9)
where C depends on ‖w‖H1 , but is independent of K. Moreover, inserting
this estimate into (3.2.6), we have
‖a¯‖2H1 = ‖∂xa¯‖2L2 + ‖a¯‖2L2 ≤ C‖QK(a¯w)‖2L2 . (3.2.10)
Finally, using that
‖QKz‖2L2 ≤ λ−1/4K ‖QKz‖2H1/4 ≤ CK−1/2‖z‖H1/4 ,
we get
‖QK(a¯w)‖2L2 ≤ CK−1/2‖a¯w‖2H1/4 ≤ CK−1/2‖w‖2H1‖a¯‖2H1 (3.2.11)
and (3.2.10) guarantees that a¯ = 0 if K = K(‖w‖H1) is large enough. Lemma
3.2.1 is proved.
Thus, we have proved that, for every R > 0, equation (1.0.7) defines a
map
w 7→ a(w), a : B(R, 0, H1)→ W 1,∞(−pi, pi;GL(m,R))
if K ≥ K0(R) is large enough (here and below, we denote by B(R, x, V ) the
ball of radius R in the space V centered at x). The next lemma gives the
Lipschitz continuity of this map.
Lemma 3.2.2. Under the assumptions of Lemma 3.2.1, the map a satisfies
‖a(w1)− a(w2)‖W 1,∞ + ‖a−1(w1)− a−1(w2)‖W 1,∞ ≤ C‖w1−w2‖H1 , (3.2.12)
for all two functions w1, w2 ∈ B(R, 0, H1). Moreover, the constant C depends
on R, but is independent of K ≥ K0(R).
Proof. Let a1 = a1(w1) and a2 = a2(w2) be two solutions of (1.0.7) and
a¯ = a1 − a2. Then, this matrix solves
d
dx
a¯ =
1
2
f(PK(a1w1))a¯+
1
2
[f(PK(a1w1))− f(PK(a2w2))]a2. (3.2.13)
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Integrating (3.2.13) from −pi to x, using boundedness of f and estimate
(3.2.3), we get
‖a(x)‖ ≤ C
∫ x
−pi
‖a¯(y)‖+‖PK(a¯w1)(y)‖+‖PK(a2(w1−w2))(y)‖ dy. (3.2.14)
Arguing as in the proof of Lemma 3.2.1, we derive the following analogue of
inequality (3.2.10):
‖a¯‖H1 ≤ C‖QK(a¯w1)‖L2 + C‖a2(w1 − w2)‖L2 (3.2.15)
which together with (3.2.11) give
‖a¯‖H1 ≤ C‖w1 − w2‖L2 (3.2.16)
and the constant C is independent of K ≥ K0. Using now the equation
(3.2.13) together with the fact that ‖PKw‖L∞ ≤ C‖PKw‖H1 ≤ C‖w‖H1
where the constant C is independent of K, we prove that
‖a(w1)− a(w2)‖W 1,∞ ≤ C‖w1 − w2‖H1 . (3.2.17)
The estimate for the inverse matrix a−1 can be obtained analogously using
the fact that the matrix b(x) := [a−1(x)]t solves equation (3.2.5). Thus,
Lemma 3.2.2 is proved.
Let us consider now the map w 7→ u given by
u = U(w) := a(w)w. (3.2.18)
According to Lemmas 3.2.1 and 3.2.2, this map is Lipschitz continuous as
the map from B(R, 0, H1) to H1 if K ≥ K0(R) and
‖U(w1)− U(w2)‖H1 ≤ C‖w1 − w2‖H1 , (3.2.19)
where the constant C depends on R, but is independent of K ≥ K0.
We now describe the inverse map w = W (u) which is defined via W (u) =
a−1u and a solves the linear ODE
d
dx
a =
1
2
f(PKu)a, a
∣∣
x=−pi = Id . (3.2.20)
In slight abuse of notations we will denote the map u→ a by a(u). Arguing
analogously to Lemmas 3.2.1 and 3.2.2 (but a bit simpler since equation
(3.2.20) is linear), we see that the analogues of estimates (3.2.3) and (3.2.12)
hold for a(u) as well (also for all K independently of R). In addition, clearly,
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since the function f is smooth, a(u) is a C∞-map in [H1(−pi, pi)]m. Therefore,
we have proved that the inverse map W = W (u) belongs to C∞(H1, H1) and
‖W (u1)−W (u2)‖H1 ≤ C‖u1 − u2‖H1 , ui ∈ B(R, 0, H1), (3.2.21)
where the constant C depends only on R, but is independent of K. Thus,
we have proved the following result.
Lemma 3.2.3. The above defined map W : [H1(−pi, pi)]m → [H1(−pi, pi)]m is
C∞-diffeomorphism between B(R, 0, H1) and W (B(R, 0, H1)) ⊂ H1 if K ≥
K0(R). Moreover, the norms of W and U = W
−1 as well as their derivatives
are independent of K ≥ K0(R).
Indeed, all assertions except of differentiability of the inverse U = W−1
are checked above and the differentiability of U can be easily derived via,
say, inverse function theorem.
Remark 3.2.4. Note that, according to (3.2.18), the maps U and W act
not only from [H1(−pi, pi)]m to [H1(−pi, pi)]m, but also from [H10 (−pi, pi)]m
to [H10 (−pi, pi)]m. In other words, the above constructed diffeomorphism
preserves the Dirichlet boundary conditions. Moreover, as not difficult to
show, this diffeomorphism also preserves the regularity. In particular, it
maps [H2(−pi, pi)]m to [H2(−pi, pi)]m.
3.3 System of RDA equations with Dirichlet
BC: a transformed equation
The aim of this section is to rewrite equation (3.2.1) in terms of the new
dependent variable w = W (u). To do this, we first recall the standard
properties of solutions of this problem.
Proposition 3.3.1. Let f and g be smooth functions with finite support.
Then, for every u0 ∈ [H10 (−pi, pi)]m, problem (3.2.1) possesses a unique solu-
tion
u ∈ C([0, T ], [H10 (−pi, pi)]m) ∩ L2([0, T ], [H2(−pi, pi)]m), T > 0, (3.3.1)
satisfying u
∣∣
t=0
= u0. Moreover, the following dissipative estimate holds:
‖u(t)‖H1 ≤ C‖u0‖H1e−αt + C∗, (3.3.2)
where the positive constants α, C and C∗ are independent of t and u0.
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Proof. We give below only the derivation of the dissipative estimate (3.3.2).
The rest statements are straightforward and are left to the reader, see also
[2, 37,56] for more details.
We first obtain the L2-analogue of estimate (3.3.2). To this end, we
multiply equation (3.2.1) by u and integrate over x ∈ (−pi, pi). Then, after
standard transformations, we end up with
1
2
d
dt
‖u(t)‖2L2 + ‖∂xu(t)‖2L2 + (f(u)∂xu, u) + (g(u), u) = 0. (3.3.3)
Using now that f and g have finite supports, we have
|(g(u), u)| ≤ C, |(f(u)∂xu, u)| ≤ 1
2
‖∂xu‖2L2 +
1
2
‖[f(u)]tu‖2L2 ≤ C+
1
2
‖∂xu‖2L2 .
(3.3.4)
Thus,
d
dt
‖u(t)‖2L2 + ‖∂xu(t)‖2L2 ≤ C∗. (3.3.5)
Using now the Poincare inequality together with the Gronwall inequality, we
derive that
‖u(t)‖2L2 +
∫ t+1
t
‖∂xu(s)‖2L2 ds ≤ C‖u0‖2L2e−αt + C∗ (3.3.6)
and the L2-analogue of the desired dissipative estimate is obtained.
At the next step, we multiply equation (3.2.1) by −∂2xu and integrate over
x ∈ (−pi, pi) to obtain
1
2
d
dt
‖∂xu(t)‖2L2 + ‖∂2xu(t)‖2L2 = (f(u)∂xu, ∂2xu) + (g(u), ∂2xu). (3.3.7)
Using again that f and g are globally bounded, we arrive at
(f(u)∂xu, ∂
2
xu) + (g(u), ∂
2
xu) ≤
1
2
‖∂2xu(t)‖2L2 + C(‖∂xu(t)‖2L2 + 1) (3.3.8)
and, consequently,
d
dt
‖∂xu(t)‖2L2 + ‖∂2xu(t)‖2L2 ≤ C(1 + ‖∂xu(t)‖2L2). (3.3.9)
Using again the Poincare inequality and the Gronwall inequality together
with estimate (3.3.6), we finally have
‖∂xu(t)‖2L2 +
∫ t+1
t
‖∂2xu(s)‖2L2 ds ≤ C‖u0‖2H1e−αt + C∗. (3.3.10)
Thus, the desired dissipative estimate is verified and the proposition is proved.
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According to the proved proposition, equation (3.2.1) generates a solution
semigroup S(t) in the phase space Φ := [H10 (−pi, pi)]m via
S(t) : Φ→ Φ, S(t)u0 := u(t). (3.3.11)
Moreover, according to (3.3.2), this semigroup is dissipative and possesses an
absorbing ball
B := {u0 ∈ Φ, ‖u0‖Φ ≤ R/2} (3.3.12)
if R is large enough. Our next task is to establish the existence of a global
attractor for this semigroup.
Proposition 3.3.2. Let the above assumptions hold. Then, the solutions
semigroup S(t) generated by equation (3.2.1) possesses a global attractor A
in the phase space Φ. Moreover, this attractor is bounded in [H2(−pi, pi)]m
and is generated by all complete bounded solutions of equation (3.2.1):
A = K∣∣
t=0
, (3.3.13)
where K ⊂ Cb(R,Φ) consists of all solutions u(t) of problem (3.2.1) which
are defined for all t ∈ R and bounded.
Proof. Indeed, according to the abstract theorem on the attractors existence
(see e.g., [2]), we need to check that the maps S(t) : Φ → Φ are continuous
for every fixed time t and that the semigroup possesses a compact absorbing
set. The continuity is obvious in our case. Moreover, the ball (3.3.12) is the
absorbing set for the solution semigroup if R is large enough. However, this
ball is not compact in Φ. In order to overcome this difficulty, it is enough
to note that the set S(1)B is also absorbing and that, due to the parabolic
smoothing property (see e.g., [2]), S(1)B is bounded in [H2(−pi, pi)]m and, by
this reason, is compact in Φ. Thus, all of the conditions of the above men-
tioned abstract theorem are verified and the existence of a global attractor
is also verified. Formula (3.3.13) is a standard corollary of this theorem, and
the fact that A is bounded in [H2(−pi, pi)]m follows from the fact that the
attractor is always a subset of the absorbing set. Thus, the proposition is
proved.
Remark 3.3.3. Recall that the assumptions that f and g have finite sup-
ports are not physically relevant. More realistic would be to assume, for
instance, that f and g are polynomials in u (e.g., f(u) = u in the case
of Burgers equation). However, verification of the key dissipative estimate
(3.3.2) is much more difficult in this case and requires extra assumptions es-
pecially in the case of systems, see the discussion in [4] for the case of coupled
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Burgers equations. On the other hand, since any trajectory enters the ab-
sorbing ball in finite time and never leaves it, the solutions outside of this ball
are not important to study the long-time behavior, so the nonlinearities may
be cut off outside of the absorbing ball and this reduces the general case to
the case of nonlinearities with finite support. Since this trick is standard for
the theory of inertial manifolds, we do not discuss here general assumptions
on f and g which guarantee the validity of the dissipative estimate (3.3.2),
assuming instead that the cut off procedure is already done, and start from
the very beginning with the nonlinearities with finite support.
Our next task is to transform equation (3.2.1) to the analogous equation
with respect to the new dependent variable w = W (u). To this end, we fix
the radius R in such a way that the set B is an absorbing set for the semigroup
S(t) and also fix K0 = K0(R) as in Lemma 3.2.3. Then, the map W is a
C∞-diffeomorphism in the neighborhood B(R, 0,Φ) of the attractor A and,
therefore, the change of variables w = W (u) is well-defined and one-to-one
in this neighborhood. We now study equation (1.0.6) which due to (1.0.7)
has the form
∂tw − ∂2xw = F1(w)∂xw + F2(w), (3.3.14)
where
F1(w) = a
−1(w)[f(PK(a(w)w))− f(a(w)w)]a(w) (3.3.15)
and
F2(w) := [a
−1∂2xa− a−1∂ta− a−1f(aw)∂xa]w − a−1g(aw). (3.3.16)
Recall also that the map a as well as Fi depend on a parameter K ≥ K0.
We start with the most complicated operator F2.
Lemma 3.3.4. For sufficiently large K ≥ K0 the map F2 belongs to
C∞(B(r, 0, H1)), where r is chosen in such a way that
W (B(R, 0, H1)) ⊂ B(r, 0, H1)
and, in particular,
‖F2(w1)− F2(w2)‖H1 ≤ CK‖w1 − w2‖H10 , wi ∈ B(r, 0, H10 ), (3.3.17)
where the constant CK depends on K.
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Proof. Actually, definition (3.3.16) of the operator F2 involves two non-trivial
terms ∂2xa(w) and ∂ta(w), the other terms can be estimated in a straightfor-
ward way using Lemmas 3.2.1 and 3.2.2. Let us first treat ∂2xa. Differentiating
equation (1.0.7) in x, we get
∂2xa =
1
2
f(PK(aw))∂xa+
1
2
f ′(PK(aw))(∂xPK(aw))a. (3.3.18)
The estimate for the L∞-norms of the terms a(w1)− a(w2) as well as for the
terms ∂xa(w1)− ∂xa(w2) are obtained in Lemma 3.2.2. Furthermore, since
PK(aw) =
K∑
k=1
(aw, ek)ek (3.3.19)
and all ek are smooth, we also have
‖PK(a(w1)w1 − a(w2)w2)‖L∞ ≤ CK(‖w1 − w2‖L2 + ‖a(w1)− a(w2)‖L2)
and, therefore, since f is a smooth function with compact support, we have
‖∂2xa(w1)−∂2xa(w2)‖L∞ ≤ C|
∫ 1
0
f ′(sPK(a(w1)w1)+(1−s)PK(a(w2)w2))ds|×
‖PK(a(w1)w1 − a(w2)w2)‖L∞‖∂xa(w1)‖L∞ + C‖f(PK(a(w2)w2))‖L∞×
‖∂xa(w1)−∂xa(w2)‖L∞+C|
∫ 1
0
f ′′(sPK(a(w1)w1)+(1−s)PK(a(w2)w2))ds|×
‖PK(a(w1)w1 − a(w2)w2)‖L∞‖∂xPK(a(w1)w1)‖L∞‖a(w1)‖L∞+
‖f ′(PK(a(w2)w2))‖L∞‖∂xPK(a(w1)w1 − a(w2)w2)‖L∞‖‖a(w1)‖L∞+
‖f ′(PK(a(w2)w2))‖L∞‖∂xPK(a(w2)w2)‖L∞‖a(w1)− a(w2)‖L∞
≤ CK‖w1 − w2‖H1 .
Moreover, differentiating equation (3.3.18) once more in x, we obtain
∂3xa =
1
2
f(PK(aw))∂
2
xa+ f
′(PK(aw))∂x(PK(aw))∂xa+
1
2
f ′′(PK(aw))(∂xPK(aw))2a+
1
2
f ′(PK(aw))(∂2xPK(aw))a. (3.3.20)
Hence arguing analogously to the case of second derivatives, we derive that
‖∂3xa(w1)− ∂3xa(w2)‖L∞ ≤ CK‖w1 − w2‖H1 , (3.3.21)
which is sufficient for estimating the H1 norm of F2(w1)− F2(w2).
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Let us now treat the term ∂ta(w). Being pedantic, this term is even
not defined yet since we need to use equation (3.2.1) or (1.0.6) in order to
evaluate the time derivative. To define it, we differentiate equation (1.0.7)
in time and write
d
dx
∂ta =
1
2
f(PKu)∂ta+
1
2
f ′(PKu)(PK∂tu)a, ∂ta
∣∣
x=−pi = 0, (3.3.22)
where u = U(w). Then, using equation (3.2.1), we write
PK∂tu =
K∑
k=1
[(u, ∂2xek)− (f(u)∂xu, ek)− (g(u), ek)]ek. (3.3.23)
Thus, we define operator ∂ta(w) as a solution of the ODE (3.3.22) where
u = U(w) and PK∂tu is defined by (3.3.23). Moreover, using (3.2.19), we see
that
‖PK∂tu(w1)− PK∂tu(w2)‖L∞ ≤ CK‖w1 − w2‖H1 . (3.3.24)
Then, analogously to the proof of Lemma 3.2.2, we deduce from equation
(3.3.22) that
‖∂ta(w1)− ∂ta(w2)‖W 1,∞ ≤ CK‖w1 − w2‖H1 . (3.3.25)
Thus, the second non-trivial term ∂ta is also treated and (3.3.17) follows in a
straightforward way from Lemma 3.2.2 and estimates (3.3.21) and (3.3.25).
Lemma 3.3.4 is proved.
We now return to the operator F1(w).
Lemma 3.3.5. Under the above assumptions the operator F1(w) satisfies the
following estimates:
‖F1(w)‖L∞ ≤ CK−1/2 (3.3.26)
and
‖F1(w1)− F1(w2)‖L∞ ≤ CK−1/2‖w1 − w2‖H10 , (3.3.27)
where w,w1, w2 ∈ B(r, 0, H10 ) and the constant C depends on r, but is inde-
pendent of K.
Proof. Indeed, due to Lemma 3.2.2, it is sufficient to verify the above esti-
mates for the operator
F0(w) = f(aw)− f(PK(aw)) =
∫ 1
0
f ′(saw + (1− s)PK(aw)) dsQK(aw).
(3.3.28)
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To this end, we use that
‖QK(aw)‖L∞ ≤ C‖QK(aw)‖1/2L2 ‖QK(aw)‖1/2H10 ≤ CK
−1/2‖aw‖H10 ≤ CK−1/2
(3.3.29)
and, analogously,
‖QK(a(w1)w1 − a(w2)w2)‖L∞ ≤ CK−1/2‖w1 − w2‖H10 . (3.3.30)
Estimates (3.3.29) and (3.3.30) together with Lemma 3.2.2 allow us to deduce
(3.3.26) and (3.3.27) as an elementary calculation. Lemma 3.3.5 is proved.
Remark 3.3.6. Note that in general F2 does not preserve the Dirichlet
boundary conditions since
F2(w)
∣∣
x=−pi,pi = a
−1(w)
∣∣
x=−pi,pig(0) 6= 0.
However, it will map H10 to H
1
0 if we assume in addition that
g(0) = 0. (3.3.31)
3.4 System of RDA equations with Dirichlet
BC: an inertial manifold
We are now ready to construct the desired inertial manifold for equation
(3.2.1). As shown in the previous section, this equation is equivalent to
(3.3.14) at least in the neighbourhood of the absorbing set B. By this rea-
son, we may construct the inertial manifold for equation (3.3.14) instead.
However, the nonlinearities F1 and F2 in this equation are still not globally
defined on Φ. To overcome this problem, we need, as usual, to cut off the
nonlinearities outside of a large ball making them globally Lipschitz contin-
uous.
Namely, we introduce a smooth cut-off function ϕ(z) such that ϕ(z) ≡ 1
for z ≤ r21 and ϕ(z) = 0, z ≥ r2, where r1 is such that W (B) ⊂ B(r1, 0, H10 )
and r > r1 and K0 = K0(r) are chosen in such a way that the inverse map
U = U(w) is a diffeomorphism on B(r, 0, H10 ) and the assertions of Lemma
3.2.3 hold for every K ≥ K0.
Finally, we modify equation (3.3.14) as follows:
∂tw − ∂2xw = ϕ(‖w‖2H1)F1(w)∂xw + ϕ(‖w‖2H1)F2(w) := F1(w) + F2(w).
(3.4.1)
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Then, according to Lemmas 3.3.4 and 3.3.5, we have
‖F1(w1)−F1(w2)‖L2 ≤ CK−1/2‖w1 − w2‖H10 (3.4.2)
and
‖F2(w1)−F2(w2)‖H1 ≤ CK‖w1 − w2‖H10 , (3.4.3)
where wi ∈ Φ are arbitrary and the constant C is independent of K. More-
over, under the additional technical assumption (3.3.31), the map F2 will act
from Φ to Φ.
Thus, instead of constructing the inertial manifold for the initial equation
(3.2.1), we will construct it for the transformed problem (3.4.1). For the
convenience of the reader, we recall the definition of the inertial manifold for
this equation.
Definition 3.4.1. A finite-dimensional submanifold M of the phase space
Φ is an inertial manifold for problem (3.4.1) if the following conditions are
satisfied:
1. The manifold M is strictly invariant with respect to the solution
semigroup S˜(t) of equation (3.4.1), i.e., S˜(t)M =M for all t ≥ 0.
2. The manifold M is a graph of a Lipschitz continuous function M :
PnΦ → QnΦ for some n ∈ N. Here and below we denote by Pn the ortho-
projector in Φ to the first n-eigenvalues of the Laplacian and Qn = Id−Pn.
3. The manifoldM possesses the so-called exponential tracking property,
i.e., for every trajectory w(t), t ≥ 0, of problem (3.4.1) there is a trajectory
w˜(t) belonging to M such that
‖w(t)− w˜(t)‖Φ ≤ C‖w(0)− w˜(0)‖Φe−θt (3.4.4)
for some positive C and θ.
We are now ready to state and prove the main result of this section.
Theorem 3.4.2. Under the above assumptions on f and g, equation (3.4.1)
possesses an inertial manifold M⊂ Φ of smoothness C1+ε, for some ε > 0.
Proof. We first explain the main idea of constructing the inertial manifold
restricting ourselves to the special case when g(0) = 0, see the end of this
section for the explanations on how to remove this technical assumption.
As known, in order to do so, we need to verify the so-called spectral gap
conditions, see [18, 60] and references therein. Indeed, the nonlinearity F1
decreases the smoothness by one, so the spectral gap condition for it reads
λn+1 − λn
λ
1/2
n+1 + λ
1/2
n
> L1, (3.4.5)
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where L1 is the Lipschitz constant of F1 as the map from Φ to H. On the
other hand, the nonlinearity F2 is globally bounded in Φ, so the spectral gap
condition for it reads
λn+1 − λn > 2L2, (3.4.6)
where L2 is the Lipschitz constant of F2 as the map from Φ to Φ.
In our case, we have an extra parameter K ∈ N involved and
L1 = CK
−1/2, L2 = CK . (3.4.7)
Moreover, the eigenvalues of the Laplacian
λn = n
2 and
λn+1 − λn
λ
1/2
n+1 + λ
1/2
n
= 1. (3.4.8)
Thus, fixing K being large enough, we may make the Lipschitz constant
L1 = CK
−1/2 of the nonlinearity F1 small enough to satisfy the spectral gap
condition (3.4.5). Then, since
λn+1 − λn ∼ C˜(2n+ 1), (3.4.9)
we may find n = n(K) large enough so that the Lipschitz constant L2 = CK
of the second nonlinearity F2(w) satisfies the spectral gap condition (3.4.6).
Thus, the spectral gap conditions are satisfied and the IM for equation (3.4.1)
exists. However, the standard theory works with only one nonlinearity (F1 or
F2) and its validity for the case where both nonlinearities are simultaneously
present in the equation should be verified/explained. By this reason, we
briefly recall below the proof of the inertial manifold existence and show
that the slight modification of assumptions (3.4.5) and (3.4.6) works indeed
for the case where both nonlinearities are involved simultaneously.
Following the Perron method, the desired manifold is found by solving
the backward in time boundary value problem
∂tw − ∂2xw = F1(w) + F2(w), Pnw
∣∣
t=0
= w0, t ≤ 0 (3.4.10)
in the weighted space L2
e−θt(R−,Φ) with θ :=
λn+1+λn
2
. The solution of this
equation is usually constructed by Banach contraction theorem and the de-
sired map M : PnΦ→ QnΦ is then defined via
M(w0) := Qnw(0), (3.4.11)
see [60] for the details. To apply the Banach contraction theorem, we intro-
duce the function v = v(w0) as a solution of the linear problem
∂tv − ∂2xv = 0, Pnv
∣∣
t=0
= w0. (3.4.12)
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Then, as not difficult to see that this problem is uniquely solvable in
L2
e−θt(R−,Φ), so the associated linear operator
v : PnΦ→ L2e−θt(R−,Φ)
is well-defined. Introducing the function z = w− v, we transform (3.4.10) to
∂tz − ∂2xz = F1(z + v) + F2(z + v), Pnz
∣∣
t=0
= 0, t ≤ 0. (3.4.13)
Furthermore, as also not difficult to show, the linear non-homogeneous prob-
lem
∂tz − ∂2xz = h(t), t ∈ R, (3.4.14)
is uniquely solvable in the space L2
e−θt(R,Φ) for any h ∈ L2e−θt(R,Φ), so the
linear operator
R : L2e−θt(R,Φ)→ L2e−θt(R,Φ)
is well defined. Using this operator, problem (3.4.13) can be rewritten in the
equivalent form as follows:
z = R(χ−F1(z + v) + χ−F2(z + v)), (3.4.15)
where χ−(t) = 0 for t ≥ 0 and χ−(t) = 1 for t < 0, see [60] for the details.
To estimate the Lipschitz constant of the right-hand side of (3.4.15), we
need the following lemma.
Lemma 3.4.3. Under the above assumptions the following estimates for the
norms of R hold:
‖R‖L(L2
e−θt (R,Φ),L
2
e−θt (R,Φ))
≤ 2
λn+1 − λn (3.4.16)
and
‖R‖L(L2
e−θt (R,L
2),L2
e−θt (R,Φ))
≤ 2λ
1/2
n+1
λn+1 − λn . (3.4.17)
Indeed, these estimates are the straightforward corollaries of the key es-
timate
‖y‖2L2
e−θt (R)
≤ 1
(λk − θ)2‖h‖
2
L2
e−θt (R)
for the solution of the 1st order ODE
d
dt
y + λky = h(t),
see [60] for the details.
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Thus, the Lipschitz constant of the right-hand side of (3.4.15) can be
estimated by
Lip ≤ 2λ
1/2
n+1L1
λn+1 − λn +
2L2
λn+1 − λn (3.4.18)
and this constant is indeed less than one (which allows us to apply the Banach
contraction theorem) if
λn+1 − λn
λ
1/2
n+1
> 4L1, λn+1 − λn > 4L2. (3.4.19)
Therefore, since L1 = CK
−1/2, we may fix K to be large enough to satisfy
the first condition of (3.4.19) for all n ∈ N. Then, since L2 = CK and
λn+1 − λn ∼ Cn, we always may find n in such a way that the second
condition of (3.4.19) will be also satisfied. Thus the desired inertial manifold
could be indeed constructed by the Banach contraction theorem. As shown
in [60] both the exponential tracking and C1+ε-regularity of this manifold
are also the straightforward corollaries of this contraction and the theorem
is proved.
Remark 3.4.4. Recall that we have proved the main Theorem 3.4.2 on
inertial manifold existence for equations (3.2.1) under the additional as-
sumption that g(0) = 0. This assumption is posed only in order to have
F2(w) ∈ [H10 (0, L)]m if w ∈ [H10 (0, L)]m and can be easily removed. Indeed,
in the general case, the boundary conditions are not preserved, but F2 still
maps H10 to H
1. Using that Hs0 = H
s for s < 1/2, we may treat the nonlin-
earity F2 as the Lipschitz map from the phase space Φ = [H
1
0 (−pi, pi)]m to,
say, [H1/4(−pi, pi)]m = [H1/40 (−pi, pi)]m. The spectral gap condition for such
nonlinearities reads
Cn1/4 ∼ λn+1 − λn
λ
3/8
n + λ
3/8
n+1
> 4L2
and still can be satisfied by choosing n = n(K, g) large enough.
Remark 3.4.5. The Perron method used in the proof of Theorem 3.4.2 au-
tomatically gives the so-called absolutely normally hyperbolic inertial man-
ifolds if the nonlinearities are smooth enough, so the constructed inertial
manifold for the reaction-diffusion-advection problem is absolutely normally
hyperbolic, see e.g., [52,53] for the definition and more details. As we will see
in the sequel this property may disappear in the case of periodic boundary
conditions.
Recall also that the standard definition of an inertial manifold, see Def-
inition 3.4.1, usually assumes that the IM can be presented as a graph over
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the linear subspace generated by the lower Fourier modes. In our case, it is
so for the transformed equation (3.4.1). However, if we return back to equa-
tion (3.2.1), the associated invariant manifold U(M) a priori does not have
this structure since it is not necessarily can be nicely projected to the linear
subspace generated by the lower Fourier modes of this equation. On the
other hand, as follows from the Romanov theory, see [48, 50] for the details,
the attractor A of equation (3.2.1) can be projected in a bi-Lipschitz way
to the plane PnΦ if n is large enough. Since the manifold U(M) is smooth
and contains the attractor, we may expect that a sufficiently small neigh-
bourhood of the attractor in U(M) can be nicely projected to PnΦ. By this
reason, we may a posteriori expect that the constructed inertial manifold is
still a graph over the lower Fourier modes. We will return to this problem
somewhere else.
3.5 System of RDA equations with Neumann
BC and more general equations
In this section, we discuss possible extensions of the obtained result to more
general RDA systems and other boundary conditions. We start with the
case of Neumann boundary conditions. To be more precise, let us consider a
system of equations (3.1.1) with the Neumann boundary conditions:
∂tu+ f(u)∂xu+ g(u) = ∂
2
xu− u, ∂xu
∣∣
x=−pi = ∂xu
∣∣
x=pi
= 0 (3.5.1)
assuming as before that u is vector-valued: u = (u1, · · · , um) and the nonlin-
earities f and g are of class C∞0 (we put the extra term −u in the right-hand
side in order to restore the dissipativity which may be lost otherwise due
to the lack of the Friedrichs inequality). Then, exactly as in the case of
Dirichlet boundary conditions, problem (3.5.1) generates a dissipative solu-
tion semigroup S(t) in the phase space Φ := [H1(−pi, pi)]m and possesses a
global attractor A in this phase space. In particular, we have a bounded
invariant absorbing set B ⊂ Φ:
S(t)B ⊂ B, O(A) ⊂ B, (3.5.2)
whereO is a neighbourhood ofA in Φ. However, we cannot directly apply the
change of variables u = aw since it will not preserve the Neumann boundary
conditions. Indeed, instead, we will end up with the nonlinear boundary
conditions
0 = ∂xu
∣∣
x=−pi,pi = ∂xaw
∣∣
x=−pi,pi + a∂xw
∣∣
x=−pi,pi (3.5.3)
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and ∂xa
∣∣
x=−pi,pi 6= 0 at least for our construction. Thus, this construction
should at least be essentially modified and the possibility of the proper mod-
ification looks doubtful taking in mind the counterexamples constructed in
Section 3.10 for the case of Dirichlet-Neumann boundary conditions. By this
reason, we will proceed in an alternative way embedding equations (3.5.1) to
a larger system of RDA equations with a special structure which allows us
to apply the change of variables exactly as in the case of Dirichlet boundary
conditions.
Namely, differentiating equation (3.5.1) in x and setting v = ∂xu, we end
up with the following system of RDA equations:{
∂tu+ f(u)v + g(u) = ∂
2
xu− u, ∂xu
∣∣
x=−pi = ∂xu
∣∣
x=pi
= 0,
∂tv + f
′(u)[v, v] + g′(u)v + f(u)∂xv = ∂2xv − v, v
∣∣
x=−pi = v
∣∣
x=pi
= 0.
(3.5.4)
This is a system of 2m RDA equations of the form (3.1.1) endowed with
Dirichlet-Neumann boundary conditions and the initial system (3.5.1) is
embedded as a restriction to the infinite-dimensional invariant submanifold
given by the condition v = ∂xu. The corresponding embedding map is obvi-
ously defined by
E¯(u) := (u, ∂xu). (3.5.5)
Moreover, applying the proper cut-off to the term f ′(u)[v, v], we may assume
without loss of generality that the nonlinearities in (3.5.4) are also of class
C∞0 , so we have the global well-posedness and dissipativity of the solution
semigroup S¯(t) in the phase space
Ψ := [H1(−pi, pi)]m × [H10 (−pi, pi)]m.
On the other hand, since (3.5.4) does not contain the terms ∂xu in the first
m equations any more, we need not to change the u-component and may
transform only the second component v via v = a(u)w, where a(u) solves
d
dx
a =
1
2
f(PKu)a, a
∣∣
x=−pi = Id
and, in contrast to the previous theory, PK is an orthoprojector to first K
eigenvectors of the Laplacian with Neumann boundary conditions (this is
necessary in order to get the smallness of the operator F1). Then, since v
has Dirichlet boundary conditions which are preserved under the transform,
repeating word by word the above arguments, we obtain the existence of an
inertial manifold for problem (3.5.4).
43
Note again that in contrast to the case of Dirichlet boundary conditions,
we now embed the considered equation (3.5.1) into a larger system of equa-
tions and construct the IM for this larger system only (similarly to the un-
successful attempt to build up the IMs for 2D Navier-Stokes equations, see
[28,32,52]). Being pedantic, we need to extend properly the definition of an
IM in order to make the statements rigorous.
Definition 3.5.1. Let S(t) : Φ → Φ be a semigroup acting in a Banach
space Φ and possessing the invariant bounded absorbing set B in it. Assume
that
1) there exists another Banach space Ψ and a dissipative semigroup S¯(t)
in Ψ;
2) there exists a bi-Lipschitz embedding E : B → Ψ such that
S¯(t) = E ◦ S(t) ◦ E−1 (3.5.6)
on E(B) ⊂ Ψ;
3) the dynamical system S¯(t) possesses an inertial manifold M in the
phase space Ψ in the sense of Definition 3.4.1.
ThenM is referred as a (generalized) inertial manifold for the semigroup
S(t). This manifold is called C1+ε-smooth if both E andM are C1+ε-smooth.
Then, we have proved the following theorem.
Theorem 3.5.2. Let the functions f and g be of class C∞0 . Then, problem
(3.5.1) possesses an IM in the sense of Definition 3.5.1 and this manifold is
C1+ε-smooth.
Remark 3.5.3. Note that the above given definition is useful even in the
standard situation when only the cut-off procedure is used. Indeed, in this
case Φ = Ψ, E is an identity map and S¯(t) is a dynamical semigroup gen-
erated by the equation with cut-off nonlinearities. Even in this case, the
usage of Definition 3.5.1 allows us to define rigorously an IM for the initial,
not truncated system avoiding introducing the artificial boundaries on the
manifolds and preserving its strict invariance (with respect to the truncated
semigroup).
In the case of RDA equations with Dirichlet boundary conditions, again
Φ = Ψ, but now E is no more an identity map, but a diffeomorphism U
constructed in Section 3.2 and the semigroup S¯(t) coincides with the solution
semigroup S˜(t) of equation (3.4.1).
Finally, in the case of Neumann boundary conditions, Φ = [H1(−pi, pi)]m,
Ψ = Φ × [H10 (−pi, pi)]m and the map E is actually a composition of the
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embedding map (3.5.5) and a diffeomorphism U acting on the Dirichlet com-
ponent v of system (3.5.4). We also note that in this case, we have only that
E(A) ⊂M, but the trajectories onM which lie outside of the attractor are
not generated by the trajectories of the initial problem (3.5.1) no matter how
close to the attractor they are. We however think that this drawback is not
essential since it destroys neither the exponential tracking property nor the
existence of smooth finite-dimensional inertial forms, so we did not put any
efforts to overcome it.
The second part of this section is devoted to the case of general nonlinear
dependence of the nonlinearity f on ∂xu. We start with more simple case of
Neumann boundary conditions:
∂tu+ f(u, ∂xu) = ∂
2
xu− u, ∂xu
∣∣
x=−pi = ∂xu
∣∣
x=pi
= 0, (3.5.7)
where u = (u1, · · · , um) is vector-valued and f is a given nonlinearity of class
C∞0 . Differentiating this equation by x and denoting v = ∂xu, we end up
with{
∂tu+ f(u, v) = ∂
2
xu− u, ∂xu
∣∣
x=−pi = ∂xu
∣∣
x=pi
= 0,
∂tv + f
′
u(u, v)v + f
′
v(u, v)∂xv = ∂
2
xv − v, v
∣∣
x=−pi = v
∣∣
x=pi
= 0.
(3.5.8)
This equation has the structure of the RDA system (3.5.4), therefore arguing
exactly as before, we get the following result.
Theorem 3.5.4. Let the nonlinearity f be of class C∞0 . Then, equation
(3.5.7) possesses an IM in the phase space Φ := [H1(−pi, pi)]m in the sense
of Definition 3.5.1.
We now turn to the case of Dirichlet boundary conditions. We consider
the problem
∂tu+ f(u, ∂xu) = ∂
2
xu− u, u
∣∣
x=−pi = u
∣∣
x=pi
= 0 (3.5.9)
and start with the simplifying assumption that
f(0, ·) ≡ 0. (3.5.10)
In this case, from equation (3.5.9) we conclude that ∂2xu = 0 at x = −pi and
x = pi and, therefore, the function v = ∂xu satisfies the Neumann boundary
conditions. Then, we may differentiate the equation by x once more and
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denoting θ = ∂xv end up with the following system of RDA equations:
∂tu+ f(u, v) = ∂
2
xu− u, u
∣∣
x=−pi = u
∣∣
x=pi
= 0,
∂tv + f
′
u(u, v)v + f
′
∂xu
(u, v)θ = ∂2xv − v, ∂xv
∣∣
x=−pi = ∂xv
∣∣
x=pi
= 0,
∂tθ + f
′′
uu(u, v)[v, v] + 2f
′′
u,∂xu
(u, v)[v, θ]+
+f ′′∂xu,∂xu(u, v)[θ, θ] + f
′
u(u, v)θ + f
′
∂xu
(u, v)∂xθ = ∂
2
xθ − θ,
θ
∣∣
x=−pi = θ
∣∣
x=pi
= 0.
(3.5.11)
These equations have the form of (3.5.4) and only the third equation con-
tains a convective term, so we need to change only the θ-variable where the
boundary conditions are the Dirichlet ones. Therefore, repeating word by
word the above arguments, we obtain the following result.
Theorem 3.5.5. Let the nonlinearity f be of class C∞0 and satisfy the extra
assumption (3.5.10). Then the system (3.5.9) of RDA equations possesses
an IM in the sense of Definition 3.5.1.
We conclude this section by considering the general case of (3.5.9) when
the simplifying assumption (3.5.10) is not satisfied. In this case, the function
v = ∂xu will satisfy the nonlinear boundary conditions
∂xv
∣∣
x=−pi,pi = f(0, v)
∣∣
x=−pi,pi,
so the differentiation in x does not help much and we need to find an alter-
native way of reducing this problem to the one which we are able to treat.
In order to overcome this problem, we will differentiate equation (3.5.9) not
in space, but in time. Indeed, denoting v = ∂tu and θ = ∂tv, we get
∂tv+ f
′
u(u, ∂xu)v+ f
′
∂xu(u, ∂xu)∂xv = ∂
2
xv− v, v
∣∣
x=−pi = v
∣∣
x=pi
= 0 (3.5.12)
and
∂tθ + f
′′
u,u(u, ∂xu)[v, v] + 2f
′′
u,∂xu(u, ∂xu)[v, ∂xv] + f
′′
∂xu,∂xu(u, ∂xu)[∂xv, ∂xv]+
+ f ′u(u, ∂xu)θ + f
′
∂xu(u, ∂xu)∂xθ = ∂
2
xθ − θ, θ
∣∣
x=−pi = θ
∣∣
x=pi
= 0. (3.5.13)
These equations have the form of (3.5.11), but with one essential difference.
Namely, they still contain the terms ∂xu and ∂xv which prevent us from
doing the change of the θ-variable. In order to transform them into more
convenient form, we need the following lemma.
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Lemma 3.5.6. Let the function f be of class C∞0 . Then, there exists a
sufficiently large constant N = N(f) such that the following boundary value
problem:
∂2xu− u−Nu− f(u, ∂xu) = h, u
∣∣
x=−pi = u
∣∣
x=pi
= 0 (3.5.14)
possesses a unique solution u ∈ [H2(−pi, pi)]m ∩ [H10 (−pi, pi)]m for any h ∈
[L2(−pi, pi)]m. Moreover, the solution operator Υ : h → u is of class C∞
as an operator from [Hs(−pi, pi)]m to [Hs+2(−pi, pi)]m ∩ [H10 (−pi, pi)]m for all
s ≥ 0.
Proof. Since the statement of the lemma is more or less standard, we restrict
ourselves by verifying the uniqueness of a solution of this boundary value
problem and the Lipschitz continuity of the solution operator only. Indeed,
let u1 and u2 be two solutions of (3.5.14) and let u¯ := u1−u2 and h¯ := h1−h2.
Then, subtracting the equations for u1 and u2, we get
∂2xu¯− u¯−Nu¯− l1(x)u¯− l2(x)∂xu¯ = h¯, u¯
∣∣
x=−pi = u¯
∣∣
x=pi
= 0, (3.5.15)
where
l1 :=
∫ 1
0
f ′u(su1 + (1− s)u2, s∂xu1 + (1− s)∂xu2) ds,
l2 :=
∫ 1
0
f ′∂xu(su1 + (1− s)u2, s∂xu1 + (1− s)∂xu2) ds. (3.5.16)
Since f is of class C∞0 , we have the estimates
|l1(x)| ≤ Cf , |l2(x)| ≤ C ′f ,
where the constants Cf and C
′
f depend only on f . Multiplying now equation
(3.5.15) by −u¯ and integrating over x ∈ (−pi, pi), we end up with
1
2
‖u¯‖2H1 + (N − Cf −
(C ′f )
2
2
+
1
2
)‖u¯‖2L2 ≤
1
2
‖h¯‖2L2 .
Fixing now N + 1
2
> Cf +
(C′f )
2
2
, we get the estimate
‖u¯‖2H1 ≤ ‖h¯‖2L2 ,
which immediately gives the uniqueness and well-posedness of the solution
operator Υ. To verify its Lipschitz continuity as a map from L2 to H2 ∩H10 ,
it is sufficient to express ∂2xu¯ from the equation and use the above obtained
estimate for the H1-norm for estimating the right-hand side. Thus, the
desired Lipschitz continuity for s = 0 is proved and for s > 0 it can be
verified using the bootstrapping arguments. So, the lemma is proved.
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Using the proved lemma, we may write the equation (3.5.9) as follows
∂2xu− u−Nu− f(u, ∂xu) = v −Nu := h, u
∣∣
x=−pi = u
∣∣
x=pi
= 0 (3.5.17)
and write
u = Υ(v −Nu), ∂xu = ∂xΥ(v −Nu) := T1(u, v). (3.5.18)
Crucial for us is the fact that, in contrast to the operator ∂x : u → ∂xu,
the operator T1 does not decrease the smoothness, but even increases it.
Indeed, according to the lemma, this operator acts from [Hs(−pi, pi)]2m to
[Hs+1(−pi, pi)]m ⊂ [W s,∞(−pi, pi)]m. This allows us to replace ∂xu by T1(u, v)
in equations (3.5.12) and (3.5.13) and obtain the terms which do not decrease
smoothness.
To express the derivative ∂xv in analogous way, we differentiate (3.5.18)
in time using that ∂tu = v and ∂tv = θ to obtain
v = ∂tΥ(v −Nu) = Υ′(v −Nu)(θ −Nv),
∂xv = ∂x[Υ
′(v −Nu)(θ −Nv)] := T2(u, v, θ), (3.5.19)
where the operator T2 acts from [Hs(−pi, pi)]3m to [Hs+1(−pi, pi)]m and, there-
fore, does not decrease smoothness as well (actually, this operator is even
linear in θ, but we will not need this fact in the sequel).
Inserting the above operators into equations (3.5.9), (3.5.12) and (3.5.13),
we arrive at the desired system of nonlocal RDA equations:
∂tu+ f(u,T1(u, v)) = ∂2xu− u, u
∣∣
x=−pi = u
∣∣
x=pi
= 0,
∂tv + f
′
u(u,T1(u, v))v + f ′∂xu(u,T1(u, v))T2(u, v, θ) = ∂
2
xv − v,
w
∣∣
x=−pi = w
∣∣
x=pi
= 0,
∂tθ + f
′′
u,u(u,T1(u, v))[v, v] + 2f ′′u,∂xu(u,T1(u, v))[v,T2(u, v, θ)]+
f ′′∂xu,∂xu(u,T1(u, v))[T2(u, v, θ),T2(u, v, θ)] + f
′
u(u,T1(u, v))θ+
f ′∂xu(u,T1(u, v))∂xθ = ∂
2
xθ − θ, θ
∣∣
x=−pi = θ
∣∣
x=pi
= 0.
(3.5.20)
We see that all of the nonlinearities in this system except of the term
f ′∂xu(u,T1(u, v))∂xθ map [H
1(−pi, pi)]m to [H1(−pi, pi)]m and, therefore, do not
decrease smoothness. Moreover, the matrix f ′∂xu(u,T1(u, v)) in the last term
does not depend explicitly on θ, so arguing as before, we may make it small
by the transform θ = aw which changes only the θ component and remains
the u and v components unchanged. Thus, we have proved the following
theorem.
Theorem 3.5.7. Let the function f be of class C∞0 . Then the system (3.5.9)
or RDA equations possesses an IM in the phase space [H10 (−pi, pi)]m in the
sense of Definition 3.5.1.
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3.6 Scalar RDA equation with periodic BC:
an auxiliary diffeomorphism
In this section, we study the nonlinear transformation u(t, x) = a(t, x)w(t, x)
which corresponds to the case of periodic boundary conditions. Namely,
we define the map W : H1per(−pi, pi) → H1per(−pi, pi) via the expression
W (u)(x) := [a(u)(x)]−1u(x) where the function a(x) = a(u)(x) solves the
equation
d
dx
a =
1
2
[f(PKu)− 〈f(PKu)〉]a, a|x=−pi = 1, (3.6.1)
where K is large enough and PK is the orthoprojector to the first 2K + 1
Fourier modes. We recall that in our scalar space periodic case, the eigen-
values of the Laplacian A = −∂2x + 1 are λ0 = 1, λ2n−1 = λ2n := n2 + 1
for n > 0 (for n > 0 these eigenvalues have multiplicity two with the corre-
sponding eigenfunctions sin(nx) and cos(nx)). Thus, the orthonormal basis
of eigenfunctions coincides with the basis for the classical Fourier series and,
in particular, the orthoprojector PK has the form:
(PKu)(x) =
a0
2
+
K∑
n=1
an cos(nx) + bn sin(nx),
an :=
1
pi
∫ pi
−pi
u(x) cos(nx) dx, bn :=
1
pi
∫ pi
−pi
u(x) sin(nx) dx. (3.6.2)
The basic properties of the maps a(u) and W (u) are collected in the following
lemmas.
Lemma 3.6.1. For any u ∈ H1per(−pi, pi) and any K there exists a unique
solution a = a(u) ∈ C∞(R) for problem (3.6.1). This solution is space
periodic with the period 2pi and the following estimate holds:
‖a‖W 1,∞ + ‖a−1‖W 1,∞ ≤ C, (3.6.3)
where constant C is independent of K and u. Moreover, the maps u →
a(u) and u → a−1(u) are C∞-differentiable as maps from H1per(−pi, pi) to
W 1,∞(−pi, pi) and the norms of their Frechet derivatives are bounded by con-
stants which are independent of u and K. In particular, the following global
Lipschitz continuity holds:
‖a(u1)− a(u2)‖W 1,∞ + ‖a−1(u1)− a−1(u2)‖W 1,∞ ≤ C‖u1 − u2‖H1 , (3.6.4)
where the constant C is independent of K and u.
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Proof. Since equation (3.6.1) is linear we can explicitly solve it and obtain
a(u)(x) = e
1
2
∫ x
−pi f((PKu)(s))−〈f(PKu)〉 ds. (3.6.5)
All assertions of the lemma follow then from this explicit formula and the
fact that f ∈ C∞0 (R). Indeed, the Frechet derivative a′(u)θ, θ ∈ H1per(−pi, pi)
satisfies
a′(u)θ =
1
2
a(u)
∫ x
−pi
f ′(PKu)PKθ − 〈f ′(PKu)PKθ〉 ds
and we see that
‖a′(u)θ‖W 1,∞ ≤ C‖a(u)‖W 1,∞‖PKθ‖L∞ ≤ C‖θ‖H1 .
This gives the desired uniform Lipschitz continuity. The higher Frechet
derivatives may be estimated analogously and the lemma is proved.
Corollary 3.6.2. The map u→ W (u) is C∞-smooth as a map from
H1per(−pi, pi) to itself and the norms of its Frechet derivatives are uniformly
bounded with respect to K (but depend on ‖u‖H1). Moreover, the following
estimate holds:
C−1‖u‖H1 ≤ ‖W (u)‖H1 ≤ C‖u‖H1 , (3.6.6)
where the constant C > 1 is independent of K and u.
Indeed, these assertions are immediate corollaries of Lemma 3.6.1.
Recall that we want to verify that the map W is a diffeomorphism, so
we need to study the inverse map U : w → u. To this end, we need to find
the function a if the function w is known. Obviously, this function (if exists)
should satisfy the equation
d
dx
a =
1
2
(f(PK(aw))− 〈f(PK(aw))〉)a, a|x=−pi = 1. (3.6.7)
The rest of this section is devoted to the study of equation (3.6.7). We start
with the solvability problem.
Lemma 3.6.3. For any w ∈ H1per(−pi, pi) and any K (including K = ∞
which corresponds to PK = Id), there exists at least one solution
a ∈ C∞per(−pi, pi) of equation (3.6.7). Moreover,
‖a‖W 1,∞ + ‖a−1‖W 1,∞ ≤ C, (3.6.8)
where the constant C is independent of K and w.
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Proof. It is convenient to make the change of variable a = ey and replace
equation (3.6.7) by the following one
d
dx
y =
1
2
(f(PK(e
yw))− 〈f(PK(eyw))〉), y
∣∣
x=−pi = 0 (3.6.9)
or, in the equivalent integral form,
y(x) =
1
2
∫ x
−pi
(f(PK(e
y(s)w(s)))− 〈f(PK(eyw))〉) ds := I(y)(x). (3.6.10)
Note that the condition y(pi) = 0 is automatically satisfied, so the function
a is automatically 2pi periodic in x. Moreover, as not difficult to see, the
operator I is continuous and compact as an operator from C[−pi, pi] to itself
and is globally bounded
‖I(y)‖C[−pi,pi] ≤ C,
where C is independent of y and K. Thus, I maps the closed R-ball in
the space C[−pi, pi] to itself if R ≥ C and, thanks to the Schauder fixed
point theorem, equation (3.6.10) possesses at least one solution y ∈ C[−pi, pi]
belonging to this ball. All other properties stated in the lemma are immediate
corollaries of equation (3.6.10) and the lemma is proved.
Our next task is to verify the uniqueness of the solution a and its smooth
dependence on the function w. To this end, we start with the following linear
problem which corresponds to the linearization of (3.6.9) with K =∞:
d
dx
ξ(x) = ϕ(x)ξ(x)− 〈ϕξ〉+ h(x), ξ∣∣
x=−pi = 0. (3.6.11)
Lemma 3.6.4. Let ϕ, h ∈ L1(−pi, pi) and 〈h〉 = 0. Then, problem (3.6.11)
possesses a unique solution ξ ∈ W 1,1per(−pi, pi) and this solution is given by the
following expression:
ξ(x) =
∫ x
−pi
e
∫ x
s ϕ(χ)dχ(−D + h(s))ds, (3.6.12)
where
D = 〈ϕξ〉 =
∫ pi
−pi h(s)e
∫ pi
s ϕ(χ)dχds∫ pi
−pi e
∫ pi
s ϕ(χ)dχds
. (3.6.13)
Moreover, the following estimate holds:
‖ξ‖W 1,1 ≤ C‖h‖L1 , (3.6.14)
where C = C(‖ϕ‖L1) is independent of h, and, therefore, the linear solution
operator
Υ = Υϕ : L
1(−pi, pi)→ W 1,1(−pi, pi), Υϕh := ξ
is well-defined.
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Proof. Indeed, denoting D := 〈ϕξ〉 and solving the linear ODE with the
initial data ξ
∣∣
x=−pi = 0, we get (3.6.12). The explicit value of D is then
computed assuming that ξ(pi) = 0 and inserting this value to the left-hand
side of (3.6.12). Estimate (3.6.14) is then an immediate corollary of (3.6.12)
and the lemma is proved.
Corollary 3.6.5. Let, in addition, ϕ, h ∈ Ls(−pi, pi) for some 1 ≤ s ≤ ∞,
then
‖Υϕ‖L(Ls,W 1,s) ≤ C, (3.6.15)
where the constant C depends on the Ls-norm of ϕ.
Indeed, this estimate is also an immediate corollary of (3.6.12).
We now ready to study the case K < ∞. Namely, let us consider the
following equation:
d
dx
ξ = ϕ(x)(PK(ψξ))(x)− 〈ϕPK(ψξ)〉+ h(x), ξ
∣∣
x=−pi = 0. (3.6.16)
Lemma 3.6.6. Let ϕ, h ∈ L2(−pi, pi) with 〈h〉 = 0 and ψ ∈ H1per(−pi, pi).
Then, there exists K0 = K0(‖ϕ‖L2 + ‖ψ‖H1) such that, for all K > K0,
problem (3.6.16) is uniquely solvable in the space H1per(−pi, pi). Therefore,
the linear solution operator
ΥK = ΥKϕ,ψ : L
2(−pi, pi)→ H1(−pi, pi), ΥKϕ,ψh := ξ (3.6.17)
is well defined and possesses the estimate
‖ΥKϕ,ψ‖L(L2,H1) ≤ C, (3.6.18)
where the constant C depends on ‖ϕ‖L2 and ‖ψ‖H1, but is independent of
K > K0. Moreover, if in addition the assumptions of Corollary 3.6.5 are
satisfied for some s > 2 then the analogue of (3.6.15) also holds uniformly
with respect to K > K0.
Proof. We rewrite problem (3.6.16) using operator Υ and the fact that ψξ =
PK(ψξ) + (1− PK)(ψξ) in the form
ξ = Υϕψ (−ϕ(1− PK)(ψξ) + 〈ϕ(1− PK)(ψξ)〉) + Υϕψh =: RK,ϕ,ψξ + Υϕψh.
(3.6.19)
Then, it is sufficient to verify that the operator RK,ϕ,ψ is a contraction in
H1per(−pi, pi). Indeed, due to the interpolation inequality and the fact that
H1 is an algebra, we have
‖(1− PK)(ψξ)‖L∞ ≤ C‖(1− PK)(ψξ)‖1/2L2 ‖(1− PK)(ψξ)‖1/2H1 ≤
CK−1/2‖ψξ‖H1 ≤ CK−1/2‖ξ‖H1 , (3.6.20)
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where the constant C depends on ‖ψ‖H1 , but is independent of K. Then,
due to Corollary 3.6.5,
‖RK,ϕ,ψξ‖H1 ≤ C‖ϕ(1− PK)(ψξ)‖L2 ≤
≤ C‖ϕ‖L2‖(1− PK)(ψξ)‖L∞ ≤ Q(‖ϕ‖L2 + ‖ψ‖H1)K−1/2‖ξ‖H1 , (3.6.21)
where the function Q is independent of K. Fixing now
K0 := 4Q(‖ϕ‖L2 + ‖ψ‖H1)2,
we see that for all K > K0 the operator RK,ϕ,ψ is a contraction with the
contraction factor which is less than 1/2. Therefore, equation (3.6.19) is
uniquely solvable in H1per and the following estimate holds:
‖ξ‖H1 ≤ 2‖Υϕψh‖H1 ≤ C‖h‖L2 , (3.6.22)
where the constant C depends on ‖ϕ‖L2 and ‖ψ‖H1 , but is independent of
K > K0. The remaining statements of the lemma are immediate corollaries
of this estimate and the lemma is proved.
We are finally ready to establish the analogue of Lemma 3.6.1 for the
map w → a(w) defined as a solution of equation (3.6.7).
Lemma 3.6.7. For any R > 0 there exists K0 = K0(R) such that for any
w ∈ H1per(−pi, pi), ‖w‖H1 ≤ R and every K > K0, equation (3.6.7) possesses
a unique solution a = a(w) ∈ C∞per(−pi, pi). Moreover, the map w → a(w) is
C∞-differentiable as the map from
B(R, 0, H1) :=
{
w ∈ H1per(−pi, pi), ‖w‖H1 < R
}
to W 1,∞per (−pi, pi) and the norms of its Frechet derivatives depend on R, but
are independent of the value of the parameter K > K0.
Proof. The existence of the solution a is verified in Lemma 3.6.3. Let us verify
the uniqueness. Instead of working with equation (3.6.7), we will work with
the equivalent equation (3.6.9). Indeed, let y1 and y2 be two solutions of this
equation which correspond to the same w ∈ B(R, 0, H1) and let y¯ := y1−y2.
Then this function solves
d
dx
y¯ = ϕy1,y2(x)PK(ψy1,y2 y¯)− 〈ϕy1,y2PK(ψy1,y2 y¯)〉 , (3.6.23)
where
ϕy1,y2 :=
1
2
∫ 1
0
f ′(PK(sey1w+ (1− s)ey2w)) ds, ψy1,y2 := w
∫ 1
0
esy1+(1−s)y2 ds.
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Since f ∈ C∞0 (R) and yi are uniformly bounded in W 1,∞, we have
‖ϕy1,y2‖L2 ≤ C, ‖ψy1,y2‖H1 ≤ C‖w‖H1 ≤ CR (3.6.24)
where the constant C is independent of K. Thus, according to Lemma 3.6.6,
y¯ = 0 is a unique solution of (3.6.23) if K > K0(R) and the uniqueness
is proved. Let us now estimate the norm of the Frechet derivative of the
map w → a(w) (the differentiability can be verified in a standard way and
we left its proof to the reader). Let w ∈ B(R, 0, H1), θ ∈ H1per(−pi, pi) and
ξ := y′(w)θ. Then, this function solves
d
dx
ξ =
1
2
(f ′(PK(eyw))PK(eywξ)− 〈f ′(PK(eyw))PK(eywξ)〉) +
+
1
2
(f ′(PK(eyw))PK(eyθ)− 〈f ′(PK(eyw))PK(eyθ)〉) , ξ
∣∣
x=−pi = 0. (3.6.25)
This equation has the form of equation (3.6.16) with
ϕ :=
1
2
f ′(PK(eyw), ψ := eyw,
h =
1
2
(f ′(PK(eyw))PK(eyθ)− 〈f ′(PK(eyw))PK(eyθ)〉). (3.6.26)
Moreover, the functions ϕ and ψ satisfy exactly the same bounds as in
(3.6.24) and, consequently, according to Lemma 3.6.6,
‖ξ‖W 1,∞ = ‖ΥKϕ,ψh‖W 1,∞ ≤ C‖h‖L∞
if K > K0(R). It remains to note that
‖h‖L∞ ≤ C‖PK(eyθ)‖L∞ ≤ C‖eyθ‖H1 ≤ C‖θ‖H1 ,
where C is independent of K. This gives the following estimate
‖y′(w)‖L(H1,W 1,∞) ≤ C, (3.6.27)
where C is independent of K and the desired uniform bound for the first
Frechet derivative is obtained. Higher derivatives can be estimated analo-
gously and the lemma is proved.
We combine the obtained results in the following theorem.
Theorem 3.6.8. For any R > 0 there exists K0 = K0(R) such that the
map W : H1(−pi, pi)per → H1per(−pi, pi) is C∞− diffeomorphism between
B(R, 0, H1) and W (B(R, 0, H1)) ⊂ H1 if K > K0(R). Moreover, the norms
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of W , U := W−1 and their derivatives are independent of K and the following
embeddings hold:
B(C−1R, 0, H1per) ⊂ W (B(R, 0, H1per)) ⊂ B(CR, 0, H1per) (3.6.28)
for some constant C > 1 which is independent of K and R.
Indeed, embeddings follow from inequalities (3.6.6) and the remaining
properties are actually proved in Corollary 3.6.2 and Lemma 3.6.7.
3.7 Scalar RDA equation with periodic BC:
a transformed equation
The aim of this section is to make the change w = W (u) of the indepen-
dent variable u and study the properties of the nonlinearities involved in the
transformed equation. Recall that the transform W (u) is a diffeomorphism
on a large ball B(R, 0, H1per) only (where R depends on the parameter K), so
we need to do this transform not in the whole phase space Φ := H1per(−pi, pi),
but only on the absorbing ball of the corresponding solution semigroup. By
this reason, we start our exposition with a theorem which guarantees the
well-posedness and dissipativity of the solution semigroup (although in this
section we need this result for the scalar equation only, we state below the
theorem for the vector case as well). Namely, let us consider the following
RDA system with periodic boundary conditions:{
∂tu− ∂2xu+ u+ f(u)∂xu+ g(u) = 0, x ∈ (−pi, pi),
u|t=0 = u0 ∈ Φ,
(3.7.1)
where u(x, t) = (u1, · · · , um) is an unknown vector function, f and g are
given nonlinear smooth functions with finite support.
Theorem 3.7.1. Let the above assumptions hold. Then for any
u0 ∈ H1per(−pi, pi) there exists a unique solution of equation (3.7.1)
u ∈ C([0, T ], H1per(−pi, pi)) ∩ L2([0, T ], H2(−pi, pi)), T > 0, (3.7.2)
satisfying u|t=0 = u0 and, therefore, the solution semigroup S(t) is well-
defined in the phase space Φ via
S(t) : Φ→ Φ, S(t)u0 := u(t). (3.7.3)
Moreover the following estimates hold for any solution u(t) of problem (3.7.1)
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1. Dissipativity:
‖u(t)‖Φ ≤ Ce−γt‖u0‖Φ + C, (3.7.4)
where γ, C are some positive constants;
2. Smoothing property:
‖u(t)‖H2 ≤ t−1/2Q(‖u(0)‖Φ) + C∗, (3.7.5)
where the monotone function Q and positive constant C∗ are independent of
t > 0.
Proof. We give below only the schematic derivation of the stated estimates
lefting the standard details to the reader.
Step 1. L2-estimate. Multiplying equation (3.7.1) by u, integrating over
x and using that both f and g have finite support, we get
1
2
d
dt
‖u‖2L2 + ‖∂xu‖2L2 + ‖u‖2L2 ≤ C1‖∂xu‖L2 + C2 (3.7.6)
and after applying the Gronwall inequality, we arrive at
‖u(t)‖2L2 +
∫ t+1
t
‖∂xu(s)‖2L2 ds ≤ C‖u(0)‖2L2e−δt + C∗ (3.7.7)
for some positive C∗, δ and C which are independent of t and u.
Step 2. H1-estimate. Multiplying equation (3.7.1) by −∂2xu, integrating
by parts and using again the fact that f and g have finite supports, we get
1
2
d
dt
‖∂xu‖2L2 + ‖∂2xu‖2L2 + ‖∂xu‖2L2 ≤
≤ C‖∂2xu‖L2 + C1‖∂xu‖L2‖∂2xu‖L2 ≤
1
2
‖∂2xu‖2L2 + C(‖∂xu‖2L2 + 1). (3.7.8)
Applying the Gronwall inequality to this relation and using (3.7.7) for esti-
mating the right-hand side, we arrive at
‖u(t)‖2H1 +
∫ t+1
t
‖u(s)‖2H2 ds ≤ C‖u(0)‖2H1e−δt + C∗ (3.7.9)
which gives the desired dissipative estimate in H1.
Step 3. Smoothing property. Multiplying equation (3.7.1) by ∂4xu, in-
tegrating by parts, using again that f and g have finite supports and the
interpolation inequality ‖v‖2L∞ ≤ C‖v‖L2‖∂xv‖L2 , we get
1
2
d
dt
‖∂2xu‖2L2 + ‖∂3xu‖2L2 + ‖∂2xu‖2L2 ≤ C‖∂3xu‖L2(‖∂2xu‖L2 + ‖∂xu‖2L∞+
‖∂xu‖L2) ≤ C‖∂3xu‖L2(‖∂xu‖L2 + 1)(‖∂2xu‖L2 + 1) ≤
1
2
‖∂3xu‖2L2+
C(‖∂xu‖2L2 + 1)(‖∂2xu‖2L2 + 1). (3.7.10)
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Applying the Gronwall inequality to this relation and using (3.7.9), we arrive
at the dissipative estimate in H2:
‖u(t)‖2H2 +
∫ t+1
t
‖u(s)‖2H3 ds ≤ Q(‖u(0)‖H2)e−γt + C∗. (3.7.11)
for some monotone increasing function Q and positive constants γ and C∗
which are independent of t. Finally, to obtain the smoothing property, we
assume that t ≤ 1, multiply inequality (3.7.10) by t and apply the Gronwall
inequality with respect to the function Y (t) := t‖∂2xu(t)‖2L2 . This gives esti-
mate (3.7.5) for t ≤ 1. The estimate for t ≥ 1 can be obtained combining
estimate (3.7.11) with (3.7.5) for t ≤ 1.
Step 4. Uniqueness and Lipschitz continuity. Let u1 and u2 be two
solutions of equation (3.7.1) and let u¯ = u1 − u2. Then, this function solves
∂tu¯− ∂2xu¯+ u¯+ [f(u1)∂xu1 − f(u2)∂xu2] + [g(u1)− g(u2)] = 0. (3.7.12)
Using the fact that H1 is an algebra together with estimate (3.7.9), we get
‖f(u1)∂xu1 − f(u2)∂xu2‖L2 ≤ C‖u1 − u2‖H1 ,
‖g(u1)− g(u2)‖L2 ≤ C‖u1 − u2‖L2 , (3.7.13)
where the constant C depends on the H1-norms of u1(0) and u2(0). Multi-
plying now equation (3.7.12) by −∂2xu¯+ u¯ and using these estimates, we end
up after the standard transformations with the following inequality:
d
dt
‖u¯‖2H1 + ‖u¯‖2H2 ≤ C˜‖u¯‖2H1
and, therefore,
‖u1(t)− u2(t)‖2H1 ≤ eC˜t‖u1(0)− u2(0)‖2H1 , (3.7.14)
where the constant C˜ depends on the H1-norms of u1 and u2, but is indepen-
dent of t. Thus, the uniqueness is verified. The existence of a solution can be
proved using e.g., the Galerkin approximations, see [2, 56] and the theorem
is proved.
The proved theorem guarantees the existence of a global attractor for the
solution semigroup S(t).
Theorem 3.7.2. Under the assumptions of Theorem 3.7.1 the solution semi-
group S(t) of (3.7.1) possesses a global attractor A in the phase space Φ =
H1per(−pi, pi). Moreover this attractor is a bounded set in H2per(−pi, pi).
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Let us fix the radius R0 in such a way that A ⊂ B(R0/2, 0,Φ) and
introduce the set
B := ∪t≥0S(t)B(R0, 0,Φ). (3.7.15)
Then, this set is bounded according to Theorem 3.7.1 and is invariant with
respect to the semigroup S(t):
A ⊂ B(R0/2, 0,Φ) ⊂ B(R0, 0,Φ) ⊂ B ⊂ B(R¯, 0,Φ), S(t)B ⊂ B. (3.7.16)
Thus, we are not interested in the solutions starting outside of the set B and
need to transform our equation on a set B only. From now on, we return to the
scalar case m = 1 and apply the transform w = W (u) defined in the previous
section. Recall that this transform depends on the parameter K. Moreover,
according to (3.6.28), W (B) ⊂ B(CR¯, 0,Φ) and, for all K > K0 = K0(R¯),
the inverse map U = U(w) is well-defined and smooth on B(2CR¯, 0,Φ) (see
Theorem 3.6.8). Then the transformed equation on W (B) reads
∂tw − ∂2xw + w + 〈f(PK(aw))〉 ∂xw = F1(w) + F2(w), (3.7.17)
where
F1(w) = (f(PK(aw))− f(aw))∂xw (3.7.18)
and
F2(w) = a
−1[∂2xa− ∂ta− f(aw)∂xa]w − a−1g(aw). (3.7.19)
To obtain these formulas we just put u(t, x) := a(t, x)w(t, x) in equation
(3.7.1), see also (3.1.3). However, in order to complete the transform, we
need to express the function a as well as ∂xa, ∂
2
xa and ∂ta in terms of the
new variable w. Indeed, the map w → a(w) is defined as a solution of
equation (3.6.7) (see Lemma 3.6.3). The derivative ∂xa is then can be found
from equation (3.6.7):
(∂xa)(w) =
1
2
(f(PK(a(w)w))− 〈f(PK(a(w)w))〉)a(w).
Differentiating this equation in x and using it for evaluating ∂xa in the dif-
ferentiated equation, we get
(∂2xa)(w) =
1
4
(f(PK(a(w)w))− 〈f(PK(a(w)w)〉)2a(w)+
1
2
a(w)f ′(PK(a(w)w))
d
dx
(PK(a(w)w)
and since PK is a smoothing operator, the terms ∂xa and ∂
2
xa can be expressed
in a smooth way in terms of the map w → a(w). In particular, they are well
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defined on the ball B(2CR¯, 0,Φ) if K > K0 and, due to the presence of
derivatives d
dx
PK(a(w)w), the norms of these operators and their Frechet
derivatives depend on K.
The term containing ∂ta is a bit more delicate since a is local in time and
we need to use the chain rule in order to find an expression for it. To do this,
we first express the value ∂tPKu from equation (3.7.1):
PK∂tu = ∂
2
xPK(a(w)w)− PK(a(w)w)−
PK(f(a(w)w)∂x(a(w)w))− PKg(a(w)w)
and we see that the right-hand side smoothly expressed in terms of w → a(w).
Therefore, the operator w → (PK∂tu)(w) is well-defined and smooth on the
ball B(2CR¯, 0,Φ). Differentiating then the explicit formula (3.6.5) in time,
we get
((∂ta)(w))(x) = a(w)(x)
1
2
∫ x
−pi
f ′(PK(a(w)(s)w(s)))(PK∂tu)(w)(s)−
〈f ′(PK(a(w)w))(PK∂tu)(w)〉 ds (3.7.20)
and this shows that the map w → (∂ta)(w) is also well-defined and smooth
on B(2CR¯,Φ). Thus, we have proved the following result.
Lemma 3.7.3. Under the above assumptions the map F2(w) is well-defined
and smooth as the map from B(2CR¯, 0,Φ) to Φ for all K ≥ K0. In particular,
‖F2‖C1(B(2CR¯,0,Φ),Φ) ≤ CK , (3.7.21)
where the constant CK depends on K ≥ K0.
We now turn to the nonlinearity F1. Obviously, it is well-defined and
smooth as the map from B(2CR¯, 0,Φ) to L2per(−pi, pi). Moreover, this map
is small if K is large and this property is crucial for us.
Lemma 3.7.4. Under the above assumptions, the map F1(w) defined by
(3.7.18) is well-defined as a map from B(2CR¯, 0,Φ) to L2per(−pi, pi) and the
following estimate holds:
‖F1‖C1(B(2CR¯,0,Φ),L2per) ≤ CK−1/2, (3.7.22)
where the constant C is independent of K ≥ K0.
Indeed, this estimate can be obtained arguing exactly as in (3.6.20), see
Section 3.3 for more details.
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The considered terms F1(w) and F2(w) in equation (3.7.17) are similar to
the case of Dirichlet boundary conditions considered in Section 3.3. However,
the extra term
F3(w) := 〈f(PK(aw))〉 ∂xw
is specific to the case of periodic boundary conditions and is essentially dif-
ferent. Indeed, as before, we obviously have the smoothness of this term and
the estimate
‖F3‖C1(B(2CR¯,0,Φ),L2per) ≤ C, (3.7.23)
where the constant C is independent of K ≥ K0, but this constant is not
small as K →∞, so we cannot treat this term as a perturbation.
We finally note that the nonlinearities Fi are defined not on the whole
space Φ, but only on a large ball B(2CR¯, 0,Φ) which is not convenient for
constructing the inertial manifolds. To overcome this problem, we introduce
a smooth cut off function θ ∈ C∞0 (R) such that
θ(z) ≡ 1, |z|2 ≤ CR¯ and θ(z) ≡ 0, |z|2 ≥ 2CR¯
and the modified operators
Fi(w) := θ(‖w‖2H1)Fi(w), i = 1, 2, 3. (3.7.24)
Then the operators Fi are defined and smooth already in the whole phase
space Φ, coincide with Fi on the ball B(CR¯, 0,Φ) and vanish outside of the
ball B(2CR¯, 0,Φ). Moreover, the operator F3(w) = Θ(w)∂xw, where
Θ(w) := θ(‖w‖2H1) 〈f(PK(a(w)w))〉
is a smooth map from Φ to R which also vanishes outside of B(2CR¯, 0,Φ).
Thus the transformed equation now reads
∂tw − ∂2xw + w + Θ(w)∂xw = F1(w) + F2(w). (3.7.25)
Moreover, this equation coincides with (3.7.17) on the ball B(CR¯, 0,Φ) and,
consequently, the diffeomorphism W : u → w maps solutions of the ini-
tial equation (3.7.1) from some neighbourhood of the attractor A into the
solutions of (3.7.25) belonging to some neighbourhood of W (A). In partic-
ular, the set W (A) is an attractor for equation (3.7.25) (maybe local since
we do not control the behavior of solutions of (3.7.25) outside of the ball
B(CR¯, 0,Φ) where some new limit trajectories may a priori appear). Thus,
from now on we forget about the initial equation (3.7.1) and will work with
the transformed equation (3.7.25) only. For the convenience of the reader,
we collect the verified properties of maps Fi in the next theorem.
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Theorem 3.7.5. The operators F1, F2 and Θ belong to C∞(Φ, L2per),
C∞(Φ,Φ) and C∞(Φ,R) respectively and vanish outside of a big ball
B(2CR¯, 0,Φ). Moreover, the following estimates hold:
‖F1‖C1(Φ,L2per) ≤ CK−1/2, ‖F2‖C1(Φ,Φ) ≤ CK , ‖Θ‖C1(Φ,R) ≤ C, (3.7.26)
where the constant C is independent of K and the constant CK may depend
on K.
Remark 3.7.6. We see that, in contrast to the case of Dirichlet bound-
ary conditions, in the periodic case the transform W does not allow us to
make the nonlinearity which contains spatial derivatives small, but makes
it small up to the operator Θ(w)∂xw only. Although this term has a very
simple structure, it prevents us from using the standard Perron method of
constructing the inertial manifolds and makes the situation essentially more
complicated. Actually, overcoming this difficulty is one of the main results
of this chapter.
3.8 Scalar RDA equation with periodic BC:
an inertial manifold
In this section, we will construct the inertial manifold for the transformed
equation (3.7.25). To be more precise, in contrast to the case of Dirichlet
boundary conditions, we do not know how to construct the inertial manifold
directly for equation (3.7.25) and need to introduce one more cut off function.
We first note that arguing exactly as in Theorems 3.7.1 and 3.7.2, we may
prove that equation (3.7.25) is uniquely solvable for every w(0) ∈ Φ and the
corresponding solution w(t) satisfies all of the estimates derived in Theorem
3.7.1. This in turn means that the solution semigroup Str(t) : Φ → Φ is
well-defined, dissipative and possesses a global attractor Atr ∈ H2per(−pi, pi).
Moreover, according to the analogue of the H2-dissipative estimate (3.7.11),
the set
BH2 := ∪t∈R+Str(t)B(r, 0, H2per) (3.8.1)
will be invariant, bounded in H2per set which contains the global attractor
Atr:
Str(t)BH2 ⊂ BH2 , Atr ⊂ BH2 , ‖BH2‖H2per ≤
R
2
, (3.8.2)
where r is large enough and R > r is some number depending only on r.
We also recall that by the construction of the transformed equation (3.7.25)
W (A) ⊂ Atr (where A is the attractor of the initial equation (3.7.1)) and
Str(t) = W ◦ S(t) ◦W−1 (3.8.3)
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in a neighbourhood of the set W (A). Thus, the dynamics generated by
equation (3.7.25) outside of the ball B(R, 0, H2per) becomes not essential and
we may change it there in order to simplify the construction of the inertial
manifold. To this end, we introduce one more cut-off function φ ∈ C∞(R)
which is monotone decreasing and
φ(z) ≡ 0, z ≤ R2, φ(z) ≡ −1
2
, z ≥ (2R)2 (3.8.4)
and one more nonlinear operator
T (w) := φ(‖(∂2x − 1)PNw‖2L2per)(∂2x − 1)PNw, (3.8.5)
where the numberN will actually coincide with the dimension of the manifold
and will be fixed below. The key properties of this map are collected in the
next lemma.
Lemma 3.8.1. The map T is a C∞-smooth map from Φ to PNΦ. Moreover,
its Frechet derivative T ′(w) is globally bounded as a map from Φ to L(Φ,Φ)
and satisfies the following inequalities:
(T ′(w)ξ, (∂2x − 1)PNξ) ≤ 0, (3.8.6)
for all w ∈ Φ and
(T ′(w)ξ, (∂2x − 1)PNξ) = −
1
2
‖PNξ‖2H2 (3.8.7)
for w ∈ Φ such that ‖(∂2x − 1)PNw‖2L2per ≥ 2R.
Proof. Indeed, the Frechet derivative of T reads
T ′(w)ξ = φ(‖(∂2x − 1)PNw‖2L2per)(∂2x − 1)PNξ+
+ 2φ′(‖(∂2x − 1)PNw‖2L2per)((∂2x − 1)PNw, (∂2x − 1)PNξ)(∂2x − 1)PNw. (3.8.8)
Using the fact that φ′(z) = 0 for z > 4R2, we see that the derivative T ′(w) is
uniformly bounded as a map from Φ to L(Φ,Φ) and, in particular, the map
w → T (w) is globally Lipschitz as the map from Φ to Φ. Moreover, since
φ(z) ≤ 0 and φ′(z) ≤ 0 for all z ∈ R, we have
(T ′(w)ξ, (∂2x−1)PNξ) = 2φ′(‖(∂2x−1)PNw‖2L2)((∂2x−1)PNw, (∂2x−1)PNξ)2+
+ φ(‖(∂2x − 1)PNw‖2L2)‖(∂2x − 1)PNξ‖2L2 ≤ 0. (3.8.9)
For the case ‖(∂2x − 1)PNw‖2L2 ≥ 4R2 by definition T (w) = −12(∂2x − 1)PNw
and consequently
(T ′(w)ξ, (∂2x − 1)PNξ) = −
1
2
‖(∂2x − 1)PNξ‖2L2 (3.8.10)
and the lemma is proved.
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Thus, we arrive at the following final equation for the inertial manifold
to be constructed:
∂tw − ∂2xw + w + Θ(w)∂xw = T (w) + F1(w) + F2(w). (3.8.11)
Note that this equation can be interpreted as a particular case of an abstract
semilinear parabolic equation
∂tw + Aw = F(w) (3.8.12)
in a Hilbert space Φ := H1per(−pi, pi), where A := 1 − ∂2x (is a self-adjoint
positive operator in Φ with compact inverse) and
F(w) := F1(w) + F2(w) + T (w)−Θ(w)∂xw.
Indeed, as follows from Theorem 3.7.5 and Lemma 3.8.1, the nonlinearity F is
globally Lipschitz continuous as the map from Φ to L2per(−pi, pi) = D(A−1/2).
This, in particular, implies that this equation is also globally well-posed in
Φ, generates a dissipative semigroup S¯(t) : Φ → Φ and the corresponding
solution w(t) satisfies all of the estimates stated in Theorem 3.7.1. Moreover,
due to Theorem 3.7.5 and the obvious fact that QNT (w) = 0, the QN -
component of the nonlinearity F is globally bounded:
‖QNF(w)‖L2per ≤ C, (3.8.13)
where the constant C is independent of N and w. This property gives the
control for the QN -component of the solution w which is crucial for what
follows.
Lemma 3.8.2. Let the nonlinearity F satisfy (3.8.13). Then, for any κ ∈
(0, 1), there exists a constant Rκ > 0 (independent of N) such that, for any
solution w(t) of equation (3.8.12) with w(0) ∈ H2−κper (−pi, pi), the following
estimate holds:
‖QNw(t)‖H2−κper ≤ (‖QNw(0)‖H2−κper −Rκ)+e−αt +Rκ, (3.8.14)
where z+ := max{z, 0} and the positive constant α is independent of κ, t, N
and w.
Proof. Indeed, according to the variation of constants formula, QNw(t) sat-
isfies
QNw(t) = QNw(0)e
−At +
∫ t
0
e−A(t−s)QNF(w(s)) ds. (3.8.15)
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Taking the H2−κper -norm to both sides of this equality and using that
‖e−A(t−s)‖L(L2per,H2−κper ) ≤ Ce−α(t−s)(t− s)−1+κ/2
for some positive C and α, we end up with the following estimate:
‖QNw(t)‖H2−κper ≤ ‖QNw(0)‖H2−κper e−αt+
+ C
∫ t
0
e−α(t−s)(t− s)−1+κ/2‖QNF(w(s))‖L2per ds ≤
≤ ‖QNw(0)‖H2−κper e−αt + C1
∫ t
0
e−α(t−s)
(t− s)1−κ/2 ds (3.8.16)
and the assertion of the lemma is a straightforward corollary of this estimate.
Thus, the lemma is proved.
The proved lemma shows that the sets
Bκ := {w ∈ H2−κper , ‖QNw‖H2−κper ≤ Rκ} (3.8.17)
are invariant with respect to the semigroup S¯(t):
S¯(t)Bκ ⊂ Bκ.
Remark 3.8.3. The auxiliary operator T (w) has been introduced in [34] in
order to construct the inertial manifolds for reaction-diffusion equations in
higher dimensions using the so-called spatial averaging method. On the one
hand, since T (w) = −1
2
PN(∂
2
x − 1)w if ‖PNw‖H2per is large, this term shifts
roughly speaking the first N -eigenvalues and makes the spectral gap large
enough to treat the nonlinearity. So, this trick actually allows us to check
the cone property for the case where ‖PNw‖H2per ≤ 2R. On the other hand,
together with the control (3.8.14), this gives us the control of H2−κ-norm in
the estimates related with the cone property.
We mention also that by the construction of the nonlinearity T , equation
(3.8.11) coincides with (3.7.25) in the neighbourhood of the attractor Atr.
We are ready to verify the existence of the inertial manifold for the prob-
lem (3.8.11). For the convenience of the reader, we first recall the definition
of an inertial manifold and the result which guarantees its existence.
Definition 3.8.4. A setM∈ Φ to be called an inertial manifold for problem
(3.8.12) if it satisfies the following properties:
1. M is strictly invariant under the action of the semigroup S¯(t), i. e.
S¯(t)M =M;
64
2. M is a Lipschitz submanifold of Φ which can be presented as a graph
of a Lipschitz continuous function M : PNΦ→ QNΦ for some N ∈ N, i.e.,
M = {w+ +M(w+), w+ ∈ PNΦ} and
‖M(w1+)−M(w2+)‖Φ ≤ LM‖w1+ − w2+‖Φ; (3.8.18)
for some constant LM ;
3. M possesses an exponential tracking property, i.e. for any solution
w(t), t ≥ 0, of problem (3.8.12) there exists a solution w˜(t), t ∈ R, belonging
to M for all t ∈ R such that:
‖w(t)− w˜(t)‖Φ ≤ Ce−γt‖w(0)− w˜(0)‖Φ
for some positive constants C and γ.
The proof of the existence of an inertial manifold will be based on the
invariant cone property and the graph transform method, see [18, 34, 47, 60]
for more details. To introduce the invariant cone property convenient for our
purposes, we introduce the following quadratic form
V (ξ) = ‖QNξ‖2Φ − ‖PNξ‖2Φ, ‖z‖2Φ := (Az, z) = ‖∂xz‖2L2per + ‖z‖2L2per
and corresponding cone in the phase space Φ:
K+ =
{
ξ ∈ Φ : V (ξ) ≤ 0
}
.
Definition 3.8.5. We say that equation (3.8.12) possesses a strong cone
property in the differential form if there exist a positive constant µ and a
bounded function α : Φ→ R, which satisfies the property:
0 < α− ≤ α(w) ≤ α+ <∞,
such that for any solution w(t) ∈ Φ, t ∈ [0, T ], of equation (3.8.12) and any
solution ξ(t) of the corresponding equation in variation:
∂tξ + Aξ = F ′(w(t))ξ (3.8.19)
the following inequality holds:
d
dt
V (ξ) + α(w)V (ξ) ≤ −µ‖ξ‖2H2per . (3.8.20)
If inequality (3.8.20) holds not for all trajectories w(t), but only for the ones
belonging to some invariant set, we will say that the strong cone property is
satisfied on this set.
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The next theorem gives the conditions which guarantees the existence
of the inertial manifold for the abstract equation (3.8.12) which we need to
verify for our case of equation (3.8.11).
Theorem 3.8.6. Let the nonlinearity F be globally Lipschitz continuous as
a map from Φ to L2per = D(A
−1/2) and let the number N be chosen in such
a way that QNF is globally bounded on Φ and the strong cone property in
the differential form is satisfied on the invariant set Bκ for some κ ∈ (0, 1]
defined by (3.8.17). Then (3.8.12) possesses a (2N+1)-dimensional Lipschitz
inertial manifold in the space Φ.
Moreover, if the nonlinearity F is of class C1+β(Φ, L2per) for some β > 0,
then the inertial manifold is of class C1+ε for some ε = ε(β,N) > 0.
It is well-known result, see e. g. [34, 60], that the validity of the strong
cone property in the differential form leads to the existence of a (2N +
1)−dimensional inertial manifold.
The following theorem can be considered as one of the main results of
this chapter.
Theorem 3.8.7. Under above assumptions for infinitely many values of
N ∈ N equation (3.8.11) possesses a (2N + 1)−dimensional inertial man-
ifold. Moreover these inertial manifolds are C1+ε-smooth for some small
positive ε = ε(N) > 0.
Proof. According to Theorem 3.8.6, we only need to verify the validity of the
strong cone condition on the invariant set Bκ for some κ > 0. The rest of the
assumptions of this theorem are already verified above. We fix κ = 1
4
and
write out the equation in variation which corresponds to equation (3.8.11):
∂tξ + Aξ = −Θ(w)∂xξ − (Θ′(w), ξ)H1∂xw + F ′1(w)ξ + F ′2(w)ξ + T ′(w)ξ,
(3.8.21)
where w(t) is the solution of the equation (3.8.11) belonging to B1/4. Mul-
tiplying this equation by AQNξ − APNξ and denoting α¯ := λ2N+1+λ2N2 , we
get
1
2
d
dt
V (ξ) + α¯V (ξ) = ((α¯− A)ξ, AQNξ)− ((α¯− A)ξ, APNξ)−
−Θ(w)(∂xξ, AQNξ − APNξ)− (Θ′(w), ξ)H1(∂xw,AQNξ − APNξ)+
+ (F ′1(w)ξ, AQNξ −APNξ) + (F ′2(w)ξ, AQNξ −APNξ)− (T ′(w)ξ, APNξ).
(3.8.22)
Let us estimate every term in the right-hand side of this inequality separately.
Integrating by parts in the first term, we see that
Θ(w)(∂xξ, AQNξ − APNξ) = 0. (3.8.23)
66
Due to estimate (3.7.26) on the nonlinearity F1 we have
(F ′1(w)ξ, AQNξ − APNξ) ≤ CK−1/2‖ξ‖H1per‖ξ‖H2per , (3.8.24)
and estimate (3.7.26) on F2 gives us
(F ′2(w)ξ, AQNξ − APNξ) ≤ CK‖ξ‖2H1per . (3.8.25)
In next estimates, we will use the notations
e2n := cos(nx), n = {0} ∪ N, e2n−1 := sin(nx), n ∈ N;
λ0 = 1, λ2n = λ2n−1 := n2 + 1, n ∈ N (3.8.26)
and formulas
ξ :=
∞∑
n=1
ξnen, PNξ =
2N∑
n=0
ξnen, QNξ :=
∞∑
n=2N+1
ξnen.
Then, we estimate the linear terms as follows
((α¯− A)ξ,−APNξ) =
2N∑
n=0
(λ2n − α¯λn)ξ2n =
1
2
2N∑
n=0
(λn − α¯)λnξ2n+
1
4
2N∑
n=0
(
λ3/4n −
α¯
λ
1/4
n
)
λ5/4n ξ
2
n +
1
4
2N∑
n=0
(
1− α¯
λn
)
λ2nξ
2
n ≤
1
2
(λ2N − α¯)‖PNξ‖2H1 +
1
4
(
λ
3/4
2N −
α¯
λ
1/4
2N
)
‖PNξ‖2H5/4+
1
4
(
1− α¯
λ2N
)
‖PNξ‖2H2 , (3.8.27)
and
((α¯− A)ξ, AQNξ) =
∞∑
n=2N+1
(α¯λn − λ2n)ξ2n ≤
1
2
(α¯− λ2N+1)‖QNξ‖2H1+
1
4
(
α¯
λ
1/4
2N+1
− λ3/42N+1
)
‖QNξ‖2H5/4 +
1
4
(
α¯
λ2N+1
− 1
)
‖QNξ‖2H2 . (3.8.28)
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We recall that α¯ = λ2N+1+λ2N
2
, consequently
((α− A)ξ,−APNξ) + ((α− A)ξ, AQNξ) ≤
≤ −λ2N+1 − λ2N
4
‖ξ‖2H1 −
λ
3/4
2N+1 − λ3/42N
8
‖ξ‖2H5/4 −
λ2N+1 − λ2N
8λ2N+1
‖ξ‖2H2 =
−λ2N+1 − λ2N
4
‖ξ‖2H1−
λ
3/4
2N+1 − λ3/42N
8
‖ξ‖2H5/4−
λ2N+1 − λ2N
16λ2N+1
‖ξ‖2H2−µ‖ξ‖2H2 ,
(3.8.29)
where, we set µ := λ2N+1−λ2N
16λ2N+1
. Inserting the obtained estimates into the
right-hand side of (3.8.22) and using that
CK−1/2‖ξ‖H1per‖ξ‖H2per ≤
λ2N+1 − λ2N
8
‖ξ‖2H1per + C2K−1
2
λ2N+1 − λ2N ‖ξ‖
2
H2per
we arrive at
1
2
d
dt
V (ξ) + α¯V (ξ) + µ‖ξ‖2H2per ≤ −(Θ′(w), ξ)H1(∂xw,AQNξ − APNξ)−
− (T ′(w)ξ, APNξ)−
(
λ2N+1 − λ2N
8
− CK
)
‖ξ‖2H1per −
λ
3/4
2N+1 − λ3/42N
8
‖ξ‖2
H
5/4
per
−
−
(
λ2N+1 − λ2N
16λ2N+1
− C2K−1 2
λ2N+1 − λ2N
)
‖ξ‖2H2per . (3.8.30)
Let us now estimate the first term in the right-hand side of (3.8.30). To this
end, we fix an arbitrary t ≥ 0 and consider two cases: 1) ‖PNw(t)‖H2per ≤ 2R
and 2) ‖PNw(t)‖H2per > 2R, where the constant R is the same as in (3.8.4).
In the first case, using also that w ∈ B1/4, we conclude that
‖w‖2
H
7/4
per
≤ ‖PNw‖2H2per + ‖QNw‖2H7/4per ≤ 2R +R1/4 := C¯. (3.8.31)
Therefore, using also that Θ′(w) is globally bounded in H1per
|(Θ′(w), ξ)H1(∂xw,AQNξ − APNξ)| ≤ C‖w‖H7/4per ‖ξ‖H1per‖ξ‖H5/4per ≤ C˜‖ξ‖
2
H
5/4
per
.
(3.8.32)
As follows from Lemma 3.8.1 additional term containing T ′(w) does not
make any difference since (T ′(w)ξ,−APNξ) ≤ 0. Therefore, in the first case
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inequality (3.8.30) reads
1
2
d
dt
V (ξ) + α¯V (ξ) + µ‖ξ‖2H2per ≤(
λ2N+1 − λ2N
8
− CK
)
‖ξ‖2H1per −
(
λ
3/4
2N+1 − λ3/42N
8
− C˜
)
‖ξ‖2
H
5/4
per
−(
λ2N+1 − λ2N
16λ2N+1
− C2K−1 2
λ2N+1 − λ2N
)
‖ξ‖2H2per . (3.8.33)
We now recall that the eigenvalues λ2N = N
2 + 1 and λ2N+1 = (N + 1)
2 + 1.
Therefore, for N > 0, λ2N+1 − λ2N = 2N + 1 and
(λ2N+1 − λ2N)2
λ2N+1
=
(2N + 1)2
(N + 1)2 + 1
≥ 1.
Thus, if we fix the parameter K ≥ K0 in such a way that
C2K−1 ≤ 1
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, (3.8.34)
the last term in the left hand side will be non-positive. Crucial for us that we
may fix K in such a way that this property holds for all Ns simultaneously.
Obviously, the first two terms in the RHS of (3.8.33) will be also non-positive
if N is large enough. Thus in the case ‖PNw‖H2per ≤ 2R, we may take
α(w) := α¯ =
λ2N+1 + λ2N
2
and the strong cone condition will be satisfied.
Let us now consider the second case where ‖PNw(t)‖H2per > 2R. In this
case, the auxiliary map T is really helpful. Indeed, according to Lemma
3.8.1,
(T ′(w)ξ,−APNξ) = −1
2
‖APNξ‖2L2per ≤ −
λ2N
2
‖PNξ‖2H1per =
− λ2N
4
‖PNξ‖2H1per +
λ2N
4
(
‖QNξ‖2H1per − ‖PNξ‖2H1per
)
− λ2N
4
‖QNξ‖2H1per =
λ2N
4
V (ξ)− λ2N
4
‖ξ‖2H1per . (3.8.35)
Using now that the norm of the derivative ‖Θ′(w)‖H1per vanishes if ‖w‖H1per
is large and, consequently, ‖Θ′(w)‖H1per‖w‖H1per ≤ C¯1, we estimate the first
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term in the right-hand side of (3.8.30) as follows:
|(Θ′(w), ξ)H1(∂xw,AQNξ−APNξ)| ≤ ‖Θ′(w)‖H1per‖w‖H1per‖ξ‖H1per‖ξ‖H2per ≤
≤ C¯1‖ξ‖H1per‖ξ‖H2per ≤ C¯21
8λ2N+1
λ2N+1 − λ2N ‖ξ‖
2
H1per
+
λ2N+1 − λ2N
32λ2N+1
‖ξ‖2H2per .
(3.8.36)
Thus, the analogue of (3.8.33) for the second case reads
1
2
d
dt
V (ξ)+
(
α¯− λ2N
4
)
V (ξ)+µ‖ξ‖2H2per ≤
(
λ2N+1 − λ2N
8
− CK
)
‖ξ‖2H1per−
−
(
λ2N
4
− C¯21
8λ2N+1
λ2N+1 − λ2N
)
‖ξ‖2H1per−(
λ2N+1 − λ2N
32λ2N+1
− C2K−1 2
λ2N+1 − λ2N
)
‖ξ‖2H2per . (3.8.37)
We see that the third term in the right-hand side is non-positive if the param-
eter K satisfies exactly the same assumption (3.8.34) as in the first case (in
particular, it can be fixed independently of N). Moreover, since λ2N ∼ N2
and λ2N+1 − λ2N ∼ 2N + 1, the second term and the first terms are also
non-positive if N is large enough. Thus, we are able to fix the parameters
K and N in such ways that the right-hand sides of both inequalities (3.8.33)
and (3.8.37) will be non-positive. Let us now introduce the function
α(w) :=
{
λ2N+1+λ2N
2
, ‖PNw‖H2per ≤ 2R,
λ2N+1+λ2N
2
− λ2N
4
, ‖PNw‖H2per > 2R.
(3.8.38)
Then, we have proved that for all sufficiently large Ns, the strong cone in-
equality
1
2
d
dt
V (ξ(t)) + α(w(t))V (ξ(t)) ≤ −µ‖ξ(t)‖2H2per (3.8.39)
is satisfied and the theorem is proved.
3.9 Vector RDA equation with periodic BC:
a counterexample
In this section, we will show that, in contrast to the scalar case considered
above, the (Lipschitz continuous) IM may not exist in the case of a system
of RDA equations (3.7.1) (i.e., if m > 1). Analogously to [12], our coun-
terexample is built up based on the counterexample to Floquet theory for
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linear RDA equations with time-periodic coefficients. Namely, we consider
the following system of linear RDA equations:
∂tu− ∂2xu + f(t, x)∂xu + g(t, x)u = 0 (3.9.1)
endowed with periodic boundary conditions. We assume that u = (v(t, x),
u(t, x)), where the unknown functions as well as given 2T -periodic in time
functions f and g are complex valued, so we will consider a system of two
coupled complex valued RDA equations. Of course, separating the real and
imaginary parts of functions v and u, we may rewrite it as a system of
four real-valued RDA equations with respect to u = (vRe, vIm, uRe, uIm),
but preserving the complex structure is more convenient for our purposes.
The main idea is to construct the functions f and g in such a way that
all solutions u(t) will decay faster than exponentially as t → ∞. If these
functions are constructed, the standard trick with producing the space-time
periodic functions f and g as particular solutions of some extra nonlinear
RDA system, will give us a super-exponentially attracting limit cycle inside
of the global attractor (see e.g., [12]) which clearly contradicts the existence
of the IM for the full system.
We first recall that, at least for smooth functions f and g, equation (3.9.1)
is well-posed in the phase space Φ (this can be established analogously to
Theorem 3.7.1) and generates a dissipative dynamical process {U(t, τ), t ≥
τ, τ ∈ R} in the phase space Φ via
U(t, τ)uτ := u(t), U(t, s) = U(t, τ) ◦ U(τ, s), t ≥ τ ≥ s, (3.9.2)
where the function u(t) solves (3.9.1) with the initial data u
∣∣
t=τ
= uτ ∈ Φ. In
particular, since the functions f and g are 2T -periodic in time, the long-time
behavior of solutions of (3.9.1) is completely determined by the iterations of
the period map
P := U(2T, 0). (3.9.3)
Since, due to the smoothing property, the linear operator P is compact its
spectrum consists of {0} as an essential spectrum and at most countable
number of non-zero eigenvalues of finite multiplicity. It is well-known that
any eigenvalue µ 6= 0 of this operator generates the so-called Floquet-Bloch
solutions of (3.9.1) of the form
uµ,n(t) := t
n−1eνtQn−1(t),
where ν := 1
2T
lnµ, n ≥ 1 does not exceed the algebraic multiplicity of
the eigenvalue µ and Qn(t) are 2T -periodic Φ-valued functions. It is also
known that, at least on the level of abstract parabolic equations in a Hilbert
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space, the linear combinations of Floquet-Bloch solutions are not dense in
the space of all solutions. Moreover, the point spectrum of the operator P
may be empty which means that
σ(P ) = {0}, (3.9.4)
see [29] for more details. According to the Gelfand spectral radius formula,
this will be the case when all solutions of problem (3.9.1) decay faster than
exponential as t→∞ and this is exactly the case which we are interested in.
The next theorem gives the desired example of the functions f and g such
that (3.9.4) is satisfied. To the best of our knowledge, similar examples have
been previously known only for abstract parabolic equations (with non-local
nonlinearities), but not for systems of second order parabolic PDEs.
Theorem 3.9.1. For every sufficiently large T there exist smooth functions
f(t, x) ∈ L(C2,C2) and g(t, x) ∈ C2 which are 2T -periodic in time and 2pi-
periodic in space such that all solutions of equation (3.9.1) decay faster than
exponential as t → ∞. Moreover, the following estimate holds for any of
such solutions
‖u(t)‖L2 ≤ Ce−γt3‖u(0)‖L2 , (3.9.5)
where positive constants C and γ are independent of u(0) ∈ L2(−pi, pi).
Proof. Let now en := e
inx, n ∈ Z be the eigenvectors of the operator −∂2x
acting in the space of complex-valued functions. Obviously the corresponding
eigenvalues are λn = n
2. The following simple formula is however crucial for
the construction of our counterexample:
en+1 = e
ixen, (∂
2
x + 2i∂x − 1)en = −λn+1en, n ∈ Z. (3.9.6)
Keeping in mind that our equation has two components u = (v, u), we intro-
duce the following base vectors in [L2per(−pi, pi)]2:
evn :=
(
1
0
)
en, e
u
n :=
(
0
1
)
en. (3.9.7)
Then, the vectors {evn, eun}n∈Z form an orthogonal base in the space
[L2per(−pi, pi;C)]2. Moreover, these are the eigenvectors for the unperturbed
problem (3.9.1) (with f = g = 0) which correspond to the eigenvalue λn = n
2
and for every n 6= 0, the corresponding eigenspace is spanned by {ev±n, eu±n}
and therefore has the complex dimension 4 (and real dimension 8). We intend
to construct the functions f and g in such a way that the corresponding
period map has the following properties:
Pevn = µne
v
n+1, P e
u
n = νne
u
n−1, n ∈ N, (3.9.8)
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where −µn and −νn are some positive multipliers such that
|µn|+ |νn| ≤ e−KTn2
for some K > 0 independent of n. Indeed, assume that such example is
constructed. Then, clearly the point spectrum of P is empty and, moreover,
the following estimate holds:
‖PNevn‖L2 ≤ e−KT
∑n+N
k=n k
2
= e−
KT
6
(N+1)(2N2+6Nn+6n2+N) ≤ Ce−γN3 ,
for some γ > 0 which is independent of N and n (here we have implicitly used
the positivity of the quadratic form 2N2 +6Nn+6n2). Arguing analogously,
we have
‖PNeun‖L2 ≤ e−KT
∑n
k=n−N k
2 ≤ Ce−γN3 .
These estimates, together with (3.9.8), imply that
‖PN‖L(L2,L2) ≤ Ce−γN3 . (3.9.9)
Thus, estimate (3.9.5) is verified and we only need to construct the functions
f and g for which the period map P of equation (3.9.1) will satisfy (3.9.8).
Roughly speaking, similarly to [12], we initially take the unperturbed equa-
tion
∂tu = ∂
2
xu,
and split the time interval [0, 2T ] on two parts [0, T ] and [T, 2T ]. At the
first interval, we shift the spectrum of the v-component by adding the term
2i∂xv − v (after this shift the vectors evn and eun+1 will be in the eigenspace
which corresponds to the eigenvalue λn+1) and switch on the “rotation” in
the plane spanned by {evn, eun+1} by adding the appropriate anti-symmetric
term. This guesses the following form of the perturbed equation:
∂tv = ∂
2
xv + (2i∂xv − v)− εe−ixu, ∂tu = ∂2xu+ εeixv, t ∈ [0, T ],
on the first half-period. The parameter ε > 0 should be chosen in such a
way that the half-period map U(T, 0) would rotate the direction of evn into
the direction of eun+1 and vice versa.
At the second half-period, we need not to do shift and just put the “ro-
tation” terms
∂tv = ∂
2
xv − εu, ∂tu = ∂2xu+ εv, t ∈ [T, 2T ],
where we again chose ε > 0 in such a way that the half-period map U(2T, T )
rotates the direction of evn to the direction of e
u
n and vice versa. Then, as not
73
difficult to see the composition P = U(2T, T ) ◦ U(T, 0) will satisfy relations
(3.9.8) and the estimates for µn and νn will be also satisfied.
Thus, the above arguments allow us to construct the desired counterex-
ample in the class of piecewise constant (in time) periodic functions f and
g. However, in order to build the counterexample to inertial manifolds, we
need the functions f and g to be smooth, so we need to “smoothify” our
construction by adding the properly chosen cut-off functions.
Namely, let us fix an auxiliary 2T−periodic function y(t) satisfying the
following assumptions:
1. y(t) is odd and y(T − t) = y(t) for all t;
2. y(t) has a maximum point at t = T/2 and y(T/2) = 1;
3. y′′(t) ≤ 0 for 0 < t < T and y′(t) > 0 for 0 < t < T/2.
(3.9.10)
One of the possible choices of y(t) is sin(pit/T ). In addition we introduce a
pair of smooth non-negative cut-off functions θ1 and θ2:
θ1(y) = 0, for y ≤ 1/4, θ1(y) = 1, for y ≥ 1/2; (3.9.11)
θ2(y) = 0, for y ≤ 0, θ2(y) = 1, for y ≥ 1/4. (3.9.12)
Now we are ready to introduce the desired equations:{
∂tv = ∂
2
xv + (2i∂xv − v)θ2(y)− εe−ixuθ1(y)− εuθ1(−y),
∂tu = ∂
2
xu+ εe
ixvθ1(y) + εvθ1(−y),
(3.9.13)
where ε is a small parameter which will be choosing later in such a way that
on the first half-period
U(T, 0)evn = K
+
n e
u
n+1 and U(T, 0)e
u
n = C
+
n e
v
n−1, (3.9.14)
and on the other part of period
U(2T, T )eun+1 = K
−
n e
v
n+1 and U(2T, T )e
v
n−1 = C
−
n e
u
n−1, (3.9.15)
for some contraction factors K+n , C
+
n , K
−
n , C
−
n .
We claim that the proposed equations satisfy all the properties of the
theorem. Indeed, let us first consider equations (3.9.13) on a half-period
[0, T ] which due to the specific form of the cut-off functions θ1(y), θ2(y) and
time-periodic function y(t) have a form{
∂tv = ∂
2
xv + (2i∂xv − v)θ2(y)− εe−ixuθ1(y),
∂tu = ∂
2
xu+ εe
ixvθ1(y).
(3.9.16)
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We fix T0 such that y(T0) = 1/4. Then on the intervals [0, T0] and [T −T0, T ]
equations (3.9.16) become decoupled:{
∂tv = ∂
2
xv + (2i∂xv − v)θ2(y),
∂tu = ∂
2
xu.
(3.9.17)
Writing these equations in Fourier coordinates, we obtain{
d
dt
vn = −(n2 + (2n+ 1)θ2(y))vn,
d
dt
un = −n2un.
(3.9.18)
Therefore,
U(T0, 0)e
v
n = e
−T0n2−(2n+1)
∫ T0
0 θ2(y(t))dtevn, U(T0, 0)e
u
n = e
−T0n2eun,
and
U(T, T − T0)evn = e−T0n
2−(2n+1) ∫ TT−T0 θ2(y(t))dtevn, U(T, T − T0)eun = e−T0n2eun.
Let us turn to the map U(T − T0, T0). The specific choice of the cut-off
functions allows us to rewrite the equation (3.9.16) on this interval in the
form {
∂tv = ∂
2
xv + 2i∂xv − v − εe−ixuθ1(y),
∂tu = ∂
2
xu+ εe
ixvθ1(y).
(3.9.19)
Since en = e
inx and consequently en+1 = e
ixen, after writing down our equa-
tions in Fourier modes an equation on vn will be coupled with an equation
on un+1: {
d
dt
vn = −(n+ 1)2vn − εun+1θ1(y),
d
dt
un+1 = −(n+ 1)2un+1 + εvnθ1(y).
(3.9.20)
To study these equations we introduce the polar coordinates:
vn + iun+1 = Rne
iφn , (3.9.21)
which leads to two separate equations on the radial and angular coordinates:
d
dt
Rn = −(n+ 1)2Rn, d
dt
φn = εθ1(y(t)). (3.9.22)
Fixing
ε :=
pi
2
∫ T−T0
T0
θ1(y(t))dt
, (3.9.23)
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we see that U(T−T0, T0) restricted on the span
{
evn, e
u
n+1
}
is a composition of
the rotation on the angle pi/2 and the appropriate contraction, more precisely:
U(T − T0, T0)evn = e−(T−2T0)(n+1)
2
eun+1,
U(T − T0, T0)eun+1 = −e−(T−2T0)(n+1)
2
evn.
Taking the composition of maps U(T0, 0), U(T − T0, T0) and U(T, T − T0),
we have
U(T, 0)evn = e
−T0n2−(2n+1)
∫ T0
0 θ2(y(t))dte−(T−2T0)(n+1)
2
e−T0(n+1)
2
eun+1, (3.9.24)
and
U(T, 0)eun+1 = −e−T0(n+1)
2
e−(T−2T0)(n+1)
2
e
−T0n2−(2n+1)
∫ T
T−T0 θ2(y(t))dtevn.
(3.9.25)
It is remained to consider equations (3.9.13) on the half-period [T, 2T ]:{
∂tv = ∂
2
xv − εuθ1(−y),
∂tu = ∂
2
xu+ εvθ1(−y),
(3.9.26)
the situation here is more or less similar to the case of interval [0, T ]. Indeed,
due to the specific form of the cut-off function θ1(y) and periodic function
y(t), on the time intervals [T, T + T0] and [2T − T0, 2T ] the equations are
decoupled: {
∂tv = ∂
2
xv,
∂tu = ∂
2
xu.
(3.9.27)
Therefore
U(T + T0, T )e
v
n = e
−T0n2evn, U(T + T0, 0)e
u
n = e
−T0n2eun,
and
U(2T, 2T − T0)evn = e−T0n
2
evn, U(2T, 2T − T0)eun = e−T0n
2
eun.
Equations (3.9.26) on an interval [T + T0, 2T − T0] have a form{
∂tv = ∂
2
xv − εuθ1(−y),
∂tu = ∂
2
xu+ εvθ1(−y),
(3.9.28)
and we see that in Fourier coordinates vn is coupled with un in comparison
to the case of interval [T0, T −T0], where vn was coupled with un+1. Namely,
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{
d
dt
vn = −n2vn − εunθ1(−y),
d
dt
un = −n2un + εvnθ1(−y).
(3.9.29)
As before, we introduce the polar coordinates:
vn + iun = rne
iψn , (3.9.30)
and obtain the following equations on radial coordinate rn and angular co-
ordinate ψn:
d
dt
rn = −n2rn, d
dt
ψn = εθ1(−y). (3.9.31)
Substituting ε from (3.9.23) and using symmetry of y(t) we see that phase
ψn changes on pi/2 on the interval [T + T0, 2T − T0]. Thus the map U(2T −
T0, T + T0) restricted on the span {evn, eun} is a composition of the rotation
and the contraction:
U(2T − T0, T + T0)evn = e−(T−2T0)n
2
eun,
and
U(2T − T0, T + T0)eun = −e−(T−2T0)n
2
evn.
Therefore the composition of maps U(T + T0, T ), U(2T − T0, T + T0) and
U(2T, 2T − T0) gives us
U(2T, T )evn = e
−T0n2e−(T−2T0)n
2
e−T0n
2
eun (3.9.32)
and
U(2T, T )eun = −e−T0n
2
e−(T−2T0)n
2
e−T0n
2
evn. (3.9.33)
Formulas (3.9.24), (3.9.25), (3.9.32) and (3.9.33) guarantee that the Poincare
map P = U(2T, T ) ◦ U(T, 0) satisfies properties (3.9.8) with
µn = −e−2T (n+1)2−(2n+1)
∫ T0
0 (θ2(y(t))−1)dt and
νn = −e−2Tn2−(2n+1)T−(2n+1)
∫ T0
0 (θ2(y(t))−1)dt. (3.9.34)
Thus, the theorem is proved.
Remark 3.9.2. It follows from the explicit form of the functions f(t, x) and
g(t, x) that they can be written in the form
g(t, x) = g¯(y(t), eix), f¯(t, x) = f(y(t), eix)
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for some C∞-functions f¯ and g¯. Moreover fixing y(t) = sin pit
T
, we may achieve
that
g(t, x) = g¯(sin
pit
T
, cosx, sinx), f(t, x) = f¯(sin
pit
T
, cosx, sinx). (3.9.35)
Moreover, as also follows from the construction, the functions f¯ and g¯ are
linear with respect to sin x and cos x.
We turn now to the nonlinear autonomous case. For the reader conve-
nience, we start with discussing some known facts on Lipschitz manifolds,
finite-dimensional reduction and attractors, see [46, 48, 50, 60] for more de-
tails.
Definition 3.9.3. A set M is a Lipschitz submanifold of dimension N of
a Hilbert space Φ if it can be presented locally as a graph of a Lipschitz
continuous function. In other words, for any u0 ∈M, there exist ε = ε(u0) >
0, the open neighbourhood Vu0 of u0 in Φ, the projector Pu0 ∈ L(Φ,Φ) of
rank N and a Lipschitz continuous map Mu0 : Pu0Φ→ (1−Pu0)Φ such that
M∩Vu0 = {u+ +Mu0(u+), u+ ∈ B(ε,Pu0u0,Pu0Φ)}. (3.9.36)
In particular, this means that
‖u− v‖Φ ≤ Lu0‖Pu0(u− v)‖Φ (3.9.37)
for all u, v ∈ Vu0 and some constant Lu0 which is independent of u and v.
Remark 3.9.4. Note that there is an alternative definition of a Lipschitz
manifold which is also widely used in the literature. Namely,M is a Lipschitz
manifold in Φ of dimensionN if for every u0 ∈M there exist a neighbourhood
Vu0 of u0 in Φ, the number ε = ε(u0) > 0 and a bi-Lipschitz homeomorphism
M : B(ε, 0,RN)→M∩Vu0 .
As elementary examples show, these two definitions are not equivalent (ac-
tually, the second one is weaker than the first one), so the choice of the
appropriate definition becomes important. Our choice of the first definition
is motivated by the following two reasons: 1) it naturally generalizes the
concept of a submanifold from the smooth to Lipschitz cases and, to the best
of our knowledge, all known constructions of inertial manifolds automati-
cally give the structure (3.9.36); 2) we do not know whether or not the key
statement about the finite-dimensionality of the dynamics on the attractor
embedded into the finite-dimensional Lipschitz manifold holds without the
assumption (3.9.37), see below.
78
Let now A ⊂ Φ be an attractor of the dissipative semigroup S(t) gener-
ated by an abstract semilinear parabolic equation (1.0.1).
Definition 3.9.5. We say that the dynamics generated by S(t) on the attrac-
tor possesses a Lipschitz continuous inertial form if the following conditions
are satisfied:
1) There exist N > 0 and an injective Lipschitz map I : A → RN such
that I−1 : A¯ := I(A)→ A is also Lipschitz continuous.
2) There exists a Lipschitz continuous vector field G on A¯ ⊂ RN such that
the projected semigroup S¯(t) := I ◦ S(t) ◦ I−1 on A¯ is a solution semigroup
of the following ODEs:
d
dt
U = G(U), U
∣∣
t=0
= I(u0), u0 ∈ A. (3.9.38)
This system of ODEs is referred then as an initial form associated with
(1.0.1).
We give below only several known facts on such inertial forms which are
crucial for our purposes, more details can be found in [48,50].
Proposition 3.9.6. Under the above assumptions the Lipschitz continuous
inertial form exists if and only if the semigroup S(t) restricted to the global
attractor A can be extended for negative times to a Lipschitz continuous group
{S(t), t ∈ R}. Moreover, then the spectral projector PN can be used as the
map I for sufficiently large N .
Indeed, in one side the statement is obvious since Lipschitz vector field
in RN generates Lipschitz continuous solution groups. In the opposite side
it is a bit more delicate and require some efforts, see [48].
Proposition 3.9.7. Under the above assumptions the Lipschitz continuous
inertial form exists if and only if there exists a finite-dimensional Lipschitz
submanifold (not necessarily invariant) containing the global attractor A.
This statement is proved in [50, Theorem 1.5] (actually, the existence
of an inertial form is verified there under the extra assumption that the
manifold is C1-smooth, but this fact is used only in order to obtain estimate
(3.9.37) which is incorporated in our case into the definition of the Lipschitz
submanifold, see Remark 3.9.4).
We are now ready to state and prove the main theorem of this section on
the non-existence of IMs for systems of RDAs.
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Theorem 3.9.8. There exist an example of the RDA system (3.7.1) with the
number of equations m = 8 and the nonlinearities f and g are smooth and
have finite supports such that the associated global attractor is not a subset of
any finite-dimensional Lipschitz continuous submanifold of the phase space
Φ. In particular, this equation does not possess an inertial manifold.
Proof. Our strategy is the following: to verify the non-existence, we will find
two trajectories u1(t) and u2(t) belonging to the attractor A such that
‖u1(t)− u2(t)‖Φ ≤ Ce−γt3 . (3.9.39)
The existence of such trajectories does not allow to extend the solution semi-
group S(t) on the attractor to a Lipschitz continuous group and, thanks to
Proposition 3.9.6, the associated Lipschitz inertial form does not exist. Then,
applying Proposition 3.9.7, we see that the embedding of the attractor to any
Lipschitz submanifold is also impossible. Thus, it only remains to find the
trajectories satisfying (3.9.39).
We construct the desired example based on the counterexample given
in Theorem 3.9.1 using (3.9.35) and interpreting the functions y(t) = sin pit
T
,
y1(x) = e
ix as particular solutions of extra RDA equations. However, to fulfill
the other assumptions, we need to modify slightly equations (3.9.1). Namely,
let us introduce a cut-off function φ(ξ) such that φ(ξ) = 1 for |ξ| ≤ 1/4 and
φ(ξ) = 0 for |ξ| ≥ 1/2 and consider the RDA system
∂tu = ∂
2
xu +φ(|u|2)(f(t, x)∂xu + g(t, x)u) + (1−φ(|u|2))(u−u|u|2), (3.9.40)
where f and g are exactly the same as in Theorem 3.9.1. Then, on the one
hand, this system remains linear near the origin u = 0, so u = 0 is a super
exponentially attracting equilibrium. On the other hand, the presence of the
nonlinearity of a Ginzburg-Landau type makes the system dissipative and
produces extra equilibria filling the sphere |u| = 1.
Let P := U(2T, 0) : Φ→ Φ be the period map generated by the nonlinear
equation (3.9.40). Then, since (3.9.40) is time-periodic, U(2nT, 0) = P n and
the dynamics of (3.9.40) is determined by the discrete semigroup Sper(n) :=
P n generated by the iterations of the map P . In particular, as not difficult to
see arguing as in Theorem 3.7.1, this semigroup possesses a global attractor
Aper which is a compact connected set in the phase space Φ. Obviously, the
attractor contains all equilibria
{0} ∪ {u ∈ R4, |u| = 1} ⊂ Aper.
Furthermore, since 0 is locally asymptotically stable and the attractor is
connected, there exists a non-trivial complete bounded trajectory u2(t), t ∈ R
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such that u2(t) → 0 as t → ∞. Finally, since (3.9.40) coincides with (3.9.1)
in the neighbourhood of zero, from Theorem 3.9.1 we conclude that
‖u1(t)− u2(t)‖Φ ≤ Ce−t3 , u1(t) ≡ 0 (3.9.41)
(here we have implicitly used the smoothing property in order to obtain the
attraction in the norm of Φ).
We are now ready to embed system (3.9.40) into a large autonomous
and spatially homogeneous system of RDA equations. To this end, we note
that functions y(t, x) := epiit/T and z(t, x) = eix solve the semilinear heat
equations
∂ty = ∂
2
xy +
pii
T
y + y(1− |y|2), ∂tz = ∂2xz + z(2− |z|2) (3.9.42)
respectively, so we may introduce the extended system
∂ty = ∂
2
xy +
pii
T
y + y(1− |y|2),
∂tz = ∂
2
xz + z(2− |z|2),
∂tu = ∂
2
xu + φ(|u|2)(f(Im y,Re z, Im z)∂xu+
g(Im y,Re z, Im z)u) + (1− φ(|u|2))(u− u|u|2).
(3.9.43)
The number of equations in this system is 2+2+4 = 8. Then, as not difficult
to see, the system (3.9.43) of RDA equations is dissipative and possesses a
global attractor A in the phase space Φ. On the other hand, by the construc-
tion, the trajectories U1(t) := (e
piiT , eix, u1(t)) and U2(t) := (e
pii/T , eix, u2(t)),
t ∈ R, solve these equations. Moreover, since these are complete bounded
trajectories, they belong to the global attractor A:
U1(t),U2(t) ∈ A, t ∈ R (3.9.44)
Finally,
‖U1(t)− U2(t)‖Φ = ‖u1(t)− u2(t)‖Φ ≤ Ce−γt3 ,
so the Lipschitz extension of S(t) on the attractor for negative times does not
exists and the attractor A is not a subset of any Lipschitz finite-dimensional
submanifold of Φ.
It only remains to note that, although the constructed nonlinearities for-
mally do not satisfy the assumptions of Theorem 3.7.1 since they do not have
finite supports, but this can be easily corrected by cutting of the nonlineari-
ties outside of a large ball. Thus, the theorem is proved.
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Remark 3.9.9. The obtained counterexample excludes the embeddings of
the global attractor in Lipschitz submanifolds, but does not forbid the exis-
tence of log-Lipschitz inertial forms and related embeddings to log-Lipschitz
manifolds which are of big current interest, see [46] and references therein.
However, the constructed counterexample to the Floquet theory is the key
point of the proof of non-existence of such forms given in [12] for the case
of abstract parabolic equations, so we expect that the analogous counterex-
ample could be extended in a straightforward way to the case of RDA equa-
tions. Since the construction given in [12] is rather technical we decided not
to present it here.
3.10 Generalizations of the obtained results
for the periodic case
In this section, we briefly discuss possible generalizations of the obtained
results. We start with particular cases of systems where the IM still exists.
3.10.1 Vector case and existence of IMs
As the constructed in Theorem 3.9.8 counterexample shows, we cannot ex-
pect the existence of IMs under general assumptions on the nonlinearity f .
However, this a priori does not exclude the existence of IMs if the matrix f
has some specific structure. In particular, it will be so if the matrix f(u) has
a diagonal structure with only one non-zero entry on the diagonal:
f(u) = diag(f1(u), · · · , fm(u)) (3.10.1)
and
fi(u) = ψ(u)δij (3.10.2)
for some j ∈ {1, · · · ,m}. It worth emphasizing that, in contrast to the
previous section all functions are real-valued here.
Proposition 3.10.1. Let the assumptions of Theorem 3.7.1 holds and let,
in addition, the nonlinearity f satisfy (3.10.1) and (3.10.2). Then problem
(3.7.1) possesses an IM in the phase space Φ.
Indeed, in this case we need to transform only one component of u =
(u1, · · · , um) via uj(t, x) = a(t, x)wj(t, x) and we will have a scalar equation
on the factor a which can be solved exactly as in Section 3.6. So, the IM can
be constructed exactly as in the case of a scalar equation considered above.
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Analogously to the case of Dirichlet or Neumann boundary conditions,
this simple observation allows us to treat the case of scalar quasilinear equa-
tion
∂tu = ∂
2
xu+ f(u, ∂xu) (3.10.3)
with periodic boundary conditions. Indeed, differentiating this equation by
x and denoting v = ∂xu, we end up with a system of RDA equations{
∂tu = ∂
2
xu+ f(u, v),
∂tv = ∂
2
xv + f
′
u(u, v)v + f
′
v(u, v)∂xv
(3.10.4)
which satisfies assumptions of Proposition 3.10.1 and, therefore, possesses an
IM.
Remark 3.10.2. Note that in the constructed counterexample only two
components of the matrix f(u) are non-zero and this is enough to destroy
the existence of IMs, so the assumptions of Proposition 3.10.1 are in a sense
sharp. Note also that this nonlinearity will satisfy assumptions (3.10.1) and
(3.10.2) if we allow the components of u to be complex-valued, so the assump-
tion that u is real-valued is crucial for the validity of Proposition 3.10.1.
3.10.2 Mixed Dirichlet-Neumann boundary conditions
As shown in the first sections of this chapter, an IM exists for systems of
RDAs in the case of Dirichlet boundary conditions as well as for Neumann
boundary conditions. Surprisingly, it may be not the case if some components
of the vector u = (u1, · · · , um) are endowed by the Dirichlet and the rest by
the Neumann boundary conditions. To see this we start with the counterex-
ample constructed in Theorem 3.9.1 for periodic boundary conditions which
we write here as
∂tU = ∂
2
xU + f(U)∂xU + g(U) (3.10.5)
and introduce the functions
Ualt(t, x) := U(t, x)− U(t, 2pi − x), Usym = U(t, x) + U(t, 2pi − x).
Then, obviously, the functions Ualt and Usym satisfy the Dirichlet and Neu-
mann boundary conditions respectively and
U(t) =
1
2
(Ualt(t) + Usym(t)).
On the other hand,
∂tU(t, 2pi−x) = ∂2xU(t, 2pi−x)−f(U(t, 2pi−x))∂xU(t, 2pi−x)+g(U(t, 2pi−x)).
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Taking a sum and a difference of this equation and equation (3.10.5), we end
up with the following equations
∂tUsym = ∂
2
xUsym +
1
2
(f((Ualt + Usym)/2)∂x(Ualt + Usym)−
f((Usym − Ualt)/2)∂x(Usym − Ualt))+
g((Ualt + Usym)/2) + g((Usym − Ualt)/2) (3.10.6)
and
∂tUalt = ∂
2
xUalt +
1
2
(f((Ualt + Usym)/2)∂x(Ualt + Usym)+
f((Usym − Ualt)/2)∂x(Usym − Ualt))+
g((Ualt + Usym)/2)− g((Usym − Ualt)/2) (3.10.7)
The obtained system is a system of sixteen RDA equations first eight of
which are endowed by the Neumann boundary conditions and the second
eight equations have Dirichlet boundary conditions. Since the attractor of
this system contains the attractor of the system (3.10.5), it also does not
possess an inertial manifold.
This example confirms once more that the existence or non-existence of
IMs for the systems of RDA equations strongly depends on the choice of
boundary conditions.
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Chapter 4
Cahn-Hilliard equation
4.1 Introduction
This chapter is devoted to the so-called Cahn-Hilliard equation:
∂tu−∆x(∆xu− f(u)) = 0, ∂nu
∣∣
∂Ω
= ∂n∆xu
∣∣
∂Ω
= 0, u
∣∣
t=0
= u0, (4.1.1)
where Ω is a bounded 3D domain and f(u) is a given nonlinear interaction
function, see [5, 14, 40] and the references therein concerning the physical
background of this equation. We also assume that this function satisfies some
standard dissipativity assumptions, so the associated semigroup possesses a
global attractor A which is bounded in H2(Ω) ⊂ C(Ω), see e.g., [8, 37, 56]
for more details. By this reason, without loss of generality, we may assume
from the very beginning that the function f : R → R is globally bounded
and is globally Lipschitz continuous with the Lipschitz constant L. It worth
mentioning that this equation possesses a mass conservation law
d
dt
〈u(t)〉 = 0, 〈u〉 = 1|Ω|
∫
Ω
u(x) dx, (4.1.2)
so we assume from now on that 〈u(t)〉 = 〈u(0)〉 = 0. The natural phase space
of the problem is
H−1 := H−1(Ω) ∩ {〈u0〉 = 0}. (4.1.3)
Note that the spectral gap condition for the IM existence for equation (4.1.1)
reads
λ2N+1 − λ2N
(λ2N)
1/2 + (λ2N+1)
1/2
= λN+1 − λN > L. (4.1.4)
This condition is clearly satisfied for 1D domains only, in the 2D case it is still
an open problem whether or not the spectral gaps of arbitrary width exist
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for any/generic domains Ω although it will be so for some special domains
like 2D sphere or 2D torus. In these cases the construction of the IM is
straightforward, see [3,56] for more details. However, it is extremely unlikely
that the spectral gap condition is satisfied for more or less general 3D domains
(in a fact, we know the only example of a 3D sphere where it is true). In
particular, it obviously fails for the case of a 3D torus Ω = T3 = [−pi, pi]3
(endowed by periodic boundary conditions), therefore, the problem of finding
the IM for the 3D Cahn-Hilliard equation with periodic boundary conditions
becomes non-trivial and to the best of our knowledge, has been not considered
before.
The next theorem gives the main result of the chapter.
Theorem 4.1.1. Let the above assumptions on a nonlinearity f hold. Then
problem (4.1.1) possesses an IM in the phase space H−1. Moreover, this
manifold is at least C1+ε-smooth for some ε > 0.
The chapter is organized as follows. In Section 4.2, we consider the func-
tional model related with the problem considered and prepare some technical
tools which will be used later. In Section 4.3, for the reader convenience, we
remind the invariant cone and squeezing property as well as give the proof
of the IM existence theorem for our class of equations under the assumption
that the cone and squeezing property are satisfied (following mainly [60]).
In Section 4.4, we reformulate the cone and squeezing property in a more
convenient form of a single differential inequality and derive some kind of
normal hyperbolicity (dominated splitting) estimates which are necessary to
verify the smoothness of an IM. In Section 4.5, we verify that the constructed
manifold is C1+ε-smooth if the nonlinearity is smooth enough. This improves
the result of [34] even on the level of reaction-diffusion equations where only
C1-smoothness has been verified. The abstract form of spatial averaging
principle has been stated in Section 4.6 and the existence of the IM is veri-
fied under the assumption that this principle holds. Finally, in Section 4.7,
we verify this principle for the case of the Cahn-Hilliard equation on a 3D
torus and finish the proof of the main Theorem 1.0.2.
4.2 Preliminaries
We consider the following equation:
∂tu+ A
2u+ AF (u) = 0, u|t=0 = u0, (4.2.1)
where A : D(A)→ H is a linear self-adjoint positive operator with compact
inverse, D(A) is the domain of the operator A, and nonlinearity F : H → H
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is a globally Lipschitz with Lipschitz constant L and globally bounded, i.e.,
1. ‖F (u)‖H ≤ C, u ∈ H, 2. ‖F (u1)−F (u2)‖ ≤ L‖u1−u2‖, u1, u2 ∈ H.
(4.2.2)
The next proposition collects the standard dissipativity and smoothing
properties of the solution semigroup associated with equation (4.2.1), see
[21,56,60] for more details.
Proposition 4.2.1. Let the nonlinearity F and operator A satisfy the above
assumptions. Then, problem (4.2.1) is uniquely solvable for any u0 ∈ H−1
and, therefore, the solution semigroup S(t) : H−1 → H−1 is well-defined.
Moreover, the following properties hold for any solution u(t) of problem
(4.2.1):
1. Dissipativity in Hs for s ∈ [−1, 2]:
‖u(t)‖Hs ≤ C∗e−γt‖u(0)‖Hs +R∗, (4.2.3)
where C∗, γ and R∗ are some positive constants which are independent of the
solution u and t;
2. Smoothing property:
‖u(t)‖H2 ≤ C∗t−1(‖u(0)‖H−1 + 1), t > 0, (4.2.4)
where C∗ is independent of u and t
3.Dissipativity of the QN component:
‖QNu(t)‖H2−κ ≤ C∗e−γt‖QNu(0)‖H2−κ +Rκ, (4.2.5)
for all N ∈ N and κ ∈ (0, 3]. Here C∗, γ and Rκ are independent of N , u
and t.
For the convenience of the reader, we recall the definition of the inertial
manifold (IM) associated with the Cahn-Hilliard equation.
Definition 4.2.2. The set M ⊂ H to be called an inertial manifold for
problem (4.2.1) if the following conditions are satisfied:
1. The set M is invariant with respect to the solution semigroup S(t),
i.e. S(t)M =M;
2. It can be presented as a graph of a Lipschitz continuous function
Φ : H+ → H−:
M := {u+ + Φ(u+), u+ ∈ H+}; (4.2.6)
3. The exponential tracking property holds, i.e., there exist positive constants
C and α such that for every u0 ∈ H there is v0 ∈M such that
‖S(t)u0 − S(t)v0‖H ≤ Ce−αt‖u0 − v0‖H , t ≥ 0. (4.2.7)
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To verify the existence of the IM, we will use invariant cones method.
Namely, introduce the following quadratic form in H−1:
V (ξ) = ‖QNξ‖2H−1 − ‖PNξ‖2H−1 , ξ ∈ H−1, (4.2.8)
and set K+ = K+(N) := {ξ ∈ H−1, V (ξ) ≤ 0} to be the associated cone.
Definition 4.2.3. Let the above assumptions hold. We say that equation
(4.2.1) possesses the cone property (invariance of the cone K+) if
ξ1 − ξ2 ∈ K+ ⇒ S(t)ξ1 − S(t)ξ2 ∈ K+, for all t ≥ 0, (4.2.9)
where ξ1, ξ2 ∈ H and S(t) is a solution semigroup associated with (4.2.1).
Analogously, we say that (4.2.1) possesses the squeezing property if there
exist positive γ and C such that
S(T )ξ1 − S(T )ξ2 6∈ K+ ⇒
‖S(t)ξ1 − S(t)ξ2‖H−1 ≤ Ce−γt‖ξ1 − ξ2‖H−1 , t ∈ [0, T ]. (4.2.10)
4.3 Invariant cones, squeezing property and
inertial manifolds
The aim of this section is to recall the reader how to construct an IM based
on the cone and squeezing properties, see [16,18,34,47] for more details. So,
the main result of the section is the following theorem.
Theorem 4.3.1. Let the nonlinearity F be globally Lipschitz and globally
bounded, see (4.2.2) and let, in addition, the solution semigroup S(t) asso-
ciated with equation (4.2.1) satisfy the cone and squeezing properties (4.2.9)
and (4.2.10) for some N ∈ N, see Definition 4.2.3. Then equation (4.2.1)
possesses an N-dimensional inertial manifold in the sense of Definition 4.2.2.
Proof. Step 1. Let us consider the following boundary value problem:
∂tu+ A
2u+ AF (u) = 0, PNu|t=0 = u+0 , QNu|t=−T = 0. (4.3.1)
We claim that it has a unique solution for any T > 0 and any u+0 ∈ H+.
Indeed, introduce the map GT : H
+ → H+ by the following rule:
GT (w) = PNS(T )w, w ∈ H+, (4.3.2)
where S(t) is a solution operator of problem (4.2.1). Obviously this map
is continuous. We want to prove that this map is invertible. Indeed, let
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u1(t), u2(t) be two solutions of the problem (4.3.1) (with different initial
data u1(−T ) and u2(−T ) belonging to H+. Then, their difference v(t) =
u1(t) − u2(t) lies at the cone K+ at the moment t = −T . Thus, from the
cone property we conclude that
u1(t)− u2(t) ∈ K+, t ∈ [−T, 0]. (4.3.3)
The next lemma is the main technical tool for verifying the one-to-one prop-
erty.
Lemma 4.3.2. Let the above assumptions hold. Then, the following estimate
hold for the solutions u1(t) and u2(t):
‖u1(−T )− u2(−T )‖2H−1 ≤ CeαT‖PNu1(0)− PNu2(0)‖2H−1 , (4.3.4)
for some constants C and α which are independent of ui.
Proof of the lemma. Since v(t) ∈ K+, we have the estimate
‖v−(t)‖2H−1 ≤ ‖v+(t)‖2H−1 . (4.3.5)
Multiplying now the equation for the difference v by A−1v+ and using that
the nonlinearity is globally Lipschitz, we have
1
2
d
dt
‖v+(t)‖2H−1 + ‖v+(t)‖2H1 = −(F (u1)− F (u2), v+) ≥
− L‖v+‖2H − L‖v+‖H‖v−‖H . (4.3.6)
Integrating this inequality over s ∈ (t, 0), using the interpolation between
H1 and H−1 and the finite dimensionality of the H+, i.e. equivalence of
H−1-norm and H1-norm for v+, together with estimate (4.3.5), we end up
with
‖v+(t)‖2H−1 ≤ ‖v+(0)‖2H−1 + C
∫ 0
t
‖v+(s)‖2H−1 ds+
1
2
∫ 0
t
‖v−(s)‖2H1 ds.
(4.3.7)
To estimate the last term in the right-hand side, we multiply the equation
for v by A−1v− and integrate over s ∈ (t, 0). Due to the finite dimensionality
of H+, interpolation inequality ‖v(t)‖2H ≤ ‖v(t)‖H−1‖v(t)‖H1 and estimate
(4.3.5), we have∫ 0
t
‖v−(s)‖2H1 ds =
1
2
(‖v−(t)‖2H−1 − ‖v−(0)‖2H−1)−∫ 0
t
(F (u1)− F (u2), v−) ds ≤ 1
2
‖v+(t)‖2H−1 + L
∫ 0
t
‖v(s)‖2H ds ≤
1
2
‖v+(t)‖2H−1 +
1
2
∫ 0
t
‖v−(s)‖2H1 ds+ C
∫ 0
t
‖v+(s)‖2H−1 ds. (4.3.8)
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Inserting the last estimate into the RHS of (4.3.7), we finally arrive at
‖v+(t)‖2H−1 ≤ 2‖v+(0)‖2H−1 + C
∫ 0
t
‖v+(s)‖2H−1 ds (4.3.9)
and the Gronwall inequality finishes the proof of the lemma.
We are now ready to finish the first step of the proof of the theorem. In-
deed, since u1(t) and u2(t) were chosen arbitrary, then we conclude that the
map GT : H+ → H+ is injective. Consequently, by the Brouwer invariance
of domain theorem, GT (H+) is open. Moreover, estimate (4.3.4) guarantees
that the sequence wn ∈ H+ is bounded if GT (wn) is bounded. Then, since
H+ is finite-dimensional, GT (H+) is also closed by compactness arguments.
Thus, GT (H+) = H+ and GT is a (bi-Lipschitz) homeomorphism on H
+.
Therefore, GT (v) = u
+
0 has a unique solution for all u
+
0 ∈ H+. Then, obvi-
ously u(t) = S(t+ T )G−1T (u
+
0 ) solves (4.3.1) and the first step is completed.
Step 2. Let uT,u+0 be the solution of the boundary value problem (4.3.1).
We claim that for all t ≤ 0, there exists a limit
uu+0 (t) = limT→∞
uT,u+0 (t) (4.3.10)
which solves problem (4.3.1) with T =∞.
Indeed, since solution of the problem (4.3.1) starts from u−(−T ) = 0,
according to Proposition 4.2.1, we have:
‖QNuT,u+0 (t)‖
2
H2−κ ≤ C˜κ (4.3.11)
for all T ≥ 0 and u+0 ∈ H and κ ∈ (0, 3]. In particular, the choice κ = 3
gives the control of the H−1-norm.
Let us introduce the following notations ui(t) := uTi,u+0 (t) and v(t) =
u1(t) − u2(t). Then we know that at the moment t = 0 we have v+(0) = 0
and consequently v(0) 6∈ K+. By the cone property (4.2.9)
v(t) 6∈ K+ for all t ∈ [−T, 0], where T = min{T1, T2}. (4.3.12)
Thus, using squeezing property (4.2.10) we get:
‖v(t)‖H−1 ≤ Ce−γ(t+T )‖v(−T )‖H−1 . (4.3.13)
Due to (4.3.12), we have ‖v+(−T )‖H−1 ≤ ‖v−(−T )‖H−1 and consequently
thanks to (4.3.11),
‖v(t)‖H−1 ≤ C1e−γ(t+T ). (4.3.14)
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Thus, uTi,u+0 is a Cauchy sequence in Cloc((−∞, 0), H−1). Consequently, there
exists limit (4.3.10) and uu+0 is a backward solution of the problem (4.2.1).
Step 3. Let us define a set N ⊂ Cloc(R, H) as the set of all solutions of
the problem (4.2.1) obtained as a limit (4.3.10). Then, by the construction,
N is invariant with respect to the solution semigroup S(t), i.e.
S(h)N = N , (S(h)u)(t) = u(t+ h), h ∈ R. (4.3.15)
Consider function Φ : H+ → H− acting by the rule:
Φ(u0) = QNu(0), u(t) ∈ N , PNu(0) = u0. (4.3.16)
Indeed, according to Steps 1 and 2, the trajectory u ∈ N exists for any
u0 ∈ H+. Moreover, as not difficult to see by approximating the solutions
u1, u2 ∈ N by the solutions of the boundary value problem (4.3.1), that
u1(t)− u2(t) ∈ K+, t ∈ R (4.3.17)
for any u1, u2 ∈ N . Therefore, Φ(u0) is well defined and Lipschitz continuous.
Thus, it remains to note that manifold
M := {u0 + Φ(u0) : u0 ∈ H+} (4.3.18)
is invariant with respect to S(t) which is a direct consequence of the invari-
ance of N .
Step 4. In order to prove thatM is a desired inertial manifold, it remains
to show that exponential tracking property holds. Let u(t) , t ≥ 0, be
a forward solution of the problem (4.2.1) and uT (t) ∈ N , T > 0, be the
solution of (4.2.1) which belongs to the manifold M such that
PNu(T ) = PNuT (T ). (4.3.19)
Then, due to the cone property (4.2.9) u(t) − uT (t) 6∈ K+ as t ∈ [0, T ] and
consequently
‖PN(u(t)− uT (t))‖2H−1 ≤ ‖QN(u(t)− uT (t))‖2H−1 , t ∈ [0, T ]. (4.3.20)
From (4.3.11) we know that ‖QNuT (t)‖H−1 is uniformly bounded with respect
to T . Since u(t) is also bounded in H−1, see Proposition 4.2.1, we conclude
that the functions uT (t) ∈M are uniformly bounded as T →∞ in the norm
H−1 for all fixed t ∈ [0, T ]. On the other hand, using squeezing property
(4.2.10) we obtain:
‖u(t)− uT (t)‖H−1 ≤ Ce−γt‖u(0)− uT (0)‖H−1 , t ∈ [0, T ]. (4.3.21)
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Since the manifoldM is finite-dimensional and uT (0) is uniformly bounded,
we may assume without loss of generality that uTn(0)→ u˜(0) for some Tn →
∞ and u˜(0) ∈ M. Then arguing exactly as in Lemma 4.3.2, we obtain
uTn → u˜ ∈ N in Cloc(R, H−1). Passing to the limit n → ∞ at (4.3.21) we
see that
‖u(t)− u˜(t)‖H−1 ≤ Ce−γt‖u(0)− u˜(0)‖H−1 , t ≥ 0. (4.3.22)
Thus, the exponential tracking is verified and the theorem is proved.
Remark 4.3.3. Note that, according to Lemma 4.3.2 and the property
(4.3.17), any two solutions u1, u2 ∈ N satisfy the backward Lipschitz conti-
nuity
‖u1(−T )− u2(−T )‖H−1 ≤ CeαT‖u1(0)− u2(0)‖H−1 , T ≥ 0, (4.3.23)
where the positive constants C and α are independent of u1, u2 ∈ N and
T ≥ 0.
One more simple but important observation is that the above given proof
uses the cone and squeezing property not for all u1, u2 ∈ H−1 but only
for those which satisfy estimate (4.3.11). By this reason, we actually need
to verify the cone and squeezing property only for u1, u2 ∈ H2−κ for some
κ ∈ (0, 3] such that
‖QNui‖H2−κ ≤ Cκ, i = 1, 2, (4.3.24)
where Cκ is some constant depending only on κ. Indeed, this inequality is
automatically satisfied for all trajectories involving into the construction of
the set N and the associated inertial manifold M (due to estimate (4.2.5)
and the fact that QNu(−T ) = 0 in the boundary value problem (4.3.1)). The
exponential tracking a priori holds for all trajectories starting from u(0) ∈
H−1, however, due to the smoothing property (see Proposition 4.2.1), it is
sufficient to verify it only for u(0) satisfying (4.3.24). This observation plays
a crucial role in the construction of a special cut-off for the spatial averaging
method, see below.
4.4 Invariant cones and normal hyperbolicity
In this section, we reformulate the cone and squeezing properties in a more
convenient (at least for our purposes) form of a single differential inequal-
ity on the trajectories of (4.2.1) and its equation of variations and state a
number of technical results related with the invariant cones and exponen-
tial dichotomy/normal hyperbolicity for the trajectories of the correspond-
ing equation of variations. These results will be used in the next section for
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establishing the smoothness of the IM. We further assume that the nonlin-
earity F (u) is at least Gateaux differentiable and there exists a derivative
F ′(u) ∈ L(H,H) for any u ∈ H. Then, obviously
‖F ′(u)‖L(H,H) ≤ L (4.4.1)
and we also assume that the following integral version of the mean value
theorem holds:
F (u1)−F (u2) = lu1,u2(u1−u2), lu1,u2 :=
∫ 1
0
F ′(su1 + (1− s)u2) ds. (4.4.2)
Then, the difference v(t) = u1(t)− u2(t) of any two solutions u1(t) and u2(t)
of the Cahn-Hilliard problem (4.2.1) solves the following linear equation:
∂tv + A(Av + lu1(t),u2(t)v) = 0, (4.4.3)
however, it will be more convenient for us to study more general linear equa-
tions
∂tv + A(Av + l(t)v) = 0, (4.4.4)
where l ∈ L∞(R,L(H,H)) satisfies ‖l(t)‖L(H,H) ≤ L for all t ∈ R.
Definition 4.4.1. We say that equation (4.4.4) satisfies the strong cone
condition (in a differential form) if there exist a positive number µ and a
function α : R→ R such that
0 < α− ≤ α(t) ≤ α+ (4.4.5)
and for any solution v(t), t ∈ [S, T ], S < T , of problem (4.4.4), the following
inequality holds:
d
dt
V (v(t)) + α(t)V (v(t)) ≤ −µ‖v(t)‖2H (4.4.6)
for all t ∈ [S, T ]. Here and below V is the quadratic form defined by (4.2.8).
As easy to see from inequality (4.4.6), the above assumptions guarantee
that the cone K+ is invariant with respect to the evolution generated by
equation (4.4.4). Moreover, as will be shown below, the squeezing property
is also incorporated in our version of the strong cone condition (due to the
strict positivity of the exponent α(t)), but we first need to recall some ele-
mentary properties of the introduced strong cone condition. We start with
reformulating it in a pointwise form applicable to the non-homogeneous form
of equation (4.4.4).
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Lemma 4.4.2. The strong cone condition in the differential form for equa-
tion (4.4.4) “is equivalent to the following condition:
−2(l(t)w,w−−w+)−2(Aw,w−−w+)+α(t)(‖w−‖2H−1−‖w+‖2H−1) ≤ −µ‖w‖2H
(4.4.7)
for all t ∈ R and w ∈ H1.
Proof. Indeed, let condition (4.4.7) be satisfied. Then, multiplying equation
(4.4.4) by the expression A−1(v−(t) − v+(t)) and using equation (4.4.4), we
have
d
dt
V (v(t)) = 2(∂tv(t), A
−1(v−(t)− v+(t))) =
− 2(Av(t), v−(t)− v+(t))− 2(l(t)v(t), v−(t)− v+(t)). (4.4.8)
Estimating the right-hand side of this inequality by (4.4.7) with w = v(t),
we end up with the desired cone inequality (4.4.6). Vice versa, let the cone
condition (4.4.6) hold and let w ∈ H1 and t0 ∈ R be arbitrary. Let us
consider the solution v(t) of equation (4.4.4) satisfying v(t0) = w. Using then
the cone condition (4.4.6) with t = t0 and formula (4.4.8) for the derivative
of the quadratic form V , we end up with the desired inequality (4.4.7) with
t = t0. Thus, the lemma is proved.
Corollary 4.4.3. Assume that equation (4.4.4) possesses the strong cone
property in the sense of Definition 4.4.1. Then, for any solution v(t) of the
non-homogeneous equation
∂tv + A
2v + A
(
l(t)v
)
+ Ah(t) = 0 (4.4.9)
with h ∈ L∞(R, H−1) the following analogue of (4.4.6) holds:
d
dt
V (v(t)) + α(t)V (v(t)) ≤ −µ‖v(t)‖2H − 2(h(t), v−(t)− v+(t)). (4.4.10)
Indeed, analogously to (4.4.8), but using the non-homogeneous equation
(4.4.9), we have
d
dt
V (v(t)) = −2(Av(t), v−(t)− v+(t))−
2(l(t)v(t), v−(t)− v+(t))− 2(h(t), v−(t)− v+(t)) (4.4.11)
and estimating the terms in the right-hand side of this inequality with the
help of (4.4.7) with w = v(t), we end up with the desired inequality (4.4.10).
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At the next step, we show that the strong cone condition is robust with
respect to perturbations of the cone and this will give us the main technical
tool for proving the smoothness of the IM. Namely, for any ε ∈ R, we define
Vε(ξ) := ε‖ξ‖2H−1 + V (ξ) = (1 + ε)‖ξ−‖2H−1 − (1− ε)‖ξ+‖2H−1 =
(1 + ε)V (ξ) + 2ε‖ξ+‖2H−1 . (4.4.12)
Lemma 4.4.4. Let equation (4.4.4) satisfy the strong cone condition in the
differential form. Then, there exists ε0 > 0 such that, for any 0 < ε < ε0,
the following inequalities
d
dt
Vε(v(t)) + (α(t) +
1
2
λ1µ)Vε(v(t)) ≤ 0,
d
dt
V−ε(v(t)) + (α(t)− 1
2
λ1µ)V−ε(v(t)) ≤ 0 (4.4.13)
hold for any solution v(t) of equation (4.4.4).
Proof. Let us check the first inequality of (4.4.13). Multiplying equation
(4.4.4) by 2εA−1v and using the Lipschitz continuity, we have
ε
d
dt
‖v(t)‖2H−1 ≤ 2εL‖v(t)‖2H . (4.4.14)
Taking a sum of this inequality with (4.4.6), using (4.4.5) and fixing ε > 0
to be so small that
(2L+ α+λ
−1
1 )ε ≤
1
4
µ,
we end up with
d
dt
Vε(v(t)) + α(t)Vε(v(t)) ≤ −3
4
µ‖v(t)‖2H . (4.4.15)
Combining this inequality with the obvious estimate
− λ−11 ‖ξ‖2H ≤ V (ξ) ≤ λ−11 ‖ξ‖2H (4.4.16)
and assuming that ε ≤ 1
2
, we prove the first formula of (4.4.13).
Let us prove the second inequality of (4.4.13). Multiplying (4.4.4) by
−4εA−1v+(t) and using that (Av, v) ≥ λN‖v‖2 if v ∈ H+, we get
− 2ε d
dt
‖v+(t)‖2H−1 ≤ 4ε(λN + L)‖v‖2H . (4.4.17)
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Multiplying now inequality (4.4.6) by (1− ε) > 0, taking a sum with the last
inequality and fixing ε > 0 in such way that 4ε(λN +L) ≤ 14(1− ε)µ, we end
up with
d
dt
V−ε(v(t)) + α(t)V−ε(v(t)) ≤ −3
4
(1− ε)µ‖v(t)‖2H . (4.4.18)
Using the inequality (4.4.16) again and assuming that ε < 1
5
, we end up with
the desired second estimate of (4.4.13) and finish the proof of the lemma.
The next corollary shows that the strong cone condition implies some
kind of normal hyperbolicity in the sense that the trajectories outside of the
cone squeeze stronger than the trajectories inside of the cone may expand.
Corollary 4.4.5. Let the equation (4.4.4) satisfy the strong cone condition,
T ∈ R+ and v(t), t ∈ [−T, 0], be a solution of problem (4.4.4). Then
1) If v(−T ) ∈ K+, the whole trajectory v(t) ∈ K+, t ∈ [−T, 0] and the
following estimate holds:
‖v(t)‖2H−1 ≤ Ceα¯(t)+
1
2
λ1µt‖v(0)‖2H−1 , t ∈ [−T, 0], (4.4.19)
where α¯(t) :=
∫ 0
t
α(s) ds and the constant C is independent of T , t and v.
2) If v(0) /∈ K+, the whole trajectory v(t) /∈ K+, t ∈ [−T, 0] and the
following estimate holds:
‖v(0)‖2H−1 ≤ Ce−α¯(t)+
1
2
λ1µt‖v(t)‖2H−1 , t ∈ [−T, 0], (4.4.20)
where the constant C is independent of T , t and v.
Proof. Let v(−T ) ∈ K+. Then V (v(−T )) ≤ 0 and from the cone condi-
tion (4.4.6) we conclude that V (v(t)) ≤ 0 for all t ≥ −T and v(t) ∈ K+.
Integrating the second inequality of (4.4.13), we have
V−ε(v(0)) ≤ e−α¯(t)− 12λ1µtV−ε(v(t))
and, therefore, since V (v(t)) ≤ 0, we obtain
ε‖v(t)‖2H−1 ≤ ε‖v(t)‖2H−1 − V (v(t)) = −V−ε(v(t)) ≤
≤ eα¯(t)+ 12λ1µt(−V−ε(v(0))) ≤ (1 + ε)eα¯(t)+ 12λ1µt‖v(0)‖2H−1 (4.4.21)
and estimate (4.4.19) is proved.
Let now v(0) /∈ K+. Then, from the cone property (4.4.6) we con-
clude that V (v(t)) ≥ 0 for all t ∈ [−T, 0]. Integrating the first inequality
of (4.4.13), we get
Vε(v(0)) ≤ e−α¯(t)+ 12λ1µtVε(v(t))
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and, therefore, using that V (v(t)) ≥ 0, we deduce
ε‖v(0)‖2H−1 ≤ ε‖v(0)‖2H−1 + V (v(0)) = Vε(v(0)) ≤
≤ e−α¯(t)+ 12λ1µtVε(v(t)) ≤ (1 + ε)e−α¯(t)+ 12λ1µt‖v(t)‖2H−1 (4.4.22)
and the corollary is proved.
The next corollary shows that the strong cone property in the differential
form implies both cone and squeezing properties for the solutions of equation
(4.4.4).
Corollary 4.4.6. Let the equation (4.4.4) possess the strong cone property
(4.4.6) and let v(t), t ∈ [0, T ], be a solution of (4.4.4). Then the following
properties are valid:
1. Cone property (invariance of the cone K+):
v(0) ∈ K+ ⇒ v(t) ∈ K+, for all t ≥ 0. (4.4.23)
2. Squeezing property: there exist positive γ and C such that
v(T ) 6∈ K+ ⇒ ‖v(t)‖H−1 ≤ Ce−γt‖v(0)‖H−1 , t ∈ [0, T ], (4.4.24)
where the constants γ and C are independent of v and T .
Proof. Indeed, the first assertion is an immediate corollary of inequality
(4.4.6). To verify the squeezing property, it is sufficient to use estimate
(4.4.20) on the interval [0, T ] instead of [−T, 0]. This together with inequal-
ity (4.4.5) give
‖v(t)‖2H−1 ≤ Ce−
∫ t
0 α(s) ds− 12λ1µt‖v(0)‖2H−1 ≤ Ce−(α−+
1
2
λ1µ)t‖v(0)‖2H−1
and the squeezing property is verified. Thus, the corollary is also proved.
We are now ready to return to the nonlinear equation (4.2.1) and state
for it the analogous strong cone condition in the differential form.
Definition 4.4.7. Let the nonlinearity F (u) satisfy the assumptions stated
at the beginning of this section. We say that equation (4.2.1) possesses a
strong cone property in the differential form if there exist a positive constant
µ and a bounded (Borel measurable) function α : H → R such that for every
trajectory u(t) ∈ H, t ∈ [0, T ], of equation (4.2.1) and every solution v(t) of
the equation of variations
∂tv + A(Av + F
′(u(t))v) = 0, (4.4.25)
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the following analogue of (4.4.6) holds
d
dt
V (v(t)) + α(u(t))V (v(t)) ≤ −µ‖v(t)‖2H (4.4.26)
and the function α satisfies
0 < α− ≤ α(u) ≤ α+ <∞. (4.4.27)
The relation between the strong cone conditions for the nonlinear equa-
tion (4.2.1) and for the equation (4.4.3) for the differences of its solutions is
clarified in the following lemma.
Lemma 4.4.8. Let equation (4.2.1) possess the strong cone property in the
sense of Definition 4.4.7. Then, for every two solutions u1(t) and u2(t), t ∈
[T, S] of equation (4.2.1), the associated equation (4.4.3) for the differences of
solutions also possesses the strong cone condition (in the sense of Definition
4.4.1) with the same constant µ and with the constant α satisfying
α(t) = αu1,u2(t) :=
∫ 1
0
α(su1(t) + (1− s)u2(t)) ds. (4.4.28)
Proof. Indeed, according to Lemma 4.4.2, the strong cone condition for equa-
tion (4.2.1) is equivalent to
− 2(F ′(u)w,w− − w+)− 2(Aw,w− − w+)+
+ α(u)(‖w−‖2H−1 − ‖w+‖2H−1) ≤ −µ‖w‖2H , ∀w ∈ H1 (4.4.29)
and every u ∈ H. Replacing u = su1(t) + (1− s)u2(t) in this inequality and
integrating over s ∈ [0, 1], we end up with
− 2(lu1,u2(t)w,w− − w+)− 2(Aw,w− − w+)+
+ αu1,u2(t)(‖w−‖2H−1 − ‖w+‖2H−1) ≤ −µ‖w‖2H , ∀w ∈ H1 (4.4.30)
which according to Lemma 4.4.2 again is equivalent to the strong cone con-
dition for equation (4.4.3) and the lemma is proved.
We summarize the obtained results in the following theorem which can
be considered as the main result of the section.
Theorem 4.4.9. Let the nonlinearity F (u) be globally bounded, Gateaux dif-
ferentiable (4.4.1), satisfy the integral version of the mean value theorem in
the form (4.4.2) and let also the associated equation (4.2.1) possess the strong
cone condition in the sense of Definition 4.4.7. Then, equation (4.2.1) pos-
sesses the N-dimensional Lipschitz continuous inertial manifold (see Defini-
tion 4.2.2).
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Proof. Indeed, according to Lemma 4.4.8, for any two solutions u1(t) and
u2(t) of equation (4.2.1), the associated equation for differences of solutions
(4.4.3) possesses the strong cone condition. Then, due to Corollary 4.4.6,
equation (4.4.3) satisfies the cone and squeezing property. In particular,
looking at the solution v(t) = u1(t) − u2(t) of this equation, we see that
equation (4.2.1) possesses the cone and squeezing property in the sense of
Definition 4.2.3. Thus, Theorem 4.3.1 is applicable and gives the existence
of the desired inertial manifold. This finishes the proof of the theorem.
Remark 4.4.10. Theorem 4.4.9 simplifies the verification of the conditions
for the IM existence. Indeed, according to this theorem, we only need to check
one differential inequality (4.4.26) for the equation of variations (4.4.25).
Note also that, analogously to Remark 4.3.3, it is sufficient to verify all of
the conditions for the trajectories u satisfying (4.3.24) only.
To conclude this section, we show that the classical spectral gap condition
implies the strong cone condition and, therefore, guarantees the existence of
the IM.
Proposition 4.4.11. Let the nonlinearity F (u) be globally bounded and the
following spectral gap condition be satisfied for some N ∈ N:
λN+1 − λN > L, (4.4.31)
where L is a Lipschitz constant of the nonlinearity F . Then for every two so-
lutions u1(t) and u2(t) of the equation (4.2.1), the associated equation (4.4.3)
for the differences possesses the strong cone condition with
α(t) = 2α := 2λN+1λN and µ := 2(λN+1 − λN − L) > 0. (4.4.32)
Thus, equation (4.2.1) possesses the Lipschitz IM.
Proof. Let v(t) be a solution of (4.4.3). Then, multiplying equation for v(t)
first by A−1v−(t), second by −A−1v+(t) and taking sum of them we obtain:
1
2
d
dt
V (v(t)) + αV (v(t)) = ((αA−1 − A)v−, v−)+
+ ((A− αA−1)v+, v+)− (lu1(t),u2(t)v, v− − v+). (4.4.33)
By the definition of α and µ, we have
((A− αA−1)v+, v+) =
N∑
n=1
(λn − λNλN+1λ−1n )|vn|2 ≤
≤ (λN − λN+1)
N∑
n=1
|vn|2 = −(λN+1 − λN)‖v+‖2H . (4.4.34)
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Analogously,
((αA−1 − A)v−, v−) =
∞∑
n=N+1
(λNλN+1λ
−1
n − λn)|vn|2 ≤
≤ (λN − λN+1)
∞∑
n=N+1
|vn|2 = −(λN+1 − λN)‖v−‖2H . (4.4.35)
Inserting these estimates to (4.4.33) and using that ‖lu1(t),u2(t)‖L(H,H) ≤ L,
we have
1
2
d
dt
V (v(t))+αV (v(t)) ≤ −(λN+1−λN)‖v‖2H +L‖v‖2H = −µ‖v‖2H . (4.4.36)
Thus, the strong cone condition for (4.4.3) is verified and the proposition is
proved.
4.5 Smoothness of the inertial manifolds
The aim of this section is to obtain the extra smoothness of the function Φ :
H+ → H− which determine the inertial manifold M under the assumption
that nonlinearity F is C1+δ(H,H) for some δ ∈ (0, 1), i.e.,
‖F (u1)− F (u2)− F ′(u1)(u1 − u2)‖H ≤ C‖u1 − u2‖1+δH , u1, u2 ∈ H. (4.5.1)
To be more precise, the main result of this section is the following theorem.
Theorem 4.5.1. Let the assumptions of Theorem 4.4.9 hold and let also the
assumption (4.5.1) on F be valid for some δ > 0. Then the map Φ is Frechet
differentiable and C1+ε-smooth for some ε > 0, i.e,
‖Φ(u1+)− Φ(u2+)− Φ′(u1+)(u1+ − u2+)‖H−1 ≤ C‖u1+ − u2+‖1+εH . (4.5.2)
Proof. To verify (4.5.2), we first need to study the Frechet derivative Φ′(u1+).
Following the definition of Φ, it is natural to expect that this derivative is
defined as follows:
Φ′(u1+)w+ := lim
T→∞
QNwT (0), (4.5.3)
where ui+ ∈ H+, i = 1, 2, and wT (t), T > 0, solves
∂tw + A
2w + AF ′(u1(t))w = 0, w+
∣∣
t=0
= w+, w−
∣∣
t=−T = 0. (4.5.4)
Here and below w+ ∈ H+ and ui(t), t ≤ 0, i = 1, 2, are the solutions of
(4.2.1) belonging to the inertial manifold M and satisfying PNui(0) = ui+.
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Step 1. Well-posedness of Φ′(u1(t)). The existence of a solution for prob-
lem (4.5.4) can be verified exactly as in Theorem 4.3.1 and to define the
operator Φ′, we only need to check the existence of the limit (4.5.3). Indeed,
since the trajectory wT ∈ K+, according to Corollary 4.4.5 and estimate
(4.4.19), we get
‖wT (t)‖2H−1 ≤ Ceα¯(t)+
1
2
λ1µt‖w+‖2H−1 . (4.5.5)
Here α¯(t) =
∫ 0
t
α(u1(s)) ds and µ is the same as in the strong cone inequality.
Consider now another approximation wT1(t), T1 ≥ T , and their difference
wT,T1(t) := wT1(t)− wT (t). This trajectory does not belong to the cone K+
at t = 0 and, therefore, it is not in K+ for all t ∈ [−T, 0]. Using now (4.5.5)
together with estimate (4.4.20) of Corollary 4.4.5, we end up with
‖wT,T1(0)‖2H−1 ≤ Ce−α¯(−T )−
1
2
λ1µT‖wT,T1(−T )‖2H−1 ≤
≤ C1e−α¯(−T )− 12λ1µT (‖wT (−T )‖2H−1 + ‖wT1(T )‖2H−1) ≤
≤ C2e−λ1µT (‖wT (0)‖2H−1 + ‖wT1(0)‖2H−1) ≤ C3e−λ1µT‖w+‖2H−1 . (4.5.6)
Thus, wT (0) is a Cauchy sequence and the limit (4.5.3) exists and, therefore,
the operator Φ′(u1(t)) is well-defined. Moreover, according to (4.5.5), we
have the following estimate for the limit function w(t):
‖w(t)‖2H−1 ≤ Ceα¯(t)+
1
2
λ1µt‖w+‖2H−1 , w+ ∈ H+, t ≤ 0. (4.5.7)
Step 2. Estimate for the difference v(t) := u1(t)− u2(t).
Let u1(t) and u2(t) be two trajectories on the inertial manifold defined
by the limit (4.3.10) which correspond to the initial data u1+ ∈ H+ and
u+2 ∈ H+ respectively and w+ := u+1 − u+2 . Since v(t) ∈ K+ then, due
to estimate (4.4.19) and the assumption that the exponent α(t) is globally
bounded, we have
‖v(t)‖2H−1 ≤ Ce−Kt‖w+‖2H−1 , t ∈ R−. (4.5.8)
Our aim at this step is to improve (4.5.8) and to obtain the estimate which
is analogous to (4.5.7). To this end, we note that the function v solves the
equation
∂tv + A
2v + AF ′(u1(t))v + A[lu1(t),u2(t) − F ′(u1(t))]v(t) = 0, (4.5.9)
where lu1(t),u2(t) :=
∫ 1
0
F ′(u1(t)+sv(t)) ds. Since F satisfies (4.5.1) and v(t) ∈
K+, we have
‖lu1,u2(t)− F ′(u1(t))‖L(H,H) ≤ C‖w(t)‖δH ≤ Ce−Kδt/2‖w+‖δH , t ∈ (−∞, 0].
(4.5.10)
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Thus, treating equation (4.5.9) as a non-homogeneous problem in the form of
(4.4.9) with the right-hand side h(t) := [lu1,u2(t)−F ′(u1(t))]v(t) and accord-
ing to (4.4.10) and (4.4.13) (see also (4.4.18)), we get that, for a sufficiently
small ε > 0, the following estimate holds:
d
dt
V−ε(v(t)) + (α(u1(t))− 1
2
λ1µ)V−ε(v(t)) ≤
≤ −µ
4
‖v(t)‖2H + C‖h(t)‖H‖v(t)‖H ≤ (−
µ
4
+ Ce−Kδt/2‖w+‖δH)‖v(t)‖2H ≤ 0
(4.5.11)
if −t ≤ 2
Kδ
ln 4C
µ‖w+‖δH
. Thus, since v ∈ K+, analogously to (4.4.19), we end
up with the following estimate:
‖v(t)‖2H−1 ≤ Ceα¯(t)+
1
2
λ1µt‖w+‖2H−1 , w+ ∈ H+, t ∈ [−T, 0],
T =
2
Kδ
ln
4C
µ‖w+‖δH
. (4.5.12)
which differs from (4.5.7) only by the presence of the lower bound for t.
Step 3. Applying the parabolic smoothing property. Up to the moment,
we have obtained estimates (4.5.7) and (4.5.12) for the H−1 norms of the
functions v(t) and w(t) only, but we need to control more regular norms of
these functions in the sequel. To get this control, we remind that, analogously
to Proposition 4.2.1, we have the following parabolic smoothing property for
the solutions of problem (4.5.4):
‖w(t+ 1)‖H2−κ ≤ Cκ‖w(t)‖H−1 , (4.5.13)
where κ > 0 is arbitrary and the constant Cκ depends only on κ. Combining
this estimate with (4.5.7), we get
‖w(t)‖2H2−κ ≤ Cκeα¯(t)+
1
2
λ1µt‖w+‖2H−1 , w+ ∈ H+, t ≤ 0. (4.5.14)
Analogously, applying the parabolic smoothing property to equation (4.4.3)
and using (4.5.12), we get
‖v(t)‖2H2−κ ≤ Cκeα¯(t)+
1
2
λ1µt‖w+‖2H−1 , w+ ∈ H+, t ∈ [−T, 0] (4.5.15)
with T = max{0, 2
Kδ
ln 4C
µ‖w+‖δH
− 1}.
Step 4. Estimate for θ(t) := w(t)−v(t). This function solves the following
equation:
∂tθ + A
2θ + AF ′(u1(t))θ − Ah(t) = 0. (4.5.16)
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Then, combining (4.4.13) and (4.4.10), for sufficiently small ε > 0, we have
d
dt
Vε(θ(t)) + (α(u
1(t)) +
1
2
λ1µ)Vε(θ(t)) ≤ C‖h(t)‖H‖θ(t)‖H (4.5.17)
and using that θ(0) 6∈ K+, analogously to (4.4.20), we have
‖θ(0)‖2H−1 ≤ Ce−α¯(−T )−
1
2
λ1µT‖θ(−T )‖2H−1+
C
∫ 0
−T
e−α¯(t)+
1
2
λ1µt‖h(t)‖H‖θ(t)‖H dt. (4.5.18)
Assume now that T = max{0, 2
Kδ
ln 4C
µ‖w+‖δH
} and using estimates (4.5.14),
(4.5.8) and (4.5.15) (with κ = 2) as well as (4.5.10), we finally arrive at
‖θ(0)‖2H−1 ≤ Ce−α¯(−T )−
1
2
λ1µT (‖v(−T )‖2H−1 + ‖w(−T )‖2H−1)+
+ C
∫ 0
−T
e−α¯(t)+
1
2
λ1µt‖v(t)‖δH‖v(t)‖H(‖w(t)‖H + ‖v(t)‖H) dt ≤
≤ Ce−λ1µT‖w+‖2H−1 + C‖w+‖2+δH−1
∫ 0
−T
e−(−λ1µ+Kδ/2)t dt. (4.5.19)
Decreasing the exponent δ if necessary, we may assume that −λ1µ+Kδ/2 ≤
−λ1µ/2 and therefore
‖θ(0)‖2H−1 ≤ Ce−λ1µT‖w+‖2H−1 + C‖w+‖2+δH−1 ≤ C‖w+‖2(1+ε)H−1 (4.5.20)
for some ε = ε(δ, µ) > 0. Thus, the desired estimate (4.5.2) is proved and
the theorem is also proved.
Remark 4.5.2. Applying the parabolic smoothing property to the equation
for θ(t), it is not difficult to verify the stronger version of estimate (4.5.2),
namely
‖Φ(u1+)− Φ(u2+)− Φ′(u1+)(u1+ − u2+)‖H2−κ ≤ Cκ‖u1+ − u2+‖1+εH , (4.5.21)
where κ > 0 is arbitrary and Cκ depends only on κ. Moreover, as follows from
the proof, estimate (4.5.1) is actually used for u1 and u2 satisfying (4.3.24)
only and can be replaced by
‖F (u1)− F (u2)− F ′(u1)(u1 − u2)‖H ≤ C‖u1 − u2‖δH2−κ‖u1 − u2‖H ,
u1, u2 ∈ H2−κ, (4.5.22)
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for some κ ∈ (0, 2]. As we will see below, assumption (4.5.22) is much easier
to verify in applications than the initial assumption (4.5.1) which is more
natural for the abstract theory.
Note also that the result of Theorem 4.5.1 is in a sense optimal since
the typical regularity of the inertial manifolds is exactly C1+ε for some small
ε > 0. The further regularity (C2 or more) requires essentially stronger
spectral gap assumptions which are usually satisfied only in the case of small
Lipschitz constant L, see [23,60] for more details.
4.6 Spatial averaging: an abstract scheme
In this section, we adapt the method of spatial averaging developed in [34]
to the class of abstract Cahn-Hilliard equations (4.2.1). To this end, we first
need to introduce some projectors.
Let N ∈ N and k > 0 be such that λN > k. Then,
Pk,Nu :=
∑
n:λn<λN−k
(u, en)en, Qk,Nu :=
∑
n:λn>λN+k
(u, en)en, (4.6.1)
and
Rk,Nu :=
∑
n:λN−k≤λn≤λN+k
(u, en)en.
As has been observed in [34] (at least on the level of reaction-diffusion equa-
tions, see also [60]), the spectral gap condition is actually used only for the
control the norm of the “intermediate” part Rk,N ◦F ′(u)◦Rk,N of the deriva-
tive F ′(u) where k ∼ L2. Moreover, if this intermediate part is close to the
scalar operator then the spectral gap condition may be relaxed. The following
theorem adapts this result to the case of the Cahn-Hilliard equations.
Theorem 4.6.1. Let the function F be globally Lipschitz with the Lipschitz
constant L, globally bounded and differentiable and let the number N be such
that
‖Rk,N ◦ F ′(u) ◦Rk,Nv − a(u)Rk,Nv‖H ≤ δ‖v‖H , u, v ∈ H, (4.6.2)
where a(u) ∈ R is a scalar depending on u and δ < L. Assume also that
θ
2
> δ +
2Lk
λN − k +
2L2
k − 4L +
2L2λN
(2λN − k)k − 4LλN , λN > 2L, (4.6.3)
where θ = λN+1 − λN and k is chosen in such a way that
(2λN − k)k > 4LλN , k > 4L. (4.6.4)
104
Then, equation (4.2.1) possesses the strong cone property in the differential
form and, consequently, there exists a Lipschitz N-dimensional inertial man-
ifold for this equation.
Proof. Due to Theorem 4.4.9, we know that in order to prove the existence
of inertial manifold it is sufficient to check the validity of the strong cone
inequality (4.4.26) for the equation of variations (4.4.25) associated with the
solution u(t) of the Cahn-Hilliard equation (4.2.1).
To this end, we first need the following estimate for the norm of Pk,Nw
in H−1 (here and below α = λNλN+1):
((αA−1 − A)w+, w+) =
N∑
n=1
(λNλN+1λ
−1
n − λn)|wn|2 ≥
≥
∑
n:λn<λN−k
(λNλN+1 − λ2n)λ−1n |wn|2 ≥
≥ (λ2N − (λN − k)2)‖Pk,Nw‖2H−1 = (2λNk − k2)‖Pk,Nw‖2H−1 (4.6.5)
and the similar estimate for the norm of Qk,Nv in H
((A− αA−1)w−, w−) =
∞∑
n=N+1
(λn − λNλN+1λ−1n )|wn|2 ≥
≥
∑
n:λn>λN+k
(λn − λNλN+1λ−1n )|wn|2 ≥ (λN + k − λN)‖Qk,Nw‖2H =
k‖Qk,Nw‖2H . (4.6.6)
Let w(t) be a solution of the equation of variations (4.4.25). Then, arguing
analogously to the derivation of (4.4.33) but using estimates (4.6.5) and
(4.6.6) together with (4.4.34) and (4.4.35), we get:
1
2
d
dt
V (w(t)) + αV (w(t)) = ((αA−1 − A)w−, w−) + ((A− αA−1)w+, w+)−
(F ′(u)w,w− − w+) ≤ −θ
2
‖w‖2H +
1
2
(((αA−1 − A)w−, w−)+
((A− αA−1)w+, w+))− (F ′(u)w,w− − w+) ≤ −θ
2
‖w‖2H −
k
2
‖Qk,Nw‖2H−
(2λN − k)k
2
‖Pk,Nw‖2H−1 − (F ′(u)w,w− − w+). (4.6.7)
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Estimating the last term, we have:
(F ′(u)w,w− − w+) = (Rk,N ◦ F ′(u)w,w− − w+)+
+ ((Pk,N +Qk,N) ◦ F ′(u)w,w− − w+) = (Rk,N ◦ F ′(u) ◦Rk,Nw,w− − w+)+
+ (F ′(u)w,Qk,Nw− Pk,Nw) + (Rk,N ◦ F ′(u) ◦ (Qk,Nw+ Pk,Nw), w− −w+) ≥
≥ (Rk,N ◦ F ′(u) ◦Rk,Nw,w− − w+)− 2L‖w‖H(‖Qk,Nw‖H + ‖Pk,Nw‖H) ≥
≥ (Rk,N◦F ′(u)◦Rk,Nw,w−−w+)−2L‖w‖H(‖Qk,Nw‖H+λ1/2N ‖Pk,Nw‖H−1).
(4.6.8)
It would be convenient to define two more spectral projectors:
P˜k,Nw :=
∑
n:λN−k≤λn≤λN
(w, en)en and Q˜k,Nw :=
∑
n:λN+1≤λn≤λN+k
(w, en)en.
(4.6.9)
Then, obviously∣∣∣∣λN‖P˜k,Nw‖2H−1 − ‖P˜k,Nw‖2H∣∣∣∣ ≤
≤
∑
n:λN−k≤λn≤λN
|λN − λn|λ−1n |wn|2 ≤ k‖P˜k,Nw‖2H−1 ≤
k
λN − k‖P˜k,Nw‖
2
H .
(4.6.10)
and, analogously,∣∣∣∣λN‖Q˜k,Nw‖2H−1 − ‖Q˜k,Nw‖2H∣∣∣∣ ≤
≤
∑
n:λN+1≤λn≤λN+k
|λNλ−1n − 1||wn|2 ≤
k
λN + k
‖Q˜k,Nw‖2H . (4.6.11)
Then, using assumption (4.6.2), we obtain:
(Rk,N ◦F ′(u)◦Rk,Nw,w−−w+) ≥ a(u)(‖Q˜k,Nw‖2H−‖P˜k,Nw‖2H)−δ‖w‖2H ≥
≥ λNa(u)(‖Q˜k,Nw‖2H−1 − ‖P˜k,Nw‖2H−1)− δ‖w‖2H−
− |a(u)|
(
k
λN − k‖P˜k,Nw‖
2
H +
k
λN + k
‖Q˜k,Nw‖2H
)
≥ λNa(u)V (w(t))−
− |a(u)|
(
λN‖Pk,Nw‖2H−1 +
λN
λN + k
‖Qk,Nw‖2H
)
−(
δ +
k
λN − k |a(u)|
)
‖w‖2H . (4.6.12)
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Substituting this result into (4.6.8) and using obvious fact that |a(u)| ≤
L+ δ ≤ 2L, we get:
−(F ′(u)w,w−−w+) ≤ −λNa(u)V (w)+2L(λN‖Pk,Nw‖2H−1 +‖Qk,Nw‖2H)+
+ 2L‖w‖H(λ1/2N ‖Pk,Nw‖H−1 + ‖Qk,Nw‖H) +
(
δ +
2Lk
λN − k
)
‖w‖2H . (4.6.13)
Therefore, due to the Young inequality,
− θ
2
‖w‖2H −
k
2
‖Qk,Nw‖2H −
(2λN − k)k
2
‖Pk,Nw‖2H−1− (F ′(u)w,w−−w+) ≤
−
(
θ
2
− δ − 2Lk
λN − k
)
‖w‖2H −
(
(2λN − k)k
2
− 2LλN
)
‖Pk,Nw‖2H−1−(
k
2
− 2L
)
‖Qk,Nw‖2H + 2L‖w‖H
(
λ
1/2
N ‖Pk,Nw‖H−1 + ‖Qk,Nw‖H
)
≤
−
(
θ
2
− δ − 2Lk
λN − k −
2L2
k − 4L −
2L2λN
(2λN − k)k − 4LλN
)
‖w‖2H = −
µ
2
‖w‖2H ,
(4.6.14)
where
µ
2
:=
θ
2
− δ − 2Lk
λN − k −
2L2
k − 4L −
2L2λN
(2λN − k)k − 4LλN .
Finally, inserting estimate (4.6.14) into the right-hand side of (4.6.7) and
taking into account assumptions (4.6.3) we see that the differential cone
inequality (4.4.26) is satisfied with the above µ and with
α(u) = 2α + 2λNa(u) > 2λN(λN+1 − 2L) > 0. (4.6.15)
Thus, the desired strong cone condition (4.4.26) is proved and due to The-
orem (4.4.9) equation (4.2.1) possesses an N−dimensional inertial mani-
fold.
Remark 4.6.2. The typical situation to apply the above proved theorem is
when, for sufficiently small δ > 0 and any k there exists an infinite sequence
of N ∈ N such that
λN+1 − λN ≥ ρ > 0
(ρ is independent of N and k) such that the spatial averaging assumption
(4.6.2) holds for every such N . Then, for very large N , the main condition
(4.6.3) reads
ρ
2
> δ +
2L2
k − 4L +
L2
k − 2L (4.6.16)
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and we see that it is indeed satisfied if δ is small enough (say, δ < ρ
4
) and
k = k(ρ, L) is large enough (say, k = 4L+ 12L
2
ρ
). This gives the existence of
the desired inertial manifold for these large Ns.
As in the case of reaction-diffusion equations, see [34,60], estimate (4.6.2)
is too restrictive since the constant δ is uniform with respect to u ∈ H and
in applications it usually depends on the higher norms of u. Namely, similar
to [34,60], we give the following definition.
Definition 4.6.3. We say that the nonlinearity F : H → H satisfies the
spatial averaging condition if it is globally bounded, Lipschitz continuous,
differentiable in the sense that the mean value theorem (4.4.2) holds and
there exist a positive exponent κ and a positive constant ρ such that for
every δ > 0, R > 0 and k > 0 there exists infinitely many values N ∈ N
satisfying
λN+1 − λN ≥ ρ (4.6.17)
and
sup
‖u‖H2−κ≤R
{
‖Rk,N ◦ F ′(u) ◦Rk,Nv − a(u)Rk,Nv‖H
}
≤ δ‖v‖H , (4.6.18)
for some scalar multiplier a(u) = aN,k,δ(u) ∈ R which is assumed to be
bounded Borel measurable as a function from H to R.
In this case, although we do not know how to construct the IM for the
initial problem (4.2.1), it is possible to modify this equation outside of the
absorbing ball in such a way that the new equation will possess the IM. Then,
the obtained IM will still be invariant with respect to the solution semigroup
S(t) of the initial equation (4.2.1) at least in the neighborhood of the global
attractor A and therefore will contain all of its non-trivial dynamics. By this
reason, the IM for the modified equation is often referred as the IM for the
initial problem (4.2.1), see e.g., [18, 56] for more details.
To be more precise, according to the dissipative estimate (4.2.3) with
s = 2 together with the smoothing property (4.2.4), the set
B2 :=
{
u ∈ H2, ‖u‖H2 ≤ 2R∗
}
(4.6.19)
Let us introduce, following [34], the cut-off function ϕ(η) ∈ C∞(R) such that:
ϕ(η) = 1, η ≤ (2R∗)2 and ϕ(η) = 1
2
, η ≥ R21, (4.6.20)
where R1 > R∗ and :
ϕ′(η) ≤ 0 and 1
2
ϕ(η) + ηϕ′(η) > 0, η ∈ R. (4.6.21)
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Thus, (4.6.21) gives us the restriction
ϕ(η) ≥ 2R∗√
η
, η ≥ 16R∗ (4.6.22)
and, therefore, R1 ≥ 4R∗.
Finally, for every N ∈ N, we introduce the following cut -off version of
the problem (4.2.1):
∂tu+ A
2u+ AF (u)− A2PNu+ ϕ(‖APNu‖2H)A2PNu = 0. (4.6.23)
Then, on the one hand, by the construction of the cut-off function ϕ(η), we
see that equation (4.6.23) coincides with (4.2.1) inside the absorbing ball B2
and, on the other hand, the following key result holds.
Theorem 4.6.4. Let the nonlinearity F satisfy the spatial averaging assump-
tion for some κ ∈ (0, 2). Then, there exist infinitely many Ns such that the
strong cone condition is satisfied for the modified equation (4.6.23) and, thus,
for every such N , it possesses an N-dimensional Lipschitz continuous IM.
Proof. According to Theorem 4.4.9, we only need to verify the strong cone
condition (4.4.26) for the equation of variations associated with the modified
equation (4.6.23):
∂tw + A
2w + AF ′(u(t))w = APNw − T ′(u(t))w, (4.6.24)
where T (u) := ϕ(‖APNu‖2H)APNu and u(t) is a solution of (4.6.23). To this
end, we need the following technical lemma originally proved in [34].
Lemma 4.6.5. Under the above assumptions the following estimate is valid:
(T ′(u)v, v) ≤ 1
2
λN‖v‖2H +
1
2
(Av, v), ∀v ∈ H+, u ∈ H. (4.6.25)
Proof. For the sake of completeness we provide the simplified proof of the
lemma following [60]. It is based on the following inequality:
2(v, y)(w, y) ≥ ‖y‖2H((v, w)− ‖v‖H‖w‖H) (4.6.26)
for any 3 vectors v, w, y ∈ H. To verify it, we rewrite (4.6.26) in the equiva-
lent form (
v − 2(v, y)‖y‖2H
y, w
)
≤ ‖v‖H‖w‖H
and this follows from the Cauchy-Schwartz inequality and the fact that the
map v → v− 2 (v,y)‖y‖2H y is a reflection with respect to the plane orthogonal to y
and, thus, is an isometry.
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Using now (4.6.26) and inequalities (4.6.21), we have that, for any v ∈ H+,
(T ′(u)v, v) = 2ϕ′(‖Au+‖2H)(Au+, Av)(Au+, v) + ϕ(‖Au+‖2H)(Av, v) ≤
≤ −ϕ′(‖Au+‖2H)‖Au+‖2H(‖Av‖H‖v‖H − (Av, v)) + ϕ(‖Au+‖2H)(Av, v) ≤
≤ 1
2
ϕ(‖Au+‖2H)λN‖v‖2H +
1
2
ϕ(‖Au+‖2H)(Av, v) ≤
1
2
(λN‖v‖2H + (Av, v))
(4.6.27)
and the lemma is proved.
We are now ready to complete the proof of the theorem. Indeed, multi-
plying equation (4.6.24) by A−1(w−−w+) acting as in the proof of Theorem
4.6.1 we come to the following equality:
1
2
d
dt
V (w(t)) + αV (w(t)) = ((αA−1 − A)w−, w−) + ((A− αA−1)w+, w+)+
+ (T ′(u(t))w+, w+)− (Aw+, w+)− (F ′(u(t))w,w− − w+), (4.6.28)
where α = λNλN+1.
Then, using Lemma (4.6.5) and (4.4.35), we get:
1
2
d
dt
V (w(t))+αV (w(t)) ≤ −1
2
(λN+1−λN)‖w+‖2H+
1
2
((A−αA−1)w+, w+)+
+ ((αA−1 − A)w−, w−)− (F ′(u(t))w,w− − w+) ≤
≤ −1
2
(λN+1 − λN)‖w‖2H +
1
2
((A− αA−1)w+, w+)+
+
1
2
((αA−1 − A)w−, w−)− (F ′(u(t))w,w− − w+). (4.6.29)
Fix an arbitrary point t ≥ 0 and assume first that
‖APNu(t)‖H ≤ R1, (4.6.30)
where R1 is the same as in the definition of the cut-off function ϕ. Thus,
we see that the structure of (4.6.29) is exactly the same as the structure of
(4.6.7). In addition, due to (4.2.5), we may assume without loss of generality
that
‖QNu(t)‖H2−κ ≤ 2Rκ, (4.6.31)
see Remarks 4.3.3 and 4.4.10. Therefore, assumption (4.6.30) implies that
‖u(t)‖H2−κ ≤ λ−
κ
2
1 ‖PNu(t)‖H2 + ‖QNu(t)‖H2−κ ≤ λ−
κ
2
1 R1 + 2Rκ ≤ R,
(4.6.32)
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where R is independent of the choice of N . Hence, using spatial averaging
assumption (4.6.18) (with this value of the parameter R, sufficiently small δ
and sufficiently large k in order to satisfy (4.6.16)) and repeating word by
word the proof of Theorem (4.6.1), we conclude that there exist a sequence
of Ns such that
1
2
d
dt
V (w(t)) + α(u(t))V (w(t)) ≤ −µ‖w(t)‖2H , (4.6.33)
where α(u) := λNλN+1 + λNa(u) and µ > 0 is independent of u, N and w.
Thus, we have verified the strong cone condition (4.4.26) in the case when
(4.6.30) is satisfied.
Let us now consider the opposite case
‖APNu(t)‖H ≥ R1. (4.6.34)
The situation here is much simpler. Indeed, instead of estimate (4.6.25),
we may use better identity (T ′(u(t))w,w) = 1
2
(Aw+, w+). Then, using the
Lipschitz continuity of F and the fact that both (αA−1 − A)QN and (A −
αA−1)PN are negatively definite (see estimates (4.4.34) and (4.4.35)), we
transform identity (4.6.28) as follows:
1
2
d
dt
V (w(t)) + αV (w(t)) ≤
≤ ((αA−1 − A)w−, w−) + ((A− αA−1)w+, w+) + L‖w‖2H −
1
2
(Aw+, w+) ≤
≤ L‖w‖2H −
1
2
α‖w+‖2H−1 + ((αA−1 − A)w−, w−) ≤
≤ L‖w‖2H +
1
4
α
(‖w−‖2H−1 − ‖w+‖2H−1)− 14λN+1‖w+‖2H − 14‖w−‖2H1 ≤
≤ 1
4
αV (w(t)) +
(
L− 1
4
λN+1
)
‖w‖2H . (4.6.35)
Thus, if L < 1
4
λN+1 − µ (µ is the same as in (4.6.33)), we end up with
estimate (4.6.33) with α(u) = 3
4
λNλN+1. Therefore the desired strong cone
estimate (4.4.26) is verified for the case when (4.6.34) is satisfied as well and
the theorem is proved.
Corollary 4.6.6. Let the assumptions of Theorem 4.6.4 hold and let, in
addition, the nonlinearity F be smooth in the sense that assumption (4.5.22)
hold for some κ and δ > 0. Then, the inertial manifolds M = MN of the
modified equations (4.6.23) are C1+ε-smooth for some ε = εN > 0.
Indeed, the statement of the corollary follows immediately from the proved
theorem and Theorem 4.5.1, see also Remark 4.5.2.
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4.7 An inertial manifold for the classical Cahn-
Hilliard equation
In this concluding section, we apply the developed abstract theory to the
classical Cahn-Hilliard equation (4.1.1) in the 3D case endowed by periodic
boundary conditions. First, we need to embed this equation into the func-
tional model (4.2.1). To this end, keeping in mind the conservation law
(4.1.2) and our agreement that 〈u(t)〉 = 0, we introduce the space
H := L2(T3) ∩ {〈u〉 = 0} (4.7.1)
and the operator A = −∆x with the domain D(A) = H2(T3) ∩ {〈u〉 = 0}.
Then, Hs = Hs(T3) ∩ {〈u〉 = 0}, s ∈ R, where Hs(T3) is a Sobolev space of
2pi periodic functions from R3 to R. Moreover, any function u ∈ H can be
splitted into the Fourier series
u(x) =
∑
l∈Z3, l 6=0
ule
il.x, ul =
1
(2pi)3
∫
T3
u(x)eil.x. (4.7.2)
Here and below l.x :=
∑3
i=1 lixi is a usual inner product in R
3 and |l|2 := l.l.
The eigenvalues of the operator A are naturally parametrised by the points
of the lattice l ∈ Z3\{0}, i.e.,
Ael = λlel, el = e
il.x, λl = |l|2, l ∈ Z3\{0}. (4.7.3)
Thus, due to the Parseval equality, the norm in the space Hs, s ∈ R is given
by
‖u‖2Hs =
∑
l∈Z3, l 6=0
|l|2s|ul|2, u(x) =
∑
l∈Z3, l 6=0
ule
il.x. (4.7.4)
We now return to equation (4.1.1). We assume that the nonlinearity f ∈
C3(R,R) and is globally bounded together with its first two derivatives:
1. |f(u)|+ |f ′′(u)| ≤ K, 2. |f ′(u)| ≤ L (4.7.5)
for all u ∈ R. As we have already mentioned, (4.7.5) is not a big restriction
since in the general case of dissipative nonlinearities f (e.g., f(u) = u− u3),
we usually have an absorbing ball in H2 ⊂ C(T3), making the proper cut-off
of the nonlinearity outside of the absorbing ball if necessary, we may assume
without loss of generality that (4.7.5) is satisfied. Finally, we introduce the
nonlinearity F : H → H via
F (u)(x) := f(u(x))− 〈f(u)〉 , u ∈ H, (4.7.6)
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where the last term is introduced in order to guarantee that 〈F (u)〉 = 0 and,
therefore, F (u) ∈ H.
Then, it is immediate to see that equation (4.1.1) is equivalent to equation
(4.2.1), so the desired functional model is constructed. At the next step, we
check that the assumptions stated above for the abstract equation (4.2.1)
are satisfied in this concrete case. First, from (4.7.6), it is immediate to
check that the nonlinearity F (u) is globally bounded and globally Lipschitz
continuous in H. The next key proposition checks that the spatial averaging
assumption is also satisfied.
Proposition 4.7.1. Let the nonlinearity f ∈ C2(R,R). Then, the spatial
averaging assumption is satisfied for the operator F for all κ ∈ (0, 1
2
) and
a(u) := 〈f ′(u)〉 . (4.7.7)
Proof. Note that F ′(u)v = f ′(u)v − 〈f ′(u)v〉, u, v ∈ H and
Rk,N ◦ F ′(u) ◦Rk,Nv = Rk,N (f ′(u)Rk,Nv) , (4.7.8)
so the spatial averaging assumption for our case coincides with the analogous
assumption for reaction-diffusion equations. By this reason, the proof of the
proposition follows word by word to the one given in [34, 60] for the case of
reaction-diffusion equations. For the convenience of the reader, we sketch
this proof below. It is based on the following non-trivial result from the
number theory.
Lemma 4.7.2. Let
CkN := {l ∈ Z3 : N − k ≤ |l|2 ≤ N + k}, Br := {l ∈ Z3 : |l| ≤ r}. (4.7.9)
Then, for every k > 0 and r > 0, there exist infinitely many N ∈ N such
that (CkN − CkN) ∩ Br = {0}. (4.7.10)
The proof of this lemma is given in [34].
We are now ready to verify the spatial averaging principle for the nonlin-
earity f . To this end, we first note that according to the Weyl asymptotics
λN ∼ CN2/3,
so without loss of generality, we may replace the projector Rk,N by the projec-
tor to the Fourier modes belonging to CkN which (in slight abuse of notations),
we also denote it by Rk,N , so we use below the definition
(Rk,Nv)(x) :=
∑
l∈CkN
vle
il.x.
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Denote w(x) := f ′(u(x)). Then, the multiplication w(x)v(x) is a convolution
in Fourier modes
[wv]m =
∑
l∈Z3
wm−lvl (4.7.11)
and, due to condition (4.7.10),
Rk,N ((w − 〈w〉)Rk,Nv) = Rk,N (w>rRk,Nv) , (4.7.12)
where w>r(x) :=
∑
|l|2>r wle
il.x. Therefore,
‖Rk,N ((w − 〈w〉)Rk,Nv) ‖H ≤ ‖ (w>rRk,Nv) ‖H ≤ ‖w>r‖L∞‖v‖H . (4.7.13)
Furthermore, due to the interpolation, for κ < 1/2,
‖w>r‖L∞ ≤ C‖w>r‖1−θH ‖w>r‖H2−κ ≤ Cr−(1−θ)(2−κ)‖w‖H2−κ ,
where θ = 3
4(2−κ) . Finally, using that H
2−κ is an algebra for κ < 1
2
and that
f ′ ∈ C2, we have
‖Rk,N ((w − 〈w〉)Rk,Nv) ‖H ≤ Cr−(1−θ)(2−κ)Q(‖u‖H2−κ)‖v‖H (4.7.14)
for some monotone increasing function Q. Thus, the right-hand side of
(4.7.14) can be made arbitrarily small by increasing r, so estimate (4.6.18)
indeed holds with
a(u) = 〈w〉 = 1
(2pi)3
∫
T3
f ′(u(x)) dx.
Since the eigenvalues of A are integers, assumption (4.6.17) also holds with
ρ = 1 and the nonlinearity F (u) satisfies indeed the spatial averaging as-
sumption. Thus, the proposition is proved.
The next simple proposition shows that the map F is smooth if f is
smooth.
Proposition 4.7.3. Let the nonlinear function f ∈ C2 and satisfy (4.7.5).
Then, the nonlinear operator F (u) defined by (4.7.6) satisfies estimate (4.5.22)
for any δ ∈ [0, 1] and any κ ∈ (0, 1
2
).
Proof. We first note that it is sufficient to verify (4.5.22) for δ = 0 and δ = 1
only. For simplicity, we verify estimate (4.5.22) for the first term f(u(x))
in the definition (4.7.6) of the nonlinearity F (u) only. The estimate for the
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remaining term 〈f(u)〉 can be obtained analogously. Let first δ = 1 and
u1, u2 ∈ H. Then, since f is globally Lipschitz continuous,
‖f(u1)− f(u2)− f ′(u1)(u1 − u2)‖H ≤
‖f(u1)− f(u2)‖H + ‖f ′(u1)(u1 − u2)‖H ≤ 2L‖u1 − u2‖H
and estimate (4.5.22) is verified for that case. Let now δ = 1 and u1, u2 ∈
H2−κ. Then, according to the integral mean value theorem
f(u1)− f(u2)− f ′(u1)(u1 − u2) =∫ 1
0
[f ′(u1 + (s− 1)(u1 − u2))− f ′(u1)] ds(u1 − u2) =∫ 1
0
(s− 1)
∫ 1
0
f ′′(u1 + s1(s− 1)(u1 − u2)) ds1 ds(u1 − u2)2 (4.7.15)
and, due to assumption (4.7.5) and the embedding H2−κ ⊂ C,
‖f(u1)− f(u2)− f ′(u1)(u1 − u2)‖H ≤ K‖(u1 − u2)(u1 − u2)‖H ≤
≤ K‖u1 − u2‖L∞‖u1 − u2‖H ≤ CK‖u1 − u2‖H2−κ‖u1 − u2‖H . (4.7.16)
Therefore, estimate (4.5.22) holds for this case as well and the proposition is
proved.
Thus, all abstract assumptions from the previous sections are verified and
we have proved the following theorem which is the main result of this chapter.
Theorem 4.7.4. Let the nonlinear function f ∈ C3(R,R) and satisfy as-
sumptions (4.7.5). Then, there exists an infinite sequence of Ns such that
the classical Cahn-Hilliard problem (4.1.1) on a 3D torus T3 = [−pi, pi]3 pos-
sesses an N dimensional inertial manifold containing the global attractor.
Moreover, these inertial manifolds are C1+ε-smooth for some ε = εN > 0.
Indeed, the existence of IMs follows from Theorem 4.6.4 and Proposition
4.7.1 and its smoothness follows from Corollary 4.6.6 and Proposition 4.7.3.
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Chapter 5
Modified Leray-α model
5.1 Introduction
It is well known that the Navier-Stokes equation (NSE) is the main equation
of the dynamics of the turbulent flow, but for the current state of art we are
unable to solve NSE analytically and even the global well-posedness of this
equation in 3D is an open problem which is indicated by the Clay Mathemat-
ics Institute as one of 7 Millennium problems in mathematics. One of the
main difficulties arising here is a strong impact of the higher modes to the
leading order dynamics through the nonlinearity which a priori may destroy
the regularity of a solution and lead to the formation of singularities.
To overcome this difficulty, a number of modified/averaged systems has
been proposed in order to capture the leading dynamics of the flow on the
one hand and somehow suppress the higher modes on the other hand. One
of such systems is the so-called modified Leray-α (ML-α) model:
ut − ν∆u+ (u · ∇)u¯+∇p = f,
∇ · u = ∇ · u¯ = 0,
u = u¯− α2∆u¯,
u(0) = u0,
(5.1.1)
where the unknowns are: the fluid velocity vector u, the “filtered” velocity
vector u¯ and “filtered” pressure scalar p; given parameters are: ν > 0, which
is the constant kinematic viscosity, and α > 0, which is a length scale pa-
rameter responsible for the width of the filter; the vector field f is a given
body forcing, which is assumed to be time independent, and u0 = u0(x) is
the given initial velocity.
This system was introduced in [22] and it was shown there that consider-
ation of the ML-α model as a closure model to Reynolds averaged equations
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in turbulent channels and pipes leads to the similar reduced system as the
Leray-α (see, e.g., [9]) and the Navier-Stokes-α models (see, e.g., [6, 17]).
Thus using (5.1.1) is equally effective as using other α subgrid scale models
in infinite channels and pipes. Moreover some important analytical proper-
ties of the ML-α are proved in [22] , in particular interest for us is a global
well-posedness in both 2D and 3D and the existence of a global attractor in
the properly chosen phase space.
In this chapter we are interested in the long-time behaviour of solutions of
the system (5.1.1) in three-dimensional case. More precisely we are going to
show the existence of an inertial manifold (IM) for the ML-α system subject
to periodic boundary conditions. The analogous result for system (5.1.1) in
the 2D case was proved in [20].
In the case of equation (5.1.1), the spectral gap condition is valid for a
2D torus (which is used for the proving of the existence of an IM in [20]), but
it already fails for the case of a 3D torus. Thus, the situation in the 3D case
is essentially different (in comparison with the 2D case considered in [20]),
so the result of [20] cannot be extended in a straightforward way to the 3D
case and new ideas and methods are required to handle it.
In this chapter we develop further the spatial averaging method. Previ-
ously this method has been applied only to scalar equations, see [25,33,34,60],
because in the case of systems it is in general impossible to find a scalar op-
erator 〈F ′(u)〉 to fulfil the condition mentioned above (the scalar operator
〈F ′(u)〉 naturally becomes a matrix in this case which is not allowed in the
spatial averaging method).
Fortunately, we succeed to overcome this problem for equations (5.1.1)
due to the specific form of the Navier-Stokes nonlinearity which allows us to
take 〈F ′(u)〉 = 0. One more non-trivial problem arising here is the choice
of the proper cut-off of the nonlinearity F . We recall that the abstract con-
structions of the IM deal only with the globally Lipschitz nonlinearities, so
the initial nonlinearity should be somehow cut off outside of the global at-
tractor or absorbing ball in order to fulfil this condition. Being relatively
straightforward for the case where the spectral gap condition is satisfied, this
cut-off procedure becomes delicate and non-trivial when the spatial averaging
method is used since we should not destroy the possibility to approximate
F ′(u) by scalar operators (on the intermediate modes) under the cut-off pro-
cedure, see [34] for more details. Actually, the original cut-off procedure
suggested in [34] seems not working in our case and to overcome this prob-
lem, we suggest below a new general method which is based on a direct
truncation of the Fourier modes in the nonlinearity F (u) which does not de-
stroy the condition 〈F ′(u)〉 = 0 in the case of equations (5.1.1). We note
that this method is applicable to the scalar cases mentioned before and leads
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to essential simplifications there as well.
The chapter is organized as follows: in Section 5.2 we formulate some nec-
essary background related with the Navier-Stokes equations and give basic
definitions. In Section 5.3, some dissipativity and regularity results for equa-
tions (5.1.1) in higher energy spaces (including the existence and smoothness
of the corresponding global attractor) which are necessary for our method
of constructing the IM are proved. The alternative approach of construct-
ing inertial manifolds via spatial averaging which does not utilize the cone
property and the graph transform, but based on the Perron method, is devel-
oped in Section 5.4. Finally, Section 5.5 is devoted to the proof of the main
result on the existence of an IM for ML-α model (5.1.1) (in particular, our
new cut-off procedure is presented here) and to discussion of the analogous
results concerning some other α models.
5.2 Preliminaries
In this section, we recall some basic definitions and standard results which
will be used throughout the chapter. Let T3 = [−pi, pi]3 and let Hs(T3),
s ∈ R, be the classical Sobolev spaces on a torus T3. Then every function
u ∈ (L2(T3))3 can be split into the Fourier series
u(x) =
∑
n∈Z3
une
in·x, un =
1
(2pi)3
∫
T3
u(x)ein·x ∈ C3, (5.2.1)
where n · x = ∑3j=1 nj · xj is a standard inner product in R3. Moreover, due
to the Plancherel theorem, the norm in the space (Hs(T3))3 is defined by
‖u‖2(Hs(T3))3 = |u0|2 +
∑
n∈Z3 n6=0
|n|2s|un|2, |n|2 := n21 + n22 + n23. (5.2.2)
The Leray-Helmholtz orthoprojector P : (L2(T3))3 → H := P (L2(T3))3 to
divergence-free vector fields with zero mean can be defined as follows
Pu :=
∑
n∈Z3 n 6=0
Pnune
ix·n, u =
∑
n∈Z3
une
in·x (5.2.3)
and the 3× 3-matrices Pn are defined by
Pn :=
1
|n|2
n22 + n23 , −n1n2 , −n1n3−n1n2 , n21 + n23 , −n2n3
−n1n3 , −n2n3 , n21 + n22
 . (5.2.4)
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All of the matrices Pn are orthonormal projectors in C3, so their norms are
equal to one: ‖Pn‖ = 1, for all n 6= 0. Moreover, the projector P commutes
with the Laplacian:
∆P = P∆
and we may define the Stokes operator A := −P∆ as the restriction of the
Laplacian to the divergence free vector fields. The domain D(A) of this
operator is given by
D(A) := (H2(T3))3 ∩ {∇ · u = 0} ∩ {〈u〉 = 0}.
We define a scale of Hilbert spaces Hs := D(As/2), s ∈ R. Then, it is not
difficult to show
Au = −P∆u = −∆u, for all u ∈ D(A). (5.2.5)
Hs := D(As/2) = (Hs(T3))3 ∩ {∇ · u = 0} ∩ {〈u〉 = 0}
(see, e.g., [55]) and, due to the Parseval equality, the norm in this space can
be defined by
‖u‖2Hs =
∑
n∈Z3,n 6=0
|n|2su2n, u ∈ Hs. (5.2.6)
For u1, u2 ∈ H1 we define the standard bilinear form associated with the
Navier-Stokes equation:
B(u1, u2) := P ((u1 · ∇)u2). (5.2.7)
The bilinear formB : H1×H1 → H−1 is continuous and satisfies the following
estimates:
|(B(u1, u2), u3)| ≤ c‖u1‖H1‖u2‖
1
2
H1‖Au2‖
1
2
H‖u3‖H , (5.2.8)
for every u1 ∈ H1, u2 ∈ H2 and u3 ∈ H (here and below (u, v) stands for the
standard inner product in (L2(T3))3),
|(B(u1, u2), u3)| ≤ c‖u1‖1/2H ‖u1‖1/2H1 ‖u2‖H1‖u3‖H1 , (5.2.9)
and
(B(u1, u2), u3) = −(B(u1, u3), u2), for every u1, u2, u3 ∈ H1 (5.2.10)
and, consequently,
(B(u1, u2), u2) = 0, for every u1, u2 ∈ H1. (5.2.11)
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Applying the Helmholtz-Leray orthogonal projection P to equation (5.1.1)
we get 
ut + νAu+B(u, u¯) = f,
u = u¯+ α2Au¯.
u(0) = u0,
(5.2.12)
where we assume that Pf = f . We always can do so due to the modification
of the pressure p in such a way that it includes the gradient part of f .
Also, from the second equation of (5.2.12), we have
1
1 + α2
‖u‖2H ≤ ‖u¯‖2H2 ≤
1
α2
‖u‖2H . (5.2.13)
Let us define the main object of this chapter, namely, the inertial manifold
(IM) associated with the modified Leray-α model.
Definition 5.2.1. A subsetM⊂ H is called an inertial manifold for problem
(5.2.12) if the following conditions are satisfied:
1. M is positively invariant with respect to the solution semigroup S(t),
i.e. S(t)M⊂M, for all t ≥ 0;
2. M is a finite-dimensional Lipschitz manifold, i.e. there exist an open
set V ⊂ PNH and a Lipschitz continuous function Φ : PNH → QNH such
that
M := {u+ + Φ(u+), u+ ∈ V }, (5.2.14)
where PN is the orthoprojector to the first N Fourier modes and QN =
Id− PN .
3. M attracts exponentially all solutions of (5.2.12), i.e. there exist
positive constants C and γ such that for every u0 ∈ H there exists v0 ∈ M
such that
‖S(t)u0 − S(t)v0‖H ≤ Ce−γt‖u0 − v0‖H , t ≥ 0. (5.2.15)
5.3 Dissipative estimates
This section is devoted to the proof of the boundedness of the attractor for
the semigroup S(t) associated with equation (5.2.12) in H3-norm. These
estimates are important in the prove of the boundedness and Lipschitz conti-
nuity of the cut-off version of the nonlinearity, which is one of the conditions
for the existence of an IM (see Theorem (5.5.1)). The reasoning provided
here is formal and can be justified by using, e. g., Galerkin approximation
scheme. In [22] there were obtained H1 and H2-estimates on u¯(t) which
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we are going to use in order to prove the boundedness of the H3-norm of
w := u− v, where u is a solution of the problem (5.2.12) and v is a solution
of the stationary problem{
νAv +B(v, v¯) = f,
v = v¯ + α2Av¯.
. (5.3.1)
We start with proving the required regularity result for the auxiliary equation
(5.3.1).
Lemma 5.3.1. Let the function f ∈ H and α, ν > 0. Then, there exists at
least one weak solution v ∈ H1 of the elliptic problem (5.3.1). Moreover, any
solution v of (5.3.1) belongs to H2 and the following estimate holds
‖v‖H2 ≤ C‖f‖H(1 + ‖f‖4/3H ), (5.3.2)
where the constant C depends on α and ν and is independent of v and f .
Proof. We give below only the formal derivation of estimate (5.3.2) which can
be justified in a standard way. First, we multiply (5.3.1) by v¯ and integrate
over T3. Then, using that v = v¯ + α2Av¯ together with (5.2.11), we get
ν‖v¯‖2H1 + να2‖v¯‖2H2 = (f, v¯)
and, consequently, by the Cauchy-Schwarz inequality and inequality (5.2.13),
‖v‖2H ≤ (1 + α2)‖v¯‖2H2 ≤
1 + α2
4α2ν2
‖f‖2H . (5.3.3)
In order to obtain the H2-estimate for v, we multiply equation (5.3.1) by Av
and estimate the nonlinear term as follows:
|(B(v, v¯), Av)| ≤ C‖v‖H‖Av‖H‖∇v¯‖L∞ ≤
≤ C1‖v‖H‖v¯‖3/4H2 ‖v¯‖1/4H4 ‖Av‖H ≤ C2‖v‖7/4H ‖Av‖5/4H , (5.3.4)
where we have used the interpolation inequality ‖u‖L∞ ≤ C‖u‖3/4H1 ‖u‖1/4H3 and
inequality (5.2.13). This together with the Cauchy-Schwarz inequality gives
ν‖Av‖2H ≤ C2‖v‖7/4H ‖Av‖5/4H + ‖f‖H‖Av‖H .
Then, by the Young inequality, we have
‖Av‖2H ≤ C‖v‖14/3H + C‖f‖2H
and combining this estimate with (5.3.3), we end up with the desired estimate
(5.3.2) and finish the proof of the lemma.
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We now turn to the non-stationary equation and state the well-posedness
and solvability results obtained in [22].
Theorem 5.3.2. Let f ∈ H, then problem (5.2.12) is uniquely solvable for
any u¯0 ∈ H1. Moreover, for any solution u¯(t) of equation (5.2.12) the fol-
lowing properties are valid:
1) Dissipativity of u¯(t) in Hs, s = 1, 2 :
‖u¯(t)‖Hs ≤ e−γtQs(‖u¯(0)‖Hs) +K, (5.3.5)
for some monotone function Qs which depends on s, α and ν, constant K
which depends on s,α, ν and ‖f‖H , and constant γ which depends on ν.
2) Smoothing property:
‖u¯(t)‖H2 ≤ Ct−1/2Q(‖u¯(0)‖H1) +K, (5.3.6)
for some positive constants C,K which depend on α, ν and ‖f‖H and for
some monotone function Q which depends on α and ν.
Proof. For the sake of completeness we provide a sketch of the proof of the
estimates (5.3.5) and (5.3.6) from [22]. We give below only the formal deriva-
tion of estimates (5.3.5) and (5.3.6) which can be justified e.g., using the
Galerkin approximations.
To verify the dissipative estimate for u¯(t) ∈ H1, we take the inner product
of (5.2.12) with u¯ and obtain
1
2
d
dt
(‖u¯‖2H +α2‖u¯‖2H1)+ν(‖u¯‖2H1 +α2‖u¯‖2H2)+(B(u, u¯), u¯) = (f, u¯). (5.3.7)
Since f ∈ H, due to the Cauchy-Schwarz and Young’s inequalities, we have
|(f, u¯)| ≤ 1
2ν
‖f‖2H +
ν
2
‖u¯‖2H ≤
1
2ν
‖f‖2H +
ν
2
‖u¯‖2H1 . (5.3.8)
Using property (5.2.11) of the bilinear form B, we get
d
dt
(‖u¯‖2H + α2‖u¯‖2H1) + ν(‖u¯‖2H1 + α2‖u¯‖2H2) ≤
1
ν
‖f‖2H . (5.3.9)
Using the Poincare´ inequality, we obtain
d
dt
(‖u¯‖2H + α2‖u¯‖2H1) + ν(‖u¯‖2H + α2‖u¯‖2H1) ≤
1
ν
‖f‖2H . (5.3.10)
Finally, application of Gronwall’s inequality gives us
‖u¯(t)‖2H + α2‖u¯(t)‖2H1 ≤ e−νt(‖u¯(0)‖2H + α2‖u¯(0)‖2H1) + Cν‖f‖2H . (5.3.11)
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Thus, we have proved the desired estimate (5.3.5) for s = 1. Let us deduce
now the dissipative estimate for u¯ ∈ H2. To this end, we multiply (5.2.12)
by Au¯. We get
1
2
d
dt
(‖u¯‖2H1 + α2‖u¯‖2H2) + ν(‖u¯‖2H2 + α2‖u¯‖2H3) + (B(u, u¯), Au¯) = (f, Au¯).
(5.3.12)
Obviously,
|(f, Au¯)| ≤ 1
2ν
‖f‖2H +
ν
2
‖Au¯‖2H . (5.3.13)
Due to estimates (5.2.9), (5.2.13), interpolation inequality ‖u¯‖2H2 ≤ ‖u¯‖H1 ×
‖u¯‖H3 , and Ho¨lder’s inequality,
|(B(u, u¯), Au¯)| ≤ C‖u‖1/2H ‖u‖1/2H1 ‖u¯‖H1‖Au¯‖H1 ≤ C¯‖u¯‖H1‖u¯‖1/2H2 ‖u¯‖3/2H3 ≤
C¯‖u¯‖5/4H1 ‖u¯‖7/4H3 ≤
1
2
Cν‖u¯‖10H1 +
να2
2
‖u¯‖2H3 . (5.3.14)
Substitution of (5.3.13) and (5.3.14) into (5.3.12) together with the Poincare´
inequality
‖u¯‖2H1 + α2‖u¯‖2H2 ≤ ‖u¯‖2H2 + α2‖u¯‖2H3
give us
d
dt
(‖u¯‖2H1 +α2‖u¯‖2H2) + ν(‖u¯‖2H1 +α2‖u¯‖2H2) ≤
1
ν
‖f‖2H +Cν‖u¯‖10H1 . (5.3.15)
Using inequality (5.3.11) for estimating the H1-norm of u¯ in the right-hand
side of (5.3.15) and applying the Gronwall inequality to (5.3.15), we end up
with the desired dissipative estimate for s = 2.
Let us finally deduce the smoothing property (5.3.6). To this end, we
integrate (5.3.9) from 0 to t and obtain
ν
∫ t
0
(‖u¯(τ)‖2H1+α2‖u¯(τ)‖2H2)dτ ≤ ‖u¯(0)‖2H+α2‖u¯(0)‖2H1+t
1
ν
‖f‖2H . (5.3.16)
Multiplying (5.3.15) by t, integrating with respect to time on [0, t), with
t ∈ (0, 1], and using (5.3.16), we finally arrive at
t(‖u¯(t)‖2H1 + α2‖u¯(t)‖2H2) ≤ Cν(‖u¯(0)‖2H + α2‖u¯(0)‖2H1)+
tQ1(‖u¯(0)‖H1) + tQ2(‖f‖H), (5.3.17)
and smoothing property (5.3.6) is proved for t ≤ 1. To verify this estimate
for t > 1, it is enough to use that
‖u¯(t)‖H2 ≤ e−γ(t−1)Q2(‖u¯(1)‖H2) +K
which follows from (5.3.5) and the theorem is also proved.
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Theorem 5.3.3. Let f ∈ H then for any solution u(t) of the problem (5.2.12)
the following dissipative estimates hold:
‖u(t)‖Hs ≤ Qs(‖u(0)‖Hs)e−γt +K, (5.3.18)
where s = 1, 2, the monotone function Qs depends on s, ν and α, the positive
constant γ depends on ν and K depends on s, ν and ‖f‖H . Moreover the
following smoothing property is valid:
‖u(t)‖Hs ≤ t−NsGs(‖u(0)‖H) +K, t > 0, (5.3.19)
where s = 1, 2, Ns > 0 and dependence only on s, Gs is a monotone function
which depends on s, ν and α.
Proof. Again, we give below only the formal derivation of estimates (5.3.18)
and (5.3.19) which can be justified by Galerkin approximations.
H1-estimate on u.
Let us take the inner product of (5.2.12) with Au. Then we obtain
1
2
d
dt
‖u‖2H1 + ν‖Au‖2H + (B(u, u¯), Au) = (f, Au). (5.3.20)
By the Cauchy-Schwarz and Young’s inequalities, we have
|(f, Au)| ≤ ‖f‖H‖Au‖H ≤ cν‖f‖2H +
ν
4
‖Au‖2H . (5.3.21)
Then we use estimates (5.2.8) and (5.2.13) together with interpolation in-
equality to deduce
|(B(u, u¯), Au)| ≤ c‖u‖H1‖u¯‖1/2H1 ‖Au¯‖1/2H ‖Au‖H ≤
c1‖u‖1/2H ‖Au‖1/2H ‖u‖1/2H ‖u¯‖1/2H1 ‖Au‖H ≤ c2‖u‖3/2H ‖Au‖3/2H ≤
Cν‖u‖6H +
ν
4
‖Au‖2H . (5.3.22)
Consequently, equation (5.3.20) transforms into
d
dt
‖u‖2H1 + ν‖u‖2H1 ≤ 2Cν‖u‖6H + 2cν‖f‖2H , (5.3.23)
Finally, applying Gronwall’s inequality and using estimate (5.3.5) we get
‖u(t)‖2H1 ≤ e−νtQ1(‖u(0)‖H1) +Q(‖f‖H), (5.3.24)
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which is the desired estimate (5.3.18). It remains to prove only the smoothing
property (5.3.19). Let us notice that integrating (5.3.15) from 0 to t and using
(5.3.5), we have ∫ t
0
‖u(τ)‖2H1dτ ≤ Q(‖u(0)‖H) + tQ(‖f‖H). (5.3.25)
Thus multiplying equation (5.3.23) by t, integrating over the interval (0, t),
for t ≤ 1, and using (5.3.25) together with (5.3.5) for s = 2, we come to
t‖u(t)‖2H1 ≤ Q˜(‖u(0)‖H) + tQ˜(‖f‖H), (5.3.26)
which is the desired estimate (5.3.19) for s = 1.
H2-estimate on u.
Let us notice that since f 6∈ H1 the straightforward multiplication of
equation (5.2.12) on A2u does not help to deduce the dissipative estimate
for the H2-norm. Instead of this we will obtain the dissipative estimate on
‖∂tu(t)‖H which is in fact equivalent to the ‖u(t)‖H2 . Indeed, estimating the
term νAu from equation (5.2.12), we get
ν‖Au(t)‖H ≤ ‖∂tu(t)‖H + ‖B(u(t), u¯(t))‖H + ‖f‖H , (5.3.27)
so we only need to estimate the H-norm of the nonlinearity B(u, u¯) as follows
‖B(u(t), u¯(t))‖H ≤ C‖u(t)‖H‖∇u¯(t)‖L∞ ≤ C1‖u(t)‖H‖u(t)‖H1 ≤
C1‖u(t)‖2H1 . (5.3.28)
Therefore,
ν‖Au(t)‖H ≤ ‖f‖H + ‖∂tu(t)‖H + C‖u(t)‖2H1 . (5.3.29)
On the other hand,
‖∂tu(t)‖H ≤ ν‖Au(t)‖H + ‖f‖H + C‖u(t)‖2H1 (5.3.30)
and keeping in mind already proved estimate (5.3.18) with s = 1, we see that
the dissipative estimates for u(t) in H2 and for ‖∂tu(t)‖H are equivalent.
To obtain the desired estimate for ∂tu, we differentiate equation (5.2.12)
with respect to t and denote φ = ∂tu. This gives
∂tφ+ νAφ+B(φ, u¯) +B(u, φ¯) = 0, (5.3.31)
where φ¯ = (Id+ α2A)−1φ. Taking the inner product with φ, we obtain
1
2
d
dt
‖φ‖2H + ν‖φ‖2H1 + (B(φ, u¯), φ) + (B(u, φ¯), φ) = 0. (5.3.32)
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To estimate the last two terms we use property (5.2.8) of B, Ho¨lder’s in-
equality, the interpolation inequality
‖φ‖2H ≤ ‖φ‖H−1‖φ‖H1 (5.3.33)
and the Young inequality. Then, we get
|(B(φ, u¯), φ)| ≤ c‖φ‖H1‖u¯‖1/2H1 ‖Au¯‖1/2H ‖φ‖H ≤
≤ c‖φ‖3/2H1 ‖u¯‖1/2H1 ‖u‖1/2H ‖φ‖1/2H−1 ≤
ν
4
‖φ‖2H1 + Cν‖u¯‖2H1‖u‖2H‖φ‖2H−1 . (5.3.34)
Analogously,
|(B(u, φ¯), φ)| ≤ c‖u‖H1‖φ¯‖1/2H1 ‖φ¯‖1/2H2 ‖φ‖H ≤
≤ C‖u‖H1‖φ‖1/2H−1‖φ‖3/2H ≤ C1‖u‖H1‖φ‖5/4H−1‖φ‖3/4H1 ≤
ν
4
‖φ‖2H1 + Cν‖u‖8/5H1 ‖φ‖2H−1 . (5.3.35)
Estimating φ = ∂tu from equation (5.2.12) and using (5.3.28), we get
‖φ(t)‖H−1 ≤ ‖f‖H + ν‖u(t)‖H1 + ‖B(u(t), u¯(t))‖H ≤
C‖u(t)‖H1(1 + ‖u(t)‖H1) + ‖f‖H . (5.3.36)
Finally, (5.3.34) and (5.3.35) can be estimated as
|(B(φ, u¯), φ)|+ |(B(u, φ¯), φ)| ≤ ν
2
‖φ‖2H1 +Q(‖u(t)‖H1) +Q(‖f‖H), (5.3.37)
for some monotone function Q. After substitution of (5.3.37) equation
(5.3.32) turns into
d
dt
‖φ‖2H + ν‖φ‖2H1 ≤ Q(‖u(t)‖H1) +Q(‖f‖H). (5.3.38)
Applying Gronwall’s inequality, estimating the right-hand side by (5.3.18)
with s = 1 and expressing the value ∂tu(0) using (5.3.30), we get
‖∂tu(t)‖H ≤ Q1(‖u(0)‖H2)e−γt +Q1(‖f‖H), (5.3.39)
where γ > 0 and Q1 is some monotone function. Together with (5.3.29) this
finishes the proof of the dissipative estimate for the H2-norm of u(t). To
obtain the smoothing property (5.3.19) we multiply inequality (5.3.38) by t2
and integrate over the interval (0, t) for 0 < t ≤ 1.
t2‖φ‖2H + ν
∫ t
0
τ 2‖φ‖2H1dτ ≤
∫ t
0
2τ‖φ‖2Hdτ +Q(‖u(0)‖H1) +Q(‖f‖H).
(5.3.40)
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Due to the interpolation inequality (5.3.33) and estimate (5.3.36), we have
t2‖φ‖2H + ν
∫ t
0
τ 2‖φ‖2H1dτ ≤ ν
∫ t
0
τ 2‖φ‖2H1dτ + Cν
∫ t
0
‖φ‖2H−1dτ+
+Q(‖u(0)‖H1) +Q(‖f‖H) ≤ ν
∫ t
0
τ 2‖φ‖2H1dτ +Q1(‖u(0)‖H1) +Q1(‖f‖H).
(5.3.41)
Finally, due to estimates (5.3.29) and (5.3.30) we can bound ‖u(t)‖H2 from
above in terms of ‖φ(t)‖H and therefore obtain smoothing property (5.3.19)
for t ≤ 1. For t > 1 it can be derived from (5.3.18) exactly as in the proof of
Theorem 5.3.2 and the theorem is proved.
Let us consider equation on w := u−v, where u solves problem (5.1.1) and
v ∈ H2 solves the stationary problem (5.3.1) (there may be several solutions
of this problem, we just fix one of them). After applying Helmholtz-Leray
projection we get
∂tw + νAw +B(w, w¯) +B(v, w¯) +B(w, v¯) = 0,
w = w¯ + α2Aw¯,
w(0) = w0.
(5.3.42)
In the sequel, we will study the solutions w and the attractor of the equation
(5.3.42) instead of solutions u of equation (5.1.1). The advantage of this
approach is that the solutions of (5.3.42) are more regular. Indeed, the
regularity of the solution u(t) is restricted by the regularity of the external
forces f and we cannot expect more regularity than H2 from the solution u
if the external force f ∈ H only. In contrast to this, as we see from the next
theorem, the solution w(t) will be at least H3 even if f ∈ H only.
Theorem 5.3.4. Let w(t) be a solution of equation (5.3.42) with w(0) ∈ H3.
Then w(t) ∈ H3 for all t ≥ 0 and the following dissipative estimate holds:
‖w(t)‖H3 ≤ Q(‖w(0)‖H3)e−γt + Q˜(‖f‖H), (5.3.43)
where the monotone function Q and positive constant γ depend on α and
ν, and the monotone function Q˜ depends on ν. Moreover, the following
smoothing property is valid:
‖w(t)‖H3 ≤ (1 + t−N)Q(‖w(0)‖H) + Q˜(‖f‖H), t > 0, (5.3.44)
where as before monotone function Q depends on α and ν and the monotone
function Q˜ depends on ν.
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Proof. Let us take the inner product of equation (5.3.42) with A3w. Then,
we get
1
2
d
dt
‖w‖2H3+ν‖w‖2H4+(B(w, w¯), A3w)+(B(w, v¯), A3w)+(B(v, w¯), A3w) = 0.
(5.3.45)
Using Ho¨lder’s and Young’s inequalities and the fact that H2(T3) is an alge-
bra, we obtain
|(B(w, w¯), A3w)| = |(AB(w, w¯), A2w)| ≤ 1
ν
‖B(w, w¯)‖2H2 +
ν
4
‖w‖2H4
≤ C‖w‖2H2‖w‖2H1 +
ν
4
‖w‖2H4 , (5.3.46)
where the constant C depends on ν and α. Similarly,
|(B(v, w¯), A3w)|+ |(B(w, v¯), A3w)| ≤
≤ C‖v‖2H2‖w‖2H1 +C‖v‖2H1‖w‖2H2 +
ν
4
‖w‖2H4 ≤ 2C‖v‖2H2‖w‖2H2 +
ν
4
‖w‖2H4 ,
(5.3.47)
where the constant C depends on ν and α.
Substituting (5.3.46) and (5.3.47) into (5.3.45) we obtain
d
dt
‖w‖2H3 + ν‖w‖2H4 ≤ C‖w‖2H2(‖w‖2H1 + ‖v‖2H2). (5.3.48)
Estimate (5.3.48) is similar to (5.3.23) and (5.3.38) so arguing exactly as in
the cases of H1- and H2-norms for the equation (5.2.12) we get the desired
estimates (5.3.43) and (5.3.44) for s = 3. Theorem is proved.
Summarizing results of this section we obtain.
Theorem 5.3.5. Let S(t) : H → H be the solution semigroup generated by
equation (5.3.42). Then this semigroup possesses a compact global attractor
A in the phase space H, which is a bounded set in H3.
Proof. Indeed, from the global attractor theory (see, e.g., [19, 56, ?BV]) we
know, that it is sufficient to prove that
1. semigroup S(t) is continuous in H for every fixed t;
2. S(t) possesses a compact absorbing set in H.
From the dissipative estimate (5.3.43) and smoothing property (5.3.44)
it follows that the ball
B := {w ∈ H, ‖w‖2H3 ≤ 2Q˜(‖f‖H)}
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inH3 is an absorbing set inH. Thus, the existence of a compact absorbing set
is verified. To prove the continuity of S(t) in H for every fixed t we consider
two solutions u1 and u2 of equation (5.2.12) with initial values u1(0) = u
0
1
and u2(0) = u
0
2, and v a solution of the stationary problem (5.3.1). Then
subtracting from the equation for u1−v the equation for u2−v and denoting
w := u1 − u2 we get
∂tw + νAw +B(w, u¯1) +B(u2, w¯) = 0. (5.3.49)
By taking the inner product of (5.3.49) with w,
1
2
d
dt
‖w‖2H + ν‖w‖2H1 + (B(w, u¯1), w) + (B(u2, w¯), w) = 0. (5.3.50)
We estimate the nonlinear terms using the Ho¨lder inequality with exponents
2, 3 and 6 and the embedding H1 ⊂ L6. This gives
|(B(w, u¯1), w)| ≤ C‖w‖L2‖∇u¯1‖L3‖w‖L6 ≤
≤ C1‖w‖H‖u¯1‖H2‖w‖H1 ≤ ν
2
‖w‖2H1 + Cν‖u1‖2H‖w‖2H (5.3.51)
and, analogously,
|(B(u2, w¯), w)| ≤ ν
2
‖w‖2H1 + Cν‖u2‖2H‖w‖2H . (5.3.52)
Thus, inserting these estimates into (5.3.49), we obtain
d
dt
‖w‖2H ≤ Cν
(‖u1‖2H + ‖u2‖2H) ‖w‖2H . (5.3.53)
Using Gronwall’s inequality and the fact that the H-norms of ui(t) are under
control, we finally arrive at
‖w(t)‖2H ≤ ‖w(0)‖2HeC
∫ t
0(‖u1(s)‖2H+‖u2(s)‖2H) ds ≤ eC1t‖w(0)‖2H2 . (5.3.54)
Thus, operator S(t) is continuous in H, which together with existence of an
absorbing set gives the existence of a global attractor A ⊂ B ⊂ H3. The
theorem is proved.
5.4 Spatial averaging: the case of zero spatial
mean
In this section, we briefly describe the construction of an inertial manifold
based on the spatial averaging method in the particular case of zero aver-
aging which will be applied below to the modified Leray-α problem. In this
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particular case, we suggest an alternative simplified proof of the existence of
the inertial manifold which follows the Perron method and is based on the
Banach contraction theorem applied in the properly chosen weighted space
of trajectories.
We consider the following abstract parabolic equation in a Hilbert space
H:
∂tu+ Au = F (u), u
∣∣
t=0
= u0, (5.4.1)
where A is a positive definite self-adjoint linear operator with the compact
inverse and F : H → H is the nonlinear operator which is assumed to
be globally Lipschitz continuous with the Lipschitz constant L. Let also λn,
n ∈ N, be the eigenvalues of the operator A enumerated in the non-decreasing
order and en be the corresponding eigenvectors. For any fixed N, k ∈ N such
that k < λN , we define the orthoprojector to the intermediate modes:
RN,ku :=
∑
λN−k<λn<λN+1+k
(u, en)en, u :=
∞∑
n=1
(u, en)en. (5.4.2)
Let us recall that by PN we denote the orthoprojector to the first N Fourier
modes:
PNu :=
N∑
n=1
(u, en)en, u :=
∞∑
n=1
(u, en)en (5.4.3)
and QN := Id−PN . Finally, we assume that the nonlinearity F is Gateaux
differentiable and its derivative F ′(u) ∈ L(H,H) satisfies the spatial av-
eraging principle in the following form: there exists ρ > 0 such that for
every k ∈ N and any δ > 0 there are infinitely many numbers N such that
λN+1 − λN ≥ ρ and
‖RN,k ◦ F ′(u) ◦RN,kv‖H ≤ δ‖v‖H , u, v ∈ H. (5.4.4)
This is a simplified form of the general averaging principle which corresponds
to the case where the spatial averaging of the derivative F is identically
zero, [34, 60]. Since in the sequel we need only this particular case for the
applications to the Navier-Stokes problem, we will not consider the general
case here.
The next theorem can be considered as the main result of the section.
Theorem 5.4.1. Let the above assumptions hold and let the numbers N , k,
ρ and δ involved in the condition (5.4.4) satisfy the inequality
L2
k2
+ 2
δ2
ρ2
+ 2
√
2
L2
kρ
< 1. (5.4.5)
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Then, equation (5.4.1) possesses an N-dimensional inertial manifold in the
sense of Definition 5.2.1
Proof. Following the Perron method, we will construct the desired inertial
manifold by solving the backward in time problem
∂tu+ Au = F (u), t ∈ R−, PNu
∣∣
t=0
= u+0 ∈ PNH, (5.4.6)
(where the upper index “ + ” in the notation u+0 indicates that it belongs to
H+ := PNH) in the weighted trajectory space L2θ(R−, H) with the norm
‖u‖2L2θ :=
∫ 0
−∞
e2θt‖u(t)‖2H dt
with θ := λN+λN+1
2
. Then the desired Lipschitz continuous function Φ :
PNH → QNH is defined by the expression
Φ(u+0 ) := QNu(0),
where u(t) is the unique solution of (5.4.6), see [60, Theorem 2.7] for more
details. To solve problem (5.4.6) we need to study the associated linear
non-homogeneous problem on the whole line t ∈ R:
∂tv + Av = h(t), v, h ∈ L2θ(R, H). (5.4.7)
Lemma 5.4.2. Let λN+1 > λN . Then, for any h ∈ L2θ(R, H), there is
a unique solution v ∈ L2θ(R, H) of the equation (5.4.7) and the following
estimate holds:
‖v‖L2θ ≤
2
λN+1 − λN ‖h‖L2θ . (5.4.8)
Proof of the lemma. The proof of this lemma follows from the estimate for
the Fourier modes vn of the solution v:
‖vn‖2L2θ(R) ≤
1
(λn − θ)2‖hn‖
2
L2θ(R)
(5.4.9)
which in turn can be easily verified using the explicit formula for the solution
vn of the following ODE
v′′n(t) + λnvn(t) = hn(t).
132
Then, using the obvious fact that the maximal value of the factor 1
(λn−θ)2 is
achieved at n = N and at n = N + 1, we have
‖v‖2L2θ(R,H) =
∞∑
n=1
‖vn‖2L2θ(R) ≤
∞∑
n=1
1
(λn − θ)2‖hn‖
2
L2θ(R)
≤
≤ 4
(λN+1 − λN)2
∞∑
n=1
‖hn‖2L2θ(R) =
4
(λN+1 − λN)2‖h‖
2
L2θ(R,H)
(5.4.10)
and formula (5.4.8) is proved.
At the next step, we transform equation (5.4.6) to the equivalent problem
defined on the whole line t ∈ R. Namely, we introduce the new variable
w(t) := u(t)− e−Atu+0 and the new nonlinearity:
F˜ (w, u+0 ) :=
{
F (w(t) + eAtu+0 ), t ≤ 0
0, t > 0.
(5.4.11)
Then, it is not difficult to see that the problem (5.4.6) is equivalent to the
following problem defined on the whole line t ∈ R:
∂tw + Aw = F˜ (w, u
+
0 ), w ∈ L2θ(R, H) (5.4.12)
or denoting by T : L2θ(R, H) → L2θ(R, H) the solution operator of problem
(5.4.7), we arrive at
w = T ◦ F˜ (w, u+0 ) := G(w, u+0 ), w ∈ L2θ(R, H), (5.4.13)
see [60, Theorem 2.7] for the details. We want to solve (5.4.13) using the
Banach contraction theorem and to this end we only need to check that the
right-hand side is globally Lipschitz with Lipschitz constant less than one.
Note that the function F˜ is obviously globally Lipschitz in L2(R, H) with
Lipschitz constant L (since F is Lipschitz in H with the same constant), so
the estimate (5.4.8) gives that the Lipschitz constant of G with respect to w
does not exceed 2L
λN+1−λN , so the existence of a solution is straightforward if
λN+1 − λN > 2L (5.4.14)
and this is the classical spectral gap assumption in the theory of inertial
manifolds.
In our case, the spectral gap assumption is not assumed to be satisfied and
G may be not a contraction in the initial norm in the space H. However, the
spatial averaging assumption (5.4.4) together with estimates (5.4.9) allows
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us to verify the contraction in the properly chosen equivalent norm in H.
Namely, let
‖u‖2ε := ε2‖RN,ku‖2H + ‖(1−RN,k)u‖2H . (5.4.15)
Then, using (5.4.9), we see that
‖(1−RN,k)T ◦ F˜ ′w(u)z‖2L2θ(R,H) ≤
L2
k2
‖z‖2L2θ(R,H) ≤
L2
k2
(
1 +
1
ε2
)
‖z‖2L2θ(R,Hε).
Using now the spatial averaging assumption, we estimate the intermediate
part as follows:
ε2‖RN,kT ◦ F ′w(u)z‖2L2θ(R,H) ≤ 2ε
2‖RN,kT ◦ F ′w(u)RN,kz‖2L2θ(R,H)+
+ 2ε2‖RN,kT ◦ F ′w(u)(1−RN,k)z‖2L2θ(R,H) ≤ 2ε
2 δ
2
ρ2
‖RN,kz‖2L2θ(R,H)+
2ε2
L2
ρ2
‖(1−RN,k)z‖2L2θ(R,H) ≤ 2
δ2 + ε2L2
ρ2
‖z‖2L2θ(R,Hε). (5.4.16)
Thus, combining the last two estimates, we get
‖T ◦ F˜ ′w(u)z‖2L2θ(R,Hε) ≤
(
L2
k2
(
1 +
1
ε2
)
+ 2
δ2 + ε2L2
ρ2
)
‖z‖2L2θ(R,Hε). (5.4.17)
Fixing now ε2 = ρ√
2k2
, we finally get
‖G′w(w, u+0 )‖2L(L2θ(R,Hε),L2θ(R,Hε)) ≤
L2
k2
+ 2
δ2
ρ2
+ 2
√
2
L2
kρ
(5.4.18)
and assumption (5.4.5) guarantees that G(w, u+0 ) is a contraction in the space
L2θ(R, Hε) and therefore, by Banach contraction theorem there is a unique
solution of problem (5.4.6) for every u+0 ∈ PNH. This gives the existence of
the inertial manifold. Its Lipschitz continuity and exponential tracking are
verified repeating word by word the arguments given in [60], so we omit them
here. Theorem 5.4.1 is proved.
5.5 An inertial manifold for the modified
Leray-α model
In this section, we apply the abstract Theorem 5.4.1 to the modified Leray-α
model. First, we adapt this theorem to the case of 3D torus. Namely, in
slight abuse of the previous notations, we define the projector RN,k to the
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intermediate modes as follows: let N ∈ N and k > 0 be such that N > k,
then
RN,ku =
∑
n∈Z3:N−k≤|n|2≤N+k+1
une
in·x. (5.5.1)
Then, we consider the following abstract model
∂tw + νAw + F(w) = 0, (5.5.2)
where F(w) is some nonlinear function and A as before is the Stokes operator.
We recall that the spectrum of the Stokes operator A consists of all integers
which can be written as a sum of 3 squares, so by the Legendre 3 square
theorem, of all n’s which are not of the form n = 4a(8b+7). Thus, we do not
have gaps in the spectrum of length more than 3 and the typical distance
between the subsequent non-equal eigenvalues is one. Applying the abstract
Theorem 5.4.1 to this particular case, we get the following theorem.
Theorem 5.5.1. Let the nonlinearity F(w) : H → H be globally bounded,
globally Lipschitz continuous and Gateaux differentiable and assume that, for
every δ > 0 and k > 0, there exist infinitely many values of N ∈ N satisfying
‖RN,k ◦ F ′(w) ◦RN,kv‖H ≤ δ‖v‖H , (5.5.3)
for every w, v ∈ H. Assume also that
L2
k2
+ 2
δ2
ν2
+ 2
√
2
L2
kν
< 1, (5.5.4)
where L is a Lipschitz constant of the nonlinearity. Then, for all such N ’s
there exists a finite dimensional Lipschitz continuous inertial manifold for
problem (5.5.2) which is the graph over the linear subspace generated by all
Fourier modes eix·n satisfying |n|2 ≤ N .
Remark 5.5.2. Let us notice that in contrast to the cases of reaction-
diffusion equation and Cahn-Hilliard equation which are considered in [34]
and [25], respectively, in order to satisfy conditions of Theorem 5.5.1 we are
going to apply the cut-off procedure in the Fourier space instead of the phys-
ical one that was proposed earlier. The choice of the truncation function is
dictated by the specific form of the nonlinearity and guaranties the validity
of the estimate (5.5.3) in the form which is written here without adding the
dependence on the higher norms of w.
Obviously, the nonlinearity F (w) := B(w, w¯) + B(w, v¯) + B(v, w¯) does
not satisfy conditions of Theorem 5.5.1 and therefore this theorem is not
applicable directly. According to Theorem 5.3.5, the set
B3 = {u ∈ H3, ‖u‖H3 ≤ C∗} (5.5.5)
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is an absorbing ball. Since we are mainly interested in the long-time be-
haviour of a solution of the equation (5.3.42) we may freely modify the non-
linearity F (w) outside of B3. To do this, we introduce the following cut-off
function θ ∈ C∞0 (C) such that
θ(ξ) = ξ when |ξ| ≤ 1 and |θ(ξ)| ≤ 2, ∀ξ ∈ C. (5.5.6)
and let ~θ(ξ) := (θ(ξ1), θ(ξ2), θ(ξ3))t ∈ C3, where ξ = (ξ1, ξ2, ξ3) ∈ C3 be the
corresponding vector-valued version of this cut off function.
Then we cut off the unknown variable in the nonlinear terms in (5.3.42)
by replacing it by W (w), where the function W : H → H is defined as
follows:
W (w) :=
∑
j∈Z3,j 6=0
C∗
|j|3Pj
~θ
( |j|3wj
C∗
)
eix·j, (5.5.7)
where C∗ is the size of the absorbing ball (5.5.5), Pj are the Leray projector
matrices defined by (5.2.4) and
w =
∑
j∈Z3,j 6=0
wje
ix.j
(we remind that w = (w1, w2, w3) is a vector variable and each coefficient
wj = (w
1
j , w
2
j , w
3
j ) ∈ C3 is also a vector). The next lemma shows that this
cut off procedure does not change the equation on the attractor A.
Lemma 5.5.3. For every w ∈ B3 (where B3 is an absorbing ball of the
equation (5.3.42) defined by (5.5.5)), we have
W (w) = w.
Proof. Indeed, according to (5.5.5),∑
j 6=0
|j|6|wj|2 ≤ C2∗
and therefore
|wkj | ≤
C∗
|j|3 , k = 1, 2, 3, j ∈ Z
3\{0}.
Thus θ(|j|3wkj /C∗) = |j|3wkj /C∗ and W (w) = w.
The basic properties of the map W are collected in the following two
lemmas.
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Lemma 5.5.4. The map W is globally bounded as a map from H to H3/2−ε
for all ε > 0, i.e.,
‖W (w)‖H3/2−ε ≤ Cε, (5.5.8)
where the constant Cε depends on ε > 0, but is independent of w ∈ H.
Moreover, the map W is globally Lipschitz as a map from H to H:
‖W (w1)−W (w2)‖H ≤ L1‖w1 − w2‖H , (5.5.9)
where the constant L1 is independent of wi ∈ H.
Proof. Indeed, from the explicit form of W (w) and the fact that ~θ is bounded,
we have
‖W (w)‖2H3/2−ε ≤ 4
∑
j∈Z3 j 6=0
|j|3−2ε C
2
∗
|j|6 < C1
∑
j∈Z3 j 6=0
1
|j|3+2ε ≤ Cε (5.5.10)
and the global boundedness is proved. Analogously, using that ~θ′ is globally
bounded, we have∣∣∣∣~θ( |j|3(w1)jC∗
)
− ~θ
( |j|3(w2)j
C∗
) ∣∣∣∣ ≤ K |j|3C∗ |(w1)j − (w2)j|
and, consequently,
‖W (w1)−W (w2)‖2H ≤
∑
j∈Z3 j 6=0
C2∗
|j|6
∣∣∣∣~θ( |j|3(w1)jC∗
)
− ~θ
( |j|3(w2)j
C∗
) ∣∣∣∣2 ≤
≤ L21
∑
j∈Z3 j 6=0
|(w1)j − (w2)j|2 = L21‖w1 − w2‖2H . (5.5.11)
Lemma 5.5.5. The map W is Gateaux differentiable as the map from H to
H, its derivative is given by the expression
W ′(w)z :=
∑
j∈Z3 j 6=0
Pj~θ
′
( |j|3wj
C∗
)
zje
ix·j, (5.5.12)
and W ′(w) ∈ L(H,H) is globally bounded in the following sense:
‖W ′(w)‖L(H,H) ≤ L1, (5.5.13)
where L1 is independent of w ∈ H. Moreover, for every δ > 0 and every
wi ∈ H3,
‖W (w1)−W (w2)−W ′(w1)(w1 − w2)‖H ≤ L2‖w1 − w2‖H‖w1 − w2‖δH3 .
(5.5.14)
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Proof. The fact that the linear operator W ′(w) is bounded and estimate
(5.5.13) are immediate corollaries of the fact that ~θ′ is globally bounded. Let
us check that W ′(w) is Gateaux derivative of W . To this end, we note that
C∗
|j|3
(
~θ(|j|3(wj + εzj)/C∗)− ~θ(|j|3wj/C∗)
)
− ε~θ′(|j|3wj/C∗)zj =
= εzj
∫ 1
0
[~θ′(|j|3(wj + εszj)/C∗)− ~θ′(|j|3wj/C∗)] ds (5.5.15)
and, therefore,∥∥∥∥W (w + εz)−W (w)ε −W ′(w)z
∥∥∥∥2
H
≤
≤
∑
j∈Z3 j 6=0
|zj|2
∫ 1
0
∣∣~θ′(|j|3(wj + εszj)/C∗)− ~θ′(|j|3wj/C∗)∣∣2 ds. (5.5.16)
To verify the differentiability, we need to check that, for every fixed w, z ∈ H
the right-hand side of (5.5.16) tends to zero as ε→ 0. To this end, we fix a
large N , split the sum into two pieces and use the property that ~θ′ is globally
bounded:∑
j∈Z3 j 6=0
|zj|2
∫ 1
0
∣∣~θ′(|j|3(wj + εszj)/C∗)− ~θ′(|j|3wj/C∗)∣∣2 ds =
=
∑
j∈Z3 j 6=0 |j|≤N
+
∑
j∈Z3 |j|>N
≤
≤
∑
j∈Z3 j 6=0 |j|≤N
|zj|2
∫ 1
0
∣∣~θ′(|j|3(wj + εszj)/C∗)− ~θ′(|j|3wj/C∗)∣∣2 ds+
K
∑
j∈Z3 |j|>N
|zj|2. (5.5.17)
Since ~θ′ is continuous, the first term in the right-hand side tends to zero as
ε → 0 for every fixed N and the second term can be made arbitrarily small
by the choice of N since z ∈ H is fixed. This proves the convergence to zero
of the left-hand side of (5.5.16) and the Gateaux differentiability is proved.
Let us prove the Ho¨lder continuity (5.5.14). Denoting w = w2, z = w1−w2
and using that ~θ′′ is globally bounded, we have∣∣∣∣ C∗|j|3 (~θ(|j|3(wj + zj)/C∗)− ~θ(|j|3wj/C∗))− ~θ′(|j|3wj/C∗)zj
∣∣∣∣ =
=
∣∣∣∣zj ∫ 1
0
[~θ′(|j|3(wj + szj)/C∗)− ~θ′(|j|3wj/C∗)] ds
∣∣∣∣ ≤ C|j|3|zj|2. (5.5.18)
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Therefore,
‖W (w + z)−W (z)−W ′(w)z‖2H ≤
≤ K
∑
j∈Z3 j 6=0
|j|6|zj|4 ≤ K max
j
{|zj|2}
∑
j∈Z3 j 6=0
|j|6|zj|2 ≤ K‖z‖2H‖z‖2H3 .
(5.5.19)
Thus, inequality (5.5.14) is verified for δ = 1. For δ = 0 it follows from
(5.5.9) and (5.5.13). For intermediate values 0 < δ < 1 it can be obtained
by interpolation and the lemma is proved.
Finally, we introduce the following cut-off version of equation (5.3.42)
∂tw + νAw + F (W (w)) = 0, (5.5.20)
where
F (W ) = B(W, W¯ ) +B(W, v¯) +B(v, W¯ ), W¯ := (1− α∆)−1W.
Then, due to Lemma 5.5.3, equations (5.3.42) and (5.5.20) coincide on the
absorbing ball B3 and, in particular, on the attractor A of the initial problem
(5.3.42), so it is sufficient to prove the existence of an inertial manifold for
the truncated equation (5.5.20).
Let us verify the assumptions of Theorem 5.5.1 for equation (5.5.20). We
start with the properties of the map F .
Proposition 5.5.6. The modified nonlinearity F (W (w)) is globally bounded,
globally Lipschitz continuous and Gateaux differentiable as a map from H to
H.
Proof. These assertions follow in a straightforward way from the analogous
properties of the map W proved above and the standard estimates for the
quadratic form B. Indeed,
Global boundedness. Due to Sobolev’s embedding H2 ⊂ L∞, we have
‖B(p, q)‖H ≤ C‖p‖H‖∇q‖L∞ ≤ C1‖p‖H‖q‖H3 , p ∈ H, q ∈ H3 (5.5.21)
which together with estimate (5.5.8) and the (H1, H3)-regularity property of
the operator
(1− α∆)−1 gives
‖B(W, W¯ ) +B(v, W¯ ) +B(W, v¯)‖H ≤ C(‖W‖H‖W¯‖H3+
‖v‖H‖W¯‖H3 + ‖W‖H‖v¯‖H3) ≤ Cα(‖v‖H1 + 1), w ∈ H, (5.5.22)
139
where constant Cα depends on α but is independent of ‖w‖H .
Global Lipschitz continuity. Let us take w1, w2 ∈ H and denote Wi :=
W (wi), then
‖B(W1, W¯1)+B(v, W¯1)+B(W1, v¯)−B(W2, W¯2)−B(v, W¯2)−B(W2, v¯)‖H =
‖B(W1−W2, W¯1) +B(W2, W¯1− W¯2) +B(v, W¯1− W¯2) +B(W1−W2, v¯)‖H .
(5.5.23)
As before in order to estimate the first and the fourth terms in the right-
hand side of (5.5.23), we use estimate (5.5.21) for the quadratic form B and
estimates (5.5.8) and (5.5.9):
‖B(W1 −W2, W¯1)‖H + ‖B(W1 −W2, v¯)‖H ≤
C‖W1 −W2‖H
(‖W¯1‖H3 + ‖v¯‖H3) ≤
≤ C1‖w1 − w2‖H (‖W1‖H1 + ‖v‖H1) ≤ 1
2
L‖w1 − w2‖H , (5.5.24)
where the constant L depends on α and ‖v‖H1 .
To estimate the remaining terms, we use the following estimate for the
quadratic form B:
‖B(p, q)‖H ≤ C‖p‖L3‖∇q‖L6 ≤ C1‖p‖H1‖q‖H2 , (5.5.25)
where we have used Ho¨lder’s inequality with exponents 3 and 3/2 and Sobol-
ev’s embedding H1 ⊂ Lp, for 1 ≤ p ≤ 6. Then, due to estimates (5.5.8) and
(5.5.9), we have
‖B(W2, W¯1 − W¯2)‖H + ‖B(v, W¯1 − W¯2)‖H ≤
≤ C (‖W2‖H1 + ‖v‖H1) ‖W¯1 − W¯2‖H2 ≤ 1
2
L‖w1 − w2‖H . (5.5.26)
Combining estimates (5.5.24) and (5.5.26), we obtain the desired Lipschitz
continuity of the modified nonlinearity F :
‖F (W (w1))− F (W (w2))‖H ≤ L‖w1 − w2‖H . (5.5.27)
Since the Gateaux differentiability of F is an immediate corollary of the
differentiability of W , the proposition is proved.
Hence to prove the existence of an inertial manifold for the modified
Leray-α model it remains to show the validity of the inequality (5.5.3) only.
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According to Lemma 5.5.5 and the chain rule, the Gateaux derivative of the
nonlinearity F (W ) can be written as
F ′(w)z = P
(
((W ′(w)z) · ∇) (W¯ (w) + v¯) + ((W (w) + v) · ∇) (W¯ ′(w)z))
(5.5.28)
and, analogously to the proof of Proposition 5.5.6, we see that F ′(w) is a
bounded linear operator in H satisfying
‖F ′(w)‖L(H,H) ≤ L
for all w ∈ H. For simplicity, we denote by
h = h(w)z := W ′(w)z (5.5.29)
then (5.5.28) may be rewritten as
F ′(W )z = B(h, W¯ + v¯) +B(W + v, h¯) =
P
(
(h · ∇) (W¯ + v¯) + ((W + v) · ∇) h¯) , (5.5.30)
where, as usual, h¯ := (1− α∆)−1h.
Analogously to the previous chapter we use the following number theo-
retical result in order to verify the key estimate (5.5.3).
Theorem 5.5.7. Let
CkN := {l ∈ Z3 : N − k < |l|2 < N + k}, Bρ := {l ∈ Z3 : |l|2 ≤ ρ}. (5.5.31)
Then for any k > 0 and ρ > 0 there are infinitely many N ∈ N such that(CkN − CkN) ∩Bρ = {0}. (5.5.32)
Proof. The proof of the theorem is given in [34, Proposition 5.1].
The application of this theorem to inertial manifolds is based on the fol-
lowing simple observation: let U ∈ L2(T3) be a sufficiently regular func-
tion and let TU be the multiplication operator (TUV )(x) := U(x)V (x),
V ∈ L2(T3). Then
(TUV )(x) =
∑
n∈Z3
(∑
k∈Z3
Un−kVk
)
ein·x, U(x) =
∑
n∈Z3
Une
in·x,
V (x) =
∑
n∈Z3
Vne
in·x (5.5.33)
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and, for N , k and ρ as in Theorem 5.5.7,
RN,k◦TU ◦RN,kV =
∑
n∈CkN
∑
k∈CkN
Un−kVk
 ein·x = 〈U〉RN,kV +Rk,NU>ρRN,kV,
where U>ρ :=
∑
|n|2>ρ Une
in·x. In particular, if the function U has zero mean,
we get
RN,k ◦ TU ◦RN,k = RN,k ◦ TU>ρ ◦RN,k. (5.5.34)
Note that U>ρ is small if ρ is large enough, so the norm of the operator
RN,k ◦ TU>ρ ◦ RN,k in H will be also small if U is regular enough and ρ is
large, see (5.5.37) and (5.5.38) below.
Let us now check estimate (5.5.3). Since the Leray projector P is diag-
onal in the Fourier basis and up to this projector, the operator F ′(W )z is
a sum of multiplication operators, it can be written in the Fourier basis as
a convolution type operator similarly to (5.5.33). Then, as not difficult to
show using (5.5.34) and the fact that the mean values of W (w) and v are
zeros, the property (5.5.32) implies that
RN,k(F
′(w)RN,kz) = RN,kB(RN,kh, W¯ + v¯) +RN,kB(W + v,RN,kh¯) =
= RN,kB(RN,kh, W¯>ρ + v¯>ρ) +B(W>ρ + v>ρ, Rk,N h¯). (5.5.35)
Therefore, due to estimates (5.5.21) and (5.5.25) and the fact that W ′(w) is
a bounded operator in H, we get
‖RN,k(F ′(w)RN,kh)‖H ≤ C‖W¯>ρ + v¯>ρ‖H3‖RN,kh‖H+
+ C‖W>ρ + v>ρ‖H1‖RN,kh¯‖H2 ≤ C1‖W>ρ + v>ρ‖H1‖z‖H . (5.5.36)
Moreover, using an interpolation argument as well as the estimate (5.5.8),
one obtains
‖W>ρ‖H1 ≤ C‖W>ρ‖1−βH ‖W>ρ‖β
H
3
2−κ
≤ Cρ−(1−β)(
3
2−κ)
2 ‖W‖
H
3
2−κ ≤
C˜ρ
−(1−β)( 32−κ)
2 , (5.5.37)
where β = 2
3−2κ , 0 < κ <
1
2
and the analogous estimate holds for v>ρ as well.
Since v is bounded in H2, we finally arrive at
‖RN,k(F ′(w)RN,kz)‖H ≤ C˜ρ−1+2κ4 (1 + ‖v‖H2) ‖z‖H ≤ Cρ−1+2κ4 ‖z‖H .
(5.5.38)
Since ρ may be chosen arbitrarily large the desired estimate (5.5.3) is ob-
tained. Therefore we proved the following theorem which is the main result
of the chapter.
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Theorem 5.5.8. For infinitely many values of N ∈ N there exists an N-
dimensional Lipschitz continuous inertial manifold for the modified Leray-α
model (5.1.1) on a 3D torus T = [−pi, pi]3 which contains the global attractor.
Remark 5.5.9. It is not difficult to show based on estimate (5.5.14) that
the nonlinearity F satisfies the estimate
‖F (w1)− F (w2)− F ′(w1)(w1 − w2)‖H ≤ C‖w1 − w2‖H‖w1 − w2‖H3
which in turn allows us to verify that the inertial manifoldsM =MN are not
only Lipschitz continuous, but also C1+ε-smooth for some small ε = ε(N) >
0, see Chapter 4 for more details.
Remark 5.5.10. Let us consider the modified Navier-Stokes-α (NS-α) model
∂tu+ ν∆u− u× (∇× u¯) +∇p = g(x),
∇ · u = ∇ · u¯ = 0,
u = u¯− α2∆u¯,
u(x, 0) = u0(x).
(5.5.39)
Writing the nonlinearity in a more explicit way, we obtain
− u× (∇× u¯) = (u · ∇)u¯−
3∑
j=1
uj∇u¯j. (5.5.40)
Thus, we see that the first term of the nonlinearity coincides with the non-
linearity of the modified Leray-α model and the second one also has a similar
structure. Therefore applying the same cut-off function and acting exactly
as in the case of the modified Leray-α model we may prove the existence of
an inertial manifold for the modified NS-α model.
Theorem 5.5.11. There exist infinitely many values of N ’s such that in-
equality (5.5.3) is fulfilled for the modified NS-α model (5.5.39) in a three-
dimensional case with periodic boundary conditions. Therefore it possesses a
finite-dimensional inertial manifold.
Remark 5.5.12. Since the nonlinearity in the simplified Bardina model
ut − ν∆u+ (u¯ · ∇)u¯+∇p = f,
∇ · u = ∇ · u¯ = 0,
u = u¯− α2∆u¯,
u(0) = u0
(5.5.41)
is even milder than in the case of the modified Leray-α model it is obvi-
ous that the arguments provided in this chapter will lead to the following
theorem.
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Theorem 5.5.13. The simplified Bardina model (5.5.41) on a 3D torus pos-
sesses an N-dimensional inertial manifold for infinitely many values of N ’s.
Remark 5.5.14. To conclude, we mention that the above described method
works also for the following model with milder filtering of higher modes
ut − ν∆u+ (u · ∇)u¯+∇p = f,
u = u¯+ α2(−∆)θu¯,
∇ · u = ∇ · u¯ = 0,
u(0) = u0,
(5.5.42)
where θ ∈ [1/2, 1]. Indeed, on the one hand, it can be shown in a standard
way that the assumption θ = 1/2 guarantees the global well-posedness and
regularity of solutions of this problem (actually, θ = 1/2 is exactly the critical
exponent here and assumption θ < 1
2
leads to problems with uniqueness and
further regularity similarly to the case of classical NSE in 3D which corre-
sponds to θ = 0). On the other hand, θ = 1/2 is the smallest exponent for
which nonlinearity is still of “zero order” (and the analogue of the modified
nonlinearity F (W (v)) is globally Lipschitz in H). Since this Lipschitz conti-
nuity is crucial for the spatial averaging, θ = 1/2 looks as a critical exponent
for the applicability of the spatial averaging method as well (even in the 2D
case). We will return to this problem somewhere else.
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