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In this paper, approximate solutions for multiobjective programming problems
 .up to e ) 0 are investigated. The concepts of approximate solutions were intro-
duced by White and Loridan. The connections with these concepts are studied.
Also, the sufficient and necessary conditions to obtain the elements of the smallest
approximate solution set are verified. Q 1996 Academic Press, Inc.
1. INTRODUCTION
Several authors have been interested in e-approximate solutions for
multiobjective programming problems. The concept of the exact solution
for scalar problems was extended to the Pareto solutions for multiobjective
problems. Similarly, the concept of an e-approximate solution for the
w x w xscalar problem was extended by White 6 and Loridan 3 . White intro-
duced six types of concepts. Also, Loridan investigated the one type of
the six concepts. Corresponding to these concepts, Tanaka proposed
w xand investigated new concepts in 5 , recently. In general, to guarantee
the nonemptyness of the set of the Pareto solution, a certain compact-
ness assumption needs to be assumed. On the other hand, the sets of e-
approximate solutions were shown to be nonempty without such an as-
w xsumption in 3, 5 . However, the drawback is that the sets are sometimes
too large. So, it is better that the sets are as small as possible.
w xIn 6 , White introduced six types of e-approximate solution concepts
for the multiobjective programming problems and gave the smallest e-
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w xthe e-approximate solution due to Loridan were studied. In 2 , Liu
presented a Karush]Kuhn]Tucker type condition using exact penalty
functions.
In this paper, we are concerned with the smallest e-approximate solu-
tion set. In Section 2, we recall three types of the approximate solution sets
due to White, Loridan, and Tanaka. In Section 3, we study the connection
with three types of the approximate solution sets. In Section 4, we suppose
that the convexity assumption is satisfied. We show Karush]Kuhn]Tucker
type conditions and another condition to obtain the element of the
smallest e-approximate solution set using e-subdifferential calculus.
2. PRELIMINARIES
In this paper, we consider the following multiobjective programming
problem:
P minimize f x .  .
subject to g x O 0 .
where f s f , . . . , f and g s g , . . . , g , . .1 p 1 m
nf k s 1, . . . , p , g i s 1, . . . , m : R ª R , .  .k i
pfor r , s g R , r O s means that r O s for each k s 1, . . . , p ,k k
r F s means that r O s and r / s,
r - s means that r - s for each k s 1, . . . , p.k k
 n  . 4We denote the feasible set x g R N g x O 0 by K.
 .For the multiobjective problem P , the Pareto solution is well known as
follows.
DEFINITION 2.1. An element x g K is said to be a Pareto solution for
 .  .  .P if and only if x satisfies that there is no x g K such that f x F f x .
The set of the Pareto solutions is denoted by E.
White introduced six e-approximate solution concepts for multiobjective
w xmaximization problems in 6 . We convert for minimization problems and
we give attention to only two concepts as follows.
w x   .DEFINITION 2.2 6 . E s x g K N if there is x g K such that f x G1
p .  .  . 4f x , f x O f x q e1 where 1 g R has unit components.
w x DEFINITION 2.3 3, 6 . E s x g K N there is no x g K such that2
 .  . 4f x G f x q e1 .
w xRecently, Tanaka introduced a new e-approximate solution concept in 5 .
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nw x   5  .DEFINITION 2.4 5 . E s x g K N there is no x g K l x g R N f x3
 .5 4  .  .4y f x ) e such that f x G f x .
3. CONNECTIONS WITH THREE TYPES OF
e-APPROXIMATE SOLUTION
In this section, we are concerned with the three e-approximate solution
 .concepts E i s 1, 2, 3 .i
w xPROPOSITION 3.1 6 . The relation E ; E holds.1 2
w xRemark. In 6 , White defined six e-approximate solution concepts.
Also, it was verified that E is included in the other five solution concept1
 .sets i.e., E is the smallest set in the six types of set .1
PROPOSITION 3.2. We ha¨e that E ; E . Moreo¨er, if we use max-norm,3 1
we ha¨e that E s E .3 1
Proof. First, we show that E ; E . Suppose that there is x g E but3 1 3
 .  .  .  .f E . Then, there is x g K such that f x G f x but f x Ou f x q e1.1
 .  .  .  .So, f x P f x for any k and there is i such that f x ) f x q e .k k i i
5  .  .5 <  .  . <  .  .Then, we have f x y f x P f x y f x ) e and f x G f x fori i
some x g K. This contradicts that x g E .3
Next, we show that E ; E using max-norm. Suppose that there is1 3
 5  .  .5 4x g E but f E . Then, there is x g K l x N f x y f x ) e such`1 3
 .  .that f x G f x .
5  .  .5 <  .  . <  .  .So, f x y f x s max f x y f x s f x y f x ) e for` ks1, . . . ,n k k i i
some i. This contradicts that x g E .1
w xRemark. In 5 , Tanaka defined E in infinite dimensional space.3
However, the set E coincides with E in finite dimensional space,1 3
essentially.
 .EXAMPLE. 1 E s B, E m E . Let p s 2, n s 2, m s 1, and x s3 2
 .  .  .  .x , x , f x s x , x :convex, g x s yx :convex.1 2 1 2 1
 .Let x s 0, 0 . Clearly, E s B and x g E for any e ) 0, but x f E .2 3
 .  .2 E s B, E / B. Let p s 2, n s 1, m s 1, and f x s3
 . x  . x.  .0.5 , 0.3 :convex, g x s yx :convex.
Let x s 2, e s 0.3. Clearly, E s B and x g E .3
Next, we recall the connection with the scalar e-approximate solution
   .  .4. sets E i.e., when p s 1, E s x g K N inf f x q e P f x and E is s x g K i
.s 1, 2 .
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w xPROPOSITION 3.3 6 . When p s 1, the following relation holds: E s1
E s E .2 s
w x  .In 3, 5 , the assumption to guarantee the nonemptyness of E i s 1, 2, 3i
is derived as follows.
w x  .PROPOSITION 3.4 3, 5 . If f k s 1, . . . , p are bounded from below andk
K / B, then E / B for i s 1, 2, 3.i
Remark. Following the above propositions, we mention that the ap-
 .proximate solution set E i s 1, 2, 3 for the multiobjective programmingi
problem is the natural extension of E for the scalar problem. Also, thes
relations E m E , E ; E show that E and E are much nicer than the3 2 3 1 3 1
other solution sets.
4. SOME CONDITIONS FOR e-OPTIMALITY
In this section, we show the Karush]Kuhn]Tucker type conditions to
obtain the e-approximate solution of E . Also, we show the sufficient1
condition to obtain the e-approximate solutions of E . For a convex3
n  .function h: R ª R, we recall that the e -subdifferential of h at x is the
set
n  : n­ h x s j g R N h y P h x q j , y y x ye for any y g R . 4 .  .  .  .e .
To show the optimality conditions, we suppose that the following assump-
tion is satisfied.
 .  .Assumption. Let f k s 1, . . . , p and g i s 1, . . . , m be convex andk i
 .f k s 1, . . . , p be bounded from below. Let K / B.k
First, we show the K-K-T type conditions to obtain the e-approximate
solution of E . We need the following lemmas.1
   .  .  .4LEMMA 4.1. We ha¨e that E s x g K N inf f x N x g K, f x P f x1 k
 .4 4q e P f x for any k .k
   .  .  .4  .4Proof. We set x g K N inf f x N x g K, f x P f x q e P f x fork k
4any k s E . Let x g E , but f E . Then, there are j and x g K such that1 1 1
 .  .  .  .  .  .f x P f x , f x q e - f x . So, f x G f x . This contradicts that x gj j
E . Conversely, let x g E , but f E . So, there are j and x g K such that1 1 1
 .  .  .  .f x G f x , f x ) f x q e . This contradicts that x g E .j j 1
p p .  .LEMMA 4.2. We ha¨e that x g E if  f x q e P  f x for1 ks1 k ks1 k
  .  .4any x g K l x N f x P f x .
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Proof. Suppose that x f E . So, there are j and x g K such that1
p .  .  .  .  .f x P f x , f x q e - f x . Then, we have  f x q e -j j ks1 k
p  . f x . This is a contradiction.ks1 k
p p .  .LEMMA 4.3. If x g E , we ha¨e  f x q pe P  f x for any1 ks1 k ks1 k
  .  .4x g K l x N f x P f x .
 .  .Proof. Since x g E , it holds that f x q e P f x for any j, x g K l1 j j
  .  .4x N f x P f x . Then, the given inequality holds.
We show the sufficient and necessary conditions to obtain the e-
approximate solution of E .1
PROPOSITION 4.1. Let x g K. We ha¨e that x g E if for each k s1
 .1, . . . , p, there exist l P 0, e P 0, e P 0 k s 1, . . . , p, i s 1, . . . , m suchi k i
that
p m
u g ­ f x q ­ l g x .  . e k e i ik i
ks1 is1
p m m
e q e y e O l g x O 0. .  k i i i
ks1 is1 is1
 .  . Proof. There exist j g ­ f x , j g ­ l g x k s 1, . . . , p i sk e k i e i ik i
. p m1, . . . , m such that  j q  j s u .ks1 k is1 i
Then,
p m
f x q l g x .  . k i i
ks1 is1
p m
P f x q l g x .  . k i i
ks1 is1
p pm m
q j q j , x y x y e y e   k i k i ;
ks1 is1 ks1 is1
p
P f x y e . k
ks1
for any x g Rn.
p p  .  .4  .  .So, for any x g K l x N f x P f x ,  f x P  f x y e .ks1 k ks1 k
From Lemma 4.2, it holds that x g E .1
PROPOSITION 4.2. Let x g E . Suppose that the constraint qualification of1
  .  .  ..Slater 's type i.e., there is x such that f x ) f x , 0 ) g x is satisfied.
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Then, we ha¨e that there exist m P 1, l P 0, e P 0, e P 0 k s 1, . . . , p,k i k i
.i s 1, . . . , m such that
p m
u g ­ m f x q ­ l g x , .  . e k k e i ik i
ks1 is1
p m m
e q e y pe O l g x O 0. .  k i i i
ks1 is1 is1
w xProof. From Lemma 4.3, applying 4, Theorem 2.4 , there exist m Pk
 .0, l P 0, e P 0, e P 0 k s 0, . . . , p, i s 1, . . . , m such thati k i
p pm
u g ­ f x q ­ l g x q ­ m f ? y f x x , .  .  .  .  . .  e k e i i e k k k0 i k
ks1 is1 ks1
p pm m
e q e y pe O l g x q m f ? y f x x O 0. .  .  .  . .   k i i i k k k
ks0 is1 is1 ks1
w x k  .Applying 1, Theorem 2.1 , we have that there exist e P 0 k s 1, . . . , po
such that
p pm
ku g ­ f x q ­ l g x q ­ m f ? y f x x .  .  .  .  . .  e k e i i e k k k0 i k
ks1 is1 ks1
p m
k; ­ 1 q m f x q ­ l g x , .  .  . e qe k k e i i0 k i
ks1 is1
and
p p pm m
k ke q e q e y pe s e q e q e y pe .    0 k i o k i
ks1 ks1 is1 ks1 is1
m
kO l g x O 0. . i i
is1
k  .We relabel e q e , 1 q m as e , m k s 1, . . . , p , respectively.0 k k k k
Next, we show the sufficient condition to obtain the e-approximate
solution of type E . The following lemma is needed.3
LEMMA 4.4. Let x g K. It is ¨erified that x g E if there is no x g x g3
5 5 4  .  .K N M x y x ) e such that f x G f x where M is a locally Lipschitz
constant of f at x.
Proof. We suppose that x f E . So, there is a vector x g K such that3
5  .  .5  .  .f x y f x ) e and f x G f x .
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 .  .First, we consider the case that x g N x where N x is the neighbor-
n  .hood of x. Since f : R ª R k s 1, 2, . . . , p are convex, f is locallyk
5 5 5  .  .5Lipschitz. It holds that M x y x P f x y f x ) e . This leads to a
contradiction.
 .  .Next, we consider the case that x f N x . We choose x g N x andÄ
 .  .  .a g 0, 1 such that x s a x q 1 y a x. Since x g N x , it holds thatÄ Ä
5 5 5 5M x y x P f x y f x . 1 .  .  .Ä Ä
 .  .5 5  .The left term of 1 is equal to M 1 y a x y x . The right term of 1
is shown to be
p
25 5f x y f x s f a x q 1 y a x y f x 4 .  .  .  . .Ä  k k(
ks1
p
2P a f x q 1 y a f x y f x 4 .  .  .  . k k k(
ks1
5 5s 1 y a f x y f x . .  .  .
5 5 5  .  .5Then, we have M x y x P f x y f x . This leads to a contradiction.
PROPOSITION 4.3. Let x g K. It is ¨erified that x g E if3
p p
< 5 5min f x M x y x s e , x g K P f x . 2 .  .  . k k 5
ks1 ks1
 5 5Proof. From Lemma 4.4, x g E if there is no x g x g K N M x y x3
4  .  .) e such that f x G f x . We suppose that there is such an x. So, it
p p .  .holds that  f x )  f x .ks1 k ks1 k
 . 5We can choose 0 - a - 1 and x such that x s a x q 1 y a x, M x yÄ Ä Ä
p5  .  .x s e . Since x, x g K, it holds x g K. From the inequality 2 ,  f xÄ ks1 k
p p p .  .  .  .O  f x O a f x q 1 y a  f x .Äks1 k ks1 k ks1 k
p p .  .Thus, we have  f x O  f x . It leads to a contradiction.ks1 k ks1 k
 .Remark. The minimum of the inequality 2 is attained since the set
n 5 5 4x N M x y x s e is compact and K is closed in R .
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