Abstract-We present traffic flow and control models for the train dynamics in metro lines. In a first model we introduce the effect of passenger demand on the train dwell times at platforms. We recall that, if this effect is not well controlled, then the traffic is unstable. Then we propose a second traffic control model which deals with this instability, by modifying the control of the train dwell times at platforms. We show that the dynamic system admits a unique stable asymptotic regime, and calculate by numerical simulations the asymptotic average train time-headway as a function of the number of moving trains. By that, we obtain the traffic phases of the train dynamics, giving the effect of the passenger travel demand on the frequency of the metro line, under the proposed control model. Finally, we draw some conclusions, and give a direction for the upcoming research.
I. INTRODUCTION
The traffic in metro lines is usually affected by different types of disturbances causing delays for passengers. Disturbances propagate through the stations of one line, and even through lines of a railway network. One of the parameters affecting the dwell times of trains at platforms, and by that, causing train delays, is the passenger flow time. It is the largest and the hardest parameter to control [32] . If the train-dwell times do not take into account efficiently the passenger volumes and associated flow times, a small delay may rapidly drive down the train frequency. In order to deal with that, innovative approaches and methods for realtime railway traffic control are needed. We propose in this article discrete event traffic models, with a control strategy that guarantees train dynamics stability, and that takes into account the passenger travel demand.
We are concerned here with real-time control of the train dynamics in metro lines. As well known, an important control parameter of the train dynamics is the train dwell times at platforms. The control of the train dynamics is not trivial because of the passenger effect on the train dwell times at platforms. High passenger densities on platforms and/or in trains, induce additional constraints on the dwell times. This situation can be caused by high level of passenger demand, or by one or several delayed train(s). One direct consequence of those constraints is the extension of the train dwell times at platforms, creating disturbances of the train dynamics. The disturbances are then propagated on both directions of the traffic (backward and forward).
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The problem for which we propose a solution here is the following. In one side, the train dwell times at platforms need to be extended to respond to an increase in passenger densities on platforms, or to an increase in passenger arrivals. In the other side, by doing that, a delayed arrival of a train to a given platform, inducing more passengers on that platform, will provoke an extension of the dwell time of the train on that platform, which will induce more delay for the same train for its arrival to the next platform. Therefore, delays are amplified and propagated, and the traffic is unstable. The traffic control model we present here, proposes a good compromise for the control of train dwell times at platforms. The control takes into account passenger travel demand, and guarantees stable train dynamics.
Real-time railway traffic control has been treated since decades, with different approaches (mathematical, simulation-based, expert system, etc.) We cite below some of the related works found in the literature. Breusegem et al. (1991) [21] developed discrete event traffic and control models, outpointing the nature of traffic instability on metro lines. The authors proposed a linear quadratic (LQ) control approach to deal with the instability. Lee et al. (1997) [31] derived by simulation, minimum time-headways on the orange line of the Kaohsiung Mass Rapid Transit (KMRT), and compared them to existing theoretical formulas. A passenger boarding time model, where dwell time is a function of the time-headway and the OD matrix, is developed by Cao et al. (2009) [29] . Andre [30] studied the linear effect of the passenger alighting and boarding flows, and of the on-board crowding level, on the dwell time. More recently, Cacchiani et al. (2014) [25] give an overview of recovery models and algorithms for real-time railway disturbance and disruption management.
The outline of this article is as follows. In Section 2, we give a short review on the dynamic programming systems. In Section 3, we extend the max-plus algebra model of [19] , [20] in order to take into account the effect of passengers on the train dynamics. We briefly review the natural instability of the train dynamics, when it is not controlled. In Section 4, we propose a modification of the latter model in order to guarantee the stability of the train dynamics, in addition to take into account the passenger arrivals. We show that the traffic dynamics are interpreted as dynamic programming systems of stochastic optimal control problems of Markov chains. The effect of the passenger arrival rates on the asymptotic average time-headway is shown, under the proposed control strategy. Finally, we draw some conclusions.
II. A SHORT REVIEW ON DYNAMIC PROGRAMMING

SYSTEMS
We give in this section a short review on dynamic programming systems, and associated optimal control problems. We present the review in two subsections: A -General dynamic programming systems, and B -Dynamic programming systems of stochastic optimal control problems.
A. General dynamic programming systems
A map f : R n → R n is said to be additive 1-homogeneous if it satisfies: ∀x ∈ R n , ∀a ∈ R, f (a1 + x) = a1 + f (x),
If f is 1-homogeneous and monotone, then it is non expansive (or 1-Lipschitz) for the supremum norm [1] 
The directed graph G(f ) associated to a non expansive map f : R n → R n [4] is defined by the set of nodes {1, 2, . . . , n} and by a set of arcs such that there exists an arc from a node i to a node j if lim η→∞ f i (ηe j ) = ∞, where e j is the jth vector of the canonical basis of R n . We review below an important result on the existence of additive eigenvalues of 1-homogeneous monotone maps.
Theorem 2.1: [3] , [2] If f : R n → R n is 1-homogeneous and monotone and if G(f ) is strongly connected then f admits an (additive) eigenvalue, i.e. ∃µ ∈ R, ∃x ∈ R n : f (x) = µ + x. Moreover, we have χ(f ) = µ1, where χ(f ) denotes the asymptotic average growth rate of the dynamic system
B. Dynamic programming systems of stochastic optimal control problems
We review here a particular additive 1-homogeneous and monotone dynamic programming system encountered in stochastic optimal control of Markov chains. The dynamic system is written
where U is a set of indexes corresponding to control actions; M u , for u ∈ U, are stochastic matrices (i.e. satisfy M u ij ≥ 0 and M u 1 = 1); and c u , for u ∈ U, are gain vectors in R n . System (1) is the dynamic programming system associated to the stochastic optimal control of a Markov chain with state space {1, 2, . . . , n}, transition matrices M u , u ∈ U, and associated gains c u , u ∈ U. The variable x k i , i = 1, 2, ..., n, k ∈ N is interpreted, in this case, as the function value of the stochastic control problem.
In the traffic models of train dynamics we present here, we are concerned with system (1) above. However, in our models, systems (1) model directly the train dynamics, and are not derived from stochastic control problems. 
III. TRAFFIC INSTABILITY DUE TO PASSENGERS
A. The metro line
We recall here, the assumptions and notations we considered in [19] , [20] . We consider a metro line of N platforms as shown in Figure 1 . In order to model the train dynamics on the whole line, including the dynamics on inter-stations, we discretize the inter-stations space, and thus the whole line, on segments (or sections, or blocks). The length of every segment must be larger than the length of one train plus the maximum safety distance to be respected between any two successive trains. We then consider the following notations. : node (or station) safe separation time (also known as close-in time), corresponding to the kth arrival to-and (k − 1)th departure from node j. h We also use underline and overline notations to note the maximum and minimum bounds of the corresponding variables respectively. Thenr j ,t j ,w j ,ḡ,h j ands j and respectively r j , t j , w j , g, h j and s j denote maximum and minimum running, travel, dwell, safe separation, headway and s times, respectively.
The average on j and on k (asymptotic) of those variables are denoted without any subscript or superscript. Then r, t, w, g, h and s denote the average running, travel, dwell, safe separation, headway and s times, respectively.
It is easy to check the following relationships.
The running times of trains on inter-stations are assumed to be constant. The running times t j of trains on every segment j, are also considered to be constant. They can be calculated from the running times on inter-stations, and by means of given inter-station speed profiles, depending on the characteristics of the line and of the trains running on it. We then have t j = r j + w j andt j = r j +w j for every j.
B. The dynamic model
The first model we consider here is built on two time constraints:
• A constraint on the travel time on every segment j.
• A constraint on the safe separation time at every segment j.
We consider train dynamics where the passengers are taken into account. This is done by assuming that the train dwell time w j at platform j depends on the passenger volume at platform j, which depends on the safe separation time g j on the same platform. We assume for this model that this dependence in not controlled. We will see that, in this case, the dynamic system is unstable.
We do not consider in this article a dynamic model for the passenger volumes on platforms. Therefore, we assume that the dwell times on platforms depend directly on the passenger arrival rates.
In order to model the effect of passengers on the train dwell times at platforms, we consider the following additional constraint on the dwell time at platforms.
where α j is the total passenger upload rate from platform j onto trains, if j indexes a platform; and α j is zero otherwise; g
is, as indicated above, the safe separation time on segment j; and λ j is the average rate of the total arrival flow of passengers to platform j, if j indexes a platform; and λ j is zero otherwise.
λ ji denote here the origin-destination arrival rates of passengers to platform j, with platform i as destination. Therefore, λ j g k j gives the number of arriving passengers to platform j during the safe separation time g By taking into account the additional constraint (7), the constraint (5) is written as follows.
Combining constraints (8) and (6), the dynamics are as follows.
Let us notice that the dynamic system (9) has explicit and implicit terms. Moreover, it can be written as follow.
where M u and N u are square matrices, and c u is a family of vectors. The matrices N u express implicit terms. We notice here that if ∃j, λ j /α j > 0, then one of the matrices M u , u ∈ U or N u , u ∈ U is not sub-stochastic 1 , since we have in this case 1 + λ j /α j > 1; see the dynamics (9) . Therefore, the dynamic system (9) cannot be seen as a dynamic programming system of a stochastic optimal control problem; see Section II-B.
It is easy to see that if m = 0 or m = n, then the dynamic system (9) is fully implicit (it is not triangular), and it admits an asymptotic regime with a unique additive eigenvalue h = +∞, which is also the average growth rate of the system, and which is the asympotic average train time-headway. This case corresponds to 0 or n trains on the metro line. No train departure is possible for these two cases. We have the average train flow f = 0 corresponding to the average time headway h = +∞ (the additive eigenvalue of the system). One can also show that if 0 < m < n, then the dynamic system (9) is triangular. That is to say that it is not fully implicit, and that there exists an order of updating the components of the state vector d
k , in such a way that no implicit term appears. We know that the dynamic system (9) is not stable. We will not give a proof here, but we rather give an intuitive insight. Let us consider the metro line as a server of passengers, with an average passenger arrival rate λ to each platform. Under the assumption of unlimited passenger capacity of trains, the average service rate of passengers by platform can be given by αw * /h, where α is the average passenger upload rate by platform, and w * denotes, as indicated above, the average dwell time on a platform. In this case, the system, as a server, is stable under the following condition.
In the model considered in this section, and in the passenger congestion case, where the arrivals are sufficiently high in such a way that the second term of the maximum operator of the dynamics (9) is activated, we get w * = (λ/α)g. Therefore λ = αw * /g > αw * /h since g < h. Hence, the passenger server is unstable, i.e. the passenger flow cannot be served by the metro line. Then, since the dwell times at platforms are constrained by the passenger arrivals (w * > λ/αg; see (7)), the instability of serving passengers induces an instability of the train dynamics. The instability of this kind of systems has already been treated; see for example [21] .
IV. STABLE DYNAMIC PROGRAMMING MODEL
In this section we modify the train dynamics (9) in order to guarantee its stability. We know that system (9) is unstable because of the relationship (7) . In order to deal with this instability, we propose to replace the dwell time control formula (7), by the following.
where we reversed the sign of the relationship between the dwell time w The dynamics (9) are now written as follows.
are independent of k for every j, then the dynamic system (13) can be written under the form (10).
As for the dynamic system (9), if m = 0 or m = n, then the system (13) is fully implicit, and admits a unique asymptotic regime with an average asymptotic train timeheadway h = +∞ (no train movement is possible). If 0 < m < n, then the dynamic system (13) is triangular. In this case, and if δ k j are independent of k for every j, then the explicit form of dynamic system (13) can be written in the form (1) . If, in addition, 0 ≤ δ j ≤ 1, ∀j, then M u and N u are sub-stochastic matrices, i.e. satisfying M
In this case, (13) is a dynamic programming system of an optimal control problem of a Markov chain, whose transition matrices can be calculated from M u , u ∈ U and N u , u ∈ U (they are the matrices corresponding to the equivalent explicit dynamic system obtained by solving the implicit terms of (13)); and whose gain vectors are c u , u ∈ U. The algebraic system of the stationary regime associated to (13) (which is also its additive eigenvalue problem), is written as follows.
where h is an eigenvalue and d is an associated eigenvector. Theorem 4.1: If δ k j are independent of k for every j, and if 0 ≤ δ j ≤ 1, ∀j, then the eigenvalue problem (14) (the algebraic system of the stationary regime) admits a unique eigenvalue h. Moreover, the asymptotic average growth rate of the dynamic system (13), which is the asymptotic average train time-headway, coincides with the eigenvalue h, independent of the initial state vector d 0 . Proof: The proof is quite technical. We only give here a sketch of it. For the whole proof, see [19] . The proof consists in showing that the dynamic system (13), or, more precisely, its explicit form, is additive 1-homogeneous, monotone, and connected. Then, the result follows directly from Theorem 2.1.
We do not have yet an analytical formula for the asymptotic train time-headway (which we know that it coincides with eigenvalue h), but Theorem 4.1 guarantees its existence and its uniqueness. Therefore, by iterating the dynamics (13) , one can approximate the asymptotic average train timeheadway as follows.
A. Numerical results
Let us now illustrate the results above for a loop metro line of 9 stations (18 platforms), inspired from the automated metro line 14 of Paris [34] , as in [19] , [20] . The average arrival rates of passengers to the line platforms are all equal to 1 passenger by second (symmetric arrivals for all the platforms). We vary this average arrival rate for each platform (keeping constant the average value over the platforms), in order to derive the effect of passenger arrivals on the train dynamics. The maximum speed considered here is 80 km/h. The passenger upload rates are fixed to α j = 32 passengers by second on all the platforms. The choice of the control parametersw j and θ k j is explained in [19] . The simulation results are shown in Figures 2, 3 and 4 .
Figures 2 gives the average train time-headway in function of the number of moving trains on the metro line, for different intensities c of the average passenger arrival rates to platforms. The values of c are shown on the figure. Figures 3 and 4 give the asymptotic average train frequency in function of the number of moving trains on the metro line, for varied intensities c of the average passenger arrival rates to platforms. Let us now consider the asymmetric passenger arrival rates on platforms. On the same metro line considered above, we consider the arbitrary distribution of the average arrival rates of passengers shown in Figure 5 . The mean of those arrival rates over all the platforms is intentionally fixed to 1 passenger by second. In Figures 6, we show the dependence of the asymptotic average train time-headway and train frequency on the intensity of passenger arrival rates. We see that, although the mean of the average passenger arrival rates for the symmetric and asymmetric distributions of those rates, is the same (equal to 1), the asymptotic train time-headways and frequencies differ. It seems, from Figure 6 , that the maximum of the average passenger arrival rates, over the platforms, counts more than the mean of those rates. In the symmetric arrival distribution case, the maximum is equal to the mean and is 1. In the asymmetric arrival distribution case, the maximum average arrival rate is 3. Then the curve corresponding to c = 3 seems to well corresponding to the average arrival rate c max j λ j = 3 × 3 = 9. This can be seen on Figures 2, 3 and 6. Indeed, the headway curve corresponding to c = 9 in Figure 2 , as well as the frequency curve corresponding to c = 9 in Figure 3 seem to coincide with the headway and frequency curves corresponding to c = 3 in Figure 6 . We do not have a proof of this observation. Finally, Figures 2, 3, 4 and 6 give the effect of the travel demand on the train dynamics, and on the train capacity of metro lines. They permit also to determine the minimum train time-headway (maximum capacity) of a given metro line, with known or predictable travel demand, as well as the optimal number of moving trains on the line, according to the travel demand. Moreover, the changing of those indicators with respect to the number of moving trains, are made available. All this information can be used for planning, optimization, and real-time control of railway traffic in metro lines.
V. CONCLUSIONS
We presented in this article a dynamic programming-based approach for modeling and control of the train dynamics in metro lines. The models permit to understand the effect of passenger arrivals on the train dwell times at platforms, and by that on the whole dynamics of the trains, and on the train capacity of the metro line. Our next step in this direction is to derive analytical formulas for the asymptotic average train time-headway of the metro line under the dynamic programming-based model we presented here.
