Abstract. In a graph G, the distance from an edge e to a set F ⊆ E(G) is the vertex distance from e to F in the line graph L(G). For a decomposition of E(G) into k sets, the distance vector of e is the k-tuple of distances from e to these sets. The decomposition dimension dec(G) of G is the smallest k such that G has a decomposition into k sets so that the distance vectors of the edges are distinct.
Introduction
The distance between edges e and f in a graph G, denoted by d(e, f ), is the distance between them as vertices in the line graph of G. Given an edge-coloring of G, the distance d(e, c) between an edge e and a color c is the minimum distance from e to edges of color c. Thus d(e, c) = 0 if and only if e has color c. We associate with each edge e the distance vector r(e) = (d(e, c 1 ), d(e, c 2 ), . . . , d(e, c k )).
Our edge-colorings are arbitrary partitions of E(G), so we use the language of graph decomposition. A decomposition is distinguishing if the resulting distance vectors for edges are distinct. Chartrand, Erwin, Raines, and Zhang [2] defined the decomposition dimension dec(G) to be the minimum number of colors in a a distinguishing decomposition of G. Since every distance vector has exactly one 0 and the remaining entries are at most d + 1 when G has diameter d, they observed that (1) dec(G) = k implies |E(G)| ≤ k(d + 1) k−1 .
This yields roughly dec(G) > log d+1 m−log d+1 log d+1 m when G has m edges and diameter d. This bound can be weak: for a star, dec(K 1,n−1 ) = n − 1. Enomoto [4] proved that dec(G) ≤ n − 1 for every n-vertex graph G except complete graphs with 3 or 4 vertices. Enomoto and Nakamigawa [5] proved another lower bound in terms of the maximum degree ∆(G): (2) dec(G) ≥ lg ∆(G) + 1, where lg denotes log 2 (we also use ln for log e ). They proved that for every r ≥ 1 and k ≥ 3 there is a tree T with ∆(T ) = k and dec(T ) = lg k + r. For graphs with small diameter, the bound in (1) is sharper, and we will study graphs with this property. We say that a family F of graphs is well-behaved for decomposition dimension if there is a constant c such that for all G ∈ F, the decomposition dimension of G is at most c times the lower bound arising from (1); in particular, dec(G) ≤ c log d+1 m, where d and m are the diameter and the number of edges of G. It would be interesting to find structural conditions for families to be wellbehaved. The family of stars is not well-behaved, but in this paper we show that the families of complete graphs, hypercubes, and random graphs are well-behaved, and we explore the question for cartesian products of identical complete graphs. These results suggest that regularity or symmetry could be relevant structural properties. Indeed, the lower bound in (2) implies that a family cannot be wellbehaved if lg ∆(G) lg diam(G)/ lg e(G) is unbounded for graphs in the family, where e(G) and diam(G) denote the number of edges and the diameter of a graph G, respectively. The family of stars shows that boundedness of this ratio is not sufficient to make a family well-behaved.
Before proving our results, we note that decomposition dimension behaves well in another way. At the 14th Cumberland Conference (Memphis, 2001), D. Slilaty asked whether there is a distinguishing decomposition of G into exactly k subgraphs whenever dec(G) ≤ k ≤ e(G). Y. Egawa gave the following simple proof by successively splitting colors. Given a distinguishing decomposition with k colors, split a color class F into classes F and F . The distances from edges e and e to other colors don't change, so r(e) and r(e ) remain distinct unless e and e have the same distance to F and F but different distances to F . By symmetry, we may assume that d(e, F ) < d(e , F ). The computation below now implies that e and e cannot have the same distances to both F and F .
Complete graphs and union-free families of sets
For the complete graph K n , the trivial lower bound resulting from (1) is about 2 lg n−lg lg n. In [2] , it was proved that dec(K n ) ≤ (2n+5)/3 for n ≥ 3. This bound was improved by Nakamigawa [8] 
In this paper we improve the upper bound to (3.2+o(1)) lg n using a construction based on union-free families of sets. Thus complete graphs are well-behaved and dec(K n ) = Θ(lg n).
Let [k] = {1, . . . , k}. A family F of subsets of [k] is strongly union-free if A∪B = C ∪ D implies {A, B} = {C, D} whenever A, B, C, D ∈ F (not necessarily distinct). A family F is simple if |F| > 1 and |B − A| ≥ 2 for all distinct A, B ∈ F. Note that existence of a simple family requires k ≥ 4.
Using the probabilistic method, Coppersmith and Shearer [3] proved the existence of a large family of subsets of [k] that is both strongly union-free and simple. When k is sufficiently large, the family has size 2 (0.31349+o(1))k ; call this n. We use this family to show that dec(K n ) ≤ k + 1. Solving for n in terms of k yields the bound we have claimed: dec(K n ) ≤ (3.19 + o(1)) lg n. The upper bound thus follows from our first result. Theorem 2.1. Let G be an n-vertex graph containing the complete bipartite graph K k,n−k as a spanning subgraph. If there is a family consisting of n − k subsets of [k] that is both simple and strongly union-free, then dec(G) ≤ k + 1.
Proof. Let F be such a family of subsets of [k] . We may assume that F = [k], since uncovered elements may be added to any set in F. We may also assume that every i ∈ [k] is missing from at least one set in F, since otherwise we may remove i from some set. Since F is simple, every member of F has size at least 2. From F we form a new family F 0 by appending the element 0 to every set in F and adding the 2-element sets {0, i} for 1 ≤ i ≤ k.
Let U and W be the partite sets of a copy of K k,n−k in G, with U = {u 1 , . . . , u k }. To each v ∈ V (G), we assign a set S v ∈ F 0 . Let S u i = {0, i}, and assign the remaining members of F 0 to distinct vertices of W .
Next we color E(G) by setting c(uv) = max(S u ∩ S v ) for each edge uv. This is well-defined, since each set contains 0. By construction, every color incident to vertex v belongs to S v . Conversely, every element of S v is a color incident to v. When S v = {0, i}, this holds because i appears in some but not all elements of F. When v ∈ W and 0 < i ∈ S v , color i appears on the edge u i v, while color 0 appears on each u j v such that j / ∈ S v . We claim that the resulting distance vectors are distinct. The coordinate positions [k] ∪ {0} correspond to the colors. Since S w is the set of colors appearing at w, the distance vector r(uv) is at most 1 in position i if and only if i ∈ S u ∪ S v . Hence S u ∪ S v is the set of positions where r(uv) is at most 1. Let S uv = S u ∪ S v . To prove that c produces distinct distance vectors, it now suffices to prove that c(uv) = c(xy) when S uv = S xy and uv = xy.
The color on uv is the position of the unique 0 in r(uv). When u, v ∈ U , we have |S uv | = 3 and c(uv) = 0. Furthermore, for u, v ∈ U the triples S uv are distinct. It is possible to have |S uv | = 3 when u ∈ U and v ∈ W , but then c(uv) = 0. When x, y ∈ W , the sets of the form S x ∪ S y again are distinct, since F is strongly union-free, and they have size at least 5, since F is simple.
Thus if uv and xy are distinct edges and r(uv) = r(xy), we may assume that u ∈ U , that v, y ∈ W , and that S uv = S xy . Now |S y ∪ S v | ≤ |S uv | ≤ |S v | + 1 and simplicity imply that S v = S y and thus also x ∈ U . If c(uv) = i = 0, then S u = {0, i} = S x , since otherwise c(xy) = i. On the other hand, c(uv) = c(xy) = 0 implies that S uv = S v ∪ {i} and S xy = S y ∪ {j}. Since v = y and S uv = S xy , we conclude that i = j and u = x.
The proof of Theorem 2.1 was motivated by a proof by Harary and Plantholt [6] that lg n + 1 is the minimum number of colors in an edge-coloring of K n such that the sets of colors appearing at vertices are distinct.
It is not necessary to check that the family generated by Coppersmith and Shearer is simple in order to obtain our bound dec(K n ) ≤ (3.19 + o(1)) lg n. Every strongly union-free family F * has a large subfamily F that is simple. First pick s such that the collection of s-sets in F * has maximum size. Next, iteratively choose an s-set S ∈ F * and discard the subsets that differ in only one element from S. Since there are at most k(s − k) subsets discarded for each element chosen, we obtain |F| ≥ |F
Our result does not completely settle the asymptotic question for K n . Question: Is it true for every positive real number ε that dec(K n ) ≤ (2 + ε) lg n when n is sufficiently large?
A general upper bound
The construction of Coppersmith and Shearer is essentially probabilistic. Our next upper bound on dec(G) is proved by applying the probabilistic method more directly. This is a structural upper bound for fixed graphs, proved by producing a decomposition probabilistically. Proof. Let G 1 , . . . , G k be such a family of subgraphs. Let t = d/s, and define p
. Color the edges in G so that each edge in G i has color i with probability p and has color 0 otherwise, and all other edges have color 0. At most k + 1 colors are used.
Consider two edges e and e . If e, e / ∈ E(G i ), then the probability that color i distinguishes e and e is at least the probability that exactly one of e and e is incident to an edge of color i. At most 2d edges of G i are incident to e. The number of edges of G i incident to e but not to e is at least s if e is incident to e . It is at least 2(s + 1) − 4 if e is not incident to e , since e / ∈ E(G i ) implies that at least 2(s + 1) edges of G i are incident to e , and at most four of these are also incident to e. The inequality 2(s + 1) − 4 ≥ s reduces to s ≥ 2, so we always have at least s edges incident to e but not to e.
Hence when e, e / ∈ E(G i ) the probability that color i is incident to e but not to e is at least (1 − p)
We can also switch the roles of e and e . In the computation below, the last inequality follows from t > 1.
Let c = 0.296/t. Since we have ignored the colors of e and e and the exceptional color 0 (one of these also may distinguish e and e ), we conclude that the probability that e and e are distinguished by no color is less than (1 − c) k−2 . There are e(G) 2 pairs of edges. We obtain the existence of a distinguishing decomposition with at most k + 1 colors if ( If r is even, then G decomposes into 2-factors, by Petersen's Theorem [9] . Combining the 2-factors in pairs yields 4-regular spanning subgraphs. We only need 10 lg(nr) − 1 such subgraphs, so r ≥ 80 lg n is sufficient. If r is odd, then form a graph G by taking two copies of G and adding a matching that joins corresponding vertices in the two copies. Now G is regular of degree r + 1 and decomposes into 2-factors. Again these combine to form k 4-factors. Restricting these subgraphs to G yields spanning subgraphs of G in which every vertex has degree 3 or 4, since each vertex has exactly one incident edge in G that is not in G. Proof. If the diameter of an r-regular graph on n vertices is bounded by d, then r d ≥ n. This yields r ≥ n 1/d ≥ 80 lg n. Now Corollary 3.2 provides an upper bound on dec(G). To show that the family is well-behaved we show that this bound is at most a constant times the lower bound arising from (1). dec(G) ≤ 10 lg(nr) ≤ 20 lg(e(G)) = 20 lg(d + 1) log d+1 (e(G)) ≤ c d log 1+diamG (e(G)).
Random graphs
Next we apply Theorem 3.1 to random graphs. We consider the model in which graphs with a specified vertex set are generated by letting each vertex pair be an edge with probability p, independently. The edge probability p is a function of the number of vertices, n. A property holds "almost always" or "for almost every graph" in this model if its probability in the model with a specified vertex set of size n tends to 1 as n tends to ∞. Theorem 3.1 is used to obtain the upper bound, but also we will need results on the diameter of graphs generated with edge probability p to make a precise statement about random graphs being well-behaved. Proof. We create simultaneously a random n-vertex graph G and an edge decomposition G 1 , . . . , G k , where k = 20 ln n. Each pair of vertices becomes an edge of G with probability p. If a pair becomes an edge, then we place it into one of the subgraphs of the decomposition uniformly at random. Hence each pair has probability p/k of becoming an edge in
is binomial random variable with n − 1 trials and success probability p equal to p/k. Its expectation λ is (n − 1)p .
Let t = √ np. We show that with high probability every vertex degree lies between s + 1 and d, where s + 1 = λ − t and d = λ + t (note that s + 1 ≥ 3 for large n). This follows from Chernoff's Inequality bounding the tail probabilities in the binomial distribution (see, for example, page 26 of [7] ). The probability that
2 /(2λ) , and the probability that
bounded by e −t 2 /(2λ+t) . We compute e In considering whether random graphs generated with edge probability p are wellbehaved, we need the behavior of e(G) and diamG in this model. If the number of edges is almost always at least a constant positive power of n, and the diameter is almost always bounded by a constant, then there is a constant c such that the ratio of the upper bound in Theorem 4.1 to the lower bound from (1) is almost always bounded by c. This fact about the ratio is precisely what we mean by "random graphs are well-behaved". Corollary 4.2. For random graphs generated with edge probability p such that pn 1−ε → ∞ for some positive constant ε, there is a constant c such that the probability of dec(G) being bounded by c log 1+diamG (e(G)) tends to 1.
Proof. Let N = n 2 . When pN → ∞, the number of edges in the random graph has a binomial distribution. It has expected value pN , and e(G) is almost always between (1 − ε)pN and (1 + ε)pN . When pn 1−ε → ∞, almost always e(G) exceeds
Since f (n) is a threshold for having diameter at most D (Theorem 10 of Chapter 10 of [1] ), we conclude that in the model with edge probability p, almost every graph has diameter at most D.
Now the lower bound of (1) is almost always at least (1 − ε) log 1+D e(G), which is almost always at least (1 − ε 2 ) log 1+D n. Since pn 1−ε → ∞, also pn/ ln 2 n → ∞. Hence Theorem 4.1 applies and yields dec(G) ≤ 20 ln n almost always. Thus dec(G) is almost always at most c times the lower bound from (1), where c = 20 ln(1 + 1/ε )/(1 − ε 2 ).
Hypercubes
We have studied graphs with bounded diameter. To show that the random method can also work for sparser graphs, we consider the hypercube.
The hypercube Q k is the graph with vertex set {0, 1} k and edge set consisting of the pairs of k-tuples differing in one position. We write the edges as k-tuples with a * in the position where the endpoints differ; thus 001 * 0 is the edge with endpoints 00100 and 00110. The distance between two distinct edges is one more than the number of positions where one k-tuple has 0 and the other has 1. We use the word "position" when discussing entries in the vectors for vertices and edges of Q k because we use the word "coordinate" when discussing entries in the distance vectors that arise from an edge-coloring.
Since the hypercube has diameter k and k2 k−1 edges, the simple lower bound from (1) implies that dec(Q k ) > k/ lg k. We prove that this is sharp within a factor of 3.2. (A referee provided a simple explicit construction to show that dec(Q k ) ≤ k + 1; a random construction gives the right order of magnitude.) Theorem 5.1. For k sufficiently large, dec(Q k ) ≤ 3.17k/ lg k.
Proof. We pick a set C of c = 3.17k/ lg k − 1 edges at random and give them distinct colors; the remaining edges receive color 0. Let e and e be distinct edges of Q k , and let M (e, e ) be the set of edges that are at equal distance from e and e . Note that r(e) = r(e ) if and only if C ⊂ M (e, e ). Letting m be the number of edges of Q k , we have
Let ρ denote the probability that some two edges have the same distance vector; it suffices to show that ρ < 1. Choosing c large enough to make the sum of Prob[r(e) = r(e )] over pairs (e, e ) be less then 1 would require c > k, which is not small enough. To improve this, we show that there are many pairs (e, e ) for which M (e, e ) is the same. If M d = {M (e, e ) : d(e, e ) = d}, then
and it suffices to show that the latter expression tends to zero. First we show that |M d | is small. Given edges e and e , let r and r be the indices such that e r = * = e r . Let i be an index such that e i = e i = * . Let f and f be obtained from e and e , respectively, by changing only the ith position, so f i = f i = 1 − e i . We show that M (e, e ) ⊆ M (f, f ), and hence by symmetry M (e, e ) = M (f, f ). For g ∈ M (e, e ), we have
We have shown that the set M (e, e ) does not depend on the values in the ith positions of e and e when e i = e i = * . If d(e, e ) = d, then M (e, e ) is therefore determined by r, r , and the values of e in the d − 1 positions i such that {e i , e i } = {0, 1}. We can specify r and r in k 2 ways, we can complete e and e in positions r and r in one way or four ways (depending on whether r = r ), we can choose the locations of the differences in 
We will also need two bounds on |M | for M ∈ M d : |M | ≤ m/2, and
To prove the first inequality, suppose first that e and e differ in only one position. In that position one must have 0 and the other 1, and then M is precisely the set of edges whose k-tuples have * in that position. Thus |M | = 2 k−1 < m/2. Otherwise, e and e differ in positions i and j with i < j. In this case, we construct an injection φ : M → E(Q k ) − M . Consider an arbitrary edge f = (f 1 , . . . , f k ). If f i = * , then let φ(f ) be the edge obtained by changing f i to 1 − f i and leaving the rest of the k-tuple unchanged. If f i = * , then change f j to 1 − f j instead. The map is injective, and its image is outside M because φ(f ) is closer than f to exactly one of {e, e }, regardless of the location of * in e or e .
For example, the coloring we gave to establish the upper bound for dec(K n ) is totally distinguishing, but the coloring we gave for Q k is not. Since Q k has 2 k vertices and we use only Θ(k/ lg k) colors, there are not enough different subsets of colors to distinguish the vertices. Definition 6.2. Given edge-colorings c and c of G and G , the product coloring c * of E(G G ) is defined by c * ((e, v )) = c(e) and c * ((v, e )) = c (e ).
Theorem 6.3. If c and c are totally distinguishing edge-colorings for G and G using disjoint color sets, then the product coloring c * is totally distinguishing for G 1 G 2 .
Proof. If two edges have the same distance vector under c * , then they must have the same color under c * . Since the colors in the product coloring are split according to which factor generates an edge, we may therefore restrict our attention to edges of the form (e, u ) and (f, v ). Suppose that r((e, u )) = r ((f, v ) ).
Split the coordinates of the distance vectors into two sets corresponding to the colors used in G and G . Since the structure of the product coloring respects the factors, the coordinates corresponding to c tell us that r(e, u ) = r(f, v ) requires r(e) = r(f ) under c, and hence e = f . Also, the coordinates corresponding to c that have value 1 in r(e, u ) are the colors incident to u under c . Since c is totally distinguishing, we conclude that r(e, u ) = r(f, v ) also requires u = v . Hence the product coloring generates distinct distance vectors.
Since the set of colors incident to a vertex (u, u ) of G G under c * is the union of the sets incident to u under c and to u under c , it follows also that the sets of colors incident to distinct vertices of G G under c * are distinct. Hence c * is totally distinguishing.
Corollary 6.4. If G has a totally distinguishing coloring with c colors, then dec(G k ) ≤ kc.
Corollary 6.5. dec(K k n ) = Θ(lg n) for fixed k. Thus the family of cartesian products of identical cliques with a fixed number of factors is well-behaved. When n is fixed and k is large, this method does not work, because the factor k is too large to yield the desired bound. For small fixed n, it may be possible to extend the method used in the proof of Theorem 6.3.
