It has recently been proposed, within the framework of the linear shallow-water equations, that tropical Pacific decadal variability (PDV) can be accounted for by basin modes with eigenperiods of 10 to 20 yr, amplifying a midlatitude wind forcing with an essentially white spectrum. Here the authors use a different formalism of linear equatorial wave theory. The Green's function is computed for the wind-forced response of a linear equatorial shallow-water ocean and uses the earlier results of Cane and Moore to obtain a compact, closed form expression for the motion of the equatorial thermocline, which applies to all frequencies lower than seasonal. This expression is new and allows a systematic comparison of the effect of low-and high-latitude winds on the equatorial thermocline. At very low frequencies (decadal time scales), the planetary geostrophic solution used by Cessi and Louazel is recovered, as well as the equatorial wave solution of Liu, and a formal explanation for this convergence is given. Nonetheless, this more general solution leads one to a different interpretation of the results. In contrast to the aforementioned studies, the authors find that the equatorial thermocline is inherently more sensitive to local than to remote wind forcing and that planetary Rossby modes only weakly alter the spectral characteristics of the response. Tropical winds are able to generate a strong equatorial response with periods of 10 to 20 yr, while midlatitude winds can only do so for periods longer than about 50 yr. The results suggest that ocean basin modes are an unlikely explanation of decadal fluctuations in tropical Pacific sea surface temperature.
Introduction
The existence of decadal-scale variability in the Pacific Ocean is now well documented, and it affects the climate and fisheries of the neighboring regions to a significant extent (e.g., Trenberth and Hurrell 1994; Zhang et al. 1997; Mantua et al. 1997 ). This Pacific decadal variability (PDV) in the North Pacific is usually described by the Pacific decadal oscillation (PDO) index (Mantua and Hare 2002) , which is quite energetic in the interdecadal spectral range.
There have been suggestions (e.g., Newman et al. 2003 ) that the PDV derives much of its characteristics from the decadal properties of the El Niñ o-Southern Oscillation (ENSO), notwithstanding feedbacks with subtropical and midlatitudes winds, which may have a significant role in amplifying decadal variability over the whole basin (Sarachik and Vimont 2003) . Hence, rather than asking ''Why is there a PDV?,'' it is worthwhile to ask the more fundamental question of why there are decadal SST variations in the tropical Pacific.
To describe such variations, one can look at the socalled cold tongue index (CTI) (Deser and Wallace 1990) , computed here from the historical SST analysis of Kaplan et al. (1998) . The index and its spectrum are shown in Fig. l . The spectrum was estimated via the multitaper method (Thomson 1982; Ghil et al. 2002) and the robust noise estimation procedure of Mann and Lees (1996) . At the 95% level, one can see a number of significant broadband peaks between periods 2 and 7 yr, as well as narrowband peaks in the quasi-biennial and quasi-quadrennial range (Jiang et al. 1995) , all of which compose ENSO. One also finds some peaks in the decadal-to-multidecadal range, none of which seems to rise above the red noise background used for significance testing, perhaps due to the shortness of the record.
Thus, for our purpose, the salient feature tropical Pacific SST variability is the overall warm color of its spectrum at low frequencies. An intriguing mechanism for this variability has recently been proposed in the work of Cessi and collaborators (Cessi and Louazel (2001, hereafter CL01) , Cessi and Primeau (2001) , Cessi and Paparella (2001) , and that ofLiu (2003, hereafter L03) in the framework of the linear shallow-water equations.
These authors made an attempt to explain decadal variability as a ''reddening'' of weather fluctuations by dynamical ocean processes-planetary basin modes in this case. They argue that, in a meridionally bounded basin, such modes with decadal time scales can be preferentially excited by the appropriate wind forcing in midlatitudes, resulting in a large local response and a somewhat weaker-but still sizable-equatorial response. The wind need not be highly organized; the usual ''white noise'' variations in midlatitudes might be all that is needed. Moreover, this scenario does open FIG. 1. The cold tongue index (CTI) and its spectral properties: (a) CTI and its 7-yr low-passfiltered version; (b) spectral estimate of the CTI using multitaper method (MTM) and the robust noise estimation procedure of Mann and Lees (1996) . The black curve identifies harmonic components together with noise and broadband signals, while the ''reshaped'' spectrum only includes the latter two. Numbers above the curves correspond to the period (yr) of oscillation. (c) Significance test of harmonic components, based upon an F test (Mann and Lees 1996) . A peak is deemed signicant if its F value is above the critical threshold imposed by a particular confidence level (95% or 99% here).
the possibility of tropical anomalies forcing teleconnections to higher latitudes that excite favorable winds, reinforcing the decadal mode of variation (Cessi and Paparella 2001) . Cessi and collaborators work with the linear planetary geostrophic equations, while L03, following Jin (2001) , uses a truncated series of equatorial waves. L03 shows that the two approaches yield the same results. However, the latter are highly dependent on a few functional forms chosen to exemplify the forcing, which prevents rigorous comparison between the influence of low-and high-latitude forcing.
We therefore approach the problem in a different way, one that relies heavily on results obtained by Cane and Moore (1981, hereafter CM81) and Cane and Sarachik (1981, hereafter CS81) to derive the Green's function of the problem in a closed basin. We obtain answers that are mathematically equivalent to those of CL01 and L03, but our approach leads us to an interpretation at odds with theirs. Most importantly, we find that high-latitude winds have no advantage in forcing tropical ocean motions. On the contrary, they are typically less effective than low-latitude winds.
Since it is all too easy for the reader to get lost in the mathematical details, it may be worthwhile to give a brief informal account of the approach we will take. We wish to find the ocean's response to a periodic wind forcing. As in CS81, we write the solution as a sum of a forced part and a free part. Both are made up of forced or free long equatorial Kelvin waves and long Rossby waves, the only modes that exist in the interior of the basin at low frequencies. These modes suffice to satisfy the boundary condition of vanishing zonal velocity at the east, but cannot satisfy the same boundary condition at the west. That requires the short Rossby waves that make up the western boundary currents. It is known (Cane and Sarachik 1977 ) that the appropriate boundary condition for the long, low frequency waves alone is that the meridional integral of the zonal velocity vanish along the boundary. This means that the mass propagated into the western boundary by long Rossby waves forced by the wind is all returned to the interior in free equatorial Kelvin waves; this condition determines the Kelvin wave amplitude at the west. The role of the short Rossby waves (the western boundary currents) is to close the fluid circuits.
The free Kelvin waves, generated at the western boundary, and the Kelvin wave forced in the interior propagate eastward to be reflected in a series of Rossby waves, whose amplitudes are determined by the boundary condition at the east. These Rossby waves propagate across to the west and generate new Kelvin waves, and so on. A Kelvin wave plus its reflected Rossby waves is the free part of our solution. There is some amplitude A for this free part that allows the forced plus free Rossby wave mass flux incident on the western boundary to just balance the outgoing Kelvin wave mass flux.
It turns out (section 2a) that A is the correct measure of off-equatorial wind effects on the equatorial thermocline, being equal to the thermocline depth at the eastern boundary (h E ). Clearly, the greater the amplitude of the wind-forced mass flux at the western boundary, the greater h E will be. So, the right forcing can increase the movement of the equatorial thermocline. There is a second mechanism, which depends on the free mode. If the free mode were self-consistent so that the Kelvin wave generated at the west reflects into Rossby waves that are exactly what is needed to generate that Kelvin wave in the first place, then it would be a self-sustained basin mode, a complete solution of the unforced equations in the basin: a resonant mode. If the free mode is close to this condition, then it adds little net mass flux at the west and it will take a large amplitude of h E to complete the forced solution.
Hence the emphasis on basin modes in the work cited above. However, even in the absence of any friction, it is known that there are no true very-low-frequency basin modes; there are no eigenfunctions satisfying the shallow-water equations and the boundary conditions whose eigenfrequencies are real (Moore 1968) . The only solutions have complex eigenfrequencies, meaning that the associated quasi-basin modes are damped (Cessi and Louazel 2001) .
Thus, to determine what sort of midlatitude winds might excite a large equatorial response means that we have to investigate two questions: What latitudinal distribution of winds is especially efficient at forcing a large net mass flux at the western boundary? What frequencies and basin dimensions bring the free mode close to resonance? It should be noted that since any free mode must satisfy the eastern boundary condition, the free mode we describe here-a Kelvin wave at frequency v together with its eastern boundary reflected Rossby waves-is the only possible form for a lowfrequency basin mode. Its form is the same as that found numerically by CL01 and L03. Here we add a closed form description, which takes advantage of the analytical results of CM81.
In the next section, we present the mathematical formalism used to address this problem. In particular, we modify the CM81 mode to fit in a meridionally bounded basin and calculate h E when the forcing is a delta function in latitude (a Green's function). This allows a systematic investigation of the effect of forcing latitude, which we do in section 3. those results are compared with previous work in section 4 and we offer an explanation for the differences we find. We conclude with a discussion section.
Linear equatorial wave theory at decadal frequencies a. The problem
Consider an ocean basin defined by 0 # x # X E ; f y S # y # y N g: We start from the classical reducedgravity model, with the nondissipative rotating shallowwater equations, in the low-frequency, long-wave approximation (e.g., Moore 1968; Cane and Sarachik 1976) . In nondimensional form
with boundary conditions (Cane and Sarachik 1977) u X E ; y; t ð Þ5 0 8y 2 y S ; y N ½ ; ð2aÞ
As a consequence of the low-frequency, long-wave approximation, the y t term is absent and the boundary condition (2b) has to include the indirect effect of the short Rossby waves, as discussed above. As in CS81, we consider periodic wind perturbations (tantamount to solving in the frequency domain) and further idealize them as strictly zonal and independent of longitude: t 5 ½FðyÞe iwt ; 0: This functional form facilitates comparison with CS81, L03, and CL01.
The solution to this system is a sum of forced Rossby and Kelvin waves, together with their reflections, which are free waves. As is often done (e.g., CS81) the solution is written as the sum of a forced solution u F of (1) and a free solution u M [i.e., one satisfying (1) with the right-hand side set to zero]:
where A(t) is a function of time only, determined by the boundary conditions. Both the forced and free parts satisfy the boundary condition (2a) at the east. We normalize
T so that h M (x 5 X E , y) 5 1. In the absence of meridional wind stress, the meridional momentum balance reduces to geostrophy and the boundary condition u(X E , y) 5 0 implies that h(X E , y) 5 h E (t), a function of time only.
It turns out that A 5 h E , which is entirely determined by the condition (2b) that the net mass flux be zero at the west. After substituting (3) into (2b), a few manipulations lead to
where
The depth h E is also the physical variable of greatest interest because the eastern equatorial SST is so tightly coupled to the local thermocline depth (e.g., Zelle et al. 2004 , and references therein). As noted above, if the wind forcing is far from the equator, then all variations in h along the equator are determined solely by h E . The rest of the analysis will thus focus on this variable.
As is apparent from (4), any mode rendering I M small will generate a large response in thermocline depth, regardless of the magnitude of the forcing. If I M 5 0, then u M is a true basin mode, as in CM81, and we therefore begin by seeking the free solutions to the system (F 5 0).
b. The free mode
The general form for this mode is the sum of a Kelvin wave and all its Rossby reflections. To take advantage of prior work, we split the solution between a part corresponding to a meridionally infinite basin u ' M and a boundary layer correction u B . The first term u ' M can readily be written in the closed form obtained by CM81:
Here j goes from 21 in the west to 0 in the east and f, which is 2p times the ratio of the Kelvin wave crossing time to the period of the oscillation, is the relevant frequency parameter for analysis of the response (CS81). For a meridionally infinite basin,
e Àiy 2 ðtan 2fÞ=2 dy;
For very low frequencies
A true basin mode must satisfy the boundary condition at the east; hence, in an infinite basin all lowfrequency basin modes have the form (5). A basin mode must also satisfy the western boundary condition, I M 5 0. This will hold if f is a multiple of p/2, a result first obtained by CM81. The longest eigenperiod is 4X E , the time for a Kelvin wave to cross the basin plus the time for the gravest Rossby wave to return (about 8 months for typical parameters). Thus, all true basin modes are high frequency compared to decadal (or even interannual) time scales. Any low frequency modes must correspond to complex eigenfrequencies and, so, will be damped.
The form of the phase function in (5) means that phase variations increase with latitude and with proximity to the western boundary. Hence, the most rapid variations are found in the northwestern and southwestern corners of the basin. If the modes are damped, then these areas will also have larger amplitudes. These characteristics may be seen in the basin modes shown by CL01 and L03 [their Fig. 2 and Fig. 2b , respectively].
In a bounded basin, (5) is still a free solution satisfying the boundary condition at the eastern boundary, but it fails to satisfy the boundary conditions at (y S , y N ). The complete solution requires the addition of boundary layers to make the meridional velocity vanish at those latitudes. All we need is the mass flux that they deliver to the western boundary, and this does not require complete knowledge of the structure within the boundary layer. (The boundary layer structure is discussed, for example, by CL01.)
Consider the situation at, say, the northern boundary y 5 y N . We add a boundary layer structure u B to u 
which, using (5), is
Similarly, at the southern boundary ð '
We also have [cf. (7) 
Here the subscripts N and S refer to the northern or southern boundary, respectively. Henceforth, we will use the last expression since the relative error is f 2 1 O(f (e.g., Abramowitz and Stegun 1965) and combining this with Eqs. (9) and (10), the total mass flux can be written:
where we have introduced the function Z,
If I M 5 0, then the free mode is a basin mode. This holds if s 5 0, but the only very-low-frequency solution is the steady solution f 5 0. Otherwise, let y S 5 0 so that I M 5 0 reduces to Z sy 2 N À Á 5 0; which is the same as Eq. (2.9) in L03. This is easily shown by integrating (14) by parts:
The solutions may be found numerically, as in CL01 and L03. The resulting eigenstructure, displayed in Fig.  2 , is almost identical to that found by CL01 (their Fig.  2 ) and Yang and Liu (2003) (their Fig. 3) .
The peculiar physics of equatorial wave propagation on a b plane further means that these modes can be described by a single parameter u 5 fy 2 . It is worth dwelling on its physical interpretation as it appears repeatedly throughout this article. Recalling that the nondimensional Rossby phase speed at latitude y is c(y) 5 y 22 , u can be interpreted as the ratio of the basin crossing time at latitude y to the period of interest (up to a factor of 2p); thus, for small u the wave has had the time to go around the Kelvin-Rossby wave pathway before the signal has changed too much, and all latitudes equatorward of y are in phase; for large u there are important phase differences, leading to interference.
We can obtain relatively simple asymptotic expressions for Z in these two interesting limits.
which has amplitude
and phase
For u ) 1:
Taking (19) to the limit u / ' by having y N 5 2y S we find that, for u ( 1, I M ; 2(ifp) 1/2 , in agreement with 1 Use the following asymptotic expansion: erf § ð Þ ; 1 1 ðe Eq. (7) and the work of CS81, who considered such an unbounded basin.
The function Z is plotted in Fig. 3 , along with its asymptotic approximations. We see that the asymptotic approximations are quite good. Note that Z is nonzero unless u 5 0. It has a number of local minima [cf. Eq. (19)] but all are quite shallow, so the value of Z at these minima is not very different from that at neighboring points. There are no true basin modes; zeroes of Z require that u be complex, with J(u) . 0, which means that the associated eigenmodes will be damped.
c. The forced solution: Green's function
We seek the response to a delta function in latitude: a Green's function. We take F(y) 5 d(y 2 y * )/X E so that the integral of F over the basin is unity. Kuklinski (1984) solved the related problem of a delta function at a point, F(y) 5 d(y 2 y * ) d(x 2 x * ), while Jin and Neelin (1993) solved the problem F(x, y) 5 d (x 2 x * ). We will first solve the problem for a meridionally infinite basin and then argue that the same solution applies in the bounded basins of interest here.
The solution for a general F(y) may be written, following CS81 [their Eq. (12) , together with (14) and (21)
where K(y) and R n (y) are the meridional structures associated with the Kelvin mode and the nth Rossby mode, respectively. (See CS81 for details.) The coefficients d K and {r n , n 2 N} are the projections of the forcing onto the Kelvin and Rossby modes. For the Green's function F(y) 5 d (y 2 y * )/X E , they are where K u , R u n denote the u components of the Kelvin wave and the nth Rossby wave. We need only the western boundary mass flux:
where a n is the sequence defined as
yc n y ð Þ dy; n odd:
[c n is the nth Hermite function, as defined, e.g., in Abramowitz and Stegun (1965) ]. Equation (24) can be rewritten as
Once again, the term in brackets is the sum of a free Kelvin mode and its Rossby reflections, this time evaluated at the forcing latitude y * . Again, we use the result of Cane and Moore (1981) to rewrite it as in (5):
Remarkably, the mass flux due to the forced mode simply writes as the integral of the free-mode zonal flux over [0, f] . This integral has no obvious analytical simplification, but in the limit of small f becomes
An integration by part leads to
We now define the function E:
so that I F can be written
Before we examine E more closely, we wish to justify applying this solution in a bounded basin. We argue heuristically that the solutions do not spread poleward enough to be aware of the boundaries; that is, they do not generate any motions at the boundary that require boundary layer corrections. If the forcing latitude is far from the equator (y Ã ) 1), then the motions are going to be geostrophic, the linear planetary geostrophic equations hold, and the wave operator y 2 ht 2 h x allows only propagation along latitude lines so that the signal cannot spread poleward. On the other hand, if the forcing is in low latitudes, then it has a very small projection onto the high n modes, that is, the ones that do not die off exponentially at middle latitudes. The result that the forced motions will not be significant far poleward of the forcing can also be argued from results on ray paths of equatorial waves (Kuklinski 1984; Schopf et al. 1981) . Only in the case of a forcing reaching the boundary of the basin does the solution require a boundary layer correction; it is presented in appendix A. Finally, our results agree with the closed basin solutions of L03 and CL01, as we will show in the next section.
We plot the function E in Fig. 3 and note some of its properties:
d j E j decreases strongly with u. Thus, for a given frequency, low-latitude winds are more efficient at generating thermocline motion than high-latitude winds.
d. Total solution
In the case of a symmetric basin (y S 5 2y N ) and a delta-function forcing, we can use expressions (13) and (31) for the free and forced mass fluxes to rewrite (4) into the following form, which is the Green's function of the eastern boundary height:
which depends solely on the frequency, basin size, and latitude of the forcing, y * . Thus, for an arbitrary wind profile F(y), the total solution is simply F weighted by the integral kernel h E * :
This expression is new, and it allows a systematic evaluation of the equatorial thermocline response to arbitrary wind forcings. It is to be compared with the response functions given by Eq. (2.8) in L03 or Eq. (23) in CL0l (the latter two being identical except for notation). The denominator is identical in all expressions for f ( 1, so the difference resides in the numerator: as is traditional in quasigeostropic (QG) theory, L03 and CL0l express the wind forcing as an Ekman pumping term [2› y (F/y) in our notation], while we use no such transformation. Their choice makes direct computations challenging if F is nonzero at the equator, while ours circumvents this limitation. Were our results to be recast in a similar form, we would obtain an expression nearly identical to theirs, differing only by an extra term multiplying the Ekman pumping within the integrand. Consequently, we obtain very similar results in cases where F ; y at the equator, but not otherwise (section 4). This is therefore a more general solution.
Results

a. Low versus midlatitudes
The first result of interest, and the one that motivated this paper, is the sharp decrease of E with latitude for a given frequency, as seen in Fig. 3 (recall that u ; y 2 Þ: Here; EðuÞ j j falls to half its value from u 5 0 at approximately u 5 5. For a 20-yr period in the Pacific this corresponds to a latitude of ;438. This means that the equatorial thermocline is best excited locally in the tropics; subtropical or midlatitude wind forcing is less effective. As has been known for a long time, the longer the period, the broader the range of latitudes that influence the equator. In agreement with earlier work, we find that the latitudinal extent increases like the square root of the period. While it is true then that the lower the frequency, the greater the impact of midlatitude winds; tropical winds always have the advantage.
An alternative explanation of the relative ineffectiveness of midlatitude winds can be derived from midlatitude quasigeostrophic theory: Consider a 1.5-layer b-plane ocean. Suppose there is a midlatitude pycnocline displacement h, which is zero outside of some latitude band (y 2 , y 1 ). The equatorial response (i.e., the Kelvin wave amplitude) is set by the magnitude of the total mass flux U impinging on the western boundary. Using geostrophy,
which is small-the quasi in quasigeostrophic. Therefore, the higher the latitude of the forcing, the less the impact at the western boundary and, therefore, at the equator. For a fixed width (y 1 2 y 2 ), we again have the result that the impact decreases like the square of the latitude. This result comes out of an inviscid theory and would be even more relevant in the presence of damping; since the Rossby wave crossing time increases quadratically with latitude, midlatitude forcing is also more severely damped by the time it reaches the eastern boundary.
b. Modes do not matter
We have seen that the free mode amplitude depends on the mass flux at the western boundary that the wind forcing excites. The larger this mass flux, the larger the free mode amplitude. If an off-equatorial forcing excites a direct response that by itself satisfies the free mode condition that the net mass flux at the western boundary be zero, then it will have no impact on the equator. Of course, there are no true free modes since all eigensolutions with frequency greater than zero are damped. This is true even in the infinite basin case in which the free mode is an artifact of the low-frequency, long-wave approximation (cf. CM81). Moreover, as shown in CM81, even the ''true'' modes of the approximate equations all have periods shorter than interannual.
In a closed basin, there are pseudomodes with complex frequencies, as emphasized by CL01 and L03. Such modes would be important if they meant that I M was especially close to zero for corresponding real frequencies. However, they introduce only small amplitude oscillations in Z(fy N 2 ), hence in h E (cf. Fig. 3 ). We also point out that a combination of basin size and frequency that minimizes I M and, so, increases H E does so equally for forcings at all latitudes. It does not favor midlatitudes.
c. Response to idealized wind patterns
It is instructive to look at simple wind patterns, the response to which may be obtained analytically via (33), for simple enough functional forms. A useful identity is 8u . 0; 8n 2 C*;
through which the various integrals can be computed. In all the following, a white spectrum for the forcing is implicitly assumed, as in CL01 and L03. This should not be thought of as a naïve simplification of reality, as it is known that the spectrum of midlatitude surface winds is far from flat, with significant power in the ENSO band. Instead, the idea is to see whether this low frequency variability can arise via the amplification of stochastic wind forcing by ocean dynamics alone. Since synoptic weather systems are known to occur spontaneously with approximately Gaussian statistics, this is meant to provide a null hypothesis for the redness of the CTI spectrum.
1) RESPONSE TO F 5 1
Let us consider the simplest forcing:
The analytical response to such forcing is
where u N 5 fy N 2 and u L 5 fL
2
. This case provides a useful cross check because the zero frequency is easy to compute without recourse to our theory: if such a steady forcing were to cover the whole basin, then the slope of the equatorial thermocline depth would be unity by virtue of the Sverdrup balance; there would be a node in the center of the basin, and h E 5 1/2. Using the previous expansions for E and Z in the limit of small u, and the results from the appendix, one can verify that the response to a steady forcing (f 5 0) is, indeed, h E 5 1/2 for this solution.
In Figs. 4a1 ),a2), we show the spectrum of the response to a varying latitudinal extent of this forcing, with
respectively. For L 5 y N , the forcing is nonzero at the northern wall so that the boundary layer correction needs to be applied, as outlined in the appendix. It is interesting to note that a spectral peak does arise for periods in the range between 10-and 20-yr, but only in the case of tropical forcing. The more poleward the forcing, the weaker the peak and the lower its central frequency so that basinwide forcing alone does not, in fact, produce a peak anymore. The subtropical case produces a peak in the 50-100-yr range. As the extent of the forcing increases, it eventually comes close enough to the northern boundary so that the boundary layer correction has to be applied. It is a peculiarity of this Heaviside forcing, with a sharp jump introducing an infinite wind stress curl at the edge, that the interior and boundary layer contributions are of similar magnitude when L 5 y N and tend to cancel each other (see the appendix). This explains the decrease between the zerofrequency response to L 5 2y N =3 (black solid line) and L 5 y N (black dashed line) in Fig. 4a2 . However, the comparison between latitude bands is not very meaningful in this case where the area under the forcing keeps increasing with its extent. Instead, one can divide the domain in three equal chunks, called for convenience ''tropics,'' ''subtropics,'' and ''midlatitudes.'' (Recall that the convergence of meridians is neglected in the b-plane approximation.) This is done in Figs. 4b1 ) and b2), where it can be seen that the shift of the peak toward low frequencies is indeed a consequence of the location of the forcing, not its extent (the more poleward it is, the lower the frequency). In this case, the midlatitude spectrum shows a peak around 50-100-yr periods, like the subtropical case, only weaker in magnitude.
One can verify that this result is not an artifact of the chosen functional form, by applying another one-say, a sine wave-similarly cut into latitude bands [Figs. 4c1) and c2)]: the amplitude of the thermocline response increases in proportion to the strength of the forcing over a given region, but the location of the peaks is the same as in the F 5 1 case. In fact, in this case, the midlatitude forcing fails to produce a peak.
As remarked above, a caveat of such forcings is that they possess a discontinuous first derivative, which introduces an infinite wind stress curl, and is therefore unphysical. For the purposes of comparison with earlier work and numerical testing, it is instructive to look at a smooth forcing.
2) RESPONSE TO F y ð Þ 5 e In this case, as in the L 5 y N case seen above, the forcing is nonzero at the northern wall, requiring the boundary layer correction. However, for m large enough, this correction is evanescent. The solution is FIG. 4 . Effect of the latitudinal position of the wind forcing: a1) Varying extent of wind forcing in the F 5 1 case; a2) thermocline response; b1) varying location of wind forcing in the F 5 1 case; b2) thermocline response; c1) varying location of wind forcing in the F 5 sin py=y N ð Þcase; c2) thermocline response. The numbers above the spectra on the rhs correspond to the period of oscillation (yr).
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where p 5 2f=m as in CS81, and
Since K e 
which is identical to Eq. (31) in CS81. For a bounded basin (y N , ') and f ( 1, the lowest order response simplifies to
Note that according to Eq. (41), h E is equal to the integral of F(y) divided by y N and is thus independent of the scale of the forcing with the total amplitude held fixed. Remarkably, it is independent of f. We find, therefore, an O(1) zero frequency response, which contrasts with CS81 but is a consequence of their considering an unbounded basin, where mass within any finite region need not be conserved. We checked this behavior in a numerical model using the INC scheme (Israeli et al. 2000) . In Fig. 5 we plot the equilibrium response of this model. The m À1=2 scaling law form is found to hold over a broad parametric range.
Comparison with previous work
Since our results are in stark contrast with the claims of CL01 and L03, we dedicate this section to understanding the origin of the difference.
a. Comparison with Liu
It is instructive to see to what extent our solution resembles that of L03. In Fig. 6 we reproduce the results from his Fig. 5 , using the methods of this paper. For this computation we used his ideal wind forcings and the Green's function obtained from (27), complemented by the boundary layer correction (see the appendix) when needed.
Except for a few minor differences in amplitude, the two pictures are in good agreement, especially for case d F y ð Þ5 sin py = y N ð ÞWhen they are not, case c, F y ð Þ5 ½ cos py = y N ð Þ, it is likely to be related to the fact that L03's HE and HP solutions diverge from each other, presumably due to a singularity in the forcing used at the equator (one that corresponds to an infinite Ekman pumping, as illustrated by the dashed lines in the righthand side of his Fig. 5a-c) . When the latter Ekman pumping is nonsingular, his HP and our solution are in close agreement. For well-behaved cases, we agree with L03's conclusion that equatorial wave theory and planetary geostrophy give identical results at very low fre- quencies. As we shall see in the section 5, it is our interpretation that differs.
b. Comparison with Cessi and Louazel
This comparison is complicated by the fact that the wind patterns prescribed as a forcing of the planetary geostrophic potential vorticity (PGPV) equation, their Eq. (19), are specified in terms of the functiong [ F=y ð Þ y (in our notation). As this involves a differential, an integration constant is needed to fully determine F. Furthermore, one can show that all of the wind patterns used in their study imply that F scales at least as y 2 as one approaches the equator. Any lesser-order polynomial would render the solution singular. These wind patterns have far greater amplitude in high latitudes, so this part of the wind forcing naturally dominates.
However, if a more realistic wind pattern were chosen, one characterized by a comparable amplitude in midlatitudes and the equator, then the PGPV solution would not show enhanced sensitivity to extratropical winds, because it behaves similarly to the equatorial wave solution at low frequencies, as explained by Liu (2003) . The reason for this similarity deserves a formal explanation.
c. Equivalence with the PGPV solution
SCALING ARGUMENTS
Why does the PGPV equation seem to capture the thermocline motion of the equatorial wave solution at very low frequencies? A formal way to see this is to show that it is a special case of the low-frequency, longwave approximation. Recall that the latter is obtained by using the following scaling (Cane and Sarachik 1976) :
wherein e is a small parameter. This scaling makes y t appear as O(e 2 ), and must therefore be dropped to lowest order.
At very low frequencies › t ; O e 2 À Á Â Ã ; consistency requires adding the constraint › y ; O e ð Þ and so, for y * O 1 ð Þ; (lc) implies that u ; eh. Hence u t must also be dropped to lowest order, yielding the planetary geostrophic equations:
The immense advantage of this system is that a vorticity equation can be formed for h, which is readily integrable. It is surprising that this equation should be valid near the equator ( y ( 1), however, since the Rossby wave speed there goes to infinity. L03 showed that the planetary geostrophic solution accounts implicitly for the mass transport achieved by the equatorial Kelvin wave and retains the essential Sverdrup balance in the vicinity of the equator. The reason for the consistency between very-low-frequency linear equatorial wave theory and planetary geostrophy is that, in both theories, the equatorial thermocline depth must proceed from the balance h x 5 F. Direct integration from the eastern boundary yields
where it can be seen that h E is simply the constant of integration of the problem, which is determined by the boundary conditions. As we show in section 2b, the two theories have the same boundary conditions for low frequencies, hence their similar behavior.
Discussion
We have investigated the sensitivity of the equatorial thermocline depth to wind forcing at various latitudes. Following previous work, we used a b-plane nondissipative shallow-water system and showed that its solution can be approximated by a closed-form expression in the limit of low frequencies. Throughout this derivation we have made extensive use of the results of CS81 and CM81, but our solution now applies to a bounded basin, not an infinite one-via a boundary layer correction. This implicitly introduces friction in the model, albeit concentrated at the domain edges. The resulting modes are thus no longer limited to those identified by CM81, whose lowest frequency is on the order of 8 months. Indeed, the solution reproduces the salient aspects of those obtained by CL01 and L03, but also holds at shorter periods (seasonal to interannual), though in this work we only make use of the very low-frequency approximation.
Since the fundamental variable describing the response is u 5 fy 2 , this means that the latitudinal range affected by the waves is proportional to the square root of their period: the longer the period, the broader the meridional extent of the wave, and the easier it becomes to force h E from higher latitudes. However, contrary to the suggestion of CL01 and L03, we find pseudomodes unable to redden the response to a midlatitude wind forcing with a white spectrum, nor do they introduce noticeable spectral peaks.
Further, we computed the Green's function of the problem, which exhibited a rapid decrease with latitude. This suggested that the equatorial thermocline response inherently favors local forcing and that tropical winds dominate the response on interannual to decadal time scales. Midlatitude winds are hard pressed to produce any sizable equatorial response, unless one looks at very low frequencies, low enough for u to be small at those latitudes. In dimensional units, this corresponds to periods from 50 to 100 yr. In such a case, Rossby waves have the time to cross the basin at the poleward boundaries within a period of oscillation, and we do find that subtropical and midlatitude winds are thus able to generate power in the centennial band. So, in our model at least, it seems that tropical winds are the preferred way of generating tropical ocean decadal variability, but modes could play a role at lower frequencies. Might this conclusion carry over to the Pacific Ocean as a whole? While seemingly simplistic, reduced-gravity models have proven to be a surprisingly valuable interpretive tool in tropical oceanography, their applicability to midlatitude oceans is less clear. We argue that shallow-water basin modes are unlikely to be operating in nature, for three reasons.
First, as one appeals to the spatial structure of eigenmodes to generate a response, the exact geometry of the basin becomes crucial to their reinforcement: the straight coastlines used in this model are known to be a singular case of quasigeostrophic dynamics (Primeau 2002 ) characteristic of midlatitude oceans. For realistic Pacific coastlines, his study found that basin modes are still present in the reduced-gravity context, but with a Q factor of order one: in other words, they are far from resonance and hence offer no outstanding advantage in forcing tropical motion. Second, since the Rossby wave crossing time increases quadratically with latitude, the presence of any small amount of friction (or other diabatic processes) will tend to damp such modes much more efficiently than it would damp a dynamically forced response confined to the equatorial waveguide. Lastly, LaCasce and Pedlosky (2004) have shown in a two-layer quasigesotrophic context that Rossby waves are vulnerable to destruction by baroclinic instability. As the growth rate of this instability increases approximately quadratically with latitude (Eady 1949) , there exists a critical latitude beyond which Rossby waves ''succumb to baroclinic instability'' and transfer most of their energy to the barotropic eddy field (LaCasce and Pedlosky 2004) before propagating too far from the eastern boundary, letting the authors conclude that ''Rossby basin modes, if they exist, would be limited to tropical domains.'' Therefore, this simple model suggests that the most direct origin for decadal thermocline varability is decadal wind variability occurring in the tropics themselves (see also Karspeck and Cane 2002) . Where, in turn, does such variability arise? We argue that midlatitude oceans need not be invoked to explain its origin. It has been shown that the Bjerknes feedback central to ENSO physics also operates on decadal and interdecadal time scales in the Zebiak-Cane model (Zebiak and Cane 1987; Clement and Cane 1999; Seager et al. 2004) as well as in a coupled GCM . Thus coupled ocean-atmosphere dynamics internal to the tropical Pacific can produce significant power at decadal frequencies, with simulated variability resembling that observed (Karspeck et al. 2004) , including the 1976-77 ''climate shift.'' In turn, ocean-atmosphere feedbacks involving the eastern subtropical Pacific may explain some attributes of the PDV (Wang et al. 2003a,b) . It is also plausible that some elements of subtropical stochastic variability participate in this, as in the ''seasonal footprinting mechanism'' (Vimont et al. 2001 ) and the ''Pacific meridional mode'' (Chiang and Vimont 2004) . Work reported here advances these ideas only indirectly, by ruling out resonant ocean basin modes as a viable null hypothesis for the origin of Pacific decadal variability.
When the forcing reaches the poleward boundaries of the domain, the forced solution (31) has to be amended. Our solution holds within a distance e of the northern wall so that we can write the interior western boundary mass flux for half the basin as 
and the boundary layer zonal mass flux can be computed using geostrophy: 
Taking F 5 0 at y 5 y N 2 e since it is already included in the interior integral, performing another integration by parts, and using the previous formula (Al) for U I , the boundary layer return flow is 
where F N 5 F(y N ). We can ignore the integral, which is approximately À2if e F N E u N ð Þ' O e ð Þ: Again, using (A2) to compute the meridional mass flux at the northern wall,
Therefore, the total boundary layer correction is
so that, for a symmetric basin (y S 5 2y N ), the total mass flux is
which reduces to (31) if the forcing vanishes at the boundary (F N 5 0). For u N $ 1, one can obtain a crude estimate of the importance of the boundary forcing as follows:
F N y N ; F I 5 2ify N F
[using E 5 O(1)] so that
which confirms the intuitive result that for basins sufficiently large, the effect of the northern and southern boundary mass fluxes is less than that of the interior mass flux. This intuition fails, however, when f / 0 so that u N becomes small. In this case the interior term [first term on the rhs of (A8)] is just Àify N F; where F is the meridional average of F(y), and the boundary term is ify N F N =2; so the two terms are comparable, and h E ! F À F N =2:
