The analyticity of the entropy and relative entropy rates of continuous-state hidden Markov models is studied here. Using the analytic continuation principle and the stability properties of the optimal filter, the analyticity of these rates is established for analytically parameterized models. The obtained results hold under relatively mild conditions and cover several useful classes of hidden Markov models. These results are relevant for several theoretically and practically important problems arising in statistical inference, system identification and information theory.
I. INTRODUCTION
H IDDEN Markov models are a powerful and versatile tool for statistical modeling of complex time-series data and stochastic dynamic systems. They can be described as a discrete-time Markov chain observed through imperfect, noisy observations of its states. Proposed in the seminal paper [1] over five decades ago, hidden Markov models have found many applications in very diverse areas such as acoustics and signal processing, image analysis and computer vision, automatic control, economics and finance, computational biology, genetics and bioinformatics. Owing to their theoretical and practical importance, various aspects of hidden Markov models have been thoroughly studied in a number of papers and books -see, e.g., [2] , [6] , [8] and references therein.
The entropy and relative entropy rates of hidden Markov models can be considered as an information-theoretic characterization of the asymptotic properties of these models. The entropy rate of a hidden Markov model can be interpreted as a measure of the average information revealed by the model through noisy observations of the states. The relative entropy rate between two hidden Markov models can be viewed as a measure of discrepancy between these models. The entropy rates of hidden Markov models and their analytical properties have recently gained significant attention in the information theory community. These properties and their links with statistical inference, system identification, stochastic optimization and information theory have been studied extensively in several papers [10] - [13] , [14] , [19] , [20] , [22] , [23] . However, to the best of our knowledge, the existing results on the analytical properties of the entropy rates of hidden Markov models apply exclusively to scenarios where the hidden Markov chain takes values in a finite state-space. We establish here analytical properties of the entropy rates of continuous-state hidden Markov models. As indicated in [26] , such results can be very useful when analyzing algorithms for statistical inference in hidden Markov models.
In many applications, a hidden Markov model depends on an unknown parameter whose value needs to be inferred from a set of state-observations. In online settings, the unknown parameter is typically estimated using the recursive maximum likelihood method [21] , [23] . In [23] , it has been shown that the convergence and convergence rate of recursive maximum likelihood estimation in finite-state hidden Markov models is closely linked to the analyticity of the underlying (average) log-likelihood, i.e. of the underlying relative entropy rate. In view of recent results on stochastic gradient search [25] , a similar link is expected to hold for continuous-state hidden Markov models. However, to apply the results of [25] to recursive maximum likelihood estimation in continuousstate hidden Markov models, it is necessary to establish the analyticity of the average log-likelihood for these models. Hence, one of the first and most important steps to carry out the asymptotic analysis of recursive maximum likelihood estimation in continuous-state hidden Markov models is to show the analyticity of the entropy rates of such models. The results presented here should provide a theoretical basis for this step.
In this paper, we study analytically parameterized continuous-state hidden Markov models (i.e., the models whose state transition kernel and the observation conditional distribution are analytic in the model parameters). Using mixing conditions on the model dynamics, we construct a geometrically ergodic analytic continuation of the state transition kernel and an exponentially stable analytic continuation of the optimal filter. Relying on these continuations and their asymptotic properties, we demonstrate that the entropy and relative entropy rates are analytic in the model parameters. The obtained results hold under relatively mild conditions and cover a broad and common class of statespace and continuous-state hidden Markov models. Moreover, these results generalize the existing results on the analyticity of entropy rates of finite-state hidden Markov models. Additionally, the results presented here are relevant for several important problems related to statistical inference, system identification and information theory.
The rest of this paper is organized as follows. In Section II, the entropy rates of hidden Markov models are specified and the main results are presented. Examples illustrating the main results are provided in Sections III and IV. In Sections V -VII, the main results are proved.
II. MAIN RESULTS
To define hidden Markov models and their entropy rates, we use the following notations. ( , F, P) is a probability space. d x ≥ 1 and d y ≥ 1 are integers, while X ⊆ R d x and Y ⊆ R d y are Borel sets. P(x, dx ) is a transition kernel on X , while Q(x, dy) is a conditional probability measure on Y given x ∈ X . A hidden Markov model can be defined as the X × Y-valued stochastic process {(X n , Y n )} n≥0 which is defined on ( , F , P) and satisfies P ((X n+1 , Y n+1 ) ∈ B|X 0:n , Y 0:n ) = I B (x, y)Q(x, dy)P(X n , dx) almost surely for n ≥ 0 and any Borel set B ⊆ X ×Y. {X n } n≥0 are the unobservable states, while {Y n } n≥0 are the observations. Y n can be interpreted as a noisy measurement of state X n . States {X n } n≥0 form a Markov chain, while P(x, dx ) is their transition kernel. Conditionally on {X n } n≥0 , state-observations {Y n } n≥0 are mutually independent, while Q(X n , dy) is the conditional distribution of Y n given X 0:n . For more details on hidden Markov models, see [2] , [6] and references therein.
In addition to the model {(X n , Y n )} n≥0 " we also consider a parameterized family of hidden Markov models. To specify such a family, we rely on the following notations. Let d ≥ 1 be an integer, while ⊂ R d is an open set. P(X ) is the set of probability measures on X . μ(dx) and ν(dy) are measures on X and Y (respectively), while p θ (x |x) and q θ (y|x) are functions which map θ ∈ , x, x ∈ X , y ∈ Y to [0, ∞) and satisfy X p θ (x |x)μ(dx ) = Y q θ (y|x)ν(dy) = 1 for all θ ∈ , x ∈ X . A family of hidden Markov models can then be defined as a collection of X × Y-valued stochastic processes (X θ,λ n , Y θ,λ n ) n≥0 on ( , F , P), parameterized by θ ∈ , λ ∈ P(X ) and satisfying almost surely for n ≥ 0 and any Borel set B ⊆ X × Y. {X θ,λ n } n≥0 are the hidden states of this model, while {Y θ,λ n } n≥0 are the corresponding observations. p θ (x |x) is the transition density of the Markov chain {X θ,λ n } n≥0 , while q θ (y|X θ,λ n ) is the conditional density of Y θ,λ n given X θ,λ 0:n . In the context of the identification of stochastic dynamical systems and parameter estimation in time-series models, {(X n , Y n )} n≥0 is interpreted as the true system (or true model), while (X θ,λ n , Y θ,λ n ) n≥0 is viewed as a candidate model for {(X n , Y n )} n≥0 .
To define the entropy rates of hidden Markov models, we introduce further notations. r θ (y, x |x) is the transition density of (X θ,λ n , Y θ,λ n ) n≥0 , i.e.,
where λ ∈ P(X ), y 1:n = (y 1 , . . . , y n ) ∈ Y n , n ≥ 1. The (average) entropy h n (θ, λ) of Y θ,λ 1:n is given by
The expected (average) log-likelihood l n (θ, λ) of Y 1:n given the model
The entropy rate of model (X θ,λ n , Y θ,λ n ) n≥0 (i.e., the entropy rate of stochastic process Y θ,λ n n≥0 ) can then be defined as the limit lim n→∞ h n (θ, λ).
Similarly, the relative entropy rate between models (X θ,λ n , Y θ,λ n ) n≥0 and {(X n , Y n )} n≥0 (i.e., the relative entropy rate between stochastic processes Y θ,λ n n≥0 and Y n n≥0 ) can be defined as the limit
where h is the entropy rate of {Y n } n≥0 (provided h exists). In this context, the limit lim n→∞ l n (θ, λ) can be viewed/referred to as the log-likelihood rate of {Y n } n≥0 given the model (X θ,λ n , Y θ,λ n ) n≥0 . Entropy rate lim n→∞ h n (θ, λ) can be considered as a measure of the information revealed by the model (X θ,λ n , Y θ,λ n ) n≥0 through its state-observations Y θ,λ n n≥0 . Relative entropy rate − lim n→∞ (l n (θ, λ) + h) can be interpreted as a measure of discrepancy between the models (X θ,λ n , Y θ,λ n ) n≥0 and {(X n , Y n )} n≥0 . The entropy rates of hidden Markov models are closely related to a number of important problems arising in engineering and statistics such as system identification, parameter estimation, model reduction and data compression. For example, in the recursive maximum likelihood approach to the identification of stochastic dynamical systems and parameter estimation in time-series models, the candidate model (X θ,λ n , Y θ,λ n ) n≥0 providing the best approximation to the true model (X n , Y n ) n≥0 is selected through the minimization of − lim n→∞ (l n (θ, λ) + h) (i.e., through the maximization of lim n→∞ l n (θ, λ)). For more details on the entropy rates and their applications, see [7] , [9] and references therein.
We study here the rates lim n→∞ h n (θ, λ), lim n→∞ l n (θ, λ) and their analytical properties. To formulate the assumptions under which these rates are analyzed, we rely on the following notations. For η ∈ C d , η denotes the Euclidean norm of η.
Our analysis is based on the following assumptions. Assumption 2.1. There exists a real number ε ∈ (0, 1) and for each θ ∈ , y ∈ Y, there exists a finite measure λ θ (dx|y) on X such that
for all x ∈ X and any Borel set B ⊆ X .
Moreover, r θ (y, x |x) has a complex-valued continuationr η (y, x |x) with the following properties:
(iv) There exists a function ϕ η (y) which maps η ∈ C d , y ∈ Y to C, is analytic in η for each η ∈ V δ ( ), y ∈ Y and satisfies
Assumption 2.3. There exists a real number γ ∈ (0, 1) such that for all x ∈ X . Moreover, there exist a probability measure π(dx) on X and a real number ρ ∈ (0, 1) such that
for all x ∈ X , n ≥ 0 and any Borel-set B ⊆ X .
Assumption 2.1 is related to the stability of the hidden Markov model (X θ,λ n , Y θ,λ n ) n≥0 and its optimal filter. This assumption ensures that the Markov chain (X θ,λ n , Y θ,λ n ) n≥0 is geometrically ergodic (see Lemma 5.4) and that the optimal filter for the model (X θ,λ n , Y θ,λ n ) n≥0 forgets initial conditions at an exponential rate (see Lemma 6.2) . In this or similar form, Assumption 2.1 is an ingredient of a number of asymptotic results on optimal filtering and maximum likelihood estimation in hidden Markov models (see [4] , [5] , [16] , [17] ). Assumption 2.2 is a condition on the parameterization of the model (X θ,λ n , Y θ,λ n ) n≥0 . It requires the transition kernel and density of the chain (X θ,λ n , Y θ,λ n ) n≥0 to be real-analytic in parameter θ . Together with Assumption 2.1, Assumption 2.2 ensures that an analytic continuation of this kernel exists and is geometrically ergodic (see Lemma 5.4) . Assumption 2.3 is also related to the parameterization of the model (X θ,λ n , Y θ,λ n ) n≥0 . This assumption ensures that the ratio
is uniformly bounded in θ, x, x . Together with Assumptions 2.1 and 2.2, Assumption 2.3 ensures that an analytic continuation of the optimal filter for the model (X θ,λ n , Y θ,λ n ) n≥0 exists and forgets initial conditions at an exponential rate (see Lemma 6.6). Assumption 2.4 requires the product of the bounding functions φ(y), ψ(y) to be integrable with respect to the measure ν(dy). Together with Assumption 2.2, Assumption 2.4 ensures that the entropy h n (θ, λ) exists and has an analytic continuation in θ (see Lemma 7.2) . Assumption 2.5 ensures that the Markov chain (X n , Y n ) n≥0 is geometrically ergodic (see Lemma 5.1). Together with Assumption 2.5, Assumption 2.2 also ensures that the log-likelihood l n (θ, λ) defined in (2) exists and admits an analytic continuation.
The following two theorems are the main results of the paper. According to these theorems, for all θ ∈ , λ ∈ P(X ), rates lim n→∞ h n (θ, λ) and lim n→∞ l n (θ, λ) are well-defined.
Moreover, for each θ ∈ , the rates lim n→∞ h n (θ, λ) and lim n→∞ l n (θ, λ) are independent of λ and real-analytic in θ .
The analytical properties of the entropy rates of hidden Markov models have already been extensively studied in several papers [10] - [14] , [19] , [20] , [22] , [23] . However, the results presented therein apply exclusively to models with finite state-spaces. To the best of our knowledge, Theorems 2.1 and 2.2 are the first results on the analyticity of the entropy rates of continuous-state hidden Markov models. These theorems also generalize the existing results on the analyticity of the entropy rates of finite-state hidden Markov models. More specifically, [12] can be considered as the strongest existing result of this kind. Theorem 2.2 includes, as a particular case, the results of [12] and simplifies the conditions under which these results hold (see Appendix 2 for details). Theorems 2.1 and 2.2 are relevant for several theoretically and practically important problems arising in statistical inference and system identification. In [26] , we rely on these theorems to analyze recursive maximum likelihood estimation in non-linear statespace models. The same theorems can also be used to study the higher-order statistical asymptotics for maximum likelihood estimation in time-series models (for details on such asymptotics, see [27] ).
III. EXAMPLE: MIXTURE OF DENSITIES
In this section, the main results are applied to the case when p θ (x |x) and q θ (y|x) are mixtures of probability densities, i.e.,
for θ ∈ , x, x ∈ X , y ∈ Y and integers N x > 1 and N y > 1.
Here , X , Y have the same meaning as in the previous section.
, ν(dy) have the same meaning as in the previous section).
Under these conditions, v i (x) and w j (y) are probability densities on X and Y (respectively), while a i θ (x) and b j θ (x) are probability masses in i and j (respectively). Hence, in x , y, p θ (x |x) and q θ (y|x) are mixtures of probability densities. v i (x) and w j (y) are the components of these mixtures, while a i θ (x) and b j θ (x) are the corresponding weights.
The entropy rates of hidden Markov model specified in (4), (5) are studied under the following assumptions. Assumption 3.1. X is a compact set.
Here θ ∈ , λ ∈ P(X ) are the parameters indexing the statespace model (6), (7) ( , P(X ) have the same meaning as in Section II). A θ (x) and B θ (x) are functions which map θ ∈ , x ∈ R d x (respectively) to R d x and R d x ×d x (d x has the same meaning as in Section II). C θ (x) and D θ (x) are functions which map θ ∈ , x ∈ R d x (respectively) to R d y and R d y ×d y (d y has the same meaning as in Section II). X θ,λ 0 is an R d x -valued random variable defined on a probability space ( , F , P) and distributed according to λ. {V n } n≥0 are R d x -valued i.i.d. random variables which are defined on ( , F , P) and have (marginal) probability density v(x) with respect to the Lebesgue measure. {W n } n≥0 are R d y -valued i.i.d. random variables which are defined on ( , F , P) and have (marginal) probability density w(y) with respect to the Lebesgue measure. We also assume that X θ,λ 0 , {V n } n≥0 and {W n } n≥0 are (jointly) independent.
We use here the following notations. For θ ∈ ,
It is straightforward to show thatp θ (x |x) andq θ (y|x) are the conditional densities of X θ,λ n+1 and Y θ,λ n (respectively) given X θ,λ n = x. p θ (x |x) and q θ (y|x) can be interpreted as truncations ofp θ (x |x) andq θ (y|x) to domains X and Y (i.e., the hidden Markov model specified in (8) , (9) can be viewed as a truncated version of the original model (6), (7) ). p θ (x |x) and q θ (y|x) accurately approximatep θ (x |x) andq θ (y|x) when domains X and Y are sufficiently large (i.e., when X , Y contain balls of sufficiently large radius). This kind of approximation is involved (implicitly or explicitly) in any numerical implementation of the optimal filter for state-space model (6), (7) (for details see e.g., [2] , [3] , [6] ).
The entropy rates of the hidden Markov model (8) , (9) are studied under the following assumptions. 
Assumption 4.4. There exist a probability measure π(dx) on X and real numbers ρ ∈ (0, 1), K ∈ [1, ∞) such that (3) holds for all x ∈ X , n ≥ 0 and any Borel-measurable set B ⊆ X .
Assumptions 4.1 -4.3 are relevant for several practically important classes of non-linear state-space models. E.g., these assumptions cover stochastic volatility and dynamic probit models and their truncated versions. For other models satisfying (6), (7) and Assumptions 4.1 -4.3, see [2] , [3] , [6] and references cited therein.
Using Theorems 2.1 and 2.2, we get the following results. 
In this section, an analytical (complex-valued) continuation of the transition kernel of (X θ,λ n , Y θ,λ n ) n≥0 is constructed, and its asymptotic properties (geometric ergodicity) are studied. The same properties of the transition kernel of {(X n , Y n )} n≥0 are studied, too. Throughout this and later sections, the following notations is used. Let W be any Borel
We rely here on the following notations, too. Z is the set
for
where z = (y, x). u n η (x 0:n , y 1:n ) is the function defined by
{(S n η ζ )(dz)} n≥0 are the measures defined by
Remark. S(z, dz ) and σ (dz) are the transition kernel and the invariant distribution of
This representation is used to show that S η (z, dz ) is geometrically ergodic (see Lemma 5.4 
and its proof). It is also used to show the analyticity of integral (112) (see Lemma 7.2 and its proof).
Remark. Throughout this section and later sections, the following convention is applied. Diacritic˜is used to denote a locally defined quantity, i.e., a quantity whose definition holds only within the proof where the quantity appears.
Lemma 5.1. Let Assumption 2.5 hold. Then, there exists a real number
Proof. Let C 1 = 2K (K is specified in Assumption 2.5). Moreover, let x, y be any elements of X , Y (respectively), while z = (y, x) (notice that z can be any element of Z). Then, we have
We also have
Lemma 5.2. Let Assumption 2.2 hold. Then, the following is true:
(ii) There exists a real number δ 1 ∈ (0, δ] such that r η (y, x |x) is analytic in η and satisfies
Proof. Due to Assumption 2.2, we have
Then, using Assumption 2.2 and Lemma A1.1 (see
Relying on the same arguments, we deduce
Throughout the rest of the proof, the following notations is used.C, δ 1 are the real numbers defined bỹ
x, x are any elements of X , while y is any element in Y.
Using (17), we conclude
Consequently, we have
Hence, we get
Therefore, we havẽ 
Proof. Throughout the proof, the following notations is used.
{K n } n≥1 are the real numbers defined by K n = 2 n d/δ 1 for n ≥ 1 (here, d denotes the dimension of vectors in , V δ ( )). η, η , η are any elements of V δ 1 ( ). {x n } n≥0 , {y n } n≥1 are any sequences in X , Y (respectively).
Owing to Lemma 5.2, u n η (x 0:n , y 1:n ) is analytic in η for each η ∈ V δ 1 ( ). Due to Assumption 2.2 and the same lemma, we have
for n ≥ 1. 
(iii) There exists a real number γ 1 ∈ (0, 1), such that
Proof. Throughout the proof, the following notations is used. C 1 ,C 2 are the real numbers defined bỹ
while n 0 is the integer defined as
x, y are any elements of X , Y (respectively), while z = (y, x). ζ , ζ , ζ are any elements of P c (Z), while B is any element of B(Z). n ≥ 1, k ≥ 0 are any integers.
Relying on Assumption 2.4 and Lemma 5.2, we deduce
Therefore, we get
Hence, we have
Owing to Assumption 2.1, we have
Moreover, due to Assumption 2.1 and Lemma 5.2, we have
Then, standard results in Markov chain theory (see e.g., [18, Theorem 16 .0.2]) imply that there exists a probability measure σ θ (dz) on Z such that
Since S n θ (z, dz ) is an element of P(Z), we conclude S n θ ζ ≤ ζ . Then, owing to (20) , we have
when n ≤ n 0 , as η − θ < δ 2 ,K n δ 2 ≤K n 0 δ 2 = δ 1 /4 ≤ 1/4. Moreover, due to (20) , (21), we have
when n ≤ n 0 . Setting n = n 0 , we conclude
2 and the remark immediately after its statement), we have
Iterating (23), we get
Using (22), (24), we conclude
Then, due to (26) , (S ∞ η ζ )(dz) is well-defined and satisfies S ∞ η ζ ∈ P c (Z). Moreover, owing to (25) , (26), we have
Combining this with (24), we get
by setting k = (n − m)/n 0 in (28).
VI. RESULTS RELATED TO OPTIMAL FILTER
In this section, an analytic (complex-valued) continuation of the optimal filter is constructed, and its asymptotic properties (exponential forgetting) are studied. Here, we rely on the following notations. B(X ), P(X ), M p (X ) and M c (X ) have been defined at the beginning of Section V. For x ∈ X , ξ ∈ M c (X ), ξ , |ξ |(dx ) and δ x (dx ) are the norm and measures specified at the beginning of Section V. For γ ∈ (0, 1), V γ (P(X ) ) is the open γ -vicinity of P(X ), i.e., 
where x m , . . . , x n ∈ X , n > m ≥ 0 and y = {y n } n≥1 is any sequence in Y. r m:n η, y (x |x) is the function defined by 
F m:n η, y (ξ ) = F m:n η, y (X |ξ).
Remark. When θ ∈ , λ ∈ P(X ), F m:n θ, y (λ) is the optimal filter for the model (X θ,λ n ,Y θ,λ n ) n≥0 , i.e.,
Hence, for η ∈ C d , ξ ∈ M c (X ), F m:n η, y (ξ ) can be considered as a complex-valued continuation of the optimal filter. Consequently, f m:n θ, y (x|ξ) can be viewed as a complex-valued continuation of the optimal filtering density. h m:n θ, y (x |x, ξ) can be described as the Gateaux derivative of f m:n θ, y (x|ξ) with respect to ξ (see (75) -(77)). h m:n θ, y (x |x, ξ) is used to show that F m:n η, y (ξ ) forgets initial condition ξ at an exponential rate (see Lemmas 6.5, 6.6 and their proofs). Lemma 6.1. Let η, ξ be any elements of C d , M c (X ) (respectively), while y = {y n } n≥1 is any sequence in Y. Moreover, let n, m, k be any integers satisfying n ≥ k ≥ m. Then, the following is true: for x, x ∈ X . Then, using (34), we conclude
for B ∈ B(X ). Hence, (i) holds when n > k > m.
(ii) We assume R m:k η, y (ξ ) = 0 (i.e., R m:k η, y (X |ξ) = 0). Then, using (35), (36), (38), we conclude
Since R k:n η, y (ξ ) is linear in ξ , we deduce
.
Combining this with (i), we get
Thus, (ii) is true.
(iii) We assume R m:k η, y (ξ ) = 0, R m:n η, y (ξ ) = 0. Therefore, (ii) implies R k:n η, y (F m:k η, y (ξ )) = 0. Then, using the same arguments as in (ii), we deduce .
Combining this with (i) and (40), (41), we get
by using again the fact that R k:n η, y (ξ ) is linear in ξ . Hence, (iii) holds. Lemma 6.2. Let Assumption 2.1 hold. Then, there exist real numbers δ 3 ∈ (0, δ 1 ], γ 2 ∈ (0, 1),
Proof. Due to [17, 
for all θ ∈ , λ , λ ∈ M p (X ), n ≥ m ≥ 0 and any sequence y = {y n } n≥1 in Y. We have used here the identity F m:n θ, (P(X ) ), n > m ≥ 0 and any sequence y = {y n } n≥1 in Y.
(iv) There exists a non-decreasing sequence {M n } n≥1 in [1, ∞) such that max f m:n η, y (x|ξ) , h m:n η, y (x |x, ξ) ≤ M n−m , (P(X ) ), x, x ∈ X , n > m ≥ 0 and any sequence y = {y n } n≥1 in Y.
Proof. (i) and (ii) Throughout these parts of the proof, the following notations is used. {L l } l≥1 , {L l } l≥1 are the real numbers defined bỹ
for l ≥ 1, where γ , K l are specified in Assumption 2.3 and Lemma 5.3. m, n are any integers satisfying n > m ≥ 0.
In what follows in the proof of (i), (ii), both m, n are kept fixed. η, η , η are any elements in V δ 1 ( ). ξ , ξ , ξ are any elements of V δ 1 (P(X ) ).
x, x are any elements of X , while y = {y n } n≥0 is any sequence in Y. Using (33), (34), (39), it is straightforward to verify 
Since v m:n η, y (x m:n )/ϕ m:n η, y is analytic in η for each η ∈ V δ 1 ( ), x m , . . . , x n ∈ X (due to Assumption 2.2), Lemma A1.1 (see Appendix 1) and (44), (45) imply that R m:n η, y (ξ ) /ϕ m:n η, y is analytic in η for all η ∈ V δ 1 ( ). Consequently, R m:n η, y (ξ ) is analytic in η for each η ∈ V δ 1 ( ). Hence, (i) holds.
Owing to (44), (45), we have
as ξ ∈ V δ 1 (P(X )) results in ξ ≤ 1 + δ 1 ≤ 2. Using similar arguments, we get 
Using (46), (48), we conclude that (ii) is true.
(iii) and (iv) Throughout these parts of the proof, we use the following notations. {L l } l≥1 has the same meaning as in (43)
m, n are any integers satisfying n > m ≥ 0. In what follows in the proof of (iii), (iv), both m, n are kept fixed. η, η , η are any elements of V α n−m ( ), while θ is any element of satisfying η − θ < α n−m . ξ , ξ , ξ are any elements of V α n−m (P(X )), while λ is any element of P(X ) satisfying ξ −λ < α n−m . x, x are any elements of X , while y = {y n } n≥1 is any sequence in Y.
Using Lemma 5.2 and (33), it is straightforward to verify
for k > m. Consequently, Assumption 2.3 yields
The same arguments also imply
Then, iterating (49), we get 
Using (33), it is straightforward to verify
Consequently, Assumption 2.2, Lemma A1.1 and (45) imply that r m:n η, y (x |x)/ϕ m:n η, y is analytic in η for each η ∈ V δ 1 ( ). Therefore, r m:n η, y (x |x) is analytic in η for all η ∈ V δ 1 ( ). Since R m:n η, y (ξ ) is non-zero and analytic in η for all η ∈ V δ 1 ( ), we then conclude from (35), (50) that g m:n η, y (x |x, ξ) is analytic in η for all η ∈ V δ 1 ( ).
Owing to (45), (51), we have 
as ξ ∈ V α n−m (P(X )) results in ξ ≤ 1+α n−m ≤ 2. Similarly, we have
Combining this with (37), (53), (54), we get h m:n η, y (x |x, ξ) ≤ f m:n η, y (x |ξ) g m:n η, y (x |x, ξ) μ(dx )
Since g m:n η, y (x |x, ξ) is analytic in η for each η ∈ V α n−m ( ), Lemma A1.1 and (53) imply
Moreover, (47), (50), (53) yield
Combining (57), (58), we get
Consequently, (36), (53) imply 
as ξ ≤ 1 + α n−m ≤ 2. Similarly, we get
Combining this with (37), (54), (55), (59), (60), we get 
(61)
Using (50), (54), (56) -(61), we conclude that (iii), (iv) hold. Lemma 6.4. Let Assumptions 2.2 and 2.3 hold. Then, the following is true:
(ii) There exists a real number
Proof. Throughout the proof, the following notations is used. δ 4 , C 4 are the real numbers defined by δ 4 = α 1 , C 4 = 4L 2 1 (α 1 , L 1 are specified in Lemma 6.3). η, η , η are any elements of V δ 4 ( ), while ξ , ξ , ξ are any elements in V δ 4 (P(X )). y is any element of Y.
Since R η,y (X |y) = R 0:1 η, y (ξ ) for any sequence y = {y n } n≥1 in Y satisfying y = y 1 , Lemma 6.3 yields
Due to the same arguments, R η,y (X |ξ) is analytic in η for each η ∈ V δ 4 ( ). As ϕ η (y) = 0 (owing to Assumption 2.2), (62) implies that (i) holds. Consequently, (30) yields that η,y (ξ ) is analytic in η for all η ∈ V δ 4 ( ). Moreover, due to (62), (63), we have log R η,y (X |ξ) ≤ log L 1 + log |ϕ η (y)| ≤ L 1 (1 + ψ(y) ) , log R η,y (X |ξ) ≥ − log L 1 + log |ϕ η (y)| ≥ −L 1 (1 + ψ(y) ).
Therefore, we get η,y (ξ ) = log R η,y (X |ξ) ≤ log R η,y (X |ξ) + π ≤4L 1 (1 + ψ(y) )
Then, Lemma A1.1 implies
Let φ η,y (t|ξ , ξ ) be the function defined by
for t ∈ [0, 1]. Due to Assumption 2.2 and (62), we have
for t ∈ [0, 1]. Hence, φ η,y (t|ξ , ξ ) is well-defined and differentiable in t for each t ∈ [0, 1]. We also have
Consequently, (64), (67) yield
Thus, we get
Using (65), (68), we deduce that (ii) is true. for all η ∈ V δ 5 ( ), ξ, ξ , ξ ∈ V δ 6 (P(X )), m + n 0 ≥ n ≥ m ≥ 0 and any sequence y = {y n } n≥1 in Y (δ 4 is specified in Lemma 6.4).
(ii) There exist real numbers δ 7 ∈ (0, δ 5 ], δ 8 ∈ (0, δ 6 ] such that F m:n η, y (ξ ) ∈ V δ 6 (P(X )) for all η ∈ V δ 7 ( ), ξ ∈ V δ 8 (P(X )), m + n 0 ≥ n ≥ m ≥ 0 and any sequence y = {y n } n≥1 in Y.
Proof. (i) Throughout this part of the proof, the following notations is used. n 0 is the integer defined by
while C 5 , δ 5 , δ 6 are the real numbers defined by C 5 = M n 0 (1+ μ ) and
(γ 2 , C 3 , α n , M n are specified in Lemmas 6.2, 6.3). η, η , η are any elements in V δ 5 ( ), while θ is any element of satisfying η − θ < δ 5 . ξ , ξ , ξ are any elements in V δ 6 (P(X )), while λ is any element of P(X ) satisfying ξ − λ < δ 6 . x is any element of X , while y = {y n } n≥1 is any sequence in Y. B is any element of B(X ). m, n are any integers satisfying m+n 0 ≥ n > m > 0.
Owing to Lemma 6.3, we have Re R m:n η, y (ξ ) > 0, as δ 5 ≤ δ 6 ≤ α n 0 ≤ α n−m results from n − m ≤ n 0 . Hence, we get
for t ∈ [0, 1]. Moreover, using Lemma 6.3, we conclude
as C 5 ≥ M n 0 ≥ M n−m results from n − m ≤ n 0 . Relying on the same lemma, we deduce
as η − θ < δ 5 , ξ − λ < δ 6 . Setting η = η, η = η in (74), we get (69). We also get
Therefore, F m:n η, y (ξ ) ∈ V δ 4 (P(X )) for m + n 0 ≥ n > m ≥ 0, as F m:n θ, y (λ) ∈ P(X ). Let φ m:n η, y (t, x|ξ , ξ ) be the function defined by 
Hence, we have 
Since λ+αtδ x ∈ V δ 6 (P(X )) for α ∈ (0, δ 6 ), t ∈ [0, 1], we then get (81)
Using (73), (81), we conclude
for α ∈ (0, δ 6 ), as αtδ x ≤ α. Letting α → 0, we deduce
Consequently, (73) yields
as η−θ < δ 5 , ξ −λ < δ 6 , C 5 δ 5 ≤ C 5 δ 6 ≤ 1/8. Combining this with (78), we get F m:n η, y (B|ξ ) − F m:n η, y (B|ξ ) P(X ) ) results from t ∈ [0, 1] and the convexity of V δ 6 (P(X )). Therefore, we have
Hence, we get 
as η−θ < δ 5 , ξ −λ < δ 6 . Thus, F m:m+n 0 η, y (ξ ) ∈ V δ 6 (P(X )) for m ≥ 0, as F m:m+n 0 θ, y (λ) ∈ P(X ).
(ii) Let δ 7 , δ 8 be the real numbers defined by δ 7 = δ 5 , δ 8 = δ 5 (δ 5 is specified in (71)). Moreover, let θ , λ, y have the same meaning as in (i), while η, ξ are any elements of V δ 6 ( ), V δ 7 (P(X )) (respectively). Consequently, when η − θ < δ 7 , ξ − λ < δ 8 , (74) yields
for m + n 0 ≥ n > m ≥ 0. Therefore, F m:n η, y (ξ ) ∈ V δ 6 (P(X )) for m + n 0 ≥ n > m ≥ 0. Lemma 6.6. Let Assumptions 2.1 -2.3 hold. Then, the following is true: (P(X ) ), n ≥ m ≥ 0 and any sequence y = {y n } n≥1 in Y (δ 4 , δ 5 , δ 6 are specified in Lemmas 6.4, 6.5).
(ii) There exist real numbers γ 3 ∈ (0, 1),
for all η ∈ V δ 5 ( ), ξ , ξ ∈ V δ 6 (P(X )), n ≥ m ≥ 0 and any sequence y = {y n } n≥1 in Y.
Proof. (i) Let n k (m) be the integer defined by n k (m) = m + kn 0 for m, k ≥ 0 (n 0 is specified in Lemma 6.5). Moreover, let y = {y n } n≥1 be any sequence in Y. First, we show
for each η ∈ V δ 5 ( ), ξ ∈ V δ 6 (P(X )), n k (m) ≥ n ≥ m ≥ 0, k ≥ 0. We prove this by induction in k.
Since n 0 (m) = n = m when n 0 (m) ≥ n ≥ m ≥ 0, we have R m:n η, y (ξ ) = ξ , F m:n η, y (ξ ) = ξ for η ∈ V δ 5 ( ), ξ ∈ V δ 6 (P(X )), n 0 (m) ≥ n ≥ m ≥ 0. Hence, (84) -(86) hold for k = 0 and η ∈ V δ 5 ( ), ξ ∈ V δ 6 (P(X )), n k (m) ≥ n ≥ m ≥ 0. Now, the induction hypothesis is formulated: Suppose that (84) -(86) are true for some k ≥ 0 and any η ∈ V δ 5 ( ), ξ ∈ V δ 6 (P(X )), n k (m) ≥ n ≥ m ≥ 0. Then, to show (84) -(86) for η ∈ V δ 5 ( ), ξ ∈ V δ 6 (P(X )), n k+1 (m) ≥ n ≥ m ≥ 0, it is sufficient to demonstrate (84) -(86) for η ∈ V δ 5 ( ), ξ ∈ V δ 6 (P(X )), n k+1 (m) ≥ n ≥ n k (m), m ≥ 0.
In the rest of the proof of (i), η, ξ are any elements of V δ 5 ( ), V δ 6 (P(X )) (respectively). Owing to Lemma 6.5, we have Re R n k (m):n η, y (ξ ) > 0, F n k (m):n η, y (ξ ) ∈ V δ 4 (P(X )), F n k (m):n k+1 (m) η, y (ξ ) ∈ V δ 6 (P(X )) for n k+1 (m) ≥ n ≥ n k (m), m ≥ 0. Since F m:n k (m) η, y (ξ ) ∈ V δ 6 (P(X )) (due to the induction hypothesis), we then get 
for n k+1 (m) ≥ n ≥ n k (m), m ≥ 0. Combining (90) -(92) with the induction hypothesis, we deduce that (84) -(86) hold for n k+1 (m) ≥ n ≥ m, m ≥ 0. Then, relying on the principle of mathematical induction, we conclude that (84) -(86) are satisfied for each η ∈ V δ 5 ( ), ξ ∈ V δ 6 (P(X )), n k (m) ≥ n ≥ m ≥ 0, k ≥ 0. As a direct consequence of this, we have that (i) is true.
(ii) Let γ 3 , C 6 be the real numbers defined by γ 3 = 2 −1/n 0 , C 6 = C 5 γ −n 0 3 (C 5 , n 0 are specified in Lemma 6.5), while n k (m), y have the same meaning as in (i). Moreover, let η be any element of V δ 6 ( ), while ξ , ξ are any elements in V δ 6 (P(X )).
Owing to Lemmas 6.1, 6.5 and (84) -(86), we have 
Combining this with Lemma 6.5 and (84) -(86), we get 
for n k+1 (m) > n ≥ n k (m), m, k ≥ 0. Here, we also use rela-
. Setting k = (n − m)/n 0 in (93), we conclude that (83) holds for each n ≥ m ≥ 0 by.
VII. PROOF OF MAIN RESULTS
In this section, Theorems 2.1 and 2.2 are proved. The proofs of these theorems crucially depend on the results related to the kernels S(z, dz ), S η (z, dz ) and the optimal filter F m:n η, y (ξ ) (i.e., on Lemmas 5.1, 5.4, 6.6). As the properties of S(z, dz ), S η (z, dz ) are very similar, the proofs of Theorems 2.1 and 2.2 have many elements in common. In order not to consider these elements twice (and to prove Theorems 2.1 and 2.2 as efficiently as possible), we introduce a new kernel T η (z, dz ), where η ∈ C d , z ∈ Z. 1 Its purpose is to capture all common features of S(z, dz ), S η (z, dz ) which are relevant for the proof of Theorems 2.1 and 2.2. Using T η (z, dz ), we recursively define kernels T n
Regarding T η (z, dz ), we assume the following.
Remark. According to Lemmas 5.1 and 5.4,  Besides the notations introduced in the previous sections, we rely here on the following notations, too. u n η (z 0:n ) and F n η (ξ, z 1:n ) are (respectively) the function and the complex measure defined by u n η (z 0:n ) = u n η (x 0:n , y 1:n ), F n η (ξ, z 1:n ) = F 0:n η, y (ξ )
. , x n ∈ X , y 0 , . . . , y n ∈ Y, n ≥ 0 and z 0 = (y 0 , x 0 ), . . . , z n = (y n , x n ), where y = {y n } n≥1 is any sequence in Y satisfying y k = y k for n ≥ k ≥ 1. 2 η (ξ, z) is the function defined by
for n ≥ 0.Ā n η (ξ ), A k,n η (ξ, z), B n η (ξ, z) are the functions defined bȳ
Under the notations introduced above, we have log q n θ (y 1:n |λ) = n−1 k=0 θ F k θ (λ, z 1:k ), z k+1 (95) 2 Symbols y 1:0 , z 1:0 denote empty sequences (i.e., sequences without any element). u n η (x 0:n , y 1:n ), F 0:n η, y (ξ ) are specified in (13) ,(38). F 0:n η, y (ξ ) depends only on y 1 , . . . , y n and is independent of other elements of y. 3 Functions u n η (z 0:n ), F n η (ξ, z 1:n ), η (ξ, z) are just another notations for u n η (x 0:n , y 1:n ), F 0:n η, y (ξ ), η,y (ξ ). However, notations u n η (z 0:n ), F n η (ξ, z 1:n ), η (ξ, z) are more suitable (than the original one) for measure-theoretic arguments which the analysis carried out in this section is based on.
for θ ∈ , λ ∈ P(X ), x 1 , . . . , x n ∈ X , y 1 , . . . , y n ∈ Y, n ≥ 1 and z 1 = (y 1 , x 1 ), . . . , z n = (y n , x n ). We also have Then, there exist a function φ η mapping η ∈ C d to C and real numbers δ 9 , γ 4 ∈ (0, 1),
Proof. Throughout the proof, the following notations is used. γ 4 , δ 9 are the real numbers defined by 3 , L are specified in Assumption 7.2 and Lemmas 6.5, 6.6). η is any element in V δ 9 ( ), while θ is any element of satisfying η − θ < δ 9 . ξ , ξ , ξ are any elements of V δ 9 (P(X )), while z, z , z are any elements in Z. B is any element of B(Z). n, k are any integers satisfying n ≥ k ≥ 1.
Owing to Assumptions 7.1 and 7.2, we have
as
Consequently, Assumption 7.1 yields
LetC 1 = 4C 4 C 6 where C 4 , C 6 are specified in Lemmas 6.4, 6.6. Then, due to to Lemmas 6.1, 6.4, 6.6, we have
for z 1 , . . . , z n+1 ∈ Z. 4 Similarly, owing to Lemmas 6.4, 6.6, we have 3 4 . Then, using Assumption 7.2 and (99), (102), we conclude
Similarly, relying on Assumption 7.2 and (99), (101), we deduce
Moreover, using Assumption 7.2 and (100), (101), we get
· |T η |(z n , dz n+1 ) · · · |T η |(z 0 , dz 1 )|τ η |(dz 0 )
LetC 3 = C 4 L 2 ,C 4 = 4(C 2 +C 3 ). Then, owing to Assumption 7.2 and Lemma 6.4, we have
Consequently, (97), (104), (105) yield n+1 4 To get the first two relations in (101), use Lemmas 6.1, 6.4, and notice that inclusions η ∈ V δ 4 ( ), F n−k+1 η (ξ , z k:n ) ∈ V δ 4 (P(X )), F n−k η (ξ , z k+1:n ) ∈ V δ 4 (P(X )) follow from Lemma 6.6 and η ∈ V δ 9 ( ) ⊆ V δ 5 ( ), ξ , ξ ∈ V δ 9 (P(X )) ⊆ V δ 6 (P(X )). To get the third relation in (101), use Lemma 6.6 and notice that F 1 η (ξ, z k ) ∈ V δ 6 (P(X )) follows from Lemma 6.4 and η ∈ V δ 9 ( ) ⊆ V δ 7 ( ), ξ ∈ V δ 9 (P(X )) ⊆ V δ 8 (P(X )). To get the last relation in (101), use inequality
Now, combining (96), (104), (106), we get
Then, due to (108),
Consequently, (109) yields
Hence, there exists a function φ η which maps η ∈ C d to C and satisfies φ η = φ η (ξ, z) for all η ∈ V δ 9 ( ), ξ ∈ V δ 9 (P(X )), z ∈ Z. Then, using (110), we conclude that (98) holds for η ∈ V δ 9 ( ), ξ ∈ V δ 9 (P(X )), z ∈ Z.
Lemma 7.2. (i) Let Assumptions 2.1 -2.3 and 2.5 hold. Then, integral
· · · η F n η (λ, z 1:n ), z n+1 S(z n , dz n+1 ) · · · S(z, dz 1 )
is analytic in η for all η ∈ V δ 5 ( ), λ ∈ P(X ), z ∈ Z, n ≥ 1 (δ 5 is specified in Lemmas 6.5, 6.6).
(ii) Let Assumptions 2.1 -2.4 hold. Then, integral
is analytic in η for all η ∈ V δ 5 ( ), λ ∈ P(X ), z ∈ Z, n ≥ 1.
Proof. Throughout the proof, the following notations is used. and z = (y, x) . η is any element of V δ 5 ( ), while λ is any element in P(X ). {x n } n≥0 , {y n } n≥0 are any sequences in X , Y (respectively), while {z n } n≥0 is the sequence defined by z n = (y n , x n ) for n ≥ 0 (notice that {z n } n≥0 can be any sequence in Z). n ≥ 1 is any integer. Using Lemmas 6.1, 6.6, we conclude
where y = {y k } k≥1 is any sequence in Y satisfying y k = y k for 1 ≤ k ≤ n + 1. Combining this with Lemmas 5.3, 6.3, 6.6, we deduce that η F n η (λ, z 1:n ), z n+1 , u n η (z 0:n ) are analytic in η for each η ∈ V δ 5 ( ). Moreover, due to Lemmas 5.3, 6.4, 6.6, we have
(ψ(z) is specified in (12)). Owing to Assumption 2.5, we have
· P(x n , dx n+1 ) · · · P(x 0 , dx 1 )
Consequently, Lemma A1.1 (see Appendix 1) and (113) imply that integral (111) is analytic in η for each η ∈ V δ 5 ( ). Relying on (16) , it is easy to show · · · η F n η (λ, z 1:n ), z n+1 S η (z n , dz n+1 ) · · · S η (z 0 , dz 1 )
Moreover, due to Assumptions 2.2, 2.4, we have
Consequently, Lemma A1.1 (see Appendix 1) and (113), (114) imply that integral (112) is analytic in η for η ∈ V δ 5 ( ). (14)). Moreover, let T n η (z, dz ), n η (λ, z) have the same meaning as in (94). Then, owing to Lemma 7.2, n η (λ, z) is analytic in η for each η ∈ V δ 5 ( ), λ ∈ P(X ), z ∈ Z, n ≥ 1. Moreover, due to Lemma 5.1, kernel T η (z, dz ) (defined here) satisfies Assumptions 7.1, 7.2. Combining this with Lemma 7.1, we deduce that there exist a function φ η mapping η ∈ C d to C and real numbers δ 9 ∈ (0, δ 5 ], γ 4 ∈ (0, 1), C 7 ∈ [1, ∞) such that (98) holds for η ∈ V δ 9 ( ), λ ∈ P(X ), z ∈ Z, n ≥ 1. Since the limit of uniformly convergent analytic functions is also analytic (see e.g., [28, Theorem 2 
In what follows in the proof, θ , λ, z are any elements of , P(X ), Z (respectively), while n ≥ 1 is any integer. It is straightforward to verify
where Z n = (Y n , X n ). Therefore, (95) yields
Then, Lemma 7.1 implies
Consequently, there exists a function l : → R with the properties specified in the statement of the theorem.
Proof of Theorem 2.2. Let T η (z, dz ) be the kernel defined by T η (z, B) = S η (z, B) for η ∈ C d , z ∈ Z, B ∈ B(Z) (S η (z, dz ) is specified in (15)). Moreover, let T n η (z, dz ), n η (λ, z) have the same meaning as in (94). Then, due to Lemma 7.2, n η (λ, z) is analytic in η for each η ∈ V δ 5 ( ), λ ∈ P(X ), z ∈ Z, n ≥ 1. Moreover, Lemma 5.4 implies that Assumptions 7.1, 7.2 hold for kernel T η (z, dz ) (defined here). Combining this with Lemma 7.1, we conclude that there exist a function φ η mapping η ∈ C d to C and real numbers δ 9 ∈ (0, δ 5 ], γ 4 ∈ (0, 1), C 7 ∈ [1, ∞) such that (98) holds for η ∈ V δ 9 ( ), λ ∈ P(X ), z ∈ Z, n ≥ 1. As the limit of uniformly convergent analytic functions is also analytic (see e.g., [28, Theorem 2.4.1]), φ η is analytic in η for each η ∈ V δ 9 ( ).
In the rest of the proof, θ , λ, z are any elements of , P(X ), Z (respectively), while n ≥ 1 is any integer. It is easy to show Therefore, Lemma 7.1 implies
Consequently, there exists a function h : → R with the properties specified in the statement of the theorem. (iii) There exists a real number α 1 ∈ (0, 1) such thatâ i η (x), b j η (x) are analytic in (η, x) for η ∈ V α 1 (˜ ), x ∈ V α 1 (X ), 1 ≤ i ≤ N x , 1 ≤ j ≤ N y .
Owing to Assumption 3.2, {â i θ (x)} 1≤i≤N x , {b j θ (x)} 1≤ j ≤N y are positive and uniformly bounded away from zero for θ ∈ cl˜ , x ∈ X . Then, due to (iii), there exist real numbers α ∈ (0, α 1 ), β ∈ (0, 1) such that for the same η, x, x , y and θ ∈ . Then, owing to (ii), (iii), r η (y, x |x) is analytic in η for each η ∈ V α (˜ ), x, x ∈ X , y ∈ Y. For similar reasons,r θ (y, x |x) = r θ (y, x |x) for the same x, x , y and θ ∈˜ . Moreover, Assumption 3.3 and (115) imply
for η ∈ V α (˜ ), x, x ∈ X . Similarly, (116) yields
for the same η, x and y ∈ Y. Therefore, we have | log φ(y)| ≤ ψ(y). | log w j (y)|w k (y)ν(dy)
Thus, Assumption 2.4 results from Assumption 3.4. Using Theorems 2.1, 2.2, we conclude that there exist functionsl,h :˜ → R such thatl(θ ),h(θ ) are real-analytic in θ and satisfy lim n→∞ l n (θ, λ) =l(θ ), lim n→∞ h n (θ, λ) = h(θ ) for each θ ∈˜ , λ ∈ P(X ) (l n (θ, λ), h n (θ, λ) have the same meaning as in (1)). Consequently, Corollaries 4.1, 4.2 hold. We use here the representation = ∞ n=1˜ n , where {˜ n } n≥1 is a sequence of non-empty open balls satisfying cl˜ n ⊂ for n ≥ 1.
for η ∈ V α (˜ ), x ∈ V α (X ), where m(X ) is the Lebesgue measure of X . Similarly, due to (129), (130), we have x,x ∈X | log qθ (y|x )|qθ (y|x)ν(dy)
and h θ (λ, y) have complex-valued continuationsĜ η (ξ, y) and
