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Systems driven by α-stable noises could be very different from their Gaussian counterparts. Stationary states
in single-well potentials can be multimodal. Moreover, a potential well needs to be steep enough in order to
produce stationary states. Here, it is demonstrated that 2D systems driven by bi-variate α-stable noises are even
more surprising than their 1D analogs. In 2D systems, intriguing properties of stationary states originate not
only due to heavy tails of noise pulses, which are distributed according to α-stable densities, but also because
of properties of spectral measures. Consequently, 2D systems are described by a whole family of Langevin and
fractional diffusion equations. Solutions of these equations bear some common properties but also can be very
different. It is demonstrated that also for 2D systems potential wells need to be steep enough in order to produce
bounded states. Moreover, stationary states can have local minima at the origin. The shape of stationary states
reflects symmetries of the underlying noise, i.e. its spectral measure. Finally, marginal densities in power-law
potentials also have power-law asymptotics.
PACS numbers: 05.40.Fb, 05.10.Gg, 02.50.-r, 02.50.Ey,
I. INTRODUCTION
The description of complex interactions with surrounding
can be significantly simplified by a use of the noise, which
provides effective approximation to not fully known pro-
cesses. Description of many systems can be provided by the
Langevin equation, which in the overdamped limit typically is
of the form
x˙(t) = f(x) + ζ(t), (1)
where f(x) is the deterministic force, while ζ(t) represents
complex interactions of the test “particle” with its environ-
ment. Usually it is assumed that the noise is white and Gaus-
sian. White type of the noise underlines that stochastic pulses
acting on a test particle are independent. The Gaussianity is
the consequence of the central limit theorem, which states that
a distribution of a sum of many independent and bounded
summands converges to the normal (Gaussian) distribution.
If the assumption about bounded type of interactions is re-
laxed, the noise can be still of the white type but it becomes
of more general Le´vy type by virtue of the generalized central
limit theorem [1, 2]. The Langevin equation (1) underlines
many concepts and problems of statistical physics and theory
of stochastic process like resonant activation [3] or stochastic
resonance [4, 5] to name a few.
Analogously like the white Gaussian noise plays special
role in the theory of stochastic systems also the Le´vy type
noise becomes more important as it is capable to describe out-
of-equilibrium phenomena. The special role played by Le´vy
stable distributions is due to their inherent properties: sta-
bility (invariance under convolution), power law asymptotics
and the generalized central limit theorem. Consequently, sta-
ble distributions provide general, well developed framework
∗Electronic address: kszczepaniec@th.if.uj.edu.pl
†Electronic address: bartek@th.if.uj.edu.pl
for description of many out-of-equilibrium phenomena re-
vealing large bursts, outliers and asymmetry [6]. This more
general framework incorporates Gaussian realms as a spe-
cial case. The presence of fluctuations distributed accord-
ing to Le´vy laws have been observed in various situations
in physics, chemistry or biology [7, 8], paleoclimatology [9]
or economics [10]. The heavy-tailed fluctuations appear in
context of different models [11–13], and are analyzed in an
increasing number of studies [14–28]. Despite some contro-
versies regarding observability of Le´vy flights [29, 30] and
theoretical issues, e.g. unbounded variance, Le´vy flights are
considered as a paradigm of optimal search strategies among
randomly distributed target sites [31].
The present work addresses properties of 2D Le´vy flights
in external potentials. Theoretical descriptions of such sys-
tems are based on the Langevin equation and/or fractional
Smoluchowski-Fokker-Planck equation. The research per-
formed here extends earlier studies of 1D systems [14, 18,
19, 32–38] where analysis of symmetric and asymmetric
Le´vy flights in harmonic, superharmonic and subharmonic
potentials have been presented. The discussion conducted
there covered the problem of existence and properties of sta-
tionary states in 1D systems. The current studies extend
the description of multi-variate systems perturbed by Le´vy
flights [12, 39] and comment on various types of fractional
Smoluchowski-Fokker-Planck equations [40, 41] associated
with 2D Le´vy flights, depending on the type of the spectral
measure [2]. Here, characteristics of 2D Le´vy flights in con-
fining potentials are studied for various types of bi-variate α-
stable motions. Properties of stationary states in 2D potentials
are inspected by the use of analytical arguments and Monte
Carlo simulations.
The studied model is presented in Section II. Section III
discusses obtained, mainly numerically, results. The paper is
closed with concluding remarks (Section IV).
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2II. MODEL
The main scope of the current article is to study 2D systems
driven by bi-variate α-stable noise. Properties of bi-variate
α-stable noises are very different from their 1D analogs.
Thus, the basic information about bi-variate α-stable random
variables and associated α-stable motions is provided, see
Sec. II A. Next, the model of a 2D generalized random walk
in spherically symmetric 2D potentials subject to bi-variate
α-stable noises is presented, see Sec. II B.
A. Bi-variate α-stable motion
Increments of the 1D Wiener (Brownian motion) process
are distributed according to the Gaussian distribution. There
are two natural generalizations of the Wiener process. The
first option is to study multi dimensional Wiener process. The
next option is to relax an assumption about Gaussianity of in-
crements. Instead of normal density it is possible to assume
that increments are distributed according to the more general
α-stable densities [2, 42], which include the normal distribu-
tion as a special case. The later extension defines an α-stable
Le´vy type motion. Here, we are interested in properties of the
2D system driven by bi-variate Le´vy noise which is a formal
time derivative of the bi-variate Le´vy motion. Such an exten-
sion unifies both aforementioned options — simultaneously
system departs from the Gaussianity and its dimensionality
increases.
For the clarity of presentation we give a pedagogical intro-
duction to the required theory. Following [2] we present ba-
sic definitions and properties of α-stable densities. Next, we
show how multi-variate Le´vy motion can be defined. Finally,
using presented methods we will study properties of station-
ary states in 2D overdamped systems.
Multidimensional stable random variables are defined in the
analogous way like 1D stable random variables. A random
vectorX = (X1, . . . , Xd) is said to be a stable random vector
in Rd if for any positive numbers A and B, there is a positive
number C and a vectorD such that
AX(1) +BX(2)
d
= CX +D, (2)
where X(1) and X(2) are independent copies of X , d= de-
notes equality in distributions. The vector X is called strictly
stable if D = 0. The vector X is symmetric stable if it is
stable and satisfies an additional relation
Prob{X ∈ A} = Prob{−X ∈ A} (3)
for any Borel set A of Rd. A random vector is α-stable if
Eq. (2) holds with C = (Aα +Bα)1/α where 0 < α 6 2.
The characteristic function of α-stable densities can be de-
termined by defining Eq. (2). In 1D the characteristic function
is [2, 42]
φ(k) = E
[
eikX
]
=

exp
[−σα|k|α (1− iβsignk tan piα2 )+ iµk]
if α 6= 1,
exp
[−σ|k| (1 + iβ 2pi signk ln |k|)+ iµk]
if α = 1,
(4)
where α ∈ (0, 2] is the stability index, β ∈ [−1, 1] is the
asymmetry (skewness) parameter, σ > 0 is the scale parame-
ter and finally µ ∈ R is the location parameter. The closed for-
mulas for α-stable densities are known only in a limited num-
ber of cases: α = 2 — normal distribution, α = 1 with β = 0
— Cauchy distribution and α = 1/2 with β = 1 — Le´vy-
Smirnoff distribution. In general, symmetric α-stable densi-
ties with α < 2 have the power-law asymptotics of |x|−(α+1)
type. If X is the α-stable random variable its characteristic
function is given by Eq. (4). The fact that X is distributed
according to the α-stable density is schematically denoted by
X ∼ Sα(σ, β, µ).
The characteristic function φ(k) = E
[
ei〈k,X〉
]
of the α-
stable vectorX = (X1, . . . , Xd) in Rd is given by [2]
φ(k) =
 exp
{
− ∫
Sd
|〈k, s〉|α [1− isign(〈k, s〉) tan piα2 ]Γ(ds) + i〈k,µ0〉} for α 6= 1,
exp
{
− ∫
Sd
|〈k, s〉|α [1 + i 2pi sign(〈k, s〉) ln(〈k, s〉)]Γ(ds) + i〈k,µ0〉} for α = 1, (5)
where 〈k, s〉 represents the scalar product, Γ(·) stands for the
(finite) spectral measure on the unit sphere Sd of Rd and µ0
is a vector in Rd, see [2]. For any d-dimensional α-stable
vector any linear combination of its components in an α-stable
random variable.
The spectral measure Γ(·) contains information about sym-
metry (skewness) and scale of the probability density. More
precisely, spectral measure Γ(·) replaces parameters β and σ
which characterize 1D α-stable densities, see Eq. (4). Multi-
variate α-stable density is said to be symmetric if the spectral
measure is symmetric.
Example 2.3.3 from [2] demonstrates how σ and β can be
calculated in 1D from the spectral measure. In 1D S1 consists
of two points {−1} and {1} and the spectral measure is con-
centrated on them. The characteristic function (5) reduces to
the characteristic function of the α-stable density Sα(σ, β, µ)
with
σ = (Γ(1) + Γ(−1))1/α, (6)
3β =
Γ(1)− Γ(−1)
Γ(1) + Γ(−1) (7)
and µ = µ0, where Γ(±1) = Γ({±1}).
In general, components of multi-variate α-stable vari-
ables are dependent. An α-stable random vector X =
(X1, . . . , Xd) has independent components if and only if its
spectral measure is discrete and concentrated on the intersec-
tion of the axes with the unit sphere Sd, see [2, Example
2.3.5]. Consequently, in 2D the spectral measure is concen-
trated on the points (1, 0), (0, 1), (−1, 0) and (0,−1), see also
[12, 39]. For clarity of presentation, we will refer to the bi-
variate α-stable noise with such a spectral measure as discrete
or symmetric discrete.
The difference between various choices of spectral mea-
sures can be easily seen in the Cauchy case, i.e. for α = 1.
If the spectral measure is symmetric and concentrated on in-
tersections of the axes with the unit sphere S2 the bi-variate
Cauchy distribution is
p(x, y) =
1
pi
σ
(x2 + σ2)
× 1
pi
σ
(y2 + σ2)
. (8)
If the spectral measure is continuous and uniform, the 2D
Cauchy distribution is
p(x, y) =
1
2pi
σ
(x2 + y2 + σ2)3/2
. (9)
General d-dimensional α-stable random variables can be
generated according to [43]
Z =
{ ∑n
j=1 γ
1/α
j Zjsj for α 6= 1∑n
j=1 γj
[
Zj +
2
pi ln γj
]
sj for α = 1
, (10)
where Z1, . . . , Zn are independent identically distributed to-
tally skewed, standardized 1D α-stable random variables, i.e.
Zi ∼ Sα(1, 1, 0), sj ∈ Sd. Pseudo random numbers dis-
tributed according to the α-stable densities can be generated
according to well known formulas [44, 45]. The special cases
of symmetric α-stable densities with uniform or symmetric
continuous spectral measures can also be generated using sub-
Gaussian random vectors [2].
The properties of the α-stable motion are determined by
properties of the multi-variate α-stable densities. The bi-
variate Le´vy motion can be generated using (10) but there
are also other approximated methods which are able to recon-
struct main properties of the process [46] and their efficiency
rely on the generalized central limit theorem. For a very re-
lated discussion see [47].
B. Motivation & Equations
A motion of an overdamped particle subject to the α-stable
Le´vy type noise is described by the following Langevin equa-
tion
dx
dt
= −V ′(x) + σζα,0(t), (11)
which can be rewritten as
dx = −V ′(x)dt+ σdLα,0(t), (12)
where Lα,0(t) is a symmetric α-stable motion [42]. ζα,0(t)
represents a white α-stable noise which is a formal time
derivative of the symmetric α-stable motion Lα,0(t). Eq. (11)
is associated with the following fractional Smoluchowski-
Fokker-Planck equation
∂p(x, t)
∂t
=
∂
∂x
[V ′(x)p(x, t)] + σα
∂αp(x, t)
∂|x|α (13)
=
∂
∂x
[V ′(x)p(x, t)]− σα(−∆)α/2p(x, t),
where ∂
α
∂|x|α = −(−∆)α/2 is the fractional Riesz-Weil deriva-
tive (laplacian) defined via its Fourier transform [48]
F
[
∂αp(x, t)
∂|x|α
]
= F
[
−(−∆)α/2p(x, t)
]
= −|k|αF [p(x, t)] .
(14)
The stationary states for Eq. (13), can be calculated by set-
ting the left hand side of Eq. (13) to zero. The stationary so-
lutions exist for potential wells which are steep enough [38]
and are not of the Boltzmann-Gibbs type [49]. For α = 2
and any V (x) such that lim|x|→∞ V (x) = +∞, station-
ary states exist and are of the Boltzmann-Gibbs type, i.e.
pst(x) ∝ exp
[−V (x)/σ2]. For α < 2, the exponent c char-
acterizing a potential well V (x) = |x|c needs to be larger than
2− α, i.e. c > 2− α, see [38]. Otherwise, the potential well
is not steep enough in order to produce stationary states. The
very interesting situation takes place for c = 2 when the sta-
tionary density is of the same type (except the scale parame-
ter) as the α-stable distribution associated with the underlying
noise, see Eq. (11) and [19, 32, 50]. This very special situation
is the consequence of the linearity of Eq. (11).
Analytical formulas for stationary states for systems driven
by α-stable noises with α < 2 are known only in very limited
number of cases. For the quartic 1D Cauchy oscillator, i.e.
V (x) = 14x
4 with α = 1, the stationary state of the fractional
diffusion equation (13) is given by [19, 32, 50]
pst(x) =
σ
pi(σ4/3 − σ2/3x2 + x4) . (15)
This distribution pst(x) is symmetric, characterized by a fi-
nite variance, power-law asymptotics and it is bi-modal with
the minimum at the origin and two global maxima at x =
±σ1/3/√2.
By analogy to 1D system, the bi-variate system is described
by the following Langevin equation driven by the bi-variate
α-stable Le´vy type noise
dr
dt
= −∇V (r) + σζα(t). (16)
Eq. (16) can be rewritten as
dr = −∇V (r)dt+ σdLα(t), (17)
4where Lα(t) is a bi-variate α-stable motion and V (r) is an
external potential. By analogy to 1D cases multi-variate α-
stable noise ζα(t) is a formal time derivative of the multi-
variate α-stable motion Lα(t). Especially interesting poten-
tials are harmonic V (x, y) = 12r
2 = 12 (x
2 + y2) and quartic
V (x, y) = 14r
4 = 14 (x
2 + y2)2 which will be used in further
investigations.
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FIG. 1: (Color online) Stationary states for the harmonic poten-
tial V (x, y) = 1
2
(x2 + y2) (left panel) and the quartic potential
V (x, y) = 1
4
(x2 + y2)2 (right panel) subject to bi-variate, uniform
Gaussian white noise. Top row presents stationary densities as 3D
surfaces while bottom row as heat maps. Theoretical stationary den-
sities are presented as blue surfaces in the top row, while contours
present theoretical and estimates isolines. The stationary densities
have been estimated from the sample of N = 108 elements with the
integration time step ∆t = 10−3.
The Langevin equation (16) can be associated with the
Smoluchowski-Fokker-Planck equation which has the general
form
∂p(r, t)
∂t
= ∇ · [∇V (r)p(r, t)] + σαΞp(r, t), (18)
where Ξ is the fractional operator due to bi-variate α-stable
noise ζ, see Eq. (16), while ∇ · [∇V (r)p(r, t)] originates
due to the deterministic force F (r) = −∇V (r) acting on
a test particle. In Eq. (18) the drift term has the standard
form but the diffusive term depends on the noise type. For
the bi-variate α-stable noise with the uniform spectral mea-
sure Ξ = −(−∆)α/2, i.e. it is the fractional laplacian defined
via the Fourier transform, see [48]
F
[
−(−∆)α/2p(r, t)
]
= −|k|αF [p(r, t)] . (19)
For the bi-variate α-stable noise with the discrete symmet-
ric spectral measure (located at intersections of axes with
the unit sphere S2) the fractional operator Ξ has the form
Ξ = ∂
α
∂|x|α +
∂α
∂|y|α , where fractional derivatives are defined as
in the 1D case. Such a case corresponds to the situation when
jumps induced by the stochastic force along both axes are in-
dependent. This demonstrates that the Langevin equation is
associated with the whole family of fractional Smoluchowski-
Fokker-Planck equations depending on the noise type. The
choice of the spectral measure Γ(·) determines the fractional
operator Ξ.
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FIG. 2: (Color online) Stationary states for the harmonic potential
V (x, y) = 1
2
(x2+y2) subject to the bi-variate Cauchy noises: spher-
ical (uniform) Cauchy noise (left panel) and discrete Cauchy noise
(right panel). Top row presents stationary probability densities as 3D
surfaces while bottom row as heat maps. Theoretical stationary den-
sities are presented as blue surfaces in the top row, while contours
present theoretical and estimates isolines. The stationary densities
have been estimated from the sample of N = 108 elements with the
integration time step ∆t = 10−3.
The main scope of current research is to check if stationary
states for harmonic and quartic potentials subject to bi-variate
α-stable noises exist and what are their shapes depending on
a noise type. In particular, we focus on two cases: (a) stable
bi-variate vectors with uniform spectral measures Γ(·) and (b)
symmetric discrete spectral measures (located at intersections
of axes with the unit sphere S2). In (a) noise induced jumps
along X and Y axes are dependent. While in (b) they are
independent, however distribution of noise pulses is not el-
liptically symmetric. Situation (b) is the only situation when
components of the α-stable vector are independent, i.e. their
probability density can be factorized. Nevertheless, indepen-
dence of noise induced jumps is not sufficient to assure inde-
pendence of the variables x and y. Usually, components of
the position are dependent because deterministic force mixes
variables. The only two exceptions are the motion of a free
particle and a motion in a harmonic potential.
III. RESULTS
First, equations for stationary states for 2D systems driven
by bi-variate α-stable noises are derived. Next, using these
equations some properties of stationary states are examined,
see Sec. III A. Finally, main results are obtained by numerical
simulations, see Sec. III B.
5A. Equations
Equations for 2D systems subject to the symmetric bi-
variate α-stable noise with uniform spectral measures and
symmetric discrete spectral measures are derived. The contin-
uous uniform spectral measure is constant on the unit sphere
S2, while the symmetric discrete spectral measure is located
at the intersections of the unit sphere S2 with axes.
1. Uniform spectral measures
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FIG. 3: (Color online) Stationary states for the quartic potential
V (x, y) = 1
4
(x2+y2)2 subject to spherical (uniform) α-stable noise
(left panel) and discrete α-stable noise (right panel) with α = 0.5.
Top row presents 3D surfaces while bottom row heat maps. The sta-
tionary densities have been estimated from the sample of N = 108
elements with the integration time step ∆t = 10−3.
For the harmonic potential V (x, y) = 12 (x
2 + y2) and uni-
form spectral measure the fractional diffusion equation is
∂p
∂t
=
∂
∂x
(xp) +
∂
∂y
(yp)− (−∆)α/2p, (20)
where p = p(x, y, t). Additionally, for simplicity it has been
assumed that σ = 1. In the Fourier space (F [f(r)] =∫
ei〈k,r〉f(r)dr = fˆ(r) and k = [k, l]) Eq. (20) attains the
form
∂pˆ
∂t
= −k ∂pˆ
∂k
− l ∂pˆ
∂l
− (k2 + l2)α/2pˆ. (21)
The stationary density fulfills
k
∂pˆ
∂k
+ l
∂pˆ
∂l
= −(k2 + l2)α/2pˆ. (22)
Due to spherical symmetry, p(x, y) = p
(√
x2 + y2
)
and
pˆ(k, l) = pˆ
(√
k2 + l2
)
, Eq. (22) reduces to
(k2 + l2)
α/2pˆ+ (k2 + l2)
1/2pˆ′ = 0, (23)
where pˆ′ = ∂pˆ(
√
k2+l2)
∂
√
k2+l2
. Eq. (23) has the solution
pˆ = exp
[
− (k
2 + l2)α/2
α
]
. (24)
According to [2, Propositions 2.5.2 and 2.5.5], Eq. (24) is the
characteristic function of the bi-variate α-stable density with
the uniform spectral measure. Therefore, in 2D like in 1D,
the stationary state of the harmonic oscillator is the bi-variate
α-stable density like the one of the underlying noise. In par-
ticular, for α = 2, the stationary density is the bi-variate Gaus-
sian distribution, while for α = 1 it is the bi-variate Cauchy
distribution, see Eq. (9).
For the quartic oscillator driven by a α-stable noise with
uniform spectral measure situation is more complex. The frac-
tional diffusion equation is (p = p
(√
x2 + y2
)
and σ = 1)
∂p
∂t
=
∂
∂x
[
(x2 + y2)xp
]
+
∂
∂y
[
(x2 + y2)yp
]− (−∆)α/2p.
(25)
In the Fourier space
∂pˆ
∂t
= k
∂3pˆ
∂k3
+k
∂3pˆ
∂k∂l2
+l
∂3pˆ
∂k2∂l
+l
∂3pˆ
∂l3
−(k2+l2)α/2pˆ. (26)
The stationary density fulfills
k
∂3pˆ
∂k3
+ k
∂3pˆ
∂k∂l2
+ l
∂3pˆ
∂k2∂l
+ l
∂3pˆ
∂l3
= (k2 + l2)
α/2pˆ. (27)
Setting z =
√
k2 + l2 one gets pˆ(k, l) = pˆ(
√
k2 + l2) = pˆ(z)
and
− pˆ
′
z
+ [pˆ′′ − zαpˆ] + zpˆ′′′ = 0. (28)
Eq. (28) is associated with the following boundary
conditions: pˆ(k, l)
∣∣
(k,l)=(0,0)
= 1 (normalization),
∂kpˆ(k, l)
∣∣
(k,l)=(0,0)
= 0 (symmetry), ∂lpˆ(k, l)
∣∣
(k,l)=(0,0)
= 0
(symmetry), ∂2klpˆ(k, l)
∣∣
(k,l)=(0,0)
= 0 (symmetry) and
limk2+l2→+∞ pˆ(k, l) = 0 (integrability). For α = 2,
the stationary state is p(x, y) = exp
[
− (x2+y2)24
]
, whose
characteristic function obeys Eq. (28).
2. Discrete spectral measures
For the harmonic potential V (x, y) = 12 (x
2 +y2) and sym-
metric discrete spectral measure (concentrated on intersec-
tions of axes with the unit sphere S2) the fractional diffusion
equation is
∂p
∂t
=
∂
∂x
(xp) +
∂
∂y
(yp) +
(
∂α
∂|x|α +
∂α
∂|y|α
)
p. (29)
The stationary state of Eq. (29) can be found by the separa-
tion of variables. When p(x, y) factorizes into p(x)p(y) the
6Fourier transform factorizes into pˆ = pˆ(k)pˆ(l). The charac-
teristic function (Fourier transform) satisfies
pˆ(l)
[
k
∂pˆ(k)
∂k
− |k|αpˆ(k)
]
+ pˆ(k)
[
l
∂pˆ(l)
∂l
− |l|αpˆ(l)
]
= 0.
(30)
Equations in square brackets are the same and their solution is
just an 1D α-stable density. Consequently, due to symmetry
of characteristic function the stationary state is a product of
1D α-stable densities with the same parameters (except the
scale parameter). In particular, for α = 1 one gets product of
two 1D Cauchy densities, see Eq. (8).
For the quartic potential the characteristic function of the
stationary state fulfills
k
∂3pˆ
∂k3
+k
∂3pˆ
∂k∂l2
+l
∂3pˆ
∂k2∂l
+l
∂3pˆ
∂l3
−(|k|α + |l|α) pˆ = 0 (31)
and equation does not separate like for the harmonic poten-
tial. This is the natural consequence of the fact that despite
independence of both noises the motion along both axes is no
longer independent.
B. Numerical Simulations
Equations for the stationary densities, due to fractional
derivatives, can be solved exactly only in a very limited num-
ber of cases. Otherwise, one has to rely on numerical sim-
ulations. Sec. III B 1 checks the correctness of implemented
methods, while Sec. III B 2 presents results of main simula-
tions.
Stationary states for systems described by the fractional dif-
fusion equation, see Eq. (18), can be estimated using Monte
Carlo methods. From large sample of trajectories generated
according to the appropriate Langevin equation it is possi-
ble to estimate time dependent probability densities p(x, y, t).
Stationary states are reached asymptomatically as t → ∞,
therefore it is necessary to perform sufficiently long simula-
tions in order to assure that p(x, y, t) density does not change
any more. Numerical simulations were performed with the
integration time step ∆t = 10−3 and averaged over 108 rep-
etitions. Initially a test particle is located at the origin, i.e.
p(x, y, t)|t=0 = δ(x)δ(y). Analogously like in 1D, such an
initial condition produces a slowly decaying cusp at the origin
see [19, 32]. In forthcoming sections only stationary states are
demonstrated.
1. Tests
In order to verify correctness of implemented methods sta-
tionary states for parabolic and quartic potentials with bi-
variate Gaussian (α = 2) noise and harmonic potential with
bi-variate Cauchy (α = 1) noises were constructed, see Figs. 1
and 2. For such a choice of parameters stationary states are
known analytically, therefore results of simulations can be
easily compared with exact formulas.
For multi-variate, uniform Gaussian noise and any bound-
ing potential V (r) the stationary density is of the Boltzmann-
Gibbs type
pst(r) ∝ exp
[
−V (r)
σ2
]
, (32)
where σ is the distribution width which depends on the scale
parameter in the underlying Langevin and Smoluchowski-
Fokker-Planck equations. Fig. 1 presents results for the
bi-variate uniform Gaussian white noise with parabolic
V (x, y) = 12 (x
2 + y2) (left panel) and quartic V (x, y) =
1
4 (x
2 + y2)2 (right panel) potentials. Results are presented
both as 3D surfaces (top row) and heat maps (bottom rows).
The constructed stationary densities perfectly agree with ap-
propriate Boltzmann-Gibbs densities.
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FIG. 4: (Color online) Stationary states for the quartic potential
V (x, y) = 1
4
(x2+y2)2 subject to spherical (uniform) α-stable noise
(left panel) and discrete α-stable noise (right panel) with α = 0.7.
Top row presents 3D surfaces while bottom row heat maps. The sta-
tionary densities have been estimated from the sample of N = 108
elements with the integration time step ∆t = 10−3.
Figure 2 shows stationary states for the bi-variate Cauchy
oscillator subject to spherically symmetric (uniform) (left
panel) and discrete (right panel) bi-variate Cauchy noise. For
the spherical symmetric, uniform Cauchy noise the stationary
state is bi-variate spherically symmetric Cauchy distribution,
see Eq. (9) and left panel of Fig. 2. This is in accordance
with the general prediction, that for the harmonic potential
and bi-variate α-stable noise with uniform spectral measure,
the stationary density is of the same shape as the one of the
noise. Finally, the right panel of Fig. 2 demonstrates station-
ary states for symmetric, discrete bi-variate Cauchy noise, i.e.
the α-stable noise with a symmetric, discrete spectral mea-
sure located on the intersections of axes with the unit sphere
S2. In such a case, displacements along both axes are inde-
pendent. Consequently, the stationary state is the product of
two Cauchy distributions, see Eq. (8), and again the stationary
state agrees with the underlying noise distribution (up to the
scale parameter).
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FIG. 5: (Color online) Stationary states for the quartic potential
V (x, y) = 1
4
(x2+y2)2 subject to spherical (uniform) α-stable noise
(left panel) and discrete α-stable noise (right panel) with α = 1.0,
i.e. the Cauchy noise. Top row presents 3D surfaces while bot-
tom row heat maps. The stationary densities have been estimated
from the sample of N = 108 elements with the integration time step
∆t = 10−3.
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FIG. 6: (Color online) Stationary states for the quartic potential
V (x, y) = 1
4
(x2+y2)2 subject to spherical (uniform) α-stable noise
(left panel) and discrete α-stable noise (right panel) with α = 1.5.
Top row presents 3D surfaces while bottom row heat maps. The sta-
tionary densities have been estimated from the sample of N = 108
elements with the integration time step ∆t = 10−3.
2. Quartic potential
In the 1D case, the stationary state is also known for the
quartic Cauchy oscillator, see Eq. (15). Nevertheless, the bi-
variate, symmetric, discrete quartic Cauchy oscillator cannot
be used for testing purposes because jumps along both axes
are no longer independent. For the quartic potential, the deter-
ministic force F (x, y) = −∇V (x, y) = −[(x2 + y2)x, (x2 +
y2)y] mixes coordinates and consequently the diffusion equa-
tion cannot be solved by the separation of variables. There-
fore, stationary states cannot be expressed as a product of sta-
tionary densities for a corresponding 1D potential.
Following figures 3–7 show results of simulations of the
quartic α-stable oscillator for a limited choice of bi-variate
α-stable noises: with symmetric continuous, uniform spec-
tral measures (left columns) and symmetric, discrete spectral
measures concentrated on intersections of axes with the unit
sphere S2 (right panels). The presented stationary densities
have pronounced minimas at (0, 0).
Stationary states for the spherically symmetric α-stable
noise are spherically symmetric. More precisely, symme-
tries of the stationary density reflect symmetries of spectral
measures. In particular for uniform spectral measures, sta-
tionary states are spherically symmetric, i.e. they depend on
r =
√
x2 + y2, see left panels of Figs. 3–7. For α < 2, sta-
tionary densities have well defined minima at the origin which
are surrounded by maxima located at the circle. For the dis-
crete symmetric spectral measures, see right panels of Figs. 3–
7, stationary states are no longer spherically symmetric. Nev-
ertheless, stationary densities still have pronounced minima at
the origin and maxima on axes. With the increasing α, both
for uniform continuous and symmetric discrete spectral mea-
sures, minima become shallower. Moreover as α approaches
2, both stationary densities become similar. Finally, in the
limiting case of α = 2, they are exactly the same.
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FIG. 7: (Color online) Stationary states for the quartic potential
V (x, y) = 1
4
(x2+y2)2 subject to spherical (uniform) α-stable noise
(left panel) and discrete α-stable noise (right panel) with α = 1.9.
Top row presents 3D surfaces while bottom row heat maps. The sta-
tionary densities have been estimated from the sample of N = 108
elements with the integration time step ∆t = 10−3.
Finally, Fig. 8 examines asymptotics of marginal densities
of x for stationary states, i.e. p(x) =
∫
p(x, y)dy, for the gen-
eral single well potentials of (x2 + y2)c/2 type with c = 2
(harmonic), c = 3 (cubic) and c = 4 (quartic) potentials
subject to bi-variate α-stable noises with continuous uniform
(left panel) and symmetric discrete (right panel) spectral mea-
sures. Various rows correspond to various values of the sta-
bility index α: α = 0.5 (top row), α = 1 (middle row) and
α = 1.5 (bottom row). For uniform spectral measures, due
to spherical symmetry of stationary states, all cross sections
are the same and they have (x2 + y2)−(c+α)/2 asymptotics.
For discrete spectral measures cross sections along axes are
8the same and they display |x|−(c+α−1) or |y|−(c+α−1) asymp-
totics. The marginal probability densities for systems driven
by bi-variate α-stable noises with continuous uniform and dis-
crete symmetric spectral measures have the same asymptotics,
i.e. p(x) ∝ |x|−(c+α−1) and p(y) ∝ |y|−(c+α−1). This is cor-
roborated by Eqs. (27) and (31) which lead to the same equa-
tions for marginal densities in both cases resulting in the same
asymptotics. The asymptotics of marginal densities is better
visible when instead of marginal densities survival probabili-
ties, i.e. S(x) = 1− Fm(x) = 1−
x∫
−∞
p(x)dx, are depicted,
see Fig. 8 which confirms hypothesis regarding asymptotics of
stationary states. The observed asymptotic behavior could be
anticipated from the fractional Smoluchowski-Fokker-Planck
equation, see the discussion below Eq. (18), in the analogous
way like for the 1D systems [19, 32, 50].
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FIG. 8: (Color online) Survival probabilities, S(x) = 1−Fm(x), for
marginal densities of x for systems perturbed by bi-variate α-stable
noises with continuous uniform (left panel) and symmetric discrete
(right panel) spectral measures. Various rows correspond to various
values of the stability index α: α = 0.5 (top row), α = 1 (middle
row) and α = 1.5 (bottom row). Different curves correspond to var-
ious potentials of V (x, y) = (x2 + y2)c/2 type: harmonic (c = 2),
cubic (c = 3) and quartic (c = 4). Solid lines present x−(c+α−2)
power-law asymptotics of survival probailities. The stationary densi-
ties have been estimated from the sample of N = 107 elements with
the integration time step ∆t = 10−3.
IV. SUMMARY AND CONCLUSIONS
1D systems driven by α-stable noises display some unex-
pected properties, which are very different from character-
istics of systems driven by white Gaussian noise. First of
all, stationary states exist for potential wells which are steep
enough. Otherwise, the distribution width grows in time. Sec-
ondly, in the harmonic potential the stationary state reproduce
the probability density associated with the underlying noise
(except the scale parameter). Finally, for potential wells step-
per than parabolic stationary states can be multimodal.
Main properties of 1D stationary states of systems driven by
α-stable noise transfer into 2D realms. However, special at-
tention is required because bi-variate α-stable densities are de-
termined by the spectral measure. Various spectral measures
result in very different properties of bi-variate α-stable noises.
Consequently, the 2D systems driven by bi-variate α-stable
noises are described by the whole family of Langevin equa-
tions and associated fractional Smoluchowski-Fokker-Planck
equations depending on the choice of the spectral measure.
For the 2D harmonic potential and continuous uniform or
discrete, symmetric located on intersections of axes with the
unit sphere spectral measures stationary states reconstruct (up
to rescaling) the noise distributions. In the limit of α = 2 bi-
variate α-stable densities converge to bi-variate Gaussian dis-
tribution. Therefore, both types of bi-variate α-stable noises
produces the same stationary states.
For the quartic potential stationary states have local minima
at the origin both for uniform and symmetric, discrete spec-
tral measures. Additionally, for uniform spectral measures
stationary states are spherically symmetric. With increasing
value of the stability index α minima become shallower. Fi-
nally, for α = 2 the Boltzmann-Gibbs distribution is recon-
structed.
In general for single well potentials of (x2 + y2)c/2 (with
c > 2) subject to action of bi-variate α-stable noises with
uniform spectral measures stationary densities have power-
law (x2 + y2)−(c+α)/2 asymptotics. Consequently, marginal
densities have also power-law asymptotics with the exponent
−(c+ α− 1). For the discrete symmetric spectral measures
concentrated on the intersection of the unit sphere with axes
stationary states are no longer spherically symmetric. Never-
theless, marginal densities are of the same asymptotics like for
uniform spectral measures. Finally, one can expect that sta-
tionary states exist also for subharmonic potentials with large
enough exponent c. Using normalization condition one can
speculate that, analogously like in 1D, exponent characteriz-
ing steepness of the potential should be c > 2− α. Neverthe-
less, this issue requires further verification.
Acknowledgments
Computer simulations have been performed at the
Academic Computer Center Cyfronet, Akademia
Go´rniczo-Hutnicza (Krako´w, Poland) under CPU grant
MNiSW/Zeus lokalnie/UJ/052/2012.
9[1] B. V. Gnedenko and A. N. Kolmogorov, Limit distributions
for sums of independent random variables (Addison–Wesley,
Reading, MA, 1968).
[2] G. Samorodnitsky and M. S. Taqqu, Stable non-Gaussian ran-
dom processes: Stochastic models with infinite variance (Chap-
man and Hall, New York, 1994).
[3] C. R. Doering and J. C. Gadoua, Phys. Rev. Lett. 69, 2318
(1992).
[4] L. Gammaitoni, P. Ha¨nggi, P. Jung, and F. Marchesoni, Rev.
Mod. Phys. 70, 223 (1998).
[5] V. S. Anishchenko, A. B. Neiman, F. Moss, and L. Schimansky-
Geier, Sov. Phys. Usp. 42, 7 (1999).
[6] E. R. Weeks and H. L. Swinney, Phys. Rev. E 57, 4915 (1998).
[7] M. F. Shlesinger, G. M. Zaslavsky, and J. Frisch, eds., Le´vy
flights and related topics in physics (Springer Verlag, Berlin,
1995).
[8] O. E. Barndorff-Nielsen, T. Mikosch, and S. I. Resnick, eds.,
Le´vy processes: Theory and applications (Birkha¨user, Boston,
2001).
[9] P. D. Ditlevsen, Geophys. Res. Lett. 26, 1441 (1999).
[10] R. N. Mantegna and H. E. Stanley, An introduction to econo-
physics. Correlations and complexity in finance (Cambridge
University Press, Cambridge, 2000).
[11] T. H. Solomon, E. R. Weeks, and H. L. Swinney, Phys. Rev.
Lett. 71, 3975 (1993).
[12] A. V. Chechkin, V. Y. Gonchar, and M. Szydłowski, Phys. Plas-
mas 9, 78 (2002).
[13] S. Boldyrev and C. R. Gwinn, Phys. Rev. Lett. 91, 131101
(2003).
[14] S. Jespersen, R. Metzler, and H. C. Fogedby, Phys. Rev. E 59,
2736 (1999).
[15] P. D. Ditlevsen, Phys. Rev. E 60, 172 (1999).
[16] B. Dybiec and E. Gudowska-Nowak, Phys. Rev. E 69, 016105
(2004).
[17] B. Dybiec and E. Gudowska-Nowak, Acta Phys. Pol. B 37,
1479 (2006).
[18] A. V. Chechkin, J. Klafter, V. Y. Gonchar, R. Metzler, and L. V.
Tanatarov, Chem. Phys. 284, 233 (2002).
[19] A. V. Chechkin, J. Klafter, V. Y. Gonchar, R. Metzler, and L. V.
Tanatarov, Phys. Rev. E 67, 010102(R) (2003).
[20] A. A. Dubkov, B. Spagnolo, and V. V. Uchaikin, Int. J. Bifurca-
tion Chaos. Appl. Sci. Eng. 18, 2649 (2008).
[21] P. Garbaczewski and V. Stephanovich, Phys. Rev. E 80, 031113
(2009).
[22] T. Srokowski, Phys. Rev. E 79, 040104 (2009).
[23] M. Rypdal and K. Rypdal, Phys. Rev. Lett. 104, 128501 (2010).
[24] P. Barthelemy, J. Bertolotti, and D. Wiersma, Nature (London)
453, 495 (2008).
[25] R. Metzler, A. V. Chechkin, V. Y. Gonchar, and J. Klafter,
Chaos Solitons Fractals 34, 129 (2007).
[26] R. Klages, G. Radons, and I. M. Sokolov, Anomalous transport:
Foundations and applications (Wiley-VCH, Weinheim, 2008).
[27] B. Dybiec, Phys. Rev. E 80, 041111 (2009).
[28] L. Z. Zeng and B. Xu, Physica A 389, 5128 (2010).
[29] A. M. Edwards, R. A. Phillips, N. W. Watkins, M. P. Freeman,
E. J. Murphy, V. Afanasyev, S. V. Buldyrev, M. G. E. da Luz,
E. P. Raposo, H. E. Stanley, et al., Nature (London) 449, 1044
(2007).
[30] M. C. Gonza´lez, C. A. Hidalgo, and A. L. Baraba´si, Nature
(London) 453, 779 (2008).
[31] G. M. Viswanathan, V. Afanasyev, S. V. Buldyrev, E. J. Mur-
phy, P. A. Prince, and H. E. Stanley, Nature (London) 381, 413
(1996).
[32] A. V. Chechkin, V. Y. Gonchar, J. Klafter, R. Metzler, and L. V.
Tanatarov, J. Stat. Phys. 115, 1505 (2004).
[33] A. A. Dubkov and B. Spagnolo, Fluct. Noise Lett. 5, L267
(2005).
[34] A. A. Dubkov and B. Spagnolo, Acta Phys. Pol. B 38, 1745
(2007).
[35] G. Samorodnitsky and M. Grigoriu, Stoch. Proc. Appl. 105, 69
(2003).
[36] G. Samorodnitsky and M. Grigoriu, Theor. Math. Phys. 150,
332 (2007).
[37] B. Dybiec, E. Gudowska-Nowak, and I. M. Sokolov, Phys. Rev.
E 76, 041122 (2007).
[38] B. Dybiec, A. V. Chechkin, and I. M. Sokolov, J. Stat. Mech. p.
P07008 (2010).
[39] A. V. Chechkin and V. Y. Gonchar, Open Sys. & Information
Dyn. 7, 375 (2000).
[40] V. V. Yanovsky, A. V. Chechkin, D. Schertzer, and A. V. Tur,
Physica A 282, 13 (2000).
[41] D. Schertzer, M. Larcheveˆque, J. Duan, V. V. Yanowsky, and
S. Lovejoy, J. Math. Phys. 42, 200 (2001).
[42] A. Janicki and A. Weron, Simulation and chaotic behavior of α-
stable stochastic processes (Marcel Dekker, New York, 1994).
[43] J. P. Nolan, in A practical guide to heavy tails: statistical tech-
niques and applications, edited by R. J. Feldman and M. S.
Taqqu (Birkha¨user, Boston, 1998), p. 509.
[44] J. M. Chambers, C. L. Mallows, and B. W. Stuck, J. Amer. Sta-
tistical Assoc. 71, 340 (1976).
[45] R. Weron, Statist. Probab. Lett. 28, 165 (1996).
[46] M. Teuerle and A. Jurlewicz, Acta Phys. Pol. B 40, 1333 (2009).
[47] M. Teuerle, P. Z˙ebrowski, and M. Magdziarz, J. Phys. A: Math.
Gen. 45, 385002 (2012).
[48] S. G. Samko, A. A. Kilbas, and O. I. Marichev, Fractional in-
tegrals and derivatives. Theory and applications. (Gordon and
Breach Science Publishers, Yverdon, 1993).
[49] I. Eliazar and J. Klafter, J. Stat. Phys. 111, 739 (2003).
[50] A. V. Chechkin, V. Y. Gonchar, J. Klafter, and R. Metzler, Adv.
Chem. Phys. 133, 439 (2006).
