Abstracl-The iterative soft output Viterbi algorithm (SOVA) is a sub-optimum algorithm when it is used to decode turbo codes. By normalizing its extrinsic information we get a performance improvement compared to the standard SOVA. In particular, if the extrinsic information is increased in the last decoding iteration, an additional coding gain improvement is noticed. For example, this is 0.25 dB for a frame length of 1000 bits in the additive white Gaussian noise (AWGN) channel as well as in an uncorrelated Rician fading channel at bit error rate (BER) of IO". Also, this normalized SOVA is only about 0.25 dB worse than a turbo decoder using the Log-MAP algorithm, both in the AWGN channel and in an uncorrelated Rayleigh fading channel at BER of around Furthermore with an 8-state component code, a frame length of 500 hits performs 0.125 dB better than a 16-state Bidirectional (Si)-SOVA turbo decoder at BER of IO-' in the AWGN channel.
INTRODUCTION
Turbo codes are among the most powerful error correcting codes approaching very close to the Shannon's limit with a very large interleaver size [I] . To decode such codes, the maximum a posteriori (MAP) algorithm [2] was modified to be suitable for decoding recursive systematic convolutional (RSC) codes in an iterative process.
However, in practice the MAP turbo decoder is too complex to be implemented due to the large number of multiplications and the need of non-linear functions. For that reason, two simplified versions of it were proposed in the past, namely . The latter algorithm is sub-optimum in terms of bit error rate (BER) performance but easier to be implemented, as it requires only additions and the max operator.
Another sub-optimum algorithm that is suitable for turbo decoding is the soft output Viterbi algorithm (SOVA). It is a modified Viterbi algorithm (VA) that produces, in addition to the most likely path sequence, a reliability value of each estimated bit [4] . It was found that the iterative SOVA is 0.7 dB worse than the MAP algorithm at BER of IO4 [3] . This is largely because the SOVA considers only two path sequences to update its soft output, namely the survivor and the concurrent path sequences.
A first attempt to improve the SOVA was reported in [ 5 ] with two proposed modifications, so as to comect its soft output and to follow a Gaussian distribution. In the first modification, the extrinsic information is normalized by multiplying with a correcting factor c that depends on the variance of the decoder output, while in the second one (that is less effective) the correlation in the decoder input is eliminating by inserting two more correcting coeficients. Another attempt to improve the SOVA was described in [6] where the reliability of the soft output is limited to a small range of values. In [6] was also described the SOVA updating soft output rule by Butfail and it was later shown that this is equivalent to the Max-Log-MAP algorithm [7] . Finally, the Max-Log-MAP turbo decoder was improved in [SI by following a normalization method similar to [5] hut keeping constant the correcting factor c.
In this paper, we propose a new normalization scheme based on the observations of [SI, [6] , [SI using Hagenauer's updaring nile (HR) [4] . We keep the same correcting factor c in every iteration step as in [SI, which is constant and does not depend on the variance of the decoder output as it does in [ 5 ] . We refer to this as nom1 method. In addition, due to the observed small average absolute reliability values after the first iterations compared to the ones by the Battail S upduting nile (BR) [6] , we increase the correcting factor c only in the last decoding iteration. This new normalization method is referred to as norm2. By doing this, a coding gain improvement of 0.25 dB at BER of around is achieved compared to the first normalization scheme (norm]) for specific turbo encoding parameters and correcting factors. The complexity that is added to the turbo decoder is relatively small, just one more multiplication of the extrinsic information with a constant factor, per component decoder and decoding iteration.
In section 11 the basic procedure of the iterative SOVA is described, followed by the proposed improving algorithm in the next session. In section IV simulation results are shown and are compared to existing references. Finally, conclusions are drawn in section V.
THE ITERATIVE SOVA

A. A Basic Description of the SOVA
The SOVA is based on the classical process of the VA, followed by an updating rule to produce soft outputs on thc estimated hit sequence.
At an instant time k the VA finds the survivor path, which is the path that has the smallest path metric between all the metrics of paths that enter each state. The path metric is the summation of all the branch metrics of a state sequence. To do this, we define the branch metric between two states of a path, based on the squared Euclidean distance, as i=n where l/n is the code rate, n is the codeword size, xk,; is the i-th transmitted symbol (or bit assuming BPSK modulation) and yk,i is the corresponding received value at the receiver.
When the process of the VA has finished, only two paths are needed for the SOVA, thc survivor or the best path and its strongest competitor (concurrent) path, that is the path which had diverged at a past time k-v and merged to the same state as the survivor path at time k. Their path metric difference A is also stored and the process of the SOVA is starting from the last state of the trellis by tracing back.
To produce the bit Log Likelihood Ratio (LLR) values, we first initialize all the reliabilities of the survivor sequence to L, = + = and then we update as
only when the estimated bit of the survivor path sequence ( U ? ) and the corresponding estimated hit of the concwent path sequence (U,) at an instant time k are different each other.
In addition to the above rule (HR), the BR updates the reliability values in case of us = uc as well by
where L, is another reliability value representing the concurrent path. That additional updating rule makes the BR superior compared to the HR.
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We also note that the noise variance of the channel is not required when calculating the hit LLR values. That leads to a simpler implementation method. The basic turbo decoding process is shown in Fig. 1 where the key issue is the 'effective' use of the extrinsic information that is passed from one component decoder to the other in every iteration step.
The concept of normalizing the extrinsic information had already been introduced in [ I ] where the MAP algorithm was used. In that case, the extrinsic information needed to be divided by a proper number to avoid increasing BER at low signal-to-noise ratio (SNR) values. This kind of normalization can be avoided by passing LLR values, as opposed to channel values between the two component decoders [SI. A more detailed description of the normalization of the extrinsic information when either the MAP or the SOVA iterative decoding is used can be found in [lo] .
IMPROVING THE SOVA
A. A Normalization Approach ofthe SOVA Output
In [6] it was proposed to limit the reliability values of the SOVA to a smaller range by defining an optimum threshold value. This was observed by plotting both the average absolute reliability value of the soft output and the average absolute extrinsic information in two cases. In the first one, the BR updating rule was followed, while in the second case the HR updating rule was followed.
In more detail the BR gives better performance, as the reliability values are smaller than the HR during the first iterations. That is the scope of this normalization method; to reduce the over-estimated reliability values of the HR that are observed in the first iterations by limiting the soft output values into a smaller range.
B. The Proposed Method
Assume that the total number of decoding iterations is N. The extrinsic information that is passed from the one component decoder to the other one can be normalized, if we multiply by a proper value m such that Generator polynomials (recursive, feed-forward) 
Rice fading 8 Hagenauer (HR)
What we propose as norm2 is the inverse of the normalization method that is was described in [6] . As far as the E R produces soft outputs that are greater that the HR after the first iterations, we can easily correct the HR soft output by increasing the extrinsic information during the last decoding iteration only. According to the plots in [6] , there should he at least four decoding iterations to achieve a noticeable coding gain improvement.
The search for good m values is an exhaustive process and it is based on computer simulation tests. They depend on the turbo encoding parameters such as the code memory length and the code rate. An example can be found in [I I ] where the norml method was used for a specific turbo encoder. In case of the norm2 method, the hest m value in the last decoding iteration had to be around twice the m value in the previous decoding iterations.
IV. SIMULATION RESULTS
A. The A WGN Channel
In this section we consider the case of the additive white Gaussian noise (AWGN) channel. This is the case of a communication link between a fixed terminal and a satellite. Two different frame lengths of bits, 500 bits and 1000 bits are considered in order to compare with existing results. In all the simulations SO millions bits are transmitted, while the rest of the parameters are shown in Table 1 In Fig. 2 is plotted the turbo coding performance considering both the norml and the norm2 methods. At BER of the coding gain improvement using the norm2 instead of the norml method is 0.125 dB. This was explained in the previous section where the soft output decoder values in the norm2 method are increased to approximate the BR updating rule.
In the same figure is also plotted the turbo coding performance of the classical (37,21), , 16-state turbo encoder using both the Bi-(Bidirectional) SOVA and the MAP algorithm [12] . The other parameters in that reference are exactly the same as in Table I . It is noticed that both the nom1 and the norm2 methods perform better than the Bi-SOVA at any BER. For example the norm2 method performs 0.125 dB better than the Bi-SOVA at BER of Also, the norm2 method performs exactly the same as the MAP algorithm at BER lower than IO-'. When the comparison is done with the same 8-state turbo encoder but with MAP iterative decoding, the norm2 method is only 0.125 dB worse at BER of around We also assunie a second frame length equal to 1000 bits and 6 decoding iterations. In this case, the norm2 method performs 0.25 dB better than the norml method at BER of 10" (Fig. 3) .
In the same figure it is noticed that at BER of IO-' both the two normalization schemes approach the second normalization method of Fig. 5 in [13] , although in this reference a different interleaver was used, namely the prime interleaver which has a superior performance compared with the pseudo-random interleaver. For example it is 0.2 dB better at BER of IO" using a 1280 bits frame over a frequ7ncy selective Rayleigh fading channel [ 141.
0-7803-8255-z/wps20.00 Oux)4 IEEE. For comparison, the turbo coding performance with pseudo-random interleaver when using the Log-MAP algorithm is also plotted. It can be seen that the norm2 method is 0.25 dB worse than the Log-MAP algorithm with pseudorandom intcrleaver at BER of around and 0.75 dB worse than the Log-MAP algorithm with prime interleaver at the same BEK, which is acceptable given the complexity savings.
B. Uncorreluted Rayleigh Fading Channel
The uncorrelated (independent) Rayleigh fading channel is considered in this paragraph. This is the case of the propagation channel between a mobile terminal and a base station. The frame length is equal to 1000 bits and the rest ofthe parameters are shown in Table 1 . Also, no channel state information is available at the decoder in order to compare with [ 151, [16] .
The 8-state turbo coding performance with the normalized SOVA (either the norml or the norm2) as well as the classical (37,21), 16-state turbo encoder with the standard SOVA and the MAP algorithm are plotted in the same figure (Fig. 4) .
The coding gain improvement using the norm2 instead of the norm1 method is 0.25 dB at BER of around IO", exactly the same as in the AWGN channel for the same frame length That means this improvement is independent of the channel characteristics when the same weighting factors are used.
Either the norml or the norm2 method performs 0.25 dB better than the classical (37,21), 16-state turbo encoder with the standard SOVA at BER of around If the MAP algorithm is considered to decode the same 16-state turbo code, the normalized SOVA is 0.25 dB worse at BER of around In order to keep the same performance improvement of the normalized SOVA at lower BER, we consider the case of another 16-state turbo encoder with generator polynomials (3 1,33), and the rest of the parameters from Table I . As can be seen from Fig. 3 , the coding gain improvement using the norm2 instead of the norml method is still 0.25 dB at BER of around lo-'. In addition, this 16-state turbo encoder is 0.25 dB better than the 8-state turbo encoder at BER of around 10-6 when using either the norml or the norm2 methods respectively. Also, it approaches to 0. 
C. Uncoweluted Rician Fading Channel
Here we extend the previous simulation results to include an uncorrelated (independent) Rician fading channel. This is the situation of a communication link between a mobile terminal and a satellite. It is known that when the Rice factor k is zero, this is equivalent to a Rayleigh fading channel, while when the Rice factor k is infinite, this is equivalent to an AWGN channel. The simulation parameters are the same as in Table I with a 1000 bits frame and no channel state information available at the decoder.
The 8-state turbo coding performance with the normalized SOVA (either the norml or the norm2) for various values of the Rice factor k is plotted in Fig. 5 . In the same figure is also shown the Log-MAP algorithm performance in the AWGN channel.
The coding gain improvement using the norm2 instead of the norml method is still 0.25 dB at BER of exactly the same as in the previous types of channel for the same frame length.
When the Rice factor k is approaching the infinite, the turbo code performance with the normalized SOVA (either the norml or the norm2) is expected to require less than 1.5 dB at BER of IO-'. This is taken account by observing the Fig. 3 0-7803-8255-2/04p$20.00 OUXW IEEE.
where it is plotted the same turbo code performance'but after 6 decoding iterations. That means, in case of k + -, the normalized SOVA is about 0.25 dB worse than the Log-MAP decoding at BER of IO-'. Also, the coding gain improvement with the normalized SOVA when k -+= instead of k = I O is about 0.5 dB at BER of IO-' . V. CONCLUTIONS Two different normalization schemes were considered in order to correct the SOVA output that follows the HR updating rule. In the first normalization (norml) we multiply the extrinsic information by a constant factor that does not depend on the variance of the decoder output. When we increase this factor in the last decoding iteration only, we obtain a new normalization scheme (norm2) so as to approach better the BR updating rule. The complexity that is added to the turbo decoder is relatively small, just one more multiplication of the extrinsic information with a constant factor, per component decoder and decoding iteration.
It was shown that the norm2 method performs 0.25 dB better than the norml method at BER of IO-' in the AWGN channel as well as in an uncorrelated (independent) Rayleighi Rician fading channel. This was done for specific turbo encoding parameters and correcting factors. When considering a smaller frame of bits. the coding gain improvement of the norm2 method compared to the norm1 method in the AWGN channel was less, about 0.125 dB at BER of but the nom2 method of a turbo encoder that has half the number of states performs 0.125 dB better than the Bi-SOVA at BER of &7803-8255-2J04620.W 02004 IEE.
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IO-' and exactly the same as the MAP algorithm at BER lower than IO-'. 
