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Abstract: Localization of supersymmetric N = 2 Chern-Simons-Matter theory on a
squashed S3 with SU(2)× U(1) isometry has been studied by different groups of authors.
In this paper, we localize the theory on a squashed S3 with SU(2) × U(1) isometry and a
class of complex background. We see that certain kinds of shifts of the background gauge
fields are crucial in obtaining nontrivial results, and the previously found results on this
manifold can be incorporated in our results as special limits.
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1 Introduction and Summary
The idea of localization in supersymmetric theories orginated in Refs. [1, 2], and was further
developed in Ref. [3]. In recent years, it has revived due to the work of Pestun [4] and
Kapustin, Willett, Yaakov [5]. Inspired by these works, supersymmetric theories on curved
spacetimes are being studied intensively [6–16].
In the procedure of localizing a supersymmetric gauge theory on a curved manifold,
a crucial step is to solve the Killing spinor equation, but usually this is a very formidable
task. Recently, a new method [17–21] has been proposed to deal with the supercharges on
a 3D or 4D curved space. It has also been generalized to the 5D case [22]. The idea of this
new method can be applied to more general superspaces, as discussed in Ref. [23]. Using
this method, one can find the generalized Killing spinor equations on a curved manifold in
– 1 –
a systematic way, and study how the partition functions of certain supersymmetric theories
depend on the geometry of the manifold.
The basic idea is following. One starts with an off-shell minimal supergravity, which
can be coupled to some other theories of interest, then sends the gravitino ψµ and its
supersymmetry transformation δψµ to zero. It will provide some Killing spinor equations
with auxiliary fields. By studying the possible solutions to these Killing spinor equations
for a specific curved space, one can construct a theory with rigid supersymmetry on that
curved space [17]. Given a curved manifold, one can also study the number of supercharges
that can be defined on it [19–21]. To define supercharges, usually one has to turn on some
background auxiliary fields, which will modify the theory and consequently appear in the
final result of the partition function.
With this method in hand, one can study supersymmetric theories on a curved manifold
more efficiently, for instance, 3D Chern-Simons-Matter theory. Superconformal Chern-
Simons theories in flat spacetime were first studied by J. Schwarz in Ref. [24], where he
discussed N = 1 and N = 2 superconformal Chern-Simons-Matter models in detail, while
N = 8 models were discussed later in Ref. [25]. In Ref. [5] Kapustin, Willett and Yaakov
generalized the N = 2 superconformal Chern-Simons-Matter theory from 3-dimensional
flat Euclidean space to S3, and calculated the partition function and the expectation value
of the supersymmetric Wilson loop of the same theory on S3. In Refs. [6, 7], the idea of
Ref. [5] was generalized and applied to the calculation of the partition function of theN = 2
supersymmetric Chern-Simons-Matter theory on S3. In Refs. [8, 9] further generalizations
were made, and the partition function of N = 2 supersymmetric Chern-Simons-Matter
theory was calculated on different versions of squashed S3.
Both Ref. [8] and Ref. [9] have studied the localization of the theory on a squashed S3
with SU(2)×U(1) isometry, but they chose different background gauge fields, hence their
results are not the same. The gravity duals of these theories are studied in Ref. [26]. The
different choices of the background have been discussed in Ref. [27] and more generally in
Ref. [28]. Using the method proposed in Ref. [21], Ref. [28] has studied systematically the
localization of N = 2 Chern-Simons-Matter theory on a squashed S3 which is homotopic
to S3. As pointed out in Ref. [28], for a manifold with the same topology as S3 the
partition function is independent of the metric, instead it only depends on the choice of
the background fields. Ref. [28] gives the most general results for the real background
fields. As a complement, we study the choice of complex background fields in this paper,
which provides another possible interpolation between the results of Ref. [8] and Ref. [9].
We briefly summarize the main results of this paper. We studied the N = 2 Chern-
Simons-Matter theory on a squashed S3 with SU(2)× U(1) isometry (C.18):
ds2 =
ℓ2
v2
µ1µ1 + ℓ2µ2µ2 + ℓ2µ3µ3 ,
where v is a constant squashing parameter, ℓ is a constant length scale, and µm (m =
1, 2, 3) denote the left-invariant 1-forms, which are discussed in Appendix B and C. To
define supercharges on this manifold, some background auxiliary fields have to be turned
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on. The supercharges satisfy the generalized Killing spinor equation (2.19):
(∇µ − iAµ)ζ = −1
2
Hγµζ − iVµζ − 1
2
εµνρV
νγρζ ,
(∇µ + iAµ)ζ˜ = −1
2
Hγµζ˜ + iVµζ˜ +
1
2
εµνρV
νγρζ˜ .
Similar to Refs. [8, 14], we will first choose the Killing spinors ζ and ζ˜, and then solve for
the auxiliary fields Aµ, Vµ and H. In the left-invariant frame (C.19)
e1 =
ℓ
v
µ1 , e2 = ℓµ2 , e3 = ℓµ3 ,
if we choose
ζα =
√
s
(
1
0
)
, ζ˜α =
Ω√
s
(
0
1
)
with
s = ei(ψ−φ) , Ω =
1
2v
,
where ψ and φ are coordinates in the Hopf fibration of S3 (C.8) discussed in Appendix C,
then in general the auxiliary fields have the form (2.66) (2.67):
H =
i
vℓ
+ iκ ,
V1 =
2
vℓ
+ κ , V2 = V3 = 0 ,
A1 =
v
ℓ
+
2
vℓ
+
3κ
2
, A2 = A3 = 0 ,
where κ can be some arbitrary constant. If we allow a further rotation of the Killing spinor
(2.71):
ζ → eiγ1Θζ , ζ˜ → e−iγ1Θζ˜
with constant complex Θ, then the most general background is given by (2.72):
H =
i
vℓ
+ iκ cos(2Θ)− ( 2
vℓ
+ κ)sin(2Θ) ,
V1 = (
2
vℓ
+ κ)cos(2Θ) + iκ sin(2Θ) , V2 = V3 = 0 ,
A1 =
v
ℓ
+ (
2
vℓ
+
3
2
κ)cos(2Θ) + (
i
vℓ
+
3i
2
κ)sin(2Θ) , A2 = A3 = 0 ,
From the expressions above, it is clear that the effects of κ and Θ are not the same, i.e., in
general one cannot always make Θ = 0 by choosing an appropriate κ. In other words, Θ
describes some nontrivial shifts of the background auxiliary fields. Using the localization
technique we calculated the partition function of the theory. The result is the following:
Z =
1
|W|
∫
drσZclass Z
1−loop
mat Z
1−loop
g , (1.1)
where σ is the constant expectation value of the scalar in the vector multiplet which
parametrizes the Coulomb branch of the theory, |W| denotes the order of the Weyl group,
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r is the rank of the gauge group, and Zclass is the classical value of the partition function,
which is the product of the contributions (3.36) - (3.38) from LFI , Lgg and Lgr (3.7) -
(3.9), i.e.,
Zclass = exp
(
−4iπ
2ξℓ3
v
H Tr(σ)
)
· exp
(
iπkggℓ
3
v
H Tr(σ2)
)
· exp
(
iπkgrℓ
3
2v
(H2 +
1
2
R− VµV µ)Tr(σ)
)
, (1.2)
where ξ, kgg and kgr denote the Fayet-Iliopoulos coupling, the Chern-Simons level and
the gauge-R Chern-Simons coupling respectively, and R = 8
ℓ2
− 2
ℓ2v2
denotes the Ricci
scalar of the squashed S3. In Eq. (1.1), Z1−loopmat and Z
1−loop
g are the 1-loop determinants
of the matter sector and the gauge sector respectively. They are given by Eq. (3.90) and
Eq. (3.118):
Z1−loopmat =
∏
ρ∈R
sb
(
Q
2
(
z − qρ(σ)
v
ℓ1
− ir + i
))
,
Z1−loopg =
∏
α∈∆
sb
(
Q
2
(
iα(σ)
v
ℓ1
− i
))
,
where
Q ≡ b+ b−1 , b ≡ 1−W√
1−W 2 =
√
1−W
1 +W
, W ≡
v
ℓ
− v
ℓ1
v
ℓ1
,
v
ℓ1
= A1 − 1
2
V1 + iH =
v
ℓ
(
1− 2i
v2
sinΘ e−iΘ
)
,
while ρ and α are the weights and the roots, z, r and q denote the central charge, the
R-charge and the charge under the gauge group of the chiral multiplet repectively, and
sb(x) is the double-sine function. We want to emphasize that Zclass still has κ- and Θ-
dependence, while the 1-loop determinants Z1−loopmat and Z
1−loop
g contain only Θ, i.e., the
1-loop determinants are independent of κ. Another important feature is that only Θ 6= 0
can give the result with b 6= 1, which is like the result of the localization on a squashed
S3 with U(1) × U(1) isometry. This effect can be understood as follows: the background
gauge fields twist the connection in the covariant derivative, and hence the naive SU(2)
degeneracy due to the original isometry SU(2)×U(1) is lifted, and the effective connection
actually preserves only a U(1)× U(1) symmetry.
We want to emphasize that the background studied in this paper is not included in the
analysis of Ref. [28], because the background fields in this paper are complex for non-zero
Θ, while Ref. [28] limited their analysis for real background fields and conjectured that
their analysis will go through for general complex backgrounds. This paper considers a
special kind of complex backgrounds in detail, and it would be an interesting problem for
future research to repeat the analysis for more general complex backgrounds.
This paper is organized as follows. In Section 2 we first discuss squashed S3, then
we recall some relevant formulae from Ref. [21] and solve for Killing spinors and auxiliary
fields on a squashed S3 with SU(2)× U(1) isometry. In Section 3, N = 2 supersymmetric
– 4 –
Chern-Simons-Matter theory is reviewed, and we make use of the Killing spinors and the
auxiliary fields found in the previous section to localize the theory on the squashed S3
with SU(2) × U(1) isometry. We end with a brief discussion in Section 4. Moreover, the
convention of the paper is given in Appendix A, while Some metrics and frames on round
S3 as well as on squashed S3 are summarized in Appendix B and C. The classical solutions
to the BPS equations are given in Appendix D. In Appendix E, we discuss how to derive
some important relations used in the paper.
2 Killing Spinors and Auxiliary fields
2.1 Review of Squashed S3
In this section, we briefly discuss different squashed S3’s and the corresponding Killing
spinors that one can define on them. By squashed S3 we mean the continuous deformation
of the round S3 metric by some parameters without changing the global topology. When
these small parameters become zero, the metric of the squashed S3 returns to the one of
the round S3.
The metrics of squashed S3 may have different isometry groups. As reviewed in Ap-
pendix B, the metric of round S3 has SU(2)L × SU(2)R isometry. After squashing, the
symmetry SU(2) is reduced to some smaller group in the left-invariant frame or the right-
invariant frame or both. Both Ref. [8] and Ref. [9] have discussed squashed S3 with isometry
group smaller than SU(2)L×SU(2)R. We adapt their expressions a little according to our
convention.
Ref. [8] introduced an example of squashed S3 that preserves an SU(2)L × U(1)R
isometry:
ds2 = ℓ˜ 2 µ1µ1 + ℓ2(µ2µ2 + µ3µ3) , (2.1)
where in general the constant ℓ˜ is different from the constant ℓ, and µa (a = 1, 2, 3) are the
left-invariant forms which are defined by
2µaTa = g
−1dg , g ∈ SU(2) . (2.2)
In the frame
(e1, e2, e3) = (ℓ˜µ1, ℓµ2, ℓµ3) (2.3)
the spin connections are
ω23 = (2ℓ˜−1 − f−1)e1 , ω31 = f−1e2 , ω12 = f−1e3 , (2.4)
where f ≡ ℓ2ℓ˜−1. In this case, to define a Killing spinor, one has to turn on a background
gauge field V . Then there can be two independent Killing spinors with opposite R-charges:
∇mǫ = i
2f
γmǫ+ iVmǫ , Dmǫ¯ =
i
2f
γmǫ¯− iVmǫ¯ , (2.5)
where
∇mǫ ≡ ∂mǫ+ 1
4
γabω
ab
m ǫ , ∇mǫ¯ ≡ ∂mǫ¯+
1
4
γmnω
mn
m ǫ¯ , (2.6)
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and
Vm = e
1
m
(
1
ℓ˜
− 1
f
)
, ǫ =
(
1
0
)
, ǫ¯ =
(
0
1
)
. (2.7)
The same metric with SU(2)L × U(1)R isometry was also considered in Ref. [9]:
ds2 = ℓ2
(
1
v2
µ1µ1 + µ2µ2 + µ3µ3
)
, (2.8)
where ℓ is a constant with dimension of length, and v is the constant squashing parameter.
This metric is related to the previous case of squashed S3 in the following way:
ℓ
v
= ℓ˜ . (2.9)
The vielbeins and the spin connections are the same as in the previous case, i.e., they
are still given by Eq. (2.3) and Eq. (2.4) respectively. However, Ref. [9] chose a different
background gauge field Vm, and the Killing spinor equations are
∇mǫ = − i
2vℓ
γmǫ+
u
vℓ
V nγmnǫ , ∇mǫ¯ = − i
2vℓ
γmǫ¯− u
vℓ
V nγmnǫ¯ , (2.10)
where again
∇mǫ ≡ ∂mǫ+ 1
4
γabω
ab
m ǫ , ∇mǫ¯ ≡ ∂mǫ¯+
1
4
γabω
ab
m ǫ¯ , (2.11)
and u is defined by
v2 = 1 + u2 , (2.12)
while the background gauge field is given by
V m = em1 . (2.13)
The Killing spinors in this case have the solution:
ǫ = eθ
σ3
2i g−1ǫ0 , ǫ¯ = e−θ
σ3
2i g−1ǫ¯0 , (2.14)
where ǫ0 and ǫ¯0 are arbitrary constant spinors, and the angle θ is given by
eiθ =
1 + iu
v
. (2.15)
Actually there is another example of squashed S3 discussed in Ref. [8]:
ds2 = ℓ2(dx0
2 + dx1
2) + ℓ˜ 2(dx2
2 + dx3
2) . (2.16)
This metric preserves an U(1)×U(1) isometry. Transforming the coordinates (x0, x1, x2, x3)
to (cosθ cosϕ, cosθ sinϕ, sinθ cosχ, sinθ sinχ), we can rewrite the metric as:
ds2 = f(θ)2dθ2 + ℓ2cos2θ dϕ2 + ℓ˜ 2sin2θ dχ2 , (2.17)
where
f(θ) ≡
√
ℓ2sin2θ + ℓ˜ 2cos2θ . (2.18)
It is discussed in Ref. [8] in great detail. Since we focus on the one with SU(2) × U(1)
isometry, we will not consider this case in the following.
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2.2 Some Relevant Formulae
In this section we recall some relevant formulae from Ref. [21], which describes a set of
generalized 3D Killing spinor equations. By adding a flat direction to a 3D manifold one
obtains a 4D manifold, so in principle the 4D formalisms introduced in Refs. [19, 20] can
also be applied to a squashed S3. We will focus on the 3D formalism [21] in the following.
The generalized Killing spinor equations discussed in Ref. [21] are:
(∇µ − iAµ)ζ = −1
2
Hγµζ − iVµζ − 1
2
εµνρV
νγρζ , (2.19)
(∇µ + iAµ)ζ˜ = −1
2
Hγµζ˜ + iVµζ˜ +
1
2
εµνρV
νγρζ˜ . (2.20)
The Killing spinor equations in Refs. [8, 9] can be viewed as these generalized Killing spinor
equations with special choices of the auxiliary fields Am, Vm and H. If we choose the metric
(C.18) in the left-invariant frame (C.19):
ds2 =
ℓ2
v2
µ1µ1 + ℓ2µ2µ2 + ℓ2µ3µ3 , (2.21)
e1 =
ℓ
v
µ1 , e2 = ℓµ2 , e3 = ℓµ3 ,
then the choice in Ref. [8] is
A1 =
v
ℓ
− 1
vℓ
, A2 = A3 = 0 ,
Vm = 0 , (m = 1, 2, 3)
H = − i
vℓ
, (2.22)
while Ref. [9] chose
A1 = V1 = −2iu
vℓ
,
A2 = A3 = V2 = V3 = 0 ,
H =
i
vℓ
, (2.23)
where v is the constant squashing parameter, u ≡ √v2 − 1, and ℓ denotes the length scale.
We make use of the formalism described in Ref. [21] to solve for the Killing spinors
and the background auxiliary fields on the squashed S3 discussed above. We expect that in
some limits the results of Refs. [8, 9] can be reproduced within the framework of Ref. [21].
The following sketch illustrates the path of calculations:
Define Km ≡ ζγmζ˜ , ηm ≡ Ω−1Km , Φm n ≡ εm npηp , Pm ≡ ζγmζ (2.24)
⇓
Define p ≡ Pz¯ , s ≡ 1√
2
pg−
1
4
√
Ω , Wm ≡ −1
4
ηmε
npqηn∂pηq (2.25)
– 7 –
V m = εmnp∂nηp + κη
m (2.26)
H = −1
2
∇mηm + i
2
εmnpηm∂nηp + iκ (2.27)
⇓
Am =
1
8
Φm
n∂nlogg − i
2
∂mlogs+
1
2
(2δm
n − iΦm n)Vn − i
2
ηmH +Wm +
3
2
κηm (2.28)
Finally, we obtain the auxiliary fields Vm, H and Am. We should emphasize that the factor
g appearing in the definition of s is the absolute value of the determinant of the metric
with the form
ds2 = Ω2(dψ + adz + a¯dz¯)2 + c2dzdz¯ , (2.29)
and p is defined as the z¯-component of Pm in this coordinate system.
As pointed out in Ref. [21], for the Killing spinors and the auxiliary fields satisfying
the Killing spinor equations (2.19), one can shift the auxiliary fields while preserving the
same Killing spinors:
V µ → V µ + κηµ ,
H → H + iκ ,
Aµ → Aµ + 3
2
κηµ , (2.30)
where κ satisfies
Kµ∂µκ = 0 . (2.31)
It means that after obtaining a set of solutions of the auxiliary fields, one can always shift
them to obtain new solutions without changing the Killing spinors, and the new auxiliary
fields and the Killing spinors formally satisfy the same Killing spinor equations as before.
2.3 Solving for Killing Spinors and Auxiliary Fields
Following the path which is summarized in the previous subsection, we solve for the Killing
spinors and the auxiliary fields for the squashed S3 with SU(2)× U(1) isometry. Starting
from the metric in the left-invariant frame (C.18)
ds2 =
ℓ2
v2
µ1µ1 + ℓ2µ2µ2 + ℓ2µ3µ3 ,
as discussed in Appendix C, we can first rewrite it into the form of Eq. (C.25):
ds2 =
1
4v2
(dψ + adz + a¯dz¯)2 + c2dz dz¯ ,
where we omit the length scale ℓ for simplicity, and consequently it will be omitted in
the auxiliary fields, but we will bring it back in the end. Comparing this expression with
Eq. (2.29), we can read off
Ω =
1
2v
. (2.32)
– 8 –
We choose the Killing spinors to be
ζα =
√
s
(
1
0
)
, ζ˜α =
Ω√
s
(
0
1
)
=
1
2v
√
s
(
0
1
)
, (2.33)
and use the matrix
εαβ =
(
0 1
−1 0
)
. (2.34)
to raise the indices of ζα and ζ˜α:
ζα =
√
s
(
0
−1
)
, ζ˜α =
1
2v
√
s
(
1
0
)
. (2.35)
Next, we calculate Km in the working frame (eˆ1, eˆ2, eˆ3) (C.26) (C.27). For practical reason,
we will mainly work in this frame. Only in the end, we will bring the final results into
the left-invariant frame (C.19). In the following, without special mentioning the index
m = 1, 2, 3 denotes the frame (eˆ1, eˆ2, eˆ3) (C.26) (C.27).
K1 = ζγ1ζ˜ =
1
2v
,
K2 = ζγ2ζ˜ = 0 ,
K3 = ζγ3ζ˜ = 0 . (2.36)
In the coordinates (X, Y, ψ) (C.13), Km are given by
KX = − 1
4v2
· X
2 + Y 2 − 1
X2 + Y 2 + 1
· Y
X2 + Y 2
,
KY =
1
4v2
· X
2 + Y 2 − 1
X2 + Y 2 + 1
· X
X2 + Y 2
,
Kψ =
1
4v2
, (2.37)
while Km have a relatively simple form:
KX = 0 , KY = 0 , Kψ = 1 . (2.38)
They satisfy
KmKm =
1
4v2
= Ω2 . (2.39)
ηm can be obtained immediately
ηm =
1
Ω
Km = 2vKm , (2.40)
i.e.,
η1 = 1 , η2 = η3 = 0 . (2.41)
Then
Φm n ≡ εm npηp = εm n1η1 = εm n1 . (2.42)
– 9 –
Similarly,
P1 = ζγ1ζ = 0 ,
P2 = ζγ2ζ = s ,
P3 = ζγ3ζ = −is ,
(2.43)
and
PX =
s
1 +X2 + Y 2
,
PY =
−is
1 +X2 + Y 2
,
Pψ = 0 . (2.44)
Since
Pzdz + Pz¯dz¯ = Pz(dX + idY ) + Pz¯(dX − idY ) = (Pz + Pz¯)dX + i(Pz − Pz¯)dY , (2.45)
there is
PX = Pz + Pz¯ , PY = i(Pz − Pz¯) , (2.46)
or equivalently
Pz =
1
2
(PX − iPY ) , Pz¯ = 1
2
(PX + iPY ) . (2.47)
Then in this case
p ≡ Pz¯ = 1
2
(PX + iPY ) =
s
1 +X2 + Y 2
. (2.48)
Plugging it into the definition of s given by Eq. (2.25), we obtain
1√
2
pg−
1
4
√
Ω = s . (2.49)
Hence, the results are consistent, and we still have the freedom to choose the function s.
It is straightforward to calculate Vm, H and Wm:
V 1 =
2
v
+ κ , V 2 = 0 , V 3 = 0 , (2.50)
H =
i
v
+ iκ , (2.51)
W1 = − 1
2v
, W2 = 0 , W3 = 0 . (2.52)
To calculate Am, we first calculate Aˆm:
Aˆm ≡ 1
8
Φm
n∂nlogg − i
2
∂mlogs , (2.53)
which is valid only in the coordinates (z, z¯, ψ) (C.15). Using the definition of Φm n we
obtain
Φz z = −i , Φz¯ z¯ = i , Φz z¯ = Φz¯ z = 0 , (2.54)
– 10 –
and
Φn
m = −Φm n . (2.55)
Therefore,
Aˆz = − i
2
· z¯
1 + zz¯
− i
2
∂zlogs ,
Aˆz¯ =
i
2
· z
1 + zz¯
− i
2
∂z¯logs ,
Aˆψ = − i
2
∂ψlogs . (2.56)
Then we obtain
Aˆ1 = Aˆψe
ψ
1 = −iv∂ψlogs ,
Aˆ2 = Aˆze
z
2 + Aˆz¯e
z¯
2 + Aˆψe
ψ
2
=
i
2
(z − z¯)
[
1 +
i
2
(∂ψlogs)
zz¯ − 1
zz¯
]
− i
2
(1 + zz¯)(∂z logs+ ∂z¯logs)
=
i
2
(z − z¯)
[
1 +
i
2
(∂ψlogs)
zz¯ − 1
zz¯
]
− i
2
(1 + zz¯)∂X logs ,
Aˆ3 =
1
2
(z + z¯)
[
1 +
i
2
(∂ψlogs)
zz¯ − 1
zz¯
]
+
1
2
(1 + zz¯)(∂z logs− ∂z¯logs)
=
1
2
(z + z¯)
[
1 +
i
2
(∂ψlogs)
zz¯ − 1
zz¯
]
− i
2
(1 + zz¯)∂Y logs , (2.57)
and
A1 = Aˆ1 + V1 − i
2
Φ1
nVn − i
2
η1H +W1 +
3
2
κη1
= −iv∂ψlogs+ 2
v
− i
2
i
v
− 1
2v
+
3
2
κ
= −iv∂ψlogs+ 2
v
+
3
2
κ
A2 = Aˆ2 + V2 − i
2
Φ2
nVn − i
2
η2H +W2 +
3
2
κη2
=
i
2
(z − z¯)
[
1 +
i
2
(∂ψlogs)
zz¯ − 1
zz¯
]
− i
2
(1 + zz¯)∂X logs ,
A3 = Aˆ3 + V3 − i
2
Φ3
nVn − i
2
η3H +W3 +
3
2
κη3
=
1
2
(z + z¯)
[
1 +
i
2
(∂ψlogs)
zz¯ − 1
zz¯
]
− i
2
(1 + zz¯)∂Y logs , (2.58)
where
V1 =
2
v
, H =
i
v
.
Our working frame (eˆ1, eˆ2, eˆ3) (C.26) is not the left-invariant frame (e1, e2, e3) (C.19).
To transform between different frames, it is convenient to first consider the θ-, φ- and ψ-
component of the fields, because different frames all have the same form of the metric
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(C.23). Let us first calculate Vµ and Aµ (µ = θ, φ, ψ), then transform them into other
frames. Vµ can be obtained very easily:
Vθ = V1eˆ
1
θ = 0 ,
Vφ = V1eˆ
1
φ =
(
2
v
+ κ
)
1
2v
cosθ ,
Vψ = V1eˆ
1
ψ =
(
2
v
+ κ
)
1
2v
. (2.59)
Aµ can also be calculated:
Aθ =
i
2sinθ
(X∂X logs+ Y ∂Y logs) ,
Aφ = (
1
2
+
1
v2
+
3κ
4v
)cosθ +
1
2
+
i
2
(Y ∂X logs−X∂Y logs) ,
Aψ = − i
2
∂ψlogs+
1
v2
+
3κ
4v
, (2.60)
where κ should satisfy
Km∂mκ = 0 . (2.61)
Obeying this constraint it seems that we can choose any κ and s, but as in Refs. [8, 9]
we do not want to turn on the 2- and 3-component of Vm and Am in the left-invariant
frame (C.19), because the deformation of the metric happens only in the 1-direction. For
this reason we always set Aθ = 0, because it is contributed only from A2 and A3 in the
left-invariant frame (C.19). Hence, if A2 = A3 = 0, Aθ should also vanish.
Aθ = 0 ⇒ X∂X logs+ Y ∂Y logs = 0 . (2.62)
The solution to this equation is still quite general, which is
logs = f(ψ) · g
(
X
Y
)
, (2.63)
where f(x) and g(x) can be any regular functions. A possible solution to A2 = 0 and
A3 = 0 is
logs = −i arctan
(
Y
X
)
+ iψ ⇒ s = ei(ψ−φ) . (2.64)
With this choice there are
Aθ = 0 ,
Aφ = (
1
2
+
1
v2
+
3κ
4v
)cosθ ,
Aψ =
1
2
+
1
v2
+
3κ
4v
. (2.65)
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Transforming Vm and Am given above into the left-invariant frame (C.19), we obtain:
V1 =
2
v
+ κ ,
V2 = V3 = 0 ,
A1 = v +
2
v
+
3κ
2
,
A2 = A3 = 0 , (2.66)
while H has the form:
H =
i
v
+ iκ . (2.67)
Now we can try to reproduce the choices of the auxiliary fields in Refs. [8, 9] using our
results (2.66) (2.67) obtained above. Ref. [8] made a special choice
κ = −2
v
, (2.68)
hence setting ℓ = 1 they had
A1 = v − 1
v
, (2.69)
or equivalently
Aφ = (
1
2
− 1
2v2
)cosθ , Aψ =
1
2
− 1
2v2
, (2.70)
and all the other components of Vm and Am vanish.
To reproduce the results in Ref. [9], things are a little involved, because there are no
obvious solutions which can satisfy the conditions
H =
i
v
, V1 = A1 = −2iu
v
,
where u ≡ √v2 − 1. We have to consider other freedom in the solution. The auxiliary
fields are given by Eqs. (2.66)-(2.67) and the Killing spinor is given by Eq. (2.33):
ζα =
√
s
(
1
0
)
, ζ˜α =
Ω√
s
(
0
1
)
,
where
s = ei(ψ−φ) , Ω =
1
2v
.
Suppose that we have obtained a set of solutions to the Killing spinor equations (2.19), i.e.
Killing spinors and corresponding auxiliary fields. Then we can rotate the Killing spinors
by a constant angle Θ in the following way:
ζ → eiγ1Θζ , ζ˜ → e−iγ1Θζ˜ . (2.71)
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In order that the Killing spinor equations (2.19) still hold, the auxiliary fields have to be
shifted correspondingly:
H → H ′ = H cos(2Θ) − V1 sin(2Θ)− i ω2 31(1− cos(2Θ))
=
i
v
+ iκ cos(2Θ)− (2
v
+ κ)sin(2Θ) ,
V1 → V ′1 = V1cos (2Θ) +H sin(2Θ) + i ω2 31sin(2Θ)
= (
2
v
+ κ)cos(2Θ) + iκ sin(2Θ) ,
A1 → A′1 = A1 −
i
2
(H ′ −H) + (V ′1 − V1)
= v + (
2
v
+
3
2
κ)cos(2Θ) + (
i
v
+
3i
2
κ)sin(2Θ) . (2.72)
where ω2
31 is one of the spin connections (C.21) in the left-invariant frame (C.19). From
the expressions above, we see that the effects of κ and Θ are not the same, i.e., in general
one cannot always make Θ = 0 by choosing an appropriate κ. So we still have the freedom
to choose Θ and κ, where Θ is in general complex. Moreover, until now we have omitted
the length scale ℓ, and actually rescaling ℓ also leaves the Killing spinor equations (2.19)
invariant, hence it is a symmetry. Therefore, by choosing Θ, κ and ℓ we can make the
conditions required by Ref. [9] valid simultaneously:
V ′1 = A
′
1 , (2.73)
V ′1
H ′
= −2u , (2.74)
H ′ =
i
vℓ0
, (2.75)
where u ≡ √v2 − 1. The constraints above have a solution:
κ = −5v + 7v3 − 4v5 , (2.76)
ℓ = ℓ0(1− 2v2) , (2.77)
Θ = arctan
(
2i+ iκv − 2√−1− κv − v4
κv − 2v2
)
, for 1− 2v2 > 0 ;
= arctan
(
2i+ iκv + 2
√−1− κv − v4
κv − 2v2
)
, for 1− 2v2 < 0 , (2.78)
where ℓ is the length scale that appears in the solution from the formalism of Ref. [21], while
ℓ0 is the length scale in the final expression. Apparently, v =
√
2
2 could be a singularity,
but actually the results can be continued analytically to v =
√
2
2 . Hence, it is not a real
singularity. With this choice of parameters, we find:
A1 = V1 = −2iu
vℓ0
, (2.79)
H =
i
vℓ0
, (2.80)
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where
u ≡
√
v2 − 1 , ℓ = ℓ0(1− 2v2) . (2.81)
This is exactly the choice of the background auxiliary fields in Ref. [9].
3 Localization of N = 2 Chern-Simons-Matter theory
3.1 Review of the Theory
In this section, we briefly review the theory and the corresponding supersymmetry trans-
formations and algebra constructed in Ref. [21], then in the next section, we will try to
localize this theory on a squashed S3 with SU(2) × U(1) isometry.
As discussed in Ref. [21], the 3D N = 2 vector multiplet in the Wess-Zumino gauge
transforms in the following way:
δaµ = −i(ζγµλ˜+ ζ˜γµλ) ,
δσ = −ζλ˜+ ζ˜λ ,
δλ = iζ(D + σH)− i
2
εµνργρζfµν − γµ ζ(i∂µσ − Vµσ) ,
δλ˜ = −iζ˜(D + σH)− i
2
εµνργρζ˜fµν + γ
µ ζ˜(i∂µσ + Vµσ) ,
δD = Dµ(ζγ
µλ˜− ζ˜γµλ)− iVµ(ζγµλ˜+ ζ˜γµλ)−H(ζλ˜− ζ˜λ) + ζ[λ˜, σ]− ζ˜[λ, σ] . (3.1)
The transformations of the chiral multiplet and the anti-chiral multiplet are given by
δφ =
√
2ζψ ,
δψ =
√
2ζF −
√
2i(z − qσ − rH)ζ˜φ−
√
2iγµζ˜Dµφ ,
δF =
√
2i(z − qσ − (r − 2)H)ζ˜ψ + 2iqφζ˜λ˜−
√
2iDµ(ζ˜γ
µψ) ,
δφ˜ = −
√
2ζ˜ψ˜ ,
δψ˜ =
√
2ζ˜F˜ +
√
2i(z − qσ − rH)ζφ˜+
√
2iγµζDµφ˜ ,
δF˜ =
√
2i(z − qσ − (r − 2)H)ζψ˜ + 2iqφ˜ζλ−
√
2iDµ(ζγ
µψ˜) , (3.2)
where z, r and q denote the central charge, the R-charge and the charge under the gauge
group of the chiral multiplet repectively, and
Dµ ≡ ∇µ − ir(Aµ − 1
2
Vµ)− izCµ − iq[aµ, ·] , (3.3)
where Cµ satisfies
V µ = −iεµνρ∂νCρ . (3.4)
The transformation parameters ζ and ζ˜ satisfy the two Killing spinor equations (2.19) with
opposite R-charges respectively. Suppose that ζ and η are two transformation parameters
without tilde, and ζ˜ and η˜ are two transformation parameters with tilde. It is checked in
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Ref. [21] that the transformations with only parameters with tilde and only parameters
without tilde satisfy the algebra:
{δζ , δη}ϕ = 0 ,
{δ
ζ˜
, δη˜}ϕ = 0 ,
{δζ , δζ˜}ϕ = −2i
(
L′Kϕ+ ζζ˜(z − rH)ϕ
)
, (3.5)
where ϕ denotes an arbitrary field, Kµ ≡ ζγµζ˜ and L′K is a modified Lie derivative with
the local R- and z-transformation
L′Kϕ ≡ LKϕ− irKµ(Aµ −
1
2
Vµ)ϕ− izKµCµϕ . (3.6)
Under these transformations, the following Lagrangians are supersymmetry invariant:
1. Fayet-Iliopoulos Term (for U(1)-factors of the gauge group):
LFI = ξ(D − aµV µ − σH) . (3.7)
2. Gauge-Gauge Chern-Simons Term:
Lgg = Tr
[
kgg
4π
(iεµνρaµ∂νaρ − 2Dσ + 2iλ˜λ)
]
. (3.8)
3. Gauge-R Chern-Simons Term (for U(1)-factors of the gauge group):
Lgr =
kgr
2π
(
iεµνρaµ∂ν(Aρ − 1
2
Vρ)−DH + 1
4
σ(R − 2V µVµ − 2H2)
)
. (3.9)
4. Yang-Mills Term:
LYM =Tr
[
1
4e2
fµνfµν +
1
2e2
∂µσ∂µσ − i
e2
λ˜γµ(Dµ +
i
2
Vµ)λ− i
e2
λ˜[σ, λ]
+
i
2e2
σεµνρVµfνρ − 1
2e2
V µVµσ
2 − 1
2e2
(D + σH)2 +
i
2e2
Hλ˜λ
]
. (3.10)
5. Matter Term:
Lmat =D
µφ˜Dµφ− iψ˜γµDµψ − F˜F + q(D + σH)φ˜φ− 2(r − 1)H(z − qσ)φ˜φ(
(z − qσ)2 − r
4
R+
1
2
(r − 1
2
)V µVµ + r(r − 1
2
)H2
)
φ˜φ(
z − qσ(r − 1
2
)H
)
iψ˜ψ +
√
2iq(φ˜λψ + φλ˜ψ˜) , (3.11)
where
Dµ ≡ ∇µ − ir(Aµ − 1
2
Vµ) + ir0Vµ − izCµ − iq[aµ, ·] . (3.12)
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In principle we could also add a superpotential term to the theory:∫
d2θW +
∫
d2θ¯ W , (3.13)
which is δ-exact. The superpotential W should be gauge invariant and have R-charge
2, which imposes contraints on the fields and consequently affects the final result of the
partition function. In this paper, for simplicity we do not consider a superpotential term.
3.2 Localization
To preserve the supersymmetry given by Eq. (3.1) and Eq. (3.2), the following BPS equa-
tions should be satisfied:
Qψ = 0 , Qψ˜ = 0 , Qλ = 0 , Qλ˜ = 0 . (3.14)
In Appendix D, we show that these BPS equations lead to the classical solution
aµ = −σCµ + a(0)µ , ∂µσ = 0 , D = −σH , all other fields = 0 , (3.15)
where a
(0)
µ is a flat connection, and Cµ appears in the new minimal supergravity as an
Abelian gauge field, which satisfies V µ = −iεµνρ∂νCρ and still has the background gauge
symmetry in this case:
Cµ → Cµ + ∂µΛ(C) . (3.16)
On the squashed S3, a
(0)
µ can be set to 0 by the gauge transformation. Moreover, since
we have obtained Vµ before, we can also solve for Cµ, but the solution is not unique due
to the background gauge symmetry (3.16). In the frame (C.19), we can set C1 = 0 by a
background gauge transformation (3.16). Hence, in this paper we have
a1 = 0 ⇒ aµV µ = 0 ⇒ εµνρaµ∂νaρ ∝ εµνρaµ∂νCρ ∝ aµV µ = 0 ,
εµνρaµ∂ν(Aρ − 1
2
Vρ) ∝ εµνρaµ∂νηρ ∝ aµ(V µ − κηµ) = 0 ,
(3.17)
which will be relevant for later computations. These classical solutions give classical contri-
butions to the partition function. We also need to consider the quantum fluctuation around
these classical solutions, which will give 1-loop determinants to the partition function.
The supersymmetry transformations introduced in the previous section is not nilpo-
tent, and it is not obvious whether the supersymmetry invariant Lagrangians are also
supersymmetry exact. It is more convenient to use a subset of the whole supersymme-
try transformations to do the localization. In this paper we choose the subset to be the
transformations without tilde, i.e. δζ-transformations. For the matter sector the δζ trans-
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formations are
Qφ ≡ δζφ =
√
2ζψ ,
Qψ ≡ δζψ =
√
2ζF ,
QF ≡ δζF = 0 ,
Qφ˜ ≡ δζ φ˜ = 0 ,
Qψ˜ ≡ δζ ψ˜ =
√
2i(z − qσ − rH)ζφ˜+
√
2iγµζDµφ˜ ,
QF˜ ≡ δζ F˜ =
√
2i(z − qσ − (r − 2)H)ζψ˜ + 2iqζλφ˜−
√
2iDµ(ζγ
µψ˜) , (3.18)
while for the gauge sector the δζ transformations are
Qaµ ≡ δζaµ = −iζγµλ˜ ,
Qσ ≡ δζσ = −ζλ˜ ,
Qλ ≡ δζλ = iζ(D + σH)− i
2
εµνργρζfµν − γµζ(i∂µσ − Vµσ) ,
Qλ˜ ≡ δζ λ˜ = 0 ,
QD ≡ δζD = ∇µ(ζγµλ˜)− iVµ(ζγµλ˜)−H(ζλ˜) + ζ[λ˜, σ] . (3.19)
From the supersymmetry algebra (3.5) we see that the δζ-transformations are nilpotent.
Then we can choose some δζ-exact terms to localize the theory discussed in the previous
section. For the matter sector we choose
Vmat ≡ (Qψ˜)†ψ˜ + (Qψ)†ψ (3.20)
⇒ QVmat = (Qψ˜)†(Qψ˜) + (Qψ)†(Qψ)− ψ˜(Q(Qψ˜)†) +Q(Qψ)†ψ (3.21)
⇒ Q(QVmat) = 0 . (3.22)
For the gauge sector we choose
Vg ≡ (Qλ)†λ+ (Qλ˜)†λ˜ = (Qλ)†λ (3.23)
⇒ QVg = (Qλ)†(Qλ) +Q(Qλ)†λ (3.24)
⇒ Q(QVg) = 0 . (3.25)
Precisely speaking, both QVmat and QVg will appear in the Lagrangian of the theory as
Q-exact terms, and both of them contain the bosonic part and the fermionic part, i.e.,
QVmat = (QVmat)B + (QVmat)F , QVg = (QVg)B + (QVg)F , (3.26)
where
(QVmat)B ≡ (Qψ˜)†(Qψ˜) + (Qψ)†(Qψ) ,
(QVmat)F ≡ −ψ˜(Q(Qψ˜)†) +Q(Qψ)†ψ ,
(QVg)B ≡ (Qλ)†(Qλ) ,
(QVg)F ≡ Q(Qλ)†λ . (3.27)
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For later convenience, we employ a trick similar to Ref. [28] to rewrite theQ-transformations
in the matter sector and QVmat in terms of a few operators. We will see that with the
help of these operators the cancellation of the contributions from different modes to the
partition function will be transparent.
Qφ = −
√
2Sc∗1 ψ ,
Qψ =
√
2S1F ,
QF = 0 ,
Qφ˜ = 0 ,
Qψ˜ =
√
2(Sc2φ)
† ,
QF˜ =
√
2(S∗2ψ˜
†)† (3.28)
where φ† ≡ φ˜, and the operators S1, S2, Sc1, Sc2 and their corresponding adjoint operators
S∗1 , S
∗
2 , S
c∗
1 , S
c∗
2 are given by
S1Φ ≡ Φζ ,
S2Φ ≡ −i
[
(z − qσ − (r − 2)H)Φ − /DΦ] ζ ,
Sc1Φ ≡ Φζ† ,
Sc2Φ ≡ iζ†
[
(z¯ − qσ¯ − rH¯) + /D]Φ ,
S∗1Ψ ≡ ζ†Ψ ,
S∗2Ψ ≡ iζ†
[
(z¯ − qσ¯ − (r − 1
2
)H¯)− i
2
Vµγ
µ + /D
]
Ψ ,
Sc∗1 Ψ ≡ ζΨ ,
Sc∗2 Ψ ≡ −
[
i(z − qσ − (r − 3
2
)H)ζ +
1
2
Vµγ
µζ + iζ /D
]
Ψ (3.29)
where Φ denotes an arbitrary bosonic field, while Ψ denotes an arbitrary fermionic field.
Direct computation shows that these operators satisfy the following orthogonality condi-
tions:
S∗1S
c
1 = 0 = S
c∗
1 S1 , S
∗
2S
c
2 = 0 = S
c∗
2 S2 . (3.30)
The derivation of the second relation is given in Appendix E. Moreover, the following
relation turns out to be crucial later:
S2S
∗
1 + S
c
2S
c∗
1 = S1S
∗
2 + S
c
1S
c∗
2 − 2iRe(z − qσ)e−2ImΘΩ , (3.31)
where Θ is the angle that appears in the rotation of the Killing spinor (2.71). We prove
the relation above in Appendix E. With these operators, one can show that
φ˜∆φφ ≡ (QVmat)B = 2φ˜Sc∗2 Sc2φ ,
ψ˜∆ψψ ≡ (QVmat)F = 2ψ˜(S2S∗1 + Sc2Sc∗1 )ψ . (3.32)
Hence,
∆ψ = 2(S2S
∗
1 + S
c
2S
c∗
1 ) , ∆φ = 2S
c∗
2 S
c
2 . (3.33)
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For the gauge sector, instead of defining operators as in the matter sector, we can do
direct computations, and the results are
(QVg)B = e−2ImΘΩ · Tr
[
−1
2
fµνf
µν − (Dµσ)(Dµσ) + (D + σH)2
]
, (3.34)
(QVg)F = e−2ImΘΩ · Tr
[
2iλ˜ /Dλ+ 2i[λ˜, σ]λ− iH(λ˜λ)− V1(λ˜λ)− 2Vµ(λ˜γµλ)
]
. (3.35)
3.2.1 Classical Contribution
As discussed before, by inserting the classical solutions (3.15) of the localization condition
(3.14) into the Lagrangians of the theory (3.7)-(3.11), one obtains the classical contribu-
tions to the partition function. One can see immediately that LYM and Lmat do not have
classical contributions to the partition function. Due to Eq. (3.17), the classical contribu-
tions from other Lagrangians also simplify to be
exp
(
i
∫
d3x
√
gLFI
)
= exp
(
iξ
∫
d3x
√
gTr[D − σH]
)
= exp
(
−4iπ
2ξℓ3
v
H Tr(σ)
)
, (3.36)
exp
(
i
∫
d3x
√
gLgg
)
= exp
(
ikgg
4π
∫
d3x
√
gTr[−2Dσ]
)
= exp
(
iπkggℓ
3
v
H Tr(σ2)
)
, (3.37)
exp
(
i
∫
d3x
√
gLgr
)
= exp
(
ikgr
2π
∫
d3x
√
gTr
[
−DH + 1
4
σ(R− 2V µVµ − 2H2)
])
= exp
(
iπkgrℓ
3
2v
(H2 +
1
2
R− VµV µ)Tr(σ)
)
, (3.38)
where H and Vµ are in general the auxiliary fields after shifting which are given by
Eq. (2.72), and R = 8
ℓ2
− 2
ℓ2v2
is the Ricci scalar of the squashed S3 considered in this
paper.
3.2.2 1-Loop Determinant for Matter Sector
The key step of localization is to calculate the 1-loop determinants for the gauge sector
and the matter sector. There are a few methods available to do this step:
• Use the index theorem;
• Expand the Laplacians into spherical harmonics;
• Consider the modes that are not paired and consequently have net contributions to
the partition function.
All three methods have been used in many papers. In our case, it is more convenient to
use the third one, which originated in Ref. [8] and has been done in a more systematic way
in Ref. [28]. In this and next subsection, I will follow closely the method in Ref. [28] and
apply it to our case of interest.
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The basic idea is to first find out how the modes are paired, since paired modes cancel
out exactly and do not have contributions to the partition function. If in a pair the
fermionic partner is missing, which is called missing spinor, then the bosonic partner has
a net contribution to the denominator of the 1-loop determinant in the partition function.
If in a pair the bosonic partner is missing, then the fermionic partner is called unpaired
spinor, and has a net contribution to the numerator of the 1-loop determinant in the
partition function.
Starting from Eq. (3.33), we assume that
1
2
∆φΦ = S
c∗
2 S
c
2Φ = µΦ , (3.39)
and define
Ψ1 ≡ Sc1Φ , Ψ2 ≡ Sc2Φ , (3.40)
then using Eq. (3.33) and Eq. (3.31) we obtain
1
2
∆ψΨ1 = (S2S
∗
1 + S
c
2S
c∗
1 )S
c
1Φ
= Sc2S
c∗
1 S
c
1Φ
= −e−2ImΘΩΨ2 , (3.41)
1
2
∆ψΨ2 =
[
S1S
∗
2 + S
c
1S
c∗
2 − 2iRe(z − qσ)e−2ImΘΩ
]
Sc2Φ
= Sc1µΦ− 2iRe(z − qσ)e−2ImΘΩSc2Φ
= µΨ1 − 2iAe−2ImΘΨ2 , (3.42)
where A ≡ Re(z − qσ) · Ω. I.e.,
∆ψ
(
Ψ1
Ψ2
)
=
(
0 −e−2ImΘΩ
µ −2iAe−2ImΘ
)
·
(
Ψ1
Ψ2
)
. (3.43)
The eigenvalues of ∆ψ in this subspace are
λ1,2 = e
−2ImΘ
[
−iA±
√
−A2 − µ˜
]
, (3.44)
where µ˜ ≡ µΩe2ImΘ. Suppose that µ˜ = −M2 + 2iAM , then
λ1,2 = −e−2ImΘM , e−2ImΘ(M − 2iA) . (3.45)
In other words, if there exists a bosonic mode Φ satisfying
∆φΦ = µΦ =
1
Ω
e−2ImΘµ˜Φ
=
1
Ω
e−2ImΘ(−M)(M − 2iA)Φ , (3.46)
there are corresponding fermionic modes Ψ1 and Ψ2, which span a subspace, and ∆ψ has
eigenvalues λ1,2 with
λ1 · λ2 = e−4ImΘ(−M)(M − 2iA) . (3.47)
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To make the modes paired, we can rescale the bosonic mode Φ appropriately, or equivalently
define
∆ˆφ ≡ e−2ImΘΩ∆φ , (3.48)
then
∆ˆφΦ = e
−4ImΘ(−M)(M − 2iA)Φ . (3.49)
Therefore, if there are no missing spinors or unpaired spinors, the bosonic modes and the
fermionic modes cancel out exactly.
Conversely, if there exists a fermionic mode Ψ satisfying
∆ψΨ = −Me−2ImΘΨ , (3.50)
then using Eq. (3.31) we can rewrite the condition above as
S1S
∗
2Ψ+ S
c
1S
c∗
2 Ψ = (2iA −M)e−2ImΘΨ , (3.51)
where recall A ≡ Re(z − qσ) · Ω. Acting Sc∗1 from the left and using the orthogonality
condition (3.30), we obtain
Sc∗2 Ψ = −
1
Ω
(2iA −M)Φ . (3.52)
Acting Sc∗2 from left on the equation
∆ψΨ = (S2S
∗
1 + S
c
2S
c∗
1 )Ψ = −Me−2ImΘΨ , (3.53)
using the relation (3.52) we just obtained, we find
∆φΦ = S
c∗
2 S
c
2(S
c∗
1 Ψ) = −
1
Ω
e−2ImΘM(M − 2iA)Φ . (3.54)
I.e., for a fermionic mode Ψ, the corresponding bosonic mode can be constructed as Φ =
Sc∗1 Ψ.
With the preparation above, we can consider the unpaired spinors and the missing
spinors. For the unpaired spinor, there is no corresponding bosonic partner, i.e.,
Φ = Sc∗1 Ψ = 0 .
Based on the orthogonality condition (3.30) there should be
Ψ = S1F . (3.55)
Then
∆ψΨ = S2S
∗
1Ψ =MψΨ
⇒ S2S∗1S1F =MψS1F
⇒ e−2ImΘΩS2F =MψS1F
⇒ e−2ImΘΩS∗1S2F =MψS∗1S1F
⇒ Mψ = ie−2ImΘΩ[D1 − z + qσ + (r − 2)H] . (3.56)
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For the missing spinor, Ψ2 ∝ Ψ1. Suppose that
Ψ2 = aΨ1 , (3.57)
where a is a constant. Then from Eq. (3.43) we know that
∆ψΨ2 = a∆ψΨ1 = (µ − 2iAe−2ImΘa)Ψ1 (3.58)
∆ψΨ1 = −e−2ImΘΩaΨ1 (3.59)
⇒ ∆ψΨ1
Ψ1
=
µ− 2iAe−2ImΘa
a
= −e−2ImΘΩa
⇒ µ = 2iAe−2ImΘa− e−2ImΘΩa2 = 1
Ω
e−2ImΘ(−M2 + 2iAM)
⇒ a = M
Ω
. (3.60)
Hence,
Ψ2 =
M
Ω
Ψ1 , (3.61)
i.e.,
Sc2Φ =
M
Ω
Sc1Φ . (3.62)
Acting Sc∗1 from left, we obtain
Sc∗1 S
c
2Φ =
Mφ
Ω
Sc∗1 S
c
1Φ
⇒ − i(z¯ − qσ¯ − rH¯)(ζ†ζ)φ− i(ζ†γµζ)Dµφ = −Mφ
Ω
(ζ†ζ)φ
⇒ Mφ = Ω[iD1 + i(z¯ − qσ¯ − rH¯)] . (3.63)
To proceed, we have to figure out the eigenvalues of the operator D1 in Mψ (3.56) and
Mφ (3.63). Similar to Ref. [9], we use
|s, sz〉 with sz = −s, −s+ 1, · · · , s− 1, s
as the spin basis, which transforms in the (0, s) representation of SU(2)L × SU(2)R and
|j, m′, m〉 = Y jm′,m
as the orbital basis, which transforms in the (j, j) representation of SU(2)L×SU(2)R, where
j is the azimuthal quantum number, while m′ and m are the magnetic quantum numbers
for SU(2)L and SU(2)R respectively, and they take values in the following ranges:
j = 0,
1
2
, 1, · · · ;
m′ = −j, −j + 1, · · · , j − 1, j ;
m = −j, −j + 1, · · · , j − 1, j . (3.64)
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For a group element g ∈ SU(2), a field Φ(g) can be expanded as
Φ(g) =
∑
j,m′,m, sz
Φjm′,m, sz |j, m′, m〉 ⊗ |s, sz〉 . (3.65)
The covariant derivative on S3 can be written as
∇(0) = µ1(2L1 − S1) + µ2(2L2 − S2) + µ3(2L3 − S3) , (3.66)
where Lm denote the orbital angular momentum operators on SU(2)R, while Sm are the
spin operators. Similarly, it can also be written in the right-invariant frame as
∇(0) = µ˜ 1(2L′1 + S1) + µ˜ 2(2L′2 + S2) + µ˜ 3(2L′3 + S3) , (3.67)
where L′m denote the orbital angular momentum operators on SU(2)L, while Sm are still the
spin operators. More generally, we can write the covariant derivative D(0) as a combination
of the expressions (3.66) and (3.67):
∇(0) = a [µ1(2L1 − S1) + µ2(2L2 − S2) + µ3(2L3 − S3)]
+ (1− a) [µ˜ 1(2L′1 + S1) + µ˜ 2(2L′2 + S2) + µ˜ 3(2L′3 + S3)] , (3.68)
where a is an arbitrary constant. For the squashed S3 with SU(2) × U(1) isometry given
by the metric (C.18), the covariant derivative also has different expressions as follows:
∇ = µ1
(
2L1 − (2− 1
v2
)S1
)
+ µ2(2L2 − 1
v
S2) + µ3(2L3 − 1
v
S3) (3.69)
= µ˜ 1
(
2L′1 + (2− 1
v2
)S1
)
+ µ˜ 2(2L′2 +
1
v
S2) + µ˜ 3(2L′3 +
1
v
S3) (3.70)
= a
[
µ1
(
2L1 − (2− 1
v2
)S1
)
+ µ2(2L2 − S2) + µ3(2L3 − S3)
]
+ (1− a)
[
µ˜ 1
(
2L′1 + (2− 1
v2
)S1
)
+ µ˜ 2(2L′2 + S2) + µ˜ 3(2L′3 + S3)
]
, (3.71)
where a again can be an arbitrary constant.
Since the squashed S3 that we consider in this paper has SU(2)L × U(1)R isometry,
L′mL
′
m, L
′
1 and L1 + S1 should have well-defined eigenvalues as follows:
L′mL
′
m = −j(j + 1) , L′1 = im′ , L1 + S1 = im . (3.72)
Knowing this, we can return to the discussion of the eigenvalues of the Laplacians ∆ψ and
∆φ (3.56) (3.63). Remember that both expressions are derived from some scalar modes,
hence the spin s = 0, i.e., S1 has vanishing eigenvalues. Then the covariant derivative
without the gauge connection, i.e. ∇1, in both expressions has the form
∇1 = v
ℓ
· 2L1 = v
ℓ
· 2im (3.73)
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on the states |j, m′, m〉 with −j 6 m′, m 6 j and j = 0, 12 , 1, · · · of SU(2). Hence, the
eigenvalues of the Laplacians ∆ψ and ∆φ (3.56) (3.63) can be expressed as
Mψ = ie
−2ImΘΩ
[
∇1 − i(r − 2)(A1 − 1
2
V1)− i(z − qσ)C1 − (z − qσ) + (r − 2)H
]
= ie−2ImΘΩ
[
2iv
ℓ
m− i(r − 2)(A1 − 1
2
V1 + iH)− (z − qσ)
]
, (3.74)
Mφ = iΩ
[
∇1 − ir(A1 − 1
2
V1)− i(z − qσ)C1 + (z¯ − qσ¯) + rH
]
= iΩ
[
2iv
ℓ
m− ir(A1 − 1
2
V1 + iH) + (z¯ − qσ¯)
]
, (3.75)
where we have used the background gauge symmetry (3.16) to set C1 = 0, as mentioned
before. In general, z and σ can be complex, which is crucial in some cases [21], in this
paper for simplicity we assume that
σ¯ = −σ , z¯ = −z . (3.76)
As a check, let us consider a few previously studied cases. For round S3, there are
v = 1 , A1 = V1 = 0 , H = − i
ℓ
, z = 0 ,
then the 1-loop determinant for the matter sector is
Z1−loopmat =
∏
ρ∈R
∞∏
j=0
 j∏
m=−j
2im
ℓ
− i(r − 2)1
ℓ
+ qρ(σ)
2im
ℓ
− ir 1
ℓ
+ qρ(σ)
2j+1
=
∏
ρ∈R
∞∏
n=0
(
−
n+1−r
ℓ
+ iρ(σ)
n−1+r
ℓ
− iρ(σ)
)n
. (3.77)
where ρ denotes the weights in the representation R, and we have set q = −1 and n ≡ 2j+1.
This result is precisely the one obtained in Ref. [5]. Similarly, if we choose
A1 =
v
ℓ
− 1
vℓ
, V1 = 0 , H = − i
vℓ
, z = 0 ,
the 1-loop determinant for the matter sector becomes
Z1−loopmat =
∏
ρ∈R
∞∏
j=0
 j∏
m=−j
2ivm
ℓ
− i(r − 2)v
ℓ
+ qρ(σ)
2ivm
ℓ
− ir v
ℓ
+ qρ(σ)
2j+1
=
∏
ρ∈R
∞∏
j=0
(
−
2j+2−r
ℓ˜
+ iρ(σ)
2j+r
ℓ˜
− iρ(σ)
)2j+1
, (3.78)
where ℓ˜ ≡ ℓ
v
, and this result is the same as the one with SU(2)×U(1) isometry in Ref. [8].
An immediate generalization is to shift the auxiliary fields by ∼ κ without rotating the
Killing spinors, i.e., for
A1 =
v
ℓ
+
2
vℓ
+
3κ
2ℓ
, V1 =
2
vℓ
+
κ
ℓ
, H =
i
vℓ
+ i
κ
ℓ
, z = 0 ,
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the partition function remains the same as Eq. (3.78), i.e., the one in Ref. [8]:
Z1−loopmat =
∏
ρ∈R
∞∏
j=0
(
−
2j+2−r
ℓ˜
+ iρ(σ)
2j+r
ℓ˜
− iρ(σ)
)2j+1
. (3.79)
At this point, we may conclude that the shift κ in the auxiliary fields does not affect the
1-loop determinant of the matter sector, and to obtain a nontrivial result like the one in
Ref. [9] one has to consider the rotation of the Killing spinors (2.72), i.e., Θ 6= 0. All the
examples discussed above can be thought of to be Θ = 0.
For the cases with Θ 6= 0, e.g. the case discussed in Ref. [9], the main difference is that
A1 − 1
2
V1 + iH 6= v
ℓ
. (3.80)
For Ref. [9] there is
A1 − 1
2
V1 + iH = −1
ℓ
(√
1− v2
v
+
1
v
)
= −1 + iu
vℓ
. (3.81)
This change will affect the expressions of Mψ (3.56) and Mφ (3.63). We can think of this
effect as to use the background gauge fields to twist the connections in the covariant deriva-
tives, i.e., we want to absorb the background gauge fields into the covariant derivatives. For
Θ = 0, there is always A1− 12V1+ iH = vℓ . From Eq. (3.73) we can see that the background
fields can be thought of to only twist the SU(2)L part of the connection, without affecting
the SU(2)R part of the connection. For Θ 6= 0, A1− 12V1+ iH is in general not equal to vℓ ,
hence cannot be absorbed only in the SU(2)L part of the connection, i.e., it has to twist
also the SU(2)R part. We can use the expression (3.71) and figure out the coefficients
in the linear combination. The guiding principle is that we still want to require that the
background gauge fields can be absorbed only in the SU(2)L part of the connection. Hence,
from Eq. (3.71) and Eq. (3.73) we see that on the states |j, m′, m〉 with the spin s = 0:
∇1−2i(A1−1
2
V1+iH) =
[
a
v
ℓ
2L1 + (1− a)v
ℓ
2L′1
]
−2i v
ℓ1
=
[
a
v
ℓ
2im+ (1− a)v
ℓ
2im′
]
−2i v
ℓ1
,
where
v
ℓ1
≡ ±(A1 − 1
2
V1 + iH) . (3.82)
Since −j 6 m′, m 6 j, the choice of the sign does not change the final result. To combine
2i v
ℓ1
with the term containing L1 implies that
a
v
ℓ
=
v
ℓ1
⇒ a = ℓ
ℓ1
.
Then
∇1−2i(A1−1
2
V1+iH) =
[
v
ℓ1
2L1 + (
v
ℓ
− v
ℓ1
)2L′1
]
−2i v
ℓ1
=
[
v
ℓ1
2im+ (
v
ℓ
− v
ℓ1
)2im′
]
−2i v
ℓ1
.
(3.83)
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For the case discussed in Ref. [9] there is
v
ℓ1
=
1 + iu
vℓ
=
v
(1− iu)ℓ (3.84)
⇒ v
ℓ
− v
ℓ1
=
v
ℓ
− v
(1− iu)ℓ =
−iu
1− iu
v
ℓ
= −iu v
ℓ1
. (3.85)
Then the 1-loop determinant for the matter sector has the general expression
Z1−loopmat =
∏
ρ∈R
∏
j
∏
−j6m,m′6j
e−2ImΘ
2iv
ℓ1
(m− 1) + 2i
(
v
ℓ
− v
ℓ1
)
m′ + ir v
ℓ1
− (z − qρ(σ))
2iv
ℓ1
m+ 2i
(
v
ℓ
− v
ℓ1
)
m′ + ir v
ℓ1
+ (z¯ − qρ(σ¯0))
=
∏
ρ∈R
∏
j
∏
−j6m,m′6j
e−2ImΘ
2i(m− 1) + 2um′ + ir + qℓρ(σ)
b
2im+ 2um′ + ir + qℓρ(σ)
b
=
∏
ρ∈R
∏
j
∏
−j6m′6j
e−2ImΘ
2i(−j − 1) + 2um′ + ir + qℓρ(σ)
b
2ij + 2um′ + ir + qℓρ(σ)
b
=
∏
ρ∈R
∏
j
∏
−j6m′6j
e−2ImΘ
(
−2j + 2 + 2ium
′ − r + iqℓρ(σ)
b
2j − 2ium′ + r − iqℓρ(σ)
b
)
, (3.86)
where b ≡ 1+iu
v
, ρ again denotes the weights in the representation R, and we have assumed
z = 0 , σ¯ = −σ .
If we identify r and ℓ
b
with ∆ and r in Ref. [9] respectively, and let q = 1, then up to some
constant this result is the same as the one in Ref. [9].
– 27 –
For the most general auxiliary fields (2.72) on a squashed S3 with SU(2) × U(1)
isometry, the 1-loop determinant for the matter sector is
Z1−loopmat =
∏
ρ∈R
∏
j
∏
−j6m,m′6j
e−2ImΘ
2i(m− 1) v
ℓ1
+ 2im′
(
v
ℓ
− v
ℓ1
)
+ ir v
ℓ1
− (z − qρ(σ))
2im v
ℓ1
+ 2im′
(
v
ℓ
− v
ℓ1
)
+ ir v
ℓ1
+ (z¯ − qρ(σ¯0))
=
∏
ρ∈R
∏
j
∏
−j6m′6j
e−2ImΘ
−2j + 2− 2m′
v
ℓ
− v
ℓ1
v
ℓ1
− r − i z−qρ(σ)v
ℓ1
2j + 2m′
v
ℓ
− v
ℓ1
v
ℓ1
+ r + i z−qρ(σ)v
ℓ1

=
∏
ρ∈R
∞∏
p, q=0
e−2ImΘ
−p+ q + 2− (p− q)W − r − i z−qρ(σ)vℓ1
p+ q + (p − q)W + r + i z−qρ(σ)v
ℓ1

=
∏
ρ∈R
∞∏
p, q=0
e−2ImΘ
−(1−W )p+ (1 +W )q + 1− i
(
z−qρ(σ)
v
ℓ1
− ir + i
)
(1 +W )p+ (1−W )q + 1 + i
(
z−qρ(σ)
v
ℓ1
− ir + i
)

=
∏
ρ∈R
∞∏
p, q=0
e−2ImΘ
−bp+ b
−1q + b+b
−1
2 − i(b+b
−1)
2
(
z−qρ(σ)
v
ℓ1
− ir + i
)
b−1p+ bq + b+b−12 +
i(b+b−1)
2
(
z−qρ(σ)
v
ℓ1
− ir + i
)
 ,
(3.87)
where
j =
p+ q
2
, m′ =
p− q
2
, (3.88)
W ≡
v
ℓ
− v
ℓ1
v
ℓ1
, b ≡ 1−W√
1−W 2 =
√
1−W
1 +W
, (3.89)
and we have assumed that
z¯ = −z , σ¯ = −σ .
Therefore, up to some constant the 1-loop determinant for the matter sector in the general
background is
Z1−loopmat =
∏
ρ
sb
(
Q
2
(
z − qρ(σ)
v
ℓ1
− ir + i
))
, (3.90)
where
Q ≡ b+ b−1 , b ≡ 1−W√
1−W 2 =
√
1−W
1 +W
, W ≡
v
ℓ
− v
ℓ1
v
ℓ1
, (3.91)
and sb(x) is the double-sine function, whose properties are discussed in Ref. [29] and Ap-
pendix A of Ref. [30]. For the general background auxiliary fields (2.72) there is
v
ℓ1
= A1 − 1
2
V1 + iH =
v
ℓ
(
1− 2i
v2
sinΘ e−iΘ
)
, (3.92)
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which leads to
W =
2
−2 + v2 − iv2cotΘ , b =
√
1− 2
v2
(1− e−2iΘ) . (3.93)
As a quick check, we see that for the round S3 there is v = 1 and Θ = 0, then as expected
W = 0 , b = 1 .
Moreover, for Θ = 0 there is always b = 1, and by choosing different v and ℓ in v
ℓ1
(3.92)
one obtains the result for round S3 [5] and the result in Ref. [8]. If we choose ℓ and Θ to
be the ones given in Eqs. (2.76)-(2.78), and use the following identity for the double-sine
function
sb(x) sb(−x) = 1 , (3.94)
we obtain the result in Ref. [9]. Hence, the result (3.90) incorporates all the previous results
for a squashed S3 with SU(2)× U(1) isometry.
3.2.3 1-Loop Determinant for Gauge Sector
In this section we discuss the 1-loop determinant for the gauge sector. The method is similar
to the matter sector. We will see how the modes are paired, and how the missing spinors
and the unpaired spinors give rise to the 1-loop determinant. First, the Lagrangians that
are used to do the localization in the gauge sector, also have the bosonic part (3.34) and
the fermionic part (3.35). We can rescale the fields in the vector multiplet appropriately,
then the Lagrangians (3.34) (3.35) become
(QVg)B = Tr
[
−1
2
fµνf
µν − (Dµσ)(Dµσ) + (D + σH)2
]
, (3.95)
(QVg)F = Tr
[
2iλ˜ /Dλ+ 2i[λ˜, σ]− iH(λ˜λ)− V1(λ˜λ)− 2Vµ(λ˜γµλ)
]
. (3.96)
We follow the same procedure as in Ref. [5]. First, we add a gauge fixing term:
Lgf = Tr [c¯∇µ∇µc+ b∇µaµ] . (3.97)
Integration over b will give the gauge fixing condition
∇µaµ = 0 . (3.98)
If we decompose
aµ = ∇µϕ+Bµ (3.99)
with
∇µBµ = 0 , (3.100)
then the gauge fixing condition becomes
∇µAµ = 0 ⇒ ∇µ∇µϕ = 0 , (3.101)
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which is equivalent to a δ-function in the Lagrangian:
δ(∇µAµ) = δ(∇2ϕ) = 1√
det(∇2) δ(ϕ) . (3.102)
After Gaussian integration, c and c¯ will contribute a factor to the partition function:
det(∇2) ,
while integration over σ will contribute another factor
1√
det(∇2) .
Hence, the contributions from c, c¯, σ and ϕ will cancel each other. Hence, around the
classical solution (3.15), the bosonic part that contributes to the 1-loop determinant for
the gauge sector, becomes
(QVg)′B = Tr
(
Bµ∆ˆBBµ + [Bµ, σ]
2
)
, (3.103)
where ∆ˆBBµ ≡ ∗d ∗ dBµ.
We see that the Lagrangians (3.96) and (3.103) are exactly the same as the ones in
Ref. [28], therefore, we follow the same way as Ref. [28] to figure out the pairing of modes.
Suppose that there is a fermionic mode Λ satisfying
∆λΛ ≡ Ω(iγµDµ + iσα− i
2
H − 1
2
V1 − Vµγµ)Λ =MΛ
⇒ (iM + σαΩ)Λ = Ω(−γµDµ + 1
2
H − i
2
V1 − iVµγµ)Λ . (3.104)
Similar to Ref. [28], we can use the equation above to prove the following important relation
by direct computations:
B ≡ Ωd(ζ˜Λ) + (iM + σαΩ)(ζ˜γµΛ)dξµ = −i ∗
(
D(ζ˜γµΛ)dξ
µ
)
. (3.105)
In our case Ω is a constant, and the details of deriving this relation are given in Appendix
E. Then this relation leads to
B ≡ Ωd(ζ˜Λ) + (iM + σαΩ)(ζ˜γµΛ)dξµ = −i ∗ d
(
B −Ωd(ζ˜Λ)
iM + σαΩ
)
⇒ (iM + σαΩ)B = −i ∗ dB (3.106)
⇒ ±
√
∆ˆB B = ∗dB = −(M − iσαΩ)B = −(M − iσ0α)B , (3.107)
with σ0 ≡ σΩ. I.e., if there exists a fermionic mode Λ with eigenvalue M for ∆λ, then
there is a corresponding bosonic mode with eigenvalue −(M − iα(σ0)) for ∗d. Conversely,
if the relation (3.107) is true, i.e., there is a bosonic mode with eigenvalue −(M − iα(σ0))
for ∗d, then the fermionic mode Λ ≡ γµBµζ satisfies
∆λΛ =MΛ . (3.108)
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In other words, the eigenmodes of
√
∆ˆB with eigenvalues ±(M − iα(σ0)) are paired with
the eigenmodes of ∆λ with eigenvalues M, −M +2iα(σ0). On these paired bosonic modes
∆B ≡ ∆ˆB + α2(σ0) has the eigenvalue M(M − 2iα(σ0)). Hence,
∆λ
∆B
=
−M(M − 2iα(σ0))
M(M − 2iα(σ0)) . (3.109)
We see that up to some constant the paired modes cancel out exactly and do not have net
contributions to the 1-loop determinant.
Similar to the matter sector, to calculate the 1-loop determinant of the gauge sector,
we still consider the unpaired spinor and the missing spinor. For the unpaired spinor, there
is no corresponding bosonic mode, i.e.,
Ω∂µ(ζ˜Λ) + (iM + α(σ0))ζ˜γµΛ = 0 , (3.110)
and now the fermionic mode Λ is
Λ = ζΦ0 + ζ
cΦ2 , (3.111)
where Φ0 and Φ2 are bosonic fields with R-charges 0 and 2 respectively. Using the conven-
tion in Appendix A, we obtain for the first component of Eq. (3.110):
Ω2∂1Φ0 +Ω(iMΛ + α(σ0))Φ0 = 0
⇒ MΛ = iα(σ0) + iΩ∂1 = iΩα(σ) + iΩ∂1 . (3.112)
For the missing spinor there is
Λ = γµBµζ = 0 . (3.113)
By multiplying ζ† and ζc† from the left, we see that this relation implies that
B1 = 0 , B2 + iB3 = 0 ⇒ B3 = iB2 .
Then
∗ dB = (i∂2B2 − ∂3B2)e1 − iΩ∂1B2e2 +Ω∂1B2e3 . (3.114)
Combining Eq. (3.106) and Eq. (3.114), we obtain
− iΩ∂1B2 = −(M − iα(σ0))iB2
⇒ MB = iα(σ0) + iΩ∂1 = iΩα(σ) + iΩ∂1 . (3.115)
Actually, as discussed in Refs. [8, 28], there are more conditions that can be deduced, but
for the case studied in this paper, the additional conditions are irrelevant. Moreover, it
seems that the contributions from the unpaired spinors and the missing spinors (3.112)
(3.115) cancel each other exactly. This is not the case, because the derivative ∂1 acting
on Φ0 and B2 gives the eigenvalues proportional to the third component of the orbital
angular momentum, i.e. L1, while Φ0 and B2 have spin 0 and 1 respectively. To know the
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precise form of the eigenvalues of ∂1, i.e. the covariant derivative without spin and gauge
connections, we use the same expression obtained in the matter sector (3.83):
∂1 =
v
ℓ1
2L1 + (
v
ℓ
− v
ℓ1
)2L′1 =
v
ℓ1
2(im− S1) + (v
ℓ
− v
ℓ1
)2im′ , (3.116)
where for the mode Φ0 the eigenvalue of S1 is 0, while for the mode B2 the eigenvalue of
S1 can be +1 or −1, but since α runs over all the positive roots and negative roots, and
m and m′ run from −j to j, the sign is actually irrelevant.
Considering all the modes contributing to MΛ
MB
in the most general background (2.72),
we obtain the 1-loop determinant for the gauge sector:
Z1−loopg =
∏
α∈∆
∏
j
∏
−j6m,m′6j
−2 v
ℓ1
m− 2m′
(
v
ℓ
− v
ℓ1
)
+ iα(σ)
−2 v
ℓ1
(m− 1)− 2m′
(
v
ℓ
− v
ℓ1
)
+ iα(σ)
=
∏
α∈∆
∏
j
∏
−j6m′6j
−2 v
ℓ1
j − 2m′
(
v
ℓ
− v
ℓ1
)
+ iα(σ)
−2 v
ℓ1
(−j − 1)− 2m′
(
v
ℓ
− v
ℓ1
)
+ iα(σ)
=
∏
α∈∆
∏
j
∏
−j6m′6j
− 2j + 2m′W − iα(σ)vℓ1
2j + 2− 2m′W + iα(σ)v
ℓ1

=
∏
α∈∆
∞∏
p, q=0
− p+ q + (p− q)W − iα(σ)vℓ1
p+ q + 2− (p− q)W + iα(σ)v
ℓ1

=
∏
α∈∆
∞∏
p, q=0
−(1 +W )p+ (1−W )q + 1− i
(
iα(σ)
v
ℓ1
− i
)
(1−W )p+ (1 +W )q + 1 + i
(
iα(σ)
v
ℓ1
− i
)

=
∏
α∈∆
∞∏
p, q=0
−b
−1p+ bq + Q2 − iQ2
(
iα(σ)
v
ℓ1
− i
)
bp+ b−1q + Q2 +
iQ
2
(
iα(σ)
v
ℓ1
− i
)
 , (3.117)
where α denotes the roots, and p, q, W , b and Q are defined in the same way as before
(3.88) (3.89) (3.91). Up to some constant, the 1-loop determinant for the gauge sector can
be written as
Z1−loopg =
∏
α∈∆
sb
(
Q
2
(
iα(σ)
v
ℓ1
− i
))
, (3.118)
where sb(x) is the double-sine function, and
v
ℓ1
is given by Eq. (3.92). By choosing ap-
propriate parameters given by Eqs. (2.76)-(2.78), we obtain the result of Ref. [9] from this
general result.
To see how the results of other cases emerge from the general one (3.118), we need to
rewrite the expression at some intermediate step. If we define
b1 + b2 ≡ −2 v
ℓ1
, b1 − b2 ≡ −2
(
v
ℓ
− v
ℓ1
)
, (3.119)
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then
Z1−loopg =
∏
α∈∆
∏
j
∏
−j6m′6j
−2 v
ℓ1
j − 2m′
(
v
ℓ
− v
ℓ1
)
+ iα(σ)
−2 v
ℓ1
(−j − 1)− 2m′
(
v
ℓ
− v
ℓ1
)
+ iα(σ)
=
∏
α∈∆
∏
j
∏
−j6m′6j
−2 v
ℓ1
j − 2m′
(
v
ℓ
− v
ℓ1
)
+ iα(σ)
−2 v
ℓ1
(−j − 1) + 2m′
(
v
ℓ
− v
ℓ1
)
+ iα(σ)
=
∏
α∈∆
∏
j
∏
−j6m′6j
(b1 + b2)j + (b1 − b2)m′ + iα(σ)
−(b1 + b2)(j + 1)− (b1 − b2)m′ + iα(σ)
=
∏
α∈∆
∏
j
∏
−j6m′6j
b1(j +m
′) + b2(j −m′) + iα(σ)
−b1(j +m′ + 1)− b2(j −m′ + 1) + iα(σ)
=
∏
α∈∆
∏
j
∞∏
p, q=0
b1p+ b2q + iα(σ)
−b1(p + 1)− b2(q + 1) + iα(σ) , (3.120)
which is exactly the result of the 1-loop determinant for the gauge sector in Ref. [28]. From
this result, it is easy to obtain the results for other cases. To see it, we should rewrite the
expression further and restrict α to be positive roots.
Z1−loopg =
∏
α∈∆+
∏
j
∞∏
p, q=0
(
b1p+ b2q + iα(σ)
−b1(p+ 1)− b2(q + 1) + iα(σ) ·
b1p+ b2q − iα(σ)
−b1(p+ 1)− b2(q + 1)− iα(σ)
)
=
∏
α∈∆+
∏
j
∞∏
p, q=0
(
b1p+ b2q + iα(σ)
−b1(p+ 1)− b2(q + 1) + iα(σ) ·
−b1p− b2q + iα(σ)
b1(p+ 1) + b2(q + 1) + iα(σ)
)
=
∏
α∈∆+
(∏
m>0
(b1m+ iα(σ)) ·
∏
n>0
(b2n+ iα(σ)) ·
∏
m>0
(−b1m+ iα(σ)) ·
∏
n>0
(−b2n+ iα(σ))
)
=
∏
α∈∆+
∏
m>0
(b21m
2 + α2(σ)) ·
∏
n>0
(b22n
2 + α2(σ))
=
∏
α∈∆+
∏
n>0
(
(b21n
2 + α2(σ)) · (b22n2 + α2(σ))
)
, (3.121)
where ∆+ denotes the set of positive roots. For
b1 = b2 =
1
ℓ
,
we obtain the result of round S3 [5], while for
b1 = b2 =
v
ℓ
=
1
ℓ˜
,
the result becomes the one of the squashed S3 with SU(2) × U(1) isometry discussed in
Ref. [8]. Hence, like in the matter sector, the general result (3.118) also incorporates all
the previous results on a squashed S3 with SU(2)×U(1) isometry, and it does not depend
on the shifts by ∼ κ of the auxiliary fields, instead the shifts induced by the rotation of
the Killing spinors will affect the final result.
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Finally, putting everything together (3.36)-(3.38) (3.90) (3.118), we obtain the results
summarized in the introduction. As we emphasized there, an important feature is that the
1-loop determinants are independent of the shift κ, while only Θ 6= 0 can give the results
essentially different from the case of the round S3.
4 Conclusion and Discussion
Through the calculations above, we have seen that Refs. [17, 19–21] provide a very powerful
tool for studying theories with rigid supersymmetry on curved space. It is especially useful
in finding the Killing spinors and the corresponding background auxiliary fields, which
could be extremely hard but at the same time crucial to the calculations in the localization
procedure. These new formalisms circumvent this difficulty in a systematic way.
The partition function of the N = 2 supersymmetric Chern-Simons-Matter theory on
a squashed S3 with SU(2)×U(1) isometry and a class of complex background is calculated.
The result provides a new interpolation between the results of Ref. [8] and Ref. [9]. From
this example we see clearly how the background fields enter the final results. Even for the
round S3, i.e. v = 1, the partition function can be nontrivial if Θ 6= 0. Moreover, different
background fields do not necessarily lead to different partition functions. For instance, the
shift proportional to κ in the background auxiliary fields leaves the 1-loop determinants in
the partition function unchanged. This work complements Ref. [28] by studying a special
case in great detail.
It would be interesting to see whether the same features are shared by other kinds of
3D and 4D manifolds, i.e., whether the partition functions for the theory defined on the
manifolds depend on the background auxiliary fields in a certain way. Moreover, Ref. [31]
has studied the gravity dual for the Chern-Simons-Matter theory defined on a squashed S3
with SU(2)×U(1) isometry. With the general results discussed in this paper, we would like
to see how the large class of gauge theories fits into the gravity side, and how the auxiliary
fields appear appropriately in the gravity theory.
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A Convention
In this appendix we review our convention and some identities used in the paper. We
mainly follow the convention of Ref. [21]. The 3D γ-matrices are chosen to be
γ1 = σ3 , γ2 = −σ1 , γ3 = −σ2 , (A.1)
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where σi are the Pauli matrices. They still satisfy
[γm, γn] = 2iεmnpγ
p . (A.2)
This will consequently affect the eigenvalues of spherical harmonics defined on the squashed
S3. The main difference is that for a spin-0 field instead of L3 now L1 has the eigenvalues
im with − j 6 m 6 j, j = 0, 1
2
, 1, · · ·
In this paper, we use commuting spinors. The product of two spinors are defined as
ψχ = ψαCαβχ
β , ψγµχ = ψ
α(Cγµ)αβχ
β , (A.3)
where the indices can be raised and lowered using
C =
(
0 1
−1 0
)
is the charge conjugation matrix. The spinor bilinears of commuting spinors satisfy
ψχ = −χψ , ψγµχ = χγµψ . (A.4)
The Fierz identity for commuting spinors is
(ψ1χ1)(ψ2χ2) =
1
2
(ψ1χ2)(ψ2χ1) +
1
2
(ψ1γ
µχ2)(ψ2γµχ1) . (A.5)
The Hermitian conjugate of a spinor is given by
(ψ†)α ≡ (ψα) , (A.6)
where denotes the complex conjugate. The charge conjugate of a spinor is defined as
χc ≡ σ2χ . (A.7)
We use ψ and ψ˜ to denote the spinors that are Hermitian conjugate to each other
in Lorentzian signature, while independent in Euclidean signature. In particular, ζ and
ζ˜ are such a kind of spinor pair. They satisfy the generalized Killing spinor equations
(2.19). Although in Euclidean signature they are independent, one can prove that the
charge conjugate of ζ, i.e., ζc satisfies the same Killing spinor equation as ζ˜. Hence,
ζc ∝ ζ˜ . (A.8)
B S3 as an SU(2)-Group Manifold
A convenient way to discuss different ways of squashing is to introduce the left-invariant
and the right-invariant frame. A group element in SU(2) is given by
g ≡ ixµσµ =
(
x0 + ix3 x2 + ix1
−x2 + ix1 x0 − ix3
)
, (B.1)
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where σµ = (−iI, ~σ). Then
µ ≡ g−1dg and µ˜ ≡ dg g−1 (B.2)
are left-invariant and right-invariant 1-form respectively, i.e., they are invariant under the
transformations with a constant matrix h
g → h g and g → g h
respectively. It can be checked explicitly that the metric of S3 can be written as
ds2 =
ℓ2
2
tr(dg dg−1) = ℓ2µmµm = ℓ2µ˜m µ˜m =
ℓ2
2
(µmµm + µ˜m µ˜m) , (B.3)
with m = 1, 2, 3, if we impose the constraint
det g = x0
2 + x1
2 + x2
2 + x3
2 = 1 , (B.4)
where
µm =
i
2
tr(µγm) , µ˜m =
i
2
tr(µ˜ γm) , (B.5)
or equivalently,
− 2µmTm = µ = g−1dg , Tm ≡ iγm
2
, g ∈ SU(2) . (B.6)
Hence, the metric of S3 is both left-invariant and right-invariant.
A 3D Killing spinor is a spinor that satisfies
Dǫ ≡ dǫ+ 1
4
γmnω
mnǫ = emγmǫ˜ , (B.7)
where γmn ≡ 12(γmγn − γnγm), and the choice of γm is given in Appendix A, while ωmn
is the spin connection, and ǫ˜ is another spinor which in general can be different from ǫ.
In this paper, sometimes we try to bring the spinors satisfying generalized Killing spinor
equations back into this simple form. Moreover, we can define two Killing vector fields by
their group actions on a general group element g in SU(2):
Lmg = iγmg , Rmg = igγm . (B.8)
As discussed before, the metric of S3 is both left-invariant and right-invariant, hence it is
also invariant under the actions of Lm and Rm given above. By definition, a Killing vector
field is a vector field that preserves the metric. Therefore, Lm and Rm are Killing vector
fields. Since the actions of Lm and Rm are equivalent to multiplications of iγm from the
left and from the right respectively, after some rescaling they are the same as the generators
of SU(2) algebra, i.e., { 12iLm} and {− 12iRm} both satisfy the commutation relation of the
SU(2) algebra.
In the above, we define Lm and Rm as group actions. Sometimes we also use them to
denote the variations caused by the group actions. In this sense, there are
Lm(g−1dg) = 0 ⇒ Lmµn = 0 (B.9)
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and
Lmµ˜ n = Lm i
2
tr(µ˜γn) = Lm i
2
tr(dg g−1γn)
=
i
2
[tr(iγmµ˜γn) + tr(µ˜(−iγm)γn)]
= 2εmnp µ˜ p . (B.10)
Similarly, there are
Rm µ˜ n = 0 and Rmµn = −2εmnpµp . (B.11)
In other words, Lm acts only on the right-invariant frames, while Rm acts only on the
left-invariant frames. Hence, the round S3 has an SU(2)L × SU(2)R isometry.
C Different Metrics of Squashed S3
There are different expressions of S3 and squashed S3. In this appendix we review some
relevant ones for this paper. A more thorough discussion can be found in Appendix A of
Ref. [32].
As discussed in Appendix B, the metric of S3 can be written as (B.3):
ds2 = ℓ2µmµm = ℓ2µ˜mµ˜m , (C.1)
where
g−1dg = −iµmγm , dg′ g′−1 = −iµ˜mγm . (C.2)
In general the SU(2) group elements g and g′ can be different. If we choose on S3
g =
 cos ( θ2) · exp(iφ+ψ2 ) sin (θ2) · exp(iφ−ψ2 )
−sin ( θ2) · exp(−iφ−ψ2 ) cos ( θ2) · exp(−iφ+ψ2 )
 ,
g′ =
 cos ( θ2) · exp(iφ+ψ2 ) sin ( θ2) · exp(−iφ−ψ2 )
−sin ( θ2) · exp(iφ−ψ2 ) cos (θ2) · exp(−iφ+ψ2 )
 ,
then the vielbeins in the left-invariant frame and in the right-invariant frame are given by:
e
(0)
1 ≡ ℓµ1 = −
ℓ
2
(dψ + cosθ dφ) ,
e
(0)
2 ≡ ℓµ2 = −
ℓ
2
(sinψ dθ − sinθ cosψ dφ) ,
e
(0)
3 ≡ ℓµ3 =
ℓ
2
(cosψ dθ + sinθ sinψ dφ) . (C.3)
e˜
(0)
1 ≡ ℓ µ˜ 1 = −
ℓ
2
(dψ + cosθ dφ) ,
e˜
(0)
2 ≡ ℓ µ˜ 2 =
ℓ
2
(sinψ dθ − sinθ cosψ dφ) ,
e˜
(0)
3 ≡ ℓ µ˜ 3 =
ℓ
2
(cosψ dθ + sinθ sinψ dφ) . (C.4)
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They satisfy
dea(0) +
1
ℓ
εabceb(0) ∧ ec(0) = 0 , d e˜ a(0) −
1
ℓ
εabc e˜ b(0) ∧ e˜ c(0) = 0 , (C.5)
i.e., the spin connections are
ωab(0) = −
1
ℓ
εabcec(0) , ω˜
ab
(0) =
1
ℓ
εabce˜ c(0) . (C.6)
We see explicitly that for this choice of g and g′ there are
e1(0) = e˜
1
(0) = −
ℓ
2
(dψ+cosθ dφ) , (e2(0))
2+(e3(0))
2 = (e˜ 2(0))
2+(e˜ 3(0))
2 =
ℓ2
4
(dθ2+sin2θdφ2) .
(C.7)
That is the reason why in the paper we can occasionally interchange between the left-
invariant frame and the right-invariant frame.
Besides the form (B.3), the metric of S3 can also be written as a Hopf fibration or a
torus fibration. Both the left-invariant frame (C.3) and the right-invariant frame (C.4) can
give the Hopf fibration of S3:
ds2 =
ℓ2
4
(dθ2 + sin2θdφ2 + (dψ + cosθ dφ)2) , (C.8)
where
0 6 θ 6 π , 0 6 φ 6 2π , 0 6 ψ 6 4π . (C.9)
The torus fibration of S3 is
ds2 = ℓ2(dϑ2 + sin2ϑdϕ21 + cos
2ϑdϕ22) , (C.10)
where
0 6 ϑ 6
π
2
, 0 6 ϕ1 , ϕ2 6 2π . (C.11)
The following conditions relate the coordiantes of the Hopf fibration and the torus fibration
of S3:
θ = 2ϑ , φ = ϕ2 − ϕ1 , ψ = ϕ1 + ϕ2 . (C.12)
To apply the method introduced in Ref. [21], we have to rewrite the metric of S3 as a
Hopf fibration (C.8) further. Using the stereographic projection
X ≡ cotθ
2
cosφ , Y ≡ cotθ
2
sinφ (C.13)
we can rewrite the metric of S2 as
ds2 = dθ2 + sin2θdφ2
=
4
(1 +X2 + Y 2)2
(dX2 + dY 2)
=
4
(1 + zz¯)2
dz dz¯ , (C.14)
– 38 –
where
z ≡ X + iY , z¯ ≡ X − iY . (C.15)
Consequently, the metric of S3 as a Hopf fibration (C.8) has the following forms, if we set
ℓ = 1:
ds2 =
1
4
(dψ + cosθ dφ)2 +
1
4
dθ2 +
1
4
sin2θ dφ2
=
1
4
[
dψ − X
2 + Y 2 − 1
X2 + Y 2 + 1
· Y
X2 + Y 2
dX +
X2 + Y 2 − 1
X2 + Y 2 + 1
· X
X2 + Y 2
dY
]2
+
1
(1 +X2 + Y 2)2
(dX2 + dY 2)
=
1
4
(dψ + adz + a¯dz¯)2 + c2dz dz¯ , (C.16)
where
a ≡ − i
2z
· zz¯ − 1
zz¯ + 1
, c ≡ 1
1 + zz¯
. (C.17)
Based on our choice of left-invariant frame (C.3) and the right-invariant frame (C.4),
the metric of the squashed S3 with SU(2) × U(1) isometry has the following expression:
ds2 =
ℓ2
v2
µ1µ1 + ℓ2µ2µ2 + ℓ2µ3µ3 =
ℓ2
v2
µ˜ 1µ˜ 1 + ℓ2µ˜ 2µ˜ 2 + ℓ2µ˜ 3µ˜ 3 , (C.18)
where v is a constant squashing parameter. For this squashed S3, we choose the left-
invariant frame and the right-invariant frame to be
e1 ≡ ℓ
v
µ1 = − ℓ
2v
(dψ + cosθ dφ) ,
e2 ≡ ℓµ2 = − ℓ
2
(sinψ dθ − sinθ cosψ dφ) ,
e3 ≡ ℓµ3 = ℓ
2
(cosψ dθ + sinθ sinψ dφ) . (C.19)
e˜1 ≡ ℓ
v
µ˜ 1 = − ℓ
2v
(dψ + cosθ dφ) ,
e˜2 ≡ ℓ µ˜ 2 = ℓ
2
(sinψ dθ − sinθ cosψ dφ) ,
e˜3 ≡ ℓ µ˜ 3 = ℓ
2
(cosψ dθ + sinθ sinψ dφ) . (C.20)
The corresponding spin connections are
ω23 = −(2− 1
v2
)µ1 , ω31 = −1
v
µ2 , ω12 = −1
v
µ3 (C.21)
for the left-invariant frame, and
ω˜ 23 = (2− 1
v2
) µ˜ 1 , ω˜ 31 =
1
v
µ˜ 2 , ω˜ 12 =
1
v
µ˜ 3 (C.22)
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for the right-invariant frame. As for S3, the metric (C.18) can also be written in some
other coordinates:
ds2 =
1
4v2
(dψ + cosθ dφ)2 +
1
4
dθ2 +
1
4
sin2θ dφ2 (C.23)
=
1
4v2
[
dψ − X
2 + Y 2 − 1
X2 + Y 2 + 1
· Y
X2 + Y 2
dX +
X2 + Y 2 − 1
X2 + Y 2 + 1
· X
X2 + Y 2
dY
]2
+
1
(1 +X2 + Y 2)2
(dX2 + dY 2) (C.24)
=
1
4v2
(dψ + adz + a¯dz¯)2 + c2dz dz¯ , (C.25)
In practice it is more convenient to choose a frame different from the right-invariant frame
(C.20), which is given by
eˆ1 =
1
2v
[
dψ − X
2 + Y 2 − 1
X2 + Y 2 + 1
· Y
X2 + Y 2
dX +
X2 + Y 2 − 1
X2 + Y 2 + 1
· X
X2 + Y 2
dY
]
,
eˆ2 =
1
1 +X2 + Y 2
dX ,
eˆ3 =
1
1 +X2 + Y 2
dY . (C.26)
In the coordinates (θ, φ, ψ) and (z, z¯, ψ) the vielbeins look like
eˆ1 =
1
2v
dψ +
1
2v
cosθ dφ =
1
2v
(dψ + adz + a¯dz¯) ,
eˆ2 = −1
2
cosφdθ − 1
2
sinθ sinφdφ = c
dz + dz¯
2
,
eˆ3 = −1
2
sinφdθ +
1
2
sinθ cosφdφ = c
dz − dz¯
2i
. (C.27)
D BPS Equations and Classical Solutions
As we discussed in the text, to preserve the supersymmetry given by Eq. (3.1) and Eq. (3.2),
the BPS equations (3.14) should be satisfied:
Qψ = 0 , Qψ˜ = 0 , Qλ = 0 , Qλ˜ = 0 , (D.1)
or in explicit form
0 =
√
2ζF −
√
2i(z − qσ − rH)ζ˜φ−
√
2iγµζ˜Dµφ , (D.2)
0 =
√
2ζ˜F˜ +
√
2i(z − qσ − rH)ζφ˜+
√
2iγµζDµφ˜ , (D.3)
0 = iζ(D + σH)− i
2
εµνργρζfµν − γµζ(i∂µσ − Vµσ) , (D.4)
0 = −iζ˜(D + σH)− i
2
εµνργρζ˜fµν + γ
µζ˜(i∂µσ + Vµσ) . (D.5)
Using the solutions of the Killing spinor equations (2.35)
ζα =
√
s
(
0
−1
)
, ζ˜α =
1
2v
√
s
(
1
0
)
. (D.6)
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and choosing the frame given by (C.26) (C.27), we obtain for commuting spinors
ζζ = 0 , ζ˜ζ˜ = 0 , ζζ˜ = −ζ˜ζ = − 1
2v
, (D.7)
ζγmζ = (0, s,−is) , ζ˜γmζ˜ = (0,− 1
4sv2
,− i
4sv2
) , (D.8)
ζγmζ˜ = (
1
2v
, 0, 0) , ζ˜γmζ = (
1
2v
, 0, 0) , (D.9)
where m = 1, 2, 3.
Contracting Eq. (D.2) with ζ˜ and Eq. (D.3) with ζ from the left, one obtains
F = 0 , F˜ = 0 . (D.10)
Plugging these solutions into Eq. (D.2) and Eq. (D.3), can contracting them with ζ and ζ˜
respectively from the left, one has
√
2i
2v
(z − qσ − rH)φ−
√
2i
2v
D1φ = 0 , (D.11)
√
2i
2v
(z − qσ − rH)φ˜+
√
2i
2v
D1φ˜ = 0 . (D.12)
Since φ˜ = φ†, for generic values of (z−qσ−rH) the equations above do not have nontrivial
solutions. Hence,
φ = φ˜ = 0 . (D.13)
In the gauge sector, we can contract Eq. (D.4) and Eq. (D.5) with ζ and ζ˜ respectively
from the left, then we obtain
(ζγµζ)
(
− i
2
ερσµfρσ − i∂µσ + V µσ
)
= 0 , (D.14)
(ζ˜γµζ˜)
(
− i
2
ερσµfρσ + i∂
µσ + V µσ
)
= 0 . (D.15)
Taking into account that
ζγ2ζ 6= 0 , ζγ3ζ 6= 0 , ζ˜γ2ζ˜ 6= 0 , ζ˜γ3ζ˜ 6= 0 ,
we obtain that
∂2σ = ∂3σ = 0 . (D.16)
Similarly, contracting Eq. (D.4) and Eq. (D.5) with ζ˜ and ζ respectively from the left will
give
i
2v
(D + σH) + (ζ˜γµζ)
(
− i
2
ερσµfρσ − i∂µσ + V µσ
)
= 0 , (D.17)
i
2v
(D + σH) + (ζγµζ˜)
(
− i
2
ερσµfρσ + i∂
µσ + V µσ
)
= 0 . (D.18)
– 41 –
Then
ζ˜γ1ζ = ζγ1ζ˜ 6= 0
implies that
∂1σ = 0 . (D.19)
Therefore, we can conclude that
∂µσ = 0 , (D.20)
i.e., σ is constant. In the above, we prove this condition in a special frame (C.26) (C.27),
but actually the equations Eqs. (D.14) ∼ (D.18) are frame-independent, i.e., they are valid
for an arbitrary frame. Hence, in general Eq. (D.14) and Eq. (D.15) imply that
− i
2
ερσµfρσ + V
µσ = 0 , (D.21)
which leads to
aµ = −σCµ + a(0)µ , (D.22)
where a
(0)
µ is a flat connection, and Cµ is an Abelian gauge field satisfying
V µ = −iεµνρ∂νCρ . (D.23)
Under the condition (D.21), Eq. (D.17) and Eq. (D.18) give us
D = −σH . (D.24)
We do not want fermionic background, hence the classical solutions of fermions are zero.
To summarize, the classical solutions to the BPS equations in our model are
aµ = −σCµ + a(0)µ , ∂µσ = 0 , D = −σH , all other fields = 0 . (D.25)
E Derivation of Some Important Relations
In this appendix, we prove a few crucial relations in our calculations. The relations include
the second equation of Eq. (3.30), Eq. (3.31) and Eq. (3.105).
To prove the second equation of Eq. (3.30), we first observe that
〈S∗2Sc2Φ1, Φ2〉 = 〈Φ1, Sc∗2 S2Φ2〉 . (E.1)
Hence, we only need to prove
S∗2S
c
2Φ = 0 .
Plugging in the definitions (3.29), we can find the relation above by a long but direct
calculation. In the intermediate steps we made use of the following relations:
ζ†ζ† = 0 ; (E.2)
Vµ(ζ
†γµζ†) = 0 since V2 = V3 = 0 and ζ†γ1ζ† = 0 ; (E.3)
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Dµζ
† = −1
2
Hγµζ
† +
i
2
Vµζ
† +
1
2
εµνρV
νγρζ† ; (E.4)
γµDµζ
† = −3
2
Hζ† − i
2
γµVµζ
† ; (E.5)
εµνρ(ζ†γρζ†)Vµν = εµνρ(ζ†γρζ†)Aµν = 0 , (E.6)
where
Aµν ≡ ∇µAν −∇νAµ , Vµν ≡ ∇µVν −∇νVµ . (E.7)
Next, to prove Eq. (3.31), we just calculate
Ψ˜(S2S
∗
1 + S
c
2S
c∗
1 )Ψ
and
Ψ˜(S1S
∗
2 + S
c
1S
c∗
2 )Ψ ,
and then compare them to figure out their difference. The results are
Ψ˜(S2S
∗
1 + S
c
2S
c∗
1 )Ψ = − i
(
z − qσ − (r − 1
2
)H
)
e−2ImΘΩ(Ψ˜P+Ψ)
− i
(
z¯ − qσ¯ + (r − 3
2
)H
)
e−2ImΘΩ(Ψ˜P−Ψ)
+
1
2
e−2ImΘΩV1(Ψ˜Ψ) + i(ζ†γµDµΨ)(Ψ˜ζ)− i(ζγµDµΨ)(Ψ˜ζ†) ,
(E.8)
Ψ˜(S1S
∗
2 + S
c
1S
c∗
2 )Ψ = i
(
z¯ − qσ¯ + (r − 1
2
)H
)
e−2ImΘΩ(Ψ˜P+Ψ)
+ i
(
z − qσ − (r − 3
2
)
)
e−2ImΘΩ(Ψ˜P−Ψ)
+
1
2
e−2ImΘΩV1(Ψ˜Ψ) + i(ζ†γµDµΨ)(Ψ˜ζ)− i(ζγµDµΨ)(Ψ˜ζ†) ,
(E.9)
where
P± ≡ 1
2
(1± γ1) . (E.10)
Hence,
(S2S
∗
1 + S
c
2S
c∗
1 )− (S1S∗2 + Sc1Sc∗2 ) = − 2iRe(z − qσ)e−2ImΘΩP+ − 2iRe(z − qσ)e−2ImΘΩP−
= − 2iRe(z − qσ)e−2ImΘΩ , (E.11)
which proves Eq. (3.31).
Finally, let us show how to prove Eq. (3.105). From Eq. (3.104) we see that
(iM + σαΩ)Λ = Ω(−γµDµ + 1
2
H − i
2
V1 − iVµγµ)Λ .
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Using this relation, one can gradually prove that
Ωd(ζ˜Λ) + (iM + σαΩ)(ζ˜γµΛ)dξ
µ
= ΩH(ζ˜γµΛ)dξ
µ − i
2
ΩV1(ζ˜γµΛ)dξ
µ − i
2
ΩVµ(ζ˜Λ)dξ
µ
+
1
2
ΩεµνρV
ν(ζ˜γρΛ)dξµ − iεµνρΩ(ζ˜γρDνΛ)dξµ . (E.12)
On the other hand, there is
− i ∗
(
D(ζ˜γµΛ)dξ
µ
)
= −iεµνρΩDν(ζ˜γρΛ)dξµ . (E.13)
After some steps it becomes
− iεµνρΩDν(ζ˜γρΛ)dξµ = ΩH(ζ˜γµΛ)dξµ − iΩVµ(ζ˜Λ)dξµ − iεµνρΩ(ζ˜γρDνΛ)dξµ . (E.14)
Then we only need to prove that the expressions in Eq. (E.12) and Eq. (E.14) are equal,
or equivalently their difference vanishes, i.e.,
− i
2
ΩV1(ζ˜γµΛ)dξ
µ +
i
2
ΩV1(ζ˜Λ)dξ
1 − 1
2
Ωε1µνV
1(ζ˜γνΛ)dξµ = 0 , (E.15)
where we have used the fact that Vm has only the 1-component non-vanishing. The last
expression can be checked explicitly by using
ζ˜ ∝ (1 0)
⇒ ζ˜γ1 = ζ˜ , iζ˜γ2 = −ζ˜γ3 , iζ˜γ3 = ζ˜γ2 , (E.16)
where recall our convention
γ1 = σ3 , γ2 = −σ1 , γ3 = −σ2 .
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