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Abstract
In this paper, we establish a new double linking theorem: if two sets A and B link each other,
then, under suitable conditions, we get two bounded (PS)-sequences which produce two
distinct critical points. The critical points either have different critical values or belong to
linking sets A and B separately. The abstract result will be used to solve semilinear eigenvalue
problems and problems with jumping nonlinearities which may or may not resonant with
respect to Fucˇı´k spectrum.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let E be a reﬂexive Banach space. Deﬁne a class of contractions of E as follows:
F :¼ {Gð; ÞACð½0; 1  E; EÞ : Gð0; Þ ¼ id; for each tA½0; 1Þ;Gðt; Þ is a home-
omorphism of E onto itself and G	1ð; Þ is continuous on ½0; 1Þ  E; there
exists a x0AE such that Gð1; xÞ ¼ x0 for each xAE and that Gðt; xÞ-x0 as t-1
uniformly on bounded subsets of E}.
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The following concept of linking was introduced by Schechter–Tintarev [ST].
Deﬁnition 1.1. A subset A of E is linked to a subset B of E if A-B ¼ | and, for every
GAF; there is a tA½0; 1 such that Gðt; AÞ-Ba|:
For the classical linking deﬁnition and its applications, we refer the readers to
[R,St2]. It is well known that the classical linking is not necessarily symmetric and
produces one critical point.
In [ST], it was shown that this kind of linking of Deﬁnition 1.1 is symmetric in
most cases: if A; BCE are two closed bounded sets such that E\A is path connected
and A is linked to B; then B is linked to A: If A and B link each other, let us call them
double linking. A typical example is the following (cf. [S1,S2,S3,ST]).
Example 1.1. Let E ¼ M"N; where M; N are closed subspaces with one of them
ﬁnite dimensional. If y0AM\f0g and 0oroR; then the sets
A :¼ fu ¼ v þ sy0 : vAN; sX0; jjujj ¼ Rg,½N- %BR
B :¼ M-@Br
link each other in the sense of Deﬁnition 1.1, where Br :¼ fuAE : jjujjorg:
More examples can be found in [S1]. Moreover, it was proved in [ST] that double
linking sets which separate values of a C1-functional produce pairs of Palais–Smale
sequences. Precisely, the following result was proved.
Proposition 1.1. Let G be a C1 functional on E; A; BCE and
a0 :¼ sup
A
Gpb0 :¼ inf
B
G:
(i) If A links B; then there is a sequence fukgCE such that G0ðukÞ-0; GðukÞ-a :¼
infGAF supsA½0;1;uAA GðGðs; uÞÞ provided that a is finite. Moreover, distðuk; BÞ-0
whenever a ¼ b0:
(ii) If B links A; then there is a sequence fvkgCE such that G0ðvkÞ-0; GðvkÞ-b :¼
supGAF inf sA½0;1;vAB GðGðs; vÞÞ provided that b is finite. Moreover, distðvk; AÞ-0
whenever b ¼ a0:
Evidently, the sequences fukg; fvkg need not necessarily be bounded without
additional assumptions. Certainly, if G satisﬁes the Palais–Smale condition, then one
can get two critical points (cf. [ST]).
The purpose of the present paper is to get two bounded Palais–Smale sequences
directly from the double linking and therefore, Palais–Smale assumption is cancelled.
Roughly speaking, assume that A; B are two subsets of E and that fGlg is a family of
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C1-functional on E satisfying
a0ðlÞ :¼ sup
A
Glpb0ðlÞ :¼ inf
B
Gl for l40:
If A and B link each other, then, for almost all l40; Gl has two bounded Palais–
Smale sequences, which can yield two different critical points of Gl: For this
purpose, we will use the monotonicity method: Gl is differentiable with respect to
almost all l since it is monotonic with respect to the parameter. For Mountain Pass
Type linking, this method was ﬁrst used in [J1] where the author considered the
positive solution of the Landesman–Lazer-type problem which enjoys a mountain
pass geometry and only one bounded Palais–Smale sequences was obtained (see also
[J2,JT]). More earlier the method was used by Struwe in [St1,St2] for minimization
problems. More recently, the method was also applied in [SZ,WZ,Z] for
Hamiltonian systems and Schro¨dinger equations for the existence of one bounded
Palais–Smale sequences.
The novelty of this paper is that we shall show the existence of two bounded
Palais–Smale sequences from the double linking which yield either two critical
points with different critical values or two critical points in A and B
separately.
The abstract result will be used to study the eigenvalue problems and jumping
nonlinearities problems of semilinear partial differential equations. We obtain
inﬁnitely many solutions for the eigenvalue problems without any symmetry. We
also establish an existence theorem if the problem is resonant with respect to Fucˇı´k
spectrum. Compared with other results on this component, our assumptions are
quite weak, and more information is obtained.
The paper is arranged as follows. In Section 2, we establish some abstract results.
In Section 3, we consider some applications.
2. Pairs of bounded (PS)-sequences of double linking
Let E be a reﬂexive Banach space with norm jj  jj; and let A; B be two closed
subsets of E: Suppose that GAC1ðE;RÞ is of the form: GðuÞ :¼ IðuÞ 	 JðuÞ; uAE;
where I ; JAC1ðE;RÞ map bounded sets to bounded sets. Deﬁne
GlðuÞ ¼ lIðuÞ 	 JðuÞ; lAL;
where L is an open interval contained in ð0;þNÞ: Assume that one of the following
alternatives holds.
ðH1Þ IðuÞX0 for all uAE and either IðuÞ-N or jJðuÞj-N as jjujj-N:
ðH2Þ IðuÞp0 for all uAE and either IðuÞ-	N or jJðuÞj-N as jjujj-N:
Furthermore, we suppose that
ðH3Þ a0ðlÞ :¼ supA Glpb0ðlÞ :¼ infB Gl; for any lAL:
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Theorem 2.1. Assume that ðH1Þ (or ðH2Þ) and ðH3Þ hold.
(1) If A links B and A is bounded, then for almost all lAL there exists ukðlÞAE such
that supk jjukðlÞjjoN; G0lðukðlÞÞ-0 and
GlðukðlÞÞ-aðlÞ :¼ inf
GAF
sup
sA½0;1;uAA
GlðGðs; uÞÞ; k-N:
Furthermore, if aðlÞ ¼ b0ðlÞ; then distðukðlÞ; BÞ-0; k-N:
(2) If B links A and B is bounded, then for almost all lAL there exists vkðlÞAE such
that supk jjvkðlÞjjoN; G0lðvkðlÞÞ-0 and
GlðvkðlÞÞ-bðlÞ :¼ sup
GAF
inf
sA½0;1;vAB
GlðGðs; vÞÞ; k-N:
Furthermore, if a0ðlÞ ¼ bðlÞ; then distðvkðlÞ; AÞ-0; k-N:
Proof. (1) First, we prove conclusion (1) with the ﬁrst alternative ðH1Þ:
Evidently, aðlÞXb0ðlÞ since A links B: By ðH1Þ; the map l/aðlÞ is
nondecreasing. Hence, a0ðlÞ :¼ daðlÞ
dl exists for almost every lAL: From now on, we
consider those l where a0ðlÞ exists. For ﬁxed lAL; let lnAðl; 2lÞ-L; ln-l as
n-N; then there exists %nðlÞ such that
a0ðlÞ 	 1paðlnÞ 	 aðlÞ
ln 	 l pa
0ðlÞ þ 1; for nX %nðlÞ: ð2:1Þ
We will prove the theorem step by step.
Step 1: Following [J1], we show that here exist GnAF; k0 :¼ k0ðlÞ40 such that
jjGnðs; uÞjjpk0 whenever GlðGnðs; uÞÞXaðlÞ 	 ðln 	 lÞ:
In fact, by the deﬁnition of aðlnÞ; there exists GnAF such that
sup
sA½0;1;uAA
GlðGnðs; uÞÞp sup
sA½0;1;uAA
GlnðGnðs; uÞÞpaðlnÞ þ ðln 	 lÞ: ð2:2Þ
If GlðGnðs; uÞÞXaðlÞ 	 ðln 	 lÞ for some uAA; sA½0; 1; then by (2.1) and (2.2), we
have that
IðGnðs; uÞÞ ¼GlnðGnðs; uÞÞ 	 GlðGnðs; uÞÞln 	 l
p aðlnÞ þ ðln 	 lÞ 	 aðlÞ þ ðln 	 lÞ
ln 	 l
p a0ðlÞ þ 3; ð2:3Þ
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and it follows that
JðGnðs; uÞÞ ¼ lnIðGnðs; uÞÞ 	 GlnðGnðs; uÞÞ
p lnða0ðlÞ þ 3Þ 	 GlðGnðs; uÞÞ
p lnða0ðlÞ þ 3Þ 	 aðlÞ þ ðln 	 lÞ
p 2lða0ðlÞ þ 3Þ 	 aðlÞ þ l: ð2:4Þ
On the other hand, by ðH1Þ; (2.1) and (2.2),
JðGnðs; uÞÞ ¼ lnIðGnðs; uÞÞ 	 GlnðGnðs; uÞÞ
X 	 GlnðGnðs; uÞÞ
X 	 ðaðlnÞ þ ðln 	 lÞÞ
X 	 ðaðlÞ þ ðln 	 lÞða0ðlÞ þ 2ÞÞ
X 	 aðlÞ 	 lja0ðlÞ þ 2j: ð2:5Þ
Combining (2.3)–(2.5) and ðH1Þ; we see that there exists k0ðlÞ :¼ k0 (depending only
on l) such that jjGnðs; uÞjjpk0:
Step 2: By the choice of Gn and (2.1), we see that
GlðGnðs; uÞÞpGlnðGnðs; uÞÞ
p sup
sA½0;1;uAA
GlnðGnðs; uÞÞ
p aðlnÞ þ ðln 	 lÞ
p ða0ðlÞ þ 1Þðln 	 lÞ þ aðlÞ þ ðln 	 lÞ
p aðlÞ þ ða0ðlÞ þ 2Þðln 	 lÞ ð2:6Þ
for all ðs; uÞA½0; 1  A:
Step 3: Next, we consider the case of aðlÞ4b0ðlÞ: For eAð0; ðaðlÞ 	 b0ðlÞÞ=3Þ; we
deﬁne
QeðlÞ :¼ fuAE : jjujjpk0 þ 1; jGlðuÞ 	 aðlÞjpeg: ð2:7Þ
Then we claim that QeðlÞa| and that inffjjG0lðuÞjj : uAQeðlÞg ¼ 0 for e small
enough.
Let n be large enough so that ða0ðlÞ þ 2Þðln 	 lÞoe; ln 	 lpe: Then by (2.6),
GlðGnðs; uÞÞpaðlÞ þ e for all ðs; uÞA½0; 1  A: If there exists ðs0; u0ÞA½0; 1  A
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such that
GlðGnðs0; u0ÞÞXaðlÞ 	 ðln 	 lÞXaðlÞ 	 e;
then by Step 1, jjGnðs0; u0Þjjpk0ðlÞ: It follows that Gnðs0; u0ÞAQeðlÞ: On the other
hand, by the deﬁnition of aðlÞ; we see that the case of GlðGnðs; uÞÞoaðlÞ 	 ðln 	 lÞ
for all ðs; uÞA½0; 1  A cannot occur. Therefore, QeðlÞa|:
Next, we want to prove that
inffjjG0lðuÞjj : uAQeðlÞg ¼ 0 ð2:8Þ
for eAð0; ðaðlÞ 	 b0ðlÞÞ=3Þ small enough. By negation, we assume that there exists
e0Að0; ðaðlÞ 	 b0ðlÞÞ=3Þ such that jjG0lðuÞjjX3e0 for all uAQe0ðlÞ: As before, we take
n so large that ða0ðlÞ þ 2Þðln 	 lÞpe0; ln 	 lpe0: Deﬁne
Qe0ðlÞ :¼ fuAE : jjujjpk0 þ 1; aðlÞ 	 ðln 	 lÞpGlðuÞpaðlÞ þ e0g: ð2:9Þ
Then Qe0ðlÞCQe0ðlÞ: Similar reasoning shows that Qe0ðlÞa|: By standard
arguments (cf., e.g., [KS,S4,S8,SZ,T,W]), we may construct a locally Lipschitz
continuous map Yl of E such that
* jjYlðuÞjjp1; 8uAE;
* ðG0lðuÞ; YlðuÞÞX2e0; 8uAQe0ðlÞ;
* ðG0lðuÞ; YlðuÞÞX0; 8uAE;
Consider the initial boundary value problem:
dZðt; uÞ
dt
¼ 	YlðZðt; uÞÞ; Zð0; uÞ ¼ u:
By a well-known existence theorem for ordinary differential equation in a Banach
space, there exists a unique continuous solution Zðt; uÞ such that GlðZðt; uÞÞ is
nonincreasing in t: Deﬁne
*Gðs; uÞ :¼ Zð2s; uÞ 0psp1=2;
Zð1;Gnð2s 	 1; uÞÞ 1=2psp1:

Then it is easy to check that *GAF: We want to prove that
Glð *Gðs; uÞÞpaðlÞ 	 ðln 	 lÞ; 8ðs; uÞA½0; 1  A; ð2:10Þ
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which provides the desired contradiction. Choose any uAA: If 0psp1=2; by ðH3),
we get that
Glð *Gðs; uÞÞ ¼GlðZð2s; uÞÞ
pGlðuÞ
p a0ðlÞ
p b0ðlÞ
p aðlÞ 	 3e0
p aðlÞ 	 ðln 	 lÞ: ð2:11Þ
If 1=2psp1; then *Gðs; uÞ ¼ Zð1;Gnð2s 	 1; uÞÞ: If GlðGnð2s 	 1; uÞÞoaðlÞ 	 ðln 	 lÞ
for sA½1=2; 1; then
Glð *Gðs; uÞÞ ¼GlðZð1;Gnð2s 	 1; uÞÞÞ
pGlðZð0;Gnð2s 	 1; uÞÞÞ
o aðlÞ 	 ðln 	 lÞ: ð2:12Þ
If there exists s0A½1=2; 1 such that GlðGnð2s0 	 1; uÞÞXaðlÞ 	 ðln 	 lÞ; then by Step
1, jjGnð2s0 	 1; uÞjjpk0: Recalling (2.6), we see that Gnð2s0 	 1; uÞAQe0ðlÞ (cf. (2.9)).
Since
jjZðt;Gnð2s0 	 1; uÞÞ 	 Gnð2s0 	 1; uÞjj
¼
Z t
0
dZðs;Gnð2s0 	 1; uÞÞ
ds
ds




pt;
it follows that
jjZðt;Gnð2s0 	 1; uÞÞjjpjjGnð2s0 	 1; uÞjj þ tpk0 þ 1; for all tA½0; 1: ð2:13Þ
We obtain
Glð *Gðs0; uÞÞ ¼ GlðZð1;Gnð2s0 	 1; uÞÞoaðlÞ 	 ðln 	 lÞ ð2:14Þ
if
GlðZðt0;Gnð2s0 	 1; uÞÞÞoaðlÞ 	 ðln 	 lÞ for some t0A½0; 1:
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Otherwise, by (2.6), we see that
aðlÞ 	 ðln 	 lÞpGlðZð1;Gnð2s0 	 1; uÞÞÞ
pGlðZðt;Gnð2s0 	 1; uÞÞÞ
pGlðGnð2s0 	 1; uÞÞ
p aðlÞ þ e0 ð2:15Þ
for all tA½0; 1: Thus, (2.13) and (2.15) imply that Zðt;Gnð2s0 	 1; uÞÞAQe0ðlÞ for all
tA½0; 1: Since ðG0lðuÞ; YlðuÞÞX2e0 on Qe0ðlÞ; we have
GlðZðt;Gnð2s0 	 1; uÞÞÞ 	 GlðGnð2s0 	 1; uÞÞ
¼
Z t
0
dGlðZðs;Gnð2s0 	 1; uÞÞÞ
ds
ds
p
Z t
0
	ðG0lðZðs;Gnð2s0 	 1; uÞÞÞ; YlðZðs;Gnð2s0 	 1; uÞÞÞÞ ds
p	 2te0:
Therefore,
Glð *Gðs0; uÞÞ ¼GlðZð1;Gnð2s0 	 1; uÞÞÞ
pGlðGnð2s0 	 1; uÞÞ 	 2e0
p aðlÞ 	 ðln 	 lÞ: ð2:16Þ
Combining (2.11), (2.12), (2.14) and (2.16), we get
Glð *Gðs; uÞÞpaðlÞ 	 ðln 	 lÞ; 8ðs; uÞA½0; 1  A;
which contradicts the deﬁnition of aðlÞ: This implies that (2.8) holds in the case of
aðlÞ4b0ðlÞ: Evidently, (2.8) yields the conclusion (1) of this theorem.
Step 4: We prove that conclusion (1) of Theorem 2.1 is still true in case of
aðlÞ ¼ b0ðlÞ:
Since A is bounded, dA :¼ maxfjjujj : uAAgoN: For e40; T40; we deﬁne
%Qðe; T ; lÞ :¼ fuAE : jjujjpk0ðlÞ þ 4þ dA; jGlðuÞ 	 aðlÞjp3e; dðu; BÞp4Tg: ð2:17Þ
We claim that %Qðe; T ; lÞa|: By (2.6), we choose n large enough such that
sup
sA½0;1;uAA
GlðGnðs; uÞÞp sup
sA½0;1;uAA
GlnðGnðs; uÞÞpaðlÞ þ 3e: ð2:18Þ
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Since A links B; there exists ðs0; u0ÞA½0; 1  A such that Gnðs0; u0ÞAB: Hence
distðGnðs0; u0Þ; BÞ ¼ 0 and
GlðGnðs0; u0ÞÞXb0ðlÞ ¼ inf
B
Gl ¼ aðlÞ4aðlÞ 	 ðln 	 lÞXaðlÞ 	 3e: ð2:19Þ
By Step 1, jjGnðs0; u0Þjjpk0; hence, Gnðs0; u0ÞA %Qðe; T ; lÞ:
Step 5: We prove that
inffjjG0lðuÞjj : uA %Qðe; T ; lÞg ¼ 0 for e; T small enough: ð2:20Þ
If not, there exists d40; e140; T1Að0; 1Þ such that
jjG0lðuÞjjX3d for uA %Qðe1; T1; lÞ: ð2:21Þ
Deﬁne
%Qðe1; T1; lÞ :¼fuAE : jjujjpk0 þ 4þ dA;
aðlÞ 	 ðln 	 lÞpGlðuÞpaðlÞ þ 3e1;distðu; BÞp4T1g: ð2:22Þ
By (2.18) and (2.19), %Qðe1; T1; lÞa| and %Qðe1; T1; lÞC %Qðe1; T1; lÞ: Let n be so large
that ðln 	 lÞpe1; ða0ðlÞ þ 2Þðln 	 lÞoe1 and ðln 	 lÞodT1: Similarly, we may
construct a locally Lipschitz continuous map %Yl of E such that
* jj %YlðuÞjjp1; 8uAE;
* ðG0lðuÞ; %YlðuÞÞX2d; 8uA %Qðe1; T1; lÞ;
* ðG0lðuÞ; %YlðuÞÞX0; 8uAE:
Deﬁne
Q1 :¼ fuAE : jjujjpk0 þ 2þ dA; jGlðuÞ 	 aðlÞjp2e1;distðu; BÞp3T1g: ð2:23Þ
As in the proof of Step 4, Q1a| and Q1C %Qðe1; T1; lÞ: Choose a Lipschitz
continuous map g from E into ½0; 1 which equals 1 on Q1 and vanishes outside
%Qðe1; T1; lÞ: Consider the following initial boundary value problem:
dðZ1ðt; uÞÞ
dt
¼ 	gðZ1Þ %YlðZ1Þ; Z1ð0; uÞ ¼ u:
Let Z1ðt; uÞ be the unique continuous solution. Then we have that
dGlðZ1ðt; uÞÞ
dt
p	 2dgðZ1ðt; uÞÞp0: ð2:24Þ
Claim 1. Z1ðt; uÞeB for all sA½0; T1 and uAA:
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For uAA; by (2.24), we have that
GlðZ1ðt; uÞÞpGlðuÞpa0ðlÞpb0ðlÞ ¼ aðlÞ; 8tA½0; T1 ð2:25Þ
and
GlðZ1ðt; uÞÞ ¼GlðuÞ þ
Z t
0
dGlðZ1ðs; uÞÞ
ds
ds
pGlðuÞ 	
Z t
0
2dgðZ1ðs; uÞÞ ds ð2:26Þ
for all tA½0; T1:
If Claim 1 is not true, then there is a t0A½0; T1 such that Z1ðt0; uÞAB:
Then GlðZ1ðt0; uÞÞXaðlÞ ¼ b0ðlÞ ¼ infBGl: By (2.24)–(2.26), we see that
R t0
0
2dg
ðZ1ðs; uÞÞ ds ¼ 0: Hence, gðZ1ðs; uÞÞ ¼ 0 for sA½0; t0; i.e., Z1ðs; uÞeQ1 8sA½0; t0:
Therefore, one of the following three cases occurs:
jjZ1ðs; uÞjj4k0 þ 2þ dA; ð2:27Þ
jGlðZ1ðs; uÞÞ 	 aðlÞj42e1; ð2:28Þ
distðZ1ðs; uÞ; BÞ43T1: ð2:29Þ
If (2.27) holds, since
jjZ1ðs; uÞ 	 Z1ðs0; uÞjjpjs	 s0j; ð2:30Þ
then
jjZ1ðs; uÞjjpjjZ1ð0; uÞjj þ T1pdA þ 1; 8sA½0; t0;
a contradiction.
If (2.28) holds, then GlðZ1ðs; uÞÞoaðlÞ 	 2e1: Hence, Z1ðs; uÞeB: Evidently, (2.29)
implies that Z1ðs; uÞeB: Therefore, Claim 1 is true.
Claim 2. Z1ðT1;Gnð2s 	 1; uÞÞeB; 8uAA; sA½1=2; 1:
For any ﬁxed uAA and sA½1=2; 1; we divide the proof into two cases.
Case 1: If Z1ðs;Gnð2s 	 1; uÞÞAQ1 for all sA½0; T1; by (2.24) and (2.6), we have
that
GlðZ1ðT1;Gnð2s 	 1; uÞÞÞ
¼ GlðGnð2s 	 1; uÞÞ þ
Z T1
0
dGlðZ1ðs;Gnð2s 	 1; uÞÞÞ
ds
ds
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pGlðGnð2s 	 1; uÞÞ 	
Z T1
0
2dgðZ1ðs;Gnð2s 	 1; uÞÞÞ ds
¼ GlðGnð2s 	 1; uÞÞ 	 2dT1
paðlÞ 	 2dT1 þ ða0ðlÞ þ 2Þðln 	 lÞ;
which implies that Z1ðT1;Gnð2s 	 1; uÞÞeB since aðlÞ ¼ b0ðlÞ:
Case 2: If there exists t0A½0; T1 such that Z1ðt0;Gnð2s 	 1; uÞÞeQ1; then one of the
following alternatives holds:
jjZ1ðt0;Gnð2s 	 1; uÞÞjj4k0 þ 2þ dA; ð2:31Þ
jGlðZ1ðt0;Gnð2s 	 1; uÞÞÞ 	 aðlÞj42e1; ð2:32Þ
distðZ1ðt0;Gnð2s 	 1; uÞÞ; BÞ43T1: ð2:33Þ
Assume that (2.31) holds. If Z1ðT1;Gnð2s 	 1; uÞÞAB; then
b0ðlÞ ¼ aðlÞpGlðZ1ðT1;Gnð2s 	 1; uÞÞÞpGlðGnð2s 	 1; uÞÞ:
By Step 1, jjGnð2s 	 1; uÞjjpk0: Furthermore, since
jjZ1ðt0;Gnð2s 	 1; uÞÞ 	 Z1ð0;Gnð2s 	 1; uÞÞjjpt0;
it follows that
jjZ1ðt0;Gnð2s 	 1; uÞÞjjpk0 þ t0pk0 þ 1;
which contradicts (2.31). Hence, Z1ðT1;Gnð2s 	 1; uÞÞeB:
Assume that (2.32) holds. Note, by (2.6), that
GlðZ1ðt0;Gnð2s 	 1; uÞÞÞpGlðZ1ð0;Gnð2s 	 1; uÞÞÞ
¼GlðGnð2s 	 1; uÞÞ
p aðlÞ þ e1:
Therefore, (2.32) implies that
GlðZ1ðT1;Gnð2s 	 1; uÞÞÞpGlðZ1ðt0;Gnð2s 	 1; uÞÞÞpaðlÞ 	 2e1:
It follows that Z1ðT1;Gnð2s 	 1; uÞÞeB since aðlÞ ¼ b0ðlÞ:
Assume (2.33) holds. Note that jjZ1ðt; uÞ 	 Z1ðt0; uÞjjpjt 	 t0j: It therefore follows
that
jjZ1ðt;Gnð2s 	 1; uÞÞ 	 wjjXjjZ1ðt0;Gnð2s 	 1; uÞÞ 	 wjj 	 jt 	 t0j;
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for all wAB; tA½0; T1: Hence, distðZ1ðt;Gnð2s 	 1; uÞÞ; BÞX2T1 for all tA½0; T1: In
particular,
Z1ðT1;Gnð2s 	 1; uÞÞeB:
This completes the proof of Claim 2.
Step 6: In order to get the ﬁnal contradiction, we deﬁne
G1ðs; uÞ :¼
Z1ð2sT1; uÞ; 0psp1=2;
Z1ðT1;Gnð2s 	 1; uÞÞ; 1=2psp1:

Then G1AF: However, by Claims 1 and 2 of Step 5, G

1ðs; AÞ-B ¼ | for all sA½0; 1:
We get the ﬁnal contradiction.
Now, we consider conclusion (1) with the second alternative ðH2Þ:
For this case, the map l/aðlÞ is nonincreasing and a0ðlÞ ¼ daðlÞ
dl exists for almost
all l40: Therefore, we consider those l where a0ðlÞ exists. We choose lnAð0; lÞ-L
and ln-l as n-N: Then (2.1) is still true for n large enough. We may also prove
that there exist GnAF; k0 ¼ k0ðlÞ40 such that
jjGnðs; uÞjjpk0; if GlðGnðs; uÞÞXaðlÞ 	 ðl	 lnÞ: ð2:34Þ
In fact, by the deﬁnition of aðlnÞ; there exists GnAF such that
sup
sA½0;1;uAA
GlðGnðs; uÞÞp sup
sA½0;1;uAA
GlnðGnðs; uÞÞ
p aðlnÞ þ ðl	 lnÞ
p aðlÞ þ ða0ðlÞ 	 2Þðln 	 lÞ: ð2:35Þ
If GlðGnðs; uÞÞXaðlÞ 	 ðl	 lnÞ; then by (2.1), (2.34) and (2.35),
IðGnðs; uÞÞ ¼GlnðGnðs; uÞÞ 	 GlðGnðs; uÞÞln 	 l
X
aðlnÞ 	 aðlÞ þ 2ðl	 lnÞ
ln 	 l
X a0ðlÞ 	 3: ð2:36Þ
On the other hand, by ðH2Þ; (2.1), (2.35), (2.36),
JðGnðs; uÞÞ ¼ lnIðGnðs; uÞÞ 	 GlnðGnðs; uÞÞ
X 	 lja0ðlÞ 	 3j 	 l	 aðlnÞ
X 	 lja0ðlÞ 	 3j 	 l	 lja0ðlÞ 	 1j 	 aðlÞ ð2:37Þ
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and
JðGnðs; uÞÞp	 GlnðGnðs; uÞÞp	 GlðGnðs; uÞÞp	 aðlÞ þ l: ð2:38Þ
Hence, (2.36)–(2.38) imply that jjGnðs; uÞjjpk0 ¼ k0ðlÞ; a constant depending only
on l: The rest is quite similar to the ﬁrst case under assumption ðH1Þ; we omit the
details.
Finally, conclusion (2) can be proved immediately by interchanging A and B;
replacing Gl by 	Gl and using conclusion (1). &
As an immediate consequence, we have
Theorem 2.2. Suppose that ðH1Þ (or ðH2Þ) and ðH3Þ hold and that A; B are bounded
sets which link each other. If, for all lAL; any bounded (PS)-sequence of Gl
(i.e., G0lðukÞ-0 and fjGlðukÞjg; fjjukjjg are bounded) possesses a convergent
subsequence, then for almost all lAL; Gl has two different critical points ul and vl
satisfying
GlðulÞ ¼ aðlÞ; G0lðulÞ ¼ 0; GlðvlÞ ¼ bðlÞ; G0lðvlÞ ¼ 0:
Particularly, if aðlÞ ¼ bðlÞ; then ulAB; vlAA:
3. Applications
3.1. Eigenvalue problem
Let OCRN be a bounded smooth domain and let AXl140 be a self-adjoint
operator on L2ðOÞ with compact resolvent and eigenvalues: 0ol1o?oljo?: We
assume that CN0 ðOÞCD :¼ DðA1=2ÞCHmðOÞ for some m40 (m need not be an
integer). Let q be a number satisfying 2pqo2m=ðN 	 2mÞ; No2m;
2pqoN; 2mpN; and let f ðx; tÞ be a Carathe´odory function on O R: Suppose
that
ðb1Þ jf ðx; tÞjpV0ðxÞqjtjq	1 þ V0ðxÞV1ðxÞ; where V0ALqðOÞ; V1ALq0 ðOÞ and multi-
plication by V0 is a compact operator from D to L
qðOÞ:
ðb2Þ ll	1t2 	 W0ðxÞp2Fðx; tÞpnt2 þ jVðxÞjpjtjp þ W1ðxÞ;
ll t2 	 W2ðxÞp2Fðx; tÞ;
for all ðx; tÞAO R; where noll ; p42; Fðx; tÞ ¼
R t
0 f ðx; sÞ ds; Bj :¼R
O WjðxÞ dxoN; j ¼ 0; 1 and jjVujjpppC0jjA1=2ujjp for all uAD: Here and in
the sequel, jj  jjs denotes the usual norm of LsðOÞ for s41:
ðb3Þ B0 þ B1o 1	 2p
 
1	 nll
 p=ðp	2Þ
2
pC0
 2=ðp	2Þ
:
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The main result of this section is
Theorem 3.1. Assume that ðb1Þ2ðb3Þ hold. Then there exists an e040 such that, for
almost all bA½1; 1þ e0; the following equation
Au ¼ bf ðx; uÞ ð3:1Þ
has two solutions. Particularly, eigenvalue problem (3.1) has infinitely many solutions.
Remark 3.1. A similar problem had been considered in [S5,ST]. In [S5], one solution
was obtained for b ¼ 1 if, in addition, the following stronger condition ðb4Þ holds:
ðb4Þ For some m42 the function
Hmðx; tÞ :¼ mFðx; tÞ 	 tf ðx; tÞ
satisﬁes
Hmðx; tÞpV2ðxÞ2t2sðtÞ þ W3ðxÞ; ðx; tÞAO R;
where multiplication by V2 is bounded from D to L
2ðOÞ; W3AL1ðOÞ and sðtÞ is
a continuous function such that sðtÞ-0 as jtj-N:
In [ST], in addition to ðb1Þ–ðb3Þ; the authors imposed the following further
assumption:
(i) n2t2 	 W2ðxÞp2Fðx; tÞ;
(ii) Hmðx; tÞpV3ðxÞrjtjr þ W3ðxÞ;
where llon2; 1pro2; multiplication by V3 is bounded from D to LrðOÞ and
W3ðxÞAL1ðOÞ: Then, two solutions were obtained for (3.1) with b ¼ 1:
Remark 3.2. Eigenvalue problem (3.1) was also studied in [S7]. Under other
assumptions, the author established some alternative theorems: either (a) there is an
inﬁnite number of solutions of (3.1) or (b) there are two solutions of (3.1). However,
one cannot claim the existence of inﬁnitely many solutions. Under different
assumptions, the eigenvalue problem (3.1) was studied in [S1, p. 230]. There it was
shown that (3.1) has at least two nontrivial solutions for each b in some interval.
Proof of Theorem 3.1. Under hypothesis ðb1Þ; the functional deﬁned by GlðuÞ :¼
laðuÞ 	 2 RO Fðx; uÞ dx is in C1ðD;RÞ; and the Fre´chet derivative on D is given by
ðG0lðuÞ; vÞ ¼ 2laðu; vÞ 	 2ð f ð; uÞ; vÞ;
where aðu; vÞ ¼ ðAu; vÞ; aðuÞ ¼ aðu; uÞ :¼ jjujj2 for all ðu; vÞAD  D: Let N be the
subspace spanned by the eigenfunctions corresponding to the eigenvalues:
l1;y; ll	1 and M :¼ N>-D be the orthogonal complement of N on D: Choose
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e140 small enough such that
B0 þ B1o 1	 2
p
 
1	 e1 	 nll
 p=ðp	2Þ
2
pC0
 2=ðp	2Þ
:¼ m:
For wAM with jjwjj ¼ d; where dp	2 ¼ 2 1	 e1 	 nll
 
=ðpC0Þ; then
GlðwÞX laðwÞ 	 njjwjj22 	 jjVwjjpp 	 B1
X l	 n
ll
 
jjwjj2 	 C0jjwjjp 	 B1
Xm 	 B1
for lX1	 e1: Evidently, GlðvÞpB0 for all vAN and lp1: Let N1 :¼
N"fsw0 : sARg; where w0 is an eigenfunction corresponding to the eigenvalue
ll ; jjw0jj ¼ 1: For any eAð1	 e1; 1Þ and vAN1;
GlðvÞ ¼ lðAv; vÞ 	 ll jjvjj22 þ B2
p lll jjvjj22 	 ll jjvjj22 þ B2
¼ðe	 1Þll jjvjj22 þ B2
pB0
uniformly for lAð1	 e1; eÞ for jjvjj large enough. Therefore, by Theorems 2.1 and
2.2, for almost all lA½1	 e1; eÞ; there exist ulavl such that G0lðulÞ ¼ 0; G0lðvlÞ ¼ 0;
which implies the conclusions of the theorem since e is arbitrary. &
3.2. Jumping nonlinearities
We consider the following semilinear elliptic boundary value problem of the form
	Du ¼ f ðx; uÞ in O;
u ¼ 0 on @O;

ð3:2Þ
where OCRN is a bounded domain with smooth boundary @O; and f ðx; tÞ is a
Carathe´odory function on %O R such that
f ðx; tÞ=t-a a:e: xAO as t-	N;
f ðx; tÞ=t-b a:e: xAO as t-N:

ð3:3Þ
The existence of solutions of (3.2) is closely related to the equation
	Du ¼ buþ 	 au	; where u7 ¼ maxf7u; 0g: ð3:4Þ
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We call the set
S :¼ fða; bÞAR2 : 	 Du ¼ buþ 	 au	 has nontrivial solutionsg
the Fucˇı´k spectrum of 	D (cf. [F,S6]). No complete description of S has been found.
If
0ol1o?olko?
are the distinct Dirichlet eigenvalues of 	D on O; it was shown in [S6] that in the
square ðll	1; llþ1Þ2 there are decreasing curves Cl1; Cl2 (which may or may not
coincide) passing through the point ðll ; llÞ such that all points above or below both
curves in the square (the so-called type (I) region) are not in S; while points on
the curves are in S: Usually, the status of points between the curves (referred to as
type (II) region, if the curves do not coincide) is unknown. However, it was shown
in [GK1,S9] that when l is a simple eigenvalue, points of type (II) region are not
in S: On the other hand, the authors of [MM] have shown that there are
boundary value problems for which many curves in S emanate from a point
ðll ; llÞ when ll is a multiple eigenvalue. Certainly, these curves are contained in
region (II).
When ða; bÞAðll	1; llþ1Þ2; the following four cases have been studied:
(i) ða; bÞAðll	1; llþ1Þ2; ða; bÞA region of type (I) (nonresonant case) (see e.g.
[D1,D2,PS3,PS4,S6]);
(ii) ða; bÞAðll	1; llþ1Þ2; ða; bÞA region of type (II), ða; bÞeS (nonresonant case) (cf.
[D1,D2,PS1,PS3,S2]);
(iii) ða; bÞAðll	1; llþ1Þ2; ða; bÞAðCl1,Cl2ÞCS (resonant case) (cf. [PS2,S3]);
(iv) ða; bÞAðll	1; llþ1Þ2; ða; bÞAS-ðregion of type ðIIÞÞ (resonant case) (cf. [PS2]).
Only one solution was obtained in the papers mentioned above.
In the present paper, ða; bÞ is allowed to be the point outside the square ðll	1; llþ1Þ2
or inside region (II) between the curves Cl1 and Cl2 when they do not coincide, such
point may or may not belong to S: We prove a existence result of multiple solutions.
To the best of our knowledge, very little is known for these cases.
Let H10 ðOÞ be the usual Sobolev space with norm jj  jj and let Ek denote the
subspace of eigenfunctions corresponding to lk; which is contained in LNðOÞ (i.e.,
all of the eigenfunctions corresponding to lk are bounded). Set Nk ¼ E1"?"Ek;
then there exists a constant Ck40 such that
jjujjN ¼ max
xA %O
juðxÞjpCkjjujj; 8uANk	1: ð3:5Þ
Inspired by Ca´c [C], Schechter [S6] and Liu-Li [LL], we deﬁne
mk :¼ 1=2 inf
Z
O
ðuþÞ2 dx : uAEk; jjujj ¼ 1
 	
:
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Then evidently, 0omkp1=ð4lkÞ and
mk ¼ 1=2 inf
Z
O
ðu	Þ2 : uAEk; jjujj ¼ 1
 	
; where u7 ¼ maxf7u; 0g:
Set dk :¼ mk2ðmkþC2k jOjþ1=l1Þ
 1=2
and Lk ¼ Lk1,Lk2; where
Lk1 :¼ fða; bÞAR2 : lkoboag
Lk2 :¼ ða; bÞAR2 : lk	1obplkoa; b4lk 1	 ða 	 bÞ
2
mk
 
and

b4
lk	1lk
d2klk þ ð1	 d2kÞlk	1
	
:
Remark 3.3. The points of Lk may belong to the outside of the square ½lk	1; lkþ12;
may belong to the inside of type (II) region of the square ½lk; lkþ22 or may belong to
the curves Ckþ1;1 and Ckþ1;2 which pass through the point ðlkþ1; lkþ1Þ:
Considering (3.3), we deﬁne
r1 :¼ sup
xA %O; jtjX4
2Fðx; tÞ
t2
: ð3:6Þ
For b0Aðlk	1; lkÞ; we choose lAN such that
ll4
10lkð2r1 þ lkÞ
lk	1
þ 32l
2
k
lk 	 b0
: ð3:7Þ
Then by (3.5), there exists Cl40 such that jjujjNpCl jjujj for all uANl	1:
We make the following assumptions:
ðe1Þ ða; bÞALk:
ðe2Þ 2Fðx; tÞXlk	1t2; 8ðx; tÞAO R:
ðe3Þ 2Fðx; tÞpb0t2 þ V ðxÞ for jtjp4; xAO; where VðxÞX0 in O; V AL1ðOÞ;R
O V
ðxÞ dxplk	1ðlk	b0Þ
4l2kC
2
l
:
Remark 3.4. Hypothesis ðe3Þ is a local condition. In fact, we may restate it in any
ball centred at zero.
Now the main result is the following
Theorem 3.2. Assume that ðe1Þ–ðe3Þ hold; f ðx; 0Þc0: Then for almost all
lA 1; 2ðlkþb0Þ
3b0þlk
h i
; the following equation has two nontrivial solutions:
	Du ¼ lf ðx; uÞ in O; u ¼ 0 on @O: ð3:8Þ
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Particularly, eigenvalue problem (3.8) has infinitely many solutions. If, in addition,
ðe4Þ 2Fðx; tÞ 	 f ðx; tÞt-7N; uniformly for xAO as jtj-N;
then equation
	Du ¼ f ðx; uÞ in O; u ¼ 0 on @O ð3:9Þ
has two nontrivial solutions.
Remark 3.5. It seems that there is no multiple solutions obtained for resonant cases
(cf. [PS2,S3]). In [C], two nontrivial solutions were discussed if ða; bÞeS: It was
assumed that f ðx; tÞ ¼ f ðtÞ satisﬁes
ð f ðsÞ 	 f ðtÞÞ=ðs 	 tÞXc4lk	1 or ð f ðsÞ 	 f ðtÞÞ=ðs 	 tÞpcolkþ1
for all sat: Some other stronger conditions were imposed.
To prove the above theorem, we need some lemmas.
Lemma 3.1. Let u ¼ u	 þ u0ANk with u	ANk	1; u0AEk: If jjujj ¼ 1; jju	jjpdk; then
jjuþjj22Xmk=2; jju	jj22Xmk=2; where u7 ¼ maxf7u; 0g:
Proof. Since jjujj ¼ 1 and jju	jjp
ﬃﬃ
2
p
2
; jju0jj40: Therefore,
2mkð1	 jju	jj2Þp
Z
O
ðuþ0 Þ2 dx
and Z
O
ðuþ0 Þ2 dx ¼
Z
u040
ðu0Þ2 dx
p 2
Z
u040
u2 dx þ 2
Z
O
u2	 dx
p 2
Z
uþCk jju	jj40
u2 dx þ 2
l1
jju	jj2
p 2
Z
O
ðuþÞ2 dx þ 2C2k jju	jj2jOj þ
2
l1
jju	jj2
p 2
Z
O
ðuþÞ2 dx þ 2C2kd2k jOj þ
2
l1
d2k ;
and consequently, Z
O
ðuþÞ2 dxXmk
2
:
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Similarly, Z
O
ðu	Þ2 dxXmk
2
: &
As usual, we seek for solutions of Eqs. (3.8) and (3.9) as critical points of the C1
functional Gl deﬁned by
GlðuÞ ¼ ljjujj2 	 ajju	jj22 	 bjjuþjj22 	 2
Z
O
Pðx; uÞ dx; uAH10 ðOÞ; l40;
where Pðx; uÞ :¼ R u0 pðx; tÞ dt; pðx; tÞ ¼ f ðx; tÞ 	 ðbtþ 	 at	Þ; t7 ¼ maxf7t; 0g:
Lemma 3.2. Let ða; bÞALk; then GlðuÞ-	N uniformly for lAð0; 1 as
jjujj-N; uANk:
Proof. First, we consider the case of ða; bÞALk2: For u ¼ u	 þ u0ANk with
u	ANk	1; u0AEk; we have that
GlðuÞ ¼ ljjujj2 	 ajju	jj22 	 bjjuþjj22 	 2
Z
O
Pðx; uÞ dx
p jjujj2 	 ða 	 bÞjju	jj22 	 bjjujj22 	 2
Z
O
Pðx; uÞ dx
p 1	 b
lk	1
 
jju	jj2 þ 1	 blk
 
jju0jj2
	 ða 	 bÞjju	jj22 	 2
Z
O
Pðx; uÞ dx
¼ 1	 b
lk	1
 
jjujj2 þ b 1
lk	1
	 1
lk
 
jju0jj2
	 ða 	 bÞjju	jj22 	 2
Z
O
Pðx; uÞ dx
p jjujj2 1	 b
lk	1
 
þ b 1
lk	1
	 1
lk
  
	 ða 	 bÞjju
	jj22
jjujj2
!
	 2
Z
O
Pðx; uÞ dx:
If jju	jjjjujjpdk; then by Lemma 3.1, u
	
jjujj
  2
2
Xmk
2
: It follows that
GlðuÞp jjujj2 1	 blk 	
ða 	 bÞ
8lk
 
	 2
Z
O
Pðx; uÞ dx
p 	 e1jjujj2 	 2
Z
O
Pðx; uÞ dx; ð3:10Þ
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where e1 :¼ 	 1	 blk 	
ða	bÞ
2
mk
 
40:
If jju	jjjjujj4dk; then jju0jj2pð1	 d2kÞjjujj2; and
GlðuÞp 1	 blk	1
 
jju	jj2 þ 1	 blk
 
jju0jj2 	 2
Z
O
Pðx; uÞ dx
p 1	 b
lk	1
 
d2k jjujj2 þ 1	
b
lk
 
ð1	 d2kÞjjujj2 	 2
Z
O
Pðx; uÞ dx
¼ jjujj2 1	 d2k
b
lk	1
	 ð1	 d2kÞ
b
lk
 
	 2
Z
O
Pðx; uÞ dx
¼ 	 e2jjujj2 	 2
Z
O
Pðx; uÞ dx; ð3:11Þ
where e2 :¼ d2k blk	1 þ ð1	 d2kÞ blk 	 140: Combining (3.10) and (3.11), we see that
there exists e40 (independent of l) such that
GlðuÞp	 ejjujj2 	 2
Z
O
Pðx; uÞ dx; 8uANk: ð3:12Þ
Evidently, (3.10) holds true if ða; bÞALk1:
Note that limjtj-N
pðx;tÞ
t
¼ 0: By (3.12), we obtain lim supjjujj-N GlðuÞjjujj2p	 e
uniformly for lAð0; 1Þ; which implies the conclusion of Lemma 3.2. &
Lemma 3.3. GlðuÞp0 for all uANk	1; lAð0; 1:
Proof. This is an immediate consequence of condition ðe2Þ: &
Lemma 3.4. Under the assumptions of Theorem 3.2, there exist r040; c040 such that
GlðuÞXc0 for jjujj ¼ r0; uAN>k	1;
where lA 3b0þlk
2ðlkþb0Þ; 1
 i
:
Proof. By the deﬁnition of r1 of (3.6), we see that
2Fðx; tÞpr1t2; for jtj44; xAO:
Moreover, condition ðe1Þ implies that r14lk: Choose r2 :¼ 2r1 þ lk; then by a simple
computation,
2Fðx; tÞpr2t2 	 8ðr2 	 b0Þ for jtj44; xAO: ð3:13Þ
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For any uAN>k	1; we write u ¼ v þ w with vAEk"Ekþ1"?"El	1 and wAN>l	1:
Let
a1 :¼ ðll þ r2Þl	 2r2
8
w2 þ lðlk 	 b0Þ
4
v2 	 lb0vw:
If
lðlk 	 b0Þ
4
jvj 	 lb0jwjX0;
then
a1X
ðll þ r2Þl	 2r2
8
w2 þ lðlk 	 b0Þ
4
jvj 	 lb0jwj
 
jvjX0: ð3:14Þ
If
lðlk 	 b0Þ
4
jvj 	 lb0jwjp0; ð3:15Þ
by the choice of l and ll (cf. (3.7)), we have that
ðll þ r2Þl	 2r2
8
4
4l2b20
lðlk 	 b0Þ
: ð3:16Þ
It follows by (3.15)–(3.16) that
a1X
ðll þ r2Þl	 2r2
8
	 4l
2b20
lðlk 	 b0Þ
 
w2 þ lðlk 	 b0Þ
4
v2X0: ð3:17Þ
Let
a2 :¼ ðll þ r2Þl	 2r2
8
w2 	 r2 	 lb0
2
v2 	 ðr2 	 lb0Þvw þ 4ðr2 	 b0Þ: ð3:18Þ
Then
a2X
ðll þ r2Þl	 2r2
8
w2 	 jr2 	 lb0jðjvj þ jwjÞjvj þ 4ðr2 	 b0Þ :¼ a02:
It is easy to check that a02X0 whenever
jjvjjNpmin 1;
4ðr2 	 b0Þ
2jr2 	 lb0j
;
ðll þ r2Þl	 2r2
8jr2 	 lb0j
 	
¼ 1:
Let
a3 :¼ ðr2 þ llÞl
4
w2 þ ðlk þ b0Þl
4
v2 	 Fðx; v þ wÞ:
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If jv þ wj44; then by (3.13), (3.14), (3.17), (3.18), we get that
a3X
ðll þ r2Þl	 2r2
4
w2 þ ðlk þ b0Þl	 2r2
4
v2 	 r2vw þ 4ðr2 	 b0Þ
 
¼ a1 þ a2
X 0 ð3:19Þ
for jjvjjNp1:
If jv þ wjp4; then by condition ðe3Þ; we have that
a3X
ðr2 þ llÞl
4
w2 þ ðlk þ b0Þl
4
v2 	 1
2
b0ðv þ wÞ2 	
1
2
V ðxÞ
X
ðr2 þ llÞl	 2b0
4
w2 þ ðlk þ b0Þl	 2b0
4
v2 	 b0jvwj 	
1
2
V ðxÞ
X
ððr2lþ lll	 2b0Þðlklþ b0l	 2b0ÞÞ1=2
2
	 b0
 !
jvwj 	 1
2
V ðxÞ
X 	 1
2
V ðxÞ: ð3:20Þ
If we choose jjujj :¼ 1=Cl :¼ r0; then jjvjjNpCl jjvjjpCl jjujj ¼ 1: By (3.19)–(3.20)
and ðe3Þ;
GlðuÞ ¼Glðv þ wÞ
¼ ljjvjj2 þ ljjwjj2 	 2
Z
O
Fðx; v þ wÞ dx
X 2
1
4
ljjvjj2 þ 1
4
ljjwjj2 þ 1
4
llkjjvjj22 þ
1
4
lll jjwjj22 	
Z
O
Fðx; uÞ dx
 
X
1
2
l 1	 b0
lk
 
jjvjj2 þ 1
2
l 1	 r2
ll
 
jjwjj2 þ
Z
O
2a3 dx
X
1
2
l 1	 b0
lk
 
jjvjj2 þ 1
2
l 1	 r2
ll
 
jjwjj2 	
Z
O
V ðxÞ dx
X
b0
lk þ b0
min 1	 b0
lk
 
; 1	 r2
ll
  	
jjujj2 	
Z
O
V ðxÞ dx
X
lk	1ðlk 	 b0Þ
4l2kC
2
l
:¼ c0: &
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Proof of Theorem 3.2. By Lemmas 3.2–3.4, there exist R04r040 such that
a0ðlÞ :¼ sup
A
GlðuÞp0plk	1ðlk 	 b0Þ
4l2kC
2
l
pb0ðlÞ :¼ inf
B
GlðuÞ ð3:21Þ
for lA 3b0þlk
2ðlkþb0Þ; 1
 i
; where
A ¼fu ¼ v þ sy0 : vANk	1; sX0; jjujj ¼ R0g,½Nk	1- %BR0 ;
with y0AEk with jjy0jj ¼ 1;
B ¼ fuAN>k	1 : jjujj ¼ r0g:
Theorem 2.2 implies, for almost all lA 3b0þlk
2ðlkþb0Þ; 1
h i
; that there are two different
critical points ul; vl satisfying
G0lðulÞ ¼ 0; GlðulÞ ¼ aðlÞXb0ðlÞX
lk	1ðlk 	 b0Þ
4l2kC
2
l
; ð3:22Þ
G0lðvlÞ ¼ 0; GlðvlÞ ¼ bðlÞpa0ðlÞp0: ð3:23Þ
This is the ﬁrst part of Theorem 3.2. For the second conclusion of the theorem, we
choose ln-1 and un such that GlnðunÞ ¼ aðlnÞ; G0lnðunÞ ¼ 0: Therefore,
aðlnÞ ¼
Z
O
ð f ðx; unÞun 	 2Fðx; unÞÞ dx:
Since Gðs; uÞ :¼ ð1	 sÞuAF and A; B are bounded, by the deﬁnition of aðlnÞ (cf.
Theorem 2.1), aðlnÞ is bounded from below and above by two positive constants
which are independent of ln: Invoking condition ðe4Þ; by standard arguments, we
observe that fjjunjjg is bounded. This yields a critical point u satisfying
G1ðuÞXlk	1ðlk 	 b0Þ
4l2kC
2
l
; G01ðuÞ ¼ 0:
Similarly, by (3.23), we get another critical point v of G1 satisfying
G1ðvÞp0; G01ðvÞ ¼ 0: &
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