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INEQUALITY FOR VOICULESCU’S FREE ENTROPY IN
TERMS OF BROWN MEASURE
PIOTR ´SNIADY
ABSTRACT. We study Voiculescu’s microstate free entropy for a single
non–selfadjoint random variable. The main result is that certain addi-
tional constraints on eigenvalues of microstates do not change the free
entropy. Our tool is the method of random regularization of Brown mea-
sure which was studied recently by Haagerup and the author. As a sim-
ple application we present an upper bound for the free entropy of a single
non–selfadjoint operator in terms of its Brown measure and the second
moment. We furthermore show that this inequality becomes an equality
for a class of DT –operators which was introduced recently by Dykema
and Haagerup.
1. INTRODUCTION
The microstate free entropy χ was introduced by Voiculescu [Voi94] as
a tool for the study of some non–commutative systems. Roughly speaking,
it answers the question how many finite matrices have nearly the same mo-
ments as a given non–commutative random variable. It has turned out to
have very powerful applications (cf. [Ge97, Voi96]), however it is not an
easy object to deal with.
One of the reasons of these difficulties is that currently there are no gen-
eral methods for the computation of the free entropy in concrete cases. Ex-
act formulas were found for the free entropy of a single selfadjoint random
variable, for tuples of free random variables [Voi94] and for R–diagonal
elements [NSS99].
In this article we present a method which hopefully will be useful for
calculating and estimating free entropy in many concrete cases. The main
idea is to change the definition of microstates Γ which approximate a single
non–selfadjoint random variable x in such a way that it does not change the
value of the free entropy χ(x).
The original sets Γ consisted of all matrices which—informally
speaking—had almost the same moments as a given random variable x,
while our new sets Γ˜ will consist of these matrices in Γ which additionally
have similar eigenvalues to the Brown measure of x. In order to show that Γ
1
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and Γ˜ give rise to the same free entropy we use the method of random reg-
ularization of Brown spectral measure which was introduced by Haagerup
[Haa01] and further developed by the author [ ´Sni01].
As an application we present a new upper bound for the free entropy
of a single random variable x in terms of its Brown measure and second
moment. We show also that for a class of DT–operators which was intro-
duced recently by Dykema and Haagerup [DH01] this inequality becomes
equality.
2. PRELIMINARIES
2.1. Non–commutative probability spaces. A non–commutative proba-
bility space is a pair (A, φ), where A is a ⋆–algebra and φ is a normal,
faithful, tracial state on A. Elements of A will be referred to as non–
commutative random variables and state φ as expectation value.
One of the simplest examples is the setMN of all complex–valuedN×N
matrices equipped with a normalized trace tr given by trm = 1
N
Trm,
where m ∈MN and Tr is the usual trace.
2.2. Microstate free entropy. The original definition of Voiculescu’s free
entropy χsa(x1, . . . , xn) allowed to compute the free entropy of a tuple of
non–commutative self–adjoint random variables. The considered in this
article free entropy χ(x) of a non–selfadjoint random variable is connected
with the original definition by
χ(x) = χsa(ℜx,ℑx).
Let x be a non–commutative random variable, ǫ > 0, R > 0 be real
numbers and k > 0 be integer. We define the sets [Voi94, NSS99]
(1) ΓR(x; k,N, ǫ) =
{
m ∈MN : ‖m‖ ≤ R and
| tr(ms1 · · ·msp)− τ(xs1 · · ·xsp)| < ǫ
for all p ≤ k and s1, s2, . . . , sp ∈ {1, ⋆}
}
.
Define next
χR(x; k, ǫ) = lim sup
N→∞
[
1
N2
log vol ΓR(x; k,N, ǫ) + logN
]
,(2)
where vol is a Lebesgue measure on MN as described in (10). Lastly, the
free entropy is defined by
χ(x) = sup
R
inf
k,ǫ
χR(x; k, ǫ).(3)
Since χR(x; k, ǫ) is a decreasing function of k and an increasing function
of ǫ, hence we have the following simple lemma.
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Lemma 1. Let a non–commutative random variable x and a numberR > 0
be given. Then there exists a sequence (ǫN ) of non–negative numbers
and a sequence (kN) of natural numbers such that limN→∞ ǫN = 0,
limN→∞ kN =∞ and
χR(x) ≤ lim sup
N→∞
χR(x; kN , N, ǫN).(4)
2.3. Fuglede–Kadison determinant and Brown measure. Let a non–
commutative probability space (A, φ) be given. For x ∈ A we define its
Fuglede–Kadison determinant ∆(x) by [FK52]
∆(x) = exp [φ(ln |x|)]
and its Brown measure [Bro86] to be the Schwartz distribution on C given
by
µx =
1
2π
(
∂2
∂(ℜλ)2 +
∂2
∂(ℑλ)2
)
ln∆(x− λ).
One can show that in fact µx is a positive probability measure on C.
Lemma 2. The Brown measure of a matrix m ∈ MN with respect to the
state tr is a probability counting measure on the set of eigenvalues of m:
µm =
1
N
N∑
i=1
δλi ,
where λ1, . . . , λN are the eigenvalues of m counted with multiples.
In the following we will be interested in studying the random measure
ω 7→ µA(ω) for a random matrixA ∈MN
(L∞−(Ω)). This random measure
is called the empirical eigenvalues distribution.
2.4. Convergence of ⋆–moments. Let a sequence (AN) of random matri-
ces (where AN ∈ MN
(L∞−(Ω))), a non–commutative probability space
(A, φ) and x ∈ A be given. We say that the sequence AN converges to x
in ⋆–moments almost surely if for every n ∈ N and s1, . . . , sn ∈ {1, ⋆} we
have that
lim
N→∞
trN [A
s1
N · · ·AsnN ] = φ(xs1 · · ·xsn)
holds almost surely.
2.5. Random regularization of Brown measure. We say that a random
matrix
GN = (GN,ij)1≤i,j≤N ∈MN
(L∞−(Ω))
is a standard Gaussian random matrix if(ℜGN,ij)1≤i,j≤N ,
(ℑGN,ij)1≤i,j≤N
are independent Gaussian variables with mean zero and variance 1
2N
.
4 PIOTR ´SNIADY
Theorem 3. Let (AN) be a sequence of random matrices, AN ∈
MN
(L∞−(Ω)), which converges in ⋆–moments to x almost surely.
Let furthermore (GN) be a sequence of independent standard Gaussian
matrices which is independent of (AN). There exists a sequence (tN) of real
numbers such that limN→∞ tN = 0 and such that the sequence of empirical
eigenvalues distributions µAN+tNGN converges weakly to µx almost surely.
There also exists a sequence (BN) of non–random matrices BN ∈ MN
such that limN→∞ ‖BN‖ = 0 and such that the sequence of empirical eigen-
values distributions µAN+BN converges weakly to µx almost surely.
Proof. The first part was was proved in [ ´Sni01].
For the second part of the theorem let us define BN = tNGN(ω). Since
lim supN→∞ ‖GN‖ < ∞ holds almost surely [Gem80], hence so defined
sequence BN fulfills the hypothesis of the theorem almost surely.
3. THE MAIN RESULT: IMPROVED MICROSTATES Γ˜
Let x be a non–commutative random variable, ǫ > 0, R > 0 be real
numbers and k > 0, m > 0 be integers. In the full analogy with (1)—(3)
we define improved microstates Γ˜ and improved free entropy χ˜:
(5) Γ˜R(x; k,N, ǫ, l, θ) =
{
m ∈ ΓR(x; k,N, ǫ) :∣∣∣∣
∫
C
ziz¯jdµm −
∫
C
ziz¯j dµx
∣∣∣∣ < θ for i, j ≤ l
}
,
χ˜R(x; k, ǫ, l, θ) = lim sup
N→∞
[
1
N2
log vol Γ˜R(x; k,N, ǫ, l, θ) + logN
]
,(6)
χ˜(x) = sup
R
inf
k,ǫ,l,θ
χ˜R(x; k, ǫ, l, θ).(7)
Theorem 4. For every non–commutative random variable x we have
χ(x) = χ˜(x).
Proof. Since Γ˜R(x; k,N, ǫ, l, θ) ⊆ ΓR(x; k,N, ǫ) hence χ˜(x) ≤ χ(x) fol-
lows easily.
Let (ǫN) and (kN) be the sequences given by Lemma 1. Let (AN ) be a
sequence of independent random matrices such that the distribution of AN
is the uniform distribution on the set ΓR(x; kN , N, ǫN ) and let (BN ) be the
sequence given by Theorem 3.
Since ‖BN‖ converges to zero, hence there exists R′ > 0, a sequence of
positive numbers (ǫ′N) which converges to zero and a sequence of natural
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numbers (k′N) which diverges to infinity such that
ΓR(x; kN , N, ǫN) +BN ⊆ ΓR′(x; k′N , N, ǫ′N)
holds for every N ∈ N, where ΓR(x; kN , N, ǫN)+BN denotes a translation
of the set ΓR(x; kN , N, ǫN ) by the vector BN .
Since random measures ω 7→ µAN (ω)+BN converge weakly to µx in prob-
ability, hence for any θ > 0 and integer l > 0 we have that
lim
N→∞
P
(
ω : AN(ω) +BN 6∈ Γ˜R′(x; k′N , N, ǫ′N , l, θ)
)
= 0.
Since the Lebesgue measure is translation–invariant, hence for any θ > 0
and integer l > 0 we have
lim sup
N→∞
vol ΓR(x; kN , N, ǫN )
vol Γ˜R′(x; k
′
N , N, ǫ
′
N , l, θ)
≤ 1,
or equivalently
lim sup
N→∞
(
χR(x; kN , N, ǫN)− χ˜R′(x; k′N , N, ǫ′N , l, θ)
) ≤ 0.(8)
For any ǫ > 0 and integer k > 0 there existsN0 such that for any N > N0
we have ǫN < ǫ and kN > k, hence for N > N0
χ˜R′(x; k
′
N , N, ǫ
′
N , l, θ) ≤ χ˜R′(x; k,N, ǫ, l, θ).(9)
Inequalities (4), (8) and (9) combine to give
χ(x) ≤ χ˜(x).
4. APPLICATION: UPPER BOUND FOR FREE ENTROPY
In this section we present a new inequality for the free entropy of a single
non–selfadjoint random variable. The main idea is to write matrices from
microstates Γ˜ in the upper triangular form and then to find constraints on
diagonal and offdiagonal entries.
4.1. Pull–back of the Lebesgue measure on MN . We denote by MdN =
{m ∈MN : mij = 0 if i 6= j} the set of diagonal matrices and by MsutN =
{m ∈ MN : mij = 0 if i ≥ j} the set of all strictly upper triangular
matrices.
We can regard MN and MsutN as real Euclidean spaces with a scalar
product 〈x, y〉 = ℜTrxy⋆ and thus equip them with Lebesgue measures
vol =
∏
1≤i,j≤N
dℜmij dℑmij(10)
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and
volsut =
∏
1≤i<j≤N
dℜmij dℑmij
respectively.
We have a clear isomorphism MdN = {(λ1, . . . , λN) ∈ CN} and we
equip it with a measure
vold =
π
N2−N
2∏
1≤i≤N i!
∏
1≤i<j≤N
|λi − λj |2
∏
1≤i≤N
dℜλi dℑλi.
We also denote by UN the set of unitary N × N matrices equipped with
the Haar measure volU normalized in such a way that it is a probability
measure.
Proposition 5. For every N the measure vold× volsut× volU is a pull–
back of the measure vol with respect to the map
MdN ×MsutN × UN ∋ (d,m, u) 7→ u(d+m)u−1 ∈MN .
Proof. This result is due to Dyson and can be extracted from Appendix A.35
of [Meh91].
4.2. Diagonal entropy χˆd. Let x be a non–commutative random variable.
In the following we define an auxiliary quantity χˆd(ν) which would answer
the question how many diagonal matrices (with respect to the measure vold)
have almost the same Brown measure as x.
ΓˆdR(x;N, l, θ) =
{
m ∈MdN : ‖m‖ ≤ R and∣∣∣∣
∫
C
ziz¯j dµm −
∫
C
ziz¯j dµx
∣∣∣∣ < θ for all i, j ≤ l
}
;
χˆdR(x; l, θ) = lim
N→∞
[
1
N2
log vold ΓˆdR(x; l, θ) +
logN
2
]
,
χˆd(x) = sup
R
inf
l,θ
χˆd(x; l, θ).
Theorem 6. For any non–commutative random variable x we have
χˆd(x) =
∫
C
∫
C
log |z1 − z2| dµx(z1) dµx(z2) + 3
4
+
ln π
2
.
Proof. Proof follows exactly the proof of Proposition 4.5 of [Voi94], but
since we are dealing with measures on C and the original proof concerns
measures on R, we have to replace Lemma 4.3 in [Voi94] by Theorem 2.1
of [Had98].
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4.3. Offdiagonality. If x is a non–commutative random variable we define
its offdiagonality odx by
odx = τ(xx
⋆)−
∫
C
|z|2dµx(z).
This quantity can be regarded as a kind of a non–commutative variance.
Since odx = 0 if and only if x is normal, hence offdiagonality of x can be
also regarded as a kind of a distance of x to normal operators.
For an upper–triangular matrix m ∈ MN(C) (mij = 0 if i > j) its
offdiagonality is equal to the (normalized) sum of squares of the offdiagonal
entries:
odm =
1
N
∑
1≤i<j≤N
|mij |2.
Proposition 7. For any o > 0 we have that
lim
N→∞
[
1
N2
log volsut{m ∈MsutN : odm ≤ o}+
logN
2
]
=
1
2
+
log 2πo
2
.
Proof. It is enough to notice that {m ∈MsutN : trmm⋆ ≤ o} is aN(N−1)–
dimensional ball with radius
√
oN , hence its volume is equal to
π
N(N−1)
2
[
Γ
(
N(N − 1)
2
+ 1
)]−1
(oN)
N(N−1)
2 .
4.4. The main inequality.
Theorem 8. Let x be a non–commutative random variable. Then
χ(x) ≤
∫
C
∫
C
log |z1 − z2| dµx(z1) dµx(z2) + 5
4
+ ln π
√
2 odx.(11)
Proof. Proof is a direct consequence of Theorem 4, Proposition 5, Theorem
6 and Proposition 7.
4.5. Free entropy of DT–operators. For any compactly supported prob-
ability measure ν on C and o ≥ 0 Dykema and Haagerup consider an op-
erator x which is said to be DT (ν, o) [DH01]. This operator is implicitly
defined to be the expected ⋆–moment limit of random matrices
AN = DN +
√
oTN ,(12)
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where DN is a diagonal random matrix with eigenvalues λ1, . . . , λn which
are i.i.d. random variables with distribution given by ν and
TN =


0 g1,2 · · · g1,n−1 g1,n
0 0 · · · g2,n−1 g2,n
.
.
.
.
.
.
.
.
.
.
.
.
0 gn−1,n
0 · · · 0 0

 ,(13)
is an upper–triangular random matrix where (ℜgi,j,ℑgi,j)1≤i<j≤N are i.i.d.
N
(
0, 1
N
)
random variables. We recall that the Brown measure and offdiag-
onality of x are given by µx = ν and odx = o.
Theorem 9. For any compactly supporded probability measure ν on C and
any number o > 0 if x is a DT (ν, o) then the inequality (11) becomes
equality.
Proof. Let us fix R > 0. Similarly as in Lemma 1 let (θN) be a sequence of
non–negative numbers and (lN ) be a sequence of natural numbers such that
lim
N→∞
θN = 0, lim
N→∞
lN =∞,
χˆdR(x) ≤ lim sup
N→∞
χˆdR(x;N, lN , θN).
In definition (12) of AN let us change DN to be any (non–random) ele-
ment of the set ΓˆdR(x;N, lN , θN ). From results of Dykema and Haagerup
[DH00] it follows that despite this change the sequence AN still converges
in expected ⋆–moments to x:
lim
N→∞
E tr(As1N · · ·AskN ) = φ(xs1 · · ·xsk)(14)
for any k ∈ N and s1, . . . , sk ∈ {1, ⋆} and by using similar combinatorial
arguments as in [Tho00] one can show that
lim
N→∞
Var tr(As1N · · ·AskN ) = 0.(15)
Since lim supN→∞ ‖TN‖ < ∞ almost surely [Gem80], therefore there ex-
ists R′ > 0 such that for any integer k and ǫ > 0
lim
N→∞
P
(
ω ∈ Ω : DN +
√
oTN(ω) ∈ ΓR′(x; k,N, ǫ)
)
= 1.(16)
Furthermore since the convergence in (14) and (15) is uniform with respect
to choice of the sequence (DN), hence it is possible to find universal R′ for
all choices of (DN).
By comparing the densities of two measures onMsutN : the Lebesgue mea-
sure volsut and the distribution of the Gaussian random matrix
√
oTN we
see that (16) implies that for every 0 < δ < 1, every integer k and ǫ > 0
there exists N0 such that for N > N0 we have that the volume of the set
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{m ∈ MsutN : DN +m ∈ ΓR′(x; k,N, ǫ)} is bigger or equal to the volume
of a N(N − 1)–dimensional ball with radius √(1− δ)oN :
(17) volsut{m ∈MsutN : DN +m ∈ ΓR′(x; k,N, ǫ)} ≥
π
N(N−1)
2
[
Γ
(
N(N − 1)
2
+ 1
)]−1
[(1− δ)oN ]N(N−1)2 .
Since the sequence (DN ) was chosen arbitrarily, it follows that for every
0 < δ < 1, every integer k and ǫ > 0 there exists N0 such that for any
N > N0 and any DN ∈ ΓˆdR(x;N, lN , θN) inequality (17) holds.
Now it is enough to apply Proposition 5 to show that for every 0 < δ < 1,
every integer k and ǫ > 0 we have
χR′(x; k, ǫ) ≥ χˆdR(x) +
1
2
+
log 2π(1− δ)o
2
what finishes the proof.
4.6. Comparison of inequalities for free entropy. The inequality (11)
contains a double integral, which is often called logarithmic energy of a
measure. A similar term appears in the formula for the free entropy of a
single selfadjoint operator which is due do Voiculescu [Voi94]:
χsa(x) =
∫
R
∫
R
log |z1 − z2| dµx(z1) dµx(z2) + 3
4
+
log 2π
2
.(18)
It should be stressed that—despite the formal resemblance—the free en-
tropies in (11) and (18) are different objects. Namely, in (11) we consider
a free entropy χ(x) of a non–selfadjoint random variable while in (18) we
consider a free entropy χsa(x) of a selfadjoint random variable which is
defined by hermitian matrix approximations.
On the other hand inequality (11) contains a term equal to the logarithm
of the offdiagonality, which can be regarded as a non–commutative vari-
ance. A similar expression appears in the Voiculescu’s inequality for a free
entropy of a non–selfadjoint variable [Voi94]:
χ(x) ≤ log
[
πe
(
φ(|x|2)− |φ(x)|2)2] .(19)
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