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STABILITY OF THE CUBIC NONLINEAR SCHRO¨DINGER EQUATION ON
IRRATIONAL TORI
GIGLIOLA STAFFILANI AND BOBBY WILSON
Abstract. A characteristic of the defocusing cubic nonlinear Schro¨dinger equation
(NLSE), when defined so that the space variable is the multi-dimensional square
(hence rational) torus, is that there exist solutions that start with arbitrarily small
norms Sobolev norms and evolve to develop arbitrarily large modes at later times;
this phenomenon is recognized as a weak energy transfer to high modes for the
NLSE, [18] and [13]. In this paper, we show that when the system is considered on
an irrational torus, energy transfer is more difficult to detect.
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1. Introduction
Consider the Cauchy problem for the defocusing cubic Nonlinear Schro¨dinger
Equation (NLSE): {
i∂tψ = ∆ψ − |ψ|2ψ, x ∈ T2, t ∈ R
ψ(0) = ψ0 ∈ Hs(T2),(1)
where T2 is the two dimensional torus and Hs(T2) is the usual Sobolev space of
index s. The significance of considering the case in which our spatial variable, x,
belongs to the two-dimensional torus stems from an important dichotomy between
the case when space is one-dimensional and when it is higher than one. This
dichotomy exists in both the scope of what we know about each case and the
dynamical behavior of each system. It is well known that the one-dimensional
defocusing cubic NLSE, both periodic and non, is an integrable system, see for
example [28], and as a consequence the rigidity of this structure contributes to the
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uniform in time control of any Sobolev norm of the solutions. In other words one
can combine the conservation laws at order k ∈ N to show that if for the initial
data ‖ψ0‖Hk < ∞, then for all t ∈ R we have that the solution satisfies ‖ψ(t)‖Hk ≤ C.
In particular this control shows that there is no energy transfer from low to high
modes.
In two-dimensions the integrability is lost, and hence the question of energy
transfer to high modes is more subtle. In [18], the authors demonstrated that for
any s > 1 and for any two positive real numbers ε, M, there exists a solution w to
(1), such that the Sobolev norms ‖w(0)‖s < ε and ‖w(T)‖s > M, for T large enough.
Later Hani [38] generalized this energy transfer phenomenon in his thesis.
A question that remains is whether or not one can quantify the rate of the kind
of energy transfer recalled above. For example, in [6], Bourgain shows that the
linear Schro¨dinger equation with a time-dependent potential can produce solutions
whose Sobolev norms grow on the order of a power log |t|, see also [47] and [42].
Furthermore, Carles and Faou [13] showed quantitative energy transfer results
using a Birkhoff normal form transformation coupled with standard dynamical
systems techniques. In all these works the torus T2 is assumed to be a square
torus, or more generally a rational torus, according to the following definition. For
ω = (ω1, ω2, ..., ωd) ∈ Rd+, we say that ω is an irrational vector if
ω ·m , 0 for any m ∈ Zd,
otherwise we say that it is rational. If T := R/Z is the standard torus, then let
Tdω =
d∏
i=1
R/(ωiZ).
We say that Tdω is rational or irrational according to the rationality or irrationality
of ω.
In this work we show that the mechanisms to prove energy transfer in the two
works [13] and [18] recalled above are not enough to prove energy transfer when
the torus is irrational. We are not claiming that in this case long time energy transfer
should not be expected, but that a more sophisticated constructive method may be
needed.
Before we move forward we should mention that until recently the assumption
of rationality of the torus, where a problem such as (1) was posed, had been
essential in order to prove well-posedness for example. In fact until the recent
work of Bourgain and Demeter [11], where the full range of sharp1 Strichartz
estimates where proved for any torus Tdω as a consequence of the l2 decoupling
conjecture, some sharp2 Strichartz estimates had been established by Bourgain [3]
only for rational tori using techniques from analytic number theory. Following the
work [11], Fan, Staffilani, Wang, and Wilson [25], Deng, Germain, and Guth [22],
Deng, Germain [21] and Deng [20], also considered (1) whenTdω is irrational. More
precisely for fixed, irrational ω, consider the periodic NLSE initial value problem{
i∂tψ = ∆ψ − |ψ|2ψ, x ∈ T2ω, t ∈ R
ψ(0) = ψ0 ∈ Hs(T2ω),(2)
1Up to an  loss of derivative, recovered in some cases in the work of Killip and Visan [40].
2For some Strichartz estimates on irrational tori with loss of derivative see also [10, 14, 37].
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where x ∈ Tdω and ∆ is the Laplace-Beltrami operator for the irrational torus3. In
[25], the authors proved some improved Strichartz estimates, and as a consequence
they where able to extend to (2) the same results of local and global well-posedness
in the Sobolev space Hs(T2ω) as the ones already available for (1) in rational tori, see
[3, 23]. Deng, Germain, and Guth [22] proved that the dynamics of the nonlinear
Schro¨dinger flow are, in some sense, “better” behaved by proving that Strichartz
estimates on irrational tori hold for longer time than on the standard torus, and
quantified the difference between the two cases with the irrationality of ω. Deng
in [20] and Deng-Germain in [21], proved that for certain nonlinear Schro¨dinger
equations on irrational tori the degree of the polynomial bounds for higher Sobolev
norms are better than the ones for rational tori, see also [4, 46, 9, 43, 44, 45, 19]. In
a sense these results support the intuition that when the flow is allowed to evolve
on an irrational torus the effects from the boundary are less severe and the flow
has more room to evolve. This phenomenon should be interpreted as a very weak
nonlinear dispersion of the flow. In the spirit of [22, 21, 20], we give here one more
evidence that on irrational tori the nonlinear Schro¨dinger flow is in a sense more
regular. We will show in fact that the type of energy transfer results demonstrated
in [13] are not present in the irrational case to the extent that it is in the rational one.
For ψ ∈ Hs(Tdω), s ≥ 1, (2) has the Hamiltonian form
H(ψ) = 12
ˆ
|∇ψ|2 + 14
ˆ
|ψ|4.
In this case, we can also define the Hamiltonian with respect to the Fourier coeffi-
cients. Let e(y) := e2piiy, then
ψˆk := ψˆ(k) :=
ˆ
Tdω
ψ(x)e(〈x, k〉ω) dx =
ˆ
Tdω
ψ(x)e
 d∑
i=1
kiωixi
 dx
for k ∈ Zd as
H(ψˆ) = 12
∑
k∈Zd
λk|ψˆk|2 + 14
∑
k1+k2=h1+h2
ψˆk1ψˆk2
¯ˆψh1
¯ˆψh2(3)
=: H0 + P,(4)
where λk :=
∑d
i=1 ω
2
i k
2
i .
To state the main theorem below let us denote with ‖ · ‖s the norm in Hs(Tdω),
and let us denote with QM the 2M-length box in Z2 centered at the origin , QM :={
k ∈ Z2 : ‖k‖∞ ≤M
}
.
Theorem 1. Fix s > 1, γ < 3, and M > 0. If ω ∈ R2+ is irrational, then there exists
εs,M,ω,γ > 0 such that for all ψ0 ∈ C∞(T2ω) with ‖ψ0‖ = ε < εs,M,ω,γ and supp ψˆ0 ⊂ QM,
(2) has a unique solution ψ ∈ C([0, 1/ε2]; Hs(T2ω)) such that
|ψˆ j(t)| < εγ
for all t ∈ [0, 1/ε2] when j < QM.
Remark 2. This result should be compared to Theorem 1.1 in [13], where the authors
consider (1) on a square torus and study the evolution of a certain initial data with zero
high modes, and prove that instead certain high modes of the solution are significantly
3One must make the decision to scale the torus or the Laplace operator and we will make sure not
to scale more than once.
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large in the same time frame as our Theorem 1. Specifically, they show that for a very
specific solution localized in Q1 and η ∈ (0, 1), |ψˆ j(t)| > ε2η+1 when t ∼ ε−2(1−η| j|−2),
| j| . (log ε−1)1/4, and j belongs to a certain subset of jZ2. As the authors remark in [13],
theirs is an example of energy cascade in the sense of [15]. Theorem 1 above shows that such
a cascade is prevented when the torus is irrational. As we will demonstrate in Section 4,
this is mainly due to the fact that in the irrational case the resonant set R in Z2 decouples
as R = R1 ∩ R2, where Ri, i = 1, 2, is described via a relationship involving only the i-th
coordinates of the vectors in R. This suggests a decoupling mechanism that may set the
2D NLSE we consider here in a framework that may be studied using inverse scattering
theory, usually implemented for the cubic 1D NLSE, which is integrable.
In order to prove Theorem 1, we use ω as a perturbative parameter that changes
the spectrum (λk) of the Laplace-Beltrami operator and allows us to control the
resonant parts of the Hamiltonian. We will compare the leftover resonances to the
resonances in the case of the standard (rational) torus and show that the same type
of energy cascades that occur there are not possible in our case, see Remark 2 above
and the Appendix. A result which is orthogonal to the one we prove here, but that
also involves changing the spectrum of the Laplace operator can be found in [4].
In fact there Bourgain shows that for fixed m, s > 1, one can modify the Laplace
operator of a nonlinear wave equation to obtain a solution which Sobolev norm Hs
grows in time as |t|m.
The blueprint of this paper starts in Section 2 with a finite dimensional intro-
duction to the most technical aspect of the argument: Birkhoff Normal Forms. The
following section, Section 3, extends the finite variable setting Birkhoff Normal
Form transformation to the infinite dimensional Hamiltonian defined above in (3).
The beginning of this section is essentially the beginning of the proof of Theorem
1, so it is useful to recall that the regularity and the bound of the Fourier support
are fixed. After the infinite variable normal form section, we examine the resonant
structure of the normalized Hamiltonian in Section 4. The structure of the normal-
ized Hamiltonian drives the dynamics of the system as shown in Section 5. The
final section, Section 6, contains the proof of Theorem 1. The paper has also an
appendix, Appendix A, where the result of this paper is compared with that in [18]
and [35].
The contents of Sections 2 and 3 can also be found in the references [48], [13],
and [2]. Furthermore, Lemmas 10 and 11 of Section 5 have analogous statements
in [13]. Details are provided in this paper for completeness, and in order to serve
as a reference for future work concerning a possible integrable structure for this 2D
NLS model, similar to that of the 1D NLS, and as mentioned in Remark 2.
2. Primer on Birkhoff Normal Forms
Birkhoff Normal Forms is an infinite-dimensional normal form method derived
from the normal form method for finite dimensional Hamiltonian systems. In this
section we work out an example that should serve as a gentle introduction to the
next section, in which we consider an infinite dimensional situation corresponding
to the initial value problem (2). The material in this section is standard and can be
found in Chapter 19 of [48].
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Consider the symplectic manifold (M,Ω) whereM  C3 ↪→ C6 and z ∈ M is of
the form
z =

z1
z2
z3
z¯1
z¯2
z¯3

and the symplectic form Ω is the 2-form defined by
Ω(z, y) = 〈z, Jy〉 = i
3∑
j=1
zi y¯i − z¯iyi
where 〈·, ·〉 is a real dot-product and
J = i
(
0 I3
−I3 0
)
with I3 =
 1 0 00 1 00 0 1
 .
For any two functions f , g defined onMwe define the Poisson bracket {·, ·} by
{ f , g} := Ω(∇z f ,∇zg) = i
3∑
j=1
∂ f
∂z j
∂g
∂z¯ j
− ∂ f
∂z¯ j
∂g
∂z j
.(5)
Note that if f is a k degree homogeneous polynomial and g is a m degree homoge-
neous polynomial, then { f , g} is a k + m − 2 degree homogeneous polynomial.
Consider the Hamiltonian
H(z) = λ1|z1|2 + λ2|z2|2 + λ3|z3|2 +
∑
α1+α2=α3+α4; αi∈1,2,3
zα1 zα2 z¯α3 z¯α4 ,(6)
where λi ∈ R \ {0}. The corresponding ODE is
∂tz = J∇zH(z) =: XH(z).(7)
We will perform a fourth order normalization of H. Let G4 be a general fourth
order real-valued homogeneous polynomial in the variables z1, z2, ..., z¯3
G4(z) =
∑
β∈{±1,±2,±3}4
gβzβ,(8)
where zβ =
∏
βi>0 zβi
∏
βi<0 z¯|βi |.
Let F be a polynomial in z and define the adjoint function with respect to another
polynomial G by
adG(F) = {F,G}.(9)
Moreover, let ad jG = adG ◦ ad j−1G and
exp(adG) = I + adG +
1
2!
ad2G +
1
3!
ad3G + · · ·
Putting H into normal form will consist of plugging H into the function exp(adG4 )
and choosing the values of gα (from (8)) in order to simplify the new polynomial.
Why exp(adG4 )H should still be a Hamiltonian and dynamically similar to H will
be shown later.
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With
H0(z) = λ1|z1|2 + λ2|z2|2 + λ3|z3|2 and P(z) =
∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4
and H as in (6), we consider
exp(adG4 )H = exp(adG4 )(H0 + P)(10)
= (I + adG4 +
1
2! ad
2
G4 +
1
3! ad
3
G4 + · · · )(H0 + P)
= H0 + (P + adG4 H0) + (adG4 P +
1
2! ad
2
G4 H0)
+ ( 12! ad
2
G4 P +
1
3! ad
3
G4 H0) + · · ·
and we see that each adk−1G4 P + ad
k
G4
H0 is of order 2(k + 1) for k = 1, 2, 3, .... Since we
are performing a normal form transformation at order 4 we will focus on the term
P + adG4 H0 = P + {H0,G4}.(11)
A reasonable initial goal would be to completely eliminate the term P + adG4 H0
by our choice of the coefficients gβ. We will see that the ability to eliminate any
monomial zβ will depend on the interplay between β and (λ1, λ2, λ3). Now for some
computations, using (9) and (5):
P + adG4 H0 = P + {H0,G4}
=
∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 + Ω(∇z,z¯H0,∇z,z¯G4)
=
∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 + i
3∑
j=1
∂λ j|z j|2
∂z j
∂G4
∂z¯ j
− ∂λ j|z j|
2
∂z¯ j
∂G4
∂z j
=
∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 +
∑
β∈{±1,±2,±3}4
gβi
3∑
j=1
∂λ j|z j|2
∂z j
∂zβ
∂z¯ j
− ∂λ j|z j|
2
∂z¯ j
∂zβ
∂z j
.
Then for each monomial, zβ with β = (β1, β2, β3, β4), we have the identity
3∑
j=1
∂λ j|z j|2
∂z j
∂zβ
∂z¯ j
− ∂λ j|z j|
2
∂z¯ j
∂zβ
∂z j
=
∑
βi>0
λβi −
∑
βi<0
λ|βi |
 zβ.
Thus, ∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 +
∑
β∈{±1,±2,±3}4
gβi
3∑
j=1
∂λ j|z j|2
∂z j
∂zβ
∂z¯ j
− ∂λ j|z j|
2
∂z¯ j
∂zβ
∂z j
=
∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 +
∑
β∈{±1,±2,±3}4
gβi
(∑
βi>0
λβi −
∑
βi<0
λ|βi |
)
zβ.
If β is such that zβ does not appear as a term in P, i.e. zβ is not of the form zα1 zα2 z¯α3 z¯α4
where α1 + α2 = α3 + α4, we let gβ = 0. Therefore,∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 +
∑
β∈{±1,±2,±3}4
gβi
(∑
βi>0
λβi −
∑
βi<0
λ|βi |
)
zβ
=
∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 + igα(λα1 + λα2 − λα3 − λα4 )zα1 zα2 z¯α3 z¯α4 .
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By defining gα = i(λα1 +λα2 −λα3 −λα4 )−1 we can eliminate all fourth order terms
from the new Hamiltonian. However, λα1 + λα2 − λα3 − λα4 , 0 does not always
hold which leads to the central difficulty of normal form theory. Instances when
λα1 +λα2−λα3−λα4 = 0 are known as resonances. Working around these resonances
makes up a large proportion of the literature on this subject.
For the moment, let’s assume that the spectrum {λ1, λ2, λ3} is nonresonant at
order four. We will take this to mean that4
λα1 + λα2 − λα3 − λα4 , 0
whenever there aren’t trivial pairwise cancellations between the frequencies; i.e
α1 = α3 and α2 = α4, or α1 = α4 and α2 = α3. Consequently, assuming nonresonance
at order four implies that (α1, α2, α3, α4) is a resonance if and only if α1 = α3 and
α2 = α4, or α1 = α4 and α2 = α3.
Assuming {λ1, λ2, λ3} is nonresonant at order four, we let gα = i(λα1 +λα2 −λα3 −
λα4 )
−1 when λα1 + λα2 − λα3 − λα4 , 0 and we obtain∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 + igα(λα1 + λα2 − λα3 − λα4 )zα1 zα2 z¯α3 z¯α4
=
∑
α1+α2=α3+α4
λα1 +λα2−λα3−λα4,0
zα1 zα2 z¯α3 z¯α4 − zα1 zα2 z¯α3 z¯α4 +
∑
α1+α2=α3+α4
α1=α3 ,α2=α4
zα1 zα2 z¯α3 z¯α4 .
Therefore,
P + {H0,G4} =
∑
α1,α2
|zα1 zα2 |2 ∼
 3∑
i=1
|zi|2

2
.
Our new Hamiltonian is
exp(adG4 )H = H0 +
 3∑
i=1
|zi|2

2
+ F6 + F8 + · · ·
= H0 + ‖z‖4 + F6 + F8 + · · · ,
where F2(k+1) = adk−1G4 P + ad
k
G4
H0. We note that if we were to be working with the
equivalent Wick ordered version of (6), see for example [5],
H(z) = λ1|z1|2 + λ2|z2|2 + λ3|z3|2 +
∑
α1+α2=α3+α4
zα1 zα2 z¯α3 z¯α4 − ‖z‖4
we can completely normalize the fourth degree monomial.
2.0.1. The Change of Variables is a symplectomorphism. Now, we face the details of the
symplectic transformation that is exp(adG4 ).
Lemma 3. Let G be a Hamiltonian defined onM, and let φt :M→M be the time t flow
map for G as in (7). Let F :M→ R be a regular function. Then
d
dt (F ◦ φt) = {F,G} ◦ φt.
4This is equivalent to the standard definition of a nonresonance at order four satisfying the condition
that for any v = (v1, v2, v3) ∈ Z3 \ {0}, with |v1| + |v2| + |v3| = 4,
v1λ1 + v2λ2 + v3λ3 , 0.
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Proof.
d
dt
(F ◦ φt)(z) = ∇F(φt(z)) · ddtφt(z)
= ∇F(φt(z)) · J∇G(φt(z))
= {F,G}(φt(z)).

Lemma 4. Let G be a Hamiltonian defined onM, and let φt :M→M be the time t flow
map for G as in (7). Then
exp(adG)F = F ◦ φ1
for any function F :M→ R.
Proof. Let g(t) = F◦φt. Then g(t) = g(0)+ g′(0)t+ 12! g′′(0)t2 + · · · and by a symplectic
identity
g′(t) =
d
dt
(F ◦ φt) = {F,G} ◦ φt = adG(F) ◦ φt
and thus
g(1) = Id + adG(F) + 12! ad
2
G(F) + · · · = exp(adG)(F),
since the dynamics of Hamiltonians preserve the symplectic structure, so does
exp(adG)(F). 
3. Birkhoff Normal Forms
In this section, we return to our original infinite dimensional Hamiltonian (3)
H(ψˆ) = 12
∑
k∈Zd
λk|ψˆk|2 + 14
∑
k1+k2=h1+h2
ψˆk1ψˆk2
¯ˆψh1
¯ˆψh2
=: H0 + P.
Assume that ω = (ω1, ω2) ∈ R2+ is irrational (ω · m , 0,∀m ∈ Z2). Then, for any
fixed N > 0, the subset of frequencies (λk)k∈Z2,|k|≤N = (ω1|k(1)|2 +ω2|k(2)|2)k∈Z2 satisfies
the following nonresonance condition:
λk1 + λk2 − λk3 − λk4 , 0.(12)
We can thus characterize the resonances (k1, k2, k3, k4) satisfying
λk1 + λk2 − λk3 − λk4 = 0
by the condition
|k(1)1 |2 + |k(1)2 |2 − |k(1)3 |2 − |k(1)4 |2 = 0
and |k(2)1 |2 + |k(2)2 |2 − |k(2)3 |2 − |k(2)4 |2 = 0.
We will go back to this resonant set later, now we need to establish the functional
setting, with the frequency space definition of the L2 Sobolev norm.
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Definition 5. For x = {xn}n∈Zd , define the standard Sobolev norm as
‖x‖s :=
√∑
n∈Zd
|xn|2〈n〉2s
where 〈n〉 := √|n|2 + 1. Define hs(Zd) as
hs := hs(Zd) := {x = {xn}n∈Zd : ‖x‖s < ∞} .
Furthermore, for R > 0, define
Bs(R) := {x ∈ hs : ‖x‖s ≤ R}.
Generalizing equation (7), for any Hamiltonian H, we let its corresponding
Hamiltonian vector field be defined as
XH(z) := J
(
∂zH(z)
∂z¯H(z)
)
where
J = i
(
0 Id
−Id 0
)
.
The following is a well-known lemma that appears throughout the literature
in regards to normal forms (Lemma 6 appears as Remark 4.15 in [2].). We need
this result to ensure that our normal form change of variables preserves dynam-
ical properties of the original Hamiltonian system. Lemma 6 is used to justify
inequality (13) in the Birkhoff Normal Form lemma below, and follows directly
from Duhamel’s formula.
Lemma 6. Letχ be an analytic function with Hamiltonian vector field Xχ which is analytic
as a map from Bs(R) to hs; fix C < R. Assume that sup‖z‖s≤R ‖Xχ(z)‖s < C, and consider
the time t flow Tt of Xχ. Then, for |t| ≤ 1, one has
sup
‖z‖s≤R−C
‖Tt(z) − z‖s ≤ sup
‖z‖s≤R
‖Xχ(z)‖s.
Now we define a cut-off for z ∈ hs, z = (zk)k∈Zd , at height N. For a positive integer
N, let
zl :=
{
zk |k| < N
0 |k| ≥ N
zh :=
{
zk |k| ≥ N
0 |k| < N.
We finally have all the elements to present the infinite dimensional analogue of
the Birkhoff Normal Form transformation. Other infinite-dimensional analogues
that require stronger nonresonance conditions on the frequencies (λk)k∈Z2 can be
found in [2].
Lemma 7 (Birkhoff Normal Form of Order 4). Consider the Hamiltonian H = H0 + P
defined in (3). Fix s > 0. There exists a positive R0  1 such that for any N > 1, there
exists A > 1 and an analytic canonical transformation
T : Bs
(
R0
A
)
→ hs
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which transforms H into
H˜ := H ◦T = H0 +L +U +R.
For any R < R0A−1, there exists a constant Cs,N,ω such that the following properties are
fulfilled:
(1) The transformation T satisfies
sup
z∈Bs(R)
‖z −T (z)‖s ≤ Cs,N,ωR3;(13)
(2) L is a homogeneous polynomial of degree 4; it is resonant (in normal form,
{H0,L } = 0) ; U is a homogeneous polynomial of degree 4 and has a zero of order
1 at the origin in terms of the zh variable;R has a zero of order 6 at the origin.
Finally, the canonical transformation is a symplectomorphism from Bs
(
R0
A
)
into a neigh-
borhood of the origin of hs for which the same estimate, (13), is fulfilled by the inverse
canonical transformation.
Proof. Consider the Taylor expansion of P in terms of the zh variables:
P = P0 + P1 + P2 + P3 + P4.
Note that P0 is defined only in terms of zl, and thus P0 is a polynomial in only
finitely many variables. Therefore, the real-valued auxiliary function generating
the change of variables will be a polynomial in finitely many variables. If the
auxiliary function were to be a polynomial of infinitely many variables, it would
be impossible to establish the convergence of T without a strong nonresonance
condition on the linear spectrum (λk)k∈Z2 . Now consider the truncated Hamiltonian
H0 + P0.(14)
As typical, we are looking for a Lie transform,T , that eliminates the nonresonant
part of order 4 in expression (14). Let χ be the homogeneous degree 4, real-valued
polynomial generating T . Then, as in the finite variable case (10), we obtain:
(H0 + P0) ◦T = H0 + {χ,H0} + P0
+
∑
m≥1
1
m!
admχ (P0) +
∑
m≥2
1
m!
admχ (H0)
and the order four terms of (H0 +P0)◦T as {χ,H0}+P0. As in the finite dimensional
case, we choose χ so that the only summands in the homogeneous polynomial
{χ,H0} + P0 correspond to resonant tuples of indexes. Finally we define
L := {χ,H0} + P0
We will use the same Lie transform for the complete Hamiltonian H:
H ◦T = (H0 + P0 + P1 + · · · + P4) ◦T
= H0 +L + P1 + P2 + P3 + P4 +
∑
m≥1
1
m!
admχ (P) +
∑
m≥2
1
m!
admχ (H0).
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Finally, we organize the remaining parts of the new Hamiltonian as
U :=
4∑
i=1
Pi
R :=
∑
m≥1
1
m!
admχ (P) +
∑
m≥2
1
m!
admχ` (H0).
This completes the formal argument of the proof.
The constant A > 1, from the statement, is the distortion of the Lie transform
given by first computing the supremum of all divisors
CN,ω := sup
1
|λk1 + λk2 − λk3 − λk4 | ,
where the supremum is taken over all (k1, k2, k3, k4) that correspond to monomials
in χ(z) =
∑
zk1 zk2 z¯k3 z¯k4 . These 4-tuples are exactly those satisfying |ki| ≤ N and
are nonresonant in the sense of (12). Therefore, there are only finitely many such
4-tuples, and we can ensure that CN,ω < ∞. CN,ω may grow incredibly fast with
respect to N, but N is fixed at the beginning of our arguments. The boundedness
of CN,ω implies that
‖Xχ(z)‖s ≤ CsCN,ω‖zl‖3s ≤ Cs,N,ω‖z‖3s .(15)
Inequality (15) holds for all s > 0 because χ is a polynomial in only zl. Denote
C := Cs,N,ω. Now we show that the initial value problem{
∂tz = Xχ(z) = J∇z,z¯χ(z),
z(0) ∈ Bs( RC1/2 ) ⊂ hs
is well-posed up until t . R−2. In fact if we consider the operator
Φ(z(t)) := z(0) +
ˆ t
0
Xχ(z(s))ds,
and we use (15), we have that
‖Φ(z(t))‖s . RC1/2 + t‖Xχ(z)‖s .
R
C1/2
+ tC‖z‖3s
and hence for t . R−2 the operator Φ sends a ball of radius 4 RC1/2 into itself. In
a similar manner one can show that for the same interval of time Φ is also a
contraction. Thus, since T is the time 1 flow map for χ, T converges for R small
enough. We then let A := C1/2.
Estimate (13) follows from Lemma 6 and the fact that P has a zero of order four
at the origin.

Remark 8. At this point, we must discuss what one should expect if one continues the
normal form reductions for increasingly higher order terms. Inspection reveals that the
order six term of H˜ is similar to the order six term for the Hamiltonian for the quintic
NLSE, namely 12
´ |∇ψ|2 + 16
´ |ψ|6. This observation combined with the growth of Sobolev
norms for solutions of the quintic NLSE in our current setting, demonstrated by Haus and
Procesi [39], suggests that the expected cascading of energy, if at all present in this model,
is driven by higher order effects.
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4. Resonances
After applying Lemma 7 at height N, the Hamiltonian H is transformed into H˜:
H˜({zk}) = H0 +L +U +R
= 12
∑
k∈Z2
λk|zk|2 + 14
∑
(k1,k2,k3,k4)∈RN
zk1 zk2 z¯k3 z¯k4 +
1
4
∗∑
|k1 |>N or |k3 |>N
zk1 zk2 z¯k3 z¯k4 +R,(16)
where
∑∗ is the sum taken over (k1, k2, k3, k4) satisfying the conservation of momen-
tum condition:
k1 + k2 = k3 + k4,(17)
R is the set of resonances defined by
R :=
{
(k1, k2, k3, k4) ∈ (Z2)4 : k1 + k2 = k3 + k4
}⋂{
(k1, k2, k3, k4) ∈ (Z2)4 : λk1 + λk2 = λk3 + λk4
}
.
and
RN := {(k1, k2, k3, k4) ∈ R : |ki| ≤ N, i = 1, 2, 3, 4} .
For any irrational vector ω, the resonance condition λk1 + λk2 = λk3 + λk4 is
equivalent to
ω1
[(
k(1)1
)2
+
(
k(1)2
)2 − (k(1)3 )2 − (k(1)4 )2] = −ω2 [(k(2)1 )2 + (k(2)2 )2 − (k(2)3 )2 − (k(2)4 )2]
and thus is equivalent to the following two independent one-dimensional reso-
nance equations (
k(1)1
)2
+
(
k(1)2
)2
=
(
k(1)3
)2
+
(
k(1)4
)2(
k(2)1
)2
+
(
k(2)2
)2
=
(
k(2)3
)2
+
(
k(2)4
)2
.
By the definition of vector addition, the first resonance condition (conservation
of momentum (17)) also decomposes into one-dimensional resonance equations.
Thus R = R1 ∩ R2, where at the end
Ri :=
{
(k1, k2, k3, k4) ∈ (Z2)4 : k(i)1 + k(i)2 = k(i)3 + k(i)4
}
⋂{
(k1, k2, k3, k4) ∈ (Z2)4 :
(
k(i)1
)2
+
(
k(i)2
)2
=
(
k(i)3
)2
+
(
k(i)4
)2}
.
The nice feature about the dimensional decomposition of R is that the one-
dimensional resonances are rather simple. In fact, we can state a simpler charac-
terization with a basic arithmetic lemma5:
Lemma 9. For i = 1, 2,
Ri =
{
(k1, k2, k3, k4) ∈ (Z2)4 : k(i)1 = k(i)3 and k(i)2 = k(i)4
}⋃{
(k1, k2, k3, k4) ∈ (Z2)4 : k(i)1 = k(i)4 and k(i)2 = k(i)3
}
5See also Section 2.2 in [12].
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Proof. It suffices to show the equivalence of the two forms of Ri by considering
a, b, c, d ∈ Z and proving that if a + b = c + d and a2 + b2 = c2 + d2 then either a = c
and b = d or a = d and b = c. The converse implication is obvious.
Assume a , c. Otherwise, 0 = a−c = d−b would follow, implying d = b, at which
point we would be done. The condition a + b = c + d is equivalent to a − c = d − b
and implies
a2 + b2 = c2 + d2 ⇔ a2 − c2 = d2 − b2 ⇔ (a + c)(a − c) = (d + b)(d − b)⇒ a + c = d + b.
Together a − c = d − b and a + c = d + b imply a = d and b = c. 
We can now define resonances with respect to a fixed index k and make some
observations. For k ∈ Z2, let
R(k) =
{
(k1, k2, k3) ∈ (Z2)3 : (k1, k2, k3, k) ∈ R
}
.
A result of the characterization of Lemma 9 is that
R(k) =
⋃
a,b∈Z

(
(k(1), b), (a, k(2)), (a, b)
)
,
(
(a, k(2)), (k(1), b), (a, b)
)
,(
(k(1), k(2)), (a, b), (a, b)
)
,
(
(a, b), (k(1), k(2)), (a, b)
)  .(18)
The important aspect to note is that for k ∈ Z2, every ordered triple (k1, k2, k3) ∈ R(k)
must contain one ki so that the first component of ki is equal to the first component
of k and one k j ( j and i could be equal) such that the second component of k j is
equal to the second component of k. For the rational torus, this is not true. For
example, the triple ((1, 1), (−1, 1), (0, 0)) belongs to R((0, 2)) when λk = |k|2.
Figure 1
In general, when ω is rational (i.e. ω · m = 0 for some m ∈ Zd), there are three
types of resonant 4-tuples. Resonant 4-tuples of any type form the vertices of a
parallelogram in Z2. The first type is what we will call degenerate. A degenerate
resonant 4-tuple is a 4-tuple in which terms repeat. In other words, (k1, k2, k3, k4)
is degenerate if (k1, k2, k3, k4) = (k1, k2, k1, k2) or (k1, k2, k3, k4) = (k1, k2, k2, k1). Hence
the parallelogram reduces to a segment. The second type of resonant tuple will be
called parallel resonances. Parallel resonances are those in which the four points
in the tuple form an axis parallel rectangle inZ2 (e.g. ((0, 0), (2, 1), (2, 0), (0, 1))). The
final type of resonance will be called nonparallel, which are resonances that form
a parallelogram that is not parallel (as in Figure 1 and Figure 3) to the axes in Z2.
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Figure 2: Parallel Resonance, any choice of ω
Figure 3: Nonparallel Resonance, ω = (1, 2)
When we declare ω to be irrational, the characterization (18) shows us that there
are no nonparallel resonances. The absence of nonparallel resonances is essential
in distinguishing the difference between the dynamics of the rational and irrational
case. In the rational case, there is a three-step process for mass to travel from one
dyadic level to another:
Step 1 Step 2
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Step 3
In Step 1, we start with an initial datum concentrated at the four points P1,P2,P3,
and Q1. Once time evolution begins, the resonant dynamics allow for mass to move
from P1, P2, and Q1 to newly activated Q2. Simultaneously, mass moves from Q1,
P2, and P3 to Q3 for the same reason. Now that Q2 and Q3 have mass, a new
resonant 4-tuple appears in step 3, and as time evolves, mass moves from Q1, Q2,
and Q3 to Q4.
In the irrational case, Step 3 can not occur because it requires the appearance of
a nonparallel resonant 4-tuple, namely (Q1,Q2,Q3,Q4). The absence of nonparallel
resonant 4-tuples and the resulting dynamical consequences will be detailed in
the next section. We suspect that the difference in the dynamics between the
rational and irrational cases is a result of the fact that the resonances decouple into
products of one-dimensional resonances in the irrational case. This may signify
that in some sense the irrational torus case inherits some integrability features of
the one-dimensional cubic Schro¨dinger system, and as we know in this case the
integrability manifested via conservation laws prevents any kind of cascade to high
frequencies.
5. Dynamics
We will first study a truncation of H˜ (defined by (16)) at order 4. H∗ is commonly
referred to as the Resonant System:
H∗ = H0 +L +U
whereL andU are given by Lemma 7. The corresponding system of equations is
iv˙k = λkvk +
∑
(k1,k2,k3)∈RN(k)
vk1 vk2 v¯k3 +
∗∑
|k1 |>N or |k3 |>N
vk1 vk2 v¯k3 .(19)
A gauge transformation allows us to reduce this system to
iu˙k =
∑
(k1,k2,k3)∈RN(k)
uk1 uk2 u¯k3 +
∗∑
|k1 |>N or |k3 |>N
uk1 uk2 u¯k3 .(20)
We will first show that a solution to (20) is analytic as a function from [0,T] to Hs for
s > 1, where T is determined later. In order to show analyticity an important obser-
vation is that s > 1 implies hs is an algebra by Sobolev embedding. Alternatively,
Young’s inequality can be applied toL and U , allowing for the Taylor expansion
in time of each uk which is the key to establishing the dynamic properties of system
(20). The following lemma is analogous to Lemma 2.3 in Carles and Faou [13]. We
include the full proof for completeness, but the proof for estimate (21) appears in
full in [13].
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Lemma 10. Let u(0) = {uk(0)}k∈Z2 ∈ hs. There exists T > 0 and a unique analytic in time
solution {uk} : [0,T] → hs to (20). Moreover, there exist constants C and R such that for
all n ∈N and τ ≤ T, ∣∣∣∣∣ dnuk(dt)n (τ)
∣∣∣∣∣ ≤ CRnn!.(21)
Moreover, T can be taken to be T = C‖u(0)‖−2s , for some absolute constant C > 0.
Proof. For the well-posedness we look for the fixed point in C([0,T], hs) of
L({uk}) := {uk}(0) − i

ˆ t
0
∑
(k1,k2,k3)∈RN(k)
uk1 uk2 u¯k3 +
∗∑
|k1 |>N or |k3 |>N
uk1 uk2 u¯k3

and one can easily see, using the algebra structure of hs for s > 1, that
‖L({uk})‖hs ≤ ‖{uk(0)}‖hs + TC‖{uk}‖3hs
so if R ∼ ‖{uk(0)}‖hs and T ≤ T1 := C‖{uk(0)}‖−2hs the mapping L is a contraction and a
fixed point, which is also solution, exists and is unique.
Since hs is an algebra, bootstrapping implies that {uk} ∈ C∞ ([0,T1]; hs). For
τ ∈ [0,T1], we can deduce from equation (20) that∥∥∥ ddτ {uk(τ)}∥∥∥hs ≤ C‖{uk(τ)}‖3hs
and by induction, for n ≥ 2,∥∥∥∥ dn(dτ)n {uk(τ)}∥∥∥∥hs ≤ Cn
n−1∏
j=1
(2 j + 1)
 ‖{uk(τ)}‖2n+1hs .
Finally, ∥∥∥∥ dn(dτ)n {uk(0)}∥∥∥∥hs ≤ ‖{uk(0)}‖hs n!(3C1/2‖{uk(0)}‖hs )n.
Therefore, {uk} is analytic for τ ≤ T2 := 16 C1/2‖{uk(0)}‖−2hs . Estimate (21) now follows
from standard Taylor series estimates and setting T = 12 min(T1,T2). 
5.1. Taylor Series. Define and denote the M-box in Z2 by
QM =
{
k ∈ Z2 : sup{|k(1)|, |k(2)|} ≤M
}
.
Using analyticity and a Taylor series expansion of each uk in t we will show that if the
support of the M-box is centered at the origin ofZ2, then for k ∈ Z2 \QM , |uk(t)| = 0
for all t ∈ [0,T], where T comes from Lemma 10. The primary barrier to the growth
of the modes outside of QM is that the resonant structure achieved after the normal
form reduction prevents energy from passing from QM to QN \QM, where N > M.
Moreover, the conservation of momentum prevents energy from jumping from the
region QM to Z2 \ QN. Figure 4 demonstrates that for data concentrated in the
M-box QM, the flow of the truncated system (20), does not allow the support of the
solution to expand beyond QM. The stability of the QN \ QM and Z2 \ QN regions
are due to slightly different mechanisms as we will see in the proof of Lemma 11
below. These regions are both outlined in Figure 4 for this reason.
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Figure 4
Lemma 11. Let M ∈ Z+ and assume supp {uk(0)} ⊂ QM and let {uk} : [0,T] → hs be a
solution to (20). If k ∈ Z2 \QM then for any n ∈ Z+,
dnuk
(dt)n
(0) = 0.
Proof. We will prove Lemma 11 by induction on the derivative n. Let k ∈ QN \QM
and K := sup{|k(1)|, |k(2)|}. Note that K > M. By assumption, uk(0) = 0 and
iu˙k(0) =
∑
(k1,k2,k3)∈RN(k)
uk1 (0)uk2 (0)u¯k3 (0) +
∗∑
|k1 |>N or |k3 |>N
uk1 (0)uk2 (0)u¯k3 (0).
In the second sum, each component contains a factor, u j, where | j| > N and thus
the second summation is equal to zero. The first summation can be handled by
Lemma 9 and identity (18). Identity (18) implies that every component of the first
sum contains a factor, u j, such that j ∈ QK\QK−1, which satisfies (QK\QK−1)∩QM = ∅.
Thus, u˙k(0) = 0.
For k ∈ Z2 \QN,
iu˙k(0) =
∑
k1+k2=k3+k
uk1 (0)uk2 (0)u¯k3 (0).
Suppose, by contradiction that there exists (k1, k2, k3) such that uk1 (0)uk2 (0)u¯k3 (0) , 0
which implies uki (0) , 0 for i = 1, 2, 3. Therefore, ki ∈ QM for i = 1, 2, 3. Since
k = k1 + k2 − k3, for j = 1, 2, k( j) = k( j)1 + k( j)2 − k( j)3 and thus
|k( j)| = |k( j)1 + k( j)2 − k( j)3 | ≤ 3M.
However, k ∈ Z2 \QN implies that |k( j)| > N > 3M for either j = 1 or j = 2. This is a
contradiction, so u˙k(0) = 0.
Now assume ( ddt )
n−1uk(0) = 0 for all k ∈ Z2 \QM. Then for k ∈ QN \QM,
dnuk
(dt)n
(0) =
(
d
dt
)n−1  ∑
(k1,k2,k3)∈RN(k)
uk1 uk2 u¯k3 +
∗∑
|k1 |>N or |k3 |>N
uk1 uk2 u¯k3
 (0)
18 GIGLIOLA STAFFILANI AND BOBBY WILSON
and for k ∈ Z2 \QN
dnuk
(dt)n
(0) =
(
d
dt
)n−1  ∑
k1+k2=k3+k
uk1 uk2 u¯k3
 (0).
The induction hypothesis and expansion concludes the proof. 
Remark 12. In the square torus case, the initial step of the proof is invalid because for
certain k the vector field will have at least one nonzero component. Any nonzero component
in the initial vector field corresponds to a nonparallel resonance to which k belongs. The
existence of nonparallel resonances, such as (k, k1, k2, k3) ∈ R, leads to corresponding
nonzero vector field components of the form vk1 vk2 v¯k3 , where (k1, k2, k3) ∈ RN(k), which in
turn drive the dynamics in the work of Carles and Faou [13].
Lemma 11 leads directly to the following corollary by Taylor expansion.
Corollary 13. Let M ∈ Z+ and assume supp {uk(0)} ⊂ QM and let {uk} : [0,T] → hs be
an analytic solution to (20). If k ∈ Z2 \QM, then
uk(t) = 0
for t ∈ [0,T].
6. Proof of Theorem 1
Lemma 10 limits the time of analyticity to being quadratic with respect to the
size of the initial data. Therefore, when constructing the stability estimate we will
only consider time in the interval [0, ε−2] where ε > 0 is the size of the initial data.
All initial data will also be assumed to have bounded Fourier support contained in
the M-box, QM.
Let ε > 0 and u(0) = z(0) = v(0), {vk(0)}k∈Z2 = {uk(0)}k∈Z2 = {zk(0)}k∈Z2 with
‖z(0)‖s = ‖u(0)‖s = ‖v(0)‖s ≤ ε. Furthermore, let {zk(t)} be the solution to (16),
the normalized Schro¨dinger equation, {vk(t)} be the solution to (19), the condensed
normalized Schro¨dinger system, and {uk(t)} be the solution to (20), the gauge trans-
formation of (19).
Corollary 13, implies that
|uk(t)| = |vk(t)| = 0 for k ∈ Z2 \QM
for t < ε−2.
The vector fields corresponding to {zk(t)}, {vk(t)}, and {uk(t)} are analytic vector-
valued polynomials with nonlinearities with zeroes of order three. We use Duhamel’s
formula which provides the equation
zk(t) − vk(t)
= eiλktzk(0) − eiλktvk(0)
− eiλkt
ˆ t
0
eiλks (XL (z(s))k + XU (z(s))k + XR(z(s))k − XL (v(s))k − XU (v(s))k) ds
= eiλkt
ˆ t
0
eiλks
(
XL (v(s) + (z(s) − v(s)))k + XU (v(s) + (z(s) − v(s)))k
+ XR(v(s) + (z(s) − v(s)))k − XL (v(s))k − XU (v(s))k
)
ds
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since hs is an algebra and XL , XU and XR are multilinear convolution polynomials,
XL (v(s))k and XU (v(s))k cancel and thus
‖z(t) − v(t)‖s .
ˆ t
0
P(‖z(s) − v(s)‖s, ‖v(s)‖s) + ‖v(s)‖5s ds
. t(Csε)5 +
ˆ t
0
P(‖z(s) − v(s)‖s, ‖v(s)‖s) ds
where P is a polynomial with a zero of order 3 at 0 and a zero of order one in
‖z(s) − v(s)‖s. Therefore, up to time t ≤ ε−2, ‖z(t) − v(t)‖s ≤ C5sε3. This implies that
|zk(t)| = |zk(t) − vk(t)| ≤ 〈k〉−sCsε3
for k ∈ Z2 \QM when t ≤ ε−2.
Let ψˆ0 = z(0) and ψˆ(t) be a solution to the equation generated by our original
Hamiltonian (3). Since ‖z(t)‖s stays small with respect to ε, we can choose ε small
enough so that z(t) is in the image of the normal form transformation T from the
Birkhoff Normal Form lemma, Lemma 7, for all t < ε−2. We then use the inverse of
T to associate z(t) to the trajectory, ψˆ(t), by z = T (ψˆ(t)) which further implies that
‖z(t) − ψˆ(t)‖s < Cs,3M,ωε3. Therefore, for k ∈ Z2 \QM,
|ψˆk(t) − zk(t)| < 〈k〉−sCs,3M,ωε3.
For any γ < 3, there exists a εs,ω,M,γ > 0 such that if ε < εs,ω,M,γ, then
Cs,3M,ωε3 <
1
2
εγ and
Csε3 <
1
2
εγ
which implies that |zk(t)| < 12εγ and thus
|ψˆk(t)| < εγ
for t < ε−2.
This provides a contrasting result to that of Carles and Faou showing that there
exists ψ satisfying |ψˆk(t)| > ε2η+1 for η ∈ (0, 1), t ≈ ε−2, and |k| ∼ (log ε−1)1/4.
Appendix A. Comparison with the construction in [18] and [35]
In this appendix we want to compare the construction of Colliander, Keel, Staffi-
lani, Takaoka and Tao [18], and the refinement of it by Guardia and Kaloshin [35].
Consider again {
i∂tψ = ∆ψ − |ψ|2ψ, x ∈ T2, t ∈ R
ψ(0) = ψ0 ∈ Hs(T2),(22)
where T2 is a square torus and s > 1. In [35] and [36] (see also [18]), the authors
prove the following result.
Theorem 14. Let s > 1. Then there exists c > 0 with the following property: for any
small µ  1 and any large K  1 there exists a global solution ψ(t, x) of (22) and a time
T satisfying
0 < T ≤ e(K/µ)c
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such that
‖ψ(T)‖Hs(T2) ≥ K and ‖ψ(0)‖Hs(T2) ≤ µ.
As stated in Remark 1.2 of [35], in particular, one can show that
‖ψ(T)‖Hs ≥ |n1|2s|ψˆn1 (T)|2 + |n2|2s|ψˆn2 (T)|2 ≥ K.
It is important to mention that the initial data in Theorem 14 has bounded Fourier
support which is precisely the type of initial data we consider throughout this
paper. The construction of the solution ψ in the proof of the theorem above follows
the construction in [18].
A key ingredient in [18] that allows for the construction of solutions with growing
Sobolev norms is the identification of a suitable subset of resonant frequencies,
Λ ⊂ Z2, such that the 4-tuples, (n1,n2,n3,n4) ∈ Λ4, form a subset of the set of
non-degenerate resonant 4-tuples defined as
A :=
{
(n1,n2,n3,n4) ∈ (Z2)4 : n1 + n2 = n3 + n4|n1|2 + |n2|2 = |n3|2 + |n4|2 ,n1 , n3,n1 , n4
}
.
Let us also define the set
A(n) :=
{
(n1,n2,n3) ∈ (Z2)3 : (n1,n2,n3,n) ∈ A.
}
.
Fix N  1. The set Λ is defined as a disjoint union of N generations:
Λ = Λ1 ∪ · · · ∪ΛN.
Define a nuclear family to be a rectangle (n1,n2,n3,n4) ∈ A such that n1 and n2
(known as parents) belong to a generation Λ j and n3 and n4 (known as the children)
live in the next generation Λ j+1. The following conditions on Λ are imposed:
i Closure If n1,n2,n3 ∈ Λ and (n1,n2,n3) ∈ A(n), then n ∈ Λ.
ii Existence and uniqueness of spouse and children For any 1 ≤ j ≤ N and
any n1 ∈ Λ j, there exists a unique nuclear family (n1,n2,n3,n4) (up to trivial
permutations) such that n1 is a parent of this family.
iii Existence and uniqueness of sibling and parents For any 1 ≤ j ≤ N
and any n3 ∈ Λ j+1, there exists a unique nuclear family (n1,n2,n3,n4) (up to
trivial permutations) such that n3 is a child of this family.
iv Nondegeneracy The sibling of a frequency n is never equal to its spouse.
v Faithfulness Apart from the nuclear families, Λ does not contain any
other rectangles.
Unique to [35], is the No spreading condition:
vi No spreading condition Consider n < Λ. Then, n is vertex of at most two
rectangles having two vertices in Λ and two vertices out of Λ.
The following Proposition holds:
Proposition 15 (Proposition 3.1 in [35]). Let K  1. Then, there exists N  1 and a
set Λ ⊂ Z2, with
Λ = Λ1 ∪ · · · ∪ΛN,
which satisfies conditions i - vi and also∑
n∈ΛN−1 |n|2s∑
n∈Λ3 |n|2s
≥ 1
2
2(s−1)(N−4) ≥ K2.
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Moreover, given any R > 0 (which may depend on K), one can ensure that each generation
Λ j has 2N−1 disjoint frequencies n satisfying |n| ≥ R.
We will show that irrationality of the torus eliminates so many resonances that
it becomes impossible to create families of resonances with growing generations.
In fact, in the irrational case,
∑
n∈Λ j |n|2s remains almost constant for j ∈ {1, ...,N}.
Recall that the resonances for the irrational torus can be written as
R :=
{
(k1, k2, k3, k4) ∈ (Z2)4 : k1 + k2 = k3 + k4
}⋂{
(k1, k2, k3, k4) ∈ (Z2)4 : λk1 + λk2 = λk3 + λk4
}
=
2⋂
i=1
(k1, k2, k3, k4) ∈ (Z2)4 : k(i)1 + k(i)2 = k(i)3 + k(i)4(k(i)1 )2 + (k(i)2 )2 = (k(i)3 )2 + (k(i)4 )2
 .
In other words, if one were to construct a family, Λ, defined satisfying conditions
i - vi, where the closure condition (condition i) is defined with respect to R instead
ofA, then the conclusion of Proposition 15 does not follow. Rather, the following
proposition holds
Proposition 16. Let N ∈ Z+. Consider a set Λ ⊂ Z2, with
Λ = Λ1 ∪ · · · ∪ΛN,
which satisfies conditions i - vi with R replacingA. Then∑
n∈Λk |n|2s∑
n∈Λ j |n|2s
≤ 2s
for any j, k ∈ {1, ...,N}.
Proof. Let Λ = Λ1∪ · · · ∪ΛN be defined as above. Due to the Faithfulness condition
(condition v), each 4-tuple (n1,n2,n3,n4) ∈ Λ4 is a resonant rectangle, and due to
the structure of R, this rectangle must be axis parallel, since they also must be
non-degenerate. Let
Λ1 = {ni = (ai, bi)}i
Existence and uniqueness of spouse and children (condition ii) implies that Λ1
decomposes into a set of pairs of parents.
Consider a pair of parents in Λ1, (ni,n j). We can observe that the segment
connecting ni to n j cannot be parallel to any axis. If so, then without loss of
generality assume that the segment connecting ni to n j is parallel to the x-axis.
Then there exists b ∈ Z such that ni = (ai, b) = (a j, b) = n j. Since resonant rectangles
must be axis parallel, the segment connecting any pair of children, k1, k2 ∈ Λ2,
must also be parallel to the x-axis. The condition ni + n j = k1 + k2, implies that
k1 = (k
(1)
1 , b) and k2 = (k
(1)
2 , b) and thus ni,n j, k1, k2 are collinear which contradicts
their forming of a non-degenerate rectangle. Therefore, we can assume that the
segment connecting ni to n j cannot be parallel to any axis.
If ni,n j ∈ Λ1 are a set of parents and the segment connecting ni to n j is not
parallel to any axis, then there is only one possible choice among all points in Z2
for the pair of children that form the vertices of an axis-parallel rectangle in Z2. If
k1, k2 ∈ Λ2 are the children of ni = (ai, bi),n j = (a j, b j), then
k1 = (ai, b j) and k2 = (a j, bi).
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Therefore, if Λ1 = {ni = (ai, bi)}i, then
Λ2 = {(ai, bσ(i))}i
where σ is a permutation. By induction, for any ` ∈ {2, ....,N} there exists a permu-
tation, τ` such that
Λ` = {(ai, bτ`(i))}i.
Thus,∑
n∈Λ`
|n|2s =
∑
i
(a2i + b
2
τ`(i)
)s ≤ 2s
∑
i
a2si + b
2s
τ`(i)
= 2s
∑
i
a2si + b
2s
τ j(i)
≤ 2s
∑
i
(a2i + b
2
τ j(i)
)s = 2s
∑
n∈Λ j
|n|2s
which finishes the proof. 
Note that we did not use condition vi, so it is not necessary to assume Λ satisfies
condition vi. It is included to mirror Proposition 15.
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