We show existence for a nonlinear fourth-order boundary value problem under a nonresonance condition involving a two-parameter linear eigenvalue problem. We also state extensions of this result to certain higher-order P.D.E. case?.
Introduction
In this paper we are mainly concerned with existence for a fourth-order boundary value problem of the form (1.1) y(IV) = f(x,y,y") 0<*<l n n Yang's result also extended a previous work of Usmani [2] , who considered an / of the form f(x,y,y") = g(x)y + h(x) with sup^g n \g(x)\ < n .
Yang further proved the unique solvability of ( 1.1)-( 1-2) for / of such form, but with g satisfying the nonresonance condition
for some k e N and for all x e [0, 1]. We note here that the sequence {(kn)4}^=x corresponds to the eigenvalues of the problem (1.6) y(IV)=Xy, (1.7) v(0) = 0 = y(l)=y"(0) = y"(l).
In §2 of this paper we study the two-parameter eigenvalue problem
which generalizes (1.6)-(1.7). In §3, using the results of §2 and a more general condition than that given by (1.3)-(1.4) we considerably extend the abovementioned results.
Our results can also be generalized to higher-order equations, as well as to some semilinear elliptic problems. In this direction, in §4 we show one possible generalization.
Preliminary results
We begin this section by solving the eigenvalue problem ( 1.8)-( 1.9). A pair (a, ß) such that (1.8)-( 1.9) possesses a nontrivial solution will be called an eigenvalue pair. A corresponding nontrivial solution will be called an eigenfunction. In view of the above proposition, we call Lj an eigenline of ( 1.8)-( 1.9). We note that an eigenvalue pair (a, ß) can belong to at most two eigenlines. If (a, ß) belongs to just one L , then the corresponding eigenspace is that spanned by sin jnx. If (a, ß) belongs to L¡ n Lk then the corresponding eigenspace is that spanned by sin jnx and sin knx . Suppose now that the pair (a, ß) is not an eigenvalue pair of (1.8)-(1.9); i.e.,
{2A)
7ïh + 7TT^u
for all k e N and that h e L2(0, 1). From, for example, the Fredholm Alternative, it follows that the boundary value problem Before going into the details of the proof, we first note that Theorem 1 of [3] follows from Theorem 3.1 by just setting (a, ß) = (0, 0). Also, we note that We will study this fixed-point problem by means of the well known LeraySchauder Theorem. To do this, we show that there is a uniform bound independent of t e [0, 1] for the solutions of the equation (3.7) (y, z) = tT(y, z).
Thus let (y, z) be a solution of (3.7) . From the definition of T and (3.3) , we obtain the result that (3.8) ||y||L2<P||{a||y||L2 + è||z||L2 + c} and (3.9) IWI£»<l|Ä||{a||y||£a+*||z||£i + c}.
By combining (3.8) and (3.9) and using (3.2) and (2.11), we obtain the existence of a constant K -K(a, b, c, \\A\, \\B\\) such that 4. An extension of Theorem 3.1 Theorem 3.1 can be generalized to some higher-order elliptic problems. We establish here one possible extension.
Let Í2 be a bounded domain in Em and /: Q x E" -E" satisfy a Carathéo-dory condition. Consider the problem Let {^kik=\ De ^e sequence °f eigenvalues of -A under Dirichlet boundary conditions. We have the following existence result, whose proof can be carried out using the same arguments employed in proving Theorem 3.1. for all x e Q, s0, ... , sn_x e E. Then (4.1)-(4.2) possesses at least one solution.
Uniqueness can be obtained replacing (4.7) by a Lipschitz condition similar to (3.10).
