A broad computational fluid dynamics (CFD) based effort is described to guide development of a flight test article for exploration of fundamental high-speed fluid dynamic phenomena which affect thermo-mechanical loading and mass capture. The specific focus is on obtaining data on natural transition to turbulence over a sphere-cone configuration, as well subsequent strong (separated) shock/turbulent boundary layer interactions associated with a cylinder/flare juncture. The experiment also includes the option of an integrated channel to mimic internal flow in which the survivability and performance of instrumentation to measure mass capture metrics may be evaluated. This aspect, together with the expected inclination of the flight vehicle to the freestream, introduces the need for fully 3-D analyses. Uncertainty and risk reduction are addressed by employing different codes, freestream conditions (Mach and Reynolds numbers, angles of attack and side-slip), wall thermal conditions, model fidelity (invicid, laminar and multiple turbulence models), potential real gas effects, and stability analyses. Preliminary comparisons with concurrent complementary ground-test data are described: post-flight analyses will aid in identification of crucial differences between the flight and ground test environments.
I. Introduction
The quest for routine and sustained hypersonic flight requires considerable additional understanding and control of key phenomena. The complexity of the flow field, and consequent impact on thermo-mechanical loads as well as propulsion efficiency, arises from several factors. In addition to shock waves, new mechanisms of compressible transition can arise over and above those encountered at low speeds. Subsequent turbulent boundary layer interactions can often yield unsteady and three-dimensional vortical structures, separation and reattachment. Under suitable conditions, the high-temperatures encountered can excite multiple internal energy modes which interact with each other in chemical non-equilibrium.
The tools employed to understand hypersonic flight include computational simulations and ground and flight testing. Each approach has inherent strengths and limitations. For phenomena involving transition and turbulence, techniques based on direct numerical simulations have proven to be relatively difficult and expensive because of the need to resolve a broad spectrum of spatio-temporal scales, and inadequate knowledge of the noise environment. Similarly ground-test facilities often cannot reproduce flight parameters to sufficient fidelity. This is particularly true when transition is a major factor, since the noise environment in ground-test is generated by tunnel wall boundary layers. High enthalpies and short test run times at flight parameters are also an issue. Flight testing is expensive and though representative of the desired conditions, is often very difficult to characterize, in terms of freestream determination and uncertainties associated with in situ diagnostic device performance and survivability. It is evident that the most efficient approach to resolving these complex issues is to combine computational, ground and flight-test in a synergistic manner. The focus of this paper is on the first of these thrusts.
The current flight test experiment has three main goals, each of which addresses a major deficiency in current knowledge. The primary experiment is designed to examine natural transition of a boundary layer over a blunted cone configuration in the relatively low-noise flight environment. The secondary objective is to obtain data in a (turbulent) shock/boundary layer interaction associated with a downstream flare. To optimize data acquisition, and to lay the groundwork for a future test on internal flow measurements, a tertiary experiment is incorporated to examine performance and survivability of a mass-capture measurement device. This is facilitated by insertion of a channel in the flare section to provide a pseudo-internal flow. The trajectory is assumed to be similar to that of the HYSHOT II, utilizing a two-stage Terrier-Orion launch vehicle. The vehicle reaches an apogee of about 300km, with test data acquisition possible during both ascent (supersonic) and descent (hypersonic) between 23km and 37km. Additional information on the flight path may be found in Ref. 1 .
Numerical simulations to optimize flight test article development span a wide range of tools and techniques, from empirical and semi-empirical approaches to full 3-D simulations with the Navier-Stokes equations. In the context of the current experimental plan, a framework has been established to employ various levels of approximations, but the focus of the current paper is on higher-fidelity CFD. Specifically, numerous simulations addressing different dimensions of the problem are described. These employ a range of theoretical models, including inviscid, laminar and turbulent governing equations. A preliminary assessment of potential high-temperature effects is also performed. To reduce computational load, the assumption of an axisymmetric flow is invoked where possible, but full three-dimensional simulations are also undertaken when necessary. Other papers to be published (e.g., Ref. 2) will describe specific measurements to be acquired, the design of suitable gauges and data transfer requirements -for these aspects, only some preliminary considerations are presented here in the context of the CFD thrust.
Several different codes are employed, including AVUS, 3 FDL3DI, 4 GASP 5 and Cart3D. 6 Brief descriptions of each are provided where appropriate. Comparisons are drawn where possible to subset canonical configurations, for which prior highly resolved calculations have yielded detail insight.
• Since the conditions are likely to vary over the flight envelope where data is acquired, the simulations consider different nominal freestream parameters, with emphasis on Mach 6.5 and 7.5 regimes.
• Both laminar and turbulent conditions are simulated since each regime is likely to be encountered in different segments of the flight path. The two flow states effectively bound the flow environment. For turbulent flow, models chosen reflect mature components of the specific code employed.
• Based partly on the above simulations, the designed test vehicle has recently been subjected to ground-test experiments. Preliminary comparisons with these results are summarized.
• Separate simulations are performed with non-equilibrium chemistry and thermal mode excitation to examine the extent of high-temperature effects under the chosen conditions.
• An initial examination of the stability of the entropy layer has been performed
• To generate force data under parameteric variation of angle of attack and sideslip, inviscid 3-D simulations are generated with a fast Cartesian-based approach. Preliminary viscous 3-D simulations at nominal 2 o sideslip are summarized.
• Finally, full 3-D viscous laminar and turbulent analyses of the vehicle with channel cutouts are described on a hybrid mesh. Figure 1 depicts the main milestones in the evolution to the final design of the test article. The basic configuration, suited for transition data acquisition is shown in Fig. 1a and consists of a simple sphere-cone combination. To build on prior experimental and computational experience, 7, 8 the cone half angle is fixed at 7 degrees. The nose radius is nominally fixed at 2.5mm, to maintain a manageable nose-tip heat load, while also yielding a high likelihood of transition occurring during the flight path where data will be acquired. For the secondary shock/boundary layer interaction, a 37 o flare is appended as shown in Fig. 1b . This angle assures a separated flow even when the flow is fully turbulent as based upon results from preliminary empirical considerations and turbulent simulations. Subsequent ground-test data suggest however that a 33 o -degree flare is a more suitable choice, in that the separating shear layer reattaches on the flare face at nominal conditions. In this effort however, all calculations below employ the 37 o flare (results with the 33 o flare face are currently in progress, and will be presented in a subsequent report).
II. Evolution of configuration design
Simulations on the configuration of Fig. 1b reveal a relatively large upstream influence of the flare, suggesting the possibility of undesirable shock-induced transition instead of natural sequence originating in the receptivity mechanism. To preclude this, an isolator segment is added between the cone and the flare. Simulations and recent complementary ground tests suggest that the shoulder expansion does not laminarize the boundary layer, thus separating the transition and turbulent shock/boundary layer interaction components of the experiment. The final configuration, Fig. 1d , includes two symmetric channels (Fig. 1e) providing pseudo-internal paths across which laser-based data may be acquired. The dimensions employed in the calculations are as follows. The flare/isolator juncture lies 1m from the nose, while the isolator cylindrical segment is 0.6m. Mating considerations with the motor limit the base diameterthis yields a relatively short flare segment of 5cm. The simulations consider a total length of 1.8m, facilitating examination of the asymptotic state after the flare shoulder expansion. The radius of the isolator is 0.137m, while that of the base is 0.178m. 
III. Axisymmetric flow
The nominal case considers a Mach number of 7.5 and a Reynolds number, Re of 2.3 × 10 6 based on length of 1.8m. The freestream temperature T ∞ is taken to be 236.51K and the freestream static pressure p ∞ is 574.6P a. Subsequently, the flow at a lower Mach Number of 6.5, T ∞ = 225.56K and p ∞ = 9289.46 respectively is simulated. Finally, the parameters corresponding to one of several recent ground tests (Run 5) are considered, consisting of M = 7.16, Re = 1.8 × 10 7 , T ∞ = 231.67K and p ∞ = 4620N/m 2 . As noted earlier, several different codes have been employed to examine different aspects of the flowfield. The broad features obtained for all viscous simulations are similar and are described first. Several meshes are employed for the different configurations of Fig. 1 . Results described here focus on Configurations C and D. The structure of meshes employed for axisymmetric calculations performed on Configuration C is shown in Fig. 2 . A typical mesh consists of about 600 points in the streamwise direction, 100 points normal to the body and 5 planes in the azimuthal direction to facilitate imposition of axisymmetric conditions. All meshes are clustered near the surface, as well as in the vicinity of the shock/turbulent boundary layer interaction. 
B. Effect of Flow Parameters
As noted earlier, the flight path of the vehicle spans a range of freestream parameters. To examine the effect of this variation, simulations were performed for two different conditions, Mach 7.5 and 6.5 noted earlier. Figure 5a exhibits the Mach number variation along the stagnation streamline. The shock standoff distance, measured as the point where the flow becomes sonic, is slightly larger for the lower Mach case. Moreover, the results, δ/D ∼ 0.07 are in good agreement with those provided in the literature. 9 Examination of the surface loading parameters (Figs. 5b through d), suggests that the normalized pressure is marginally higher at M = 7.5. However, the unnormalized heat transfer rate of practical interest is larger at M = 6.5. Stagnation point heat transfer values may be compared with the Fay and Riddell theory. 10 Even on these relatively coarser meshes, the stagnation heat transfer is captured to within roughly 5 percent of the anticipated value, which is higher at Mach 6.5, because of the different freestream enthalpy. The undulations in surface loading in the flare region, are consistent with an unsteady regime that cannot be resolved with the present axisymmetric assumption, since the breakdown to turbulence requires resolution of azimuthal disturbance growth. Further studies are currently in progress to address the issue of unsteadiness in this interaction.
C. Effect of wall temperature
The sensitivity of laminar flow to modest variations of wall temperature anticipated during the data acquisition phase is examined in Fig. 6 , which exhibits surface loading variaton for a 100K change in surface temperature. No significant flow field differences are discernable, though ongoing stability calculations may suggest an influence on the location of transition (see § E below). In the nose region, the most sensitive parameter is the skin friction coefficient, where the higher temperature yields a more rapid growth, possibly as a result of higher local viscosity. In the flare region downstream, the heat transfer rate exhibits a similar increase. An exploratory study has also been conducted to discern high-temperature effects on the flow field. For this purpose, the commercial software GASP, which includes several thermo-chemical non-equilibrium models is employed. The particular model chosen is the "Park 1" variant, consisting of 5 species (N 2 , O 2 , O, N O and N ) coupled through 17 reactions. Figure 7 exhibits Mach contours of the region near the flare interaction. Comparison with earlier results without high temperature effects indicates that the main features are similar to those obtained with perfect gas assumptions. Thus, within the constraints of this model, high-temperature effects are not significant. Even under adiabatic catalytic wall conditions, chosen so that the surface temperature is near the higher bound of possible variation, the degree of dissociation is found to be negligible. However, under these conditions, vibrational excitation is potentially a significant effect. To resolve this, simulations with a single vibrational temperature, T v , representing the vibrational 
D. Preliminary comparisons with ground test data
As noted earlier, a complementary ground test effort has been undertaken at CALSPAN to guide the final development of the test article. Some preliminary results, provided by Holden and Wadhams, 11 are employed to initiate a systematic validation effort. The data include pressure and heat transfer rates in the cone and cylinder segments, and flow visualization of the cylinder/flare juncture. Of the many cases, here Run 5 is considered, parameters for which have been noted earlier. These simulations were performed with the FDL3DI code which includes the two-equation k − model, 12 together with a compressibility correction. 13 Further details of the numerical methodology may be found in Ref. 14 . Figure 8a compares the surface pressure, normalized by the freestream dynamic pressure, to experimental values. The results from both laminar and turbulent simulations are plotted. It is evident that both results predict the pressure accurately upstream of the cone/cylinder intersection. Downstream however, the laminar results exhibits rapid rise, consistent with a large upstream influence of the flare as discussed previously. The turbulent simulation predicts the reduction across the juncture accurately, with the pressure reaching a relatively constant value on the cylinder before the rise associated with the shock/boundary layer interaction. Figure 8b shows the schlieren image obtained in the experiment. Turbulent results with the default model are shown in Figs. 8c and d , which show the magnitude of the density gradient and the u velocity respectively. Scrutiny of the figures suggests that while both show separation, the computed extent is smaller. Partly as a consequence, the separated shear layer in the computation appears to impinge on the flare surface, in contrast to the situation in the experiment. Several possibilities exist to account for these discrepancies, which are being examined in present work. In general RANS approaches have not yielded accurate SBLI results, 15 Figure 8e and f show results when the compressibility correction, which is usually beneficial in separated but not attached flows, is switched off. The flow in this case does not exhibit the large separation region, and resembles those obtained with the unoptimized Spalart-Allmaras model (not shown). Current effort is focused on addressing this issue as well as others related to mesh resolution, which, given the exploratory nature of these simulations, is presently not adequate to resolve details of this sub-experiment. Other ongoing tasks include fixing transition location at about the same point as in experiment (about 0.4m from the nose), exploration of the effect of freestream turbulence (chosen to be 0.5% here) and the relaminarization effect of the cone/cylinder juncture, which may yield a larger separation zone. 
E. Stability simulation and analysis
The mechanism of natural transition is extremely complex, following a path in which freestream disturbances initially morph into unstable modes through a receptivity process, followed by linear growth and subsequent breakdown. Further, unlike in the subsonic case, multiple instability modes occur at hypersonic Mach numbers. [16] [17] [18] Surface roughness can have a profound impact on this development, especially near the nose where the boundary layer is thin, placing limitations on the location of joints and degree of polish. Wind tunnel tests 19 also indicate the importance of the nose radius in determining the location of transition. Experimental results have shown that increasing nose bluntness delays transition. Stetson et al. 19 found evidence of inviscid entropy instability in the region outside of boundary layers for blunt cones at a Mach 8 freestream (cf. Ref. 20) .
The current state of the art in predicting natural transition in hypersonic boundary layer transition is the e n method, which is based on the relative linear growth of instability waves. Nevertheless, the e n method suffers from a major drawback that it does not consider the effects of receptivity of the boundary layer to freestream disturbances, surface roughness, or other perturbation sources. Because of the limitations of various transition prediction techniques, a combination of flight experiments, stability analyses, and numerical simulation of boundary layer receptivity and stability will be valuable in better prediction of transition. Studies have been initiated on linear stability analysis of the mean flow solutions 21, 22 and the e n prediction method. Velocity profiles on the cone surface have been extracted as shown in Fig. 9a and employed to determine edge properties at several streamwise locations.
A summary of linear stability analyses on response of wave modes in the base flow is now presented to predict receptivity of freestream fast acoustic waves. A fifth-order shock-fitting code is used to simulate the transient response of the boundary layer to freestream perturbation waves. The specific test case in the receptivity simulation corresponds a) Profiles b) Acoustic pattern to the Mach 6.5 parameters described earlier, with nose radius 2.5mm and a wall temperature of 300K. The freestream acoustic waves are composed of a combination of 31 independent frequencies in the range 30kHz to 900kHz. The relative freestream wave amplitude is 0.01%. A sample acoustic pattern obtained is depicted in Fig. 9b . Once the transient flow is computed to periodic state, instantaneous results are recorded for FFT analysis and amplitudes and phase angles of the flow perturbations are obtained.
Results for pressure amplitude variation with streamwise distance for several modes, and corresponding pressure contours at two select frequencies are shown in Fig. 10 . In the figure, the x and y coordinates are nondimensionalized by the nose radius of 2.5mm, while pressure is normalized by the freestream pressure. Figure 10 shows pressure perturbations for a range of forcing frequencies along the cone surface. Each line in Fig. 10a and 10b represents one of the frequencies given by F n = 30nkHz. The results show that the receptivity process leads to very complex induced wave structures in the boundary layer. For all frequencies, Fig. 10a and b show that the wave amplitudes first increase near the nose region due to a resonant interaction between the forcing waves and the boundary layer wave modes. 22 This initial growth is followed by a decay and subsequent wave modulation. The amplitudes will experience a substantial rapid growth downstream of the initial zone if the second mode instability waves for that frequency are excited and unstable. The exponential amplitude growth of the second mode is the main cause of natural transition in present flow environment over the blunt cones. Figure 10b shows that for the frequency of 690kHz (n = 23), the pressure amplitudes show rapid growth of the second mode approximately at x = 240 × 2.5mm = 0.6m. The second mode growth for a lower frequency of 630kHz (n = 21) occurs later along the surface. This second mode growth is a direct results of the receptivity process and will be compared with a separate linear stability result in a subsequent report . 
IV. 3-D simulations
The flowfield past the final configuration, Fig. 1d , is fully three-dimensional. Even without the channel, a static analysis of sideslip or angle-of-attack effects necessitated by the fact that the vehicle exhibits modest pitching and rolling motion, also requires fully 3-D analyses. Below, results from some initial simulations are presented.
A. Angle-of-attack simulations
In order to obtain integrated load data under parameteric variation of angle-of-attack, the Cart3D package is employed. The approach, based on inviscid analysis, greatly aids conceptual and preliminary aerodynamic design. A major advantage is the high degree of automation and computational efficiency. Starting from a surface triangulation, an automatic meshing process generates a Cartesian grid and provides the inviscid flow structure with force and moment information. Upwind flux evaluations are coupled to adaptive Cartesian mesh refinement with cut-cells and multi-grid Runge-Kutta time integration. Because of its high efficiency, the need to exploit symmetry is reduced, and simulations at various angles of attack and sideslip are greatly facilitated.
A typical grid and solution are shown in Fig. 11a and b respectively. The domain in which the solution is to be obtained is specified by a box surrounding the configuration. In the present case, since the base is not required, the downstream end of the domain is coincident with the base. Prespecified regions where high mesh refinement is required are identified near the nose and flare/channel regions. The procedure splits cells successively in these regions, employing the natural grid sequencing procedure to accelerate solution convergence. Figure 11b exhibits the features of a sample solution during its evolution. The main shock structures, including the nose bow shock and the flare shock are captured crisply, with no discernable oscillations. The distortion of the shock profile on the base plane, associated with the flowfield in the channel, is manifested in the form of a dimpling which brings the shock location closer to the body. Viscous simulations described below show similar behavior.
The trajectory of the reentry vehicle exhibits both roll as well as an angle of attack, and thus precession. In order to examine the deviation of the flow under these conditions, a preliminary parametric study has been perfomed by varying the pitch and side-slip angles from 1 o to 5 o in increments of 1 o . For brevity, only the impact on the flow in the vicinity of the channel is shown in Figure 12 with the pressure coefficient for select points in the parameter space. Figure 12a depicts the profile of the pressure variation at the nominal zero deviation angle case. The solution is symmetric about the z = 0 plane. High pressure values are observed on the ramp face, but the peak occurs near the trailing edge of the channel. The principal effect of pitch is to increase the magnitude and dimensions of the high Cp spot shown in Figs.12b, c and d in which the windward plane view is shown. Examination of the leeward side of the vehicle indicates that the high pressure persists, but magnitudes are muted relative to the zero deviation case. The shock associated with the flare is only modestly affected however, because of the mitigating effect of the windward channel cutout. The effect of side-slip is shown in Figs. 12e through g. In this case, the high-pressure spot successively moves towards the corner of the channel. The shock strength on the y − z plane is now asymmetric, with a stronger structure on the windward side. Highest pressures tend to occur on the flare surface, since the interior of the channel is effectively shielded. Figure 12h shows the effect of simultaneous 5 o pitch and 5 o sideslip. It is evident that the combined effect is not linear in these parameters. An assessment of the integrated force variation along body axes is shown in Fig. 13 separately with pitch and sideslip. The largest force is the streamwise component as anticipated. A modest monotonic but slightly non-linear increase is observed with increasing pitch. The vertical force (lift) also increases, almost linearly at a faster rate, while the side force is unaffected by pitch. The effect of side-slip is also similar, except that the side force increases rapidly, while the vertical force remains negligible because of the symmetric nature of the configuration. For this relatively long body, the effect of even small angles of attack may be significant at the downstream end of the domain.
Viscous effects under angle-of-attack have also been explored. The solver employed for these fully 3-D simulations 25 A point-implicit relaxation method is used for time-integration. Although several turbulence models have been incorporated, only the Spalart-Allmaras model 26 is deployed with this code. Boundary conditions, including those associated with walls, far field and axisymmetry are applied in a standard fashion. 27 In order to minimize the large resource requirements of these fully viscous solutions, symmetry is invoked. Further, the channel is not considered (see next section). Figure 14a depicts the structure of the mesh employed, which is generated by rotating the axisymmetric mesh by 180 degrees in increments of 2 o , yielding 4.6 × 10 6 nodes. Figure 14b shows the surface flow in the cone region. The observed pattern is topologically similar in both laminar and turbulent flow. The effect of angle of attack is to impose an inclination in the trajectory, giving rise to a mild accumulation on the leeward plane of symmetry. In the laminar case (not shown), the flow remains unsteady and significant variation is observed in the azimuthal direction. The turning angle increases considerably on the cylinder/isolator segment near the flare juncture where the first shock/boundary layer interaction is encountered. The flowfield near the flare is presently under examination. Although the turbulence modeling issue noted in § D has not been resolved, the solutions indicate that the flow remains separated around the periphery. 
B. Viscous Simulations on Test Article
In conjunction with theoretical considerations, the above CFD simulations have served as to determine many of the key parameters of the test article. Each however has restricted attention to specific aspects by invoking suitable assumptions such as axisymmetry or inviscid flow. An effort has also been undertaken to perform viscous simulations on the complete test article. In addition to aiding diagnostic placement, these simulations will ultimately more clearly identify the influence of the channel on the laminar to turbulent transition and the shock/boundary layer interaction experiments. The AVUS code is employed for this purpose because of its versatility in treating the complex viscous mesh system required in the channel. Aspects of the grid employed are shown in Fig. 15 . A hybrid mesh is employed, comprised of hexahedral and tetrahedral cells . The external flow is discretized with a structured mesh generated by dividing the domain into four blocks (see Fig. 15a ). These regions are discretized with 4.5 × 10 6 points. The mesh generation procedure inside the channel is greatly facilitated by utilizing an unstructured mesh, details of which are shown in Fig. 15b . The interface between the structured and unstructured mesh occurs on the entry and exit planes of the channel, which are treated as internal boundaries of the solver. The number of points in the channel is roughly 18K with 86K tetrahedral cells and 2.4K pyramids. Overall aspects of the flow are shown in Fig. 16 . The key differences between these and the axisymmetric situation clearly occur in the vicinity of the channel, with the flow on the cone segment being unaffected. The shock generated by the lower surface of the channel is weaker than that associated with the flare face. Consequently the line of separation moves towards the flare juncture near the entrance to the channel. As noted earlier, experimental results suggest that the separated region is considerably larger than predicted with the present model (unmodified Spalart Almaras technique) and relatively coarse mesh. Consequently, the impact of the channel on the plane transverse to it remains to be explored further. Figure 17 permits a preliminary examination of the flow in the channel. The Mach number is depicted at several cross-flow planes cutting through the channel, together with the heat transfer rate on the surface. The initial cut, taken just upstream of the flare reveals an axisymmetric boundary layer. The trace of the bow shock and the cone/cylinder expansion are also evident. Proceeding downstream, x = 1.62m and x = 1.65m, the boundary layers on the flare are modified by the development of the flare shock, while that entering the channel is relatively undisturbed. Channel side-wall boundary layers are formed which grow modestly proceeding downstream, but do not result in choking of the flow. The effect of the shoulder expansion can be observed at x = 1.69, where the height of the disturbed region is significantly larger, with the formation of a small non-monotonic Mach gradient region. At the exit plane of the channel, x = 1.76m, two pockets of low Mach fluid are observed near the channel walls. These are consistent with the ejection of channel wall boundary layer fluid. The alternate possibility is the ejection of weak corner vortices, though the side-walls of the channel do not generate any significant swept interaction. Simulations with further resolution of the channel region are required to resolve this issue. At the final station plotted, x = 1.79m, the external shock profile is similar to that observed with Cart3D (see Fig. 11 ). Between the shock and the surface, a complex flow structure arises as the lower channel wall boundary layer also undergoes an expansion at the end of the channel. The heat transfer rates plotted on the surface indicate that peak values in this region occur at the sharp trailing edge of the channel, which may be alleviated by suitable smoothing.
The solutions have been employed to provide path-based values of the main flow parameters, density, streamwise velocity, temperature and pressure to aid in the development and analysis of diagnostics for mass capture utilizing line-of-sight principles. The variations along four cross-paths, shown in Fig. 18 , have been extracted. For brevity, only values along paths 1 and 4 are shown in Fig. 19 with laminar and turbulent simulations. Many of the anticipated features are evident. The velocity variation is large in the channel side wall boundary layer, but is relatively small in the interior of the channel, even at the downstream location. The pressure rise associated with the relatively mild wave due to the newly developing boundary layer is evident near the edge at Path 1, but extends over most of the interior at path 4. Overall, the effect of turbulent dissipation is to reduce density and increase temperature, especially near the wall.
V. Conclusion
This paper describes a CFD-based strategy to guide development of a flight test article with the goal of obtaining data on fundamental phenomena in hypersonic flow. The primary emphasis is on natural transition under hypersonic conditions (Mach number between 6 and 8) in the relatively quieter environment of flight. A secondary experiment concerns shock/boundary layer interactions, while the tertiary experiment examines the survivability and accuracy of devices to measure mass capture in a pseudo-internal flow. These data will help augment the CFD validation database, analyze peculiarities of and calibrate ground-testing procedures. Combined with semi-empirical and analytical approaches, the evolution of the configuration is traced to the final form, including sequentially a sphere-cone segment followed by a constant radius cylinder to isolate the transition from the other experiments, and a flare whose extent is determined by the base diameter where mating occurs with the booster. Several different codes and techniques are employed to develop the basic configuration, including an unstructured approach (AVUS code), a Cartesianbased (Cart3D) method, a commercial code (GASP) for high-temperature analysis, and a high-fidelity research tool (FDL3DI). Different turbulence models, including the one-equation Spalart Allmaras and two equation k − model are employed. This design evolution strategy provides a bound on the parameters likely to be encountered in flight, and permits specifications for measurement gauges, and a framework for pre-and post-flight computational analysis. 
