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Image resolutionDiffusion weighted imaging (DWI) is used to study white-matter ﬁbre organisation, orientation and structural
connectivity by means of ﬁbre reconstruction algorithms and tractography. For clinical settings, limited
scan time compromises the possibilities to achieve high image resolution for ﬁner anatomical details and
signal-to-noise-ratio for reliable ﬁbre reconstruction. We assessed the potential beneﬁts of interpolating DWI
datasets to a higher image resolution before ﬁbre reconstruction using a diffusion tensor model. Simulations of
straight and curved crossing tracts smaller than or equal to the voxel size showed that conventional higher-
order interpolation methods improved the geometrical representation of white-matter tracts with reduced
partial-volume-effect (PVE), except at tract boundaries. Simulations and interpolation of ex-vivo monkey brain
DWI datasets revealed that conventional interpolation methods fail to disentangle ﬁne anatomical details if
PVE is too pronounced in the original data. As for validation we used ex-vivo DWI datasets acquired at various
image resolutions as well as Nissl-stained sections. Increasing the image resolution by a factor of eight yielded
ﬁner geometrical resolution andmore anatomical details in complex regions such as tract boundaries and cortical
layers, which are normally only visualized at higher image resolutions. Similar results were found with typical
clinical humanDWI dataset. However, a possible bias in quantitative values imposedby the interpolationmethod
used should be considered. The results indicate that conventional interpolation methods can be successfully
applied to DWI datasets for mining anatomical details that are normally seen only at higher resolutions, which
will aid in tractography and microstructural mapping of tissue compartments.
© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).Introduction
Practical restrictions in the available scanning time impose major
constrains on clinically applied diffusion weighted imaging (DWI) in
terms of image resolution and signal-to-noise ratio (SNR). A large
voxel size and under-sampled data sets hamper robust ﬁbre and tract
reconstruction. Severe partial volume effects (PVE) in the reconstruc-
tion render it difﬁcult to correctly resolve crossing and bending
ﬁbres as well as interfacing ﬁbre bundles. This limits the analysis of
microstructural features e.g. diffusion tensor analysis and reliability of
tractography (Oouchi et al., 2007).
Several super resolution (SR) approaches have been suggested to
improve the anatomical detail beyond the resolution of the originally
acquired DWI data while maintaining SNR. The main idea behind SR isMagnetic Resonance, Centre for
enhagen University Hospital
. This is an open access article underto obtain partially overlapping low resolution image volumes of the
same object which then are interpolated and combined (reconstructed)
to provide a single higher image resolution. Greenspan et al. (2002)
acquired multiple image volumes with thick but overlapping slices
and could thereby reconstruct thinner slices from the overlapping infor-
mation while maintaining SNR. Similar attempts have recently been
presented where multiple images with anisotropic voxels are acquired
with multiple orientations (Poot et al., 2012; Scherrer et al., 2012).
Such super resolution methods use adapted acquisition protocols and
non-standard reconstructionmethods, and can therefore not be applied
to already existing DWI data, which limits their use in clinical settings.
In contrast to SR techniques, image regularisation techniques do
not change the ﬁnal image resolution of the acquired data. Image
regularisation reconstruction techniques use spatial dependence
between neighbouring voxels to obtain a more robust result in terms
of SNR. For example, in regions with coherent structures such as
brain WM ﬁbre bundles, image regularisation is a promising technique
for improving the noise properties in DTI (Arsigny et al., 2006;
Castaño-Moraga et al., 2004). Interpolation of DWIs is commonly usedthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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converting DWI datasets acquired with anisotropic voxels to isotro-
pic voxels. Especially, the latter is widely used within the diffusion
MRI community when transferring DWI data into a standard space.
In contrast to image regularisation techniques, interpolation aims
at resampling an image via a transformation to a grid size with
higher spatial resolution using an interpolation kernel (Lehmann
et al., 1999). Traditionally, interpolation of DWI datasets to higher
image resolution has not been thought of as a possible way for poten-
tially increasing anatomical detail in voxel-wise ﬁbre reconstruction.
Recently, however, Mai et al. (2011) applied an advanced edge-
detection interpolation method with up-sampling of DWI dataset
before ﬁtting the diffusion tensor model (Mai et al., 2011). They ob-
served that the fractional anisotropy (FA) map in the up-sampled
images seemed to be in geometrical agreement with a reference
image acquired at higher resolution. This has been conﬁrmed in
other recent studies applying advanced interpolation methods
(Coupé et al., 2013; Yap et al., 2014).
In the present study, we applied interpolation to DWI datasets and
explored the beneﬁts of interpolation. We expected interpolation to
increase anatomical information in both the individual and reconstruct-
ed image, revealing ﬁner anatomical details. We used conventional
interpolation methods available in most processing toolboxes and
investigated the impact of the up-sampling factor on improved image
resolution compared to the original image. We assessed the effects of
interpolation in four steps. i)We used synthetic DWI data from simulat-
ed substrates with known tract geometries to investigate the effect of
different conventional interpolation methods to reveal anatomical
details at various higher image resolutions. Interpolation methods
investigated are linear, cubic and 7th-order B-spline methods (Lehmann
et al., 1999). ii) We used high-quality ex vivo DWI datasets of a ﬁxed
Vervet monkey brain that had been acquired on a high-ﬁeld preclinical
MRI scanner, at both ultra-high and low image resolution (Dyrby et al.,
2011). The latter was effectively comparable to the resolution of human
in vivo data acquired in a clinical setting. The original lower resolution
DWI data were interpolated to various higher image resolutions, recon-
structed using the diffusion tensor (DT) model (Basser et al., 1994) and
compared with the high resolution reference data. iii) We performed
classical histology on the same regions investigated with DWI data to
verify the underlying anatomical features. iv) We ﬁnally applied
our framework to conventional clinical human in vivo DWI data to
demonstrate the potential and limitations of interpolating DWI dataset
before reconstruction.Methods
Subjects
Ex vivo monkey brain data
Two healthy adult male Vervet monkeys (Chlorocebus sabeus)
were used for this study; one 32 month old for imaging and one
8 year old for histological analysis. The animals were obtained from
the Behavioral Science Foundation, St. Kitts and were socially housed
in enriched environments. The experimental protocol was reviewed
and approved by the Institutional Review Board of the Behavioral
Science Foundation acting under the auspices of the Canadian Council
on Animal Care.In vivo human brain data
The human subject was a 28 year old female with no known history
of neurological disorders. Oral and written consent were obtained
from the subject prior to data acquisition, andMR-scanning procedures
were approved by the local ethics committee for Copenhagen and
Frederiksberg (ethics protocol number (KF) 01 328 723).MR scanning
Ex vivo DWI scanning
Ex vivo imaging was performed on an experimental 4.7 T Agilent
scanner with a quadrature volume RF coil and maximum gradient
strength of 400 mT/m.
The setup followed the preparation stages in Dyrby et al. (2011)
where free ﬁxative also was washed out to increase T2-relaxation
using phosphate buffered saline (PBS). The brain was placed in a sealed
plastic bag with minimal PBS surrounding the brain tissue. Before
scanning, the brain was stabilised to room temperature, and placed in
the middle of the volume coil using a mechanically stable setup. While
scanning, a conditioned ﬂow of air around the ﬁxed brain ensured
constant temperature while scanning. The temperature was measured
at the end of the magnet (19 ± 1 °C). A DWI pre-scan of 18 h ensured
removal of any short-term mechanic and thermal instabilities (Dyrby
et al., 2011).
In a single scanning session six whole-brain DWI datasets were
acquired in 19 days. A pulse-gradient-spin-echo (PGSE) sequence
with single-line readout was used due to its robustness to susceptibility
artefacts. We acquired 5 DWI datasets (I–V) with isotropic voxel sizes
of 13, 0.83, 0.63, 0.53 and 0.43 mm3 (no gap) with whole brain coverage
by using 45, 60, 79, 85 and 100 axial slices, respectively. A high resolu-
tion DWI dataset (VI) included 50 coronal slices partly covering the
brain with in-plane resolution of 0.25 × 0.25 mm2, slice thickness of
0.5 mm and 2 mm gap. The number of excitations (NEX) for DWI
datasets I–VI was 1, 1, 2, 4, 8, 8, respectively. To increase SNR the mag-
nitude image volumes for each DWI dataset were averaged off-line.
The SNR of a single acquisition in DWI datasets I–VI was 104, 52, 48,
24, 12 and 6 (Gudbjartsson and Patz, 1995). All datasets were acquired
with the parameters TR = 5500 ms (but 3200 ms for DWI dataset VI),
TE = 47 ms, and each repetition included 3 non-diffusion weighted
and 61 non-collinear diffusion weighted directions (Jansons and
Alexander, 2003). A b-value of 4056 s/mm2 for ex vivo imaging was
selected (gradient strength G = 180 mT/m, pulse width δ= 8 ms and
time between pulse onset Δ= 30 ms) as in Dyrby et al. (2011).
In vivo DWI imaging
In vivo human MRI data were acquired on a 3 T Siemens Verio
scanner (Siemens, Erlangen, Germany) with a 32-channel head coil.
Seventy-one volumes of whole-brain DWI were acquired in 61 non-
collinear directions (b= 1500 s/mm2) and 10 non-diffusion weighted
images (b= 0 s/mm2), using the twice-refocused spin-echo sequence
(Reese et al., 2003) (TE=89ms, TR= 11440ms, 61 axial slices, isotropic
2.33 mm3 voxels and Grappa = 2, 24 reference lines and 6/8 partial
Fourier, NEX = 2). Total scan time for one repetition of the DWI se-
quence was 14 min. Additionally, a set of reversed phase-encoded
b = 0 s/mm2 images was acquired for post acquisition correction of
geometrical distortions.
Monkey histology
After euthanasia and thoracotomy, each animal was perfused
transcardially with 1.5 L phosphate buffer saline (pH = 7.4), followed
by 1.5 L of 4% paraformaldehyde. The brains were extracted, post-
ﬁxed overnight in 4% paraformaldehyde and stored in a 1% paraformal-
dehyde solution until further processing (Burke et al., 2009). The brain
for MRI was then prepared for ex vivo imaging as described in Dyrby
et al. (2011). The second brain to be used for histological analysis was
sectioned and stained (Nissl) by NeuroScience Associates (Nashville,
TN). Brieﬂy, the brain was cryoprotected and subbed in a gelatin matrix
and sectioned at 40 μm in 24 parallel series. One series of sections were
mounted on gelatine-subbed slides and stained for Nissl with thionine.
The sections were dehydrated through graded alcohol solutions
(50–100%), defatted in a chloroform/ether/alcohol solution, rehydrated
and stained in a 0.05% thionine in a 0.08M acetate buffer (pH=4.5) for
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Fig. 1. Simulated substrates of straight and curved ﬁbres with various degrees of partial
volume effect (PVE). a) The substrates consist of two interleaving anisotropic ﬁbre
systems with orthogonal projections as indicated by the directional encoding colours
DEC-FA (blue and green respectively). Voxel size i.e. an isotropic grid size with size l,
and lt is the thickness of a tract. b) Straight ﬁbre substrate with four tracts x, y, z
and v having anisotropic in-plane (DEC-FA: green) and increasing relative thickness
(lt/l) compared to the grid size. Between tracts x–v are placed larger tracts with
orthogonal projection (DEC-FA: blue). c) Substrates designed as for straight ﬁbres
but with curved ﬁbres. c) Curved tracts in high resolution with minimal PVE acting
as the truth, and d) downsampled to lower image resolution. For all simulations
practical realistic noise levels are added to both straight and curved ﬁbres.
204 T.B. Dyrby et al. / NeuroImage 103 (2014) 202–213one minute. The sections were then rinsed, differentiated in a 95%
alcohol/acetic acid solution, dehydrated in graded alcohol series
(70, 95, 95, 100%), cleared in xylene, and cover slipped with
Permount (Fisher Scientiﬁc, PA). The Nissl stained sections were
then scanned and uploaded into BrainMaps.org (http://brainmaps.
org/) as part of an ongoing stereotaxic atlas project.
Data processing
Ex vivo monkey data
Visual inspection of the ex vivo data revealed that no additional
post-processing in terms of motion correction or eddy currents was
needed before further ﬁbre reconstruction as in Dyrby et al. (2011).
In vivo human data
The in vivo human dataset was post-processed in the following
processing stages and only one interpolation stepwas applied. Geometric
distortions related to susceptibility artefacts wereminimised in the DWIs
with the application of a voxel displacement map (VDM) estimated
from the two acquired reversed phase encoded b = 0 s/mm2 images
(Andersson et al., 2003; Smith et al., 2004). A full afﬁne transformation
between the DWI volumes, using normalised mutual information, was
applied to reduce motion and eddy current induced distortions. Finally,
the orientation of the 61 non-collinear directions was reoriented
according to the orientation introduced by the transformations
(Leemans and Jones, 2009).
Finally, transformations were then applied using a 7th-order
B-spline interpolation method implemented in the SPM8 toolbox
(url://www.ﬁl.ion.ucl.ac.uk/spm) in Matlab (Mathworks Inc., Navick,
USA). Two DWI datasets were generated using different sampling
factors (SF); One with SF = 1 hence keeping the original image resolu-
tion i.e. 2.33 mm3, and a second with SF = 8 resulting in a DWI dataset
with a ﬁnal image resolution of 1.153 mm3.
Fibre-reconstruction
For demonstrating the effects of interpolating DWI datasets,
the widely used diffusion tensor (DT) model (Basser et al., 1994)
was employed. We used the Camino toolkit with non-linear DT ﬁtting
for calculating DTI indices as radial (RD) and axial (AD) diffusivity,
and FA maps. For visualisation, the FA maps were Directional Encoded
Colour-coded (DEC) using red-green-blue (RGB) colours abbreviated
as DEC-FA (Pajevic and Pierpaoli, 1999).
Simulations
Two substrates with simple 3D geometries were constructed for in-
vestigating the impact of up-sampling and the interpolation methods
employed when using signal components from tracts on sub-voxel
length-scales. A two-compartment Gaussianmodel was used consisting
of two interleaving ﬁbre tracts systems. One tract system consists of
broader sheet like ﬁbre tracts with through plane anisotropy (Fig. 1a,
DEC-FA coloured blue). The other tract system contains thinner tracts
with anisotropy in-plane, consisting of vertically straight and curved
tracts (Figs. 1b and c, DEC-FA coloured green). In the ﬁrst substrate
with straight ﬁbre tracts, the tract thicknesses were set to lt = 0.8, 0.9,
1.0 and 1.1 relative to the voxel size l of the original low resolution
substrate and spaced 7 voxels apart. The tracts were placed along the
intersection of two columns of voxelswith theﬁrst eigenvector oriented
vertically exemplifying a worst-case scenario of a PVE (Fig. 1b). In the
second substrate with curved tracts, a low-resolution dataset was
created from a synthetic high resolution dataset with curved tracts as
shown in Fig. 1c. The eigenvalues of the local diffusion tensors were
set to the same as in the substrate with straight tracts, but the ﬁrst
eigenvector followed the local tangent. The tract thicknesses were
set to lt = 0.7, 0.8, 0.9 and 1 relative to the voxel dimension of thedownsampled resolution l, and the ﬁbre tracts were curved with a
radius of 26 times the voxel resolution (Figs. 1c, d).
In this way we produced different realistic levels of PVE due to a
conﬂict between limited image resolution (grid size) and tract
geometry as the tract thickness i.e. cross-sectional area of the tract,
resulting in voxels containing a fraction of both tract systems in
Figs. 1b, d. The eigenvalues of the two compartments were identical
and set to λ1 = 5E−10 m/s2 and λ2 = λ3 = 1E−10 m/s2 that are
comparable values found in perfusion ﬁxated Vervet monkey white
matter tissue from Lundell et al. (2011). The resulting FA value is
0.68. Synthetic diffusion MRI data was calculated inversely from
the constructed geometry using the Camino toolbox (Cook et al.,
2006) (http://cmic.cs.ucl.ac.uk/camino/) with a SNR of 20 for the
61 gradient directions and b-value as used in the imaging experiments.
The simulated substrate was constant in slice direction over the whole
width of the interpolation kernel, but the noise was independently
modelled in each slice.Analysis
The sampling factor
Wedeﬁne interpolation and up-sampling to higher image resolution
as a sampling factor (SF) being the ratio between the voxel volume of
the original (low resolution) image and that of the interpolated.
Hence, a sampling factor of 1 means that the original image resolution
has not been changed before ﬁbre reconstruction, whereas doubling
the image resolution lead to SF = 8.
205T.B. Dyrby et al. / NeuroImage 103 (2014) 202–213Synthetic diffusion MRI data analysis
We test how different conventional interpolation methods available
as well as the SF impact the anatomical features of the reconstructed
image. Synthetic diffusion MRI (linear and curved substrates) was
up-sampled to voxel sizes li = 1/2, 1/3 and 1/4, corresponding to an
SF of 8, 27 and 64 using a linear, cubic and 7th-order B-spline interpola-
tion method, as implemented in the SPM8 toolbox. The B-spline func-
tion is given by a linearly weighted combination of basis functions
positioned throughout the spatial image domain. The order of the
function is determined by the order of the piece-wise polynomial
basis functions, where an increasing order results in a larger spatial
support region for each basis function. For instance, an order of 1, 3
and 7, results in a spline function value being inﬂuenced by at most
the 2d, 4d or 8d closest voxels of the original image resolution,
where d refers to the image dimensionality. A survey of the interpo-
lation methods investigated is covered in Lehmann et al. (1999). We
investigated how the SF impacts the DTI indices and the shape of the
tensor via the MODE index ranging from−1 for oblate to 1 for linear
anisotropic (Kindlmann et al., 2007).Diffusion MRI data
For each of the ex vivo datasets acquired with different original
image resolutions, several sampling factors were applied corresponding
to a range of interpolated image resolutions ranging from0.83, 0.63, 0.53,
0.43 to 0.253 isotropic mm3. We used the interpolation method that
demonstrated the best performance in the analysis based on synthetic
diffusion MRI data.
A quantitative analysis of the effect of interpolation was performed
using the 0.43 mm3 DWI dataset as high resolution gold standard.
The high resolution dataset was down-sampled to a 0.83 mm3 low
resolution dataset using nearest neighbour interpolation. The high
and low resolution datasets were then reconstructed in ﬁve different
ways to evaluate error in FA and principal direction estimates. (i) DT
reconstruction of the original high resolution gold standard dataset.
(ii) DT reconstruction of the FA image of the low resolution dataset
i.e. no change in effective image resolution and (iii) 7th-order B-spline
interpolation of the scalar FA image calculated from the low resolution
dataset. (iv) 7th-order B-spline interpolation of the low resolution DT
elements with subsequent eigenvector estimation and FA calculation.
The latter was done with a log-Euclidean transformation to satisfy the
relation between the DWI signal and the tensor elements (Arsigny
et al., 2006). (v) 7th-order interpolation of the low resolution DWI to
high resolution and then DT reconstruction. Maps of absolute error
in FA and angular deﬂection of the principal direction from the
gold standard to the high resolution dataset (i) were computed for the
datasets with low resolution origin (ii–v). To allow voxel-wise
comparison, the low resolution dataset (ii) was interpolated to
high resolution using nearest neighbour interpolation.Results
Simulations
Original image resolution
Straight ﬁbre tracts that ﬁll up less than 100% of a voxel as seen for
tract x, y and z in Fig. 1b (DEC-FA displayed in green) showed de-
creasing FA values due to the increasing PVE from the neighbouring
broader ﬁbre tracts with larger cross-section (Fig. 1b, DEC-FA
displayed in blue). Lower FA values were continuously observed
along the broader tract v, but PVE renders its cross-sectional
area twice as broad (two voxels) compared to the original tract in
Fig. 1a. All ﬁbre tracts (x–v) displayed similar PVE-induced “broadening”
because their geometrical dimensions did not ﬁt the grid size used
for sampling.Sampling factor
For the interpolation methods in Fig. 2, increasing the SF resulted
in an overall improved reconstruction of straight ﬁbre tracts (x–v)
when compared with the original image shown in Fig. 1b. The tracts
displayed a more consistent direction (green colour) along the whole
tract. Most improvement was observed for a SF of 27 and higher. At a
SF of 27 or higher, the principal direction started to emerge even
for the thinnest tract v. In agreement with the true tract in Fig. 1a,
the principal direction became more dominant (labelled in green in
DEC-FA) instead of showing low anisotropy as in Fig. 1b. This indicates
that the adverse effects of PVE on the directionality of ﬁbre tracts
gradually diminished at higher SF.
The geometry of the reconstructed tracts was also positively affected
by the applied interpolation method, but the success depended on the
thickness of the true underlying tracts: using 1st-order B-spline, the
reconstructed ﬁbre tracts y, z and v appeared to have similar thickness
for any SF. However, when using 7th-order B-spline, reconstruction
yielded increasing tract thickness for tract x, y, z and v and thus, appro-
priately reﬂected the true thickness of the tracts as shown in Fig. 1b.
A similar tendency was observed when comparing the 3rd- and
7th-order B-spline results, albeit revealing a much weaker effect.
For the 7th-order B-spline, the main contour of tract v and z tended
to be thinner but the boundary along the tract appeared to be noisy
(piecewise broader), which might be related to the relative low SNR
of 20 used. The geometry effects are also displayed in Figs. 2b, c where
the mean FA, mean RD and AD were calculated within each column of
the images when using 7th-order B-spline interpolation with SF of 1
(black) and 64 (red). The interpolated high resolution substrates
showed improvements in how many samples (equal a distance)
that represent the thickness of a tract: the broader the original
tract (i.e. from tract x to v) the broader the reconstructed tract. This
was the case for high SF of 64 but not for low SF of 1 where the
tract thickness was unchanged.
The line proﬁles displayed in Figs. 2b, c show no signiﬁcant changes
in mean anisotropy (FA), RD or AD for any SF or interpolation method
within ROIs of the tracts, yet spatial differences can be observed. First,
for reconstructed interpolated datasets in Fig. 2a a thin band of low FA
values appears all along the boundary between the two tract systems.
This suggests increased PVE after interpolation, which is likely due to
the detection of two crossing ﬁbres tract systems. Secondly, Figs. 2b, c
show that FA, RD and AD in the core of especially tracts z and v converge
towards the true anisotropy and diffusivities (striped lines) at higher SF.
The ringing in Figs. 2b, c originates from reconstructing sharp boarders
using higher order B-spline interpolation and appears at each side of
the transition as an over- or under-shoot that fades out with distance.
The frequency of the ringing is determined by the grid size of the
original image and not to the ﬁnal image resolution, i.e. the chosen SF.
No ringing is seen for 1st-order B-spline because it is a linearﬁt between
neighbouring voxels (result not shown).
For the remaining analysis, we used 7th-order B-spline interpola-
tion, because this method was amongst the best performing interpola-
tion methods, resulting in the most optimally reconstructed geometry
of the true simulated tracts.
Curved ﬁbre tracts
Higher SF (N1) had similar effects on curved ﬁbre tracts as observed
for straightﬁbres as shown in Figs. 3a, b. The geometrical representation
of the tract thickness generally followed the representation of the
true underlying tract (Fig. 1c), and PVE appeared consistently as low
FA values along the boundary between the two tracts. However, the
curvature of the tracts introduced general challenges with respect
to reconstruction:
The tract midline: For SF=1, the tracts appeared to be interrupted in
curved regions with low FA andMODE values as shown in Figs. 3a, e
and for the midline proﬁle for tract x shown in Figs. 3d, h (red line).
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now clearly appeared as “hotspots” in Figs. 3b, f. The “hotspots”
appeared systematically along themidline of all the curved tracts.
The hotspots indicate the position where the true underlying
tracts are optimally represented on the grid in the original
image resolution also seen as a correspondence in the oscillations
of the midline proﬁles in Figs. 3d, h. No signiﬁcant differences in
FA or MODE values were found along the midline proﬁle for
high SF Figs. 3d, h (red versus blue lines). However, FA values
often tended to be higher, while MODE remained unchanged.The tract geometry: The horizontal proﬁles (dashed) in Figs. 3a, e,
and f and corresponding voxel intensities shown in Figs. 3c and g
demonstrate the same increased PVE effects along the boundary
between tracts as seen for the straight ﬁbres in Fig. 2b: the appear-
ance of low FA values and negative MODE values. Negative MODE
values in Fig. 3b are reﬂecting oblate tensor shapes that suggest
PVE caused by two orthogonally crossing ﬁbres tracts. Ringing
artefacts mimicking the shape of the curved tracts are also clearly
seen in the interpolated FA map as well as in the horizontal FA
proﬁle in Figs. 3c, g. The artefact originates from high-order
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are found along the dashed line proﬁle in a), b) as well as along the tract midline as shown in d) and h).
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Fig. 4.Quantitative analysis of the effect that different interpolation strategies have on DT reconstruction. Top panels show a) FA and b) principal direction (conventional colour
coding, L/R red, A/P green and S/I blue) calculated from the original high resolution dataset being the gold standard (i), down sampled low resolution dataset and DT reconstruction of FA
image (ii), 7th-order B-spline interpolation of the scalar FA image calculated from the low resolution dataset (iii), interpolated DTmetrics (iv) and interpolated DWI data (v). The bottom
panels show the corresponding errormaps for FA and principal diffusion direction.Mean absolute errors are calculated over anisotropic voxelswith FA N 0.2 in the original high resolution
dataset which served as gold standard. Finer details like cortical layers and layers in the cerebellum (yellow and white arrows) and delineation between different white matter tracts
(blue arrows) are visible in the original data (i) and after interpolation of the full tensor or the DWI data (iv and v). Artefacts in the interpolated DWI dataset can be attributed to ringing
artefacts (orange arrows).
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with systematic spacing. Similar ringing artefacts, although much
weaker, also appear in simulations of straight lines as shown in
Fig. 2b for SF = 64. From the inspection of the MODE proﬁle in
Fig. 3g the ringing artefact appears to have minimal inﬂuence on
the tensor shape except of a marked under-shoot at tract interfaces.
Ex vivo imaging
A quantitative analysis of how interpolation impacts on FA and
principal direction is shown in Fig. 4. Interpolation of low resolution
data improved the anatomical detail. Interpolated scalar FA (iii) and
tensor (iv) yielded slightly better results than interpolation of DWI
data (v) in terms of decreased mean absolute error (Figs. 4a and b).
However, some anatomical details, such as cortical layers and delinea-
tion of different white matter pathways, were only visible with interpo-
lation of the full tensor or the DWI data but not after interpolation of the
reconstructed FA (white, blue and yellow arrows in Fig. 4). ArtiﬁciallySF = 1
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Fig. 5.DTI reconstructions of DWI datasets acquired in various image resolutionswith and
without prior interpolation and different sampling factors (SF) a)–j). Each row show from
left ﬁrst the original image resolution i.e. SF= 1 a), b), g) and d) followed by interpolation
with different SF N 1 except for a) the highest image resolution. Note that the highest
resolution image in a) has no isotropic voxels but 0.5 mm slice thickness. Top-left corner:
b= 0 s/mm2 image with indication of the zoomed region (yellow frame) shown in a)–j)
where DEC-FA are visualised in RGB colours that indicates the principle direction of the
diffusion tensor: right-left (RED), anterior–posterior (GREEN) and ventral-inferior
(BLUE). (See Supplemental Fig. S1 for all image resolutions acquired). The arrows indicate
an example in cortexwhere rims of low and higher FA values are seen in i) at interpolated
imageswith SF=16as in a) for higher original resolutions but in g) are hard to distinguish
at the low image resolution. Anatomical labels in b = 0 s/mm2 image indicates; 1: The
hippocampus, 2: corpus callosum, 3: putamen, 4: thalamus, 5: cortex, 6: lateral geniculate
nucleus, 7: cingulum tract, and 8: centrum semiovale.high FA values (indicated by orange arrows in panel v of Fig. 4a) can
be explained by severe ringing artefact after interpolation in regions
with high contrast.
Visual inspection of interpolated DWI datasets and DEC-FA in Fig. 5
revealed the similar positive effects for increasing sampling factor as
found in the simulations i.e. geometrical representation and directional-
ity. An example is the cross-sectional size of the mid-sagittal corpus
callosum that for low resolution images appear thin (~1 mm) (Fig. 5g)
but with SF it increases in size and appears also geometrically similar
to that in the high image resolution images (~1.8 mm) in Fig. 5a.
Similarly, better tract representations of thickness were also observed
in the simulations. As for the simulations, no signiﬁcant difference in
mean FA values emerged when comparing original and interpolated
image resolutions in hippocampus, centrumsemiovale, corpus callosum
or cortical GM regions. We constructed a histogram of signal intensities
from a large ROI drawn in the background of the b= 0 s/mm2 images
from the 13 mm3 DWI dataset. The histogram showed that the noise
proﬁle did not change with interpolation and SF when using 7th-order
B-spline.
No obvious hotspot was seenwithin curved ﬁbre regions such as the
hippocampus folding, as was observed in simulations of curved tracts
(anatomical label 1). Furthermore, interpolation-related ringing effects,
as observed in simulations, were not visible. However, ringing artefacts
emerged in larger homogeneous regions, yet they only appeared close
to edges i.e. near ventricle (not shown).We attribute these ringing arte-
facts to Gibbs ringing (an imaging artefact due to limited matrix size)
rather than to interpolation. However in the CC, some (single) voxels
showed altered directional orientation and FA value after interpolation
relative to other voxels in CC (Fig. 5j, arrow). This could be related to
an interpolation ringing artefact.
Overall, visual inspection of Fig. 5 suggests that the achievable
beneﬁts in terms of anatomical details obtained with various
SF depend on the original image resolution and the size of the
anatomical structures:
Lower original image resolutions N0.63 mm3 are shown in Figs. 5g–j.
The improvement of the anatomical contrast between larger white
matter structures at higher SFs is paralleled by an overall blurring
when compared to the corresponding original higher-resolution images
(see Supplemental Fig. S1 for all image resolutions acquired). The blur-
ring effect likely originates from the interpolation method (i.e. kernel
applied to individual measurements of the DWI dataset) and insufﬁ-
cient effective resolution in relation to ﬁner anatomical structures
(Figs. 5h, i, j versus d, b, a). Overall, improved contrast can be observed
for the larger anatomicalWMandGM structures in Fig. 5j versus 5 g and
indicated with anatomical labels 3, 6, 7 and 8. The improved contrast
typically results from improved directional information (principle
direction of the tensor) and from lower FA values due to PVE at the
tract interfaces as also seen in simulations (Figs. 2b, c, SF = 64). Finer
details such as the separation of the hippocampal layers remain
concealed (Figs. 5h–j, anatomical label 1). Nevertheless, even for the
lowest original image resolution of 13 mm3, higher SF (≥4.6) clearly
disclose two cortical rims, an inner rim with low FA values, and an
outer rim with higher FA values. Especially the outer rim has an
orientation, which is generally orthogonal to the cortical surface.
This microstructural feature of the cortex can also be seen at the
higher original image resolution (Fig. 5, arrows).
For higher original image resolutions (≤0.63mm3) shown in Figs. 5a–f,
the blurring effect was reduced and the contrast between ﬁner
anatomical details emerged with increasing SF, resulting in improved
geometrical representation and higher appearing resolution. For higher
SF (N8), curved-shape structures and their orientation such as the fold-
ing of hippocampal layers followed those of the original higher image
resolution (Fig. 5, f versus a, anatomical label 1) (see Supplemental
Material Fig. S1 for all image resolutions acquired). In addition, the
contrast at the boundaries between white matter tracts appeared
sharper at higher SF, and the boundary appears spatially continuous
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anatomical label 8). For deeper grey matter regions such as thalamus,
caudate nucleus, geniculate nucleus, the contrast to anatomical details
was not improved at any original image resolution or higher SF
(Figs. 5f, c versus a) (anatomical labels 3, 4, 6).
For SF higher than 16, we observed no further improvement in
anatomical details for 1.03 and 0.83 mm3 image resolution. For the
higher image resolutions with a voxel size of 0.43 mm3 (Fig. 5c), we
were not able to observe an improvement for SF N 4 because the highest
acquired image resolution is 0.25 × 0.25 × 0.5 mm3 (Fig. 5a). Neverthe-
less, isotropic 0.43mm3 resolutionwith SF of 4 appeared visually similar
to the highest in-plane image resolution.
Interface between cortical grey and subcortical white matter
In addition toWM regions showing PVE caused by interfacing tracts,
the interface between GM (high cell density) and WM (high axon
density) regions will beneﬁt from interpolation. This can be seen in
cortical regions such as the hippocampus (Fig. 5), but the effect is
most prominent in the cerebellum. Fig. 6 shows an example for the
cerebellum with an original image resolution of 0.53 mm3 (Fig. 6b)
and interpolated to 0.253 mm3 (SF = 8, Fig. 6d). After interpolation,
DEC-FA revealed a spatially coherent and continuous structural folding
of the cortical surface, not seen at the original image resolution
(Fig. 6c versus 6a). The contrast may come from the thick and densely
packed granular layer in the cerebral cortex (isotropic diffusion) and
its interface to two anisotropic structures, namely WM and dendrites
in the lower cortical layers as well as parallel ﬁbres in the molecular
layer. This contrast between WM and GM already emerged in the
individual interpolated images and not only in the reconstructed DTI
as shown in Figs. 6b, d.
Anatomical comparison with Nissl staining
Fig. 7 shows a coronal Nissl stained slice of a Vervet brain. The
section is positioned to optimally match the DTI image in Fig. 5.
Because the Nissl stain is showing cell bodies and DTI is relateda)
c)
Fig. 6. Sagittal view of the cerebellum showing that improved anatomical details also clearly ap
resolution 0.53 mm3 reconstructed and visualised in a) as DEC-FA, and in b) one of the diffusio
SF = 64 visualised in c) as DEC-FA and in d) diffusion weighted image volume. Arrows indicatto ﬁbre anisotropy and orientation, the two modalities generally
have opposite contrast mechanisms. The folded hippocampal layers
observed with DTI in Fig. 5a are clearly outlined in the Nissl stain
and show consistent folded layers with different cell densities.
High cell densities can be found in hippocampal regions CA1-3 and
dentate gyrus (DG) and may constitute layers of lower FA values.
The putamen (Pu) and claustrum (Cl) have high cell densities.
Accordingly, DTI yielded corresponding areas of low FA values. The
claustrum for example appears as a thin stripe (few voxel broad) of
low FA values (Figs. 5a, f, j). It was possible to identify the claustrum
based on DEC-FA from any original image resolution interpolated
to b0.43 mm3 (Figs. 5b, e, i). Although the claustrum was not visible
at the original 13mm3 image resolution, it weakly appearedwith a SF
of 64 (Fig. 5j). The larger putamen also appeared more consistently
at higher SFs (Fig. 5g versus j, and d versus f). Yet, when applying a
high SF to the low original image resolution, the putamen appeared
blurred (Fig. 5g versus j). The blurring of the putamen might be ex-
plained by the PVE between GM and the dense WM ﬁbres projecting
through the putamen that are clearly seen in the Nissl stain (Fig. 7).
While the lateral geniculate nucleus (LGN) shows curved layers of
high cell density in the Nissl stain, the layers were not visible at
any original image resolution on DEC-FA in Fig. 5.
In vivo imaging of human brain
Fig. 8 illustrates DEC-FA of a typical clinical in vivo human DWI
dataset in 2.33 mm3 with and without interpolation (SF = 8). Similar
effects of interpolation were reproduced as in the ex vivo monkey
data (Fig. 5) and in simulations (Figs. 2 and 3). No ringing effects were
visible as in the ex vivo monkey data. A SF = 8 improved contrasts
between interfacing ﬁbre tracts as seen in the region of the centrum
semiovale where a stripe of low FA values appeared which was not
evident at original image resolution (Figs. 8a, b versus c, d, single
arrow). Furthermore, the outline of the interface between cingulum
and corpus callosum ﬁbres improved and geometrically the thickness
of the cingulate appeared more consistent (Fig. 8d, white arrow).b)
d)
pear in individual interpolated diffusion weighted images. DWI dataset in original image
n weighted image volumes from the DWI dataset. After interpolation to 0.253 mm3 using
e improved geometrical information with interpolation in DEC-FA and diffusivity.
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Fig. 7.Nissl stain of the Vervet monkey brain for comparisonwith anatomical ﬁndings with DTI results. The coronal slice is positioned similar to the coronal slice fromDTI in Fig. 4.
Arrows indicate anatomical regions: Layers in cerebral cortex (green arrow), WM in internal capsule (yellow arrow), layers of lateral geniculate nucleus (red arrow) and the
hippocampal CA1-3 region with high cell density in dentate gyrus (blue arrow). Abbreviations: Cin: cingulum bundle, CC: corpus callosum, Ca: caudate, Fx: fornix,
MD: medio-dorsal thalamus, VLP: ventra-lateral posterior thalamus, 3V: third ventricle, VPL: ventral-posterior lateral thalamus, Ins: insula, IC: capsule interna, Pu: putamen,
Cl: claustrum, Fi: ﬁmbria, LGN: lateral geniculate nucleus, CA1-3: cornu ammonis, and DG: dentate gyrus.
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for deep GM structures. For example, the contrast between internal
and external capsule WM projections and the putamen was enhanced
(Fig. 8d, double arrow). Also, the contrast between thalamic nuclei
becamemore prominent (Fig. 8, circle). Contrast between cortical layers
did not appear as clearly as in the ex vivo monkey data. This was the
case with and without interpolation. The same was the case for the
hippocampus, where interpolation did not improve the anatomical
contrast between hippocampal layers. In analogy to the low resolu-
tion monkey datasets, the application of high SF blurred the larger
anatomical structures.
In agreement with the ex vivomonkey data and simulations, no sig-
niﬁcant difference inmean FA values between original and interpolated
image resolutions were observed in hippocampus, centrum semiovale,
corpus callosum or cortical GM regions.Discussion
Using conventional interpolation methods, we demonstrate that in-
terpolatingDWIdatasets to a higher image resolution before voxel-wise
reconstruction can reveal anatomical details that are normally only seen
in datasets acquired at a higher image resolution. A similar beneﬁt in
terms of improved anatomical resolution was achieved by model
based interpolation using the full DT, but not when interpolation scalar
images (i.e. the FA maps). We employed simulations and high-quality
and high resolution ex vivo DWI datasets at various image resolutions
to validate the performance of interpolation. We also used anatomical
information from Nissl stains to assess the quality of the WM/GM
contrast (as provided by high/low FA values) with and without prior
interpolation. This enabled us to highlight the pros and cons of speciﬁc
interpolation settings in relation to speciﬁc anatomical features.
Supported by simulations, the results show that more ﬁne-grained
anatomical features typically appear in regions with complex ﬁbre con-
ﬁgurations. In these regions, interpolation improves (i) the geometrical
representation of tract shape, (ii) the contrast at boundaries betweentracts, and (iii) directional information of the principle ﬁbre direction.
This suggests that interpolation in combination with reconstruction
decreases the adverse impact of PVE caused by low image resolution.
At the same time, interpolation increased PVE at the boundary between
tracts producing a thin line of low FA values including a mixture of both
tracts. We found no signiﬁcant changes in regional anisotropy, but sim-
ulations for straight tracts showed that FA tended to improve accompa-
nied by both a RD increase and AD decreases towards true diffusivities.
Since interpolation can be applied to already existing DWI datasets,
this approach bears considerable potential for a wide range of DWI
based applications ranging from research to practical clinical use. For
example in pre-surgical planning DTI tractography is often used to
map the displacements of projecting tracts but low image resolution
and limited scanning time can potentially compromise the reliability
of the tracking results. Additionally, the possibility to improve
anatomical resolution is not limited to the DT model as shown
here, but could be expanded to multi-ﬁbre models, tractography
and possibly to microstructural imaging techniques that are geared
to extract more speciﬁc microstructural features such as ActiveAx
(Alexander et al., 2010; Dyrby et al., 2012; Zhang et al., 2011) and
NODDI (Zhang et al., 2012). One should however bare in mind the
challenges with interpolation methods. We for example observed a
ringing artefact with higher-order B-spline interpolation that can
complicate ﬁtting and comprises the ﬁner anatomical details found.
However, there exists a wide range of interpolation methods that
suppresses such artefacts and therefore, the selected interpolation
method plays a key role on its output.Interpolation of DWI datasets
Higher-order interpolation methods use local information of
neighbouring voxel intensities in the original image to predict the
shape of boundaries in a higher image resolution (Lehmann et al.,
1999). DWI datasets consist of a series of image volumes. Since
each volume measures the diffusivity along different encoding
a) b)
c) d)
Fig. 8.Coronal viewof a typical DTI reconstructedDWI dataset of the livinghumanbrainwithout a), b) andwith c), d) interpolation using SF=8 leading respectively to 2.33 and 1.153mm3
isotropic voxels. a), c) Display of FA values and b), d) with DEC-FA. Arrows indicate anatomical regions: c) centrum semiovale (single), hippocampus (double) and parietal WM (triple).
In d) the boarder between the cingulum and corpus callosum ﬁbres and projections between internal and external capsule is indicated (single arrow and double arrows), and thalamus
region (dashed circle) where improved contrast to sub structures appear after interpolation to the higher image resolution.
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anatomical features and their boundaries. The anatomical features
can be bundles of axons ensuring communication between greymat-
ter structures. These ﬁbre projections are spatially related through-
out the image space. Because of the spatial coherence of anisotropic
pathways, interpolation increases the anatomical information in the in-
dividual interpolated DW image volume, improving the reconstruction
of the local diffusion tensor. This notion is conﬁrmed by our ﬁndings:
the use of higher-order B-spline interpolation methods (7th-order) en-
abled a more correct geometrical representation of the tracts on the
sub-grid level compared to using lower order interpolation methods.
The higher-order interpolation methods or more advanced interpola-
tion methods in general can infer better the boundaries of anatomical
features at a higher image resolution from its neighbourhood.
Each interpolation method has its strengths and weaknesses:
The simulations show that using higher order interpolations produced
ringing artefacts. A ﬁrst order interpolation method does not produce
such ringing artefact because it is a simple linear ﬁt to the ﬁrst
neighbouring voxels. We observed improvements in the directional
contrast of the thinnest tract x when using ﬁrst order interpolation
(appearing more green in the principle direction). For higher order
interpolations, it is difﬁcult to decide whether improved anatomical de-
lineation was caused by a better contrast between the true underlying
anatomical features at sub-voxel level, a ringing artefact, or a combina-
tion of both. Ringing caused by non-related anatomical effects could for
example originate from borders between compartments having differ-
ent T2 relaxation times as observed in b=0 s/mm2 (e.g. between tissue
types and liquid). Since the b = 0 s/mm2 was uniform in oursimulations, we infer that the ringing observed in the reconstructed
FA maps must originate from the true anatomical contrast in the simu-
lated DW image volumes. Alternatively, improved anatomical resolu-
tion with higher-order interpolation methods could also be due to the
inclusion of a broader neighbourhood for intensity interpolation than
1st order methods. This might particularly apply to noisy and heavily
partial-volume effected structures with a local spatial extent in one or
two dimensions as ﬁbre tracts. The ﬁbre tracts on the substrates were
designed with a two dimensional, sheet-like, extent i.e. repeated tracts
in the slice direction. However, in this study we used standard interpo-
lation methods and did not investigated further into optimal interpola-
tion kernel sizes in relation to the spatial extent of anatomical features.
Several studies have already shown how regularisation methods using
neighbouring information of DWI data prior to ﬁbre reconstruction in-
crease robustness to SNR and improve contrasts between anatomical
structures (Arsigny et al., 2006; Haldar et al., 2013; Lam et al., 2013).
More advanced spatial regularisation and super-resolution methods
with upsampling might yield even ﬁner and more correct anatomical
details of true underlying anatomy (Coupé et al., 2013; Mai et al.,
2011; Nedjati-Gilani et al., 2005; Yap et al., 2014). For example, Yap
et al. (2014) applied a kind of anisotropic interpolation strategy to
acquire DWI based on a directional proﬁling scheme which encourages
interpolation along but not across ﬁbres (Yap et al., 2014). The authors
found improved contrast in reconstructed anisotropy maps relative
to a 1st-order B-spline. We demonstrated that using model-based
interpolation, where the full DT model is interpolated, reveals the
ﬁner anatomical details as when interpolating the DWI dataset.
Interestingly, we found no signiﬁcant differences in performance with
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dataset. However, in Fig. 4 the DT interpolation approach appeared
spatiallymore alike the FAmap of the gold standard thanwhen interpo-
lating DWI dataset. The reason could be that the tensor element image
volumes have lower contrast compared to the T2-weighted DWIs and
could thus be less sensitive to interpolation ringing artefacts. We used
the log-Euclidean transformation approach for interpolating the tensor
elements (Arsigny et al., 2006), but approaches for interpolating more
complex e.g. multi-ﬁbre models might not be straightforward. We
revealed, when using both interpolated DWI dataset and DT interpola-
tion, ﬁner anatomical details as in gold standard that are not visible if
interpolating the FA map of the low resolution DWI dataset.
With the implementation of the tri-linear interpolationmethod, Yap
et al. (2014) observed a so-called blocking artefact that introduces
distortions in the reconstructed image, however we used the imple-
mentation in SPM and did not observe any such artefacts, maybe be-
cause of a higher SNR. We instead found that the ringing artefact from
interpolation could lead to a DT ﬁtting failure. Such failures were typi-
cally found for voxels located in high contrast regions as liquid/tissue in-
terfaces in the b=0s/mm2 aswell as in DW image volumeswhenusing
low b-values. The ﬁtting problem occurs typically when voxel intensi-
ties in b = 0 s/mm2 get lower than that of the DW image volume.
Reduction of the water signal, multiple b-shells or other basis functions
for interpolation with suppressed ringing artefact i.e. windowed Sinc
interpolation could potentially recover this problem.
Strong diffusion weighting applied along the ﬁbres can lead to
regional signal decay towards the noise ﬂoor. Interpolation of noise
leads to more continuous images, i.e. an appearing Perlin noise-like
effect (Perlin, 1985)with an appearing low frequency structuremodulat-
ed by the sampling frequency. Since interpolation did not change noise
characteristics, we believe that its effect for low SNR is similar to that of
DT for original image resolution (Jones and Basser, 2004). Itmay however
be subject to spatial modulation by the Perlin noise-like effect.
When applying interpolation, one should be aware of the inherent
limitations and challenges of interpolation methods, as already
discussed especially those methods that account for tissue anisotropy
(Mai et al., 2011; Yap et al., 2014) and optimize their ability to preserve
the correct geometrical features at the highest image resolution (Mai
et al., 2011). We successfully applied the interpolation approach on
DWI datasets using DTI. The basic principle is expected to be valid for
any ﬁbre reconstruction method that is designed for the acquired DWI
in angular resolution at original image resolution, but the beneﬁts
may vary between methods.
Tractography methods mostly use interpolation to create continu-
ous tensor ﬁelds for making the step-wise tracking more robust and
precise (Basser et al., 2000; Behrens et al., 2003). However, the interpo-
lation step in tractography is typically applied to the reconstructed
directional ﬁbre vector ﬁeld, and not to the raw DWI dataset simply to
avoid the massive data handling (Behrens et al., 2003). However,
some diffusion MRI toolboxes today offer interpolation of DWI ‘on the
ﬂy’ in tractography which prevents the need for large stored datasets
i.e. Camino (http://cmic.cs.ucl.ac.uk/camino/) and MRItrix (http://
www.brain.org.au/software/mrtrix/). A recently introduced Track
Density Imaging (TDI) technique is based on the reconstructed
ﬁbre-ﬁeld from acquired DWI datasets (Calamante et al., 2010).
This technique does not limit the streamline projections to the grid
of the original image resolution as in traditional tractography, but
to that of a very high ﬁnal image resolution. In this way the stream-
lines themselves act as the ‘interpolation method’ revealing contrast
to appearing ﬁner anatomical details at the higher image resolution.
Sampling factor
Two key factors inﬂuence the beneﬁcial effects of interpolating DWI
datasets prior to reconstruction. The ﬁrst factor concerns the relation
between the grid size (voxel size) and the size of anatomical structures.The second factor is related to the interpolationmethod used. These two
factors determine the optimal sampling factor that should be applied
during interpolation. Our simulations revealed that a 7th-order
B-spline interpolation was found to be optimal and a SF N16 still
provided minor additional information. However, when applied to a
high-quality ex vivo data set, the improvement in anatomical resolution
visually plateaued at a SF of 8. The difference in optimal SF can be attrib-
uted to the fact that the simulated environments were less complex,
consisting only of two spatially homogeneous ﬁbre conﬁgurations
(crossing ﬁbres). In contrast, the brain tissue is much more complex
containing spatially heterogeneous structures. Another important
aspect is that interpolation cannot resolve anatomical structures that
already are poorly represented in the original data. If ﬁbre tracts are
coarsely sampled on the grid, interpolation will introduce artefacts
due to PVE. This was observed in simulations of curved tracts that
appeared piecewise interrupted along the tract after interpolation
(Fig. 3) and persisted at higher SFs.
Anatomical structures on the grid
The ﬁner geometrical details revealed by interpolation are generally
found in brain regions with complex ﬁbre structures. In the WM, this
was most clearly evident at the interface between larger ﬁbre tracts
where interpolation resulted in a one-voxel broad stripe of low FA values
along the interface between larger orthogonal tracts or tracts that have a
low incident angle. Simulations suggested that the stripe indicates PVE
due to crossing ﬁbres, and since it gets thinner with higher SF it is a pos-
itive effect indicating reduced PVE.More homogeneousWMregions such
as the corpus callosum or the corona radiata are characterized by sheet-
shaped structures. These homogeneous structures remain largely unaf-
fected by interpolation except at their tract interfaces. While the image
contrast in the WM is mainly driven by highly anisotropic structures at
WM tract interfaces, the contrast in GM structures comes mainly from a
ﬁbre-versus-cell body contrast covering a range of low tomediumanisot-
ropy values. Here interpolation made it possible to derive ﬁner anatomi-
cal details of GM structures and their orientation from low image
resolution data (0.63 and 13 mm3), which were not visible in the original
image resolution. The ﬁner details appear as an increased contrast be-
tween GM regions of high cell density and regions containing many
neurites (axons and dendrites). This was observed in layers of the cere-
bral cortex, hippocampus, cerebellum and thalamus. We speculate that
an improved GM contrast will be mostly evident in GM structures with
a high fraction of anisotropic structures i.e. neurites. If an anatomical
structure (e.g. the folded hippocampal layers) is originally too coarsely
sampled (e.g. at 13 mm3 image resolution), interpolation cannot recover
the true layered structural contrast that can be obtainedwithout interpo-
lation at higher image resolutions. However, we wish to point out that in
such low resolution situations DEC-FA maps from the interpolated DWI
dataset actually managed to reveal the true overall folded orientation in-
formation of hippocampal layers from the principle direction. Our an-
atomical ﬁndings are in line with our previous work where DEC-FA
maps of the ﬁxed pig brain revealed the layered organisation in GM re-
gions as in both the cerebral cortex and the hippocampus (Dyrby et al.,
2011). Layered organisation of the living and ﬁxated human brain has
also been found with DTI in cerebral cortex (Leuze et al., 2012;
McNab et al., 2013) and hippocampus (Shepherd et al., 2007).
While Nissl staining revealed far much ﬁner layer details than FA
reﬂecting differences in cell density amongst layers, DEC-FA maps
mainly provide information about structural orientation.
When interpolating the lower image resolution ex vivoDWIdatasets
(N0.63 mm3), the reconstructed FA maps appeared to have a lower
anatomical contrast than the FA maps derived from the original higher
resolution DWI dataset. The lower contrast appears as a blurring of
the FA map, which emphasizes the larger structures. Such blurring
was less prominent in the higher image resolution DWI datasets
(b0.63 mm3). Similar blurring effects were also seen in the interpolated
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with SF of 8. The main source of the blurring effect may be a conse-
quence of the grid size (image resolution) getting too coarse compared
to geometrical dimensions of the overall anatomical structures to be
sampled, but the blurring effect also comes from the kernel introduced
by the interpolation method. Minimal blurring after interpolation was
observed in the monkey dataset at an isotropic resolution below
0.63 mm3. Taking into account the volume ratio between human and
monkey being roughly 27 (length × hight × width ratio as 3 × 3 × 3)
then, we can infer from this information that the corresponding
acquired image resolution of the human brain should roughly be less
than 1.53 mm3 to ensure similarminimal blurring effect after interpola-
tion. This, when compared with a 0.53 mm3 ex vivo monkey dataset.
Indeed, such image resolution is too low for today's clinical scanners,
but promising new multiplexing techniques have recently been
presented allowing clinical scanners to efﬁciently achieve higher
image resolutions while preserving scan time (Feinberg et al., 2010).
Conclusion
The results show that the application of well-established interpola-
tion methods to diffusion weighted imaging datasets acquired in high
angular resolution before reconstruction can reveal anatomical details
only seen for the higher image resolutions. We combined simulations,
high quality ex vivo DWI datasets in various higher image resolutions
and classical histology for validating the results. We found in simula-
tions that the tract geometry, and ﬁbre directionality are more correctly
reconstructed when using higher order interpolation methods. When
interpolation was applied to a typical human DWI dataset, it was
concluded based on the ex vivo monkey results, that the acquired
image resolution of the human brain today is too coarse compared
to the size of the anatomical structures to exploit the full potential of
interpolation. Further investigations are needed to test more complex
interpolation techniques and get insight into their pros and cons, and
to develop ways to better quantify the revealed anatomical details
after the reconstruction of interpolated DWI datasets.
Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.neuroimage.2014.09.005.
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