



3. BAB III 
METODOLOGI PENELITIAN 
 
3.1 Rancangan Penelitian 
Langkah – langkah yang akan dilakukan penulis dalam penelitian ini tersusun sesuai 
dalam gambar 3.1 berikut : 
 
 
Gambar 3.1 Metodologi Penelitian 
 
3.3.1Identifikasi Masalah 
Pada penelitian ini, langkah awal yang akan dilakukan adalah mengidentifikasi 
masalah yang nantinya digunakan sebagai landasan awal untuk memahami dan 
menentukan solusi penyelesaian serta metode yang akan digunakan. Berdasarkan uraian 




permasalahan yang baru – baru ini terjadi yaitu mengenai trending topik 
“#AsianGames2018” yang menghebohkan masyarakat twitter di Indonesia. 
Trending topik “#AsianGames2018” berhasil mencuri perhatian masyarakat 
Indonesia, dengan kesuksesan para atlet tanah air membawa pulang medali – medali  
emas sebagai hadiah yang dipersembahkan untuk hari kemerdekaan bangsa Indonesia. 
Hal itupun tak luput dari komentar masyarakat diseluruh penjuru Indonesia, dengan 
adanya komentar yang dilontarkan dimedia sosial juga berdampak pada masuknya 
informasi secara tidak langsung melalui kata yang disematkan pada hashtag. Dengan 
banyaknya informai yang bisa didapat dari kata kunci tersebut, akan sangat sia – sia jika 
data yang ada tidak dimanfaatkan dan diolah dengan baik untuk mengetahui kualitas 
informasi tersebut. Tujuan lain dari pengolahan data tersebut juga bisa dikerucutkan 
menjadi sebuah acuan penilaian terhadap hasil dari kerja dan kinerja penyelenggara 
suatu event. Terutama ini akan sangat berdampak pada pemerintah Indonesia yang ikut 
bertanggung jawab dalam mensukseskan event olahraga yang dilaksanakan setiap 4 
tahun sekali tersebut. 
Dengan semua pertimbangan dan alasan yang sudah dijelaskan, disini penulis akan 
mencoba memetakan data yang terdapat pada kata kunci “#AsianGames2018” dalam 
bentuk sentiment analysis dengan memanfaatkan metode klasifikasi. 
3.3.2Studi Literatur 
Tahap ini akan dilakukan pemahaman tentang konsep dasar algoritma – algoritma 
yang digunakan dalam penelitian yang akan dilakukan. Adapun literatur yang digunakan 
adalah jurnal dan buku yang memiliki tema atau bahasan yang sesuai dengan penelitian 
yang akan dilakukan, yaitu tentang Opinion Mining, Text Mining, metode klasifikasi dan 
algoritma Naïve Bayes Classifier. 
3.3.3Pengumpulan Data 
Pada penelitian ini, data yang diperlukan berupa dataset twitter yang berfokus pada 
satu kata kunci yaitu “#AsianGames2018”. Data pada penelitian ini didapatkan dari 
website resmi twitter.com sebuah web yang berdiri di San Francisco pada tanggal 19 
April 2007 dengan misi untuk membawa ide – ide dan informasi dari setiap orang ke 
media social [22]. Twitter memberi kemudahan dalam akses arsip untuk sebuah 





Pengumpulan data akan dilakukan dengan cara crawling dataset twitter dengan 
menggunakan bahasa pemrograman python. Pengambilan data tersebut juga 
memanfaatkan API (Application Programming Interface) yang diberikan oleh twitter, 
API tersebut dapat diakses melalui http://apps.twitter.com [5]. Pada tahapan ini nantinya 
juga akan ditentukan jumlah data yang akan digunakan dalam penelitian. 
Penelitian ini akan mengambil semua dataset twitter yang terkumpul dalam kata 
kunci “#AsianGames2018” bersamaan dengan berlangsung nya event Asian Games di 
Indonesia, yaitu kurang lebih selama 2 minggu dimulai dari tanggal 18 Agustus 2018 – 
2 September 2018. 
3.3.4Preprocessing Data 
Data yang telah didapatkan kemudian akan diolah terlebih dahulu sebelum 
memasuki proses klasifikasi. Pada tahap preprocessing ini, data mentah yang telah 
berhasil diambil pada tahapan sebelumnya akan diolah terlebih dahulu dikarenakan data 
twitter mengandung beragam jenis komponen. Mulai dari data text, angka, emoticon, 
hashtag, dan lain sebagainya, yang menjadikan data tersebut menjadi data yang 
kompleks [22]. Pada dasarnya preprocessing berfungsi untuk mengeliminasi atau 
menghilangkan data yang tidak sesuai, atau secara garis besar mengubah data tersebut 
agar lebih mudah diproses oleh system, atau dengan kata lain tahapan ini adalah tahapan 
awal untuk menyetarakan data yang sudah berhasil dikumpulkan. 
Preprocessing ini sangatlah penting dalam penelitian analisis sentimen, terutama 
untuk objek atau data yang didapatkan dari media sosial, yang sebagian besar datanya 
tidak baku atau tidak terstruktur [8]. Dari salah satu manfaat tersebut maka diperlukanlah 
tahapan preprocessing untuk mempersiapkan data yang akan digunakan dalam 
implementasi pada penelitian ini. 
Dalam penelitian kali ini, tahapan preprocessing yang akan digunakan adalah Case 
Folding, Stopword dan Tokenize, Filtering, dan yang terakhir adalah Stemming. Setiap 
tahapan mempunyai fungsi yang berbeda dengan tahapan lainnya. Case Folding sebagai 
tahapan untuk menyamaratakan huruf besar menjadi huruf kecil. Stopword untuk 
menghilangkan kata tidak penting, Tokenize untuk memecah kalimat menjadi kata 
perkata. Filtering yang berfungsi untuk mengeliminasi huruf yang bukan a-z. Serta 





Dari tahapan awal mengidentifikasi masalah, studi literatur, pengumpulan data, 
hingga preprocessing, kemudian data yang sudah melewati tahapan – tahapan 
sebelumnya akan diimplementasikan dengan metode yang sudah disesuaikan. 
Naïve Bayes Classifier merupakan sebuah metode klasifikasi yang sering 
digunakan dalam penelitian dengan data document. Dengan menyesuaikan kelas yang 
cocok untuk sampel yang sedang dianalisis, maka persamaan yang digunakan dalam 





Dimana : h  = Hipotesis data yang merupakan suatu class 
spesifik. 
D  = Data dengan class yang belum diketahui 
𝑃(ℎ|𝐷) = Probabilitas hipotesis h berdasarkan pada kondisi 
D (posteriori probabilitas) 
𝑃(𝐷|ℎ) = Probabilitas D berdasarkan kondisi pada hipotesis 
h. 
𝑃(ℎ)  = Probabilitas hipotesis h (prior probabilitas). 
𝑃(𝐷)  = Probabilitas D. 
 
Dimana h merupakan hipotesis data dari suatu class, sementara D merupakan data 
dengan class yang belum diketahui. 
3.3.6Pengujian dan Hasil 
Proses pengujian ini merupakan tahapan terakhir yang terdapat pada rancangan 
penelitian. Pengujian ini bertujuan untuk mengukur seberapa akurat penggunaan 
program algoritma naïve bayes pada dataset yang sudah diimplementasikan. 
 
3.2 Analisa Kebutuhan Sistem 
Dalam sub bab analisis kebutuhan sistem berisi tentang analisa kebutuhan perangkat 
keras dan perangkat lunak yang digunakan dalam penelitian ini. Adapun dalam penelitian 
ini menggunakan kebutuhan sebagai berikut : 
1. Kebutuhan perangkat keras (Hardware) 




No Perangkat Jumlah Spesifikasi 
1 Laptop 1 
Processor : Intel Core i7 
RAM : 8 GB 
SSD : 240 GB 
Tabel 3.1 Tabel kebutuhan perangkat keras 
2. Kebutuhan perangkat lunak (Software) 
Tabel 2 Perangkat Lunak 
No Software 
1 Sistem Operasi Windows 10 
2 Python 
4 Micorosoft Word 
5 Microsoft Excel 
6 PyCharm 
3.3 Skema Implementasi dan Pengujian 
Berikut ini merupakan langkah – langkah atau skema implementasi yang akan 





























Pada gambar diatas menjelaskan proses yang akan dilakukan pada penelitian ini, 
proses tersebut dibagi menjadi dua tahapan yaitu tahap pelatihan dan tahap pengujian. 
Dimana pada masing – masing tahap memiliki prosesnya sendiri – sendiri yang akan 
dijelaskan dibawah ini. 
3.3.1 Preprocessing 
Preprocessing digunakan guna menyeleksi dataset sehingga tahap – tahap 
selanjutnya dapat dilakukan dengan maksimal. Adapun proses – proses yang dilakukan 




pada tahapan preprocessing yaitu case folding, stopword, tokenize, filtering, dan 
stemming. 
a. Case Folding 
Case Folding menjadi tahapan atau proses pertama yang akan dilakukan, yang 
berfungsi untuk mengubah huruf kapital menjadi huruf kecil. 
Tabel 3 Penerapan Case Folding 
Teks Case Folding 
Saya tidak sabar untuk 
menyaksikan penampilan #iKON 
di panggung penuh bintang dalam 
#ClosingCeremony 
#AsianGames2018 
saya tidak sabar untuk 
menyaksikan penampilan #ikon di 





Berfungsi untuk menghilangkan kata perulangan atau kata yang tidak digunakan 
dalam sentimen, agar dimensi teks menjadi lebih sedikit. 
Tabel 4 Penerapan Stopword 
Hasil Case Folding Stopword 
saya tidak sabar untuk 
menyaksikan penampilan #ikon di 
panggung penuh bintang dalam 
#closingceremony 
#asiangames2018 
saya sabar menyaksikan 





Tokenize digunakan untuk memecah string atau teks menjadi kata perkata. 
 
 
Tabel 5 Penerapan Tokenize 
Hasil Stopword Tokenize 
saya sabar menyaksikan 
penampilan #ikon panggung 
‘saya’, ‘sabar’, ‘menyaksikan’, 




penuh bintang #closingceremony 
#asiangames2018 





Berfungsi untuk menghilangkan atau menghapus kata yang tidak termasuk 
dalam a-z. 
Tabel 6 Penerapan Filtering 
Hasil Tokenize Filtering 
‘saya’, ‘sabar’, ‘menyaksikan’, 
‘penampilan’, ‘ #ikon’, 
‘panggung’, ‘penuh’, ‘bintang’, 
‘#closingceremony’, 
‘#asiangames2018’ 
‘saya’, ‘sabar’, ‘menyaksikan’, 





Digunakan untuk mengembalikan kata yang mempunyai imbuhan kebentuk atau 
ke kata dasarnya. 
Tabel 7 Penerapan Stemming 
Hasil Filtering Stemming 
‘saya’, ‘sabar’, ‘menyaksikan’, 
‘penampilan’, ‘ikon’, ‘panggung’, 
‘penuh’, ‘bintang’, 
‘closingceremony’, ‘asiangames’ 
‘saya’, ‘sabar’, ‘saksi’, ‘tampil’, 





Pemberian labeling digunakan untuk memudahkan proses – proses yang akan 
dilakukan, baik ditahap pelatihan maupun tahap pengujian. Label pada penelitian ini 
dibagi menjadi tiga kelas yaitu label positif, label netral, dan label negatif.  
 
3.3.3 TF-IDF 
TF-IDF merupakan sebuah algoritma yang dapat digunakan dalam proses pemberian 




pembobotan kata berfungsi untuk mengekstraksi ciri dari suatu teks. Terdapat dua hal 
dalam perhitungan nilai bobot yaitu TF (term frequency) dan IDF (inverse document 
frequency). TF digunakan untuk mencari nilai dari kemunculan kata pada suatu dokumen, 
yang mana semakin banyak kata yang muncul maka semakin tinggi nilai dari TF tersebut. 
Sedangkan IDF adalah nilai kemunculan dari kata pada keseluruhan dokumen. Nilai IDF 
berbanding terbalik dengan nilai TF, semakin banyak kata yang muncul maka nilai dari 
IDF akan semakin kecil [14]. Nilai IDF sebuah kata (term) dapat dihitung menggunakan 
persamaan berikut.  




Dimana : idf𝑡 = Nilai term IDF. 
N = Jumlah total semua dokumen atau jumlah total kalimat yang 
ada. 
𝑑𝑓𝑡 = Jumlah dokumen yang mengandung term atau kata kunci. 
 
Sedangkan algoritma yang digunakan untuk menghitung bobot (W) masing – masing 
dokumen terhadap sebuah kata kunci (query) menggunakan persamaan sebagai berikut. 




Dimana : 𝑊𝑑,𝑡 = Bobot kata t terhadap dokumen d. 
𝑡𝑓𝑑,𝑡 = Jumlah kemunculan t pada dokumen d. 
N = Jumlah keseluruhan dokumen. 
𝑑𝑓𝑡 = Jumlah dokumen yang mengandung t. 
 
Dan nilai tf dapat diperoleh dari persamaan berikut. 
𝑡𝑓𝑑 =
Jumlah munculnya kata 𝑡 dalam dokumen
Total jumlah seluruh kata dalam dokumen
 
 
Persamaan diatas menyesuaikan dengan tipe data dan tujuan dari penelitian. 
3.3.4 Naïve Bayes 
Naïve Bayes merupakan salah satu metode atau algoritma klasifikasi yang berakar 




perhitungan probabilitas dari suatu data [16]. Berikut persamaan Naïve Bayes yang 





Dimana : h  = Hipotesis data yang merupakan suatu class 
spesifik. 
D  = Data dengan class yang belum diketahui 
𝑃(ℎ|𝐷) = Probabilitas hipotesis h berdasarkan pada kondisi 
D (posteriori probabilitas) 
𝑃(𝐷|ℎ) = Probabilitas D berdasarkan kondisi pada hipotesis 
h. 
𝑃(ℎ)  = Probabilitas hipotesis h (prior probabilitas). 
𝑃(𝐷)  = Probabilitas D. 
 
Dimana h merupakan hipotesis data dari suatu class, sementara D merupakan data 
dengan class yang belum diketahui. 
Pemilihan metode ini didasari oleh berbagai hal, yang pertama tentunya dari dataset 
yang digunakan. Kemudian pemahaman tentang metode ini yang cukup mudah. Pada 
kajian penelitian terdahulu, metode ini banyak digunakan karena penerapannya dan 
strukturnya yang sederhana serta kinerja dari algoritma ini selalu menghasilkan luaran 
yang memuaskan dalam bidang klasifikasi. Ditambah dengan hasil pengujian dan akurasi 
yang tinggi, menjadikan metode ini pilihan yang tepat untuk digunakan pada penelitian ini 
untuk mendapatkan hasil yang optimal. 
3.3.5 Pengujian 
Sebuah sistem tentunya diharapkan bisa memprediksi dengan benar. Namun tidak 
dapat dipungkiri jika dalam penerapannya sistem tersebut tidak dapat berjalan 100% benar 
sesuai keinginan. Hal ini yang mengharuskan pengukuran dari kinerja sistem tersebut 
untuk mengetahui berbagai aspek pengujiannya. Menentukan baik dan buruknya suatu 
metode pada sistem memerlukan aspek – aspek penting didalamnya, diantaranya adalah 
akurasi klasifikasi yang menentukan seberapa akurat suatu metode memprediksi suatu 
data. 
 
