The International Conference on Learning and Intelligent OptimizatioN (LION) has as its goal to explore the intersections between machine learning, artificial intelligence, mathematical programming and algorithms for hard optimization problems. The main purpose of this conference is to bring together experts from these disciplines, in order to discuss new ideas and methods, as well as to identify challenges and opportunities in various application areas, general trends and specific developments.
datasets. Then, they selected 10 heuristics, which were tested in three different hyperheuristics frameworks. The three hyper-heuristics adopted by the authors were able to obtain competitive results, significantly outperforming the original algorithm.
The third paper, by Martí, García, Berlanga and Molina, presents as its main hypothesis that error-based learning, which is the most commonly used learning adopted in multi-objective optimization estimation of distribution algorithms (MOEDAs) is responsible for their poor performance. The authors propose the use of adaptive resonance theory as an alternative learning paradigm alternative. The approach proposed by the authors, adopts a Gaussian adaptive resonance theory neural network for model-building and a hypervolume-based selection mechanism. This approach is shown to outperform other MOEDAs as well as several modern multi-objective evolutionary algorithms. 
