The need of high brightness micro-displays in portable applications dedicated to mixed and/or virtual reality has drawn an important research wave on InGaN/GaN based micro-sized light emitting diodes (µLEDs). We propose to use a SPICE modelling technique to describe and simulate the electro-optical behavior of the µLED. A sub-circuit portrayal of the whole device will be used to describe current-voltage behavior and the optical power performance of the device based on the ABC model. We suggest an innovative method to derive instantaneously the carrier concentration from the simulated electrical current in order to determine the µLED quantum efficiency. In a second step, a statistical approach is also added into the SPICE model in order to apprehend the spread on experimental data. This µLED SPICE modelling approach is very important to allow the design of robust pixel driving circuits.
INTRODUCTION
Many research efforts have been carried out and a huge amount of interesting results can be found in literature dealing with the comprehension of electro-optical behavior of InGaN/GaN micro-light emitting diodes 1, 2, 3 (µLEDs). Indeed, the growing interest to use these devices, especially in display and/or portable modules, is still at its very first years as no proven application can be found in the market today. An important reason is the high amount of µLEDs needed, that have to be efficiently similar to achieve high quality µ-displays 4, 5, 6 .
The design of these latter, is based on the combination of a pixelated array and generally a CMOS active matrix to drive the µLEDs at their best quantum efficiency. Therefore, robust circuit design is a mandatory keystone to ensure a good functioning of these applications. Indeed process fabrication spread, even brought to a minimum, is inherent to any technology. As known and well employed in robust technologies, such as in microelectronics platforms, CMOS designs, are dependent on SPICE 7 device models.
Some work has been done on devices like organic photodiodes (OPDs) or organic light emitting diodes (OLEDs) to capture through a SPICE model their electro-optical behaviors 8, 9, 10 . Some efforts towards modelling LEDs behavior can be found in literature. Nevertheless, to our knowledge, these papers generally present an analytical modelling study 11, 12, 13 of the device or a TCAD based model 14 . Therefore it has become urgent and almost mandatory to develop such models for devices like LEDs to simulate, understand and enhance the opto-electrical properties of µ-displays.
Based on our latest experimental published data on blue emitting µLEDs 15, 16 , we report in this paper a complete SPICE model construction. This model aims to a complete description of the electro-optical behavior of µLEDs through a large size range. We demonstrate the use of a simple mathematical resolution technique in the simulation core to calculate the injected carrier density from the ABC model equations. Consequently, the LED external quantum efficiency (EQE) calculus becomes straight forward and is emulated inside the model itself, allowing the accurate determination of the emitted optical power. Furthermore, we show the importance of the statistical approach in this type of modelling to allow the design of robust pixel driving circuits dedicated to µ-display applications.
LED OPTO-ELECTRICAL BEHAVIOR MODELLING

The sub-circuit approach
We show on figure 1 the equivalent electrical circuit used to model the electrical behavior of the LED. It consists of a SPICE LEVEL 1 ideal diode (D), a series resistor (RS) and a parallel resistor (RP). This sub-circuit has two input pins representing the LED anode and cathode. The light output behavior is described by a virtual current-controlled current source (F). This latter is biased between two nodes VN and VP that are transparent to the final user. The current value (I F ) flowing through this virtual source F emulates the optical output power (P opt ) of the LED and is defined as:
where I LED , λ and EQE are respectively, the current flowing through input pins (anode to cathode), the emitted wavelength (460 nm in our case) and the external quantum efficiency of the LED. The reader will easily recognize the universal constants h, c and q. We will focus on the determination of EQE in section 2.3. 
Electrical parameters adjustments and size effect
Figure 2 shows current-voltage measurements carried out on vertical square-shaped LEDs of different size, ranging from 10µm to 500µm. In order to adjust our SPICE model to these electrical characteristics, we have chosen to put to nil the internal series resistance of the SPICE LEVEL1 ideal diode D. The value of the implemented external resistor RS has been extracted for each LED size. The whole set permitted to derive an empirical area-dependent relationship equation as follows:
where S0 and S define the reference LED area (500µm width), and the modelled one, respectively. Knowing that S ≤ S0, it is evident that RS will present a greater value for small devices.
Furthermore, equation (2) can be interpreted as a sum of two series resistances contributions where the first term (RS 0 ) is fixed and represents the common part. The second term is voltage dependent and is seen as a non-linearity deviation of RS. Indeed, the series resistance is a representation of all the physical obstacles that injected carriers have to overcome to flow through the device. Generally, anode and cathode contacts show a deviation from ideal ohmic behavior when bias is pushed to high values. Process fabrication can also generate defects and recombination centers preventing a smooth carrier flow. For all these reasons the RS parameter value cannot be considered as a fixed value. Finally, parameter V0 is inferred as a threshold voltage from which RS non-linearity begins to act, whereas α is a smoothing adjustment parameter.
On the other hand, the value of the parallel resistance RP could not be adjusted for small geometries due to the limitation in our measurement instrumentation. This also demonstrates that our devices have extremely weak leakage currents at (3) shows that for a given simulated current density J LED , the calculus of n is brought to the roots determination of a 3 rd degree polynomial ( • + • + • + = 0). This resolution is not straightforward as one might think. Indeed, depending on the polynomial coefficients a, b, c and d different mathematical resolution methods have been proposed. We have decided to implement in the core of the LED model library, an easy and common technique called the Cardano's method 17, 18 . This method allows a rapid calculus of all real solutions if the 3 rd degree polynomial coefficients are real, which is the case in the ABC model. Therefore, for each applied voltage value, the current density is simulated using the adjusted electrical LED SPICE model, and the resolution of equation (3) to determine the carrier density n is simultaneously carried out. Subsequently, the quantum efficiency is determined using equations (4) and (5).
A statistical approach
To provide a better robustness of the LED model, we have chosen to introduce a statistical modelling approach to allow the use of Monte Carlo SPICE simulations. At first approximation, the choice has been made to principally affect the injected carrier density into the LED. Therefore, we implemented Gaussian distributions on each recombination parameter A, B and C. Average parameter values have been fixed to those used in the typical model (from our latest experimental results 9 ) and a given standard deviation around 15% has been fixed for all 3 parameters. This random choice has no particular reason, except the aim to apprehend the quantum efficiency spread due to the parameters cited above. Thus, for each random Monte Carlo draw of A, B and C, the same calculus of n, IQE and EQE will be carried out as stated in section 2.3. In this special statistical configuration, it is clear that the simulated LED current will not change from a draw to another, as no variation has been introduced in the LED model parameters. Evidently, the further step would be, to evaluate the mutual effects of current variation, and recombination parameters distributions together on the LED quantum efficiency spread.
SIMULATION RESULTS
Electrical characteristics
We show on figure 3, the simulated current-voltage characteristics superimposed to measurement ones for the different LED sizes. It is clear that the implemented SPICE model describes well the electrical behavior, on a large voltage range. As discussed above, the current at low voltage (0 ≤ V ≤1) is a little bit underestimated for large geometries due to the choice of a constant value for RP accounting for LED leakage (not shown on figure 3 ). Despite this little discrepancy, the developed sub-circuit electrical SPICE model approach shows a high quality adjustment over the large variety of LED sizes. Figure 4 show For the sake o graph. The fi first we obser maximum eff sinking of EQ differences e densities for EQE graphs. relationship t approximatio InGaN/GaN b Another poin resolution me of a 3 rd degr calculus subj shows the tra 
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