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Abstract—We consider the problem of constructing binary
codes for correcting deletions that are localized within certain
parts of the codeword that are unknown a priori. The model
that we study is when δ ≤ w deletions are localized in a window
of size w bits. These δ deletions do not necessarily occur in
consecutive positions, but are restricted to the window of size w.
The localized deletions model is a generalization of the bursty
model, in which all the deleted bits are consecutive. In this paper,
we construct new explicit codes for the localized model, based
on the family of Guess & Check codes which was previously
introduced by the authors. The codes that we construct can
correct, with high probability, δ ≤ w deletions that are localized
in a single window of size w, where w grows with the block length.
Moreover, these codes are systematic; have low redundancy; and
have efficient deterministic encoding and decoding algorithms.
We also generalize these codes to deletions that are localized
within multiple windows in the codeword.
I. INTRODUCTION
Deletion and insertion errors are experienced in various
communication and storage systems. These errors are often as-
sociated with various forms of loss of synchronization [2]–[5].
In many applications, the deletion and insertion errors tend to
occur in bursts (consecutive errors), or are localized within
certain parts of the information. This happens for example
when synchronization is lost for a certain period of time,
resulting in a series of errors within that time frame. Another
example is in file synchronization, in applications such as
Dropbox, where large files are often edited by deleting and
inserting characters in a relatively small part of the text (such
as editing a paragraph), resulting in errors that are localized
within that part of the file. Motivated by these applications, in
this paper we focus on the problem of constructing codes that
can correct localized deletions.
A. Related work
Deletion errors were first explored in the 1960s [6]–[8].
In 1966, Levenshtein [7] showed that the codes constructed
by Varshamov and Tenengolts (VT codes) [6] are capable of
correcting a single deletion. Also in [7], Levenshtein derived
non-constructive asymptotic bounds on the redundancy needed
to correct deletions. The bounds showed that the redundancy
needed to correct δ bit deletions in a codeword of length n bits
is asymptotically cδ log n, for some constant c > 0. Moreover,
for the case of a burst of exactly δ consecutive deletions,
Levenshtein showed that at least log n+ δ − 1 redundant bits
are required. Levenshtein’s bounds were later improved by
Cullina and Kiyavash [9] for the general case of δ unrestricted
This paper was presented in part at the 55th Annual Allerton Conference
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deletions. Schoeny et al. [10] applied similar techniques as
in [9] to derive a non-asymptotic lower bound for the case
of a burst of δ deletions. The non-asymptotic bound derived
in [10] matched Levenshtein’s asymptotic bound.
Several previous works studied the general problem of
constructing binary codes that correct multiple unrestricted
deletions (δ > 1) [11]–[16]. Intuitively, correcting a burst of
two deletions is an easier problem compared to correcting two
deletions that are not necessarily consecutive. This idea is also
reflected through Levenshtein’s bounds on the redundancy,
which suggest that less redundancy would be required when
the deletions occur in a burst.
A separate line of work has focused on the problem of
correcting deletions that occur in a single burst, i.e., consec-
utive deletions. Levenshtein [17] constructed asymptotically
optimal codes that can correct a burst of at most two deletions.
Cheng et al. [18] provided three constructions of codes that
can correct a burst of exactly δ > 2 deletions. The lowest
redundancy achieved by the codes in [18] is δ log(n/δ + 1).
The fact that the number of deletions in the burst is exactly δ,
as opposed to at most δ, is a crucial factor in the code
constructions in [18]. Schoeny et al. [10] proved the existence
of codes that can correct a burst of exactly δ deletions and
have at most log n+ (δ − 1) log(log n) + δ − 1 redundancy,
for sufficiently large n. The authors in [10] also constructed
codes that can correct a burst of at most δ deletions. Their
results for the latter case improve on a previous result by
Bours in [19]. In the aforementioned results [10,18,19], the
size of the burst δ is assumed to be a constant, i.e., δ does not
grow with n.
B. Contributions
In this paper, we design efficient codes for a more general
model, where the δ deletions are not necessarily consecutive
but are localized in a window of size at most w bits. We
also generalize these codes to the case of deletions that
are localized within multiple windows. To the best of our
knowledge, the only previous work on codes for localized
deletions is the one by Schoeny et al. in [10] where the authors
constructed codes for the particular case of a single window
with w = 3 or w = 4. Moreover, the case of multiple windows
has not been studied in the literature even for the simpler
model of bursty deletions.
The codes that we present are based on our previous
work in [15], where we proposed the Guess & Check (GC)
codes1 for the general problem of correcting δ > 1 unrestricted
1An implementation of GC codes can be found and tested online on the
link in [20].
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Fig. 1: Encoding block diagram of GC codes for correcting δ ≤ w deletions that are localized within a single window of size at most w bits. Block I: The
binary message of length k bits is chunked into adjacent blocks of length ` bits each, and each block is mapped to its corresponding symbol in GF (q)
where q = 2`. Block II: The resulting string is encoded using a systematic (k/`+ c, k/`) q−ary MDS code where c is the number of parity symbols and
q = k > k/`+ c. Block III: The symbols in GF (q) are mapped to their binary representations. Block IV: A buffer of w zeros followed by a single one is
inserted between the systematic and the parity bits.
deletions. In this work, we exploit the localized nature of the
deletions to modify the schemes in [15] and obtain codes that
have an asymptotically optimal rate, and efficient encoding
and decoding algorithms, for a number of localized deletions
that grows with the block length. Furthermore, for a uniform
iid message and for deletion positions that are chosen inde-
pendently of the codeword, these codes have an asymptotically
vanishing probability of decoding failure2. Note that previous
works on bursty deletions (e.g., [10,18,19]), have focused
on constructing zero-error codes that can correct a constant
number of consecutive deletions (δ does not grow with n).
However, it remains open to show whether the zero-error based
constructions in [10,18,19] can result in practical polynomial
time encoding and decoding schemes for the problem.
Namely, our contributions are the following: (i) We con-
struct new explicit codes, that can correct, with high probabil-
ity, δ ≤ w deletions that are localized within a single window
of size w bits. In our construction, we allow δ and w to grow
with the block length. (ii) These codes have low redundancy
and an asymptotically optimal code rate. (iii) The complexity
of the encoding algorithm is near-linear, and the complexity of
decoding is quadratic. (iv) We provide numerical simulations
on the performance of these codes, and compare the simulation
results to our theoretical bound on the probability of decoding
failure. (v) We generalize our approach to obtain codes that can
correct deletions that are localized within multiple windows in
the codeword.
C. Organization
The paper is organized as follows. In Section II, we formally
present the model for localized deletions and introduce the
basic notation and terminology used throughout the paper.
We state and discuss our main results in Section III. In
Section IV, we provide an encoding and decoding example of
GC codes for correcting deletions thats are localized within
a single window. In Section V, we describe in detail our
encoding and decoding schemes and discuss the choices of
the code parameters. The results of the numerical simulations
are presented in Section VI. In Section VII, we show the
generalization of our codes to the case of deletions that are
2The term decoding failure means that the decoder cannot make a correct
decision and outputs a “failure to decode” error message.
localized within multiple windows. The proof of the main
result of this paper is given in Section VIII.
II. PRELIMINARIES
In this paper, we consider the following models for deletions:
1) Bursts of fixed lengths: the deletions occur in z ≥ 1
bursts, where each burst corresponds to exactly δ ≥ 1
consecutive deletions.
2) Bursts of variable lengths: the deletions occur in z ≥ 1
bursts, each of length at most δ ≥ 1 bits.
3) Localized deletions: the deletions are restricted to z ≥ 1
windows. The size of each window is at most w bits, and
the number of deletions within each window is at most
δ ≤ w. The bits that are deleted in a certain window are
not necessarily consecutive.
Example 1 (Localized Deletions). Let z = 2, w = 4,
and δ = 3. Let x be the transmitted string and y be the
received string. The deletions (in red) are localized in
z = 2 windows.
x = 1 0
window 1
0 1 0 1 0 0 1 0 1 0 0 1
window 2
0 0 1 0 1 1 0,
y = 1 0 0 0 0 1 0 1 0 0 1 0 0 1 1 0.
Note that the two previously mentioned bursty models
correspond to special cases of the localized model. Hence,
a code that can correct localized deletions can also correct
bursts of fixed or variable lengths.
4) Unrestricted deletions: at most δ ≥ 1 deletions can occur
anywhere in the transmitted string.
We assume that the information message is uniform iid and
that the positions of the deletions are independent of the
codeword. We denote by k and n the lengths in bits of the
message and codeword, respectively. The regime we study in
this paper is when w = o(k). We assume without loss of
generality that k is a power of 2. The encoding block diagram
of GC codes for correcting deletions that are localized within
a single window (z = 1) is shown in Fig. 1. We denote
binary and q−ary vectors by lower and upper case bold letters
respectively, and random variables by calligraphic letters. All
logarithms in this paper are of base 2. We denote by F the
event that corresponds to a decoding failure, i.e., when the
decoder cannot make a correct decision and outputs a “failure
to decode” error message. The notations used in this paper are
summarized in Table I.
Variable Description
u message
k length of the message in bits
x codeword
n length of codeword in bits
w size of the deletion window
δ number of deletions
c number of MDS parity symbols
` chunking length used for encoding
q field size given by 2`
TABLE I: Summary of the notations used in the paper.
III. MAIN RESULTS
In this section, we state our two main results in this paper.
Theorem 1 and Theorem 2 cover the case of deletions that are
localized in a single window (z = 1), with w = o(log k) and
w = Ω(log k), respectively. We discuss the generalization of
these theorems to z > 1 windows in Section VII.
Theorem 1 (Single window with w = o(log k)). Guess
& Check (GC) codes can correct in polynomial time δ ≤ w
deletions that are localized within a single window of size at
most w bits, where w = o(log k). The code has the following
properties:
1) Redundancy: n− k = (c+ 1) log k + 1 bits,
2) Encoding complexity is O(k log k), and decoding complex-
ity is O (k2),
3) Probability of decoding failure: Pr(F ) ≤ k−(c−4)/ log k,
where c is a constant.
Theorem 2 (Single window with w = Ω(log k)). Guess
& Check (GC) codes can correct in polynomial time δ ≤ w
deletions that are localized within a single window of size at
most w bits, where w = Ω(log k) and w = o(k). The code
has the following properties:
1) Redundancy: n− k = (c+ 1)w + 1 bits,
2) Encoding complexity is O(kw), and decoding complexity
is O (k2),
3) Probability of decoding failure: Pr(F ) ≤ (k/w)2−w(c−3),
where c is a constant.
The code properties in Theorems 1 and 2 show that:
1) The redundancy is logarithmic in k for w = o(log k); and
linear in w for w = Ω(log k). One can easily verify that this
corresponds to a code rate R = k/n that is asymptotically
optimal for both regimes, i.e., R→ 1 as k → +∞.
2) The decoding complexity is quadratic; and the encoding
complexity is near-linear for small w, and subquadratic for
large w.
3) The probability of decoding failure vanishes asymptotically
in k for c ≥ 4. Moreover, this probability decreases
exponentially in c for a fixed k.
In terms of the code construction, the only difference
between the two regimes: w = o(log k) and w = Ω(log k),
is the choice of the value of the chunking length ` (Fig. 1).
For w = Ω(log k) we set ` = w (Theorem 2), whereas for
w = o(log k) we set ` = log k (Theorem 1). The reason
we differentiate between these two regimes is because our
analysis in Section VIII shows that ` = Ω(log k) is always
required to guarantee that GC codes have an asymptotically
vanishing probability of decoding failure. So although the
choice of ` = w gives a good trade-off between redundancy
and decoding complexity as we explain in Section V, it does
not guarantee a low probability of error when w = o(log k).
Remark 1. The bounds on the probability of decoding failure
in Theorems 1 and 2 hold for any window position, and any
δ ≤ w deletion positions within this window, that are chosen
independently of the codeword. Hence, the same result can be
also obtained for any random distribution on the positions of
the window and the deletions (like the uniform distribution for
example), by applying the law of total probability.
IV. EXAMPLES
In this section, we provide encoding and decoding examples
of GC codes for correcting δ ≤ w deletions that are localized
within a single window of size w = log k bits. The chunking
length (Fig. 1) is set to ` = w = log k.
Example 2 (Encoding). Consider a message u of length
k = 16 given by u = 1100101001111000. u is encoded by
following the different encoding blocks illustrated in Fig. 1.
1) Binary to q−ary (Block I, Fig. 1). The message u is chunked
into adjacent blocks of length ` = log k = 4 bits each,
u =
block 1
1 1 0 0︸ ︷︷ ︸
α6
block 2
1 0 1 0︸ ︷︷ ︸
α9
block 3
0 1 1 1︸ ︷︷ ︸
α10
block 4
1 0 0 0︸ ︷︷ ︸
α3
.
Each block is then mapped to its corresponding symbol in
GF (q), q = 2` = 24 = 16. This results in a string U which
consists of k/ log k = 4 symbols in GF (16). The extension
field used here has a primitive element α, with α4 = α + 1.
Hence, we obtain U = (α6, α9, α10, α3) ∈ GF (16)4.
2) Systematic MDS code (Block II, Fig. 1). U is then encoded
using a systematic (k/ log k+ c, k/ log k) = (7, 4) MDS code
over GF (16), with c = 3. The encoded string is denoted by
X ∈ GF (16)3 and is given by multiplying U by the following
code generator matrix3
X =
(
α6, α9, α10, α3
)
1 0 0 0 1 1 1
0 1 0 0 1 α α2
0 0 1 0 1 α2 α4
0 0 0 1 1 α3 α6
 ,
= (α6, α9, α10, α3, α14, α3, α).
3) Q−ary to binary (Block III, Fig. 1). The binary repre-
sentation of X, of length n = k + 3 log k = 28 bits, is
1100 1010 0111 1000 1001 1000 0001.
4) Adding a buffer of w + 1 bits (Block IV, Fig. 1). A buffer
of w = log k = 4 zeros followed by single one is inserted
3The MDS generator matrix used in this example is based on a Vander-
monde matrix. For the general case we construct the generator matrix by
concatenating an identity matrix with a Cauchy matrix.
between the systematic and parity bits. The binary codeword
to be transmitted is of length 33 bits and is given by
x = 1100 1010 0111 1000
buffer
00001 1001 1000 0001.
Now we explain the high-level idea of decoding. Since
δ ≤ w and w = ` = log k, then the δ deletions can affect at
most two adjacent blocks in x. The goal of the decoder is to
recover the systematic part of x, so it considers following
guesses: 1) blocks 1 and 2 are affected by the deletions;
2) blocks 2 and 3 are affected; 3) blocks 3 and 4 are affected.
For each of these guesses the decoder: (i) Chunks the received
sequence based on its guess on the locations of the two
affected blocks. (ii) Considers the two affected blocks erased
and decodes them by using the first two MDS parity symbols.
(iii) Checks whether the decoded string is consistent with the
third MDS parity and with the received sequence.
Example 3 (Decoding). Suppose that the 7th, 9th and 10th
bit of x are deleted. Hence, the decoder receives the following
30 bit string y,
y = 110010011100000001100110000001.
Note that the window size w is known at the decoder, and
the number of deletions δ can be determined by the difference
between n (code parameter) and the length of the received
string y. In this example, we have w = log k = 4 and δ = 3.
Moreover, the localized δ ≤ w deletions cannot affect both
the systematic and the parity bits simultaneously, since these
two are separated by a buffer of size w + 1 bits. Therefore,
we consider the following two scenarios: (i) If the deletions
affected the parity bits, then the decoder simply outputs the
systematic bits4. (ii) If the deletions affected the systematic
bits, then the decoder goes over the guesses as explained
previously.
The buffer is what allows the decoder to determine which of
the two previous scenarios to consider. The decoder observes
the (k + w − δ + 1)th = 18th bit in y,
110010011100000001100110000001.
Based on the value of the observed bit, the decoder can
determine whether the deletions affected the systematic bits
or not. The previous operation can be done with zero-error,
we explain it in more detail in Section V. In this example, the
fact that the observed bit is a one indicates that the one in the
buffer has shifted δ positions to the left. Hence, the decoder
considers that the deletions have affected the systematic bits,
and thus proceeds with making its guesses as we explain next.
Henceforth, the buffer is removed from the string.
The decoder goes through all the possible k/ log k − 1 = 3
cases (guesses), where in each case i, i = 1, . . . , 3, the
deletions are assumed to have affected blocks i and i+1, and y
is chunked accordingly. Given this assumption, symbols i and
4The information is in the systematic bits, hence the decoder does need to
recover parity bits.
i + 1 are considered erased and erasure decoding is applied
over GF (16) to recover these two symbols. Without loss of
generality, we assume that the first two parities p1 = α14 and
p2 = α
3 are used for decoding the two erasures. The decoded
q−ary string in case i is denoted by Yi ∈ GF (16)4, and its
binary representation is denoted by yi ∈ GF (2)16. The three
cases are shown below:
Case 1: The deletions are assumed to have affected
blocks 1 and 2. Hence, y is chunked as follows
1 1 0 0 1︸ ︷︷ ︸
E
0 0 1 1︸ ︷︷ ︸
α4
1 0 0 0︸ ︷︷ ︸
α3
1 0 0 1︸ ︷︷ ︸
α14
1 0 0 0︸ ︷︷ ︸
α3
0 0 0 1︸ ︷︷ ︸
1
,
where E denotes the bits corresponding to symbols 1 and 2
that are considered to be erased. Applying erasure decoding
over GF (16), the recovered values of symbols 1 and 2 are
α2 and α5, respectively. Hence, the decoded q−ary string
Y1 ∈ GF (16)4 is
Y1 = (α
2, α5, α4, α3).
Its equivalent in binary y1 ∈ GF (2)16 is
y1 = 0 1 0 0︸ ︷︷ ︸
α2
0 1 1 0︸ ︷︷ ︸
α5
0 0 1 1︸ ︷︷ ︸
α4
1 0 0 0︸ ︷︷ ︸
α3
.
Notice that the concatenated binary representation of the
two decoded erasures (01000110), is not a supersequence of
the sub-block (11001), which was denoted by E . Hence, the
decoder can immediately point out that the assumption in this
case is wrong, i.e., the deletions did not affect blocks 1 and 2.
Throughout the paper we refer to such cases as impossible
cases. Another way for the decoder to check whether this case
is possible is to test if Y1 is consistent with the third parity
p3 = 1. However, the computed parity is(
α2, α5, α4, α3
) (
1, α2, α4, α6
)T
= 0 6= 1.
Therefore, this is an additional reason which shows that case 1
is impossible.
Case 2: The deletions are assumed to have affected blocks 2
and 3, so the sequence is chunked as follows
1 1 0 0︸ ︷︷ ︸
α6
1 0 0 1 1︸ ︷︷ ︸
E
1 0 0 0︸ ︷︷ ︸
α3
1 0 0 1︸ ︷︷ ︸
α14
1 0 0 0︸ ︷︷ ︸
α3
0 0 0 1︸ ︷︷ ︸
1
.
Applying erasure decoding, the recovered values of sym-
bols 2 and 3 are α9 and α10, respectively. The decoded binary
string is
y2 = 1 1 0 0︸ ︷︷ ︸
α6
1 0 1 0︸ ︷︷ ︸
α9
0 1 1 1︸ ︷︷ ︸
α10
1 0 0 0︸ ︷︷ ︸
α3
.
In this case, the concatenated binary representation of the two
decoded erasures (10100111) is a supersequence of the sub-
block (10011). Moreover, it is easy to verify that the decoded
string is consistent with the third parity p3 = 1. Therefore, we
say that case 2 is possible.
Case 3: The deletions are assumed to have affected blocks 3
and 4, so the sequence is chunked as follows
1 1 0 0︸ ︷︷ ︸
α6
1 0 0 1︸ ︷︷ ︸
α14
1 1 0 0 0︸ ︷︷ ︸
E
1 0 0 1︸ ︷︷ ︸
α14
1 0 0 0︸ ︷︷ ︸
α3
0 0 0 1︸ ︷︷ ︸
1
.
The decoded binary string is
y3 = 1 1 0 0︸ ︷︷ ︸
α6
1 0 0 1︸ ︷︷ ︸
α14
1 1 0 0︸ ︷︷ ︸
α6
0 0 0 0︸ ︷︷ ︸
0
.
In this case, the concatenated binary representation of the two
decoded erasures (11000000) is a supersequence of the sub-
block (11000). However, it is easy to verify that the decoded
string is not consistent with p3 = 1. Therefore, case 3 is
impossible.
After going through all the cases, case 2 stands alone as
the only possible case. So the decoder declares successful
decoding and outputs y2 (y2 = u).
Remark 2. Sometimes the decoder may find more than one
possible case resulting in different decoded strings. In that
situation, the decoder cannot know which of the cases is the
correct one, so it declares a decoding failure. Although a
decoding failure may occur, Theorems 1 and 2 indicate that
its probability vanishes as length of the message k goes to
infinity.
V. ENCODING AND DECODING FOR LOCALIZED
DELETIONS
As previously mentioned, our schemes for correcting local-
ized deletions extend from the encoding and decoding schemes
of Guess & Check (GC) codes in [15], which are designed
for correcting δ deletions that are not necessarily localized
(i.e., unrestricted). In this section, we give an overview of
the encoding and decoding schemes in [15], and explain how
we exploit the localized nature of the deletions to modify
these schemes and obtain codes having the properties shown in
Section III. We first start by restating the main result in [15].
Theorem 3. ([15]) Guess & Check (GC) codes can correct
in polynomial time up to a constant number of δ deletions.
Let c > δ be a constant integer. The code has the following
properties:
1) Redundancy: n− k = c(δ + 1)` bits.
2) Encoding complexity is O(k`), and decoding complexity is
O (kδ+1/`δ−1).
3) Probability of decoding failure:
Pr(F ) = O((k/`)δ2−`(c−δ)).
Next, we explain the encoding and decoding using GC codes
for the following two models: (1) Unrestricted deletions; and
(2) Localized deletions in a single window (z = 1).
A. Encoding using GC codes
The first three encoding blocks are the same as the ones
shown in Fig. 1 for both models mentioned above. For unre-
stricted deletions, the choice of the chunking length ` presents
a trade-off between redundancy, complexity, and probability of
decoding failure. For localized deletions, we specify the value
of ` based on the size of the window w. Namely,
` =
{
log k if w = o(log k),
w if w = Ω(log k) and w = o(k).
(1)
As for the last encoding block (Block IV, Fig. 1):
1) Unrestricted deletions: The parity bits are encoded using
a (δ + 1) repetition code, where each parity bit is repeated
(δ+ 1) times. The repetition code protects the parities against
any deletions, and allows them to be recovered at the decoder.
2) Localized deletions in a single window (z = 1): The
systematic and parity bits are separated by a buffer of size
w+1 bits, which consists of w zeros followed by a single one.
In the upcoming decoding section, we explain how the decoder
uses this buffer to detect whether the deletions affected the
systematic bits or not.
B. Decoding using GC codes
1) Unrestricted deletions [15]: The approach presented
in [15] for decoding up to δ unrestricted deletions is the
following:
(a) Decoding the parity bits: the decoder recovers the parity
bits which are protected by a (δ + 1) repetition code.
(b) The guessing part: the number of possible ways
to distribute the δ deletions among the k/` blocks is
t =
(
k/`+δ−1
δ
)
. These possibilities are indexed by
i, i = 1, . . . , t, and each possibility is referred to by case i.
(c) The checking part: for each case i, i = 1, . . . , t, the
decoder: (i) Chunks the sequence based on the corresponding
assumption on the locations of the δ deletions. (ii) Considers
the affected blocks erased and maps the remaining blocks
to their corresponding symbols in GF (q). (iii) Decodes the
erasures using the first δ parity symbols. (iv) Checks whether
the case is possible or not by testing if the decoded string
is consistent with the received string and with the last c − δ
parity symbols. The criteria used to check if a case is possible
or not are given in Definition 1.
Definition 1. For δ deletions, a case i, i = 1, . . . , t, is
said to be possible if it satisfies the following two criteria
simultaneously. Criterion 1: the decoded q−ary string in
case i is consistent with the last c− δ parities simultaneously.
Criterion 2: the binary representations of all the decoded era-
sures are supersequences of their corresponding sub-blocks.
2) Localized deletions in a single window (z = 1): Con-
sider the case of decoding δ ≤ w deletions that are localized
within a single window of size at most w bits. Since w ≤ `
from (1), then the deletions can affect at most two adjacent
blocks in the codeword. Therefore, in terms of the GC code
construction, correcting the δ ≤ w deletions corresponds to
decoding at most two block erasures. Hence, the localized
nature of the deletions enables the following simplifications
to the scheme: (i) The total number of cases to be checked by
the decoder is reduced to k/`− 1 since at most two adjacent
blocks (out of k/` blocks) can be affected by the deletions.
(ii) Instead of protecting the parity bits by a (δ+ 1) repetition
code, it is sufficient to separate them from the systematic bits
by inserting a buffer of size w+ 1 bits, composed of w zeros
followed by a single one.
Now we explain the decoding steps. Note that the δ ≤ w
localized deletions cannot affect the systematic and the parity
bits simultaneously since these two are separated by a buffer of
size w+1 bits. The decoder uses this buffer to detect whether
the deletions have affected the systematic bits or not. The
buffer is composed of w zeros followed by a single one, and its
position ranges from the (k + 1)th bit to the (k + w + 1)th bit
of the transmitted string. Let yλ be the bit in position λ in
the received string, where λ , k + w − δ + 1. The decoder
observes yλ 5: (1) If yλ = 1, then this means that the one
in the buffer has shifted δ positions to the left because of
the deletions, i.e., all the deletions occurred to the left of the
one in the buffer. In this case, the decoder considers that the
deletions affected the systematic bits, and therefore proceeds
to the guessing and checking part. It applies the same steps as
in the case of δ deletions, while considering a total of k/`− 1
cases, each corresponding to two adjacent block erasures. In
each case, the last c` bits of the received string (parities) are
used to decode the first k − δ bits. (2) If yλ = 0, then this
indicates that the δ deletions occurred to the right of the first
zero in the buffer, i.e., the systematic bits were unaffected. In
this case, the decoder simply outputs the first k bits of the
received string.
C. Discussion
1) Choice of the chunking length ` for localized deletions:
Recall that the choice of the value of ` affects the redundancy
of the code which is given by c` + w + 1 (Fig.1). For this
reason, we would like keep ` as small as possible in order
to minimize the redundancy of the code. However, small
values of ` can be problematic due to the following reasons:
(i) If ` is small, then the number of blocks given by k/`
is large. As a result, the number of cases to be checked by
the decoder is large, and therefore this leads to an increase
in the decoding complexity. (ii) Our theoretical analysis in
Section VIII shows that ` = Ω(log k) is required in order to
guarantee an asymptotically vanishing probability of decoding
failure (Remark 5). Hence, small values of ` do not guarantee
a high probability of successful decoding. Furthermore, the
theoretical analysis also shows that larger values of ` lead to
a better upper bound on the probability of failure.
Due to the reasons mentioned above, we specify ` based
on (1). For w = Ω(log k), we adopt the choice of ` = w
since it gives a good trade-off between the code properties
and simplifies the theoretical analysis. As for w = o(log k),
we set ` = log k since the choice of ` = w in this regime
does not guarantee an asymptotically vanishing probability of
decoding failure.
Remark 3. Since the redundancy is linear in `, then the condi-
tion of ` = Ω(log k) implies that the number of redundant bits
should be at least logarithmic in order to correct the deletions
successfully with high probability. This is in fact intuitive,
because even for the case of one deletion, one would at least
need to communicate the position of the deletion within the
5The decoder knows the values of k, n, and w (code parameters), and can
determine the value of δ by calculating the difference between n and the
length of the received string.
string, which would require a logarithmic number of redundant
bits.
2) The minimum required number of MDS parities c: The
decoding scheme for localized deletions requires c ≥ 3 MDS
parity symbols (2 for decoding the hypothetical block erasures
and at least 1 for checking). However, the theoretical results
in Theorems 1 and 2 suggest that c ≥ 4 parity symbols
are needed in order to guarantee an asymptotically vanishing
probability of decoding failure. This discrepancy is due to the
looseness of the theoretical upper bound on the probability
of decoding failure for c = 3. We discuss this in detail in
Section VI, where we analyze the performance of GC codes
for c = 3 using numerical simulations.
3) Comparison to the case of unrestricted deletions: The
encoding and decoding schemes for localized deletions result
in the code properties shown in Theorems 1 and 2. Compared
to the case of unrestricted deletions (Theorem 3), we observe
the following: (i) The construction presented for localized
deletions enables correcting a number of deletions that grows
with the message length k, as opposed to a constant number of
unrestricted deletions. (ii) In the case of localized deletions,
the parity bits can be recovered with zero-error without the
use of a repetition code, which enhances the redundancy.
(iii) The decoding complexity is quadratic for the case of
localized deletions, as opposed to polynomial of degree δ for
unrestricted deletions.
VI. SIMULATION RESULTS
We tested the performance of GC codes for correcting
deletions that are localized within a single window of size
w = log k bits. We performed numerical simulations for
messages of length k = 128, 256, 512, 1024, 2048, and 4096
bits. We also compared the resulting empirical probability of
decoding failure to the upper bound in Theorem 2.
A. Results for c = 3 MDS parity symbols
Recall that the GC encoder (Fig. 1) adds c > 2 MDS parity
symbols resulting in (c + 1) log k + 1 redundant bits when
` = w = log k. Here, we show the simulation results for the
case of c = 3 (Fig. 2), which corresponds to the minimum
redundancy of GC codes.
B. Results for c = 4 and c = 5 MDS parity symbols
The table in Fig. 3 shows the simulation results for c = 4
with the same experimental setup described in Fig. 2. We also
simulated the case of c = 5 for the same values of k and
we were not able to detect any failure within 105 runs of
simulations.
C. Comparison to the theoretical upper bound in Theorem 2
To guarantee an asymptotically vanishing probability of de-
coding failure, the upper bound in Theorem 2 requires that
c ≥ 4. In fact, the bound shows that the probability of
decoding failure decreases logarithmically in k for c = 4,
whereas for c > 4, the probability decreases polynomially.
Therefore, we make a distinction between the following three
Config. c = 3
k R
Pr(F )
δ = 0.5w δ = 0.75w δ = w
128 0.82 9.06e−3 3.19e−2 4.19e−2
256 0.89 5.06e−3 2.43e−2 4.11e−2
512 0.93 3.81e−3 2.36e−2 3.96e−2
1024 0.96 2.35e−3 2.34e−2 3.75e−2
2048 0.98 2.09e−3 2.28e−2 3.59e−2
4096 0.99 9.7e−4 1.31e−2 3.36e−2
Fig. 2: The figures show the code rate R = k/n and the empirical
probability of decoding failure Pr(F ) of GC codes for different
message lengths k and number of deletions δ. The δ deletions are
localized within a window of size w = log k bits. The values of R are
rounded to the nearest 10−2. The results of Pr(F ) are averaged over
105 runs of simulations. In each run, a message u chosen uniformly
at random is encoded into the codeword x. The positions of the
window and the deletions in x are correspondingly chosen uniformly
at random. The resulting string is then decoded.
Config. c = 4
k R
Pr(F )
δ = 0.5w δ = 0.75w δ = w Bound
128 0.78 7.0e−5 2.3e−4 2.7e−4 1.4e−1
256 0.86 3.0e−5 6.0e−5 1.3e−4 1.3e−1
512 0.92 1.0e−5 3.0e−5 8.0e−5 1.1e−1
1024 0.95 1.0e−5 3.0e−5 5.0e−5 1.0e−1
2048 0.97 0 0 3.0e−5 9.1e−2
4096 0.99 0 0 0 8.3e−2
Fig. 3: The values of the code rate R and the empirical probability
of failure Pr(F ) for different message lengths k and number of
localized deletions δ, for the same experimental setup described in
Fig. 2. The table also shows that GC codes perform better than what
the theoretical upper bound in Theorem 2 indicates.
regimes. (i) c = 3 : Here, the theoretical upper bound is trivial,
whereas in the simulation results in Fig. 2 we observe that the
probability of decoding failure is at most of the order of 10−2.
(ii) c = 4 (Fig. 3): The upper bound ranges from the order of
10−1 for k = 128 to the order of 10−2 for k = 4096, whereas
the probability of decoding failure recorded in the simulations
is at most of the order of 10−4 for k = 128. Moreover,
for k = 4096, no failures were detected within 105 runs of
simulations. (iii) c > 4 : For k = 4096, the upper bound is
of the order of 10−5 for c = 5, and of the order of 10−9 for
c = 6. In the simulations, no decoding failure was detected
within 105 runs for c = 5. In general, the simulations show that
GC codes perform better than what the upper bound indicates.
The looseness of the bound is due to the fact that the effect
of Criterion 2 (Definition 1) is neglected while deriving the
bound (Section VIII-C). Furthermore, notice that for a fixed
k, the empirical Pr(F ) increases as the number of deletions
within the window increases. This dependence on δ is not
reflected in the theoretical bound, since this bound is derived
for the worst case of δ = w, as we discuss in Section VIII-C.
VII. CORRECTING DELETIONS LOCALIZED IN MULTIPLE
WINDOWS
In this section, we discuss how we generalize the previous
results to the case where the deletions are localized in z > 1
windows. In terms of the encoding scheme, the first three
encoding blocks remain the same as the ones for shown in
Fig. 1, where the chunking length ` is specified based on (1).
As for the last encoding block (Block IV, Fig. 1), we use
a (zw + 1) repetition code to encode the parity bits. For
decoding, the decoder first recovers the parity bits which are
protected by the repetition code and then applies the guess
and check method.
The starting locations of the z windows are distributed
among the k/` systematic blocks of the codeword. Further-
more, there are up to zw bit deletions that are distributed
among these z windows. Therefore, the total number of cases
to be checked by the decoder is
t = O
((
k/`
z
)(
zw + z − 1
z
))
.
Recall that z > 1 is a constant and w ≤ `. Therefore,
t = O
(
kz
`z
· (zw)z
)
= O(kz). (2)
Note that the exact value of t depends on the sizes of the
deletion windows. Nevertheless, as shown above, the order of
t is polynomial in k. The decoder goes over all these cases
and applies the guess & check method explained previously.
The resulting code properties are given in Theorems 4 and 5
for w = o(log k) and w = Ω(log k), respectively. The proofs
of these theorems are given in the Appendix.
Theorem 4 (Multiple windows with w = o(log k)). Guess
& Check (GC) codes can correct in polynomial time deletions
that are localized within a constant number of windows z > 1,
where the size of each window is at most w = o(log k) bits,
and the number of deletions in each window is at most δ ≤ w.
The code has the following properties:
1) Redundancy: n− k = c(zw + 1) log k bits,
2) Encoding complexity is O(k log k), and decoding complex-
ity is O (kz+1 log k),
3) Probability of decoding failure: Pr(F ) = O (k−(c−4z)),
where c is a constant.
Theorem 5 (Multiple windows with w = Ω(log k)). Guess
& Check (GC) codes can correct in polynomial time deletions
that are localized within a constant number of windows z > 1,
where the size of each window is at most w = Ω(log k) bits,
and the number of deletions in each window is at most δ ≤ w.
The code has the following properties:
1) Redundancy: n− k = c(zw + 1)w bits,
2) Encoding complexity is O(kw), and decoding complexity
is O (kz+1w),
3) Probability of decoding failure:
Pr(F ) = O
(
kz2−w(c−3z)
)
,
where c is a constant.
Remark 4. The results in Theorems 4 and 5 are for a fixed
number of windows z > 1, where each window has a size
at most w that can grow with the message length k. The
decoding complexity in this case is polynomial of degree z+1.
Furthermore, the probability of decoding failure vanishes
asymptotically if c ≥ 4z.
VIII. PROOF OF THEOREM 1 AND THEOREM 2
Recall that the chunking length ` (Fig. 1) is specified based
on the size of the window w, as given in (1). In this section,
we provide the proofs for the redundancy, complexity, and
probability of decoding failure of GC codes in terms of the
parameter `. Substituting ` = log k and ` = w gives the results
in Theorems 1 and 2, respectively. The proofs provided in this
section follow similar techniques as the ones used to prove the
main result in [15] (Theorem 3). The analysis requires some
modifications to deal with the case of localized deletions. For
the sake of completeness, we go over all the steps in detail.
A. Redundancy
The redundancy follows from the construction for the case
of deletions that are localized within a single window (Fig. 1).
The number of redundant bits is c`+w+1 (parities + buffer).
B. Complexity
The encoding complexity is dominated by the complexity of
computing the c MDS parity symbols. Computing one parity
symbol involves k/` multiplications of symbols in GF (2`),
and hence its complexity is O((k/`) log2(2`)) = O(k`).
Since c is a constant, the overall encoding complexity is
O(k`). The dominant factor in the decoding complexity is the
part where the decoder goes over all the possible cases and
applies erasure decoding for each case. Hence, the order of
decoding complexity is given by the total number of cases
multiplied by the complexity of erasure decoding. Recall
that in each case only two erasures within the systematic
symbols are to be decoded. These two erasures can be decoded
by: (i) Multiplying the unerased systematic symbols by the
corresponding encoding vectors and subtracting the obtained
results from the corresponding parity symbols. (ii) Inverting a
2× 2 matrix. Therefore, the overall decoding complexity is
O
((
k
`
− 1
)
· k`
)
= O (k2) .
C. Probability of Decoding Failure
The probability of decoding failure is computed over all
possible k−bit messages. Recall that the message u is uniform
iid, i.e., the bits of u are iid Bernoulli(1/2). The message u
is encoded as shown in Fig. 1. Consider δ ≤ w deletions that
are localized within a window of size at most w bits. Due to
the chunking length specified in (1), the δ deletions can affect
at most two adjacent blocks in the codeword. Therefore, the
decoder goes through k/` − 1 cases, where in each case it
assumes that certain two adjacent blocks were affected by
the deletions. Let Yi be the random variable representing
the q−ary string decoded in case i, i = 1, 2, . . . , k/`− 1. Let
Y ∈ GF (q)k/` be a realization of the random variable Yi.
We denote by Pr ∈ GF (q), r = 1, 2, . . . , c, the random
variable representing the rth MDS parity symbol. Also, let
Gr ∈ GF (q)k/` be the MDS encoding vector responsible
for generating Pr. Consider c > 2 arbitrary MDS pari-
ties p1, . . . , pc, for which we define the following sets. For
r = 1, . . . , c,
Ar , {Y ∈ GF (q)k/`| GTr Y ≡ pr (mod q)},
Ac1 , A1 ∩A2 ∩ . . . ∩Ac.
Ar and Ac1 are affine subspaces of dimensions k/` − 1 and
k/`− c, respectively. Since q = 2`, we have
|Ar| = 2k−` and |Ac1| = 2k−c`. (3)
Yi is obtained by decoding two erasures based on the first
two parities, therefore, Yi ∈ A1 ∩A2. Note that Yi is not
necessarily uniformly distributed over A1∩A2. The next claim
gives an upper bound on the probability mass function of Yi
for given arbitrary parities.
Claim 1. For any case i, i = 1, 2, . . . , k/`− 1,
Pr (Yi = Y|P1 = p1,P2 = p2) ≤ 1
2k−3`
.
We assume Claim 1 is true for now and prove it shortly. Next,
we use this claim to prove the upper bound on the probability
of decoding failure.
In the general decoding scheme, there are two criteria which
determine whether a case is possible or not (Definition 1).
Here, we upper bound Pr(F ) by taking into account Cri-
terion 1 only. Based on Criterion 1, if a case i is possible,
then Yi satisfies all the c MDS parities simultaneously, i.e.,
Yi ∈ Ac1. Without loss of generality, we assume case 1 is the
correct case. A decoding failure is declared if there exists a
possible case j, j = 2, . . . , k/`− 1, that leads to a decoded
string different than that of case 1. Namely, Yj ∈ Ac1 and
Yj 6= Y1. Let t , k/`− 1, we have,
Pr (F |p1, p2) ≤ Pr
 t⋃
j=2
{Yj ∈ Ac1,Yj 6= Y1}
∣∣∣∣p1, p2

(4)
≤
t∑
j=2
Pr (Yj ∈ Ac1,Yj 6= Y1|p1, p2) (5)
≤
t∑
j=2
Pr (Yj ∈ Ac1|p1, p2) (6)
=
t∑
j=2
∑
Y∈Ac1
Pr (Yj = Y|p1, p2) (7)
≤
t∑
j=2
∑
Y∈Ac1
1
2k−3`
(8)
=
t∑
j=2
|Ac1|
1
2k−3`
(9)
=t∑
j=2
2k−c`
2k−3`
(10)
= (t− 1) 2−(c−3)` (11)
=
(
k
`
− 2
)
2−(c−3)` (12)
≤ k
`
× 2−(c−3)`. (13)
(5) follows from applying the union bound. (6) follows from
the fact that Pr (Yj 6= Y1|Yj ∈ Ac1, p1, p2) ≤ 1. (8) follows
from Claim 1. (10) follows from (3). (12) follows from the
fact that t = k/`− 1. Next, to complete the proof we use (13)
and average over all values of p1, p2,
Pr(F ) =
∑
(p1,p2)∈GF (q)2
Pr (F |p1, p2)Pr (p1, p2) (14)
≤ k
`
× 2−(c−3)`. (15)
Remark 5. Notice from (15) that Pr(F ) goes zero asymp-
totically in k if ` = Ω(log k). Hence, for a sub-logarithmic
window size, i.e., w = o(log k), setting ` = w does not
guarantee an asymptotically vanishing probability of decoding
failure. To this end, we use ` = log k for encoding when
w = o(log k).
D. Proof of Claim 1
Recall that Yi ∈ A1 ∩ A2 is the random variable repre-
senting the output of the decoder in case i. Claim 1 gives an
upper bound on the probability mass function of Yi for any
i and for given arbitrary parities (p1, p2). To find the bound
in Claim 1, we focus on an arbitrary case i (i fixed) that
assumes that the deletions have affected blocks i and i + 1.
We observe Yi for all possible input k−bit messages, for a
fixed deletion window6, and given parities (p1, p2). Hence,
the observed case, the deletion window, and parities are fixed,
while the input message varies. In this setting, we determine
the maximum number of different inputs that can generate the
same output. We call this number γ. Once we obtain γ we
can write
Pr (Yi = Y|W,p1, p2) ≤ γ|A1 ∩A2| =
γ
2k−2`
, (16)
where W is an arbitrary window of size w bits in which the
δ deletions are localized. We will explain our approach for
determining γ by going through an example for k = 32 that
can be generalized for any k. We denote by bo ∈ GF (2),
o = 1, 2, . . . , k, the bit of the message u in position o.
Example 4. Let k = 32 and δ = w = ` = log k = 5. Consider
the binary message u given by
u = b1 b2 . . . b32.
Its corresponding q−ary message U consists of 7 symbols
(blocks) of length log k = 5 bits each7. The message u
6The window of w bits, in which the δ deletions are localized, is fixed.
7The last symbol is padded to a length of 5 bits by adding zeros.
is encoded into a codeword x as shown in Fig. 1. We
assume that the first parity is the sum of the systematic
symbols and the encoding vector for the second parity is
(1, α, α2, α3, α4, α5, α6) 8. Suppose that the δ = w = 5
deleted bits in x are b3 up to b7. Recall that since ` = w,
the deletions can affect at most two blocks in x. Suppose that
the case considered by the decoder is the one that assumes
that the deletions affected the 3rd and 4th block (wrong case).
The decoder chunks the codeword accordingly, and symbols
3 and 4 are considered to be erased. The rest of the q−ary
symbols are given by
S1 = α
4b1 + α
3b2 + α
2b8 + αb9 + b10,
S2 = α
4b11 + α
3b12 + α
2b13 + αb14 + b15,
S5 = α
4b21 + α
3b22 + α
2b23 + αb24 + b25,
S6 = α
4b26 + α
3b27 + α
2b28 + αb29 + b30,
S7 = α
4b31 + α
3b32.
Notice that S1, S2, S5, S6 and S7 are directly determined
by the bits of u which are chunked at their corresponding
positions. Hence, in order to obtain the same output, the
bits of the inputs corresponding to these symbols cannot be
different. For instance, if two messages differ in the first bit,
then they will differ in S1 when they are decoded, i.e., these
two messages cannot generate the same output. Therefore,
we refer to the bits corresponding to these symbols by the
term “fixed bits”. The “free bits”, i.e., the bits which can
differ in the input, are the 2w − δ = 5 bits corresponding
to the erasure b16, b17, b18, b19, b20, in addition to the δ = 5
deleted bits b3, b4, b5, b6, b7. The total number of “free bits”
is 2w = 10, so an immediate upper bound on γ is γ ≤ 210.
However, these “free bits” are actually constrained by the
linear equations which generate the first two parities. By
analyzing these constraints, one can obtain a tighter bound
on γ.
The constraints on the “free bits” are given by the following
system of two linear equations in GF (32),
α2b3 + αb4 + b5 + α
4b6 + α
3b7
+ α4b16 + α
3b17 + α
2b18 + αb19 + b20 = p
′
1,
α2b3 + αb4 + b5 + α(α
4b6 + α
3b7)
+ α3(α4b16 + α
3b17 + α
2b18 + αb19 + b20) = p
′
2,
(17)
where p′1, p
′
2 ∈ GF (32) are obtained by the difference between
the first and the second parity (respectively) and the part
corresponding to the “free bits”. To upper bound γ, we upper
bound the number of solutions of the system given by (17).
Equation (17) can be written as follows{
B1 +B2 +B3 = p
′
1,
B1 + αB2 + α
3B3 = p
′
2,
(18)
8The extension field used is GF (32) and has a primitive element α, with
α5 = α2 + 1.
where B1, B2 and B3 are three symbols in GF (32) given by
B1 = α
2b3 + αb4 + b5, (19)
B2 = α
4b6 + α
3b7, (20)
B3 = α
4b16 + α
3b17 + α
2b18 + αb19 + b20. (21)
Notice that the coefficients of B1, B2 and B3 in (18) originate
from the MDS encoding vectors. Hence, if we assume that B2
is given, then the MDS property implies that (18) has a unique
solution for B1 and B3. Moreover, since B1 and B3 have
unique polynomial representations in GF (32) of degree at
most 4, then for given values of B1 and B3, (19) and (21) have
at most one solution for b3, b4, b5, b16, b17, b18, b19 and b20.
Therefore, an upper bound on γ is given by the number of
possible choices of B2, i.e., γ ≤ 22 = 4.
The analysis in Example 4 can be generalized for messages
of any length k. Assume without loss of generality that δ = w
deletions occur. Then, in general, the analysis yields 2w “free”
bits and k − 2w “fixed” bits. Similar to (18), the 2w “free”
bits are constrained by a system of 2 linear equations in
GF (q). Note that this system of 2 linear equations in GF (q)
does not necessarily have exactly 2 variables. For instance,
in Example 4, we had 3 variables (B1, B2, B3) in the 2
equations. This happens because of the shift caused by the
deletions which could lead to the 2w “free” spanning up to 3
blocks, resulting in an additional symbol that is multiplied
by a different MDS encoding coefficient. Therefore, since
the difference between the number of symbols and number
of equations is at most one, then the MDS property implies
that the number of solutions of the system of equations is at
most 2w, i.e., γ ≤ 2w. Since w ≤ ` from (1), the upper bound
in (16) becomes
Pr (Yi = Y|W,p1, p2) ≤ 2
`
2k−2`
=
1
2k−3`
. (22)
The bound in (22) holds for an arbitrary window position W .
Therefore, the upper bound on the probability of decoding
failure in (13) holds for any window location that is picked
independently of the codeword. Moreover, for any given dis-
tribution on the window location (like the uniform distribution
for example), we can apply the law of total probability and
use the result from (22) to get
Pr (Yi = Y|p1, p2) ≤ 1
2k−3`
. (23)
IX. CONCLUSION
In this paper, we introduced new explicit codes that can
correct deletions that are localized within single or multiple
windows in the codeword. These codes have several desirable
properties such as: low redundancy, asymptotically optimal
rate, efficient encoding and decoding, and low probability of
decoding failure. We demonstrated these properties through
our theoretical analysis and validated them through numerical
simulations. Deriving fundamental limits for the problem of
correcting localized deletions is an open problem and is one
of the main future directions to consider. Another interesting
direction is to apply these codes to file synchronization and
compare their performance to other baseline algorithms such
as rsync.
APPENDIX
PROOF OF THEOREM 4 AND THEOREM 5
The proof of Theorems 4 and 5 is a direct generalization
of the proof of Theorems 1 and 2. Next, we give the proof
in terms of the chunking length `. Substituting ` = log k and
` = w gives the results in Theorems 4 and 5, respectively. The
redundancy follows from the construction (Section V) where
the c` parity bits are repeated (zw + 1) times. Therefore,
the redundancy is c(zw + 1)`. The encoding complexity is
O(k`), same as the case of a single window. The decoding
complexity is given by the the product of the number of
cases (guesses) and the complexity of decoding a constant
number of systematic erasures (at most 2z erasures). Hence,
the decoding complexity is O(kz · k`) = O(kz+1`). As for the
probability of decoding failure, the statement of Claim 1 can
be generalized to z > 1 windows as follows
Pr (Yi = Y|p1, p2, . . . , p2z) ≤ 2
z`
2k−2z`
=
1
2k−3z`
. (24)
The previous statement follows from the same steps of the
proof of Claim 1, when applied to 2z equations, each corre-
sponding to one MDS parity. Same as the proof of Theorems 1
and 2, the rest of the proof of follows from applying the union
bound over the number of cases
Pr(F |p1, . . . , p2z) ≤ (t− 1) |Ac1|Pr (Yi = Y|p1, . . . , p2z)
(25)
≤ (t− 1) · 2k−c` · 1
2k−3z`
(26)
= (t− 1)2−`(c−3z) (27)
= O
(
kz2−`(c−3z)
)
. (28)
(25) follows from applying the union bound over the total
number of cases t, similar to the proof of Theorems 1 and 2.
(26) follows from (3) and (24). (28) follows from (2). To
complete the proof, we use (28) and average over all the values
of p1, . . . , p2z to obtain Pr(F ) = O
(
kz2−`(c−3z)
)
.
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