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The Whitham Approach to the c→ 0 limit of The Lieb-Liniger Model
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Eldad Bettelheim
Racah Inst. of Physics,
Edmund J. Safra Campus, Hebrew University of Jerusalem,
Jerusalem, Israel 91904
The Whitham approach is a well-studied method to describe non-linear integrable systems. Although
approximate in nature, its results may predict rather accurately the time evolution of such systems
in many situations given initial conditions. A similarly powerful approach has recently emerged
that is applicable to quantum integrable systems, namely the generalized hydrodynamics approach.
This paper aims at showing that the Whitham approach is the semiclassical limit of the generalized
hydrodynamics approach by connecting the two formal methods explicitly on the example of the Lieb-
Liniger model on the quantum side to the non-linear Schro¨dinger equation on the classical side in the
c → 0 limit, c being the interaction parameter. We show how quantum expectation values may be
computed in this limit based on the connection established here which is mentioned above.
1 Introduction
Classical integrability [1,2,4] is a venerable subject in mathematical physics enjoying a large number
of useful exact results which have their roots in the mathematical structure underlying such systems,
starting with the existence of a sufficient number of conserved quantities to completely determine the
evolution of the dynamical system. Nevertheless, one of the most powerful methods of studying the
initial value problem in as generic a setting as possible, but one that is still tractable, is an approximate
method which is referred to, interchangeably, as the Whitham method [5] or the dispersionless limit
[6–9].
The Whitham method relies on the observation that smooth initial conditions quickly break into
sharp oscillatory features [9]. These oscillations may be understood as the system locally tracing out
trajectories on invariant tori in an appropriate phase space [8], and are also related to the fact that the
system is highly conservative, having an infinite number of conservation laws, such that oscillations
have no chance of dissipating. The Whitham approach provides a way to predict the appearance of
the oscillatory features and to track their shape based on the idea that one may write equations for
averaged quantities of the oscillations, called moduli of the oscillations, e.g., the amplitude, average
value, frequency, etc. of the oscillations.
To apply the Whitham method [10], one then first builds up a large inventory of oscillatory solu-
tions to the nonlinear equations with fixed moduli. Namely solutions displaying steady oscillations,
of which there are, as it turns out, a large class of tractable solutions, termed n-phase solutions, n ≥ 1.
One then applies the Whitham averaging method to write down evolution equations for these moduli
to predict how the frequency, amplitude, average value, and so forth (additional moduli are needed
for higher n−phase solutions), to be slowly modulate in an actual solution of the original nonlinear
dynamical system.
A very similar approach [11] has recently been introduced in the realm of quantum integrable
systems, namely an approximate method has been devised to describe the evolution of a quantum
integrable system placed in some non-stationary initial conditions, namely initial conditions that are
not an eigenstate of the Hamiltonian. Such a system is described by an infinite number of conserved
densities, the expectation values of which depend on space, in contrast to a stationary solution which
is characterized by the property that the expectation values of the conserved densities are space-
independent. To be able to study the evolution of the system one must assume that the conserved
quantities smoothly (or rather, slowly) depend on the spatial coordinate.
The slow evolution of the expectation values of the conserved densities is then predicted based on
the continuity equation associated with each conservation law. Indeed, since the conserved currents
may be calculated based on the knowledge of the conserved densities and some assumptions which
will discussed in the next paragraph, the continuity equations may be written for each of the conserved
densities in a closed form and then solved. These solutions are then sufficient to describe the evolution
of the quantum system since the conserved quantities completely determine the behavior of the system
just as in the classical case.
The assumption underlying the ability to write an explicit form for the continuity equations is
that locally the wavefunction may be approximate with a stationary state, namely an eigenstate of the
Hamiltonian, which is characterized by space-independent conserved densities. For such a state the
conserved currents may be written given the value of the conserved densities. Now for the spatially
varying state, these expressions for the currents are simply taken from the spatially homogeneous
state, but now one lets the conserved densities be space-dependent. The assumption is then that of
local stationarity – a generalization of local equilibrium.
It is now fairly easy to connect conceptually the Whitham method, applicable to classical sys-
tems, and the generalized hydrodynamics [11] approach applicable to the quantum systems. Indeed,
the steady oscillatory solutions of the classical system are analogous to space-independent stationary
quantum states, and the modulation equations of the oscillatory solutions under the Whitham averag-
ing method are just continuity equations for the conserved densities just as in the quantum case.
In this paper we shall show this correspondence on a formal, rather than conceptual, level, by
applying the Whitham method to a classical system one hand and the generalized hydrodynamics
method to a quantum system on the other and then verifying that the two methods agree in the semi-
classical limit. Namely, they produce the same solutions in the limit. The quantum system we shall
study is the Lieb-Liniger model and the classical system will be the non-linear Schro¨dinger equations,
the former tending to the latter in a certain limit (the c→ 0 limit, c being the Lieb-Liniger interaction
constant).
Utilizing the connection established we shall study the behavior of expectation values in the quan-
tum regime, especially at points where the classical equations begin to oscillate. We find, that although
the quantum averaging also averages over the rapid classical oscillations, ripples appear at the the av-
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erage momentum fluctuation at the points where oscillations break out, much in the same way as
these occur in free fermions [12], which happens to be the c → ∞ limit of the Lieb-Liniger model.
Namely in the directly opposite to the semiclassical one. Nevertheless, the classical oscillations and
the quantum ripples are of a very different nature. Indeed, as mentioned, the classical oscillations are
completely wiped out by the quantum averaging, and what remains are ripples that are of a different
origin.
2 Classical and Quantum Integrability
We start by the formalism which will be necessary in the rest of the paper. First we review classical
integrability and the algebro-geometrical approach to it in the next subsection. The subsection after
that will review the necessary material from quantum integrability. This review is mainly necessary in
order to establish notations that are the most convenient to see the analogy between the two approaches
(the quantum and classical ones).
2.1 Basic Tenets of the Algebro-geometrical Approach
The classical system that this paper shall be concerned with is the nonlinear Schro¨dinger equation:
ıh¯∂tψ = − h¯
2
2m
∂2xψ + cψ¯ψ
2. (2.1)
The solution of this equation follows closely the solution of the Lieb-Liniger model through the
Bethe approach. The analogy is best seen when one solves the nonlinear Schro¨dinger equation by
the Algebro-geometrical approach which ultimately leads also to separated variables. We thus de-
scribe this approach here, as it applies to the nonlinear Schro¨dinger equation [13].
The algebro-geometrical approach [6, 13–15] allows one to construct a large number of multi-
phase oscillatory solution of the nonlinear equation. A g-phase solution is labeled by a set of real
numbers λi, which we order λ1 < λ2 < λ3 < · · · < λ2g+2. These numbers serve as moduli.
The solution starts by defining a mathematical object named the matrix valued Baker-Akhiezer
function, the domain of which is a hypergeometric Riemann surface with the moduli serving as the
branch points:
y2 =
2(g+1)∏
i=1
(λ− λi). (2.2)
It is convenient at this point to define a set S:
S = [λ1, λ2] ∪ [λ3, λ4] ∪ · · · ∪ [λ2g+1, λ2g+2]. (2.3)
Next define a set of cycles ai and bi such that bi encircles the cuts [λ1, λ2] ∪ · · · ∪ [λ2i−1, λ2i] on the
upper sheet counterclockwise while the cycle ai goes clockwise from a point on the cut [λ2i−1, λ2i] to
a point on the cut [λ2i+1, λ2i+2] and then returns on the lower sheet to the original point to close the
cycle.
The Baker-Akhiezer function is then the unique function that obeys the following analytical con-
ditions:
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• Ψ(λ) is a two by two matrix with meromorphic valued entries on the Riemann surface given
by Eq. (2.2) except at infinities on either sheets (these infinities are denoted by∞± where the
index refers to the upper or lower sheet, respectively) where it has an essential singularity. At
infinity on the upper sheet the behavior is prescribed to be:
Ψ(λ) =
(
1+
∞∑
k=1
Φ
(k)(x, t)
λ
+O(λ−2)
)
e
ıσz
h¯
(
λx−λ2
m
t
)(
0 1
αλ 0
)
, (2.4)
where 1 and Φ(k) are two by two matrices, the former matrix being of course the identity. The
behavior on the lower sheet is determined by the condition: Ψ(λ−) = Ψ(λ+)σx, where again
the index on λ± refers to whether the point λ is placed on the upper or lower sheet, respectively.
• Away from infinity the Baker-Akhiezer function has poles at an immovable (time and space
independent) set of points given by Di
A function that satisfies the above conditions is unique as can be shown using theorems from the
theory of analytic functions on algebraic Riemann surfaces. This uniqueness allows one to prove the
following relations:(
h¯∂x − ıσzλ+ ı[σz ,Φ(1)]
)
Ψ = 0, h¯∂xΦ
(1) + ı[σz,Φ
(1)]Φ(1) − ı[σz ,Φ(2)] = 0(
mh¯∂t + ıσzλ
2 − ıλ[σz ,Φ(1)] + ı[σz ,Φ(1)]Φ(1) − ı[σz,Φ(2)]
)
Ψ = 0 (2.5)
Indeed, one can show that adding the left hand side of any of the equations above to the Baker-
Akhiezer function does not change its analytical properties, thus in order for uniqueness to hold these
expressions on the left hand side must all be zero. The equations above may be written as follows:
(h¯∂x − V )Ψ = 0, (mh¯∂t − U)Ψ = 0, (2.6)
where:
V =
(
ıλ ı
√
cψ¯
−ı√cψ −ıλ
)
, U =
(
−ıλ2 − ıcψ¯ψ2 −ıλ
√
cψ¯ −
√
ch¯
2 ∂xψ¯
ıλ
√
cψ −
√
ch¯
2 ∂xψ ıλ
2 + ıcψ¯ψ2
)
(2.7)
and Φ
(1)
12 = −
√
cψ¯
2 and Φ
(1)
21 = −
√
cψ
2 . The derivation of Eqs. (2.7) from Eqs. (2.5) is straightforward,
the only care that need to be taken is in separating the diagonal and off-diagonal components of
[σz,Φ
(1)]Φ(1), the former being expressible through the off-diagonal components of Φ(1) and the
latter begin determined from the second equation in Eqs. (2.5).
For the two equations in (2.6) to be compatible, the zero curvature condition must hold, [mh¯∂t −
U, h¯∂x − V ] = 0, which, in turn, requires the Non-linear Schro¨dinger equation, Eq. (2.1), as can
easily be confirmed by direct computation.
Thus starting with the moduli we have ended up with a solution of the nonlinear Schro¨dinger
equation, provided that an explicit expression for the Baker-Akhiezer function can be written such that
the 12 element ofΦ(1), which is equal to the nonlinear Schro¨dinger field−
√
cψ¯
2 , may be extracted. The
well-known explicit expression for the Baker-Akhiezer function based on its analytic properties alone
will be presented below, but we shall first be interested in obtaining the conserved densities and the
conserved currents from the algebro-geometrical approach, as these will serve as the link between the
classical and quantum system. Namely, we shall identify the semiclassical limit of a certain quantum
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eigenstate as a classical solution having the same values of the conserved densities as the expectation
values of these quantities in the corresponding eigenstate.
To the aim of extracting the conserved densities from the Baker-Akhiezer function we define, as
is customary, the propagator of the evolution T (x, t;x′, t′). The propagator is defined as a matrix, the
columns of which solve (2.6) as a function of x′ and t′, while having initial conditions T (x, t;x, t) =
1. The propagator is also a function of the spectral parameter λ. Since the propagator obeys the same
matrix differential equations as the Baker-Akhiezer function, Eq. (2.6), its columns must be linear
combinations of the columns of the Baker-Akhiezer function. Namely,
T (x, t;x′, t′) = Ψ(x′, t′)
(
α γ
β δ
)
(2.8)
where α, β, γ and δ are functions of the spectral parameter, λ, and of x and t but not of x′ and t′.
The parameters α, β, γ and δ will be found below in the appendix based on the explicit form of the
Baker-Akhiezer function.
The equal time propagator and with spatial arguments differing by the basic spatial period, T (x, t;x+
L, t) is called the monodromy matrix.
If an oscillatory solution has a spatial period L and a temporal period T then one may easily
derive:
∂ttr(T (x, t;x+ L, t) = 0, ∂xtr(T (x, t;x, t+ T ) = 0. (2.9)
which will be shown below to be relations allowing to establish the trace of the propagator as a
generating function for conserved densities and currents.
To obtain relations (2.9) one writes
T = Pe 1h¯
´ x′,t′
x,t
(V dx+U dt
m
), (2.10)
where P denotes path ordering of the matrix exponent and the right hand side is well defined due to
the zero curvature condition. This representation allows one to write:
∂tT (x, t;x+ L, t) = U(x, t)T (x, t;x+ L, t)− T (x, t;x+ L, t)U(x+ L, t), (2.11)
∂xT (x, t;x+ L, t) = V (x, t)T (x, t;x, t+ T )− T (x, t;x, t+ T )V (x, t+ T ). (2.12)
Letting x′ = x + L, t′ = t for L a period and taking the trace gives the first of the relations in (2.9)
while taking taking x′ = x, t′ = T + L for T a period and taking the trace gives the second relation
in (2.9).
As mentioned above, the explicit construction of the Baker-Akhiezer function based on its analytic
properties on the Riemann surface alone, allows one also to obtain explicit expressions for the matrix
elements of T , which in turn allows one to compute the traces in (2.9). The final result, to be confirmed
in the sequel, is given by:
tr(T (x, t;x+ L, t) = 2 cos
(
L
h¯
Ω
(c)
0 (λ)
)
, (2.13)
tr(T (x, t;x, t+ T ) = 2 cos
(
2T
mh¯
Ω
(c)
1 (λ)
)
, (2.14)
where Ω
(c)
0 is the integral over the differential dΩ
(c)
i , which are defined as the unique differential
which have a poles of order i+2 at infinity at the upper and lower sheets of the Riemann surface with
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residue equal to ±1 respectively and which have vanishing a cycles. These conditions read formally
as:
dΩi ∼ ±dλλi for λ→∞±, and
˛
aj
Ωi = 0. (2.15)
The superscript (c) in Ω
(c)
i denotes that this is a classical object, a distinction that will be important to
make since we shall encounter the same object in the quantum case as well, and it will be important
to differentiate the two in the notations.
One may find an explicit expression for dΩ
(c)
i . It has the form:
dΩ
(c)
0 =
λg+1 −
∑
i λi
2 λ
g +
∑g−1
j=0 c
(0)
j λj√∏
i(λ− λi)
dλ, (2.16)
dΩ
(c)
1 =
λg+2 −
∑
i λi
2 λ
g+1 − 14
∑
i λi
(
λi −
∑
j λj
2
)
+
∑g−1
j=0 c
(1)
j λj√∏
i(λ− λi)
dλ, (2.17)
where the c
(0,1)
j are determined by the condition that the a−cycles of dΩ(c)0,1vanish, respectively. For
example for g = 1 these are expressible as elliptic integrals.
Due to the conservation, Eq. (2.9), of properly defined traces of the propagator for any value of
the spectral parameter, λ, we may define conserved charges and currents based on these traces. These
are defined as follows:
−ıh¯
L
log trT (x, t;x+ L, t)
λ→−ı∞
= Ω
(c)
0 (λ) = λ+
1
L
∞∑
k=1
Ikλ
−k−1, (2.18)
−ıh¯
T
log trT (x, t;x, t+ T )
λ→√−ı∞
=
2
m
Ω
(c)
1 (λ) =
λ2
m
− 1
L
∞∑
k=1
Jkλ
−k−1, (2.19)
where equalities are up to factors exponentially small in λ in the limit and Ik, Jk are conserved charges
currents, respectively, obeying the following equations as a consequence of their definition and of Eqs.
(2.9):
∂tIk = 0, ∂xJk = 0, (2.20)
for any k. These conserved quantities may be written then as:
Ik = L
˛
∞
λkΩ
(c)
0
dλ
2πı
= L
˛
R
λkΩ
(c)
0
dλ
2πı
(2.21)
Jk = −2L
m
˛
∞
λkΩ
(c)
1
dλ
2πı
= −2L
m
˛
R
λkΩ
(c)
1
dλ
2πı
, (2.22)
where the integrals on the right hand sides of both equations are to be taken around the real axis or,
equivalently, only around the set S , where Ω(c)i have jump discontinuities. These quantities can then
be computed by knowledge of λi alone, namely they depend only on the moduli of the oscillatory
solution, or equivalently on the algebraic Riemann surface.
Note that Ik must be thought of as related to an underlying conserved density ρk, as it is averaged
over a period of the oscillation and Jk is a conserved current density similarly averaged:
Ik =
ˆ x+L
x
ρk, Jk =
ˆ x+L
x
jk. (2.23)
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The densities and current densities then obey a continuity equation
∂tρk = ∂xjk, (2.24)
which should seem plausible at this point, but we shall not show this here, referring the reader to the
appropriate textbooks and manuscripts instead [8, 13]. We should mention that a crucial part of the
identification of the conserved quantities, Ik, as giving the dynamical system an integrable structure is
that they must be shown to be in involution. To that end one may show that the monodromy matrix for
different values of the spectral parameter are in involution ( commute under the Poisson bracket). We
also refer the reader to the references above for the proof of this fact. Explicitly what may be proven
is the following relation
{T (λ),T (µ)} = 0 (2.25)
where
T = tr(Tˆ (x, t;x+ L, t)). (2.26)
2.2 Basic Tenets of the Quantum Inverse Scattering Method
We wish to associated, in the semiclassical limit, with each eigenstate of a quantum Hamiltonian
(the semiclassical limit of which is the nonlinear Schro¨dinger equation’s Hamiltonian) a classical
oscillatory solution. The quantum system in question is quantum integrable, which means that there
are an infinite number of operators commuting with the Hamiltonian such that with each eigenstate
we may associated an infinite number of eigenvalues {I(Q)k }∞k=1, namely the eigenvalues with respect
to these conserved operators. The classical solution has, on the other hand, an infinite number of
conserved charges defined in (2.18) which characterize it, denote this set also by {I(c)k }∞k=1. The
classical solution and the quantum eigenstate are associated with one another if the two sets above
contain the same values for corresponding conserved quantities {I(Q)k }∞k=1 = {I(c)k }∞k=1. We thus
discuss now how the conserved charges appear in the quantum settings within the quantum inverse
scattering method, as this method has the most direct relation to the algebro-geometrical approach we
have used in the pervious section to discuss the classical case.
One may arrive at the quantum non-linear Schro¨dinger equation as follows (here we follow closely
the book of Ref. [16]). Rather than starting with a Hamiltonian, one first defines a quantum matrix Vˆ :
Vˆ (x, t) =
(
ıλ −ı√cψˆ†
ı
√
cψˆ −ıλ
)
, (2.27)
where ψˆ is a canonical bosonic field operator. Then one defines a spatial propagator as follows:
∂xTˆ (x, x
′) = Vˆ (x, t)Tˆ (x, x′), Tˆ (x, x) = 1, (2.28)
the solution of which is
Tˆ = Pe 1h¯
´ x′
x
Vˆ (y)dy. (2.29)
This is followed by a definition of an operator which represents the trace of the monodromy matrix :
Tˆ (λ) = tr(Tˆ (x, x+ L, t)). (2.30)
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One may prove that for any λ and µ the following, a quantum analogue of Eq. (2.25), holds:
[Tˆ (λ), Tˆ (µ)] = 0, (2.31)
based only on the definition of Vˆ and the bosonic commutation relations of the field ψˆ.
From Eq. (2.31) one may define an infinite set of mutually commuting conserved charges:
− ıh¯
L
log(Tˆ (λ)) λ→ı∞= λ− ıh¯
L
+
1
L
∞∑
k=1
Iˆkλ
−k−1, (2.32)
to be compared to Eq. (2.18). To compute Iˆk , according to this equation one must only exponentiate
the integral of Vˆ in a path ordered fashion according Eq. (2.29) and expand the logarithm of the result.
The outcome of this calculation for the first three conserved charges is then:
Iˆ0 =
ıh¯c
2
ˆ
ρˆ, Iˆ1 =
ıh¯c
4
ˆ
Pˆ +O(c2), Iˆ2 = ıh¯cm
4
ˆ
Hˆ +O(c2), (2.33)
where ρˆ , Pˆ and Hˆ are the particle, momentum and Hamiltonian density, respecitvely:
ρˆ = ψˆ†ψˆ, Pˆ = −ıh¯ψˆ†∂xψˆ, Hˆ = h¯
2
2m
∂xψˆ
†∂xψˆ +
c
2
ψˆ†ψˆ†ψˆψˆ, (2.34)
the latter being the Hamiltonian for the quantum nonlinear Schro¨dinger equation.
One may now simultaneously diagonalize the Hamiltonian with all other conserved quantities,
or in other words find a common eigenvector for Tˆ (λ) simultaneously for all values of the spectral
parameter. The eigenvalue is denoted by t(λ). The algebraic Bethe ansatz solves the problem of
finding the eigenvector and eigenvalue in question.
We shall not go over in any detail a description of the algebraic Bethe ansatz, but we shall only
remind the basic ideas behind it, since the semiclassical analogue of the objects that appear there will
bear some importance for us in the sequel.
To proceed with the diagonalization of the trace of the monodromy matrix, it is actually useful to
consider all four elements of the matrix rather than just the trace. These are denoted as follows:
Tˆ (λ) =
(
Aˆ(λ) Bˆ(λ)
Cˆ(λ) Dˆ(λ)
)
(2.35)
It is possible to write down the full algebra of the operator Aˆ, Bˆ, Cˆ and Dˆ giving the commutation
relations between them at different values of the spectral parameters. The list of these commutation
relations is quite long, so we shall not repeat it here, noting only the Abelian nature of the operators
Bˆ:
[Bˆ(λ), Bˆ(λ′)] = 0. (2.36)
Crucially, it turns out that the eigenvectors of Tˆ = tr(Tˆ ), denoted by |{θi}Ni=1〉 may be written
through the operators Bˆ as follows:
|{θi}Ni=1〉 = Bˆ(θ1)Bˆ(θ2) . . . Bˆ(θN)|0〉, (2.37)
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where the set {θi}Ni=1 is called the set of Bethe roots and has to be chosen appropriately in order for
the vector |{θi}Ni=1〉 to be an eigenstate of Tˆ . Namely, the roots have to obey the Bethe equations:
e−
ı2θiL
h¯
N∏
j=1
θi − θj + ıc/2
θi − θj − ıc/2 = −1. (2.38)
Given such a choice of roots, namely given a solution of the Bethe equations, the eigenvalue of Tˆ (λ),
denoted by t(λ) is given by:
t(λ) = e−
ıλL
h¯
N∏
j=1
λ− θj + ıc/2
λ− θj + e
ıλL
h¯
N∏
j=1
λ− θj − ıc/2
λ− θj , (2.39)
The eigenvalue of the conserved charges Iˆk denoted by Ik is then computed by invoking Eq. (2.32)
and Eq. (2.39) which yields
Ik =
h¯c
2
∑
j
θkj . (2.40)
We note that the Bethe equations ensure that, as a function of λ, t(λ) does not have poles on the
Bethe roots λi, even though glancing at (2.39), there is a pole singularity at each of the roots. Indeed,
the Bethe equations are simply the equations that ensure that the residue vanishes at these poles.
Comparing Eq. (2.13) and Eq. (2.39) allows one to obtain an equation for an object we shall
denote as, Ω
(Q)
0 , which is the quantum analogue of Ω
(c)
0 , and is defined in analogy to Eq. (2.13) as
follows:
t(λ)|{θi}Ni=1〉 ≡ tr(Tˆ )|{θi}Ni=1〉 = 2cos
(
L
h¯
Ω
(Q)
0 (λ)
)
|{θi}Ni=1〉, (2.41)
and which may be written as function of the Bethe roots (Eq. (2.45) below) that will be useful in the
following. For that purpose we define Λ(λ) (which will also prove useful in and on itself) as follows:
Λ(λ) = e
ıλL
h¯
N∏
j=1
λ− θj − ıc/2
λ− θj . (2.42)
Then the eigenvalue of the transfer matrix, t(λ) can be written through Λ from Eq. (2.39) as follows:
t(λ) = Λ(λ) + e−
cL
2h¯Λ−1(λ+ ıc/2). (2.43)
As such, and comparing with (2.13) one obtains that in the semiclassical limit c→ 0 one has:
Λ→ e
ıLΩ
(Q)
0
h¯ (2.44)
Thus − ıh¯L log(Λ)→ Ω
(Q)
0 . Taking the logarithm of (2.42) then yields:
Ω
(Q)
0 = λ−
ch¯
2L
∑ 1
λ− θj . (2.45)
In the next section we shall show that the semiclassical expression, Eq. (2.45), for Ω
(Q)
0 with θi
obeying the Bethe equations, Eq. (2.38), agrees with the classical expression for dΩ
(Q)
0 as a meromor-
phic differential of a specific type, Eq. (2.16).
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3 Convergence of the Bethe Spectrum to the Algebro-Geometric Spec-
trum
We have characterized oscillatory solutions of the classical nonlinear Schro¨dinger equation using
a spectral surface. Namely, a Riemann surface with branch points λi. The quantum analogue of
the oscillatory solutions are eigenstates of the quantum Hamiltonian described by Bethe roots, θi,
satisfying the Bethe equations. We now show how, in the c → 0 limit we may identify a spectral
surface with a particular solution of the Bethe equations. Our starting point for the identification is
that we require the eigenvalue of the quantum conserved charges on the eigenstate to be equal to the
conserved charges of the classical state, averaged over a period of the oscillations.
Having established as the basis of the identification the conserved charges, we compare the
quantum Eq. (2.40) to the classical Eq. (2.21). If we define the density of Bethe roots as σp ≡∑ 1
Lδ(λ− λi) then Eq. (2.40) can be written as:
I
(Q)
k =
h¯c
2
ˆ
σpλ
k. (3.1)
similarly defining σ(c) as the jump discontinuity of dΩ
(c)
0 over the real axis, 2πıσ
(c) = Ω
(c)
0 (x+ı0
+)−
Ω
(c)
0 (x+ ı0
−) then Eq. (2.21) can be written as:
I
(c)
k =
ˆ
σ(c)λk. (3.2)
Comparing the two equations we see that we must have that the jump discontinuity of h¯c4πıΩ
(c)
0 be
equal to the density of Bethe roots, h¯cσ(c) = σp, in order for the oscillatory solution to be identified
with the solution of the Bethe equation.
The function σ(c), namely, the jump discontinuity of 12πıΩ
(c)
0 , is a continuous function supported
on the set [λ1, λ2] ∪ [λ3, λ4] ∪ · · · ∪ [λ2g+1, λ2g+2], as can be seen from Eq. (2.16), such that for
finite g, the density of the corresponding Bethe roots must be σp must also be a smooth function with
finite support, containing characteristic gaps. Such a situation can only occur if the number of roots,
N, goes to infinity, which requires to solve the Bethe equations in the thermodynamic limit, namely
one must employ the thermodynamic Bethe ansatz, which concerns itself with the N →∞ limit. We
describe this method briefly below.
In the thermodynamic limit, the roots may be described by their density on the real axis σ. To find
an equation for σ in the thermodynamic limit one first takes the logarithm of the Bethe equations, Eq.
(2.38):
π(2ji + 1) =
2θiL
h¯
+ ı
∑
j
log
θi − θj + ıc/2
θi − θj − ıc/2 (3.3)
Subtracting the equation for i+1 from the equation for i,while denoting σp(θi) =
1
L
1
θi+1−θi , σh(θi) =
1
L
ji+1−ji−1
θi+1−θi and σs(θi) = σp(θi) + σh(θi) =
1
L
ji+1−ji
θi+1−θi one obtains:
2π
σs(θi)
σp(θi)
=
2
h¯σp(θi)
+
c
Lσp(θi)
∑
j
1
(θi − θj)2 + c2/4 , (3.4)
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turning the sum into an integral and rearranging gives:
σs(λ) = σp(λ) + σh(λ) =
1
πh¯
+
ˆ
c
(λ− λ′)2 + c2/4σp(λ
′)
dλ′
2π
(3.5)
defining n =
σp
σs
gives the dressing equation:
σs(λ) =
1
πh¯
+
ˆ
c
(λ− λ′)2 + c2/4σs(λ
′)n(λ′)
dλ′
2π
(3.6)
which is a particular case of the dressing equation:
fdr(λ) = f(λ) +
ˆ
dα
2π
c
(λ− α)2 + c2/4n(α)f
dr(α) (3.7)
for f(λ) = 1h¯π .
Consider the dressing equation for f(λ) = n(λ), where n denotes the characteristic function of
the union, S , of g +1 segments S = ∪gi=0[λ2i+1, λ2i+2], namely n = χS . We may solve the dressing
equation by decomposing nfdr into fdr+ and f
dr− as follows
fdr+ + f
dr
− = nf
dr, (3.8)
where fdr± may be analytically continued to the upper and lower half planes and behaving as fdr ±
(λ) = O( 1λ ) as λ → ∞. With these definitions the dressing equation, Eq. (3.7), may be represented
as follows for λ ∈ S:
fdr+ (λ) + f
dr
− (λ) = f(λ) +
ˆ
dα
2π
c
(λ− α)2 + c2/4nf
dr(α) =
= f(λ) + fdr+ (λ+ ıc/2) + f
dr
− (λ− ıc/2). (3.9)
Using (3.8), one obtains:
f ′dr+ − f ′dr− =
2ı
c
f, (3.10)
which is valid for λ ∈ S .
For f = h0 ≡ 1πh¯ , the dressing equation, Eq.(3.7) is just the Bethe equations in the thermodynamic
limit, Eq. (3.6), and hdr0 is just the Bethe density of states, σs, while nh
dr
0 is the density of Bethe roots,
σp. The function Ω
(Q)
0 , behaves at infinity as λ and has jump discontinuity over the real axis given
by πh¯cıσp, as dictated by (2.45), thus it may be written through h
dr
0+ and h
dr
0− (which are f
dr± for
f = h0 =
1
π ) as follows:
Ω
(Q)
0 = λ+ πch¯ı
{
+hdr0+ Im(z) > 0
−hdr0− Im(z) < 0
(3.11)
Thus by solving Eq. (3.10) for f = h0 we may compare Ω
(Q)
0 that we obtain from the Bethe ansatz,
namely Eq. (3.11), and the classical expression, Eq. (2.16). Showing that the classical and quantum
expressions agree would mean that σp is equal to the jump discontinuity of
h¯c
4πıΩ
(Q)
0 , which we also
called h¯c2 σ
(c) above. We thus proceed to solve the dressing equation in order to be able to make the
comparison.
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Rather than solving Eq. (3.10) only for f = h0, we solve it more generally for any hi =
λi
πh¯ as
this will also allow us to compare other quantities between the quantum and classical results. We first
generalize Eq. (3.11) and define for any i the Bethe-ansatz Ω
(Q)
i as follows:
Ω
(Q)
i =
λi+1
i+ 1
+ πch¯ı
{
+hdri+ Im(z) > 0
−hdri− Im(z) < 0
(3.12)
Consider then f(λ) = hi(λ) =
λi
πh¯ from. One may offer a solution to (3.10) as follows:
±h′dri± (λ)dλ =
ıλi
πh¯c
dλ− ıλ
i+1+g + a
(i)
1 λ
i+g + a
(i)
2 λ
i+g−1 + · · · + a(i)i+g+1
πh¯c
√∏2g+2
j=1 (λ− λj ± ı0+)
dλ (3.13)
where a
(i)
j for j = 1, . . . , i + 1 are fixed by the requirement that h
′
i,± ∼ ciλ2 for some ci as λ → ∞,
which represents i conditions, while a
(i+2)
j for j = i + 2, . . . , i + g + 1 (assuming g > 0) are to be
determined from an additional set of g conditions to be identified shortly. We note that to see that
Eq. (3.13) indeed solves (3.10) is easy as h′dri+ − h′dri− is easily seen to be equal to λ
i
πh¯c for λ ∈ S .
Furthermore this solution is consistent with Eq. (3.8), as h′dri+ + h
′dr
i− is 0 for λ ∋ S , as the right hand
side of (3.8) would suggest.
Combining Eq. (3.13) and Eq. (3.12) gives:
dΩ
(Q)
i =
λi+1+g + a
(i)
1 λ
i+g + a
(i)
2 λ
i+g−1 + · · ·+ a(i)i+g+1
πh¯c
√∏2g+2
j=1 (λ− λj ± ı0+)
dλ, (3.14)
which agrees with Eq. (2.16) and (2.17) if the constants a
(i)
j can be shown to agree. Indeed, these
are determined by the requirement that dΩ
(Q)
i ∼ dλλ2 as λ tends to ∞± (an assumption already made
above), and by the reality condition, to be discussed below, that the a cycles of dΩ
(Q)
i must vanish.
We now turn to the last remaining task of this section, that is, we show that the a-cycles of dΩi
vanish,
¸
aj
dΩ
(Q)
i = 0. In order to accomplish this, we write down an expression for h
dr
i , reading
hdri =


− ı2πh¯c
´
λ1
λi+1+g+a
(i)
1 λ
i+g+a
(i)
2 λ
i+g−1+···+a(i)i+g+1√∏g+1
j=1(λ−λj+ı0+)
dλ λ ∈ S
λi+1+g+a
(i)
1 λ
i+g+a
(i)
2 λ
i+g−1+···+a(i)i+g+1
πh¯c
√∏g+1
j=1(λ−λj)
λ 6∈ S
, (3.15)
which is derived as follows. For λ ∈ S , we have nhdri = hdri+ + hdri−, and thus the expressions for hdri±
must be added up from Eq. (3.13) and integrated to obtain the expression valid for λ ∈ S . This yields
the first line in Eq. (3.15). For λ 6∈ S, we may return to (3.7), noting that the left hand of which is the
function we wish to determine, while the right hand side is written through hdri at the points λ ∈ S
only, which is given in the first line of Eq. (3.15). In fact, for λ 6∈ S the right hand side of Eq. (3.7)
reads hi + nh
dr
i + ıc(h
′dr
i+ − h′dri− ), where h′dri± is to be analytically continued from Eq. (3.13). Now
since nhdri = 0, it remains to compute hi + ıc(h
′dr
i+ − h′dri− ) from (3.13), which yields the second line
of Eq. (3.15).
Let us examine the consequences of the requirement that for hdri is real for λ ∈ S, as it was an
implicit assumption that we are searching for purely real solutions of Eq. (3.7). The integral in the
first line of (3.15) will be real in the first interval in S , namely in the interval [λ1, λ2], if all the a(j)i ’s
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are real. The integral will give real values also on the consecutive intervals if and only if the following
integral,
− 2ı
πh¯c
ˆ λ2k+1
λ2k
λi+1+g + a
(i)
1 λ
i+g + a
(i)
2 λ
i+g−1 + · · · + a(i)i+g+1√∏g+1
j=1(λ− λj)
, (3.16)
is real for any 1 ≤ k ≤ g, but since the a(j)i ’s are real this requires the integral to vanish. In light of
Eq. (3.14) this is equivalent to the demand that all a-cycles of dΩ
(Q)
i are 0 (the integral in Eq.(3.16)
is just half the cycle), which uniquely fixes all the a
(j)
i ’s to the same values they take on the classical
solution, Eq. (2.16).
We have thus defined Ω
(Q)
i through the Bethe roots in the thermodynamic limit, Eq. (3.12), and
have shown that Ω
(Q)
i = Ω
(c)
i , which for i = 0 ensures that the correspondence between classical and
quantum states is based on both quantum and classical system agree on the values for the conserved
quantities, as Ω0 serves as the generator of conserved quantities.
4 Convergence of Generalized Hydrodynamics to the Whitham Equa-
tions
We have established, in the previous section, that solutions to the thermodynamic Bethe ansatz equa-
tions, Eq. (3.5), with n given by the indicator function (characteristic function) of S = ∪g+1i=1 [λ2i−1, λ2i],
give rise, in the c → 0, limit to a root density given, up to a factor of πıcL , by the jump discontinuity
of the integral of a meromorphic differential Ω0 on the Riemann surface y
2 =
∏
(λ− λi), and, since
the root density on the one hand and the jump discontinuity of Ω0 serve as the generating function
for conserved quantities on the quantum (Eq. (2.40)) and classical sides (Eq. (2.21)), respectively, we
have also shown that the quantum system (whose state is fixed by the Bethe roots) and the classical
oscillatory solution (whose state is fixed by the Riemann surface) have the same conserved quantities.
Note that we have dropped above, as we shall also do below, the superscript (c) and (Q) from Ωi as
whether the objects in question are classically defined or are the quantum analogues should cause less
confusion from now on.
We now turn to the slow modulation of the classical oscillatory solutions and the quantum eigen-
states as prescribed by the Whitham equations and generalized hydrodynamics, respectively, and show
that the two methods agree in the semiclassical limit, as should be the case, as both theories rely on the
same principle of the slow modulation being completely constrained by the requirement of adhering
to an infinite number of conservation laws.
4.1 The Whitham Equations
The Whitham equations may be summarized as follows:
∂tΩ0 = − 2
m
∂xΩ1, (4.1)
which is equivalent to an infinite number of conservation laws (2.24) written through the generating
functions Ω0, Ω1 (Eqs. (2.18, 2.19), respectively) for the appropriate integrated quantities (2.23). We
shall first want to motivate somewhat more the continuity equation (2.24) or rather the fact that Ω1
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is the generating function for Jk (or equivalently jk), and shall then turn to methods of solving these
equations.
Recall the Baker-Akhiezer function as being the function solving the linear problem associated
with with Lax pair U and V , Eq. (2.6). An explicit expression for the function will be given below,
Eqs. (5.14, 5.15), but here we shall only need the fact that the Baker-Akhiezer function has the form:
Ψij(x, t;λ) = ϕij(A(λ) +φ(x, t))e
±ı
h¯
(Ω0x− 2mΩ1t) (4.2)
where ϕij are oscillatory functions, its argument A(λ) + φ(x, t) being an element of C
g. The phase
function φ is given by
φj =
˛
bj
(
Ω0x− 2
m
Ω1t
)
(4.3)
while A(λ) is the Abel map, a given function of the spectral parameter λ given below. The point is
then that averaging out over a period of the oscillations, one may compute
〈Ψ†(−ıh¯∂x − Ω0)Ψ〉 = 0,
〈
Ψ†
(
ıh¯∂t − 2
m
Ω1
)
Ψ
〉
= 0 (4.4)
where Ψ† is an appropriately defined dual to the Baker-Akhiezer function [10, 14] and 〈. . .〉 denotes
averaging over a period of the oscillations, which is quite intuitive given Eq. (4.2), as the oscillatory
part averages out while −ıh¯∂x and ıh¯∂t pull Ω0 and 2mΩ1 from the exponent. Accepting this fact
the compatibility conditions of the two equations in Eq. (4.4), in analogy to Eq. (2.6), becomes
the Whitham equations, Eq. (4.1). Expanding the two function Ω0, and Ω1 around infinity yields
coefficients that may be given the interpretation of conserved charges and currents, respectively, since
these may be written as polynomials of the spatial derivatives of the field variable of the non-linear
Schro¨dinger equation, by using Eq. (4.4) (writing, e.g., Ω0 =
〈Ψ†(−ıh¯∂x)Ψ〉
〈Ψ†Ψ〉 ) and taking account of the
fact that the elements of the Baker-Akhiezer function, Ψ, contain the field variables on the off-diagonal
(the elements Ψ12 and Ψ21 elements of the Baker-Akhiezer function).
Our goal in the previous paragraphs was only to motivate the fact that the conservation laws
are encoded in the Whitham equations for the meromorphic differentials Ω0 and Ω1, Eq. (4.1). A
full and rigorous account of the procedure is more complicated and we refer the reader to the original
papers [10,14] and to reviews of this subject [7], and proceed instead here to show how these equations
may be integrated effectively [10, 14].
In order to integrate the Whitham equations, Eq. (4.1), one first notes that the equations imply the
existence of a potential S, such that,
∂tiS = Ωi (4.5)
where t0 = x and t1 = − 2m . In fact the Whitham equations generalize to any two pair of time ti and
tj which are conjugate to an infinite set of Hamiltonians Ik as follows [10, 14]
∂kΩj = ∂jΩk, (4.6)
such that Eq (4.5) holds for any pair of indices i, and j both larger than 0. The definition of Ωi is given
in Eq. (2.15).
Within the Whitham approximation, the Baker-Akhiezer function takes the following form in
terms of the action:
Ψij(x, t;λ) = ϕij(A(λ) +φ(x, t))e
±ı
h¯
S (4.7)
14
where
φj =
˛
bj
dS. (4.8)
We now discuss how a solution for S may be found, as finding S is equivalent to solving the
Whitham equations. A solution for S, or rather dS ≡ dSdz dz has the form:
dS({tk}) =
∞∑
k=−1
(tk + t
(0)
k )dΩk({λi({tl}∞l=−1)}2g+2i=1 ), (4.9)
where t
(0)
k are arbitrary and the branch points, λi({tk}), are to be chosen as functions of the times such
that the singularity of dSdλ around each of the branch points, which is ostensibly of the form
1√
λ−λi , in
fact vanishes [10]. That is the expansion around the branch point λi is given by:
dS
dλ
= O(
√
λ− λi). (4.10)
We shall show below that requiring Eq. (4.10) of S automatically turns S into a solution of the
Whitham equations. This will be done by following Ref. [10], but first let us re-formulate the solution
to Eq. (4.5) in order to hopefully achieve more clarity as how Eq. (4.10) can be used constructively
to obtain a solution. Indeed, in order to find the times dependence of the branch points, given a set of
initial conditions at times {tk = 0}∞k=0, one first chooses a set of t(0)k such that if one constructs dS
according to Eq. (4.9) (in which one substitutes tk = 0), the singularity of
dS
dλ at the branch points
vanishes according to Eq. (4.10). Then the evolution of the branch points at any later time is solved
by finding such a position of the branch points so that if one constructs dS again according to (4.9),
then the singularity at the branch points of dSdλ vanishes.
To show that Eq. (4.10) indeed provides a solution of the Whitham equations, consider the singu-
larities of ∂tkdS on the Riemann surface and compare that to the singularities of dΩk. The behavior
at∞± of ∂tkdS is easily see to be the same as that of dΩk, due to (4.9). The differentials ∂tkdS could
potentially have poles at the branch points since if dS ∼ dλ(λ − λi)−n/2 at such a points and then
∂tkdS ∼ dλ(λ−λi)−n/2−1 which represents a pole of order n in the local parameter
√
λ− λi, indeed
(λ−λi)−n/2−1dλ = 2(λ−λi)−(n+1)/2d
√
λ− λi, but since we demand (4.10), n = −1 and ∂tkdS is
analytic as a differential at the branch points. Lastly the aj cycles of dS vanishes for any times due to
the a-cycle condition in (2.15). This means that ∂tkdS has all the same analytical properties of dΩk,
which determine it uniquely to be equal to dΩk and hence Eq. (4.5) holds.
4.2 Generalized Hydrodynamics and its Semiclassical Limit
Generalized hydrodynamics is founded on a basis shared by Whitham theory, namely that the slow
modulation of the state of the system may be predicted by the requirement of the continuity equations
associated with an infinite number of conservation laws conserved Eq. (2.24). The set {ρn}∞n=1 fully
describes any of the translationally invariant quantum states which are eigenstates of the Hamiltonian.
The assumption then is that the non-equilibrium spatially varying quantum state may locally be de-
scribed by such a translationally invariant state, the values of ρn serving as space dependant moduli
of the state, to which Eq. (2.24) serves as a set of equations of motion which dictate how these moduli
depend on time.
In order to apply this logic, the currents jn must be computed as a function of ρn for any eigenstate
of the Hamiltonian. Note that classically we already have an expression for jn since its generating
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function is given by Ω1, but we do not have yet the quantum expression for the generating function
or for the individual jn, we therefore give an argument for its derivation here, a rigorous proof was
provided in Ref. [11].
To derive jn recall that an integrable system has an infinite number of times, tk conjugate to an
infinite number of Hamiltonians, Iˆk, each Hamiltonian being the integral over a Hamiltonian density´
ρˆk. One of the times (in our case that would be t2) while another time is designated as the spatial
direction (t1 in our case). The wavefunction is assumed to be periodic in the spatial direction. Imagine
then choosing a new direction in which the wave function is assumed to be periodic and denote this
perturbed space variable as t
(α)
1 . We take t
(α)
1 = t
(0)
1 + αt
(0)
k , where the (0) superscript denotes
unperturbed times. The conjugate Hamiltonian densities associated with the perturbed space and time
directions are then given by:
ρˆ
(α)
1 = ρˆ
(α)
1 + αρˆ
(0)
k ρˆ
(α)
2 = ρˆ
(0)
2 (4.11)
Note that the change of the momentum operator does not change the Hamiltonian and thus does not
change the form of the Bethe ansatz as a linear superposition of plane waves with a given amplitude:
ψ =
∑
σ∈SN
A(σ)eıkixσ(i) ,
A(τ (ij)σ)
A(σ)
= S(ki, kj), (4.12)
where τ (ij) is the transposition of the i-th and j-th variable and S is the scattering matrix which is
computed from knowledge of the Hamiltonian alone without reference to the momentum.
We assume without proof that to leading order, the effect of the perturbation of the momentum
operator is to change the quantization condition, namely it represents a change on the condition of
periodicity of the wave function. As such we assume that it results in a change of the Bethe equation,
which represents this periodicity condition, as follows:
e−
ı2L
h¯
(λi+αλki )
N∏
j=1
λi − λj + ıc/2
λi − λj − ıc/2 = −1. (4.13)
The result of the perturbation may also be seen by considering the force on the particles which is
given by the time derivative of the momentum density. One obtains:
∂tρˆ
(α)
1 = ∂tρˆ
(0)
1 + α∂tρˆ
(0)
k = ∂tρˆ
(0)
1 + α∂xjˆ
(0)
k , (4.14)
here t = t2 = t
(0)
2 = t
(α)
2 is the usual unperturbed physical time variable.
To proceed we wish to apply the perturbation by introducing a perturbation to the Hamiltonian
rather than to the momentum, which nevertheless induces the same force on the particles. We do this
by perturbing ρˆ2 which serves as the Hamiltonian density (up to a constant) as follows:
ρˆ
(α)
2 = ρˆ
(α)
2 +mαjˆ
(0)
k ρˆ
(α)
1 = ρˆ
(0)
1 (4.15)
Indeed, computing again the force operator on the particles we have:
∂tρˆ
(α)
1 (x) =
ı4
mh¯2c
˛
[ρˆ
(0)
2 (y) +mαjˆ
(0)
k (y), ρˆ
(0)
1 (x)]dy = ∂tρˆ
(0)
1 (x) + α∂xjˆ
(0)
k (x), (4.16)
the last term on the right hand side stems from the fact that ρˆ
(0)
1 = − ıh¯
2c
4 ψˆ
†∂xψˆ such as its effect when
commuted with any integral over a local operator composed of the bosonic operators is to present the
derivative of the integrand times ıh¯
2c
4 as the result of the calculation.
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Assuming that the scheme described in Eq. (4.11) and the scheme described in Eq. (4.15) are the
same, based on the fact that the produce the same force on the particles, we may consider the change
in energy δE due to the perturbation in both schemes and assume it to be also the same. First, note
that to find the energy of the system under the scheme (4.11) we must solve (4.13) and then simply
calculate the energy according to E = ∑E(θi), where E(θi) = 2h¯2θ2im This is a tractable problem
in the thermodynamic limit thanks to the thermodynamic Bethe ansatz, thus a computation of δEδα is
tractable as well, and shall be pursued in the next paragraphs. The significance of all this is that, by the
scheme of Eq. (4.15), and since Hˆ(α) = 4mh¯c
´
ρˆ
(α)
2 = Hˆ
(0) + 4αh¯c
´
jˆ
(0)
k , Hellman-Feynman dictates:
jk ≡ 〈jˆk〉 = h¯c
4
δE
δα
, (4.17)
that is, we have presented a prescription to calculate the currents.
To solve Eq. (4.13) we proceed along similar lines to those that produced Eq. (3.6) from Eq.
(2.38). The logarithm of Eq. (4.13) reads:
(ji + 1/2) =
1
πh¯
(
θ
(α)
i + α(θ
(α)
i )
k
)
+
1
2πL
ı
∑
j
log
θ
(α)
i − θ(α)j + ıc/2
θ
(α)
i − θ(α)j − ıc
. (4.18)
Writing θ
(α)
i = θi + δθi, where θi solve the Bethe equations for α = 0, one obtains, to first order in
α,
0 =
1
πh¯
(
δθi + αθ
k
i
)
+
c
2πL
∑
j
δθi − δθj
(θi − θj)2 + c2/4 . (4.19)
We may Pass to the continuum limit by defining a function δλ(λ) which is a function derived from
δθi by interpolating the relation δλ(θi) ≡ δθi. Then using this function Eq. (4.19) can be written in
the continuum limit as:
σs(λ)δλ(λ) = −αλ
k
πh¯
+
ˆ
c
(λ− λ′)2 + c2/4n(λ
′)σs(λ′)δλ(λ)
dλ′
2π
, (4.20)
where Eq. (3.5) was used to simplify the resulting expression.
We thus have
σs(λ)δλ(λ) = −αhdrk (4.21)
The change in energy is equal to δE = ∑i δλi dE(λi)dλi , which in the continuum limit becomes δE =´
nσsδλ
dE(λ)
dλ , from which we obtain:
jk =
h¯c
4
δE
δα
= − h¯c
4
ˆ
nhdrk dE = −
h¯c
m
ˆ
nhdr1 λ
kdλ (4.22)
which shows that the nhdr1 is the generating function for the currents. The last equality stems from
the Hermiticity of the dressing operator when followed by a multiplication by n. Namely
´
anbdr =´
adrnb. The Hermiticity of the dressing operation times n easily follows from its representation as
nadr = n(id− φ ⋆ n)−1a, where φ⋆ is the operation of convolution with 2c
λ2+c2
, and id is the identity
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operator. The operator n(id− φ ⋆ n)−1 is hermitian under the integral scalar product a · b = ´ ab by
straightforward operator analysis.
Generalized hydrodynamics then follows form the condition ∂tρk = ∂xjk, for each k. We have
just established that the generating function for the currents is nhdr1 (Eq. (4.22)). The generating
function for the densities is nhdr0 follows form (2.40):
ρk =
h¯c
2
ˆ
nσsλ
k =
h¯c
2
ˆ
hdr0 λ
k, (4.23)
which suggests that continuity condition in terms of generating functions is given by:
− 2
m
∂x(nh
dr
1 ) = ∂t(nh
dr
0 ). (4.24)
We are already familiar with the semiclassical limit of nhdrk . These are the jump discontinuity of the
h¯c
4πıΩk’s (Eq. (3.12)), respectively, such that, in the semiclassical limit, generalized hydrodynamics
may be written as:
− 2
m
∂x(Ω1(λ+ ı0
+)− Ω1(λ+ ı0−)) = ∂t(Ω0(λ+ ı0+)− Ω0(λ+ ı0−)), (4.25)
for real λ. This relation shows that the jump discontinuity across the real axis of ∂xΩ1 is equal to the
jump discontinuity across the real axis of ∂tΩ0, but since both left and right hand sides are a-priori
analytic functions away from the cuts, and thus determined uniquely by their jump discontinuity across
the real axis, the latter equation also leads to a more straightforward relation between Ω1 andΩ0 being
given just by the Whitham equations Eq. (4.1). Thus we have shown that generalized hydrodynamics
converges to Whitham theory in the semiclassical limit.
5 Convergence of quantum matrix elements to classically averaged quan-
tities
In this section we shall first recount the relation between classical averages and quantum matrix ele-
ments as discovered by Babelon Bernard and Smirnov [17]. This relation is based on the expression
of classical averages over the period oscillations in separated variables due to Flaschka, Forest and
McLaughlin [8] and application of the inverse scattering method to write quantum matrix elements in
terms of separated variables based on the work of Sklyanin (See Ref. [18] and references therein). We
use this method to compute the momentum average at points close to a topological transition of the
algebraic Riemann surface (an annihilation of a branch cut or a creation of a branch cut) describing
the modulated Whitham flows that characterize the quantum Lieb-Liniger model at small c, namely
at the semi-classical limit. The momentum average shows characteristic oscillations similar to those
found at infinite c, namely for free fermions, in Ref. [12].
5.1 Averages over Classical Oscillating Solutions
In order to calculate average quantities over the oscillating solutions we first derive explicit equations
for the Baker-Akhiezer function of a general multi-phase solution, namely solutions that correspond
to a any given hyper-elliptic Riemann surface with moduli {λi}2g+2i=1 . To be able to do so, some
preliminary definitions must be first established.
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We define holomorphic differentials dωi, where i = 1, 2, . . . , g, having the form
dωi =
a
(i)
1 λ
g−1 + a(i)2 λ
g−2 + · · ·+ a(i)g√∏
(λ− λi)
dλ, (5.1)
where the coefficients a
(i)
j are fixed by the conditions:˛
aj
dωi = 2πıδij , (5.2)
as a result the coefficients a
(i)
j are all imaginary. The matrix of b-periods, B, can then be constructed
as follows:
Bij =
˛
bj
dωi. (5.3)
This matrix then has all real coefficients. The Riemann theta function can then be constructed:
θ(v) =
∑
m∈Zg
e
1
2
mtBm+mtv. (5.4)
Since B is real θ¯(v) = θ(v).
The Abel map is defined by
A(λ) =


´ λ
∞− dω1´ λ
∞− dω2
.
.
.´ z
∞− dωg


. (5.5)
The map is an homomorphism of the Riemann surface onto a two dimensional surface inCg/(2πıZg+
BZg). The map is real on the real axis for points outside the cuts on the upper sheet modulo 2πım+
Bn for n,m ∈ Zg. Note that the Riemann theta function, Eq. (5.4) is quasi-periodic on this θ in
Cg/(2πıZg +BZg):
θ(v + 2πım+Bn) = en
tvθ(v) =
∑
m∈Zg
e
1
2
mtBm+mtv, (5.6)
wherem,n ∈ Zg. The importance of the Riemann theta function is that any meromoprhic function
on the Riemann surface can be expressed through combinations of this function.
Choose g points, λ1, λ2, . . . , λg on the Riemann surface and define
D =
g∑
i=1
A(γi). (5.7)
Further we repeat the definition of the meromorphic differentials, dΩi, with i ≥ −1, as having singu-
larities at∞± of the form:
dΩi ∼ ±dλλi (5.8)
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and normalized by the condition
˛
aj
dΩi = 0, (5.9)
leading further to the definition of the functions Ωi by:
Ωi(z) =
ˆ z
λ1
dΩi (5.10)
These functions are real on the real axis outside of the cuts on the upper sheet. They are multi-valued
function, so may be only treated as functions if their value is taken modulomWi, with
Wi =


¸
b1
dΩi¸
b2
dΩi
.
.
.¸
bg
dΩi


(5.11)
andm ∈ Zg.
The functions Ωi have the following asymptotics on the real axis with
Ω0 ∼ ±
(
λ− p0
2
)
, Ω1 ∼ ±1
2
(
λ2 − mE0
2
)
, Ω−1 ∼ ± log
(
λ
β
)
(5.12)
as λ→∞±, respectively, where p0, E0 and β are all real. Define also
P =
1
h¯
W0, E = − 1
2mh¯
W1, r =


¸
b1
dΩ−1¸
b2
dΩ−1
.
.
.¸
bg
dΩ−1


= −A(∞+) (5.13)
The vectors P ,E, r are all purely imaginary.
The Baker-Akhiezer function has the following expression:
Ψ11(z) =
θ(A(z) + ıPx+ ıEt−D)θ(D)
θ(A(z)−D)θ(ıPx+ ıEt−D)e
ıx
h¯
(Ω0(z)+p0/2)− ı2tmh¯ (Ω1+mE0/2) (5.14)
Ψ21(z) = αβ
θ(A(z) + ıPx+ ıEt+ r −D)θ(D + r)
θ(A(z)−D)θ(ıPx+ ıEt−D) e
ıx
h¯
(Ω0(z)−p0/2)− ı2tmh¯ (Ω1−mE0/4)+Ω−1
(5.15)
while the other elements of the matrix are given by making use of the following:
Ψi2(z) = Ψi1(σ(z)), (5.16)
where σ is an operator that switches the sheets. Namely, σ(z±) = z∓. The explicit expressions above
for the Baker-Akhiezer function allows one to compute the monodromy matrix as well, as done in
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the appendix. The explicit expressions for the matrix elements of the Baker-Akhiezer function also
allows one to identify Φ in (2.4)
Φ
(1) =
(
Φ
(1)
11
θ(ıPx+ıEt−D−r)θ(D)
αθ(D+r)θ(ıP x+ıEt−D)e
ı
h¯
(xp0−tE0)
αβ2 θ(ıPx+ıEt−D+r)θ(D+r)θ(D)θ(ıP x+ıEt−D) e
− ı
h¯
(xp0−tE0) Φ(1)22
)
(5.17)
The parameter α can be chosen such that ψ is indeed the complex conjugate of ψ¯, assuming that γi
are chosen on the real axis. This choice is given by:
α =
θ(D)
β|θ(D + r)| (5.18)
such that ψ is given by:
ψ =
θ(ıPx+ ıEt−D − r)
θ(ıPx+ ıEt−D) e
ı
(
π
2
−arg θ(D+r)+xp0−tE0
h¯
)
+log(β)
(5.19)
To perform the averages it is useful to write the expression for ψ, which involves theta functions,
in terms of the zeros of the theta function. To that end consider the zeros of F (A) = θ(A+ ıPx+
ıEt−D) denoted µ1, µ2, . . . , µg. Their sum may be computed as follows:
g∑
i=1
µi = − 1
2πı
˛
z
dF (A(z))
F (A(z))
, (5.20)
where the integral is to be taken around two cycles covering infinity on both sheets, respectively, both
going counterclockwise. By expanding F around infinity one obtains:
g∑
i=1
µi = − 1
2πı
∑
i
˛
a
(i)
1 z
g−1 + a(i)2 z
g−2 + · · · + ag√
R
z∂i log(F )dz =
∑
±,i
±a(i)1 ∂i log(F (A))|A=A(∞±) =
=
∑
P ·∇ log θ(ıPx+ ıEt−D − r)
θ(ıPx+ ıEt−D) = −ı
∑
∂x log
θ(ıPx+ ıEt−D − r)
θ(ıPx+ ıEt−D) (5.21)
which allows us to write:
θ(ıPx+ ıEt−D − r)
θ(ıPx+ ıEt−D) = e
−ı∑i
´
µi(x,t)dx (5.22)
Thus the field in the nonlinear Schro¨dinger equation takes the form:
ψ(x) = βeı
´ x[p0−∑i µi(x′)]dx′−ı
´ t E0dt′ . (5.23)
We have translated the formula for the field variable ψ to a a formula which depends on the variables
µi which have periodic orbits between the λi. From this expression, any combination of field variables
and their derivatives may be written through the µi’s.
The prescription for averaging over the oscillatory solution was arrived to in Ref. [8] to be given by
an integral over the cycles of the µi’s with the measure
∏
k<j(µk−µj)
∏
dµj∏
j
√
R(µj )
with proper normalization.
More explicitly:
〈f({µi})〉 ≡ 1
L
ˆ x+L
x
f({µi}) =
¸
f({µi})
∏
k<j(µk−µj)
∏
dµj∏
j
√
R(µj )¸ ∏
k<j(µk−µj)
∏
dµj∏
j
√
R(µj )
(5.24)
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5.2 The Bethe Wavefunction in Separated Coordinates
In the quantum case the monodromy matrix Tˆ becomes a matrix with operator matrix elements. The
element Bˆ (namely Tˆ12 ) commutes for different values of the spectral parameter
[Bˆ(λ1), Bˆ(λ2)] = 0. (5.25)
which allows to denote a set of commuting operatos γˆi which act as the zeros of B , namely
Bˆ(λ) =
∏
i
(λ− γˆi). (5.26)
One has the following algebra
Aˆ(µ)Bˆ(λ) =
(
λ− µ− ıc/2
λ− µ
)
Bˆ(λ)Aˆ(µ) +
ıc/2
λ− µBˆ(µ)Aˆ(λ) (5.27)
Bˆ(λ)Aˆ(µ) =
(
λ− µ+ ıc/2
λ− µ
)
Aˆ(µ)Bˆ(λ)− ıc/2
λ− µAˆ(λ)Bˆ(µ) (5.28)
We may choose a basis in which γˆi are all diagonalized. In such a basis γˆi can be treated as c-numbers
and B as a c-function depending on γi. The above algebra, complemented by the algebra of Dˆ with Bˆ
which we do not show here, suggests that Aˆ(γi) and Dˆ(γi) may be written as operators on the space
of functions of γi. The operators consistent with the algebra above and with the behavior at large γi
may be written as [18]:
Aˆ(γi) = ǫie
ıγiL/2h¯e−ıc/2∂γi , Dˆ(γi) = ǫ˜ie−ıγiL/2h¯eıc/2∂γi , (5.29)
From Tˆ ∗ = σyTˆσy one obtains ǫ˜i = ǫi and from detq(T ) = e−cL/4h¯ one obtains ǫi = ±e−cL/8h¯.
Here the quantum determinant is given by
det q(Tˆ ) ≡ Aˆ(λ)Dˆ(λ+ ıc/2) − Bˆ(λ)Cˆ(λ+ ıc/2), (5.30)
and represents an object lying in the center of the algebra of the matrix elemetns of Tˆ . Choosing
λ = γi one obtains:
det q(T ) = Aˆ(γi)Dˆ(γi + ıc/2) − Bˆ(γi)Cˆ(γi + ıc/2) = ǫieıγiL/2h¯e−ıc/2∂γi Dˆ(γi + ıc/2) =
(5.31)
= ǫeıγiL/2h¯Dˆ(γi)e
−ıc/2∂γi = ǫ2i = e
−cL/4h¯ (5.32)
The eigenfunction of tr(Tˆ (λ)) for λ = γi then is some wavefunction of {γj}Nj=1, denoted by
ψ({γj}Nj=1) satisfying the eigenvalue equation:
tr(Tˆ (γi))ψ({γj}Nj=1) = ǫi
(
eıγiL/2h¯e−ıc/2∂γi + e−ıγiL/2h¯eıc/2∂γi
)
ψ({γj}Nj=1) = t(γi)ψ({γj}Nj=1)
(5.33)
In this basis there is no interaction between the different variables γj and so the wavefunction separates
ψ({γj}Nj=1) =
∏N
j=1 e
π(4nj+1−ǫi)γi
c Q(γj), where nj is some integer to be determined later and each
wavefunction obeys the T −Q equation as a direct consequence of (5.33):
ecL/4h¯t(γ)Q(γ) = e
−ıγL
2h¯ Q(γ + ıc/2) + e
ıγL
2h¯ Q(γ − ıc/2). (5.34)
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We shall solve this equation in the semiclassical limit following Babelon, Bernard, Smirnov [17,
19,20] and Smirnov [21] in order to obtain matrix elements and expectation values in that limit in the
next subsection.
Equation (5.34) leads to the Destri de-Vega equation:
log
a(γ)
a(γ − ıc/2) =
1
2πı
˛
log
(
γ − µ+ ıc/2
γ − µ− ıc/2
)
d log(a(µ) + 1) (5.35)
for a(µ) ≡ Q(µ+ıc/2)Q(µ−ıc/2)which is an expression of the fact that a(λ)+1 = 0 (producing on the right hand
side a log pole at λ+ıc/2 and a log zero λ−ıc/2) impliesQ(λ) = 0which in turn implies that log a(λ)
has a log zero at λ−ıc/2 and a log pole at λ+ıc/2, while a(λ)+1 =∞ (producing on right hand side
a log zero at λ+ ıc/2 and a log pole λ− ıc/2) implies Q(λ− ıc/2) = 0 which implies log a(µ− ıc/2)
has a log zero at λ − ıc/2 and a log pole at λ + ıc/2. The equation may be solved to leading order
in c by taking a(µ) = e2LıΩ0/h¯ . Indeed, writing log(a(µ) + 1) = log(2 cos(LΩ0/h¯)) + ıLΩ0h¯ =
log(t) + ıLΩ0/h¯, and taking into account that t has no zeros or poles in the first sheet, gives for the
integral in (5.35) the following:
1
2πı
˛
log
(
γ − µ+ ıc/2
γ − µ− ıc/2
)
d log(a(µ) + 1) = − ıL
h¯π
˛
c/2
(γ − µ)2 + c2/4dΩ0
c→0→ −Lc∂Ω0(γ)
h¯
,
(5.36)
which is the limit of the left hand side of (5.35) as well, as required.
Having the leading order solution one may continue to the subleading order, which is necessary
since the leading order is not sufficient to the required accuracy. We continue to follow in this section
mainly Smirnov [21], making only very minor changes related to the fact that we are dealing with
the nonlinear Schro¨dinger equation, rather than then Korteweg-de Vries equation. One writes, a =
e
2LıΩ0
ch¯ (1 + cx2 ) to obtain the following equation:
x(γ) +
L
h¯
∂Ω0(γ) =
1
2πı
˛
1
µ− γ
eLıΩ0(µ)/h¯x(µ)
cos(LΩ0(µ)/h¯)
dµ. (5.37)
One may deform the contour to surround the zeros of cos(LΩ0/h¯) picking up the pole at µ = γ to
obtain:
P− tan(LΩ0(γ)/h¯)x(γ) = L
h¯
Ω0(γ), (5.38)
where P− projects a meromorphic function to a function which has the same singularities on the lower
sheet but no singularities on the upper sheet. To this equation one should add that x(γ)dγ is regular
on the upper sheet. One then obtains:
x(γ)dγ = P−d log sin(LΩ0/h¯). (5.39)
which may be written as an infinite sum:
x(γ)dγ =
∑
Ω0(µi)=
iπ
L
dΩ−µi(γ), (5.40)
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wheredΩ−µ is a differential which has a pole of residue 1 at µ and a pole of residue −1 at infinity both
on the lower sheet and has a vanishing b-cycles. Another important consequence of Eq. (5.39) is the
following:
(x(γ) + x(σγ))dγ = d log sin
LΩ0(γ)
h¯
, (5.41)
Given that a(µ) ≡ Q(µ+ıc/2)Q(µ−ıc/2) one may write:
Q = e
−ı ´ ( 2LΩ0
ch¯
+x
)
dγ
(5.42)
which, when combined with (5.41), gives:
Q(γ)Q¯(σγ) =
e−
4ı
h¯c
´ γ LΩ0(γ′)dγ′
sin(LΩ0(γ)/h¯)
, (5.43)
which is the key property of Q which we shall need in the sequel, since it represents the wavefunction
multiplied by its adjoint, or rather an important piece of which. In fact, taking into account the relation
χ({γj}Nj=1) =
N∏
j=1
e
π(4nj+1−ǫi)γi
h¯c Q(γj), (5.44)
one may write for the wave function:
χ+χ =
∏
j
e−
4ı
c
´ γj (LΩ0/h¯−πıj)dγ
sin(LΩ0(γj)/h¯)
, (5.45)
where we assumed nj +
1−ǫj
4 =
j
2 namely we assume that all mode numbers are represented twice
in the set with repetitions {nj}∞j=−∞ such that nj =
⌊
j
2
⌋
can be chosen and we assume further
ǫj = (−)j . This choice is necessary in order for the semiclassical limit to agree with classics.
In order to use (5.45), we shall need more precise information on Ω0, than that provided in the
approximation of Ω0 as h
dr
0 (Eq. (3.11)). In fact we shall demand Eq. (5.47) below. To see the origin
of this requirement , we first recall the relation between Ω0 and Λ, where the latter is defined in (2.42).
The logarithm of the Bethe equations (3.3) take the following form in terms of Λ:
g(λi) = −πı(2ji + 1), g(λ) ≡ log
[
e
cL
h¯2Λ(λ)Λ(λ+ ıc/2)
]
. (5.46)
Given the fact that as c → 0, we have Λ → e ıh¯LΩ0 , Eq. (2.44), we can identify - Lπh¯Ω0 + ıcL4h¯π as the
mode number ji of the Bethe root. We demand that the mode number changes by an integer over any
gap:
L
2πh¯
˛
aj
dΩ0 ∈ Z, (5.47)
such that at the edge of each gap there will be an available state for a Bethe root to occupy. This re-
quirement is consistent with the fact that
¸
aj
dΩ0 is already determined by the normalization
¸
aj
dΩ0 =
0 since the mode number requirement can be satisfied by adding a 1L correction to the classically de-
termined value of
¸
aj
dΩ0.
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Eq. (5.45) features the object sin(LΩ0/h¯) which can be represented in a more convenient form to
facilitate developing an expression for matrix elements and expectation values. This is done analyzing
the zeros and poles of d log[sin(LΩ0)] and writing this function as an infinite sum over its poles. The
fact that d log(sin(LΩ0) behaves as d log(sin(Lλ)) at infinity, a differential for which such a series
converges shows that this procedure is legitimate and produces the formula:
d log(sin(LΩ0(λ)/h¯)) =
˛
1
λ− λ′ d log[sin(LΩ0(λ
′)/h¯)] (5.48)
The right hand side receives contributions from each point, σi, at which sin(LΩ0(σi)/h¯) = 0. We
exclude in the set σi all the points λi which are also solutions of sin(LΩ0/h¯) = 0, an assumption
which was motivated in the previous paragraph.
5.3 Convergence of Quantum Matrix Elements to Classical Averages
Once the wavefunction has been written in separated coordinates, it is possible to compute the expec-
tation values and matrix elements within this representation:
〈{λi}|f({µi})|{λ′i}〉 =
ˆ
f({µi})χ{λi}({µj})χ{λ′i}({µj})
∏
i
dµi
∏
i<j
(µi − µj). (5.49)
In the case where the matrix element computed is an expectation value, λ′i = λi this formula turns
into the classical equation for averaged quantities [17, 20, 21], Eq. (5.24), upon substitution of the
quasiclassical expression for the wave function, which is a consequence of Eq (5.42), and making a
saddle point approximation.
To show the convergence of classical expectation values into classical averages, and to obtain
more generally a semiclassical formula to compute matrix elements, let us first analyze the residue of
the pole at each one of the zeros of sin(LΩ0/h¯). At the points σi, the function Ω0 is regular and so
sin(LΩ0/h¯) has a simple zero and thus d log[sin(LΩ0(z
′)/h¯)] has a simple pole of residue 1. At the
branch points, λi, the function Ω0 has the form
√
λ− λi + ıkπ, and so d log[sin(LΩ0(z′)/h¯)] has a
simple pole of residue 1/2. We thus obtain:
d log(sin(LΩ0(λ)/h¯)) = d log

√∏
i
(λ− λi)
∏
j
(
1− λ− λ1
σj − λ1
) (5.50)
which leads to
sin(LΩ0(λ)/h¯) =
√
(λ− λ1)
∏
i>1
(
1− λ− λ1
λi − λ1
)∏
j
(
1− λ− λ1
σj − λ1
)
lim
λ˜→λ1
(
Ω0(λ˜)√
λ˜− λ1
)
.
(5.51)
Combining then Eqs. (5.41) and (5.42),Q being easily related to χ through Eq. (5.44), one obtains
the following equation for the matrix element in Eq. (5.49) as an N dimensional integral over a set of
N variables µ = {µi}Ni=1:
〈λ− δλ|f(µ)|λ + δλ〉 = (5.52)
=
¨
. . .
ˆ
e−
2ı
Lh¯c
∑
j
´ µj (Ω0(γ,λ+δλ)+Ω¯0(γ,λ+δλ)−2πLjh¯)dµj
Γλ+δλ(µ)Γλ−δλ(σµ)
f(µ)∆(µ)dµ, (5.53)
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where
Γλ(µ) = e
∑
j
´ µj x(γ)dγ , ∆(µ) =
∏
i<j
(µi − µj) (5.54)
The integral is now computed in the saddle point approximation. The saddle point equations dictate:
Ω0(γ,λ+ δλ) + Ω¯0(γ,λ+ δλ) = 2πLjh¯. (5.55)
For δλ = 0 the solutions to these equations are the σi and the the cuts (the segments [λ2i−1, λ2i]),
the former being a consequence of the definition of σi and the latter being a consequence of the fact
that Ω0 is imaginary on the cuts. When δλ is non-zero, the location of the saddle points which were
previously σi’s are perturbed and while the cuts are replaced by the segments
[λ2i−1 + δλ2i−1, λ2i + δλ2i] ∩ [λ2i−1 − δλ2i−1, λ2i − δλ2i] (5.56)
One thus obtains the result as a g + 1 dimensional integral over the g + 1 segments above each one
covered by the variable µi. We write for this set of variables µg+1 ≡ {µi}g+1i=1 and obtain, aided by
Eq. (5.51):
〈λ− δλ|f(µ)|λ + δλ〉 =
¨
. . .
ˆ
G(λ+ δλ,λ− δλ) f(µg+1)√∏
i,j(µi − λj)
dµg+1∆(µg+1), (5.57)
where
G =
∞∏
i=1
sin Ω0(µi,λ+δλ)+Ω0(µi,λ−δλ)2Lh¯
Γλ+δλ(µi)Γλ−δλ(σµi)
. (5.58)
Note that for δλ = 0, the function G goes to 1 due to Eq. (5.54) and Eq. (5.41). Normalizing the
wave bra and ket states and setting δλ = 0 reproduces Eq. (5.24), showing that classical averages are
equal to quantum expectation valuesas shown in Refrs. [17, 20, 21]. Indeed, this section comprised of
a review of the work presented originally in the latter references.
6 Quantum Ripples Over a Semiclassical Bosonic Shock
Wewish to find the momentum fluctuations of a Bose gas described the quantum nonlinear Schro¨dinger
equation out of equilibrium after the appearance of a shock. The shock is represented in Whitham the-
ory or generalized hydrodynamics as the appearance of more moduli describing the Riemann surface
in the former or the support of the Bethe roots in the latter. The density is described by 〈ψˆ†ψˆ〉, the
classical analogue of which can be easily computed and then averaged in the oscillatory region to
produce a semiclassical result for the density in the small c limit. This procedure is, however unsat-
isfactory in the regions where there is a topological transition in the Riemann surface. Namely, the
procedure fails in region where two λi’s meet and annihilate, consequently reducing the genus of the
Riemann surface by 1, or when a pair of λi’s appear from the same point and thus increasing the genus
of the Riemann surface by 1. In those regions our procedure will be a point splitting procedure where
we shall first compute 〈ψˆ†(x − y2 )ψˆ(x + y2 )〉 and infer from that the density by taking y → 0 at the
end. As we shall see this procedure allows to get more information about the fine structure of the
density than the straightforward approach of setting y to 0 from the outset.
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The point splitting procedure employed here leads naturally to consider the Wigner function, by
Fourier transforming in the separation between the split points:
W (x, p) =
ˆ 〈
ψˆ†
(
x+
y
2
)
ψˆ
(
x− y
2
)〉
e
−ıyp
h¯ dy. (6.1)
The density is then obviously ρ(x) = 〈ψˆ†(x)ψˆ(x)〉 = ´ W (x, p) dp2π . The semiclassical expression for
the Wigner function, as described by the prescription provided in Refrs. [17, 20, 21] and reviewed in
section 5.3, is then given by:
〈
ψˆ†
(
x− y
2
)
ψˆ
(
x+
y
2
)〉
=
˛
G(λout,λin) ψ¯λout(µi)ψλin(µi)
∏
i<j(µi − µj)∏
i,j(µi − λj)1/2
, (6.2)
where λin/out ≡ {λi(x ± y/2)}2g+2i=1 and λi = λ
in+λout
2 . Now according to Eq. (5.23) we may write
this as:
W (x, p) =
ˆ
dyβinβout
˛ G(λout,λin)e ıh¯
´ x+y/2
x−y/2 [p0−p−
∑
i µi(x
′)]dx′∏
i<j(µi − µj)dµidy∏
i,j(µi − λj)1/2
. (6.3)
At this point we would like to remark on the significance of the point splitting procedure. We note
that in order for the expression for W (x, p) in Eq. (6.3) to be a valid semiclassical approximation
then y appearing in exponent should be much larger than the period of oscillations, since singularities
that arise in field theory when two operators are brought next to each other are not guaranteed to be
captured by semiclassics in the form given in Eq. (6.3). As a result, we may replace the integral´ x+y/2
x−y/2
∑
i µi(x
′)dx′ by y〈∑i µi〉, and we obtain:
W (x, p) =
ˆ
〈λout|λin〉βinβ¯outeı
´ x+y/2
x−y/2 [p0−p−〈
∑
i µi〉]dx′dy, (6.4)
where 〈λout|λin〉 may be computed making use of Eq. (5.57). One may then incorporate all the λ
dependant factors into one term, denoted by P (x):
P (x) ≡ p0(x)− 〈
∑
i
µi〉+ 2Re
∑
i
∂λi
∂x
∂
∂λi
log
(
β(λ)〈λ|λ′〉) |λ′=λ, (6.5)
and write:
W (x, p) = |β(x)|2
ˆ
e
ı
´ x+y/2
x−y/2
(P (x′)−p)dx′
dy. (6.6)
If P (x) in Eq. (6.6) is regular then one may approximate
´ x+y/2
x−y/2 P (x
′) = P (x)y and then
W (x, p) ∼ |β|2δ(P (x) − p), and the density is simply ρ(x) = |β(x)|2. However if P (x) is small
then one must write down
´ x+y/2
x−y/2 P (x
′) = P (x)y + P ′′(x)y
3
12 . This leads, by simple integration, to a
Wigner function which has an Airy function form:
W (x, p) =
|β(x)|2
P ′′(x)1/3
Ai
(
22/3(P (x)− p)
P ′′(x)1/3
)
, (6.7)
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valid around the point x0. The density, in contrast to the Wigner function, does not change its form
and is still equal to |β(x)|2, as can be ascertained by first doing the integral in p and then in y to
compute the density from Eq. (6.6).
We now turn to study the average momentum . It is convenient to subtract the value of P (x)
from the average momentum. The distribution function associated with momentum after subtraction
of P (x) is denoted by G(x, p) and is defined as follows:
G(x, p) ≡ (P (x)− p)W (x, p) = |β(x)|2 (P (x)− p)
P ′′(x)1/3
Ai
(
22/3(P (x) − p)
P ′′(x)1/3
)
, (6.8)
where the last equality is understood to be valid around x0. We examine the expression (6.8) in detail
to extract the behavior of the density near a point of topological transition, even though the expression
in Eq. (6.8) does not apply to this case a-priori, since P (x) obtains an infinite derivative at such points,
as can be ascertained by computing this factor explicitly around points of topological transition. At
such points P (x) contains terms of the form (x− x0)n/2 log(x− x0)m/2 wherem and n are integers
and x0 is the point of topological transition.
Even though P (x) has infinite derivative near the points of topological transitions of the Riemann
surface, thinking about the function P (x) as a curve in x − p space given by the set of points of the
form (x, P (x)), one recognizes that the ill behavior of the function P (x) can be removed by applying
a rotation in x − p space. This line of though is especially useful since the expression for G(x, p) in
Eq. (6.8) has symmetry with respect to such rotations in x−p space. Indeed, consider such a rotation:(
x
p
)
→
(
c s
−s c
)(
x
p
)
, (6.9)
where c = cos(θ) and s = sin(θ), and θ is the rotation angle. We have
P ′ → −s+ cP
′
c+ sP ′
, P ′′ → P
′′
(c+ sP ′)3
, (6.10)
the latter expression appearing in the argument of (6.8) and as a prefactor. Let us define three points
in phase space:
~rA =
(
x
p
)
, ~rB =
(
x0
P (x0)
)
, ~rC =
(
x
P (x)
)
, (6.11)
with which the Argument (up to constant factors) of the Airy function in Eq. (6.8) can be written as:
(~rA − ~rB)× (~rC − ~rB)
(x− x0)P ′′1/3
. (6.12)
This expression can be seen to be invariant under rotations. Indeed, the expression in the numerator is
invariant under rotations due to the fact that the vector product, being an area, is invariant, while the
denominator is invariant if x− x0 is small, as in this case one may use the transformation law for dif-
ferentials dx→ (c+sP ′)dx, which when combined with the second transformation law in Eq. (6.10)
shows that the denominator is invariant. Our conclusion is then that the object |P ′′(x0)|1/3W (x, p)
has a rotationally invariant form around the point x0 and has the same Airy function form in any
rotated frame.
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We wish then to rotate the frame to new coordinate x˜ and p˜:(
x˜
p˜
)
=
(
c s
−s c
)(
x
p
)
, (6.13)
such that P ′(x0) = sc , such that the curve (x˜, P˜ (x˜)), which is the rotation of the curve (x, P (x)), has
zero derivative at x0. Namely, P˜
′(x˜0) = 0. The function P˜ is defined by the relation P˜ (cx+ sP ) =
−sx+ cP (x).
We then compute δρp(x) ≡
´
G(x, p)dp, by assuming the Airy function form, Eq. (6.8), in the
rotated coordinates:
G(x, p) =
|β(x)|2
|P˜ ′′(x˜)|1/3 (P (x˜(x, p) − p˜(x, p))Ai
(
22/3(P˜ (x˜(x, p)) − p˜(x, p))
P˜ ′′(x˜)1/3
)
. (6.14)
We may represent then δρp directly through the Airy integral.
δρp(x) =
|β|2
P˜ ′′1/3
ˆ
dpdy(P˜ (x˜)− p˜)eı[ P˜
′′
24
y3+(P˜ (x˜)−p˜)y] (6.15)
It is now more convenient to write the P˜ (x˜)− p as −ı∂y − P˜ ′′8 y2 acting on the exponent which upon
disposing of the full derivative leads to:
δρp(x) = − P˜
′′2/3|β|2
8
ˆ
dpdyy2eı[
P˜ ′′
6
( 1
4
y2+3(x˜−x˜0)2)+(p˜0−p˜)]y, (6.16)
where we have also made the approximation P˜ (x˜) = p˜0 +
P˜ ′′
2 x˜
2. We make the substitution p± =
x˜− x˜0 − cP ′′s ± y2 , which yields:
δρp(x) = − P˜
′′2/3|β|2
8
ˆ
dp+dp−(p+ − p−)2eı
P˜ ′′
6
(p3+−p3−)+ı(p+−p−)
(
x−x0
s
− c2
2P ′′s2
)
(6.17)
The last integral separates is easily computable due to the fact that the exponent separates, and the
result is:
δρp(x) =
|β|2
4
(lAi2(l)−Ai′2 (l)), (6.18)
where:
P˜ ′′1/3l =
x− x0
s
− c
2
2P˜ ′′s2
(6.19)
which, given that P ′ = sc and P˜
′′ = P
′′c2
(c+P ′s) =
P ′′
(1+P ′2)3/2
, reads more explicitly as:
l =
1 + P ′2
P ′P ′′1/3
(
x− x0 − 1 + P
′2
2P ′′P ′
)
. (6.20)
For example, if P (x) =
√
2α3/2
√
x− x0 then
l = α(x− x0)− 1
2
α4 (6.21)
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7 Conclusion
To conclude we have described in this paper how the semiclassical limit can be taken in the quantum
integrable system known as the Lieb-Liniger model or the quantum non-linear Schro¨dinger equation.
It was shown that the generalized hydrodynamics method [11] leads to the Whitham approach as
fleshed out by Krichever [10]. We have also discussed how this link allows to compute in the semi-
classical limit quantities such as the Wigner function or average momentum fluctuations relying here
on advances made by Babelon, Bernard and Smirnov [20, 21]. The results show that the c → 0 limit
of the Lieb-Liniger model treated here and the c → ∞, equivalent to free-fermions, share similar
features as can be seen by comparing the result here, Eq. (6.18), to that of Ref. [12]. It is the hope that
with a more general approach to expectation values it will be possible to compute averaged quantities
such as momentum fluctuations for the entire range of c’s, by the methods advanced, e.g., in [22]. The
results of the current paper may then be useful to validate such results.
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A The Monodromy Matrix
The two columns of the Baker-Akhiezer matrix are solutions of the linear problem, Eq. (2.6).The
monodromy matrix is another matrix which depends on x, t and the spectral parameter, the columns
of which satisfy the same equations, and as such the columns of the monodromy matrix can be written
as linear combinations of the columns of the Baker-Akhiezer matrix. Even though he first column that
is already given in (5.14, 5.15), we write it here along with the rest of the matrix elements by making
use of (5.16) and (5.18):
Ψ11(z) =
θ(A(z) + ıPx+ ıEt−D)θ(D)
θ(A(z)−D)θ(ıPx+ ıEt−D)e
ı
h¯ [x(Ω0(z)+p0/2)− tmh¯ (Ω1+mE0/4)] (A.1)
Ψ21(z) =
θ(A(z) + ıPx+ ıEt+ r −D)θ(D)
θ(A(z)−D)θ(ıPx+ ıEt−D) e
ı
h¯ [x(Ω0(z)−p0/2)− tmh¯ (Ω1−mE0/4)]+Ω−1+ı arg(θ(D+r))
(A.2)
Ψ12(z) =
θ(−A(z) + ıPx+ ıEt− r −D)θ(D)
θ(A(z) + r +D)θ(ıPx+ ıEt−D) e
− ı
h¯ [x(Ω0(z)−p0/2)− tmh¯ (Ω1−mE0/4)] (A.3)
Ψ22(z) =
θ(−A(z) + ıPx+ ıEt−D)θ(D)
θ(A(z) + r +D)θ(ıPx+ ıEt−D)e
− ı
h¯ [x(Ω0(z)+p0/2)− tmh¯ (Ω1+mE0/4)]−Ω−1+ı arg(θ(D+r))
(A.4)
The monodromy T (z, x) is defined as the matrix, the columns of which solve (2.6), while having
the initial conditions T (z, x) = 1. The elements of the matrix are thus given by:
T = Ψ
(
α γ
β δ
)
(A.5)
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where the matrix elements α, β, γ and δ are given at t = 0 by:
α =
θ(A(z) +D)θ(A(z)−D)e−Ω−1
θ(A(z) +D)θ(A(z) −D)e−Ω−1 − θ(A(z) + r +D)θ(A(z) + r −D)eΩ−1 (A.6)
β = − θ(A(z) + r −D)θ(A(z) + r +D)e
Ω−1
θ(A(z) +D)θ(A(z)−D)e−Ω−1 − θ(A(z) + r +D)θ(A(z) + r −D)eΩ−1 (A.7)
γ = e−ı arg(θ(D+r))
θ(A(z) + r +D)θ(A(z)−D)
θ(A(z) + r −D)θ(A(z) + r +D)eΩ−1 − θ(A(z)−D)θ(A(z) +D)e−Ω−1
(A.8)
δ = −γ (A.9)
therefore the off-diagonal elements of T (z, L), where L is a period of the solution ψ, are given by (ı
is missing somewhere since we have to have T ∗(λ) = σyT (λ)σy) :
T21(z, L) =
θ(A(z) + r −D)θ(A(z) +D)eı(arg(θ(D+r))−Lp0/2)
θ(A(z) +D)θ(A(z) −D)e−Ω−1 − θ(A(z) + r +D)θ(A(z) + r −D)eΩ−1×
(A.10)
× [e−ıLΩ0 − eıLΩ0] (A.11)
T12(z, L) =
θ(A(z) + r +D)θ(A(z)−D)e−ı(arg(θ(D+r))−Lp0/2)
θ(A(z) + r −D)θ(A(z) + r +D)eΩ−1 − θ(A(z)−D)θ(A(z) +D)e−Ω−1×
(A.12)
× [e−ıLΩ0 − eıLΩ0] (A.13)
The matrix element T12 us known as B and its zeros are the one set of variables in the separation of
values method. The zeros are here seen to be the zeros of θ(A−D) and of θ(A+D+ r) as well as
the zeros of e−ıLΩ0−eıLΩ0 . The zeros of θ(A−D) lie on the real axis of the Riemann surface and the
zeros of θ(A+D+r) are simply their reflection under σ. The zeros of eıLΩ0−e−ıLΩ0 = 2ı sin(LΩ0)
lie typically on the real axis. For large λ this function has the form 2ı sin(Lz), namely the zeros are
sitting at πnL .
We consider also the trace of the monodromy matrix. It is given by:
tr(T ) = 2 cos (LΩ0(z)) , (A.14)
under the assumption that Lp0/2 ∈ 2πZ (which is required in order for the wave function ψ to be
periodic). Eq. (2.14) is derived similarly.
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