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Defuzzification is a very important step in fuzzy systems applications. There are
a number of different defuzzification methods reported in the literature. In this
paper, the concept of defuzzification filters in a control system setting is first
discussed and a methodology for designing such filters considered. As will be seen,
the design of such filters requires the knowledge of the plant model and its inverse.
A reference control signal is computed and then is used to generate the actual
defuzzified control signal which will be applied to control the plant. The applica-
tion of the defuzzification filter is made by introducing the filter into a power
system in which a neuro-fuzzy self-learning controller was applied to stabilize the
system but success could not always be guaranteed. With the defuzzification filter,
however, the system is always stabilized. Simulation results are presented.  2000
Academic Press
1. INTRODUCTION
 Fuzzy systems theory, since its invention in 1975 by Zadeh 33 , has
become a powerful tool for modeling various phenomena especially those
containing uncertainties which are imprecise or vague in nature. An
impressive array of theoretical advances and successful applications as well
as products abounds. The motivation for proposing the concept of fuzzy
sets, in the first place, was due to the fact that conventional methodologies
had not been able to adequately deal with certain types of uncertainties
especially those inherent in human cognition processes. In particular, it
was felt that such uncertainties could not be modeled or handled properly
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In almost all applications of fuzzy set theory reported to date, defuzzifi-
cation is considered an inevitable step through which a fuzzy quantity is
converted to a scalar one be it a control signal, a decision variable, or some
estimated entity. Defuzzification may then be viewed as the bridge which
connects a fuzzy model with its application environment. Undoubtedly,
defuzzification is a very important, if not the most important, step in
determining the success of fuzzy set applications.
Many defuzzification methods have been reported in the literature but
Ž .the most commonly used ones are the center of area COA and the mean
Ž .of the maxima MOM methods. Although they are computationally simple
and easy to apply, it has been shown by many researchers that these two
methods do not always yield satisfactory results. The reason for this
phenomenon is quite obvious. These two methods do not explicitly take
into account the performance of the system in which they are being
Žapplied. If system performance is considered in fact, in many applications
of fuzzy systems, we do rely on some criteria to evaluate the performances
.of the system , one will naturally expect that any defuzzification methods
should be so designed that the performance criteria are optimized. This
consideration has led to the development of the so-called Optimality
Ž .  Principle of Defuzzification OPD 6 . By means of the OPD, an adaptive
learning defuzzification algorithm was developed and applied to a real
 world problem 6 .
Although an interesting method in its own right, the proposed adaptive
defuzzification method has some shortcomings which are quite transpar-
ent. A significant problem is the intensive computational load required by
the approach. This becomes quite limiting especially in applications to real
time on-line applications. For example, at each step of the algorithm, a
non-linear optimization problem must be solved to obtain the desired
defuzzification value. To resolve this computation load problem, Esogbue
 and Song 3 proposed the concept of defuzzification filters and provided a
skeletal outline for the design of such filters. In this paper, we present a
detailed exposition relative to the design of defuzzification filters, and
exemplify their applications and operation via an important real world
problem such as the power system stabilization problem.
The rest of this paper unfolds as follows. In Section 2, we review the
Optimality Principle of Defuzzification and the concept of a defuzzifica-
tion filter. In Section 3, the method of a defuzzification filter is presented.
In doing so, the structure of the filter, the least square method, and the
inverse of dynamic systems are investigated and applied. Section 4 then
provides an introduction to the power system stabilization problem, re-
views a newly developed neuro-fuzzy self-learning controller, and discusses
how to apply defuzzification filters to power system stabilization problems.
To show the effectiveness of the proposed defuzzification filters, compari-
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son between the self-learning controller and the filter is made with respect
to certain measures of performance. Simulation results from our studies
are also provided. The paper is ended in Section 5 with discussions and
concluding remarks.
2. OPTIMALITY PRINCIPLE OF DEFUZZIFICATION
Ž .OPD AND DEFUZZIFICATION FILTERS
2.1. A Brief Reiew of the Literature
Defuzzification is described as the process of selecting a crisp value on
R1 to represent a given fuzzy set in some presumed sense. This process can
be simply expressed as a mapping DF defined as
DF : A x R1 , 1Ž .
where A is a given fuzzy set, and x is an element on R1.
One of the widely accepted defuzzification methods which we present
Ž . 1briefly is the center of area COA . Let A be a fuzzy set defined on R ,
Ž .and  x the membership function of A. Then, with the COA methodA
the defuzzified value of A is
Hx x dxŽ .A
DF A  . 2Ž . Ž .
H x dxŽ .A
Ž .The other frequently utilized method is the mean of the maxima MOM
method, which takes into account only extreme values of the membership
 Ž . 4function. Let B x  x , . . . , x  be a fuzzy set defined on a1 B 1 n B
 4 1subset x , x , . . . , x  R . Then, the defuzzified value, with the MOM1 2 n
method, is
DF B mean max  x , . . . ,  x . 3 4Ž . Ž . Ž . Ž .Ž .B 1 B n
 Other methods known in the literature can be found in 10 . For example,
some researchers have proposed transforming a possibility distribution
into a probability one and then taking the mathematical expectation of the
 latter as the defuzzified value 31 . Recently, a generalized Hurwicz index
was successfully utilized for defuzzification and the resulting effect was
 found to be superior to some existing methods 28 . An axiomatic approach
to defuzzification has also been proposed with a view to providing a more
 elegant theoretical framework for defuzzification 27 . Enumeration of an
exhaustive list of defuzzification strategies reported in the literature is
beyond the scope of this paper.
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The problem usually encountered in practice is the selection of the best
method or combination of methods from the wide array of defuzzification
methods that exist in the literature. One solution that is becoming ac-
cepted by practitioners is the need to integrate optimization into the
process of defuzzification. An important work in this line of pursuit is due
   to Mabuchi 23 and Yager and Filev 32 who employ parametric optimiza-
tion during the defuzzification process. Although an important step, it still
has limitations. For example, in most cases, their approach requires the
Ž .desired or the true unknown defuzzified value which is usually difficult to
obtain in most cases especially in applications to complex environments.
 Progress has been made in Smith’s work 30 . In a recent paper by
 Roychowdhury and Wang 26 , defuzzification is regarded as a problem of
optimal selection of an element for a fuzzy subset. According to them,
defuzzification is in fact an optimization problem, optimization with re-
spect to the whole system under consideration. Although they attempt to
relate defuzzification with the system in which it is applied, it is still
unclear how and on what aspects to consider ‘‘the whole system’’ during
the defuzzification process. This lack of clarity was resolved by Song and
 Leland 6 where defuzzification is treated as an optimization process with
respect to performance indices of a system, and then embedded in the
so-called Optimality Principle of Defuzzification.
2.2. Optimality Principle of Defuzzification
The OPD, Optimality Principle of Defuzzification, is a rule or principle for
defuzzification. This principle may be stated as follows: In any applications
of fuzzy systems, there should be at least one system performance index;
the purpose of defuzzification is therefore to select a crisp value based on
 the fuzzy quantity so as to eventually optimize the system performance 6 .
The essence of this principle is the optimization of the performance index.
In the development of the OPD, two important influences are noteworthy.
 The first is Yager and Filev’s SLIDE method published in 1993 32 , while
 the second is Mabuchi’s method 23 . In Yager and Filev’s work, the
difference between the actual defuzzified and the desired defuzzification
value is considered as the performance measure. In Mabuchi’s work, a
sensitivity function of both the actual defuzzified and the desired defuzzi-
fied values is the chosen performance index. In these two methods, the
desired defuzzification values must be known and the actual defuzzifica-
tion value is such that the performance index so selected is optimized. A
difficulty inherent in these two approaches, however, is the unavailability
 of the desired defuzzification values 23 , therefore the performance index
related to the desired defuzzification value is hard to apply. To circumvent
this problem, it is helpful to examine the system output.
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In general, in most applications, the desired or the expected system
output is obtainable or inducible. For example, in the regulating problem
or the tracking problem, the desired system output or the state variables
are known, and the defuzzified control signal is sent to the plant. The
system output is comparable with the desired or the expected system
output. If the performance index is a function of both the desired and the
actual system outputs with the defuzzified values as the decision variables,
then a new defuzzification strategy can be devised. At least, this has the
possibility of overcoming the problem encountered in the application of
 the methods of Yager and Filev and Mabuchi. In 6 , an adaptive learning
defuzzification method was designed based upon the above line of pursuit
where parameters of a three-layer neural network defuzzifier were identi-
fied adaptively. This led to the proposal, as a generalization, of the
Optimality Principle of Defuzzification. It should be remarked that the
OPD, at best, is only a principle or a goal for designing a defuzzification
method or algorithm. No specified method for its realization is introduced
or guaranteed to exist. For any specific application, such a method must be
developed.
2.3. Defuzzification Filters
Let us now turn our attention to the subject of defuzzification filters. To
achieve the goal espoused in the OPD, we could employ a number of
different strategies. For example, we may begin with the adaptive learning
 defuzzification method 6 . In this paper, however, we found it instructive
to approach the problem via a different perspective. Suppose that we know
the desired system output and therefore can, somehow, induce the desired
performance index of the system and, ipso facto, can compute the corre-
sponding control signal. If the defuzzified control signal from the fuzzy
controller, equipped with some defuzzification method other than the one
discussed in this paper, is as close to it as possible, then the actual system
output may have a performance which is as close to the desired one as
possible.
Quite frequently, the most commonly used defuzzification method, say
ŽMOM or COA, does not always yield a defuzzified control signal assum-
ing the fuzzy control model before the defuzzifier has been designed very
.well which has the property required. Thus, system performance tends to
be degraded. Obviously, this is due to the fact that the defuzzified control
signal is not ‘‘good’’ at all. It can also be explained by the fact that the
defuzzified control signal contains ‘‘noise’’ in it that is generated by the
inappropriateness of the defuzzification method employed, in other words,
the modeling error of the defuzzification method applied. To remedy this,
it is natural to think of designing a ‘‘filter’’ as a process of filtering out the
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noise in the system. Consequently, a defuzzification filter may be viewed as
a dynamic system which takes as its input the output from any other
defuzzifiers and generates an output in such a way that the system
performance is improved. If such a filter can be designed to yield a control
signal based on the noisy defuzzified value such that the system perfor-
mance is optimized, then the optimality principle of defuzzification can be
realized. In this regard, a defuzzification filter may be appropriately
considered as another strategy for the realization of the Optimality Princi-
ple of Defuzzification.
3. DESIGN OF THE DEFUZZIFICATION FILTER
To lay the foundation for our presentation, we introduce the following
useful definitions.
DEFINITION. A defuzzification filter may be defined as any dynamic
system which is used for the purpose of compensating the effect of noise in
the defuzzified control signal.
DEFINITION. Any defuzzification method whose output is the input to
the defuzzification filter is called the preliminary defuzzification method,
and the corresponding defuzzified value is called preliminary defuzzified
alues.
3.1. The Structure of the Defuzzification Filters
Let us now introduce the following notations:
Ž . k , a parameter vector at time k;
Ž .u k , a preliminary defuzzified value at time k;p
Ž . Žu k , the actual defuzzified value at k i.e., the output of thea
.defuzzification filter ;
Ž .u k , the desirable defuzzified value at k.o
Ž . Ž .Let the relationship between u k and u k be of the followingp a
z-transform,
B zŽ .
u z  u z , 4Ž . Ž . Ž .a pA zŽ .
Ž . Ž .where B z and A z are polynomials of the orders of m 1 and m,
respectively. Without loss of generality, let us assume that
B z  b  b z1  b zm1 5Ž . Ž .0 1 m1
A z  a  a z1  a zm1  zm , 6Ž . Ž .0 1 m1
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1 Žwhere z is the backward shifting operator. Denote  a , a , . . . ,0 1
.Ta ; b , b , . . . , b . With some manipulation, we havem1 0 1 m1
a  a z1  a zm1  zm u zŽ .Ž .0 1 m1 a
 b  b z1  b zm1 u z . 7Ž . Ž .Ž .0 1 m1 p
With the shifting operator, we get
u k  a u k 1  a u k 2  Ž . Ž . Ž .Ža 0 a 1 a
a u km 1  b u kŽ . Ž ..m1 a 0 p
 b u k 1  b u km 1 . 8Ž . Ž . Ž .1 p m1 p
Denoting
W k  u k 1 ,u k 2 , . . . ,u km ;Ž . Ž . Ž . Ž .Ž a a a
T
u k 1 , u k 2 , . . . , u km , 9Ž . Ž . Ž . Ž ..p p p
then we will have
u k W T k  k . 10Ž . Ž . Ž . Ž .a
Ž .Since W k is composed of measurement data which are known, the
Ž .problem involved in designing the defuzzification filter 4 is to determine
the parameter vector  in an optimal fashion. As can be found in the
literature, the least square estimate method is appropriate for solving this
 problem 5 .
3.2. The Least Square Estimate MethodA Recursie Formula
Ž . Ž . T Ž . Ž . Ž .Let e k  u k W k  k where e k is the difference betweeno
the desired defuzzified value and the actual output from the defuzzifica-
tion filter. Consider the optimization problem
k
2Tmin J k  W i  k  u i , 11Ž . Ž . Ž . Ž . Ž .Ž .Ý 0
Ž . k i1
Ž .where k is a time instant. J k can be seen as the total error between the
desired defuzzification values and the actual values from the filter over the
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given time horizon. To minimize this error, we can utilize the optimality
conditions
 J kŽ .
 0. 12Ž .
 kŽ .
Ž . Ž . Ž .Due to the convexity of J k with respect to  k , Eq. 12 is both the
Ž .necessary and sufficient conditions for  k to be an optimal solution.
Ž .From 12 , we have
k
T2 W i W i  k  u i  0Ž . Ž . Ž . Ž .Ž .Ý o
i1
k k








TT TW i W i  W i i W k W k ,Ž . Ž . Ž . Ž . Ž . Ž .Ý Ý
i1 i1
11 T P k  P k 1 W k W k , 15Ž . Ž . Ž . Ž . Ž .Ž .
 using the well-known matrix inversion formula 5 , we have
1TP k  P k 1 1W k 1W k P k 1 W kŽ . Ž . Ž . Ž . Ž . Ž .Ž .ž
W k P k 1 .Ž . Ž . /
T Ž . Ž . Ž .Since W k P k 1 W k is only a scalar, we have
P k 1 W k W T k P k 1Ž . Ž . Ž . Ž .
P k  P k 1  . 16Ž . Ž . Ž .T1W k P k 1 W kŽ . Ž . Ž .
Ž .From 13 and with some manipulation, we have
k
 k  P k W i u iŽ . Ž . Ž . Ž .Ý o
i1
P k 1 W T k  k 1  u kŽ . Ž . Ž . Ž .Ž .o  k 1  W k . 17Ž . Ž . Ž .T1W k P k 1 W kŽ . Ž . Ž .
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Ž . Ž .Equations 16 and 17 jointly consist in the recursive formula which
yields the parameters of the defuzzification filters. Notice that the method
to estimate  introduced here is the most fundamental one, and variations
can be found and considered for this problem.
Ž .3.3. The Desired Defuzzification Values u ko
The proposed defuzzification filter requires the availability of the de-
Ž .sired defuzzification value u k . When the model of the plant is known,o
this desired defuzzification value is not difficult to obtain since this can be
achieved by finding the inverse of the model, as will be shown in the
sequel.
Let the plant model be given by the system of differential equations,
x f x  g x u 18Ž . Ž . Ž .˙
y h x , 19Ž . Ž .
n 1 1 Ž . Ž . nwhere x R , u R , y R , both f x and g x  R are smooth
Ž .vector fields, and h  is also differential. Assume the system has a global
Ž .relative degree r n	 r	 1 . Then by letting
z  h x  yŽ .1
z  L h x  yŽ . ˙2 f
20Ž .

r1 Ž r1.z  L h x  y ,Ž .r f
we have
z  z1˙ 2
z  z2˙ 3

z  zr˙1 r
z  Lr h x  L Lr1h x u 21Ž . Ž . Ž .r˙ f g f
 q  , , 22Ž . Ž .˙
r Ž . r1 Ž . Ž .where L h x , L L h x are the Lie-derivatives of h x to the properf g f
Ž . Ž .Torder,  q  ,  is the zero-dynamics of the system,  z , . . . , z ,˙ 1 r
Ž .T Ž . n z , . . . , z , and z	 x is a diffeomorphism defined on R .r1 n
 Assuming the desired output of the system is y , then it can be shown 4r
that the control signal which makes the system output y converge to y r
asymptotically is given by
r1
r r Ž i1.u L h x  y  c z  y , 23Ž . Ž .Ž .Ýf r i1 i rr1 ž /L L h xŽ .y f i1
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where c , c , . . . , c are coefficients of the Hurwitz polynomial,0 1 r1
s r  c s r1  c s c  0, 24Ž .r1 1 0
i.e., the roots of the polynomial are at least in the left half plane. Given
Ž .the desired system output y , Eq. 23 yields the control signal which willr
make the actual system output converge to y asymptotically. Thus, u isr
the de facto desired control signal. Then, the desired defuzzification value
Ž .is also given by 23 .
4. APPLICATIONS OF THE DEFUZZIFICATION FILTER
4.1. Solutions to the Power Stabilization Problem
The power system stabilization problem has long been one of the most
attractive arenas to control engineers and theoreticians. Many different
control strategies have been tested using different types of controllers.
This might be due to the fact that the power system is made up of
inherently complex, non-linear, time-varying, and indeterminable ele-
ments, and thus simple controllers which work well under one situation
may not perform equally well in another setting.
The earliest stabilizers consisted of a lead-lag analog circuit with the
speed as the input and such a simple controller cannot satisfy the high
 standards fo the power system. PID controllers 17 are better than the
lead-lag circuit since the parameters of the controller can be tuned to
achieve good performance. Yet, unless those parameters can be tuned
automatically as operating conditions change, PID controllers in general
cannot work satisfactorily within a wide range of conditions. The self-tun-
   ing controller 9, 14, 22 and the adaptive controller 7, 8, 19 are designed
for this purpose. With continuous identification of the model of the plant,
the self-tuning controller adjusts its parameters so as to achieve an optimal
performance while the adaptive controller adjusts its controller parameters
based on the knowledge of the plant model. Those two controllers are
time-consuming in design but can perform well under different operating
 conditions. Most recently, the fuzzy logic controller 15, 16, 18, 29 has
been successfully applied to stabilize power systems. As is well known,
 fuzzy logic controllers, based on fuzzy set theory 33 , can be designed
using a human expert’s experience and without the knowledge of the
plant’s dynamics. Such controllers, in their crudest forms, used simple
‘‘IF-THEN’’ rules. It has been demonstrated that the fuzzy logic controller
can perform as well as the self-tuning controller for power system stabiliza-
 tion problems 21 . This experience suggests that the fuzzy logic controller
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is a very promising candidate for use in power systems. For large scale and
highly complex systems, however, it is not easy to extract the requisite
 ‘‘IF-THEN’’ rules from the human expert 20 and even if this could be
done, the expert’s experience and knowledge is still relatively limited.
Therefore, it is desirable to design a controller that can itself ‘‘learn’’ these
rules through some mechanism. This is the motivation for our controller
discussed in the sequel.
4.2. A Self-Learning Fuzzy-Neuro Controller
Impressive results have been recorded in stochastic learning control
 theory 25 . Recently, a neuro-fuzzy self-learning controller which has been
successful in solving some important benchmark problems was developed
 1, 2, 12, 13 . In response to the quest for an intelligent controller that can
learn on-line, does not require an exact model of the plant, operates
without the benefit of what is considered optimal, does not need a set of
predefined control rules, and uses feedback in an instructive way without
 attendant expensive computational costs, Esogbue and Murrell 13 re-
ported the development of a new neuro-fuzzy self-learning controller with
Ž .unique features and capabilities. The controller consists of five parts: 1
Ž .the statistical fuzzy discretization network SFDN which employs a varia-
tion of the Kohonen self-organizing mapping to fuzzify the state space of
Ž . Ž .the plant; 2 the fuzzy correlation network CFN which implements the
Ž .learned fuzzy control rules as fuzzy relations; 3 the stochastic learning
Ž .correlation network SLCN which maps a particular fuzzy state to a set of
Ž .fuzzy control actions through an adaptive stochastic algorithm; 4 the
Ž .control activation network CAN which defuzzifies the fuzzy control to a
Ž . Ž .crisp control signal; and 5 the performance evaluation system PES
which provides feedback reinforcement signals to the learning algorithm
based on the effectiveness of the control action. A block diagram of this
neuro-fuzzy self-learning controller is shown in Fig. 1.
4.3. Issues in Self-Learning Controllers
4.3.1. Representation of State Space and Control Space. One of the
fundamental issues in self-learning controllers, especially for those systems
of high dimensionality, is to develop an efficient representation of the
state space X and the control space U. When X and U are large, the ‘‘curse
of dimensionality’’ arises and some type of generalization is required in
order to keep the computational problem tractable. One of the solutions
to this ‘‘curse of dimensionality’’ is to utilize an adroit combination of
neural networks and fuzzy logic to discretize the space and map the
input-output relationship onto a neural network, as well as generalizing
this relationship with fuzzy logic. Along this line of thinking, one may
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FIG. 1. Block diagram of neuro-fuzzy self-learning controller.
partition the state space or the control space into a predefined set of fuzzy
 clusters 12 . This can be done by employing a network of nodes which
discretizes the state space or the control space into n or m fuzzy subsets
defined by membership functions centered around a prototype or ideal
membership function of the fuzzy set.
Any state x X can be described by its fuzzy hyperstate, an n-dimen-
sional vector of the membership values for each of the fuzzy subsets. Each
node represents the antecedent of a fuzzy ‘‘if-then’’ rule. One of the
advantages of this approach is that it bypasses the usual geometric in-
crease in the number of rules as the state variables are added.
4.3.2. Learning. Another important issue relates to the learning in-
volved and accordingly the determination of the reinforcement signal. In
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this neuro-fuzzy self-learning controller, an internal reinforcement signal
Ž .r x, u, k is determined based upon the current level of learning at timeˆ
step k between the infrequent external reinforcement signals that define
success and failure. This can be a measure of the predicted success as in
Ž .the temporal difference TD method.
In the temporal difference implementation, associated with each of the
n fuzzy subsets of the state space, is a current prediction function value
Ž .  4P i for i 1, . . . , n that represents the prediction of the ‘‘expected’’k
degree of success for the controller when closest to one node i at time k
  Ž .13 . Thus, the internal reinforcement signal r x, u, k is a function of theˆ
change in the prediction function values between two consecutive
nodesi.e., if the process moves from being the nearest node i to being
Ž . Ž Ž . Ž ..nearest node j, then r x, u, k  h P j  P i is a function of thisˆ k k
Ž .difference. Also J j  1, if the process moved within a specified neigh-k
Ž .borhood of the set-point, and P j 1, if the process moved outsidek
the state space boundaries. Therefore,

h 1 P N if successŽ .Ž .k kh 1 P N if failureŽ .r x, u, k  25Ž .Ž . Ž .ˆ k kh P N  P N otherwise,Ž . Ž .Ž .k k1 k k
 4where N  1, . . . , n represents the fuzzy subset of the state space withk
Ž .the highest membership function value for state x . The function h  mayk
be used to relate the reinforcement signal with the membership function
value of x in N .k
Learning in self-learning controllers means searching the control space
U for the ‘‘best’’ control action u for each state x visited during the
Ž .learning phase s . Since, in general, in self-learning control no a priori
information about the plant is assumed, the control law must be learned
online through some methodical search procedure.
Several DP-based algorithms have been used to learn real-time control
strategies. In the TD implementation, the controller searches a discrete
subset of the control space U stochastically. A probability distribution,
Ž .p x,  represents the learned behavior. The initial distribution is uniformk
Ž  .at 1 U . During the learning phase these probabilities are used to select
a control action u whenever a new fuzzy subset of the state space has the
Ž . Ž .highest membership function valuei.e., N x N x . The internalk1 k
Ž .reinforcement signal from Eq. 25 is used to increase or decrease the
   4probability of a control action u , c 1, . . . , U being chosen at thatc
node in the future, with a higher probability indicating that the particular
DEFUZZIFICATION FILTERS 419
control action is better. For a particular time step k, the following updates
occur,
P x  1 
 P x  
P x , 26Ž . Ž . Ž . Ž . Ž .k1 k k k k k1
Ž .where P x is the prediction function value for state x at time k andk k k
0 
 1 is a learning rate parameter, and
p x , u 1 r  r if r	 0Ž . Ž .ˆ ˆ ˆk k kp x , u  27Ž . Ž .k1 k k ½ p x , u 1 r if r 0,Ž . Ž .ˆ ˆk k k
Ž . Ž .Ž Ž . Ž ..where r r x , u , k   x P x  P x . The distributionˆ ˆ k k NŽx . k k k1 k kk
Ž .p x ,  is normalized after the update.k k
4.4. Operations of the Neuro-Fuzzy Self-Learning Controller
Briefly, the controller operates in the following fashion. At the begin-
ning of the control process, the crisp state of the plant is sent to the
controller. The SFDN computes the memberships of the state in terms of
the similarity of the state to the ideal predefined fuzzy sets in the state
space. Initially, all the ideal predefined fuzzy sets are placed in a uniformly
spaced net. Once the state from the plant has been computed, an adaptive
clustering algorithm will adjust the locations of those predefined fuzzy sets
to reflect the actual clustering of the plant states. At the same time, the
fuzzy set with the highest firing degree will be chosen as the current fuzzy
state of the plant. The SLFCN will choose an appropriate fuzzy control set
for this fuzzy state. The fuzzy control set is initially selected randomly. A
learning algorithm based on the reinforcement of a performance is applied
to increase the probability with which a control with good performance is
chosen again. Thus, the controller is learning a fuzzy relation between the
fuzzy input state and the fuzzy output control sets. After the learning
phase, the fuzzy relation implemented by IFCN will be used to generate
fuzzy control action and the CAN will defuzzify the control and feed this
crisp control signal to the plant. Thus begins the control phase. A report
 on the application of one version of this controller can be found in 1 . In
this section, we merely wish to demonstrate the effectiveness of the
proposed defuzzification filter by applying it to the power system stabiliza-
tion problem.
4.5. Mathematical Model of the Power System Stabilization Problem
The model of a synchronous machine with an exciter and a stabilizer
connected to an infinite bus can be expressed by the following linearized
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 incremental model 17 ,
1˙ T  T  T D 28Ž . Ž .m e LM
e  K T e  K e  K ˙ Ž .q 3 d e q 3 f d 4
˙  29Ž .
1
e  K e  K K  e 30Ž .˙ Ž .q 3 f d 3 4 qK T3 d e
V  K  K e 31Ž .t 5  q
˙V  T V  K  e˙F F F F f d
1˙V  K e  V 32Ž .˙Ž .F F f d FTF
1
e  V  K e 33Ž .˙ Ž .f d A E f dTE
1˙V  K V  K VŽA A r e f A FTA
K u K K e  K K  V 34Ž ..A A 6 q A 5 A
 u  u , 35Ž .max
where
V reference input voltage,r e f
V terminal voltage change,t
V infinite bus voltage change,o
e equivalent excitation voltage change,f d
e q-axis component voltage behind transient reactance change,q
V stabilizing transformer voltage change,F
ustabilizer output,
T energy conversion torque change,e
T mechanical input change,m
T load demand change,L
torque angle deviation,
angular velocity deviation,
K , K voltage regulator gain,A E
T , T voltage regulator time constant,A E
K stabilizing transformer gain,F
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T stabilizing transformer time constant,F
K K constants of the linearized model of synchronous machine,1 6




4.6. Experimental Results with Defuzzification Filter
Ž . Ž .With Eqs. 20 and 21 , we have
z   ,1
z 0.2779e  0.3055 TM ,2 q l
z  0.1533e  0.0471e  115.1735 0.085 ,3 q f d
z  31.9259e  0.0344e  0.0496V4 q f d a
 32.045 35.1345 115.1735TM ,l
z   ,5
z  e  V .6 q f
Since the purpose of the stabilization problem is to control the system
under disturbance, the desired output can be chosen as y  0. Thus, withr
Ž .Eq. 23 , we have the desired defuzzified value as where c  10, c  20,0 1
c  30, and c  10 which can be chosen by a proper pole placement2 3
method. Parameters of the power system can be found in Table I. The
Ž .desired defuzzified control signal is given by Eq. 36 ,
1
u 182.077e  396.8V  5.405eq F f dž396.8
4
1.0282V  13246 7.8899 c z . 36Ž .ÝA i1 i /
i1
TABLE I
Parameters of the Power System Used in Simulation
K  1.4479 K  1.3174 K  0.30721 2 3
K  1.8050 K  0.0294 K  0.52574 5 6
K  400 T  1.0 T  0.05A F A
D 0 T  5.9 K 0.17d o E
M 2 H 4.74 T  0.95 K  0.025E F
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FIG. 2. Structure of the control system with the defuzzification filter.
Once the desired defuzzification control signal is obtained, the recursive
formula in Section 3 is used to estimate the parameters of the filter. The
actual defuzzification control signal is sent to the generator as a stabiliza-
tion signal. In this application, control signals which were obtained by our
adaptive fuzzy-neuro controller are filtered by the proposed defuzzification
Žfilter, and then the filtered control signals are sent to the generator see
.Fig. 2 . Since the fuzzy-neuro controller, although successful in many
instances, could not always produce control signals which stabilized the
generator, the introduction of the defuzzification filter has a remarkable
stabilization effect: Additionally, for control signals which were able to
stabilize the generator, the defuzzification filter is able to filter the control
Ž .signal such that the settling time of the system is shorter see Fig. 3 ; for
control signals which were not able to stabilize the generator, the defuzzifi-
cation filter can filter the control signal such that the new control signal
Ž .can stabilize the generator see Fig. 4 ; when the neuro-fuzzy self-learning
FIG. 3. Transient processCase 1. Both the neuro-fuzzy self-learning controller and the
filter stabilize the system.
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FIG. 4. Transient processCase 2. The neuro-fuzzy self-learning controller fails but the
filter does not.
controller was able to stabilize the system but the settling time was
unsatisfactory, the defuzzification filter can revise the control signal and
Ž .yield a better settling time see Fig. 5 . Thus, these experiments are all
supportive of the successful application of a defuzzification filter.
4.7. Comparison of the Neuro-Fuzzy Self-Learning Controller and the Filter
Two different measures of performance can be utilized here. One
performance measure is the settling time of the transient process, and the
other, the success rate of stabilization. Therefore, we will compare the
neuro-fuzzy self-learning controller and the defuzzification filter with
respect to these two measures. In addition, control signals from the
neuro-fuzzy self-learning controller and the defuzzification filter will also
be compared.
4.7.1. Comparison of the Control Signals and Settling Times. It is instruc-
tive to compare, in each case, the control signals from the filter and the
neuro-fuzzy self-learning controller, and to investigate why the neuro-fuzzy
self-learning controller sometimes failed to stabilize the system while the
filter never did.
Comparisons were made when the load was increased by 0.05 and
0.30 pu, respectively. We begin with Fig. 6 which shows the control signals
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FIG. 5. Transient processCase 3. The neuro-fuzzy self-learning controller yields a
longer settling time.
FIG. 6. Control signalsCase 1.
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when the load change was 0.05 pu. In this case, the neuro-fuzzy self-learn-
ing controller yielded a satisfactory settling time but the filter resulted in a
better settling time. Next, we consider Fig. 7 which shows the control
signals when the neuro-fuzzy self-learning controller actually failed to
stabilize the system while the introduction of the filter can stabilize the
system. Obviously, the control signal from the filter is much smaller than
that from the neuro-fuzzy self-learning controller. Figure 8 shows a differ-
ent case where the self-learning controller can stabilize the system but the
settling time was not satisfactory. Again, it has been found that the control
signal from the neuro-fuzzy self-learning controller is greater than that of
the filter. When the load disturbance is 0.3 pu, experiments were also
Ž .carried out with different simulation results obtained Figs. 911 . Figures
1214 show the control signals when the load disturbance is 0.3 pu.
Obviously, it can be seen that
 On the average, the control signal from the neuro-fuzzy self-learn-
ing controller is quite different from the ideal one while the control signal
from the filter is considerably closer to the ideal one;
 In most cases, the control signal from the filter has about 180
degrees lag of the ideal signal while the control signal from the neuro-fuzzy
FIG. 7. Control signalsCase 2.
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FIG. 8. Control signalsCase 3.
FIG. 9. Transient processCase 4. Both the neuro-fuzzy self-learning controller and the
filter stabilize the system.
DEFUZZIFICATION FILTERS 427
FIG. 10. Transient processCase 5. The neuro-fuzzy self-learning controller yields a
longer settling time.
FIG. 11. Transient processCase 6. Both the neuro-fuzzy self-learning controller and
the filter stabilize the system.
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FIG. 12. Control signalsCase 4.
FIG. 13. Control signalsCase 5.
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FIG. 14. Control signalsCase 6.
self-learning controller could be in step with that from the filter;
 When the control signal from the neuro-fuzzy self-learning con-
troller is quite close to the ideal one, the self-learning controller could, by
itself, stabilize the system:
 The signal from the filter can stabilize the system whether or not
the neuro-fuzzy self-learning controller is able to.
The above results, indirectly, indicate that the functionality of the defuzzi-
fication filter is to rectify the control signal from the preliminary defuzzi-
fier to make it close to the ideal one. Another implication from this
observation is the exploration of methods which can make the neuro-fuzzy
self-learning controller learn the ideal control signal with a higher proba-
bility or frequency.
4.7.2. Comparison of the Success Rates. To indicate the effectiveness of
the defuzzification filter, we conduct a comparative study of the success
rates of both the neuro-fuzzy self-learning controller and defuzzification
filter. Let us assume that whether or not the system can be stabilized is
totally unknown in advance. Thus, if we asssume x 1 when the system is
Ž .stabilized and x 0 if not, then, x will be a random variable or indicator .
Denote x and x as the indicators for the neuro-fuzzy self-learnings f
Ž . Ž .controller and the filter, respectively. Then E x and E x will be thes f
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mean value of the probability that the system is stabilized by the neuro-
fuzzy self-learning controller and the filter, respectively.
ˆ ˆŽ . Ž .We can estimate E x and E x with P Ý x N and P Ý x Ns f 1 s 2 f
where N is the number of runs. To do so, 20 runs of the simulation were
Ž . Ž .carried out with both E x and E x recorded. It was found thats f
Ý x 20 0.45 and Ý x 20 1. Thus, the difference in success rates ofs f
the neuro-fuzzy self-learning controller and the defuzzification filter is
0.55. To investigate if this difference is due to chance or due to the
 improvement of the filter, we applied the following statistical tests 24 .
Let P and P be the success rates of the neuro-fuzzy self-learning1 2
controller and the defuzzification filter, respectively. We will use the
normal approximation to test the hypothesis that these two success rates
are equal; that is,
H : P  P0 1 2
H : P  P .1 1 2
ˆThen, compute P with the formula
ˆ ˆP  P1 2
Pˆ . 37Ž .
2
The statistic to test H is0
ˆ ˆP  P1 2
Z  . 38Ž .0 ˆ ˆ'P 1 P 2NŽ .Ž .
 We should reject H when Z  Z where 
 is a preselected signifi-0 0 
2
Ž .cance level  0.05 in this study . A simple computation yielded that
Z 3.8952 and it is known that Z  1.95. Thus, the hypothesis H0 0.025 0
should be rejected. This is, the difference between the success rates of the
neuro-fuzzy self-learning controller and the defuzzification filter in this
study is not due to chance, but due to the significant contribution of the
filter to the stability of the system.
5. DISCUSSIONS AND CONCLUSIONS
In this paper, the design and applications of the defuzzification filters
were presented. In the design of such filters, the inverse of the plant is
assumed known, while a reference signal was used to generate the filter
outputthe defuzzified signal. The parameters of the filter were esti-
mated by means of a recursive learning law, which is much less computa-
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tionally intensive than current methods in the literature. A filter was
designed for the power system stabilization problem for which a neuro-fuzzy
self-learning controller had been designed and applied with limited suc-
cess. It was found that the defuzzification filter yielded improved perfor-
mance in the sense that at instances in which a solo application of the
neuro-fuzzy self-learning controller could stabilize the system, the applica-
tion of the defuzzification filter yielded a much faster transient process
and when the neuro-fuzzy self-learning controller failed to stabilize the
system, the defuzzification filter was always successful in stabilizing the
system. Simulation results indicated the significant improvement of
the filter applied in the power system stabilization problem. In an ongoing
study, we are expanding the concept of defuzzification filters as well as
exploring better procedures for their design.
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