ABSTRACT An adaptive beamforming (ABF) technique for sparse receiving arrays with gain/phase uncertainties is proposed. The basic idea of the proposed method is using the compressed sensing theory to estimate directions and amplitudes of the received signals with sparse array and then obtain the covariance matrix of the signals through the estimated directions and amplitudes. However, on a discrete grid, the accuracy of directions and amplitudes estimation will degrade because of the basis mismatch and the existence of the gain/phase uncertainties. It will influence the performance of the adaptive digital beamforming. In order to eliminate the influence of the gain/phase uncertainties and the basis mismatch, we propose a semi-definite programming-total least squares (SDP-TLS) method in this paper. First, we convert the problem we want to solve into a TLS framework. Then, we develop an alternating descent algorithm to solve this problem. In the algorithm we proposed, the directions and amplitudes are estimated by semi-definite programming. The covariance matrix of the signals, which is used for ABF, is obtained by the estimated directions and amplitudes. Then, the adaptive digital beamforming algorithm is adopted to form a beam with the obtained covariance matrix.
I. INTRODUCTION
Adaptive beamforming (ABF) has wide applications in radar systems. The main purpose of ABF is to enhance the target and suppress the interferences and many ABF algorithms have been proposed [1] - [3] . However, in most radar systems, in order to get high antenna gain and angular high resolution, a large number of antenna elements is needed. It means that a high cost of the computational complexity and the large data size in the application of the ABF algorithms will be major drawbacks. In order to solve these problems, many researches on sparse arrays are carried out in recent years. However, the use of sparse arrays would produce grating lobes. Then, many techniques such as genetic algorithm [4] , simulated annealing [5] for the design of unequally spaced arrays have been proposed. However, if we want to suppress interference adaptively, these methods are difficult to guarantee the performance. Because of the sparsity of signals in the spatial domain, adaptive digital beamforming techniques based on compressed sensing (CS) [6] for sparse array are proposed in [7] and [8] , and one of the most important steps in this approach is estimating the steering vector and amplitudes of the signals accurately through sparse arrays. And the simulation results verified the effectiveness of these methods.
However, in real radar systems, the steering vector may not be estimated accurately from the array due to the presence of the array imperfections, such as the sensor gain/phase uncertainties. How to reduce the negative effects of the gain/phase uncertainties still calls for further research and many gain/phase uncertainties calibration algorithms are proposed. The experimental methods for gain/phase uncertainties calibration are usually very expensive [9] . Then the self-calibration methods [10] have been studied over the past few years. These methods are normally eigenstructure-based methods. However, under the condition of low signal-to-noise ratio (SNR) and the small number of snapshots, the result of gain/phase uncertainties calibration may be worse. In [11] , a sparse based direction of arrival (DOA) estimation method in the presence of gain/phase uncertainties is introduced, but this method is carried out under the condition that only a few of the array elements have gain/phase uncertainties. And it limits the practical application of this method. In [12] , a robust adaptive beamforming technique based on sparse representation is proposed. The basic idea of the method is to calculate the adaptive beamformer with the combination of some easily obtained basic BFs. In [13] , a method for the recursive steering vector estimation and adaptive beamforming under uncertainties is presented. In [14] , a unified framework and sparse bayesian perspective for DOA estimation in the presence of array imperfections is proposed. However, the effectiveness of these methods will decrease with sparse array.
In this paper, in order to eliminate the influence of the gain/phase uncertainties for sparse receiving array and get the best sparse representation, a new method for adaptive digital beamforming technique based on compressed sensing (CS) with gain/phase uncertainties is presented. Our method converts the problem into a total least squares (TLS) framework. The TLS framework is the basic generalization of LS tailored for fitting fully perturbed linear models [15] . TLS and its variants involving regularization with the l p -norm of the unknown vector [16] . We convert the sparse array signal receiving model with gain/phase uncertainties into the errors in variables (EIV) model [17] . Then we develop an alternating descent algorithm to optimize the dictionary and reconstruct signals by estimating the error matrix and sparse coefficients with gain/phase uncertainties by iterations. In [28] , our previous research has shown that the TLS method we proposed can accurately reconstruct signals and eliminate the influence of the gain/phase uncertainties. However, the discretization of the grid will lead to off-grid problem and our previous work assumed that the DOAs of signals are just on the grid that we divided and didn't consider the off-grid problem. In order to solve this problem, we transform the problem from a discrete domain to a continuous domain [18] , [19] . Then a semi-definite programming-total least squares (SDP-TLS) method is proposed on the basis of the TLS method. This method avoids the discretization of the grid and it can solve off-grid problem with the gain/phase uncertainties. It is expected to perform better than other methods with low SNR, limited snapshots.
The rest of this paper is organized as follows. In Section II, the sparse array signal receiving model based on compressed sensing with gain/phase uncertainties and adaptive beamforming algorithm are presented. The problem we want to solve is also introduced. In Section III, the proposed TLS method for gain/phase uncertainties calibration and developed SDP-TLS method for off-grid problem are presented. The simulation results are shown to prove the correctness of the proposed algorithms in Section IV. Finally, conclusions are drawn.
II. ARRAY MODEL AND PROBLEM FORMULATION A. SIGNAL MODEL
Considering a uniform linear array (ULA) with M elements receiving K far field narrow-band signals
T can be expressed as
where a (θ k ) is the steering vector of the kth signal received from the direction θ k and
where λ is the wavelength, k = 1, 2, · · · , K . d is the sensor spacing and d/λ = 1/2. We divide the space of interest from −90
• to 90
• into N equal parts. We get the array manifold matrix
Assuming that the direction of the signals are on the grid we divide, the observation vector can be rewritten as X= AS (4) where
T with zero means and variance σ 2 , (4) can be rewritten as
It is clear that S is sparse. Therefore, the steering vector and the amplitudes of the signals can be estimated accurately if we can estimate S accurately by using the CS reconstruction algorithms.
Setting up the receiving model from (5), we want to sample the array. We will design a P × M (P < M ) dimension sampling matrix P×M that is uncorrelated with the array manifold matrix A M ×N . Z P×1 represents the projection vector on and
where H = A is the observation matrix and N = N. For the sampling matrix , each column of the matrix corresponds to the array element of the array. In this paper, it is designed by selecting P rows from an identity matrix I M ×M . In other words, we will sample the received signals by selecting P elements from the array and estimate the steering vector and the amplitudes using the CS signal reconstruction algorithms. The CS theory shows that if the observation matrix H P×N satisfies the Restricted Isometry Property (RIP) [6] , the sparsity coefficients S can be estimated accurately. So the design of the sampling matrix , which also means the array sampling method, is very important.
B. ADAPTIVE BEAMFORMING
Reconstructing the original signals introduced above by the reconstruction algorithms, adaptive digital beamforming algorithm is used to suppress interference adaptively. The algorithm forms a narrow main beam in the direction of the desired signal and generates null in the direction of interferences. The algorithm we choose here is the linearly constrained minimum variance (LCMV) [20] . Linearly constrained minimum variance algorithm minimized the output power of the array. Solving the linear constraint equation:
the optimal weight coefficients are obtained. Where Y is the output of the array and Y =w H X. a (θ s ) is the steering vector in the desired direction, and w is the weight vector.R is the covariance matrix of signals
where a (θ i ) is the steering vector corresponding to the signal s i . From (8) we can see that the covariance matrix of signals R can be obtained by the amplitudes of the signal s i and the steering vector a (θ i ) if we can estimate the amplitudes s i and the direction θ i accurately.
The optimized weight vector in LCMV algorithm can be represented as
We can obtain the weight coeffcients by using the reconstructed receiver signal. However, the number of signals and interferences is smaller than the number of the array elements. This leads to the fact that the matrix R is not a full rank matrix. It cannot be used directly in (9) . So, we adopt the diagonal loading (DL) method [21] to replace the weights vector (9) . The diagonal loading method suppresses the small eigenvalues and it can be expressed as
Then we obtain a new optimal weight vector by replacing R in (9) with R L :
where e is the diagonal loading constant (DLC).
C. PROBLEM FORMULATION
Owing to the sparsity of the received signals in spatial domain, CS method provides improved accuracy in sparsity coefficients estimation. In real systems, there will be some gain/phase uncertainties. The sparse representation of the signal will not be optimal because of the existence of the gain/phase uncertainties. It will affect the result of the sparsity coefficients estimation if we use the CS signal reconstruction algorithms directly and overlook the gain/phase uncertainties. Taking gain/phase uncertainties into account, and let
denote the array gain/phase uncertainties. The received signal can be rewritten as
Besides the gain/phase uncertainties, another problem we need to solve is the off-grid problem, which is also called basis mismatch. From (4) we can see that for the application of compressed sensing theory, it is inevitable that we need to divide the space of interest. However, in real situations, the true directions will not always be on the grid we divide. The performance in sparsity coefficients estimation with CS methods will be limited by the basis mismatch. The signal receiving model with the off-grid problem can be expressed as [22] , [23] 
is the basis mismatch. A is a Taylor interpolation of A.
Considering the gain/phase uncertainties, the signal receiving model can be written as
CS theory provides improved accuracy of signal reconstruction because of the sparsity constraint and it can be solved with many optimization methods. However, from the analysis above, we know that in our model, signal reconstruction performance is limited by the basis mismatch because of the inadequate discretization of the whole space. When the DOAs do not match with the divided grid, sparse representation of signals may not be optimal, especially when the gain/phase uncertainties exist.
In order to estimate , and S and increase the accuracy of the signal reconstruction, we demonstrate another way by solving the problem in (13) on a continuous spatial domain. Considering the off-grid problem, the observation vector in continuous domain with gain/phase uncertainties can be expressed as
where F M is a linear mapping matrix (inverse Fourier transform) and it maps the continuous signal S to the observations Z.
If the gain/phase uncertainties are known, the sparsity coefficients estimation in the continuous domain we need to solve is
S A is the atomic norm of S in the continuous domain, and it corresponds to the l 1 -norm in the discrete grid. But in real systems, the gain/phase uncertainties are unknown. From (16) we can see that due to the existence of the gain/phase uncertainties, the accuracy of sparsity coefficients estimation will decrease. In real radar systems, the gain/phase uncertainties are unknown. The problem we are interested VOLUME 6, 2018 in this paper is reducing the influence of the gain/phase uncertainties and estimating sparsity coefficients accurately with the gain/phase uncertainties from projection vector.
III. THE PROPOSED APPROACH
From the above section, we can see that due to the presence of the gain/phase uncertainties and the off-grid problem, the accuracy of sparsity coefficients estimation based on compressed sensing will decrease. In this section, we will introduce the algorithms we develpoed which is used to eliminate the effect of the gain/phase uncertainties and improve the accuracy of sparsity coefficients estimation.
A. THE TOTAL LEAST SQUARES (TLS) ALGORITHM
In order to solve the off-grid problem with the gain/phase uncertainties, we proposed an optimization method based on the total least squares (TLS) algorithm to calibrate the gain/phase uncertainties and estimate the sparsity coefficients accurately.
Firstly, we consider the calibration of the gain/phase uncertainties. Review the discrete mathematical model introduced above, the projection vector (6) with gain/phase uncertainties can be converted to
Where E = ( − I) A, I is the identity matrix. Here we define E as an error matrix. And the result we want to have can be obtained by solving the following problem [24] , [25] :
A very effective way to solve the problem in (18) is the alternating descent algorithm. Firstly, we keep the error matrix E fixed, then estimate the sparsity coefficients vector S. i denotes the ith iteration, the sparse recovery problem we need to solve in the first step is
The problem in (19) can be solved by the l 1 /l 2 minimization or alternatively by the greedy approaches, such as the simultaneous orthogonal matching pursuit (SOMP) algorithm [26] . Substituting the estimated S i into equation (18), the error matrix E i is estimated by:
Taking the first-order derivative w.r.t. E of (20),we have
Equating (21) to zero, the solution of (20) can be obtained as:
This algorithm is initialized with E 0 = 0. However, this algorithm is based on the assumption that the DOAs are on the grid we divided and it can't solve the off-grid problem.
B. THE SEMI-DEFINITE PROGRAMMING-TOTAL LEAST SQUARES (SDP-TLS) METHOD
From subsection A, the TLS algorithm is limited by the off-gird problem. On the basis of the TLS algorithm, we now develop a semi-definite programming-total least squares (SDP-TLS) algorithm to solve the off-grid problem. In the ith iteration, we also firstly keep the error matrix E fixed. As for E i = i − I A, the problem in (19) can be rewritten as
Before we convert the problem in (23) from discrete domain to continuous domain, we define a few variables. 
and other elements in are 0. Since the sampling matrix is designed by selecting P rows from an identity matrix I M ×M , the problem (23) can be rewritten as
Then we convert the problem (24) to the continuous domain to solve the off-grid problem and it is expressed as:
From [6] , the problem (25) Re c
Solving the problem in (27) and getting the vector of variables c, the sinusoidal value of the DOAs can be estimated bŷ
Where Once the sinusoidal value of the DOAs is estimated, the sparsity coefficients S i can be recovered by:
Where A T is the array manifold matrix of the sparse array
for t i ∈T . '+' denotes the Pseudo inverse.
The error matrix E in (22) can be estimated with S i :
And i+1 can be estimated by
Updating i+1 with the estimated i+1 , we can obtain S i+1 . When the difference between the results of S i−1 and S i is smaller than a threshold ξ , the iteration terminates. This SDP-TLS algorithm is initialized with 0 = I (You can see the whole description of the algorithm SDP-TLS in Table 1 ). With the sinusoidal value we estimated in (28) and the sparsity coefficients S, we can obtain the covariance matrix of signals R in (8) and then obtain the optimal weight vector w in (11).
IV. SIMULATION
From the analysis in the sections above, we have set up the basic model of off-grid beamforming and proposed SDP-TLS algorithm to solve this problem. In this section, we will present the simulation results. First, the simulation results show the adaptive beamforming in different conditions. Then the Monte Carlo analysis on the output signal-to-interferenceplus noise ratio (SINR) of the adaptive beamforming in different situations are given. In order to verify the effectiveness of the method we proposed, the simulations of several adaptive beamforming methods are also done in the same condition for comparison. These methods include: the TLS algorithm introduced in section III.A, the sparse representation (SR) based technique [12] and the reconstruction-based method [27] . We consider a ULA with M (M=32) array antenna. The array spacing is half wavelength. We sample P array antennas from this array using a sampling matrix . The compressed sampling of the array, which also means the design of the sampling matrix , it is designed by selecting P rows from an identity matrix I randomly.
A. BEAMFORMING
In the first test, three far field narrow-band signals from different directions are received. One is the signal of interest and the direction is 5.7
• . The other two signals are interferences, the angels are −5.6
• and 25.6
• . White Gaussian noise with zero mean and covariance σ 2 will be received when the signals are received at the same time and SNR = 20 dB. For the ULA, we assume the gain/phase uncertainties are uniformly distributed as U [−0.2, 0.2] and U −20
• , 20
• . In order to show that the method we proposed can eliminate the influence of gain/phase uncertainties, we compare the results of the adaptive beamforming in different conditions: adaptive beamforming with gain/phase uncertainties for sparse array, adaptive beamforming using the method we proposed and adaptive beamforming without gain/phase uncertainties for sparse array. The results are shown in Figure 1 . The signalto-interference ratio (SIR) is 0 dB. 20 snapshots are collected. From the result of the simulation in Figure 1 , we can see that the adaptive beamforming performance based on the data VOLUME 6, 2018 reconstructed by the method we proposed can eliminate the influence of gain/phase uncertainties. Comparing with ABF with original signal for sparse array, the nulls formed in the directions of interferences by our method are deeper and the sidelobe level is lower.
B. THE MONTE CARLO ANALYSIS
In order to further verify the method we proposed, we will do the Monte Carlo analysis on the output SINR of the adaptive beamforming in different situations in this section. For all simulations in this section, three signals from different directions are received. One is the signal of interest and the direction is 5.7
• . The additive noise is the white Gaussian noise. The gain/phase uncertainties are uniformly distributed as U [−0.2, 0.2] and U −20
• . For all simulations, we do Monte Carlo analysis 100 times.
1) OUTPUT SINR WITH DIFFERENT ARRAY ELEMENTS
The number of sampled array elements affects the accuracy of signal reconstruction, which ultimately affect adaptive beamforming with the method we proposed. In this experiment, we will analyze the influence of the number of sampled array elements to our method. The Output SINR with different array elements is given in Figure 2 . The SNR is 20 dB, SIR is 0 dB and the number of snapshots is 20. The number of array elements K changes from 6 to 30. As can be seen from Figure 2 , when the number of sampled array elements is small, the output SINR is small. This is because when the number of sampled array elements is small, we get less sampling information of the signals, which will result in the loss of the expected signal in the process of the signal reconstruction. As the number of sampled array elements increases, we get more sampling information. The expected signal can be reconstructed more accurately, and the output SINR will gradually increase. When the number of sampled array elements reaches a certain condition, it can achieve the performance of the full array.
In order to better analyze the performance of our proposed method under other conditions, in the latter several simulations, for the number of sampling elements, we choose 20 uniformly.
2) OUTPUT SINR WITH DIFFERENT SNR
In this experiment, in order to evaluate the adaptive beamforming with different SNR, the Monte Carlo analysis about the output SINR is carried out. The Output SINR with different SNR is given in Figure 3 . The SIR is 0 dB and the number of snapshots is 20. The SNR changes from −20 dB to 20 dB. For comparison, the simulations of several adaptive beamforming methods: the TLS algorithm introduced in Section III.A, the SR based technique and the reconstruction-based method are also done in the same condition. From Figure 3 , it can be seen that the output SINR of the system decreases significantly when the SNR is low, because the expected signal may be lost in the process of signal recovery, so the target can not be detected accurately, and the lower the SNR, the greater the probability of loss. When the SNR is large, the output SINR increases significantly, because the expected signal can be reconstructed accurately at this time. And compared with other methods, the output SINR of our proposed method is higher.
3) OUTPUT SINR WITH DIFFERENT INR
In this experiment, in order to evaluate the adaptive beamforming with different interference-to-noise ratio (INR), the Monte Carlo analysis about the output SINR is carried out. The Output SINR with different INR is given in Figure 4 . The SNR is 20 dB and the number of snapshots is 20. The INR changes from 20 dB to 50 dB. For comparison, the simulations of several adaptive beamforming methods: the TLS algorithm introduced in section III.A, the SR based technique and the reconstruction-based method are also done in the same condition.
As can be seen from Figure 4 , when the SNR is constant and the signal is strong enough, the output SINR of the desired output signal will not change with the increase of interference. The reason is that the desired signal is not lost in the process of data recovery when the SNR is high. Although the interference signal is also recovered in the process of reconstruction, the interference signal can be suppressed by the digital beamforming technology, so the output SINR of the system does not decrease with the increase of the interference.
4) OUTPUT SINR WITH DIFFERENT SNAPSHOTS
In this experiment, in order to evaluate the adaptive beamforming with different snapshots, the Monte Carlo analysis about the output SINR is carried out. The Output SINR with different snapshots is given in Figure 5 . The SIR is 0 dB and SNR is 15 dB. The the number of snapshots changes from 10 to 100. For comparison, the simulations of several adaptive beamforming methods: the TLS algorithm introduced in section III.A, the SR based technique and the reconstruction-based method are also done in the same condition.
When the number of snapshots is small, because the expected signal may be lost in the process of signal recovery, it results in lower output SINR than the case with more snapshots. When the number of snapshots increases, the output SINR increases and tends to be stable. And compared with other methods, the output SINR of our proposed method is also higher.
V. CONCLUSIONS
In this paper, we proposed a semi-definite programmingtotal least squares (SDP-TLS) method based on compressed sensing (CS) for the adaptive beamforming with gain/phase uncertainties. The most important step in our method is to obtain the covariance matrix of the signals by estimating the amplitudes and the directions of the signals. However, the estimation of the amplitudes and the directions of the signals will be influenced by the gain/phase uncertainties and the off-grid problem. In order to solve these problems, we firstly convert the signal receiving model with gain/phase uncertainties into EIV model in discrete domain and use TLS method to solve this problem. But it can't solve the off-grid problem. Then, on the basis of the TLS method, we convert the problem from the discrete domain to the continuous domain and solve the off-grid problem. Obtaining the amplitudes and the directions of the signals, we have the covariance matrix of the signals and the weight coefficients. The simulation results show that it has a better performance under different conditions and has similar performance with the ULA.
