Introduction
The first Ecological Risk Assessment (ERA) methodologies emerged at the beginning of the 1990s with dawning awareness of the risks liable to impact ecosystems when they are exposed to substances of anthropic origin. In 1992, the United States EPA proposed an initial methodological guide for managing contaminated industrial sites. Following a certain number of works, especially those of Suter (1993) , this guide was improved to become "The Guideline for Ecological Risk Assessment" (US EPA, 1998) which has now become the reference regarding ERA (Bermond, 2002; Hayet, 2006; Rivière, 1998) . Since then, this guide has been revised by many countries and adapted to manage their polluted sites (CEAEQ, 1998 ; Environment Agency of United Kingdoms, 2003) .
In addition, methodologies have been formulated to evaluate ecological risks linked to other problems. Mention can be made of the methodology drawn up by the European Union to evaluate risks relating to chemical substances placed on the market (ECB, 2003 ; Environment Agency of United Kingdoms, 2003) , and French works on the assessment of ecotoxicological risks linked to dumping dredged sediments (Babut and Perrodin, 2001; CETMEF, 2001) , on the assessment of the ecocompatibility of using wastes (ADEME, 2002; Perrodin et al., 2000) , and on the assessment of ecotoxicological risks linked to hospital effluents (Boillot et al., , 2006 Emmanuel et al., 2005b) .
Lastly, several studies incorporating partial syntheses of methodologies used internationally for evaluating risks have been published (Hayet, 2006; RECORD, 2006) . This article first presents a synthesis of the different approaches used internationally for performing each of the four main phases common to all ecological risk assessments. The advantages and limitations of these different options are then discussed, in view to formulating methodologies in areas not yet covered by these decision aids. To conclude, perspectives for improving the tools required for these methodologies are proposed and the research works that should be given priority are identified.
Global approach and presentation of the four phases of an ERA
Most ERA methods formulated at international level are implemented with four main phases: (1) the formulation of the problem, (2) the characterisation of exposures (3) the characterisation of effects, and lastly, (4) the characterisation of the risk itself.
It is noteworthy that the characterisation of exposures and that of effects are performed in parallel but are in constant interaction (Babut and Perrodin, 2001; Rivière, 1998) .
The formulation of the problem
The problem formulation phase is fundamental. It comprises investigation and technical options, following which a highly precise plan of actions has to be established (identification of the data to be collected, the measurement and assessment techniques to be used, as well as the framework of interpretation) to carry out the subsequent phases of the ERA (Babut and Perrodin, 2001; Bermond, 2002; Emmanuel et al., 2004; Rivière, 1998) .
The characterisation of exposures
Exposure characterisation aims at determining the probability of spatial-temporal contact between pollutants and target populations (receivers) (US EPA, 1998) . It includes the analysis of sources of pollutants, the transfer of the latter from their sources, and the distribution of pollutants in the environment. Exposure depends on both the concentrations of pollutants in the environment and the characteristics and behaviour of the target organisms. Finally, it takes into account the doses absorbed by target populations. This analysis can be performed by using theoretical models of pollutant transfer and/or pollutants and/or on the basis of experimental results (Babut and Perrodin, 2001 ).
This phase results in the determination of one or more values characterising exposure. In the case of a "substance-based" approach, the term Predicted Environmental Concentration (PEC) is used, whereas in a "matrix" approach, the notion of percentage of polluted source matrix in the environment is employed (Donguy and Perrodin, 2007) . In both cases the parameter concerned is the concentration of a substance that can be expected in the environment following different inputs. Determining these values can prove complex, since account must be taken of a considerable number of phenomena liable to occur during transit via different pathways: dilution, evaporation, biodegradation, bio-accumulation, change of speciation of substances, the characteristics of the ecosystem, etc. Exposure can also be direct or indirect, short or long term, or variable or invariable through time (Donguy and Perrodin, 2006; RECORD, 2006; Rivière, 1998) .
The characterisation of effects
This phase entails defining to what extent the organisms of the target ecosystem are significantly sensitive to the pollutants to which they are exposed (Donguy and Perrodin, 2006 ). This step is mainly based on biological approaches that include bioassays. It results in the acquisition of different values of ecotoxicological effects (NOEC, CE20, CE50, etc.) making it possible to calculate, after applying an extrapolation factor, the value of absence of significant effect on the whole of the target ecosystem. This value is commonly known as the Predicted No Effect Concentration (PNEC).
The characterisation of the risk itself
The characterisation of risks is based on the results obtained during the previous phases. The basic principle is to compare the level of presence of one or more pollutants within the target ecosystem, and the severity of its, or their, effect(s) on the target ecosystems. Ideally, an uncertainty calculation is performed and linked to the result.
3. Detailed approach of the four major phases of the ERA
Problem formulation phase
This phase generally includes the following three steps (US EPA, 1998):
Step 1: Detailed description of the context and integration of the available data.
Ecological risk assessment of urban and industrial systems: A review Numerous ecological risk assessment methodologies have been developed over the last twenty years around the world for evaluating urban and industrial systems and installations, by both the organisations responsible for implementing regulations and the scientific community. Although these methodologies share the general principle underlying their use, they differ widely with respect to the approaches chosen and the resources employed to apply them. Also, they may even have different objectives: prior assessment as part of an impact study before building a new installation, or retrospective assessment, for example, in view to explaining the reasons for an impact recorded or for forecasting additional expected impacts. This article provides a synthesis of the different approaches used around the world for carrying out each of the major steps common to all ecological risk assessment methodologies. The advantages and limitations of these different options are discussed in order to provide elements for formulating any new methodology adapted to a given scenario. To conclude, perspectives for improving the tools required for these methodol-ogies are proposed, and the research works to which priority should be given are identified.
The aim of this step is to clarify the scenario studied. It entails identifying the sources of pollutant emissions, the pathways by which transfer occurs and the target ecosystems on the basis of existing knowledge (geographic and temporal limits, pollutants, targets, potential vectors, etc.).
Step 2: Selection of assessment parameters and the formulation of the conceptual model. This entails selecting the elements of target ecosystems to be protected in relation to the scenario. The conceptual model corresponds to the medium used for communication between the assessors and decision-makers, it is an approach that provides an integrated view of the scenario: selection of pollutants, emission sources, transfer pathways, target ecosystems to be protected, ratios of dilution by weight and volume, spatial and temporal scales, bioassays and the assessment endpoints considered, and the approaches used.
Step 3: Formulation of an analysis plan. This is the final step of the formulation phase which underlines the requirement to programme the assessment and interpretation of data before starting the analyses .
The type of approach used to characterise ecotoxicological effects is selected during the problem formulation phase (a substance-based approach or a matrix-based one). The substance-based approach relies on the physicochemical analysis of pollutants (e.g., lead, PCB, drugs, etc.) and uses values taken from international ecotoxicological databases, whereas the matrix-based approach considers the source of the pollutants in mixture as a whole (e.g., effluents, wastes, sediments, etc.) which is subjected to bioassays (Donguy and Perrodin, 2007) .
Exposure characterisation phase
As specified above, exposure can be characterised according to two main approaches, one based on "substance" and the other on "matrix". The substance-based approach is the more classical of the two and permits, generally without great difficulty, calculating the level of exposure of each of the organisms of the target ecosystem to each of the main pollutants present. The matrix-based approach is more complex but more realistic, not only because it allows integrating the behaviour of pollutants in mixture and within their real matrix, but also because it takes better account of phenomena that may radically change the exposure of organisms such as exposure to minor pollutants not identified when formulating the problem, exposure to pollutants adsorbed totally or partially on fine particles and/or colloids, major pollutants whose availability is barred by the physicochemical conditions of the environment, etc.
Assessment of exposure by the substance-based approach
Evaluating exposure by using a substance-based approach first requires determining environmental concentrations following the study of transfers between the source or sources of the pollution and the target ecosystems and then using the data acquired to characterise the actual exposure of the organisms.
Characterising environmental concentrations
The characterisation of environmental concentrations results from the different phenomena occurring between the sources of pollution and the target ecosystems, in particular during the transfer of pollutants in the soils of the site concerned. This characterisation requires identifying and ranking the main hydrodynamic mechanisms involved, such as convection, diffusion and dispersion (De Smedt and Wierenga, 1979; Jury and Roth, 1990; Ma and Selim, 1995; Ma and Selim, 1996; Nielsen et al., 1986; Parker and Van Genuchten, 1984) , taking account of the chemical interactions of the pollutants with the soil, such as adsorption, chelation and precipitation (Gaudet et al., 1977; Korte et al., 1976; Miller and Benson, 1983; Neville et al., 2000; Yong et al., 1992b) , as well as taking account of pollutant transfer facilitated by particles and colloids (Corapcioglu and Jiang, 1993; Grolimund and Borkovec, 2001; Hahn et al., 2004; Massoudieh and Ginn, 2008; Mc Gechan and Lewis, 2002) . This phase brings into play a wide range of models (Bai et al., 1997; Miller and Benson, 1983; Selim et al., 1999; Wen et al., 1998; Zurmühl and Durner, 1996) amongst which can be distinguished deterministic and stochastic models. Deterministic models use known input parameters (for example, water height, description of the environment), likewise for the equations characterising the modalities of pollutant transfers (for example, Darcy's law), and provide a result that can be compared with real measurements for the purposes of calibration. This type of model focuses on detailed understanding of the mechanisms involved. Stochastic models use large data sets as inputs and provide a probability as a result.
These models have given rise to different reviews of states of the art in different contexts (Hinz et al., 1998; Köhne et al., 2009; Mills et al., 1991; Sardin et al., 1991; Spencer et al., 1982; Travis and Etnier, 1981; Yong et al., 1992a ) that describe their scopes of application, performances and limitations. The limitations most usually mentioned include:
• failure to take into account interactions between substances during their transport, • failure to take into account biodegradation and/or the volatilisation of substances during their transport, • the heterogeneity of the media crossed that can lead to preferential paths not taken into account in the models.
In the strict framework of risk assessment, the difficulty resides in optimising the interface between the "outputs" of these models and the "inputs" of biological models. This is true regarding the theoretical level (linking models in cascade), that of the compatibility of temporal scales (respective characteristic times of bio-physicochemical and ecological processes), the spatial level (meshing) and the practical and experimental level.
Characterising organism exposure
This is one of the most complex phases in ecological risk assessment. Improving it depends in particular on:
• improving toxicokinetic models (assessment of the internal dose of a toxic substance on the basis of environmental concentrations), • improving knowledge on bio-accumulation in trophic chains, • and, as is often forgotten, enhancing knowledge on the characterisation of the behaviour of organisms in response to a pollutant emission (e.g., the response of mobile organisms to instantaneous peaks of transient pollution due to leaks).
3.2.4. Assessment of exposure by the matrix-based approach 3.2.4.1. Characterisation of pollutant emissions by solid matrixes. The behaviour of single or mixed pollutants in a solid matrix can be studied by a variety of tests. The main tests used to predict the emission of pollutants to receiving environments are the following (Blanchard, 2000; Jauzein et al., 1999 ):
• Batch tests (suspension of the polluted solid matrix tested in a leaching solution in a closed reactor, with a usual liquid/solid ratio of 1/10) (EN, 12457, 2003; ISO/TS, 21268-1 21268-2 21268-3, 2007) . These tests highlight the fraction of pollutants mobilised by diffusion and, when monitoring the evolution of concentration as a function of time in the liquid fraction, make it possible to determine the chemical kinetics of the solubilisation of chemical species trapped in the solid matrix. In particular, it is possible to perform selective extractions by modifying the quality of the leaching solution and obtain indications on the speciation of the chemical elements retained in the solid matrix; • Column percolation tests. These tests permit coupling convective and dispersive phenomena that play a role in the transfer of pollutants in porous media subject to flowing water under natural conditions. The relation between liquid and solid phases is often closer to that effectively observed in reality. The principle is simple: the material to be tested is placed in a column, usually cylindrical, with a fixed dry density. A leaching solution is then injected into the column from either the top or bottom. The solution collected at the outlet of the column, called the "percolate", is fractionated and analysed. The varying concentrations of the different elements sought as a function of time result from physicochemical and hydraulic processes taking place in the column. In up-flow columns the fluid circulates from the bottom of the column to the top, "drowning" the material and saturating it completely (all the pores are filled by the leaching solution). Down-flow columns, in which the material is "sprayed" from above by the leaching solution, are used to simulate non saturated environmental conditions. In this case, it is necessary to determine the fraction of the pore volume effectively filled with water. These dynamic tests are widely used on solid wastes and polluted soils. Column tests are used in many countries and are now subject to international standards (CEN/TS, 14405, 2004; ISO, 18772, 2007; ISO/TS, 21268-1 21268-2 21268-3, 2007) .
3.2.4.2. Characterising transfers of pollutants from the source to target ecosystems. In the case of a matrix-based approach, characterising the transfer of pollutants from the source to target ecosystems consists in studying the behaviour of percolates or leachates resulting from prior experimental studies performed on the transfer soils concerned. The tools used are the same as described previously (especially percolation columns), although in this case clean transfer soil is placed inside the column, after which the leachate or percolate produced beforehand is injected. In this case the retention of pollutants by the initially clean soil is estimated on the basis of the modified leachate collected at the outlet. These modified percolates are then used for exposing organisms under the conditions set out by the scenario.
3.2.4.3. Characterising organism exposure. Characterising the exposure of organisms by using experimental microcosms and mesocosms frees researchers from several of the limitations mentioned previously. These systems are sometimes designed with the sole intention of characterising organism exposure (measured with exposure biomarkers), and sometimes designed to permit characterising both exposure and its effect on organisms (see further on).
3.3. Effects characterisation phase 3.3.1. Typology of effect characterisation strategies We saw previously that the substance-based approach focuses on the physicochemical analysis of the source matrix (waste, effluent, etc.) and is based on the different pollutants (lead, PCB, chlorine, etc.) it contains, whereas the bioassay approach takes the source matrix into account as a global entity. Furthermore, each of these two approaches can be subdivided into two categories:
• the substance-based approach can be considered from two angles: the single substance-based approach, that we call the substance approach, and the substance with combined effects approach. The substance approach takes into account the effects of each of the pollutants independently, whereas the substance with combined effects approach is based on all the pollutants identified and considers their combined effects on target ecosystems.
• the bioassay approach can also be considered from two angles: a battery of bioassays is used to analyse the effects of pollutants by implementing a battery of monospecific bioassays (bioassays with only one species), whereas the multispecific bioassay approach is based on bioassays that use several species at the same time and which permit testing higher levels of biological organisation.
Ultimately, four effect characterisation strategies result from these considerations:
• the "single substance" approach,
• the "substances with combined effects" approach,
• the "battery of bioassays" approach, • the "multispecific bioassays" approach.
These four types of approach satisfy different concerns, though can also be used in synergy to obtain more global understanding of a problem. According to Simon et al. (1998) , an integrated approach is needed to determine the toxicity of an effluent for an ecosystem. The real difficulty in choosing a type of approach stems from the desire of decision-makers to have available a tool that responds to a set of criteria and that allows defining whether the health of receiving ecosystems is affected or not. According to Calow (1993) , the ideal response would be a system that takes into account the following five performance criteria: ecological realism, repeatability, reproducibility, sensitivity, reliability (precision) and robustness (ease of interpretation). A priori, no test is available as yet that fulfils all these criteria, thus leading to the need for compromise.
The single substance approach
The single substance approach is the most classical means of characterising effects. It is distinguished by three separate steps: the identification of potential pollutants (mention is also made of risk tracers), searching for effect values and, finally, the calculation of the PNEC to conclude the approach.
The first step consists in the physicochemical characterisation of the pollutant or pollutants concerned and it is sometimes performed before the ERA, when assessing the risks. Whatever the case, the difficulty lies in choosing the parameters to be analysed (due to the risk of omitting a potentially important stressor). The choice of trace pollutants takes into account the desire to cover a range of specific or diversified pollutants (organic or mineral, chemical or biological, etc.) relating to the scenario studied. It is also vital to select pollutants acting via different exposure pathways in the scenario .
The second step calls on international ecotoxicity databases. Exhaustive searching of existing ecotoxicity data is performed for each of the tracers selected, by using databases accessible on the Internet, specialised software applications such as TerraSys (Trépanier, 2005) and the scientific literature.
The last step consists in calculating the PNEC for each of the tracers, by dividing the effect factor obtained for the most sensitive organism (for each stressor) by an extrapolation factor (also called security or uncertainty factor).
Indeed, extrapolating the effects obtained with a few species to an entire ecosystem involves several uncertainties that have been identified by INERIS (1999) and Forbes and Calow (2002b) :
• inter-investigation and inter-laboratory variations, • intra-specific variations linked to the physiological status of individuals of the same species, • inter-specific variations resulting from differences of sensitivity between different species of an ecosystem to a substance, • extrapolations of toxicity from the short to the long term. Sublethal effects can occur in the long term and place a population at risk, without being detectable in the short term, • extrapolations of laboratory data that do not take into account the initial state of the ecosystem. Additive, synergistic and antagonistic effects due to the presence of other substances in the environment may play a role and modify the effects of the substance tested in the biocenosis.
The importance of extrapolation factors depends on the quantity of information available for the ecosystem. Therefore if the ecotoxicity data for species belonging to different taxonomic groups and trophic levels exist, the extrapolation factor will be lower than in the case where only a few data are available (INERIS, 1999) . Lastly, it is noteworthy that the values of extrapolation factors vary according to author (Forbes and Calow, 2002a) , and that those of the European Chemicals Bureau, depending on the available ecotoxicological data, are those most often used in Europe (ECB, 2003):
• at least one C(E)L50 of a short test for each of the three trophic levels (fish, invertebrates and algae) available → extrapolation factor = 1000, • an NOEC of a long term test (fish or invertebrates) available: extrapolation factor = 100, • two NOEC of long term tests with two species representative of two trophic levels (fish and/or invertebrates and/or algae) available → extrapolation factor = 50, • three NOEC of long term tests for at least three species representing three trophic levels (fish, invertebrates, algae) available → extrapolation factor = 10, • field data or model ecosystem available → extrapolation factor assessed case by case.
It is sometimes possible to avoid the step of seeking effect factors and replace it with "pre-calculated" PNEC values for certain tracers. The INERIS environmental database (2006) provides such values in France. This database stems from approaches taken by different countries and organisations (European Union, OECD, France -INERIS, etc.), to evaluate the environmental risks incurred by various chemical substances. It is responsible for collecting the data extracted from different files (risk assessment reports on substances on the ECB site, SIDS reports (Screening Information DataSet) on the OECD site, etc.) and making them available online (physicochemical and ecotoxicological characteristics).
Overall, the substance-based approach appears simplistic and has often been criticised. It does not take into account the combined effects of substances, nor does it provide a full or efficient assessment of their bio-availability.
The substances with combined effects approach
In most case studies, no pollutant acts alone. This is why many authors insist on the need to obtain global understanding of pollutions and take into account the combined effects of mixed substances. The "substance with combined effects" approach differs from the single substance approach by the need to carry out a preliminary study of the combined effects of the substances involved in the ERA scenario studied (or by carrying out a synthesis of existing data if sufficient). According to the types of combined effects identified, the latter can be taken into account in the calculation of a global PNEC relating to the mixture of substances composing the pollution matrix.
In the case of antagonistic of synergistic effects, combined effects can only be included in the global PNEC qualitatively.
Preliminary definitions
The concepts and theories underlying toxicological studies of mixtures have been established according to those used in a very similar discipline, namely, toxicology. The first concept was formulated by Loewe and Muischnek (1926) , and is based on the fact that when substances are in mixture the concentrations of their effects accumulate (Greco et al., 1995) . Effects prove to be additive when one substance acts as the dilution of another, i.e. the ecotoxicity of the mixture is proportional to the ecotoxicity and to the concentration of the substances in mixture (Altenburger et al., 1990) .
In 1939, Bliss introduced the notion of substance action site (on organisms). Substances act on one or more action sites to produce one or more effects (inhibition of an enzyme, inhibition of muscular activity, etc.). Consequently, a substance can act and produce an effect independently in a mixture. Each substance therefore contributes to a response or a global effect. This theory is based on the study of the modes and mechanisms of action of substances. These modes and mechanisms are responsible for the specific way in which a substance causes an effect on an organism (Suter, 2006) . Bliss (1939) therefore developed the first classification of combined effects that identifies three types of mode of action of substances in mixture:
(i) Independent joint action: the constituents act on different action sites and the biological response of a constituent is not influenced by that of another; (ii) Similar joint action: the constituents act independently on the same action sites and the biological response of a constituent is not influenced by another; (iii) Synergistic action: the response of a mixture cannot be understood through the isolated responses of constituents but depends on their combined effects (Mercier, 2002; Yang, 1994) .
On the basis of the results of Bliss' works (1939) , Plackett and Hewlett (1952) then formulated a classification for a mixture of two substances ( Table 1 ) that is still used today.
In this approach "similar joint action" means that the substances act on the same action site and while "dissimilar" means that they act on different sites. "Non-interactive" means that the biological response of a substance is not influenced by that of another (in other words the interaction is additive), "interactive" means that the biological response of a substance is influenced by that of the other and that the effects are therefore more than additive (synergistic) or less than additive (antagonistic).
Models for determining combined effects in the ecotoxicity of mixtures
Certain studies distinguish two types of mixtures: simple mixtures whose compounds are identified and low in number (less than 10) and complex mixtures with a large number of compounds (more than 10). Regarding the second type of mixture, Feron et al. (1995) recommended isolating ten of the most toxic constituents to produce a simple identified mixture. The mixture is then treated as such, without omitting higher risks of uncertainty due to the possible interactions not taken into account (Feron and Groten, 2002; Feron et al., 1995) . However, most works are currently performed on substances in pairs (hence the term binary mixtures) which permits better understanding of the problems of combined effects (Deneer, 2000) .
Two main types of models have been developed for studying "mixture ecotoxicology" (Angerville et al., 2008; Boillot and Perrodin, 2008; Emmanuel et al., 2005a; Lin et al., 2004; Mercier, 2002; Szabo, 1984; Yang, 1994) : the Concentration Addition model and the Independent Action model.
The Concentration Addition (CA) model was developed by Loewe and Muischnek (1926) for a mixture of n substances. Each substance acts in the toxicity of the mixture in proportion to its concentration. In other words, if a mixture contains three substances acting in the Table 1 Classification for a mixture of two substances (Plackett and Hewlett, 1952 same way and each of these substances is in a concentration equivalent to one third of its LC 50 for an organism, it can be expected that this mixture will kill half the organisms exposed (Suter, 2006) . The CA is used to estimate the global response of a mixture (the entire dose-response curve) but is limited to the study of a type of effect (e.g., inhibition of respiration), for a ratio of substances that remains fixed and whose global concentration varies (Barata et al., 2006) . The CA is generally defined by the following equation:
with n being the number of substances i in mixture, p i is the proportion of substance i in the mixture, CEx i is the concentration of substance i leading to x% effect and CEx mix is the concentration of the mixture leading to x% effect (in mg/l). pi can be obtained with the following equation:
with Ci being the concentration of substance i in mixture (in mg/l) and Cmix the total concentration of the mixture (in mg/l). thus we obtain:
Theoretically, the CA model can only be used for substances having the same action site, but most studies use it for all substances capable of giving the same toxicological response (Cleuvers, 2003; Faust et al., 2001 ). This model is that most used in mixture ecotoxicology (Altenburger et al., 2000; Backhaus et al., 2003; Lin et al., 2004; Vighi et al., 2003; Walter et al., 2002) .
The Independent action (IA) model was developed by Bliss (1939) . As with the CA, it permits visualising the global response of a mixture (the entire dose-response curve). The IA is based on the dissimilar action of substances in mixture (Backhaus et al., 2003; Faust et al., 2001 ). The substances act on different sites independently. This means that the effect of a compound is not modified by the presence of another (Cleuvers, 2003) . An organism will die, for example, from the effects of the substance in mixture to which it most sensitive in terms of concentration (Suter, 2006) . The IA model is also limited to the study of a type of effect, for a ratio of substances remaining fixed and whose global concentration varies (Barata et al., 2006) .
The effect of a mixture of n substances can therefore be calculated by using the following equation:
with C i being the concentration of substance i in mixture (in mg/l); E(Cmix) and E(Ci) are the effect if the mixture of n substances and substance i respectively (in % effect). The IA model implies that the substances that, in a given mixture, are in a concentration lower than their effect concentration do not contribute in any way to the global toxicity of the mixture (Backhaus et al., 2003; Cleuvers, 2003) .
It should be noted that this model is often used in mixture ecotoxicology in unison with the Concentration Addition concept (Fig. 1) , in order to determine a posteriori, the modes of action of substances in a mixture (Altenburger et al., 2000; Backhaus et al., 2003; Fraysse and Garric, 2005; Garric and Coquery, 2006; Olmstead and LeBlanc, 2005; Vighi et al., 2003) .
The TU model (Toxic Unit) entails the quantitative analysis of the effects of mixtures and was introduced by Brown (1968) and Sprague (1970) . It is based on the additivity of concentrations and permits estimating the deviation of the combined effects in relation to the additivity of the concentrations and a given effect value such as EC50 (EIFAC, 1980; Environnement Canada, 1999; Hermens and Leeuwangh, 1982; Warne, 2003) . This model, well-known to ecotoxicologists, opens the door to the TI model. According to Yang (1994) , the combined effects in a binary mixture can differ considerably as a function of the ratio of each of the constituents, and the TU and TI models make it possible to assess the combined effects of mixtures with different ratios.
The calculation of TU for substance i is done by using the following equation:
with TUi being the Toxic Unit of the substance i; Ci (ou mix ): concentration of substance i in mixture (or mix , of mixture) (in mg/l); CExi: concentration of substance i causing x% effect (in mg/l); pi: percentage of i in the mixture. The sum of TU of two substances makes it possible to assess the combined effects of the mixture of these two substances, as the ratios involved are dimensionless (Junghans et al., 2006; Warne and Schifko, 1999) . If the sum of the TU of the constituents in the mixture is equal to 1, it can be assumed that the effects of the mixture are of "concentration additivity" type regarding the organism under study. If the sum is less than 1, then it can be assumed that "antagonist concentration" effects will be obtained. If it is higher than 1, the effects will of "synergistic concentration" type.
By extending the TU model, Marking (1977) and Belkhadir (1979) contributed to the development of the TI model (Toxicity Index of additive joint action of toxicants in a mixture), also called "combination index" (I c ) or "hazard index" (HI). It permits identifying the general characteristics of interactions in a mixture of two or more compounds (Emmanuel, 2004; Yang, 1994) .
The TI of a mixture of n substances is calculated by using the following equation:
Leading to: TI = 1: the combined effects are of concentration additivity type TI N 1: the combined effects are of antagonistic concentration type TI b 1: the combined effects are of synergistic concentration type Fig. 1 . Example of a dose-response curve comparing the CA and IA to experimental results for a mixture of beta-blockers and versus the immobilisation of Ceriodaphnia dubia (Fraysse and Garric, 2005) .
The model applies to substances with the same mode of action. Lastly, it is noteworthy that the hypothesis TI = 1 (implying the additivity of effect concentrations) is often widened. Thus EIFAC (1980) proposed extending this value from 1 to ±0.5 while Deneer (2000) proposed the application of a variation factor of 2, i.e. additivity exists for the TI values within the interval [0.5-2.0]. Deneer's proposal (2000) was justified by the statistical analysis of the results of 26 studies performed from 1972 to 1998, representing a total of over 200 mixtures of which 132 were different.
3.3.6. The battery of mono-specific bioassays Contrary to substance-based approaches, the bioassay approach is based on the matrix of pollutants whose effects are characterised by tests on organisms. It is not therefore necessary to perform preliminary pollutant identification by physicochemical characterisation. This entails pertinent selection of the bioassays to be carried out and then applying them to determine the percentage of the matrix causing an effect on the target organisms. Derivation factors such as those of the TGD (ECB, 2003) are then used to calculate the percentage of the matrix having no effect on the target organisms.
Historically, the first laboratory tests aimed at assessing lethal effects (acute effects) and sublethal effects (chronic effects) of a given substance on organisms obtained from cultures or bred in the laboratory. More recently, these tests have been used to assess the ecotoxicity of complex liquid and solid matrixes such as effluents, wastes and polluted soils (Volatier, 2004) . These assessments are carried out for different reasons: the management of waste, soils and polluted sites; the utilisation of sludges for agriculture; classifying wastes; and characterising pollution sources in framework of an ERA.
Mono-specific bioassays are performed under experimental conditions that are biotic (species, age) and abiotic (temperature, photoperiod, type of lighting, length of exposure, physicochemical composition of the environment) conditions that are controlled and often standardised. On the one hand, this allows fixing and controlling as well as possible factors known to cause a response from organisms and, on the other hand, comparing the results obtained, especially from different pollutants and between laboratories (Clément, 2006; Taub, 1989; Volatier, 2004) . They fulfil criteria of repeatability, reproducibility, reliability and robustness as well as possible. There is no further need to prove the usefulness of monospecific tests for characterising substances and complex matrixes with respect to their intrinsic ecotoxicity. They have been demonstrated as essential for obtaining information on concentrations (of a substance or matrix) and lengths of exposure leading to effects on the mortality, reproduction, physiology and behaviour of an organism (Cairns, 1983) . The sensitivity of each species of organism is specific. The "grail" of a bioassay universally sensitive to every pollutant has been abandoned (Cairns, 1986) and bioassays are now frequently linked to create batteries of bioassays. They therefore make it possible to perform full screening of the potential toxicity of the matrix or pollutants concerned.
During an ERA, the principle most often employed is that which states "protecting the most sensitive species means protecting all species and, by consequence, the ecosystems targeted". The scientific community therefore uses this basis to choose the most sensitive bioassay of the battery to perform an ERA. However, even when performed in battery, mono-specific assays cannot reproduce all the characteristics of an ecosystem. Indeed, only a small percentage of organisms (less than 1%) can be kept in a laboratory and satisfy the experimental conditions required for carrying out a bioassay (for example, that of having less than 10% mortality in the control batch) (Cairns, 1983) . Furthermore, these tests are not representative of the phenomena of competition, predation, changes of function within communities, energy flows or food cycles. Despite their theoretical shortcomings, monospecific bioassays have proven to be remarkably efficient for estimating responses at high levels of biological organisation (Cairns, 1983) .
According to Maltby (1999) , an overriding question remains: What organisms should be used? Selecting a battery of bioassays appears vital in order to characterise pertinent effects. A large number of batteries of bioassays have been proposed in the literature for different fields of study and matrixes. Mention can be made of those relating to (1) substances (Davoren and Fogarty, 2004; Kim et al., 2007; Radix et al., 2000) ; (2) effluents (Andrén et al., 1998; Naudin et al., 1995; Persoone et al., 2003; Ren and Frymier, 2003) ; (3) sediments (Davoren et al., 2005) ; (4) wastes (Clément et al., 1996; Isidori et al., 2003; Pandard et al., 2006; Rojícková-Padrtová et al., 1998) ; and (5) soils, sludges and composts (Juvonen et al., 2000; Schaefer, 2004) .
Each team puts forward its own battery defined according to its own criteria. Confronted by this multitude of batteries of bioessais, the ADEME in France decided to take stock of the issue. A method for selecting biological toxicity and genotoxicity tests adapted to different scenarios was developed on the basis of studies of 177 publications (ADEME, 2005). This approach was described in an article published by Charissou et al. (2006) : a battery of bioassays must be composed of at least three different species or must comprise at least three criteria of effects measured on the same species. In every case, whatever the combination of species and/or effect criteria, the battery must result in at least three biologically different responses. Regarding the choice of tests, two methods are highlighted in the literature:
• an a priori method: the choice of tests is based on predefined criteria, • an a posteriori method: the choice of tests is decided on the basis of results from a wide-ranging series of samples and bioassays.
According to Charissou et al. (2006) , it is necessary to formulate a battery in order to combine these two approaches. The optimal approach towards formulating a battery of bioassays can be divided into five steps . Firstly, the a priori selection of tests must be in line with the goal sought in using the results, also called the scenario. The selection criteria must be ranked (structure, redundancy, ease of implementation, etc.) as a function of this finality. Table 2 shows the different selection criteria on the one hand, and the classification of Once the battery has been decided, it is implemented in the experimental phase (
Step 2). At the end of the second phase, a statistical analysis of the results (Step 3) is conducted to select the bioassays chosen during
Step 1 that appear to be the most pertinent in relation to the scenario considered (Step 4). This entails an a posteriori selection. Finally, the choice of optimal battery is made by incorporating expert judgement (Step 5).
Regarding the effect values (or rather non-effect), those used most often are EC20 and NOEC (ECB, 2003; Ferrari et al., 2004; HallingSørensen, 2000; Han et al., 2006; Maltby, 1999; Steger-Hartmann et al., 1999) . However, the choice of effect value regularly gives rise to controversy and the scientific community has not yet reached consensus on the subject (Chapman, 2000; Isnard et al., 2001) . It entails defining the threshold percentage from which an effect considered significant occurs on the health of an ecosystem in the light of results obtained from a battery of bioassays. Nonetheless, the definition of an ecosystem in good health remains unclear. This widely debated issue not only falls within the scope of scientific investigation but also raises ethical and socioeconomic interrogations (Calow, 1992; Xu et al., 1999) for which there are no ready answers.
Furthermore, regarding the batteries of bioassays, several aspects have to be taken into account: they are unrepresentative of the natural environment and usually (though not always) more sensitive (Chapman, 2000) . The use of NOEC and LOEC is often criticised since not only do these values depend on the range of concentrations and the number of replicates chosen, it is also impossible to attach a confidence interval to them (Bruijn and Van Leeuwangh, 1996; Chapman et al., 1996; Isnard et al., 2001; Jensen et al., 2001) .
The advantage of CEX values is that they can be obtained from experimental results, by statistical regression methods. It is acknowledged that EC50 is the most reliable value from the statistical standpoint (Bruijn and Van Leeuwangh, 1996; Isnard et al., 2001 ). However, this value is very distant from the NOEC, whereas from the ethical standpoint, protecting only 50% of organisms in the aquatic environment is unimaginable. EC10 and sometimes EC05 or EC20 tend to be used more often (Pandard et al., 2000; Richards and Cole, 2006; Van Beelen et al., 2001 ) though their statistical significance is often subject to criticism (especially in the case of EC05). Van Beelen and Fleuren-Kemilä (1999) used EC10 in the framework of an ERA and considered them as being "more or less equivalent to NOEC". The study of 27 ecotoxicity datasets by Isnard et al. (2001) showed that EC10 and EC05 were values closest to NOEC. Conversely, these values are highly dependent on the regression model chosen and the confidence intervals linked to these values are often high.
Another question concerns the legitimacy of giving the same percentage of effect to every species. Indeed, one may ask whether it possible to consider that 5% inhibition in algae growth is equivalent to 5% mortality in fish (Bruijn and Van Leeuwangh, 1996) ? A recent study performed in the framework of standard ISO/DIS 17616 (2006) , answered this question by identifying modulated biological significance thresholds (between 20 and 30% - Table 3 ) as a function of the type of bioassay and the effect criteria measured.
The multi-specific bioassay approach
Multi-specific bioassays are adapted to characterising the intrinsic ecotoxicity of a complex matrix, evaluating the physiological response of an organism in relation to a toxic substance, studying the interactions of different sources of stress, studying physiological acclimatisation and genetic adaptation through the development of tolerance and co-tolerance of organisms in response to a stress and, lastly, studying bioaccumulation phenomena (Cairns et al., 1996) . Nonetheless, doubts have been expressed regarding their use for characterising and predicting effects at higher levels of biological organisation such as natural ecosystems (Cairns, 1983; Volatier, 2004) . According to Taub (1997) , even when used in battery, mono-specific bioassays cannot constitute a tool capable of predicting the effects of a toxic substance on natural ecosystems. The response of the latter cannot be predicted on the basis of several species tested in isolation in the laboratory, since the functioning of natural ecosystems depends on the processing involved at different levels of biological organisations, those of individuals, populations, communities and the ecosystem (Cairns, 1992; Clément, 2006) . Pratt et al. (1987) asserted that they cannot be used alone as valid tools for predicting environmental risks, although they remain essential.
One of the key questions is therefore: Do the effects observed at the scale of an individual in the framework of mono-specific tests allow predicting the effects on populations and communities given that the latter are assessed on the basis of other criteria such as composition, structure and productivity (Cairns et al., 1996) ? The fact of isolating a species eliminates the relations existing between species, and between species and the natural environment. Thus tests carried out at higher levels of biological organisation reveal characteristics that are not observed when an organism is studied in isolation (Cairns and Pratt, 1993) . Lastly, compensation phenomena exist that ensure the functionality of the natural ecosystem is maintained, by allowing other species to take over from those that have been disturbed (Vasseur, 2000) . The potential for organisms to adapt, generally observed during frequent and/or prolonged exposure, must also be taken into account (Volatier, 2004) . Consequently, Cairns et al. (1996) noted that work at higher biological levels was necessary and complemented that done by using mono-specific bioassays.
Contrary to mono-specific tests, in situ studies allow studying the impacts of contamination on an environment by one or more toxic substance under real conditions. However, such studies lead to major experimental problems and are very expensive to perform (Clément, 2006) . Multi-specific bioassays (mesocosms and microcosms) provide an intermediate working scale. They reproduce artificially closed ecosystems by introducing abiotic components and several species representative of the trophic levels of the aquatic environment simulated (Caquet et al., 1996) . Thus they allow controlling certain physicochemical factors (temperature, photoperiods, pH, oxygenation, etc.) . It is noteworthy that the distinction between microcosm and mesocosm depends for the most part on the size of the systems constituted, which in turn influences the quality of the control (Caquet et al., 2000; Petersen et al., 1999) . Contrary to mono-specific bioassays, tests performed at the scale of a community or an ecosystem are Increase of induction rate by a factor of 2 Increase of induction rate by a factor of 2 always more difficult to reproduce and are more expensive (Cairns et al., 1996) . The pertinence of biodescriptors and the spatial-temporal scale chosen influence the reliability of microcosm results. Hence, according to Carpenter (1996) , the use of microcosm results can lead to major errors of appreciation. As for Calow (1996) , he states that the results of a multi-specific test are not necessarily more generalisable than those of mono-specific tests.
In the domain of aquatic ecotoxicology, few microcosm or mesocosm tests are performed under standardised conditions. Their design and size vary from one research team to another and are performed case by case, according to the objectives of the study being performed (Cairns and Cherry, 1993; Crossland and La Point, 1992) . They can simulate lentic or lotic ecosystems, have variable volumes and more or less diverse organisms; furthermore, and the biodescriptors chosen are also very variable. Several studies have identified different types of microcosm, mesocosm and other multi-specific tests (Cairns and Cherry, 1993; Clément, 2006; Crossland and La Point, 1992; Triffault-Bouchet, 2004 ) and the following classification based on the volumes of systems can be proposed:
-150 millilitre systems (Parent-Raoult et al., 2004; Volatier, 2004) , -1 litre system (Leffler, 1981) , -2 litre systems (Cauzzi, 2007; Clément and Cadier, 1998) , -3 litre systems (Taub, 1989) , -7.5 litre systems (Pratt et al., 1987) , -100 litre systems (Cauzzi, 2007; Clément et al., 2005; TriffaultBouchet, 2004 ), -600 litre systems (Van den Brink et al., 2002) , -180 litre "gravel" systems (Clément, 2006) , -Artificial canals (Brunet, 2000; Kreutzweiser et al., 1995; ParentRaoult et al., 2004) , -Artificial rivers (Belanger et al., 2004; Rier and Stevenson, 2006; Volatier, 2004) , -8 m 3 systems (Caquet et al., 2001 ), -12 m 3 systems (Caquet et al., 1996) .
The final characterisation of risks
According to operational constraints and the available data, several main types of method can be used (Babut and Perrodin, 2001 ; US EPA, 1998):
• qualitative methods characterise risk in two or three categories, for example strong/weak/average, most usually on the basis of an expert judgement (Rivière, 1998) . They can be used for comparative approaches (e.g., two types of contamination), • methods that integrate the entire pollutant/response relation permit estimating the level of risk linked to a given level of exposure. These methods are especially useful for testing several possibilities of risk reduction, or in the case of different exposure concentrations (as a function of time or geographic area) and/or effect (chronic/ acute) Solomon et al., 1996) .
• the risk quotient method, however, is that most used. It is applied by calculating a Risk Factor (RF) applied to both substance-based approaches and bioassay approaches. This factor is calculated as follows:
Thus calculating the RF allows distinguishing cases in which environments are:
• compatible with the practises observed without exposing the target ecosystems to excessive risk levels: the risk is deemed "acceptable" when RF ≤ 1; • incompatible with the practises observed without exposing the target ecosystems to excessive risk levels: the risk is deemed "unacceptable" when RF N 1.
This method is fast and a good means of communicating the results. However, it is a relatively cursory way of characterising risk (Babut and Perrodin, 2001; US EPA, 1998) as it is based on several simplifications:
• the effects and exposure are both simplified in one value, which can mask conceptual biases, for example, fluctuations of exposure concentrations; • indirect effects are not easily taken into account, for example, eutrophication.
Synthesis and discussion

Possible strategies
When starting the study of a new scenario, it is therefore possible to choose from a wide range of approaches to characterise both exposure and effects, in view to formulating a global strategy for the ecological risk assessment to be applied. Tables 4a, 4b , 4c below provides a synthesis of these approaches, and presents the advantages and disadvantages linked to each approach.
Finally, the global strategy will be defined according to these advantages and disadvantages, and also as a function of a multitude of criteria specific to the scenario to be studied (type and complexity of the pollution, type of polluted matrix, type of ecosystem potentially impacted, available budget, available competences and experimental resources, etc.).
It should be noted, nonetheless, that substance and matrix approaches are not necessarily exclusive, and that it is quite possible and relevant to implement them at the same time or one after the other. Therefore, when using the two approaches in parallel, the substance approach can be used to explain the results obtained with the matrix approach. As for their implementation in succession (the substance approach followed by the matrix approach), this is akin to an iterative approach in which the approximate results obtained quickly during the first step can then be dealt with in more detail in the second step. This may apply to all or a part of the problem dealt with.
Discussion on taking combined effects into account
Simultaneous studies performed on IA and CA models show globally that CA overestimates the ecotoxicity of a mixture whereas IA underestimates it (Junghans et al., 2006; Nirmalakhandan et al., 1997; Olmstead and LeBlanc, 2005) . Olmstead and LeBlanc (2005) consider that the ecotoxicity of mixtures of polycyclic aromatic compounds would be better represented by IA. Regarding mixtures of pesticides, Junghans et al. (2006) evaluated a mean difference between CA and IA of 1.3 and a maximal factor between the EC50 values calculated by these two models of 2.5. The authors concluded that the estimation of effects of pesticide mixtures (independently of their modes of action) by using CA ensured protection without overestimating it. A study by Nirmalakhandan et al. (1997) confirmed this result by revealing that estimating the ecotoxicity of a mixture by CA never exceeds the experimental ecotoxicity of mixtures by an error factor of 1.4. Barata et al. (2006) , stated that the responses estimated with IA would always be closer to reality for effects on organism survival. Lastly, Groten et al. (2001) demonstrated that dependence on biological response above all occurs when the substances composing the mixture play a role in enzymatic biotransformation or act on metabolism.
It appears obvious that most studies are based on concentration additivity, considered as a sufficient approach for modelling the ecotoxicity of mixtures. It generally leads to the conclusion that additivity or a deviation of additivity exists, the latter implying antagonism or Allows taking into account all the specific features of the site concerned.
Limitations Unrealistic approaches Expensive approaches
Very approximative results Results sometimes unrealistic.
Results depend on the quality of the theoretical models used.
Results depend on the quality of the experimental models used. Approach possible only for a posteriori assessment.
Possible interference factors not taken into account.
synergism between effect concentrations. According to Ross and Warne (1997) , concentration additivity can be verified for 70 to 80% of mixtures, 10 to 15% of mixtures have antagonistic concentration effects, while the same values hold for the synergistic effects of concentrations. Jensen and Sverdrup (2002) , showed that the surfactant LAS had no synergistic or antagonistic effect of concentrations on the toxicity of benzopyrene on Folsomia fimetaria. The EIFAC (1980) examined the toxicity of 76 mixtures on fish and found a TI between 0.4 and 26. 87% of these mixtures fell within the interval 0.5-1.5 with a median TI of 0.95. A study by Deneer (2000) on more than 200 mixtures of pesticides in pairs concluded that 90% of the mixtures satisfied the principle of concentration additivity. Deviations towards increased effect were more common than towards decreased effect. Studies focusing on mixtures of substances or phytopharmaceutical compounds (acute, chronic, short and long term toxicity; mutagenesis and reproductive toxicity) have demonstrated variable combined effects (Mercier, 2002; Warne, 2003; Warne and Hawker, 1995) . However, concentration additivity was encountered more frequently. A study by Warne and Hawker (1995) also showed that the higher the number of chemical substances in a mixture, the greater the probability of interactions liable to lead to concentration additivity effects. However, there are exceptions to concentration additivity. Otitoloju (2002) found combined antagonistic type effects of concentrations for binary mixtures of metals on Tympanotonus fuscatu. Lewis (1992) reported that the combined effects of mixtures of surfactants/oil generally gave rise to synergism between concentrations. According to Suter (2006) , most studies report antagonistic effects although cases of synergism exist. He added that substances exhibit different action mechanisms according to the type of exposure (acute or chronic).
Discussion on effects rarely taken into account
Bioaccumulation in trophic chains
Bioaccumulation is an important phenomenon in terms of its impact on ecosystems, though it is rarely taken into account in ecological risk assessments. It should be emphasised that the meaning of the term bioaccumulation differs from those of bioconcentration and biomagnification. Bioconcentration means the accumulation by an aquatic organism of substances at a concentration higher than that measured in the water in which it lives. It only takes into account contamination linked to the dissolution of a product in water. Bioaccumulation has a wider meaning that takes into account the sum of direct absorptions of a substance by respiration, the transcutaneous pathway, etc., and by feeding. On the contrary, biomagnification means the phenomenon of accumulating a substance throughout the food chain. The ingestion of contaminated foods leads to increased concentrations of the substance at every level Interactions between substances taken into account. Better account taken of the role of the environment and bioavailability.
The fastest and least costly assessment.
Fast assessment with account taken of interactions (synergy, antagonism, etc.) between substances (if data are available).
Good compromise between the simplicity of tests and information collected.
Better account taken of the effects of pollutants on the dynamics of communities (competition, biomagnification, etc.).
Limitations Little or poor account taken of the role played by the environment and bioavailability. Poor choice of tracers can lead to faulty assessment.
No information available on the individual effects of the substances present.
No account taken of combined effects. Least ecologically realistic method.
Only qualitative account taken of effects if the effects are not additive.
Tests with standard environments and single organisms. Absence of competitors, predators, parasites, etc.
Results difficult to interpret. Table 6 Estimation of the trophic level of the waters of a lentic biotope as a function of their content in phosphorous (Ryding and Raste, 1994 of the trophic network. Therefore predators are the species most exposed to these types of contaminants. The distinction between the two processes, bioconcentration/bioaccumulation and biomagnification, is important as they do not lead to the same risks. Thus certain PAHs, as opposed to PCB's, dioxins and insecticides, are bioaccumulable but do not accumulate throughout the trophic chain and so do not lead to increased risk for the predators situated at the end of the chain (Chapman, 2000) . This bioaccumulation is difficult to evaluate experimentally. At present, the most widespread means of estimating the impact of bioaccumulation on organisms is to interpret the bioconcentration factor (BCF). This parameter is relatively easy to quantify (experimentally or by modelling), and it allows appreciating the potential of a substance dissolved in water to concentrate in an aquatic organism. Some authors have proposed comparing the BCF to a threshold value (Table 5 ) in order to appreciate whether a substance can bioaccumulate massively in an organism and represent a risk for it (Table 5 ).
Eutrophication
Eutrophication designates the imbalance resulting from the excessive inflow of nutrients, in particular phosphorous and nitrogen. Since phosphorous is a generally limiting factor in natural aquatic environments (Liebig's law), the dramatic increase of eutrophication is caused by its compounds, especially phosphates. Eutrophication can be broken down into three steps:
• phosphates and nitrates are discharged into the aquatic environment;
• the water enriched by them permits the rapid multiplication of aquatic plants and the proliferation of algae in particular; • as the stock of oxygen is very limited in water, it is rapidly exhausted during periods when the respiration of organisms and the decomposition of materials produced exceeds production by photosynthesis and possible exchanges with atmospheric oxygen.
The possible development of floating plants, such as duckweed, can also prevent the passage of light and thus photosynthesis in the lower layers of water. It can also impede exchanges with the atmosphere. These phenomena cause the aquatic environment to become hypoxic and then anoxic, favouring the appearance of reducing compounds and harmful gases (mercaptans, methane, NH 3 ). Such situations often favour the proliferation of toxic algae. Finally, these different phenomena can result in the death of aerobic aquatic organisms (fish, crustaceans, plants) whose decomposition and oxygen consumption amplify the imbalance.
When evaluating the risk of eutrophication, it is generally considered that the content of phosphorous in an aquatic biotope permits predicting the level of eutrophication in its water. By way of example, it is possible to determine the trophic state of a lake as a function of the phosphorous contents given in Table 6 . Besides the content in phosphorous, the table also gives the content in chlorophyll and the level of water transparency which are the usual indicators of this state in limnic ecology (Table 6 ).
Conclusion and outlook for research
The ERA is a relatively recent tool that is attracting attention from an increasing number of professionals (managers of polluted sites, designers of transport infrastructures and urban development, managers of industrial and urban waste and effluents, government departments responsible for monitoring anthropised environments, etc.). It is a useful tool for enhancing knowledge on how the complex system studied functions, and for identifying the critical points and/or periods requiring priority action. However, it is also a tool that leaves much room for improvement and a great deal of research is necessary in a wide range of fields to strengthen its performance. The works required regarding the substance-based approach are mostly mechanistic (the behaviour mechanisms of pollutants in the environment intervening between the source and the target ecosystem, the bioavailability of substances, the mechanisms of interactions between substances, bioaccumulation mechanisms in food chains, etc.). By contrast, works relating to the matrix-based approach include, moreover, investigations on the synergy and representativeness of the batteries of bioassays to be selected for a given scenario, on the conditions of implementing bioassays on polluted matrixes (solid or liquid), and on the impact of these conditions (e.g. filtration or not of colloids before testing) on the assessment.
These works all contribute towards improving knowledge on how complex systems function with respect to the scenarios studied. These systems comprise one or more target ecosystems that are also complex systems subject to a given disturbance. Furthermore, this disturbance is seldom simple (complexity of exposure) and requires adapting not only the procedures used to implement classical ecotoxicological tools, but their configurations too. By way of example, it is rare in the field to observe ecosystems subjected to constant concentration levels, and although a range of concentrations is used, bioassays are usually performed with a constant concentration in each flask throughout the experiment conducted.
In order to characterise environmental concentrations, attention is essentially focused on optimising the interfaces between the "outputs" of these models and the "inputs" of biological models. This is true from the theoretical standpoint (linking models in cascade), from that of the compatibility of temporal scales (respective characteristic times of bio-physicochemical and ecological processes) and from spatial (meshing) practical and experimental standpoints. For example, regarding the latter, up to now no team has found a perfectly satisfactory technique for conserving simulated percolates resulting from transfer studies in view to performing ecotoxicity tests. All the methods tested in different research programmes (cold storage, freezing, X-ray sterilisation, etc.) have proved incompatible with the objectives of the study concerned (impossibility of using toxic substances to sterilise the environment, etc.), or led to a change, moreover random, in liquid samples between two types of test.
Achieving better characterisation of the exposure of organisms will depend on:
• improving toxicokinetic models (evaluating the internal dose of a toxic substance on the basis of environmental concentrations), • improving knowledge of bioaccumulation in food chains, • and, something that is often forgotten, progress in knowledge relating to the characterisation of organism behaviour in response to an emission of pollutants (e.g., instantaneous peaks of transient pollution due to leaks).
The matrix approach, which includes bioassays on polluted solid or liquid materials, permits partially overcoming these difficulties, especially if it is employed in exposure conditions close to reality (mesocosms, etc.).
Regarding final risk characterisation, research requirements are essentially:
• the need to calibrate and test sensitivity, then to validate 1 the global risk assessment model; • the need to improve estimating the uncertainty linked to the result, something that is always difficult.
Fundamentally interdisciplinary, future research in ERA will also require adapting the classical protocols implemented in the different disciplines concerned, especially in that of ecotoxicology, so as to make them compatible with each other, and optimise the interfaces between the different modules of the overall methodology.
