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COUNTING DE BRUIJN SEQUENCES AS
PERTURBATIONS OF LINEAR RECURSIONS
DON COPPERSMITH, ROBERT C. RHOADES, AND JEFFREY M. VANDERKAM
Abstract. Every binary De Bruijn sequence of order n satisfies a re-
cursion 0 = xn+x0+ g(xn−1, . . . , x1). Given a function f on n− 1 bits,
let N(f ; r) be the number of functions generating a De Bruijn sequence
of order n which are obtained by changing r locations in the truth table
of f . We prove a formula for the generating function
∑
r
N(ℓ; r)yr when
ℓ is a linear function.
The proof uses a weighted Matrix Tree Theorem and a description of
the in-trees (or rooted trees) in the n-bit De Bruijn graph as perturba-
tions of the Hamiltonian paths in the same graph.
1. Introduction and Statement of Result
A (binary) De Bruijn sequence of order n is an infinite 0/1 sequence with
period 2n such that every n long pattern appears exactly once in a period.
The appearance of De Bruijn sequences can be traced back to at least 1869,
to the invention of a Sanskrit word designed to help students remember all
three-syllable meters [19, Section 7.2.1.7]. In the last 100 years De Bruijn
sequences have found application in diverse areas such as robotic vision,
cryptography, DNA sequencing, and even magic [5, Chapters 2 and 3,]. For
an overview of the history of De Bruijn sequences the reader may consult
[19, Section 7.2.1.1] and [11, 27, 29].
Every De Bruijn sequence of order n, (. . . , x−1, x0, x1, x2, . . .), satisfies an
n-bit recursion
xi+n = xi + g(xi+n−1, . . . , xi+1),
with g : Fn−12 → F2. For example, the two De Bruijn sequences of order 3
are
. . . 10111000 . . . and . . . 11101000 . . .
The recursions for these two sequences are
xi+3 = xi + xi+1 + xi+1 xi+2 and xi+3 = xi + xi+2 + xi+1 xi+2,
where x = 1+ x when x ∈ F2. Each of these recursions is nearly linear. For
instance, the distance between x1 and the first function is only one, because
x1 + x1 x2 = x1, except when x1 = x2 = 0.
In 1894 Flye Sainte-Marie [6] showed the number of sequences, up to
cyclic equivalence, is 22
n−1−n. This was rediscovered by De Bruijn in 1946
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[3, 4]1. This paper provides a generalization of the 1894 result by counting
De Bruijn sequence recursions which differ from a given linear recursion in
exactly k inputs to the functions.
Let S(n) be the set of functions from Fn−12 → F2 that generate a De Bruijn
sequence of order n. For example, S(3) = {x1 + x1 x2, x2 + x1 x2}. For
f : Fn−12 → F2, define S(f ; k) to be the set of g ∈ S(n) such that the weight
of g + f is k. The weight of a function is the number of ones in the truth
table. In other words, the weight of f + g is the number of disagreements
between the functions f and g. Moreover, let N(f ; k) = |S(f ; k)| and
(1) G(f ; y) :=
∑
k
N(f ; k)yk.
For example, if n = 3 and f = x1, then S(x1; 0) = S(x1; 2) = S(x1; 4) = ∅,
S(x1; 1) = {x1+x1 x2}, and S(x1; 3) = {x2+x1 x2}. Thus, G(x1; y) = y+y
3.
The following notation is used to describe the main theorem of this paper.
Given f : Fn−12 → F2, let C(f) denote the set of sequences, up to cyclic
equivalence, satisfying xi+n = xi+f(xi+n−1, . . . , xi+1). A necklace of length
r is an equivalence class of strings of length r consisting of 0s and 1s, taking
all cyclic rotations as equivalent. A necklace of length r is primitive if it is
not periodic for any p < r. Thus, each element of C(f) is represented by a
primitive necklace class. For any c ∈ C(f) let d(c) be the number of ones
in the primitive necklace class representing c.
Theorem 1.1. Let ℓ : Fn−12 → F2 be a linear function with constant term
equal to 0. Then
G(ℓ; y) =
∑
k
N(ℓ; k)yk = 2−n
∏
c∈C(ℓ)
pd(c)(y),
where pk(y) = (1 + y)
k − (1− y)k for k > 0 and p0(y) = 1.
Remark. For each linear function ℓ : Fn−12 → F2 this theorem gives a refine-
ment of the 1894 result of Flye Sainte-Marie, since evaluating the generating
function at y = 1 gives the total number of De Bruijn sequences of order n,
namely 22
n−1−n.
Remark. The analogous claim for linear ℓ with nonzero constant term follows
from the fact that G(ℓ; y) = y2
n−1
·G(1 + ℓ; y−1).
Remark. Mayhew [21, 22, 23, 24], Fredricksen [11], Hauge and Mykkeltveit
[14, 15] and others have considered the sets S(0n; k) where 0n is the (n−1)-
bit zero function. Theorem 1.1 specializes to the following formula for the
zero function:
G(0n; y) =
1
2n
∏
i
pi(y)
en,i
1Also in 1946, the existence of such sequences (and generalizations to other alphabets)
was rediscovered by Good [12]. More recently, many interesting analogs with more general
combinatorial structures than binary strings have been investigated. See, for instance, [2].
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where
en,i =
∑
d|n
L(d, i)
and L(d, i) is the number of primitive necklace classes of length d with i
ones and d− i zeros.
Remark. When a linear function ℓ : Fn−12 → F2 generates a (2
n−1)-periodic
sequence without a run of n zeros the theorem gives
G(ℓ; y) =
1
2n
(
(1 + y)2
n−1
− (1− y)2
n−1
)
which was proved previously by Michael Fryers in 2015 [7]. Fryers’ result can
be viewed as a generalization of the result of Helleseth and Kløve [16], which
computes N(ℓ; 3) for any such linear ℓ. This case was conjectured by the
second author upon comparison with random permutations [13]. Moreover,
Fryers’ result, combined with experimental data for the zero function (see
[21, 23, 24]), led to a conjecture for the formula in Theorem 1.1.
Remark. Recent works have considered modifying linear recursive sequences
or other understood sequences to produce De Bruijn sequences. See, for
instance, [20] and [26].
The proof of the theorem has three ingredients. The first ingredient is a
correspondence between rooted spanning trees in the n-bit De Bruijn graph
and Hamiltonian paths in the same graph. The basic construction is in [25]
and [8, Chapter VI]. We recall this in Section 2. The second ingredient in our
proof is a Matrix Tree Theorem. Such theorems are a common ingredient in
many of the proofs enumerating De Bruijn sequences (see, for instance, [28]).
Here, we use a weighted version of the Matrix Tree Theorem, which appears
to go back to Maxwell and Kirchhoff [1, 17, 18] (see Section 3). Finally,
the computation of the determinant arising in the Matrix Tree Theorem is
established by moving to the character domain. The final ingredient results
in a shift from the Fibonacci stepping linear recursion to the corresponding
Galois stepping linear recursion. This is the only place in our proof where
the linearity of ℓ arises. See Section 4 for the details.
Acknowledgments
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2. Hamiltonian Paths and In-Trees
The n-bit De Bruijn graph, denoted Gn, is a 2-in 2-out directed graph
with 2n vertices corresponding to elements of Fn2 and an edge xn−1 . . .
x1x0 → xnxn−1 . . . x1 for all choices of xn, . . . , x1, x0 ∈ F2. Every binary
De Bruijn sequence of order n uniquely corresponds to a Hamiltonian tour
through the vertices of Gn. In turn, this tour gives a unique in-tree with root
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0 = 0 . . . 0 ∈ Fn2 . An in-tree T of Gn is a subgraph of Gn such that (1) T
contains exactly 2n−1 edges and (2) every vertex other than 0 is connected
to 0 by a directed path in T .
For example, the De Bruijn sequence . . . 11101000 of order three corre-
sponds to the in-tree
100→ 010→ 101→ 110→ 111→ 011→ 001→ 000.
The Hamiltonian tour corresponding to this in-tree is obtained by adding
the edge from 000 → 100, thus completing the cycle. In general, the in-
tree is obtained from the Hamiltonian tour by removing the edge from 0 to
10 . . . 0.
The following lemma and theorem show how to obtain all in-trees in
Gn with root 0 from the De Bruijn sequences of order n. The approach
is contained in [25] or [8, Chatper VI], but are proven here to keep the
exposition self-contained. Let Hn be the set of in-trees rooted at 0 which
are constructed by removing the edge 0→ 10 . . . 0 in a Hamiltonian path of
Gn.
Given H ∈ Hn, an edge a → b of Gn is consistent with H if H visits a
before b. For each H ∈ Hn define Λ(H) to be the set of all in-trees of Gn
rooted at 0 all of whose edges are consistent with H.
Theorem 2.1. Let Λn be the set of all in-trees rooted at 0 in Gn. Then
Λn =
⋃
H∈Hn
Λ(H) and Λ(H1) ∩ Λ(H2) = ∅ for all H1,H2 ∈ Hn whenever
H1 6= H2.
Moreover, let
S(H) := {Xa ∈ Fn2 : Xa occurs before Xa in H and X 6= 0}.
Then each element of Λ(H) is obtained by changing the out-edges of a unique
subset of vertices in S(H). Moreover, |S(H)| = 2n−1 − 1 and |Λ(H)| =
22
n−1−1.
Theorem 2.1 will be established via a counting argument. However, before
turning to the proof we discuss the set of graphs Ω(H) for H ∈ Hn which
are obtained by modifying the out-edge of any subset of elements of S(H).
Theorem 2.1 claims that each element of Ω(H) is an in-tree consistent with
H; this is established in the following lemma.
Lemma 2.1. Let H ∈ Hn and let S(H) and Ω(H) be defined as above.
Then each T ∈ Ω(H) is an in-tree consistent with H.
Proof. Let T be obtained from H ∈ Hn by modifying the out-edges from
the states in S ⊂ S(H). It is easy to see that every node of Gn has a path
in T to 0 because it is true for H. Moreover, no loops can exist in T . Thus
T is an in-tree.
To see that T is consistent with H, consider an edge in T , say Xa→ bX.
If Xa 6∈ S, then Xa→ bX is in H and is thus consistent with H. If Xa ∈ S,
then Xa → bX and Xa → bX are edges in H, but Xa appears before Xa,
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thus the edge Xa → bX is consistent with H. Therefore, each element of
Ω(H) is an in-tree consistent with H. 
The following lemmas are useful.
Lemma 2.2. Let H ∈ Hn. Suppose X 6= 0 and Xa ∈ S(H) with Xa→ cX
in H. For every T ∈ Ω(H) the edge Xa→ cX is in T and H.
Proof. Since Xa → cX is in H, so is Xa → cX. Since Xa ∈ S(H) every
element of T ∈ Ω(H) must have the edge Xa → cX and one of Xa → cX
or Xa→ cX. 
Lemma 2.3. Let H1,H2 ∈ Hn. Then Ω(H1) ∩ Ω(H2) = ∅.
Proof. SupposeH1 6= H2 are elements of Hn. Then H1 : 10 . . . 00→ · · · → 0
and H2 : 10 . . . 00 → · · · → 0. Let X ∈ F
n−1
2 be the first X such that for
some a, Xa → cX is in H1 and Xa → cX is in H2. That is, X is the
input to the function just before the first time the two cycles diverge. Then
Xa ∈ S(H1)∩S(H2). Suppose T ∈ Ω(H1). Then by Lemma 2.2, Xa→ cX
is in T . If T is also in Ω(H2) then Lemma 2.2 gives that Xa→ cX must be
in T , which is a contradiction. 
We now turn to the proof of Theorem 2.1.
Proof of Theorem 2.1. Clearly, |S(H)| = 2n−1 − 1, because either X0 or
X1, but not both, are in S(H) for each X ∈ Fn−12 \ 0. Therefore, |Ω(H)| =
22
n−1−1. Hence, |Λ(H)| ≥ |Ω(H)| = 22
n−1−1.
By Lemma 2.1, Λn ⊇
⋃
H∈Hn
Ω(H). Moreover, by Lemma 2.3 and the
above calculation,
|Λn| ≥
∑
H∈Hn
|Ω(H)| = 22
n−1−1 · |Hn| .
It is well known [28, Chapter 10], that |Λn| = 2
2n−n−1 and |Hn| = 2
2n−1−n
for all n ≥ 1. Therefore, we must have
Λn =
⋃
H∈Hn
Ω(H).
The proof follows from the fact that Ω(H) ⊆ Λ(H). 
The following weighted version of the De Bruijn graph is used in Section 3.
Theorem 2.2. Fix f : Fn−12 → F2. Label the edge xn−1 . . . x1x0 → xnxn−1 . . . x1
of Gn by 1 if xn = x0 + f(xn−1, . . . , x1) and by y otherwise. Denote this
weighted graph by Gn,f . For any in-tree T ∈ Λn define the weight of T ,
denoted by ywt(f ;T ), to be the product of the weights of edges. Then
(1 + y)2
n−1−1 ·G(f ; y) =
∑
T∈Λn
ywt(f ;T )
where G(f ; y) is defined in (1).
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Proof. By Theorem 2.1 we have∑
T∈Λn
ywt(f ;T ) =
∑
H∈Hn
∑
S⊂S(H)
ywt(f ;TS,H )
where TS,H is the tree in Λ(H) generated by modifying the out-edges of
the set S, as described in Theorem 2.1. Since modifying the out-edge from
each element of S(H) either increases or decreases the weight of the tree
by a single y, we see that
∑
S⊂S(H) y
wt(f ;TS,H ) = (1 + y)2
n−1−1 · yminimum wt,
where we have used |S(H)| = 2n−1 − 1. Finally, the minimum weight is
clearly the number of places that the feedback function that generates the
De Bruijn sequence represented by H differs from the function f . 
3. The Matrix Tree Theorem
The following Matrix Tree Theorem was proved by Kirchhoff [17] and
stated by Maxwell [18]; see also Chajeken and Kleitman [1], and the refer-
ences therein.
Theorem 3.1. Let G have vertices v1, . . . , vn. Suppose that an edge from
vi → vj is given a weight −Mi,j, and choose Mj,j so that
∑
iMi,j = 0
for all j. Then the sum over all in-trees with root v1 of the product of all
weights assigned to the edges of the in-tree is the determinant of the matrix
obtained by omitting the row and column corresponding to v1 of the matrix
M = (Mi,j).
In practice, the following lemma is often used with Theorem 3.1.
Lemma 3.1 ([28, Lemma 9.9]). Let M be a p× p matrix such that the sum
of the entries in every row and column is 0. Let M0 be the matrix obtained
from M by removing the first row and first column. Then the coefficient of
z in the characteristic polynomial det(M −z ·I) (with I the identity matrix)
of M is equal to −p · det(M0).
For any f : Fn−12 → F2 let Gn,f be the weighted De Bruijn graph defined
in Section 2. Denote the weighted adjacency matrix by Wf,n. So Wf,n
is the 2n × 2n matrix with a 1 in the row and column corresponding to
xn−1 . . . x1x0 → xnxn−1 . . . x1 if xn = x0+f(xn−1, . . . , x1) and a y otherwise.
For example, with f(x2, x1) = 0 the weighted adjacency matrix is
W1,3 =


1 0 0 0 y 0 0 0
y 0 0 0 1 0 0 0
0 1 0 0 0 y 0 0
0 y 0 0 0 1 0 0
0 0 1 0 0 0 y 0
0 0 y 0 0 0 1 0
0 0 0 1 0 0 0 y
0 0 0 y 0 0 0 1

 .
Combining Theorems 2.1 and 3.1 and Lemma 3.1 one obtains the follow-
ing:
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Proposition 3.1. Let f : Fn−12 → F2. With G(f ; y) defined as in (1) and
Wf,n the adjacency matrix of the weighted De Bruijn graph,
(1 + y)2
n−1−1 ·G(f ; y) =
(
1
2n(z − (1 + y))
· det(z · I −Wf,n)
) ∣∣∣∣
z=(1+y)
.
Proof. Applying Theorems 2.1 and 3.1 we see that (1 + y)2
n−1−1 ·G(f ; y) is
equal to the determinant of (1 + y) · I2n −Wf,n after deleting the first row
and column. To apply Lemma 3.1 it is sufficient to notice that the row and
column sums of (1 + y) · I2n −Wf,n are all zero because every state has an
edge into it with weight 1 and an edge into it with weight y as well as an
edge out of it with weight 1 and out of it with weight y. 
4. Proof of Theorem 1.1
Let ℓ : Fn−12 → F2 such that ℓ(xn−1 . . . x1) =
∑n−1
i=1 ℓi · xi. By Proposition
3.1 the proof of Theorem 1.1 is reduced to that of computing the charac-
teristic polynomial of Wℓ,n, where Wℓ,n is the weighted adjacency matrix
acting on formal linear combinations of elements of Fn2 by
[xn−1 . . . x0]→ [xnxn−1 . . . x1] + y · [xnxn−1 . . . x1]
where xn = x0 +
∑n−1
i=1 xi · ℓi.
Before giving the proof, we define the Galois and Fibonacci cycles of a lin-
ear recursion. The proof of Theorem 1.1 will make use of the correspondence
between these cycles.
The Fibonacci cycles of the linear recursion xn = x0 + ℓ(xn−1, . . . , x1)
are defined, as in the introduction, to be the set of binary sequences, up to
cyclic shift, satisfying xi+n = xi + ℓn−1xi+n−1 + · · · + ℓ1xi+1. We remark
that these cycles are in one-to-one correspondence with the Fibonacci cycles
of xi+n = xi + ℓ˜(xn−1+i, . . . , xi+1) := xi + ℓ1xi+n−1 + · · · + ℓn−1xi+1. The
correspondence amounts to reversing the sequences. Moreover, the elements
of C(ℓ) are in one-to-one correspondence with the cycles of C(ℓ˜).
The Galois cycles of the linear recursion xn = x0 + ℓ(xn−1, . . . , x1) are
defined to be the set of sequences in Fn2 , up to cyclic equivalence, which
satisfy the linear recursion

ℓ1 1 0 ··· 0 0
ℓ2 0 1 ··· 0 0
...
ℓn−1 0 0 ··· 0 1
1 0 0 ··· 0 0

vi = vi+1.
Projecting the Galois cycles onto any coordinate gives the Fibonacci cycles
of the same linear recursion. See [9, Corollary 3.4]2 or [10, Chapters 3 and
7], for example.
2This corollary does not appear in the published version of this paper, but is in the
version available on the second author’s website.
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Proof of Theorem 1.1. For α = αn−1 . . . α0 ∈ F
n
2 define the character α(x) =
(−1)
∑
αixi and the vector Xα =
∑
x α(x)[x]. Then
Wℓ,n(Xα) =
∑
x
α(x)Wℓ,n(x)
=
∑
x=xn−1...x1x0
(−1)
∑
αixi [xnxn−1 . . . x1]
+ y
∑
x=xn−1...x1x0
(−1)
∑
αixi [xnxn−1 . . . x1]
= (1 + (−1)α0y)
∑
x=xn−1...x1x0
α(x)[xnxn−1 . . . x1],
where the last step comes from changing variables in the second summand.
Next change variables by setting z = xnxn−1 . . . x1. The sum is then
Wℓ,n(Xα) = (1 + (−1)
βn−1y)
∑
z=xnxn−1...x1
β(z)[z]
where β = βn−1 . . . β1β0 and βi = αi+1+ℓi+1α0 for i < (n−1) and βn−1 = α0.
In other words,
Wℓ,n(Xα) = (1 + (−1)
βn−1y)Xβ
where β is the character after α in the Galois cycle induced by ℓ on the
character space.
Thus Wℓ,n has eigenspaces corresponding to the cycles of the Galois step-
ping register associated to the linear function ℓ. Say that there are r char-
acters in the cycle, of which k have ones in their βn−1 position. The charac-
teristic polynomial of Wℓ,n on this space is then z
r − (1 + y)r−k(1− y)k, so
the product of the eigenvalues of (1 + y)I −Wℓ,n on this space is (1 + y)
r −
(1 + y)r−k(1− y)k = (1 + y)r−kpk(y).
The proof is finished by noting that the Galois cycles induced by ℓ in
the character space have exactly the same sizes as the cycles induced by ℓ
in the state spaces, and we can map from one to the other by taking any
linear functional of the one, in particular by taking βn−1 (see [9, 10] and
the discussion above). So the product over all ℓ-based Galois cycles of this
expression is exactly the same as the product over all ℓ-based state cycles of
this same expression, where r is again the length of the cycle and k is the
number of ones in the state cycle.

Remark. The vectors Xα appeared in Fryers’s proof of the case when ℓ
generates a cycle of length 2n − 1 [7].
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