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Интегрированные среды разработки (Integrated Development
Environments, IDEs) на сегодняшний день являются одним из важней-
ших инструментов для программистов [1]. С течением времени пада-
ет число пользователей, использующих простые текстовые редакторы,
и растет число пользователей, использующих среды разработки [2]. В
частности, программисты активно используют средства автоматическо-
го рефакторинга кода, предоставляемые ими [3, 4].
В среде разработки IntelliJ IDEA [5] существует механизм под назва-
нием “Intention Actions”, название которого можно перевести как “на-
мерения”. Намерения позволяют программисту применять некоторые
часто выполняемые преобразования кода в автоматическом режиме.
Например, такие действия могут оптимизировать код или делать его
более читаемым, что экономит время и усилия программиста, позволяя
не совершать монотонную работу вручную.
Данный механизм имеет несколько особенностей. Первая из них за-
ключается в том, что намерения не всегда улучшают код: например,
некоторые из них созданы для того, чтобы подготовить код к даль-
нейшим преобразованиям. Вторая особенность заключается в том, что
иногда для получения наилучшего варианта кода приходится приме-
нять несколько намерений одно за другим. В результате программист
может остановиться, применив одно намерение, но не получить при
этом оптимальный вариант кода. Кроме того, само понятие качества
кода субъективно: разные люди могут по-разному относиться к приме-
ненному к коду преобразованию.
Чтобы учесть данные особенности, предлагается научиться распо-
знавать целые цепочки намерений, которые делают код лучше. Так как
количество комбинаций цепочек, а также участков кода, к которым
они могут применяться, очень велико, предлагается использовать для
решения этой задачи методы машинного обучения.
4
Постановка задачи
Целью данной работы является разработка плагина для IntelliJ IDEA,
способного классифицировать намерения и цепочки намерений, выда-
вая пользователю те из них, которые могут быть полезны в выбранной
им позиции. Для достижения этой цели необходимо выполнить следу-
ющие задачи:
• Разработать инструмент, способный извлекать необходимые дан-
ные из кода, а именно, все возможные варианты кода, которые
можно получить в выбранной позиции применением любого числа
намерений. Применить данный инструмент к некоторой кодовой
базе и привести полученные данные к подходящему для разметки
виду.
• Обучить на полученных данных несколько моделей машинного
обучения с различной архитектурой и выбрать из них наиболее
точную. Модели должны определять, какие из вариантов кода,
полученных с помощью механизма намерений, улучшают код.
• Разработать плагин для среды разработки IntelliJ IDEA, в кото-
рый будет встроена обученная модель.
• Провести его апробацию на пользователях.
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1. Обзор
Опишем подробнее задачу, которую мы хотим решить. На данный
момент при применении механизма намерений среды IntelliJ IDEA на
определенной позиции кода пользователь может выбрать какое-либо
намерение, предлагаемое ему средой разработки (Рис. 1). Так как каж-
дое из этих намерений меняет код по-своему, пользователь по сути
выбирает, какой вариант кода он хочет получить в данной позиции
(Рис. 2).
Рис. 1: Текущий вид механизма намерений
Рис. 2: Два варианта кода, получаемые с помощью разных намерений
Обычно число предлагаемых намерений невелик, в основном, око-
ло 5 штук. Однако же, после применения намерения операцию можно
повторить, что может дать пользователю выбор из новых вариантов
кода, недоступных после одного применения намерения. Таким обра-
зом, множество всех возможных вариантов кода (получаемых любым
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Рис. 3: Пример графа намерений. В узлах находится хэш получаемого
кода, на ребрах — применяемое намерение.
Целью данной работы является создание плагина, который сможет
выделять из этих вариантов те, что улучшают код. Другими слова-
ми, он должен предлагать пользователю те варианты преобразований,
которые наиболее вероятно будут применены пользователем. Заметим,
что такой плагин должен работать быстро, не дольше нескольких сотен
миллисекунд, чтобы пользователь не замечал процесса работы инстру-
мента (длительные задержки будут нивелировать полезность плагина,
ценность которого заключается в том числе в ускорении процесса на-
писания кода).
Для решения этой задачи необходимо уметь сравнивать варианты
кода между собой. В частности, в рамках данной задачи мы долж-
ны будем сравнивать между собой довольно похожие варианты кода:
так как намерения применяются в одном месте файла и обычно за-
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трагивают лишь несколько строк кода, бо́льшая часть файла остается
неизменной. Таким образом, нам нужно будет сравнивать небольшие
участки кода вокруг места, в котором произошло изменение. Из этого
следует, что метод сравнения должен быть достаточно чувствителен к
небольшим изменениям.
Учитывая все перечисленные ограничения, накладываемые зада-
чей, рассмотрим существующие решения задач, похожих на те, которые
необходимо решить в рамках данной работы.
1.1. Рекомендация преобразований кода
Согласно Мартину Фаулеру, рефакторинг представляет собой про-
цесс такого изменения программной системы, при котором не меняется
внешнее поведение кода, но улучшается его внутренняя структура. [6].
Чаще всего рефакторинг производится с целью улучшения читаемости
кода или его подготовки к дальнейшим преобразованиям.
В целом, подходы к рекомендации рефакторингов можно разделить
на две основные категории — подходы, основанные на эвристиках, и
машинное обучение. Мы рассмотрим несколько статей из каждой кате-
гории, чтобы решить, какой подход будет перспективнее всего в нашей
задаче.
1.1.1. Эвристические методы
В статье Haas et al. [7] авторы использовали подход, основанный на
функции оценки. Идея авторов заключалась в том, чтобы обнаружить
в коде участки, являющиеся кандидатами на рефакторинг “Извлечение
метода”, а затем применить к каждому из них оценочную функцию.
Оценочная функция была придумана авторами на основе некоторых
признаков кода, таких как его сложность, глубина и число парамет-
ров, необходимых потенциальному методу. Опрос, в котором приняли
участие 10 опытных программистов, показал, что 74% из них примени-
ли бы рекомендованные рефакторинги. Также подход, основанный на
функции оценки, использует плагин JExtract [8] для Eclipse IDE.
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В статье Palomba et al. [9] был использован метод анализа текста для
определения запахов кода. Авторы извлекали текстовую информацию
из файлов, приводили к единому виду, а затем пытались подсчитать
вероятность того, что тот или иной запах кода присутствует в обрабо-
танном фрагменте.
Таким образом, главным недостатком эвристических методов яв-
ляется необходимость создания отдельной эвристики для нахождения
каждого запаха кода. Это делает их применение в нашей задаче невоз-
можным, так как наше решение должно быть универсальным и реко-
мендовать все возможные рефакторинги.
1.1.2. Методы машинного обучения
В статье Yue et al. [10] был использован подход, основанный на ма-
шинном обучении. Авторы искали в коде дублирования, а затем иссле-
довали историю изменений кода, чтобы разбить их на группы, в кото-
рых содержится дублированные участки. Далее, для каждого участка
кода извлекались 34 признака, которые были использованы для обу-
чения модели, которая должна была предсказывать, пригоден ли код
для рефакторинга. В качестве классификатора использовалась модель
AdaBoost [11], основанная на деревьях решений. В результате авторы
получили точность и полноту, равные 77% при тестировании на шести
крупных проектах с открытым исходным кодом. Эта работа показыва-
ет, что извлечение признаков кода с последующим применением к ним
деревьев решений показывает хорошие результаты в задаче распозна-
вания мест в коде, в которых рекомендуется применить рефакторинг.
Схожие идеи использовались и в статье Fontana et al. [12], авторы
которой распознавали различные запахи кода (что является по сути
поиском кандидатов на рефакторинг). Авторы использовали 76 проек-
тов, извлеченных из набора данных Qualitas Corpus [13]. Для классов
из них они подсчитывали набор метрик, как глобальных (относящихся
к проекту в целом), так и локальных (относящихся к определенному
участку кода). Авторы тестировали множество моделей, как основан-
ных на деревьях решений, так и использующие другие подходы, напри-
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мер, байесовский классификатор. Одной из метрик, использованных
авторами в данной работе, является F1-score — гармоническое среднее
между точностью и полнотой, значение равное 1 означает идеальное
предсказание. В исследовании рассматривались несколько запахов ко-
да, но для каждого из них модели, основанные на деревьях решений,
показали значение этой метрики не менее 0,94.
Глубокое машинное обучение для обнаружения нескольких запахов
кода использовалось в статье Liu et al [14]. Авторы извлекали текстовую
информацию из кода, а затем превращали ее в векторы с помощью тех-
нологии word2vec [15]. Полученные вектора отправлялись в сверточную
нейронную сеть для определения наличия запаха кода.
В данной работе мы хотим научиться анализировать весь диапазон
рефакторингов, предоставляемый средой IntelliJ IDEA. Таким образом,
нам не подойдет подход, основанный на эвристиках, так как он требу-
ет индивидуальной оценки для каждого преобразования. Вместо этого
будем использовать подход, основанный на машинном обучении.
1.2. Сравнение вариантов кода
Рассмотрим другие существующие подходы к сравнению вариантов
кода, чтобы понять, не можем ли мы применить какой-то из них в на-
шей задаче. Наиболее часто задача такого сравнения возникает при
поиске дубликатов в коде. Самым простым можно назвать подход, рас-
сматривающий код как текст [16, 17]: он хорошо подходит для поиска
точных копий кода, однако плохо справляется с измененным кодом.
Несмотря на наличие модификаций, позволяющих учитывать незначи-
тельные изменения, такие как переименование переменных [18], область
применения таких методов сильно ограничена их неспособностью учи-
тывать сложные изменения.
Развитием предыдущего подхода можно назвать метод, рассматри-
вающий код как набор токенов [19, 20]. Наиболее популярным способом
работы с ними является метод bag-of-tokens, в котором текст представ-
ляется как множество пар из токена и частоты его встречаемости. Бла-
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годаря высокой скорости работы данный метод применим на больших
объемах данных, из-за чего он распространен в инструментах для по-
иска дубликатов в коде, например, он используется в SourcererCC [21]
— инструменте для поиска дубликатов в большом количестве файлов.
Однако в нашей задаче сравнения вариантов кода с небольшими из-
менениями данный метод не подходит в силу того, что он разрушает
стуктуру кода.
Кроме того, код можно представлять в виде абстрактного синтакси-
ческого дерева (Abstract Syntax Tree, AST) [22]. Данный подход исполь-
зуется в известном инструменте для поиска клонов DECKARD [23]. В
нашей задаче его применение не представляется возможным, так как
рассматриваемые нами изменения могут и не менять AST, однако же
сильно влиять, например, на читаемость кода.
1.2.1. Подход на основании метрик
Также для сравнения вариантов кода используют подход на осно-
вании метрик. Данный подход является наиболее универсальным сре-
ди перечисленных, так как позволяет исследователю выбирать именно
те метрики, которые подходят к его задаче. Еще одним его плюсом
является возможность описать большое количество преобразований с
помощью небольшого числа метрик, так как для разных преобразова-
ний решающее значение будут иметь разные комбинации метрик. Мы
рассмотрим несколько статей и используемые в них метрики.
В работах Milutin [24], Varela et al. [25] представлен обширный обзор
метрик кода. Бо́льшая их часть описывает метрики сложности больших
программ. В нашей же задаче мы будем сравнивать два участка кода,
имеющие небольшие изменения в пределах нескольких строк, из чего
следует, что нам не нужно обрабатывать целый файл с кодом, так как
бо́льшая его часть будет совпадать у обоих примеров. Поэтому нам
не подойдут метрики для работы с большими участками кода (такие
как, например, метрики Маккейба [26], которые оценивают сложность
программы через граф потока управления).
Статья Cotroneo et al. [27] фокусируется на предсказании ошибок
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программы с помощью метрик кода. Из метрик авторы используют
метрики Холстеда, Маккейба, а также метрики, связанные со струк-
турой программы, такие как число выражений, число пустых строк и
другие. Учитывая ограничения на размер участков кода, описанные
выше, перспективными выглядят именно последние.
Статья Muthukumaran et al. [28] также имела целью предсказание
ошибок с помощью метрик кода и моделей машинного обучения. Авто-
ры использовали 4 группы метрик — метрики Холстеда, Маккейба, ко-
личество строк кода определенного вида и другие количественные мет-
рики. Первые три группы проанализированы выше, а среди последних
можно выделить такие метрики, как число параметров, число условных
выражений, которые мы можем попробовать использовать в нашей ра-
боте.
В силу своей универсальности подход на основании метрик выгля-
дит наиболее перспективным. Однако, его использование связано с необ-
ходимостью разработки собственного набора метрик, подходящего для
решения нашей задачи. В процессе разметки данных можно будет вы-
делить некоторые признаки, которые влияют на восприятие кода, ко-
торые затем можно будет реализовать в виде метрик.
1.3. Модели машинного обучения
Как было сказано ранее, для решения задачи выбора лучшего из
двух вариантов кода необходимо научиться сравнивать варианты меж-
ду собой. Предлагается сделать это с помощью классификатора, ко-
торый будет определять, какой вариант кода лучше — изначальный
или преобразованный. Для решения задачи классификации на таблич-
ных данных, которые мы получим после извлечения признаков из кода,
подходит большое количество моделей. Однако, при выборе моделей, с
которыми мы будем проводить эксперименты, необходимо учитывать,
что в итоге модель будет встраиваться в плагин к IDE. Это, например,
не позволяет нам использовать графические ускорители, которые ис-
пользуют многие модели (например, нейронные сети), потому что не
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все пользователи их имеют на своих компьютерах, где запускают IDE.
Таким образом, нам необходимы легковесные модели, способные быст-
ро работать без графического ускорителя.
В литературе среди таких моделей лучше всего себя показывают
деревья решений. В частности, в статье Fontana et al. [29], в которой
исследовались запахи кода, авторы использовали подход, основанный
на выделении признаков, и провели сравнение 25 моделей. Лучшими
на основании метрики F1-score оказались модели, основанные на дере-
вьях решений, — J48 и Random Forest [30] из инструмента Weka [31].
Деревья решений хорошо себя показывали и в предыдущей работе [12]
этих авторов. Позднее, другие исследователи подтвердили [32] полу-
ченные ими результаты в части превосходства моделей, основанных на
деревьях решений. Также стоит заметить, что деревья решений хороши
своей интерпретируемостью и скоростью работы, что стоит принимать
во внимание при подборе модели для решения нашей задачи.
В рамках данной работы будут протестированы вышеперечислен-
ные и другие модели, а показавшая наилучшие результаты будет ис-
пользована в плагине.
1.4. Компоненты IntelliJ IDEA
Важным компонентом среды разработки IntelliJ IDEA является Program
Structure Interface (PSI). Этот интерфейс отвечает за парсинг файлов
и создание синтаксической и семантической моделей кода. С его помо-
щью создается PSI-дерево — представление кода в виде иерархии его
элементов, которое по сути является конкретным синтаксическим де-
ревом (Concrete Syntax Tree, CST), по которому можно перемещаться
с помощью указателя. С помощью этого представления можно полу-
чать информацию о коде, а также изменять его. Все механизмы IntelliJ
IDEA, работающие с кодом, основаны на этом механизме.
Все элементы дерева реализуют интерфейс PSIElement, с помощью
которого происходит навигация по дереву. Например, интерфейс содер-
жит методы для получения списка детей, ссылки на родителя, следу-
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Рис. 4: Пример применения намерения “Replace string concatenation
with String.format()”.
ющего и предыдущего соседей. По каждому элементу можно получить
его позицию в тексте.
Для обхода дерева существует абстрактный класс
PsiRecursiveElementWalkingVisitor, для которого необходимо определить
метод visitElement(), который будет вызываться для каждого элемента
в дереве. С его помощью можно перебрать все элементы и для каждого
построить граф намерений, что будет нам полезно при сборе данных.
Механизм “Intention Actions” (Рис. 4) активно использует PSI-дерево
для проверки и применения намерений. В частности, каждое намерение
реализует интерфейс IntentionAction, в котором метод isAvailable() от-
вечает за проверку применимости намерения в данный момент, а метод
invoke() применяет его путем изменения PSI-дерева.
Помимо PSI-дерева, в IntelliJ IDEA существует множество классов,
позволяющих программно изменять состояние редактора. Для досту-
па к различным частям среды разработки существует набор классов-
менеджеров. Например, класс PsiDocumentManager позволяет получить
объект Document, который отвечает за состояние открытого докумен-
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та. С его помощью можно записывать и отменять произведенные из-
менения. Работа с данным классом необходима, так как IntelliJ IDEA
использует блокировку чтения-записи при работе с кодом. В результа-
те этого каждая операция по изменению кода должна быть вызвана с
помощью класса WriteAction. Каждое изменение, произведенное таким
образом, должно быть сохранено с помощью класса Document, прежде
чем оно станет видимо для остальных частей программы.
Класс Editor позволяет имитировать поведение пользователя, на-
пример, перемещать курсор. Это полезно, так как применение наме-
рения подразумевает, что оно вызывается пользователем и использует
положение курсора для определения места применения. Так как мы
применяем намерения программно, нам необходимо программно пере-
двигать курсор.
Для вызова плагинов IntelliJ IDEA использует следующий меха-
низм. В системе регистрируется действие (например, нажатие на кноп-
ку), при выполнении которого запускается код из класса, созданного
разработчиком. Такой класс должен наследоваться от классаAnAction()
и реализовывать метод actionPerformed().
1.5. Выводы
Как было описано выше, ключевым требованием к выбранному спо-
собу решения задачи является его быстродействие, так как конечный
инструмент должен работать мгновенно, незаметно для пользователя.
Этому требованию удовлетворяет подход, основанный на выделении
признаков из кода, с последующим обучением некоторой быстродей-
ствующей модели, способной работать без графического ускорителя.
Перспективными кажутся модели, основанные на деревьях решений,
однако модель, которая будет использоваться в конечном результате,
будет определяться на основании экспериментов.
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2. Подготовка модели
2.1. Инструмент для извлечения намерений
Для обучения классифицирующих моделей первым делом необходи-
мо собрать данные для их обучения и провести их разметку. В нашем
случае данные можно извлечь из графа намерений. Для построения
такого графа и приведения информации из него к удобному для раз-
метки виду был создан вспомогательный инструмент в виде плагина
для среды разработки IntelliJ IDEA. Рассмотрим далее основные со-
ставляющие разработанного инструмента.
На Рис. 5 изображена диаграмма потока данных — последователь-
ность преобразований, которые происходят с файлом, прежде чем по
нему будут сгенерированы данные для разметки. После запуска пла-
гина пользователю демонстрируется окно, где он может указать путь
к файлу, который он хочет обработать. Если данный файл имеет рас-
ширение .sample, то программа рассматривает его как набор путей к
файлам, которые необходимо обработать, и передает его в техниче-
ский класс PathApplier, который передает каждый элемент файла в
FileApplier. Если же пользователь указал только один файл с расшире-
нием .java, он сразу отправляется в FileApplier.
Класс FileApplier отвечает за извлечение позиций, в которых целесо-
образно построить граф намерений. Он совершает обход по PSI-дереву
и отвечает за то, чтобы для каждого PSI-элемента и позиции в фай-
ле запуск проводился не более одного раза. Таким образом происходит
применение инструмента к каждому синтаксическому элементу вместо
применения к каждой позиции в файле, что сокращает число вызовов
инструмента. При этом мы не теряем информацию о каких-либо пози-
циях, так как механизм намерений также работает с синтаксическими
элементами.
Для каждой позиции вызывается класс SequentialApplier. В нем за-
ключена основная логика применения всех возможных намерений к
данной позиции. Происходит построение графа намерений (Рис. 3), а
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Файл с кодом   
FileApplier
SequentialApplier




Разметочные файлы  
HTML-обработка
Json-файл, готовый к разметке
IntentionListToDot
Рис. 5: Диаграмма потока данных
также выделение участка кода вокруг места применения намерения с
целью дальнейшей разметки. Для получения намерений, применимых
в выбранной позиции, используется класс CurrentPositionHandler. Он
запрашивает у среды разработки список намерений, отфильтровывает
те, которые меняют семантику кода или требуют ввода дополнитель-
ной информации от пользователя (фильтрация таких намерений про-
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исходит с помощью созданного вручную списка), а затем вызывает для
каждого из них метод isAvailable() для определения тех намерений, ко-
торые можно применить в выбранной позиции. При построении графа
намерений этот процесс повторяется для каждого полученного вариан-
та кода. Полученные на данном этапе данные о соответствии между
вершинами графа и участками кода записываются в файл. Затем по-
лученный граф, записанный в формате DOT, выгружается на диск с
помощью класса IntentionListToDot.
В качестве среды разметки был выбран фреймворк LabelStudio [33],
предоставляющий широкие возможности для конфигурации разметки.
Особенно удобной функциональностью оказалась возможность генера-
ции графического представления HTML-кода внутри разметочных при-
меров. Она позволила сделать фрагменты кода более читаемыми для
программиста с помощью добавления подсветки синтаксиса и места
применения намерения. Из графа, полученного на предыдущем шаге,
извлекаются пары, где первый элемент — неизмененный код, а второй
— полученный применением одного или нескольких намерений. Данный
класс также занимается ограничением количества таких пар (в даль-
нейшем мы будем называть их “заданиями”) с целью сокращения числа
однотипных заданий при разметке. Полученная заготовка экспортиру-
ется в .json файл.
Стоит отметить, что полученный на предыдущем шаге код еще не
является материалом для разметки. Он еще не оформлен в HTML и со-
держит в себе технические метки. Для создания HTML-представления
полученных пар был разработан скрипт на языке Python с использо-
ванием библиотеки pygments [34]. Полученный в результате .json файл
готов к загрузке в систему и разметке.
2.2. Подготовка данных для обучения
В качестве кодовой базы для генерации примеров для разметки ис-
пользовался проект с открытым исходным кодом guava [35], который
является набором библиотек от компании Google. После обработки ин-
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струментом для извлечения данных был получен 2631 пример, которые
затем были размечены. Данные были разделены на 10 групп и раз-
метка производилась шестью разными людьми — тремя сотрудниками
компании JetBrains и тремя студентами кафедры системного програм-
мирования СПбГУ. Это позволило снизить влияние субъективного вос-
приятия каждого человека на итоговую модель. Разница в опыте среди
размечающих также позволила в итоге сделать модель менее заточен-
ной под определенную группу людей и их предпочтения. Для дополни-
тельной оценки работы модели были использованы другие проекты —
dbeaver [36], инструмент для управления базами данных, и presto [37]
— инструмент для SQL запросов на больших данных. По ним было
сгенерировано и размечено 2037 и 500 примеров соответственно. Тести-
рование по другим проектам проводилось, чтобы понять, как модель,
обученная на одном проекте, покажет себя на других проектах. Это
тестирование важнее, чем тестирование на одном и том же проекте,
так как моделирует применение плагина в реальной жизни, когда обу-
ченная нами модель используется на коде из других проектов. Низкий
показатель при этом тестировании может сказать нам о том, что на-
ша модель переучилась конкретно на том коде, что присутствовал в
обучающем проекте.
2.2.1. Цепочки намерений
Отдельно стоит упомянуть вклад цепочек намерений в результа-
ты разметки. Из 2631 размеченных примеров в 576 случаях размечаю-
щие посчитали, что преобразование улучшает код, что составляет почти
22%. Среди этих примеров 46% пришлось на преобразования, получен-
ные в результате применения нескольких намерений (Рис. 6). На ги-
стограмме можно увидеть, что с увеличением количества примененных
намерений падает количество положительно размеченных. Это ожи-
даемо, так как во-первых, большое количество намерений меняет код
слишком сильно, а во-вторых, существует меньше мест, где можно при-
менить большое число намерений. Самые длинные цепочки, размечен-
ные как хорошие, имели длину 6, таких оказалось 4 штуки.
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Рис. 6: Гистограмма количества положительно размеченных примеров
относительно количества примененных преобразований.
2.3. Векторизация кода
Векторизация кода производилась с помощью 9 метрик (Таблица 2),
которые были подобраны эмпирически на основании данных о том, как
существующие в среде разработки намерения изменяют код. Выбира-
лись те метрики, которые могут достаточно хорошо описать изменения,
производимые намерениями, которые было решено поддержать в раз-
рабатываемом плагине (Таблица 1). Например, на Рис. 7 представлено
намерение, переносящее аргументы на новые строки. Такое преобразо-
вание выглядит плохо, когда аргументы занимают мало места. Однако,
если каждый из аргументов достаточно длинный, то вся строка стано-
вится нечитаемой и такой перенос улучшает код. Метрика, подсчитыва-
ющая среднюю длину аргумента в символах как раз и сообщит модели,
стоит ли применять такое преобразование. По каждой паре вариантов
кода подсчитываются два набора абсолютных значений, а также тре-
тий, в который записывается разница между этими двумя наборами.
Это делается для того, чтобы модель могла оценить, как изменился
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Рис. 7: Пример намерения “Put arguments on separate lines”
код в результате преобразования. В итоге каждая пара вариантов кода
характеризуется 27 значениями метрик. При обучении модель не бу-
дет знать, каким способом был получен тот или иной вариант кода, в
результате чего она должна будет научиться разделять преобразова-
ния, основываясь лишь на метриках. Большое количество метрик не
должно ввести модель в заблуждение, так как тестируемые нами моде-
ли достаточно сложны и способны научиться распознавать несколько
групп хороших преобразований.
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Намерения для исключений ‘Surround with try-with-resources block’,‘Detail exceptions’
Намерения для условий ‘Merge nested ifs’, ‘Merge sequential ifs’
Намерения, меняющие длину строки ‘Put arguments on one line’, ‘Putarguments on separate lines’
Арифметические намерения
‘Compute constant value for
subexpression’, ‘Inline
increment/decrement’
Таблица 1: Примеры поддерживаемых намерений
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Название метрики Описание метрики
AverageLengthOfParameterNames
Средняя длина имени параметра.
Используется для векторизации
намерений с переносом аргументов на
новую строку, уменьшением ширины
кода.
IndentationsNumber
Количество отступов во фрагменте.
Используется для векторизации
намерений с переносом аргументов на
новую строку, изменением структуры
кода.
MaxLineLengthInsideExpression
Длина самой длинной строки, которую
затрагивает выражение. Используется
для векторизации намерений с






NumberOfEmptyLinesMetric Число пустых строк во фрагменте.Влияет на визуальное восприятие.
NumberOfLineBreaks-InsideExpression
Число переносов строки внутри
выражения. Распознает намерения с
переносом аргументов на новую строку.
NumberOfLines




Число параметров в выражении.
Используется для векторизации
намерений с переносом аргументов на
новую строку.
NumberOfPlusesMetric
Число знаков “плюс” во фрагменте.
Используется для векторизации
намерений, связанных с конкатенацией.
Таблица 2: Описание используемых метрик
2.4. Метрики качества
Так как данная работа стремится улучшить пользовательский опыт
при взаимодействии со средой разработки, мы стремимся предлагать
пользователю только хорошие варианты преобразований. Другими сло-
вами, наша модель должна предлагать пользователю преобразование
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только если в нем уверена, а все спорные варианты она должна от-
секать. Таким образом, ключевой характеристикой модели в данной
задаче является ее точность (precision). В общем случае точность вы-




В нашем случае TP (True Positives) — число верно предложенных
пользователю вариантов (тех, в которых преобразованный вариант луч-
ше изначального), а TP +FP (True Positives + False Positives) — общее
число предложенных пользователю вариантов. Таким образом, боль-
шая точность будет говорить нам, что пользователю предлагаются хо-
рошие варианты.
Помимо точности, влияние имеет полнота (recall). Она, однако же,
не так важна, и мы будем использовать ее только для оценки среднего




В нашем случае TP (True Positives) — число верно предложенных
пользователю вариантов, а TP+FN (True Positives + False Negatives) —
число вариантов, которые мы должны были предложить пользователю.
Для одновременного контроля точности и полноты предлагается ис-
пользовать F-меру, или их среднее гармоническое, которое вычисляется
по формуле:
F-measure = 2 ∗ precision ∗ recall
precision+ recall
2.5. Модели
Был проведен ряд экспериментов с моделями машинного обучения с
помощью библиотеки Weka [31]. Для тестирования были отобраны мо-
дели, являющиеся de facto стандартами при решении задач классифи-
кации на табличных данных, в том числе те, что упоминались в обзоре.
Подсчитывались описанные выше метрики при оценке внутри проек-
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та (обучающая выборка и тестирующая выборка получены из проекта
guava), а также при оценке cross-project (обучающая выборка получена
из проекта guava, а тестирующая из другого проекта). В итоге была
выбрана модель RandomForest, как показавшая себя лучше всего на
cross-project оценке.
Внутри проекта Cross-project dbeaver Cross-project presto
Модель Precision F-мера Precision F-мера Precision F-мера
Random Forest 0.87 0.86 0.86 0.80 0.67 0.69
J48 0.87 0.87 0.80 0.79 0.70 0.70
AdaBoostM1 0.80 0.81 0.74 0.74 0.64 0.66
Naive Bayes 0.74 0.75 0.78 0.78 0.70 0.71
Таблица 3: Результаты тестирования моделей
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3. Плагин к IntelliJ IDEA

















Рис. 8: Диаграмма компонентов плагина. Синим выделены
использованные классы IntelliJ Platform.
Так как конечному плагину необходимо производить часть из тех
действий, что делал инструмент для сбора данных (подсчет метрик,
построение графа намерений), оба эти плагина взаимосвязаны (Рис. 8).
Работа плагина выглядит следующим образом (Рис. 9). За взаимодей-
ствие с пользователем отвечает класс RunPluginAction. Он вызывается
при нажатии необходимой комбинации клавиш. Затем этот класс запус-
кает классActionGroupBuilder, который запускает класс SequentialApplier
для построения графа намерений. Варианты кода из графа намерений
отправляются в класс Predictor, в котором от них считаются метрики























Рис. 9: Алгоритм работы плагина.
мощью модели. Результаты возвращаются в класс RunPluginAction и
происходит демонстрация списка пользователю.
Изначально плагин планировалось запускать в синхронном режиме,
описанном выше, выдавая сразу весь список намерений, которые мы хо-
тим предложить пользователю. Однако, в процессе работы оказалось,
что такое решение работает слишком долго, часто более нескольких
секунд, в результате чего пользователю кажется, что приложение за-
висло. Было выяснено, что такое большое время работы обусловлено
большим количеством проверок возможности применения намерения.
Избежать таких проверок или каким либо образом их оптимизировать
оказалось невозможно, так как это потребовало бы переписывания каж-
дого конкретного намерения, что не представляется возможным. Для
решения этой проблемы было решено сделать работу плагина асинхрон-
ной, а предлагаемый пользователю список динамически обновляемым,
чтобы пользователь мог видеть процесс работы плагина и принимать
решения о дальнейших действиях еще во время его работы.
Работа плагина изменилась следующим образом (Рис. 9). Класс
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RunPluginAction запускает класс ActionGroupBuilder, а сам встает в ре-
жим ожидания объектов из блокирующей очереди. Класс
ActionGroupBuilder сначала запускает класс SequentialApplier, который
строит граф намерений, а в процессе построения каждый новый по-
лученный вариант кода асинхронно возвращает через блокирующую
очередь. Эти варианты отправляются в класс Predictor, в котором от
них считаются метрики и производится предсказание с помощью мо-
дели. Результаты асинхронно возвращаются в класс RunPluginAction и
происходит обновление показываемого пользователю списка. В резуль-
тате данного изменения первые варианты демонстрируются пользова-
телю уже спустя 150 миллисекунд. Общее время работы на сложных
примерах увеличилось с 1.5 секунд до 3 из-за накладных расходов на
асинхронность и невозможности слишком часто производить обновле-
ние пользовательского интерфейса, однако теперь пользователю не ка-
жется, что приложение зависло.
3.2. Интеграция с инструментом предпросмотра
В IntelliJ IDEA реализован механизм предпросмотра намерений, ко-
торый позволяет пользователю увидеть, к чему приведет применение
намерения без изменения самого кода. Для интеграции с этим механиз-
мом, необходимо передать в класс IntentionPreviewPopupUpdateProcessor
объект, реализующий интерфейс IntentionAction. Однако же это невоз-
можно сделать, используя объекты, наследуемые от класса AnAction,
которые находятся в демонстрируемом пользователю списке. Для ре-
шения этой проблемы был создан класс ActionWithIntention, который
наследуется от абстрактного класса AnAction и содержит в себе поле с
переменной типа IntentionAction. Использование этого класса позволя-
ет нам извлекать объект типа IntentionAction и использовать механизм
предпросмотра намерений (Рис. 10).
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Рис. 10: Использование механизма предпросмотра в плагине.
4. Апробация
4.1. Методология
В апробации плагина поучаствовали пять опытных программистов
(один программист с опытом 2 года, три программиста с опытом 3 го-
да и один с опытом 4 года). Им предлагалось поиспользовать плагин
в своей работе в течение недели, а затем ответить на несколько вопро-
сов о своих впечатлениях (Таблица 4). Вопросы касались их мнения о
плагине, скорости его работы, простоте использования. Также в опросе




Насколько легко вам было
использовать плагин? 1 х Очень легко, 4 х Скорее легко
Как бы вы оценили качество советов,
предлагаемых плагином?
1 х Очень полезны, 3 х Скорее полезны,
1 х Затрудняюсь ответить
Как часто вы принимали рекомендации
плагина и были удовлетворены
результатом?
4 х Часто, 1 х Редко
Расскажите, в каких ситуациях плагин
показал себя хорошо, а в каких плохо?
(необязательный открытый вопрос)
3 ответа
Замечали ли вы проблемы с
производительностью IDE во время
работы плагина?
3 х Нет, 1 х Скорее нет, 1 х
Затрудняюсь ответить
Будете ли вы использовать плагин в
дальнейшем?
3 х Скорее всего буду, 1 х Скорее всего





Таблица 4: Результаты опроса.
4.2. Отзывы пользователей
В целом пользователи оценили плагин положительно. Все участни-
ки сообщили о том, что у них не возникло проблем с использованием
плагина. 80% положительно оценили качество советов, предлагаемых
им. Такой же процент участников сообщил, что они часто принимали
рекомендации плагина и были ими довольны. 60% участников сообщи-
ли, что они скорее всего будут использовать плагин в дальнейшем. Сто-
ит отметить, что один из участников, оценивших плагин отрицательно,
пытался использовать его в коде на языке Kotlin. Таким образом, гипо-
теза о том, что плагин сработает и для этого языка, не подтвердилась.
В открытых вопросах участники отмечали хорошее качество работы
плагина на намерениях, связанных со строками. Также пользователи
оценили возможность использования инструмента предпросмотра. Так,
один из участников заявил:
Идея хорошая, мне нравится, что плагин быстро правит
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код, делает его читабельнее. <...> Здорово, что превью ра-
ботает, это удобно, можно посмотреть результат и вы-
брать лучшее предложение.
Среди недостатков плагина пользователи отмечали большое количе-
ство ситуаций, в которых плагин не находил возможностей для рефак-
торинга, а также некоторые проблемы с пользовательским дизайном:
<...> Надпись о том, что рефакторинги не были найдены,
мелькает на секунду в углу и пропадает. Следить за про-
грессом в углу экрана не очень удобно.
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Заключение
В ходе данной работы было разработано расширение для среды раз-
работки IntelliJ IDEA, предлагающее программисту наиболее подходя-
щие изменения кода в выбранной позиции. Ключевым нововведением
данной работы является использование для этого методов машинного
обучения, а также возможность применять сразу цепочки намерений.
Это позволяет программисту работать быстрее и эффективнее.
В процессе работы были достигнуты следующие результаты:
• Разработан инструмент для извлечения вариантов кода из кодо-
вой базы. С его помощью удалось обработать несколько проектов
и подготовить данные для разметки.
• Проведены эксперименты с несколькими моделями и выбрана наи-
лучшая. Полученная модель была интегрирована в решение.
• Разработан плагин, предлагающий пользователю возможные ва-
рианты преобразований. Реализована интеграция с механизмом
предпросмотра.
• Проведена апробация на пользователях. Получены в целом поло-
жительные отзывы, по результатам опроса локализованы некото-
рые недостатки плагина, которые планируется исправить в буду-
щем.
Код проекта доступен по ссылкам:
• Инструмент для извлечения вариантов кода — https://github.
com/SacredArrow/idea-intentions-plugin
• Плагин — https://github.com/SacredArrow/usableIntentionsPlugin
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