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Die Berechnung hochdynamisch beanspruchten Betons stellt sowohl an die
zu verwendenden Stoffgesetze als auch an die zur Berechnung des Kontinu-
ums benötigten numerischen Methoden hohe Anforderungen. Ziel der Arbeit
ist die Untersuchung, ob das elementfreie Galerkin-Verfahren mit diskreten,
kohäsiven Rissen zur Berechnung hochdynamisch beanspruchten Betons ge-
eignet ist.
Das elementfreie Galerkin-Verfahren stellt eine Alternative zur sonst in der
numerischen Mechanik üblichen Finiten-Elemente-Methode dar. Die Ansatz-
funktionen werden dabei über eine Moving Least Square-Interpolation be-
stimmt. Dazu wird in einem Einflussgebiet der Fehler der Interpolation über
Wichtungsfunktionen berücksichtigt. Die Interpolation ermöglicht es, die An-
satzfunktionen nur aus der Information über den Abstand der Knoten zuein-
ander zu bestimmen. Deswegen kann auf die Zuordnung der Knoten über
Elemente verzichtet werden. Die Integration über das Problemgebiet erfolgt
mit einem Hintergrundnetz.
Um Risse abbilden zu können, werden die Wichtungs- und damit auch die
Ansatzfunktionen an der Diskontinuität abgeschnitten. Die so erzeugten Risse
sind für die Berechnung von Beton in Verbindung mit einem Ansatz für kohä-
sive Risse nutzbar. Bei diesem Ansatz wird davon ausgegangen, dass ein
Riss erst bei Überschreitung einer bestimmten Rissöffnung zugspannungsfrei
wird. Die bis zu dieser Rissöffnung auftretenden Rissschließspannungen wer-
den als externe Kräfte in das Modell implementiert. Untersuchungen mit ver-
schiedenen Verläufen der Rissschließspannungen über die Rissöffnung zei-
gen, dass ein bilinearer Verlauf die zur Validierung benutzten Modelle gut ab-
bildet. Sowohl für die Rissentstehung als auch für das Risswachstum wird als
Kriterium eine Versagensfläche für Beton verwendet.
Zur dynamischen Berechnung der hier vorgestellten Probleme wird eine ex-
plizite Zeitintegration benutzt. Dabei darf eine maximale Zeitschrittweite nicht
überschritten werden, damit die Stabilität der Berechnung gewährleistet wird.
Diese Zeitschrittgröße ist bei der Verwendung des elementfreien Galerkin-
Verfahrens vom Einflussradius der Knoten abhängig und liegt in der gleichen
Größenordnung wie bei der Finiten-Elemente-Methode. Je nach Topologie der
Risse bezüglich der Knoten muss der Zeitschritt verkleinert werden. Die Para-
meter der für hochdynamische Berechnungen notwendigen künstlichen Vis-
kosität müssen ebenfalls an das EFG-Verfahren angepasst werden.
Die numerische Simulation dynamischer Belastung von Beton erfordert die
Berücksichtigung weiterer Effekte. Die bei steigenden Dehnraten ebenfalls
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steigenden Festigkeiten werden über die Anpassung der Versagensfläche be-
rücksichtigt. Wird Beton stark hydrostatisch belastet, ist das nichtlineare Ver-
sagen der Mikroporen zu berücksichtigen (Hugoniot-Kurve), das über eine
Volumenfunktion eingeführt wird. Zusätzlich werden Annahmen über die Ent-
lastung der Hugoniot-Kurve getroffen.
Das EFG-Verfahren mit den verwendeten Rissbeschreibungen wird anhand
verschiedener statischer und dynamischer Versuche validiert. Die Berech-
nung eines von einer Kontaktdetonation belasteten Betonkörpers ergibt be-
züglich der Eindringcharakteristik eine gute Übereinstimmung mit den Ver-
suchsergebnissen. Die entstehenden Risse können ebenfalls abgebildet wer-
den.
Abstract
The calculation of highly dynamic loaded concrete requires high demands
on the material laws and the numerical method used for the calculation of the
continua. The aim of the presented work is to investigate weather the element-
free Galerkin method in combination with discrete, cohesive cracks is usable
for the calculation of highly dynamic loaded concrete.
The common method in the numerical mechanic is the finite element me-
thod. An alternative possibility presents the element-free Galerkin method
which calculates the shape function by a moving least square interpolation.
The error of the interpolation in a radius of support is weighted by a weight
function. This interpolation allows the determination of the shape function on-
ly by the distances of the nodes. Therefore the elements are not necessary as
a conjunction between the nodes. The integration over the domain is executed
by background integration.
The weight functions and therewith the shape functions can be cut at a
discontinuity. With this cutting discrete cracks can be implemented in the con-
tinua. The discrete cracks in combination with a cohesive crack model can be
used to calculate concrete. A cohesive crack model acts on the assumption
that a crack is becoming free of tension-stresses at its sides by exceeding a
critical crack opening. The stresses between the crack sides are the so called
crack closure stresses and can be implemented as external loads at the no-
des. Investigations with different distributions of the crack closure stresses
show that a bilinear distribution is able to represent the models used for the
validation. A failure surface is implemented for the initiation of the cracks as
well as the development of the cracks.
Explicit time integration is used for the calculation of the proposed dynamic
problems. For the stability of the explicit time integration the time step must
not exceed the critical time step. Using the element-free Galerkin method this
critical time step depends on the radius of influence of the nodes and shows
similar values as the critical time step using the finite element method. By ad-
ditionally using cracks with the element-free Galerkin method the critical time
step has to be increased. For highly dynamic calculations an artificial viscosi-
ty is necessary. The parameters for this must be adapted to the element-free
Galerkin method.
The highly dynamic loading of concrete requires the consideration of addi-
tional effects. The concrete strength is increasing with increasing strain rates.
This effect is taken into account by adaptation the failure surface. The nonli-
near behaviour of concrete loaded by hydrostatic strains is considered by a
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volume function. The cause for this nonlinear behaviour is the damage of the
micro pores under high hydrostatic strains (Hugoniot curve). Furthermore the
unloading of the hugoniot curve has to be determined.
The proposed simulation model with the discrete and cohesive cracks is
validated with different experimental static and dynamic test results. The cal-
culation of a concrete body loaded by a contact detonation results in a good
correlation with the experimental data considering of the pressure characteri-
stic. The resulting cracks can be reproduced.
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Bei sicherheitsrelevanten Bauwerken müssen neben den planmäßigen Last-
fällen auch unplanmäßige Lasten berücksichtigt werden. Neben Erdbebenla-
sten und dem Anprall von Fahrzeugen treten vermehrt hochdynamische Be-
anspruchungen in den Blickpunkt. Die Ursachen dafür sind unterschiedlicher
Art. Sie resultieren meist aus Explosionen oder dem Beschuss.
Hochdynamische Belastungen sind geprägt durch eine hohe Belastungs-
geschwindigkeit verbunden mit hohen Drücken. Diese hohe Belastungsge-
schwindigkeit führt zu großen Dehnraten. In Abbildung 1.1 sind die Dehnraten
von üblichen Belastungen zusammengefasst. Hochdynamische Belastungen
weisen Dehnraten zwischen 100 und 1.000.000 sec 1 auf. Die auftretenden
Dehnraten sind damit größer als bei einer dynamischen Belastung zum Bei-
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Abbildung 1.1: Verschiedene Dehnraten bei unterschiedlichen Belastungen
Beton versagt unter hochdynamischen Beanspruchungen in unterschied-
licher Weise. Folgende Versagensformen sind denkbar (siehe auch Abbil-
dung 1.2).
Während bei Kontaktdetonationen insbesondere ein Auswurf des Betons
unterhalb des Sprengstoffes (Spalling) und ein Abplatzen des Betons in Be-
reichen, in denen eine Druckwelle an freien Rändern reflektiert wird (Scab-
bing), beobachtet werden, ist beim Beschuss eines Betonkörpers (Impakt)
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die Versagensform Perforation denkbar. Beim Spalling und bei der Perforation
entspricht das Hauptversagen einer Zermalmung des Betons. Die Risse tre-
ten durch die Fortpflanzung der Druckwelle in weniger belastete Bereiche auf.
Beim Scabbing und beim lokalen Durchstanzen versagt der Beton durch die
Bildung von Rissen. Die Bruchstücke, die abgetrennt werden, sind zumeist
größer als beim Zermalmungsversagen.
Im Folgenden werden die Ursachen für verschiedene hochdynamische Be-





Abbildung 1.2: Versagensarten bei lokaler hochdynamischer Belastung
1.1.1 Explosionen
Explosionen können aufgeteilt werden in Deflagrationen und Detonationen.
Während bei einer Deflagration die Ausbreitungsgeschwindigkeit der Flamm-
oder Reaktionsfront langsamer als die Schallgeschwindigkeit des jeweiligen
Mediums ist (z.B. Abrennen von Methan-Luft-Gemischen), breitet sich bei ei-
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ner Detonation die Reaktionsfront mit Überschallgeschwindigkeit im Medium
aus (z.B. Explosion von TNT).
Detonationen können geplant oder ungeplant auftreten. Geplante Detona-
tionen werden zum Beispiel beim Abbruch von Bauwerken eingesetzt. Die
Detonation wird zumeist von einem in ein Bohrloch eingeführten Sprengstoff
ausgelöst. Es muss zwischen dem Abbruchsprengen (Breidt [27]) und dem
Lockerungssprengen unterschieden werden. Lockerungssprengungen dienen
der Zerstörung von massiven Bauteilen zur besseren Demontage. Die Zer-
störungswirkung kommt hierbei nur durch die Explosionswirkung des Spreng-
stoffs zustande.
Im Gegensatz dazu wird beim Abbruchsprengen die kinetische Energie der
herabfallenden Bauteile genutzt, um das Gebäude zu zerstören. Die Struktur
wird nur in einem lokalen Bereich von der Detonation selbst beansprucht.
Beim Abbruchsprengen ist es das Ziel, in einem tragenden Strukturelement
(z.B. Stütze, Wand) den gesamten Beton rund um das Bohrloch zu entfernen
(“wegzublasen”). Die dann noch vorhandene Bewehrung knickt unter einer
geringen Druckbelastung des Bauteiles aus. Durch diese lokale Schädigung
des Bauwerks können verschiedene Versagensmechanismen erzielt werden.
Eine Kippsprengung ist dadurch gekennzeichnet, dass das Bauwerk nur ein-
seitig geschwächt wird. Auf der ungeschädigten Seite stellt sich ein Gelenk
ein. Das Gebäude kippt um diese Gelenkachse. Bei einer Kollapssprengung
werden hingegen ganze Stockwerke herausgesprengt. Die von oben herabfal-
lende Masse zerstört die nicht gesprengten Teile des Bauwerkes, das in sich
zusammenfällt.
Diese beiden Versagensmechanismen können auch kombiniert werden. Ei-
ne so genannte Kipp-Kollapssprengung wurde zum Beispiel beim Abbruch der
Sparkasse in Hagen (“Langer Oskar”) angewendet (siehe Abbildung 1.3). Das
Problem bestand in der Höhe des Gebäudes (98 m) und der beschränkten
Fläche, die für den Aufprall des Gebäudes zur Verfügung stand. Die oberen
Teile des Gebäudes wurden mit einer Kollapssprengung zerstört. Erst im Fol-
genden setzte eine Kippbewegung durch die zeitversetzte Sprengung eines
Keiles in das Gebäude ein.
Die größten Kosten einer Abbruchsprengung verursacht das Bohren der
Löcher für den Sprengstoff. Gerade in massiven Bauteilen wie zum Beispiel
Wänden sind sehr viele Bohrlöcher erforderlich, um das Bauteil sicher zu ent-
fernen. Es stellt sich die Frage, ob eine Sprengung dieser massiven Teile mit
Sprengschnüren, die den lokalen Bereich ähnlich wie bei einer Kontaktdeto-
nation beanspruchen, nicht effektiver ist.
Abbruchsprengungen verursachen verschiedene Beeinflussungen der Um-
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Abbildung 1.3: Abbruch des langen Oskars in Hagen
welt. So treten in der Umgebung des Bauwerkes Erschütterungen auf, die
zu geringen Schäden führen sollten. Die Sprengstoffmenge wird deswegen
möglichst klein gewählt. Große Sprengstoffmengen führen auch zu vermehr-
tem Sprengstreuflug, der durch das Abhängen entsprechender Gebäudeteile
vermindert werden kann. Des Weiteren ist eine enorme Staubbelastung zu
verzeichnen. Die Staubwolke kann durch die Explosion großer Wassersäcke
gebunden werden.
Neben den planmäßigen Detonationen können Bauwerke durch ungewoll-
te Explosionen belastet werden. Diese treten bei unsachgemäßem Umgang
mit Gefahrstoffen oder bei terroristischen Anschlägen auf. Sie sind meist da-
durch gekennzeichnet, dass die Struktur nicht durch eine Kontaktdetonation
beansprucht wird, sondern durch die von der Explosion hervorgerufene Luft-
druckwelle. Eine wesentlich höhere Gefährdung geht von Explosionen inner-
halb von Bauwerken aus (Larcher [81]). Innerhalb einer Halle können sich
Druckwellen z.B. entlang einer Decke ausbreiten und sich bei zeitgleichem
Auftreffen mit der Hauptwelle auf eine Wand stark vergrößern. Die Geometrie
des Bauwerks (siehe Abbildung 1.4) und eventuell vorhandene Entlastungs-
flächen sind deswegen von entscheidender Bedeutung.
Bei Hallen mit leichten Hüllkonstruktionen ist neben dem Versagen des
Werkstoffes zumeist ein Versagen der Befestigungsmittel zu beobachten.
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Abbildung 1.4: Verschiedene Gebäudeformen und deren Belastung durch
Druckwellen im Inneren
Massivere Hallen können die Energie der Druckwelle besser absorbieren wo-
durch die Befestigungsmittel weniger belastet werden. Eine Verformungsfigur

















Abbildung 1.5: Überhöhte Verformung einer Industriehalle bei der Belastung
durch eine aus einer Detonation resultierenden Druckwelle von
innen
1.1.2 Impakt
Eine weitere hochdynamische Beanspruchung ist der Beschuss (Impakt).
Auch hier ist zu unterscheiden zwischen gewollten Belastungen (Militärische
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Anwendung) und ungewollten Belastungen (z.B. terroristische Attacken, Flug-
zeuganprall).
Die Anschläge auf das World Trade Center haben gezeigt, dass die Last-
annahmen, die bisher benutzt wurden, nicht in allen Fällen ausreichend sind.
So sind Reaktor-Containments im Allgemeinen gegen den Anprall eines Dü-
senjets bemessen. Fraglich ist, welche Belastung durch den Aufprall eines
wesentlich schwereren Passagierflugzeuges auftritt. Dies wird zum Beispiel
von Bernhart [21] untersucht.
Beim Impakt muss unterschieden werden zwischen weichen und harten
Stößen. Beim harten Stoß trifft ein quasi undeformierbarer Körper auf ein Bau-
teil. Die Energie des Stoßes wird als Deformationsarbeit des Bauteiles aufge-
nommen. Die Last-Zeit-Funktion ist in hohem Maße von den Eigenschaften
des Bauteiles abhängig. Beim weichen Stoß ist der auftreffende Körper so
deformierbar, dass er einen großen Teil der Energie über die Deformation
aufnimmt. Das getroffene Bauteil nimmt nur einen Bruchteil der Energie auf.
Daher ist der Last-Zeit-Verlauf nur in geringem Maße vom getroffenen Bauteil
abhängig.
Für den (abgesehen von den Triebwerken) als weichen Stoß zu wertenden
Flugzeugabsturz auf ein Kernkraftwerk können folglich Last-Zeit-Funktionen
bestimmt werden, die unabhängig von der getroffenen Struktur sind. Ein ein-
faches Modell für einen solchen Last-Zeit-Verlauf wird z.B. von Riera [115]
vorgeschlagen.
Auch wenn die Versagensformen von Impaktbelastungen denen von Kon-
taktdetonationen ähneln und für eine Berechnung dieselben Werkzeuge ver-
wendet werden können, wird im Weiteren auf die Belastung durch Impakt nicht
eingegangen.
1.2 Problemstellung
Beton verhält sich sowohl bei Zug- als auch bei Druckbelastung stark nichtli-
near. Dies wird zum Beispiel in den Last-Verformungs-Kurven von zug- oder
druckbeanspruchten Betonproben sichtbar. Nach einem linearen Anstieg der
Last sinkt die Steifigkeit. Bei einem verformungsgesteuerten Versuch können
nach Überschreitung der maximalen Last noch große Verformungen ertragen
werden.
Beton ist ein Verbundwerkstoff aus Zement, Wasser und Zuschlägen. Auch
wenn bei der Berechnung von Beton meist von einer verschmierten Betrach-
tung ausgegangen wird, können die Wirkungen der einzelnen Bestandteile
des Betons nicht unberücksichtigt bleiben. Die Versagensmechanismen von
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Beton müssen auf Mikro-, Meso- und Makroebene betrachtet werden. Ausge-
hend von auf Mikroebene vorhandenen Mikroporen und Mikrorissen entste-
hen unter einer Belastung auf Mesoebene Risse, die zu einem Versagen auf
Makroebene führen. Die Vorschädigung der Mikroporen führt zur Anfälligkeit
gegenüber Rissen und zu einer relativ niedrigen Zugfestigkeit des Verbund-
werkstoffs.
Bei Belastung von Beton mit großen dynamischen hydrostatischen Lasten
kommt ein weiterer Effekt zum Tragen: Übersteigt die hydrostatische Dehnung
einen Grenzwert, werden die Mikroporen zerstört, die Steifigkeit des Betonge-
füges nimmt ab. Bei weiter steigender Belastung sind die Poren des Betons
zerstört und die Steifigkeit des granular vorliegenden Materials ist wesent-
lich höher als bei niedrigen Dehnungen. Die Wellenanteile, die aus diesem
Bereich resultieren, sind schneller als die übrigen Wellen. Es kommt zum Auf-
steilen einer Stoßwellenfront, der so genannten Stoßwelle. Die Stoßwellen
bauen sich allerdings rasch wieder ab, da die Zerstörung der Mikroporen sehr
viel Energie absorbiert.
Ein weiterer Effekt, der bei der dynamischen Belastung von Beton zu be-
rücksichtigen ist, ist der Dehnrateneffekt. Versuche verschiedener Autoren
(Zusammenstellung z.B. von Bischoff [24]) zeigen, dass die Druck- und Zug-
festigkeit bei steigenden Dehnraten zunimmt. Dies liegt an der Homogenisie-
rung des Verbundwerkstoffes und der Verzögerung des Risswachstums. Da
die Dehnraten bei den hier untersuchten Kontaktdetonationen große Werte
annehmen, sind diese Steigerungen der Festigkeiten zu berücksichtigen.
1.3 Vorgehen
Um die Nichtlinearitäten von Beton in einem Berechnungsprogramm zu be-
rücksichtigen, gibt es verschiedene Ansätze. Sehr anwendungsorientierte
Finite-Elemente-Programme wie zum Beispiel SOFiSTiK [131] verwenden zur
Berechnung von Beton die aus Versuchen bekannten Spannungs-Dehnungs-
Linien. Das mehraxiale Verhalten des Werkstoffes wird dabei zumeist ver-
nachlässigt.
Damit das mehraxiale Verhalten von Beton berücksichtigt werden kann,
muss die Entstehung der Risse auf den verschiedenen Ebenen modelliert
werden. Die hierfür vorhandenen Ansätze lassen sich grundsätzlich in zwei
Methoden aufteilen. Zum einen können die Risse über kontinuumsmechani-
sche Ansätze eingefügt, zum anderen können die Risse als diskrete Risse in
einem Modell verwendet werden.
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Bei kontinuumsmechanischen Ansätzen (verschmierte Risse, Schädigungs-
ansatz) wird die Steifigkeitsänderung, die durch die Risse entsteht, über die
Verminderung des E-Moduls erreicht. Bleibende Verformungen werden z.B.
über einen Plastizitätsansatz berücksichtigt. Der Ort und die Größe der Risse
werden nicht berechnet.
Die diskreten Rissansätze modellieren die durch einen Riss entstehende
Diskontinuität. Deswegen sind der Ort und die Größe des Risses von Bedeu-
tung und müssen berechnet werden. Bei der Verwendung von Standardele-
menten kann die Diskontinuität implizit im Finiten-Elemente-Netz vorgegeben
sein, wobei dann der Rissfortschritt ebenfalls vorgeben ist. Der Riss wird da-
bei zumeist über Federn modelliert. Alternativ kann durch eine aufwändige
Neuvernetzung die Lage des Risses auch erst während der Berechnung fest-
gelegt werden. Ebenfalls verwendbar sind dreieckige Elemente, die während
der Berechnung an verschiedenen Stellen des Elements teilbar sind.
Um die Problematik der Adaption zu umgehen, können verschiedene Er-
weiterungen der Finiten-Elemente-Methode verwendet werden. Während die
Extended Finite Element Method (X-FEM) zusätzliche Ansatzfunktionen zur
Beschreibung des Risses verwendet, werden beim elementfreien Galerkin-
Verfahren (EFG) zur Erstellung der Steifigkeitsmatrix die Knotenabstände zu-
einander verwendet, so dass die Ansatzfunktionen am Riss abgetrennt wer-
den können. Das Verfahren verwendet keine Elemente sondern nur Knoten.
Die wesentlich einfachere Berücksichtigung von großen Verformungen ist
neben der Möglichkeit diskrete Risse zu implementieren ein weiterer Vorteil
des elementfreien Galerkin-Verfahrens. Es bestehen keine Beschränkungen
bezüglich einer verformten Elementgeometrie, da die Ansatzfunktionen auf
Grundlage der aktuellen Verformungen in jedem Berechnungsschritt neu er-
stellt werden können.
Werden zur Berechnung von Beton diskrete Risse verwendet, kann das
nichtlineare Verhalten der Rissentstehung über eine Bruchprozesszone ein-
geführt werden. Bei einer Bruchprozesszone geht man davon aus, dass ein
Riss bis zum Erreichen einer maximalen Rissöffnung noch Kräfte über die
Rissufer übertragen kann. Es findet also ein Übergang vom Kontinuum zur
Diskontinuität in der Weise statt, dass die inneren Kräfte erst schrittweise ver-
ringert werden.
Simulationen von stoßwellenbeanspruchten Betonstrukturen werden zu-
meist mit kontinuumsmechanischen Schädigungsansätzen berechnet (sie-
he z.B. S. Eibl [44]). In dieser Arbeit soll untersucht werden, ob ein diskre-
tes Rissmodell, das von verschiedenen Autoren insbesondere für Zug- oder
Biegebeanspruchungen von Beton verwendet wurde (siehe z.B. Häußler-
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Combe [56]), auch für stoßwellenbeanspruchten Beton verwendet werden
kann.
1.4 Ziel der Arbeit
Das elementfreie Galerkin-Verfahren ist in den verfügbaren kommerziellen
und offenen Finiten-Elemente-Programmen nur in wenigen Fällen implemen-
tiert und nach dem heutigen Stand auch in dieser Weise, dass das Verfahren
nur für große Verformungen angewendet werden kann. So können mit dem
in LS-DYNA verwendbaren EFG-Verfahren zum Beispiel Extrusionsvorgän-
ge von Kunststoff berechnet werden. Die Möglichkeit, mit dem EFG-Verfahren
Diskontinuitäten zu berechnen, wird von keinem Programm derzeit unterstützt.
Es ist deshalb ein Programm zu entwickeln, in dem mit dem elementfreien
Galerkin-Verfahren diskrete Risse berechnet werden können. Gleichzeitig sol-
len in diesem Programm Finite Elemente verwendet werden können, um z.B.
einen Vergleich mit der Extended Finite Element Method (X-FEM) zu ermög-
lichen. Das Programm soll dabei die üblichen Methoden, die bei der Finiten-
Elemente-Methode verwendet werden, zur Verfügung stellen. Es soll keine
Einschränkung auf ein bestimmtes Lösungsverfahren vorgenommen werden.
Neben der statischen nichtlinearen Berechnung mit dem Newton-Raphson-
Verfahren sollen ein nichtlineares implizites und ein explizites Lösungsverfah-
ren für dynamische Anwendungen möglich sein.
Das nichtlineare Verhalten von Beton soll über diskrete, kohäsive Risse ab-
gebildet werden können. Deswegen sind Methoden zur Bestimmung der Kräf-
te aus der Bruchprozesszone zu integrieren. Ebenso ist das Verhalten von
Beton unter hohen hydrostatischen Dehnungen und unter hohen Dehnraten
zu berücksichtigen.
1.5 Übersicht
Im Kapitel 2 werden einführend verschiedene numerische Verfahren vorge-
stellt, die im Weiteren verwendet werden. Neben Verfahren zur Berücksichti-
gung von Nichtlinearitäten werden die Methoden zur Durchführung von dyna-
mischen Simulationen beschrieben.
Diese Methoden werden mit dem im Kapitel 3 vorgestellten elementfreien
Galerkin-Verfahren verwendet. Es wird die Erstellung der Ansatzfunktionen
für das EFG-Verfahren erläutert, die mit einer Moving Least Square Interpola-
tion durchgeführt wird. Die beim EFG-Verfahren möglichen Risse werden bei
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dieser Interpolation berücksichtigt.
Im Kapitel 4 wird das Verhalten von Beton und die Beschreibung dieses
Verhaltens in verschiedenen Stoffgesetzen dargestellt. Die in dieser Arbeit
nicht weiter verwendeten Schädigungsansätze werden mit dem Ansatz dis-
kreter Risse verglichen. Es werden die Erstellung der Bruchprozesszone und
die weiteren in einem diskreten Riss wirkenden Kräfte beschrieben. Hierbei
wird auch der Kontakt zwischen zwei Rissufern und die Reibung in einem
Riss berücksichtigt. Das dynamische Verhalten von Beton unter hohen hydro-
statischen Dehnungen wird über eine so genannte Y-Funktion eingeführt.
Kapitel 5 enthält verschiedene statische und dynamische Vergleichsrech-
nungen von Versuchen mit unterschiedlicher Belastung und Geometrie. Die
untersuchten Geometrien, die mit Stoßwellen beansprucht werden, sind ei-
ne starke Vereinfachung der in der Realität vorkommenden Sprengungen. Es
können mit dem hier entwickelten Ansatz nur zweidimensionale Berechnun-
gen durchgeführt werden. Die Berechnung von Bohrlochladungen ist deswe-
gen zum jetzigen Zeitpunkt nicht möglich. Abschließend werden in diesem
Kapitel die Grenzen des verwendeten Simulationsmodells vorgestellt.
Im Kapitel 6 werden die in dieser Arbeit gesammelten Ergebnisse zusam-
mengefasst.
2 Numerische Mechanik
In diesem Kapitel sollen die zum Einsatz kommenden numerischen Metho-
den vorgestellt werden. Die numerische Mechanik benutzt zur Berechnung
eines Kontinuums die Massenerhaltung, die Bewegungsgleichungen und die
Energieerhaltung. Da diese gekoppelten Differentialgleichungen bei komple-
xen Systemen nicht geschlossen lösbar sind, bedient man sich der nume-
rischen Lösung über die Variationsrechnung (schwache Form). In der Kon-
tinuumsmechanik kommt dabei zumeist die Finite-Elemente-Methode (FE-
Methode) zum Einsatz.
Das methodische Vorgehen des in Kapitel 3 vorgestellten elementfreien Ga-
lerkin-Verfahrens (EFG-Verfahren) unterscheidet sich insbesondere bei der
Erstellung der Ansatzfunktionen von der Finiten-Elemente-Methode und zeigt
bei den betrachteten Problemen einige Vorteile.
Da beim EFG-Verfahren die meisten Verfahren anlog zu denen der Finiten-
Elemente-Methode verwendet werden können, sollen hier verschiedene As-
pekte einführend erläutert werden. Ein Schwerpunkt liegt dabei auf der Be-
rücksichtigung von Nichtlinearitäten. In der Arbeit sollen dynamische Prozes-
se betrachtet werden. Die in der numerischen Mechanik zur Lösung der Zeit-
integration verwendeten Ansätze werden ebenfalls vorgestellt. Abschließend
werden einige Erläuterungen zur Programmierung des Berechnungscodes
gegeben.
2.1 Finite-Elemente-Methode
Die Methode der Finiten Elemente hat sich im Bauwesen zur Berechnung
von Schnittkräften und zur Berechnung von Versagenszuständen weitgehend
durchgesetzt. Es soll deswegen im Weiteren auf eine genaue Beschreibung
verzichtet werden. Dazu sei auf die reichhaltig vorhandene Literatur verwiesen
(z.B. Bathe [11], Belytschko [19], Wriggers [149]).
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2.1.1 Einführung
Aus den Grundgleichungen der Mechanik lässt sich mit Hilfe der Variations-
rechnung (Prinzip der virtuellen Verschiebungen) zu einem beliebigen Zeit-
punkt das Gleichgewicht an einem Körper schreiben alsZ
V
T  dV = uT fext (2.1)
Die linke Seite repräsentiert die Arbeit der inneren Kräfte Wint , die aus dem
Integral über eine virtuelle Verzerrung  und die Spannung  gebildet wer-
den. Die rechte Seite entspricht der virtuellen Arbeit der äußeren Kräfte Wext
und bestimmt sich aus der Multiplikation des äußeren Kraftvektors fext mit den
virtuellen Verformungen u.
2.1.2 Formulierung von Kontinuumselementen
Gleichung 2.1 wird nun über die Zerlegung des Problemgebietes in Teilbe-
reiche (Elemente) berechnet. Ziel ist es, das Integral an einem Element zu
lösen und die sich ergebenden Steifigkeiten der entsprechenden Gesamtstei-
figkeitsmatrix zuzuordnen.
Es werden Ansatzfunktionen Ni gewählt, mit denen der Verlauf der Ver-
formungen in einem Element interpoliert werden kann. Die Interpolation der
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Bei den isoparametrischen Elementen wird das x-y-Koordinatensystem durch







  1 1 1  1




Die virtuelle Dehnung  kann aus der Multiplikation der so genannten
B-Matrix mit den virtuelle Verformungen u bestimmt werden.
 = B  u (2.5)
Eingesetzt in Gleichung 2.1 ergibt sich
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An einem Element ausgewertet ergibt die Integration der Gleichung 2.6 ein
Gleichungssystem





BT  C  BdV (2.9)
Auf die Erstellung der Materialmatrix D wird in Kapitel 4 eingegangen. Die
Elementsteifigkeitsmatrix K e kann über eine numerische Integration (zum Bei-
spiel Gauss-Integration) der Gleichung 2.1 bestimmt werden. Die Einträge der
Elementsteifigkeitsmatrix K e müssen an den entsprechenden Stellen zur Ge-
samtsteifigkeitsmatrix K addiert werden, so dass sich eine zu lösende Glei-
chung für das Gesamtsystem ergibt
Ku = fext (2.10)
Alternativ kann Gleichung 2.10 auch über eine Energiebetrachtung ermittelt
werden. Es gilt das Energiegleichgewicht
Π = uTKu   uT fext (2.11)
Die Minimierung dieser Gleichung führt zu
Π = 0 () uTKu   uT fext (2.12)
Daraus lässt sich ebenfalls Gleichung 2.10 ableiten.
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2.1.3 Zweidimensionale Koordinatenmodelle
Die im Rahmen dieser Arbeit erstellte Programmumgebung soll so offen ge-
halten werden, dass sowohl zwei- als auch dreidimensionale Probleme be-
rechnet werden können. Die Berechnung von diskreten Rissen in einem räum-
lichen System wird hier allerdings nicht durchgeführt, da sowohl der numeri-
sche als auch der organisatorische Aufwand von räumlichen Rissen sehr groß
ist. Deshalb müssen Wege gefunden werden, die dreidimensionale Wirklich-
keit über zweidimensionale Koordinatenmodelle abzubilden. Es stehen da-
für verschiedene Möglichkeiten zur Verfügung: die Verwendung eines ebenen
Dehnungs- oder eines ebenen Spannungszustandes und axialsymmetrische
Elemente.
Der Unterschied zwischen dem ebenen Dehnungs- und dem ebenen Span-
nungszustand liegt in der Annahme der Reaktion in die aus der Ebene her-
auszeigende z-Richtung. Beim ebenen Dehnungszustand wird davon ausge-
gangen, dass die Elemente in Dickenrichtung ihre Dicke behalten, dass al-
so die Dehnung in z-Richtung gleich Null ist. Spannungen können in dieser
Richtung vorhanden sein. Der ebene Dehnungszustand tritt zum Beispiel bei
einem Ausschnitt quer zur Längsrichtung aus einem langen Bauteil auf.
Beim ebenen Spannungszustand werden die Spannungen in z-Richtung
als Null angenommen. Die Dehnungen in diese Richtung können verschieden
von Null sein. Dies trifft bei dünnen Platten zu, die keine Biegbeanspruchung
erfahren.
Axialsymmetrische Elemente
Die Berechnungen einer Platte unter Kontaktdetonation finden mit axialsym-
metrischen Elementen statt, da sowohl Elemente mit einem ebenen Deh-
nungsansatz als auch Elemente mit einem ebenen Spannungsansatz nicht
verwendbar sind, weil die räumliche Abstraktion von ebenem Dehnungs- bzw.
ebenem Spannungszustand nicht dem Versuch entspricht.
In Abbildung 2.1 wird das beim axialsymmetrischen Element verwendete
Koordinatensystem dargestellt, bei dem die im kartesischen System benutz-
te x-y-Ebene in eine r-z-Ebene übergeführt wird. Diese Ebene wird um die
z-Achse gedreht. Der Drehwinkel wird dabei mit Θ angegeben. Bei axial-
symmetrischen Elementen wird davon ausgegangen, dass alle Größen ein-
schließlich der Belastung unabhängig von dieser umlaufenden Koordinate Θ
sind. In der Abbildung 2.1 sind außerdem die jeweiligen Verformungen und
Dehnungen dargestellt. Während die Verformungen in Θ-Richtung Null sind,
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Festzuhalten bleibt, dass sich die Dehnungen rΘ und zΘ aufgrund des ge-














Abbildung 2.1: Axialsymmetrisches Element
























Die Ansatzfunktionen Ni werden analog zu denen von Elementen mit ebe-
nem Dehnungs- oder ebenem Spannungszustand gebildet (Gleichung 2.3).


































BT  C  Br  dr dz (2.16)
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Die Elementsteifigkeitsmatrix ist damit abhängig vom Abstand des Elements
zur Symmetrieachse. Die Integration der internen und externen Kräfte muss
analog zur Erstellung der Elementsteifigkeitsmatrix erfolgen.
2.2 Lagrange-Netze / Euler-Netze
Um die Bewegung von Körpern im Raum zu beschreiben, gibt es zwei unter-
schiedliche Betrachtungsweisen. Bei der Lagrange-Beschreibung (Lagran-
ge-Netz) wandert der Betrachter mit dem Körper mit. Das Netz bleibt fest mit
der Struktur verbunden. Für beliebige Feldfunktionen  gilt damit
 = (X , t) (2.17)
Die Funktionen sind damit also von den materiellen Punkten (Körperkoordi-
nate X ) abhängig.
Die Vorteile von Lagrange-Netzen sind meist kürzere Rechenzeiten, eine
Vereinfachung der Definition der Randbedingungen und die Möglichkeit, ge-
schichtsabhängige Stoffgesetze zu verwenden. Nachteilig wirkt sich der Ab-
bruch bei großen Netzdeformationen aus. Lagrange-Netze werden zumeist in
der Strukturmechanik verwendet.
Die Euler-Beschreibung (Euler-Netz) betrachtet das Verhalten über die
gesamte Zeit von einem festen Standpunkt aus. Das gesamte zu modellie-
rende System wird mit einem raumfesten Netz überzogen, in dem sich der
Körper bewegt.
Für beliebige Feldfunktionen  gilt damit
 = (x, t) (2.18)
Die Funktionen sind damit also von den geometrischen Punkten (Raumkoor-
dinate x) abhängig. Ein Vorteil des Euler-Netzes ist das Fehlen von Netzver-
zerrungen. Es eignet sich deswegen zur Beschreibung von Fluiden.
Die Unterschiede in der Betrachtung können gut mit Abbildung 2.2 be-
schrieben werden. Man stelle sich ein Stück Knetmasse vor, das auf ein an-
deres Stück Knetmasse geworfen wird. Für die Lagrange-Beschreibung wird
auf die Knetmasse ein Netz gezeichnet, das sich beim Aufprall des Körpers
verformt (Abbildung 2.2, oben). Bei der Euler-Beschreibung wird vor das Ex-
periment eine durchsichtige Folie mit einem Gitter gelegt, das als Bezugssy-
stem dient. Dieses Gitter verformt sich beim Aufprall des Körpers nicht (Abbil-
dung 2.2, unten).
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Abbildung 2.2: Lagrange-Netz (oben) – Euler-Netz (unten)
Sollen nun Lagrange- und Euler-Netze gekoppelt werden, sind im Kontakt-
bereich verschiedene Randbedingungen zu beachten. Dafür kann das ALE-
Verfahren (Arbitrary Lagragian Eulerian) verwendet werden. Eine Beschrei-
bung dieses Verfahrens findet sich in Plotzitza [109].
Durch das hier verwendete elementfreie Galerkin-Verfahren stellen sich die
Probleme mit großen Verformungen nicht in dem Maße, wie sie bei Finiten
Elementen bekannt sind. Es wird bei den Untersuchungen stets ein Lagrange-
Netz verwendet.
2.3 Nichtlineare Lösungsansätze
2.3.1 Klassifikation der Nichtlinearität
Die meisten Ingenieurprobleme zeigen bei einer entsprechenden Belastung
ein nichtlineares Verhalten. Eine lineare Betrachtung ist nur in einem einge-
schränkten Bereich zulässig. Beispiele für nichtlineares Verhalten sind das
Überschreiten von Materialfestigkeiten, das Knicken und Beulen oder der Kon-








Abbildung 2.3: Verschiedene geometrisch nichtlineare Problemtypen aus Ba-
the [11]
a) große Verschiebungen, kleine Verzerrungen
b) große Verschiebungen, große Verzerrungen
takt. Nichtlinearitäten haben verschiedene Ursachen, die in drei Kategorien
unterteilt werden können:
 Materialnichtlinearität (z.B. Plastizität)
 Geometrische Nichtlinearität (Theorie II. Ordnung). Die geometrischen
Nichtlinearitäten können unterteilt werden in Probleme mit großen Ver-
schiebungen, kleinen Verzerrungen und in Probleme mit großen Ver-
schiebungen und großen Verzerrungen (siehe Abbildung 2.3).
 Sich ändernde Systemzustände z.B. Kontakt
Ein linearer FE-Ansatz geht davon aus, dass sich alle Teile des Gleichungs-
systems 2.8 linear verhalten. Für nichtlineare Stoffgesetze, für große Ver-
schiebungen und große Verzerrungen sind lineare Ansätze nicht oder nur ein-
geschränkt verwendbar.
Das Gleichgewicht (Gleichungssystem 2.8) ist bei einer nichtlinearen Be-
rechnung immer am aktuellen (verformten) System zu kontrollieren. Um dies
zu ermöglichen, wird die Last in Lastinkremente oder Lastschritte aufgeteilt.
Es wird eine Zeitvariable t eingeführt, die bei einer statischen Berechnung
das Lastniveau und bei einer dynamischen Berechnung die wirkliche Zeit re-
präsentiert.
Da das Gleichgewicht in den seltensten Fällen zum Zeitpunkt t direkt be-
stimmbar ist, ist bei pfadabhängigen Problemen eine nichtlineare Berechnung
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über den gesamten Zeitbereich zu lösen. Die Lösung zu einem Zeitpunkt t sei
bekannt. Damit kann die Lösung zum Zeitpunkt t + ∆t bestimmt werden zu
t+∆tfext = t+∆tf int = tf int + ∆f (2.19)
Der vorangestellte obere Index entspricht dem Zeitpunkt, zu dem die entspre-
chende Größe betrachtet wird. In Gleichung 2.19 bezeichnet ∆f den Zuwachs
der inneren Kräfte im Zeitschritt ∆t . Dieser Vektor kann durch die Multiplika-
tion der inkrementellen Verformungen mit der Tangentensteifigkeitsmatrix tK ,
die den geometrischen und materiellen Bedingungen zum Zeitpunkt t ent-
spricht, angenähert werden
∆f  tK  ∆u (2.20)
Der Vektor ∆u repräsentiert die inkrementellen Knotenverschiebungen im
Zeitschritt ∆t . Dies ist nur eine Näherung, da die Matrix tK zum Zeitpunkt t
bestimmt wird. Das Gleichgewicht muss damit in folgender Gleichung erfüllt
sein
tK  ∆u = t+∆tfext   tf int (2.21)
Die Näherung für die Gesamtverschiebung ergibt sich zu
t+∆tu  tu + ∆u (2.22)
Da dieses Vorgehen nur eine Näherung ist, kann eine Lösung je nach Größe
der Zeitschritte signifikant falsch sein. Deswegen muss ein stabiles Iterations-
verfahren verwendet werden, das zum Beispiel mit dem Newton-Raphson-
Verfahren gegeben ist.
Nichtglatte Systeme
Nichtlineare Systeme sind außerdem oft zusätzlich nichtglatte Systeme (Lei-
ne [83]). Von nichtglatten Systemen spricht man, falls ein Stoffgesetz oder
eine Randbedingung nicht differenzierbar oder unstetig ist. Es spielt dabei
keine Rolle, ob die Unstetigkeit bzw. Undifferenzierbarkeit nach dem Ort oder
nach der Zeit vorhanden ist. Beispiele für nichtglatte Systeme sind ein ideal-
plastisches-ideal-elastisches Stoffgesetz, eine Kontaktbedingung oder das
Beulen von dünnen Schalen.
Für alle nichtglatten Systeme gilt, dass der Punkt, an dem die Unstetigkeit
bzw. fehlende Differenzierbarkeit auftritt, genauer betrachtet werden sollte. Es
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sind dabei grundsätzlich zwei verschiedene Lösungswege zu unterscheiden.
Die Unstetigkeitsstelle kann geglättet werden. Dies passiert zum Beispiel bei
einer Kontaktbedingung im Penaltyverfahren. Alternativ kann die an diesem
Punkt der Gleichung gewählte Schrittweite stark herabgesetzt werden, um
über die Unstetigkeit rechnen zu können. Bei beiden Wegen ist dafür Sorge
zu tragen, dass kein Oszillationsvorgang über die Unstetigkeitsstelle entsteht.
2.3.2 Newton-Raphson-Verfahren
Das Newton-Raphson-Verfahren dient in der Mathematik zur Bestimmung von
Nullstellen von nichtlinearen Gleichungen. Die Idee des Verfahrens ist, die
Funktion im Ausgangspunkt zu linearisieren und die Nullstelle der Tangente
als verbesserte Näherung zu benutzen. Dies wird so oft durchgeführt, bis die
Änderung in der Näherung eine zu definierende Schranke unterschreitet. Das
Newton-Raphson-Verfahren konvergiert im günstigsten Fall quadratisch.
Es kann zur Lösung der Iterationsaufgabe aus Gleichung 2.21 und 2.22
verwendet werden. Das Gleichgewicht ist hergestellt, wenn das Residuum
(t+∆tf res = t+∆tfext   t+∆tf i 1int ) Null wird bzw. unter die Konvergenzgrenze fällt.






















Die Lösung an Punkt A sei bekannt. Es soll in diesem Zeitschritt die Kraft
∆Fi aufgebracht werden. Der erste Iterationsschritt ergibt als Lösung die Ver-
formung ui+1. Die Steigung der Geraden im ersten Schritt entspricht der Tan-
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gente der Steifigkeitsmatrix KT am Punkt A. Der Fehler dieser Lösung beträgt
∆F̃1 (Residuum). Im zweiten Schritt vom Punkt C zum Punkt D (Steigung der
Steifigkeitsmatrix am Punkt C) verringert sich das Residuum auf ∆F̃2. Die-
ser Fehler wird im nächsten Schritt als neue Last verwendet. Um die wieder-
holte Erstellung der Steifigkeitsmatrix zu vermeiden, kann im zweiten Schritt
auch die im Punkt A verwendete Steifigkeitsmatrix verwendet werden. Die-
ses so genannte modifizierte Newton-Raphson-Verfahren führt zwar zu einer
schlechteren Konvergenz, bedeutet aber unter Umständen eine wesentlich
schnellere Rechnung, da die Steifigkeitsmatrix nicht bei jedem Iterationsschritt
aufgebaut werden muss.
Das Nachbruchverhalten kann mit diesem Verfahren nicht optimal abgebil-
det werden, da in diesem Fall die aufnehmbare Last bei zunehmender Verfor-
mung abnimmt. Dafür steht das Bogenlängenverfahren zur Verfügung. Dabei
wird die neu aufzubringende Last eines Iterationsschrittes so bestimmt, dass
die Gesamtverformungen des Systems in jedem Schritt gleich sind bzw. einen
Grenzwert nicht überschreiten.
Ein Nachteil des Newton-Raphson-Verfahrens ist die aus den erforderlichen
kleinen Schrittweiten resultierende lange Rechenzeit. Die genaue Vorgehens-
weise des Newton-Raphson-Verfahrens ist zum Beispiel in Belytschko [19]
geschildert.
2.4 Zeitintegration
Im Folgenden sollen verschiedene Methoden zur Zeitintegration vorgestellt
werden. Nach einer allgemeinen Einführung werden dabei das Newmark-
Verfahren und die zentrale Differenzen-Methode vorgestellt. Abschließend
werden einige weitere bei einer dynamischen Berechnung notwendige Me-
thoden vorgestellt.
2.4.1 Einführung
Die Differentialgleichungen, die in Kapitel 2.1 hergeleitet wurden, müssen
über die Zeit integriert werden. Die Integrationsverfahren können dabei aufge-
teilt werden in explizite (differentielle Formulierung) und implizite (Variations-
Formulierung) Methoden, die sich in der Anwendung folgendermaßen unter-
scheiden:
Bei der expliziten Zeitintegration (z.B. zentrales Differenzenverfahren)
wird für die Berechnung der Verformungen zum Zeitpunkt t + ∆t das Gleich-
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gewicht zum Zeitpunkt t hergestellt. Es ist ein rückwärtsgerichtetes Verfahren
und benötigt wegen der Abhängigkeit der Zeitschrittgröße von der höchsten
Eigenfrequenz des Systems sehr viele kleine Zeitinkremente. Der Rechen-
aufwand pro Inkrement ist dabei durch die bekannten Lösungen des letzten
Zeitschrittes gering. Es sind keine Iterationen zu lösen.
Bei der impliziten Zeitintegration (z.B. Newmark-Verfahren) wird das
Gleichgewicht zum Zeitpunkt t + ∆t am Zeitpunkt t + ∆t betrachtet. Es kann
dabei nicht auf schon bekannte Lösungen zurückgegriffen werden. Die not-
wendige Iteration bedingt die wiederholte Lösung des globalen Gleichungs-
systems, so dass der numerische Aufwand pro Inkrement deutlich höher ist
als bei expliziten Methoden. Die Zeitintervallgröße ist nur durch die ange-
strebte Genauigkeit und durch Konvergenzbedingungen festgelegt, da keine
Beschränkung zum Erreichen der Konvergenz erforderlich ist.
Beide Zeitintegrationsverfahren besitzen eine quadratische Konvergenz.
Das explizite Zeitintegrationsverfahren konvergiert allerdings nur quadratisch,
falls die kritische Zeitschrittweite nicht unterschritten wird.
2.4.2 Newmark-Verfahren
Die Gleichgewichtsbedingung
Ma + Cv + Ku = f (2.23)
stellt den Ausgangspunkt für die Herleitung des Newmark-Verfahrens dar. Da-
bei werden die globale Massenmatrix M und die globale Dämpfungsmatrix C
zur Bestimmung der unbekannten Verformungen u, Geschwindigkeiten v und
Beschleunigungen a benutzt. Zur Lösung sind die Anfangsbedingungen
u(0) = u0 (2.24)
v(0) = v0 (2.25)
erforderlich. Die Gleichung 2.23 wird nun für einzelne Zeitpunkte gelöst. Die
Beschleunigung wird zwischen diesen Punkten mit einem Faktor  gewichtet
(siehe Abbildung 2.5).
Die Beschleunigung zum Zeitpunkt tn+1 ergibt sich zu
an+1 = an + ∆a (2.26)
Die Geschwindigkeit und die Verformung kann dann errechnet werden zu
vn+1 = vn + ∆t [(1  )an + an+1] (2.27)
un+1 = un + ∆tvn +
∆t2
2













Abbildung 2.5: Wichtung der Beschleunigungen beim Newmark-Verfahren
wobei  je nach gewähltem Ansatz unterschiedliche Werte annehmen kann.
Bei  = 14 wird von einer konstanten Beschleunigung ausgegangen, bei  =
1
6
von einer linearen Beschleunigung.
Die Aufstellung des Systemgleichgewichts ergibt
Man+1 + Cvn+1 + Kun+1 = fn+1 (2.29)
Diese Gleichung kann nach an+1 aufgelöst werden, wobei folgendes Glei-
chungssystem zu lösen bleibt
(M + ∆tC + ∆t2K )an+1 = fn+1   Cṽn+1   Kũn+1 (2.30)
mit
ṽn+1 = vn + ∆t(1  )an (2.31)




Zu klären bleibt die Startbedingung des Algorithmus also der Wert a0. Diese
kann durch Auswertung der Gleichung 2.23 zum Zeitpunkt t = 0 bestimmt
werden zu
Ma0 = f0   Cv0   Ku0 (2.33)
Die Berechnung einer Startbedingung ist eine Eigenart des Newmark-Ver-
fahrens. Bei anderen Zeitintegrationsverfahren (z.B. Petrow-Galerkin) ist dies
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nicht erforderlich. Dies kann unter Umständen ein Vorteil sein. Bei Verwen-
dung von  = 2 ist das ungedämpfte Newmark-Verfahren für jede Zeitschritt-
weite stabil und besitzt eine quadratische Konvergenz. Falls  > 12 , entsteht
eine algorithmische Dämpfung und numerische Dispersion. Deswegen wer-








Dies entspricht dem Newmark-Verfahren unter Annahme konstanter Beschleu-
nigung.
Die vorgestellten Gleichungen sind im Ablaufdiagramm 2.1 zusammenge-
stellt (siehe auch Belytschko [19]).
Dispersion
Mit Dispersion bezeichnet man den Phasenfehler, der bei der numerischen
Zeitintegration entsteht. Sie wird durch Oszillationen sichtbar, die einer Bela-
stungswelle nachlaufen. Verschiedene Autoren beschreiben zeitliche Integra-
tionsverfahren, die die Dispersion verkleinern wie z.B. Neumann [99].
2.4.3 Explizite Zeitintegration
Für die Wahl  = 0 und  = 12 erhält man aus dem Newmark-Verfahren ein
explizites Zeitintegrationsverfahren – das Verfahren der zentralen Differenzen.





(t ∆tu   2 tu + t+∆tu) (2.35)
Die Verformung zum Zeitpunkt t +∆t kann damit aus bisher bekannten Werten
ermittelt werden. Die Gleichgewichtsbeziehung 2.29 wird zu
1
∆t2









Der Ablauf dieses Verfahrens ist im Ablaufdiagramm 2.2 dargestellt.
Die Lösung beruht also darauf, dass für die Berechnung zum Zeitpunkt
t + ∆t die Gleichgewichtsbedingungen zum Zeitpunkt t angewendet werden.
Es fällt weiter auf, dass unter Voraussetzung einer diagonalen (lumped) Mas-
senmatrix keine Invertierung einer Matrix mehr notwendig ist sondern eine
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Ablaufdiagramm 2.1: Newmark-Verfahren
1. Zähler setzen zu n = 0, t = 0
2. Anfangsbedingungen und Initialisierung der Parameter vn,n, un
3. Berechnung von M, fn
4. Berechnung der Anfangsbeschleunigung aus a0 = M 1  f0 (bei u0 = 0
und v0 = 0)
5. unew = un
6. Newton-Raphson-Iteration für den Zeitschritt n + 1
a) Berechnen der Belastung f (unew , tn+1) = fext   f int
b) ũn+1 = un + ∆tvn + ∆t
2
2 (1  2)an
an+1 = 1∆t (unew   ũn+1)
vn+1 = vn + (1  )∆tan + ∆tan+1
c) Bestimmung des Residuums r = Man+1   f
Bei Berücksichtigung der Dämpfung
r = M  an+1 + C
h
 1∆t2  (un+1   un)  1∆t vn   ( 12   1)an
i
  f
d) Kontrolle des Konvergenzkriteriums
e) Berechnung der Steifigkeitsmatrix
A = 1∆t2 (unew   ũn+1)M + K
f) Lösen der linearen Gleichung ∆u =  A 1r
g) unew = unew + ∆u
7. Verschiebungen aktualisieren un+1 = unew
Zähler erhöhen n = n + 1, t = t + ∆t
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Ablaufdiagramm 2.2: Explizite Zeitintegration
1. Berechnung der Anfangskonditionen a0
2. Berechnung der diagonalen, invertierten Massenmatrix M 1
a) Berechnung des äußeren Lastvektors fext ,n
b) Bestimmung der inneren Kräfte f int ,n und der Dämpfungsmatrix C
c) fn = ∆t2  (fext ,n   f int ,n)
d) Kontrolle der Konvergenzbedingungen
e) un+1 = M 1(fn   Cvn 1) + 2  un   un 1
f) an+1 = 4∆t2  ∆u   4∆t  vn   an
g) vn+1 = vn + ∆t  an+1
wesentlich schnellere Matrizenmultiplikation durchgeführt wird. Unter der Vor-
aussetzung einer über die Zeit konstanten Massenmatrix müssen in jedem
Zeitschritt demnach nur noch die internen Kräfte bestimmt (es ist keine glo-
bale Steifigkeitsmatrix erforderlich) und verschiedene Matrizenadditionen und
Matrizenmultiplikationen durchgeführt werden.
Die Durchführung der expliziten Zeitintegration kann auf zwei verschiede-
nen Ebenen durchgeführt werden. Die Multiplikation der Massenmatrizen mit
dem residualen Kraftvektor kann auf Elementebene erfolgen. Dies hat den
Vorteil, dass die Anzahl globaler Matrizen relativ klein ist. Alternativ kann die
Multiplikation auch auf globaler Ebene erfolgen. Dies hat den Vorteil, dass
das Newton-Raphson-Verfahren bzw. das Newmark-Verfahren entsprechend
angepasst werden kann, ohne dass eine komplette Neuprogrammierung er-
forderlich ist. Deswegen wird dieses Vorgehen auch hier verwendet.
Eine diagonale Massenmatrix kann zum Beispiel mit der von Huges [64] be-
schriebenen ”Row-sum”-Technik erstellt werden. Dabei werden auf Element-
ebene alle Werte einer Zeile zusammengefasst und in die Diagonale einge-
tragen.
Stabilität
Im Gegensatz zum Newmark-Verfahren, bei dem gezeigt werden kann, dass
bei Verwendung von  = 2 das Verfahren unbedingt stabil ist, ist das zentrale
Differenzenverfahren nur dann stabil, wenn die stabile Zeitschrittweite nicht
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überschritten wird. Diese wird von Belytschko [15] angegebenen zu
∆t  c dminc (2.37)
mit dem minimalen Abstand der Knoten zueinander dmin und der Wellenge-
schwindigkeit c, die in elastischen isotropen Materialien unter kleinen Verfor-





c ist ein Reduktionsfaktor (Courant-Zahl [36]), der aufgrund der destabilisie-
renden Effekte der Nichtlinearitäten gewählt werden sollte zu
0,8  c  0,98 (2.39)
2.4.4 Dämpfung
Die in der numerischen Mechanik verwendeten Dämpfungsansätze können
unterteilt werden in eine für das Rechenverfahren erforderliche numerische
Dämpfung und eine Dämpfung, die die Energiedissipationen des Werkstoffes
abbildet.
Bei den meisten Zeitintegrationsverfahren wird eine numerische Dämpfung
der hohen Frequenzbereiche eingeführt. Dies ist nötig, um zum Beispiel die
hochfrequenten Schwingungen der Massenpunkte zu minimieren. Dabei soll-
ten energieerhaltende Methoden bevorzugt werden, da gerade bei Analysen
über längere Zeiträume die numerische Dämpfung zu einer erheblichen Ener-
giedissipation führt.
Rayleigh-Dämpfung
Die Rayleight-Dämpfung wird meist verwendet, um bestimmte Frequenzberei-
che in einer Berechnung zu dämpfen. Es wird eine spektrale Dämpfungsma-
trix C eingeführt, die sich aus der gewichteten Summe der Steifigkeitsmatrix
K und der Massenmatrix M ergibt.
C = K + M (2.40)
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Wird dieses Dämpfungsmaß an zwei Stellen angenommen, können  und
 bestimmt werden. Das Dämpfungsmaß wird an diesen zwei Stellen genau
eingehalten, dazwischen ist das Dämpfungsmaß kleiner. Außerhalb dieses
Bereiches wird das System mehr gedämpft (siehe Abbildung 2.6).
Die Massendämpfung ist antiproportional zur Frequenz und dämpft des-
wegen kleine Frequenzen. Die Steifigkeitsdämpfung ist proportional zur Fre-
quenz und dämpft deswegen hohe Frequenzen. Rayleigh-Dämpfung kann
deswegen insbesondere dazu dienen, bei bekannter Systemantwort bestimm-
te Frequenzbereiche (niedrige Eigenformen) annähernd ungedämpft zu las-
sen und die anderen Bereiche herauszufiltern. Sie kann deswegen nur sehr
eingeschränkt zur Dämpfung der Schwingung einzelner Knoten verwendet




















Künstliche Viskosität (Bulk-Viscosity/artificial viscosity)
Numerische Berechnungsverfahren weisen insbesondere bei der Berechnung
von Diskontinuitäten Probleme bei der dynamischen Zeitintegration auf. Dis-
kontinuitäten können dabei zeitlicher (Stoßwellen, siehe Kapitel 4.1.2) oder
geometrischer Art sein (z.B. Risse).
Die Schwierigkeit bei der Berechnung von Stoßwellen hat zwei Ursachen.
Zum einen kann eine Stoßwelle, deren Länge kleiner ist als ein Element,
nicht genau genug dargestellt werden. Zum anderen führen Diskontinuitä-
ten zu Schwingungen der konzentrierten Massenpunkte. Um diese hochfre-
quenten Schwingungen der Massenpunkte herauszufiltern, ist in vielen ex-
pliziten Finiten-Elemente-Codes eine künstliche Viskosität – auch Neumann-
Richtmeyer-Viskosität genannt – implementiert (siehe z.B. ABAQUS [1]). Es
wird eine zur Geschwindigkeit der Knoten proportionale Dämpfung verwen-
det. Künstlich meint dabei, dass die verwendeten Ansätze nicht aus physika-
lischen Gleichungen ableitbar sind.
Die künstliche Viskosität wird über Kräfte, die auf die Knoten aufgebracht
werden, berücksichtigt. Diese Kräfte werden nach Anderson [7] für die zwei
oben genannten Probleme mit zwei unterschiedlichen Gleichungen bestimmt.
Die Stoßwelle wird mit der quadratischen künstlichen Viskosität (Gleichung
2.42) auf mehrere Elemente verteilt (von Neumann [143]). Die Dehnrate geht
dabei quadratisch ein. Daher hat dieser Anteil außerhalb der Stoßwelle nur
einen sehr kleinen Einfluss.
Es gilt
qquad = bquad    ∆x2  ̇2 für ̇ < 0 (2.42)
qquad = 0 für ̇ > 0
wobei ∆x die verwendete Elementabmessung darstellt. Der Parameter bquad
gibt das Maß der Viskosität an. LS-DYNA [86] verwendet dafür zum Beispiel
einen Wert von 1,5. Das heißt, dass die Welle über 1,5 Elemente verschmiert
wird und die Stoßwellenfront für die Berechnung deswegen keine Diskontinui-
tät mehr darstellt.
Die Oszillationen im Nachlauf der Stoßwelle können mit einer Gleichung,
in die die Dehnrate linear eingeht, gedämpft werden. Die lineare künstliche
Viskosität wurde von Landshoff [79] und von Noh [101] vorgestellt.
qlin = blin    c  ∆x j ̇ j für ̇ < 0 (2.43)
qlin = 0 für ̇ > 0
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mit der Wellengeschwindigkeit c. Der Parameter blin gibt das Maß der Visko-
sität an. ABAQUS und LS-DYNA verwenden dafür zum Beispiel einen Wert
0,06. Schmidt-Hurtienne [123] benutzt den Wert 0,25.
Den Einfluss der Parameter blin und bquad zeigt die Berechnung des stark
vereinfachten Systems eines Split-Hopkinson-Bars (Abbildung 2.7). Der Be-
ton (Stoffgesetz mit Berücksichtigung des hydrostatischen Verhaltens) und
das elastische Material haben einen E-Modul von 40.000 N=mm2, eine Quer-
kontraktionszahl von 0,2 und eine Dichte von 2,5  10 6 kg=mm3. In Abbil-
dung 2.8 ist der Wellenverlauf bei Variation der Parameter blin und bquad zum











Abbildung 2.7: Split-Hopkinson-Bar – stark vereinfachte Modellierung
Die Stoßwellenfront, die sich bis zu diesem Zeitpunkt aufgebaut hat, ist bei
Vernachlässigung der künstlichen Viskosität sehr steil. Bei Verwendung von
bquad = 1,5 wird die Spitze der Stoßwelle auf einen größeren Bereich verteilt.
Gleichzeitig nimmt die Amplitude der Stoßwellenfront ab.
Die numerisch ungedämpfte Berechnung zeigt Oszillationen im Nachlauf
der Stoßwellenfront. Bei Verwendung des Parameters blin ergibt sich zum
einen eine schwächere Oszillation nach dem Durchlaufen der Stoßwellen-
front. Es ergibt sich aber auch eine Reduktion der Amplitude der Stoßwelle.
Wählt man den Faktor blin zu groß, wird die Stoßwelle zu großen Teilen ab-
sorbiert. Die Größe der Absorption ist systemabhängig und wird zum Beispiel
von Noh [101] diskutiert.






















b =0,0; b =0lin quad
b =0,08; b =0lin quad
b =0,08; b =1,5lin quad
b =0,0; b =1,5lin quad
Abbildung 2.8: Split-Hopkinson-Bar – Einfluss der künstlichen Viskosität
2.5 Diskrete Risse
2.5.1 Levelset-Methode
Während ein Stoffgesetz mit einem Ansatz für verschmierte Risse die Infor-
mationen über die Risse an den Integrationspunkten implizit berechnet, muss
bei der Verwendung diskreter Risse die genaue Rissgeometrie gespeichert
werden. Die mathematische Beschreibung über geschlossene Formeln ist
im Allgemeinen nicht effektiv genug, um beliebige Geometrien speichern zu
können. Es hat sich gezeigt, dass die aus der Bildbearbeitung stammende
Levelset-Methode (siehe Osher [105]) gewisse Vorteile besitzt. Die Levelset-
Methode kann sowohl mit der hier geschilderten Extended Finite Element Me-
thod (X-FEM) (z.B. Stolarska [137]) als auch mit dem elementfreien Galerkin-
Verfahren (z.B. Ventura [141]) verwendet werden.
Bei der Levelset-Methode werden drei Felder für jeden Riss definiert. Das
Feld  gibt den vorzeichenbehafteten kleinsten Abstand zum Riss an. Es kann
zur Identifizierung der getrennten Elemente verwendet werden. Zwei weitere
Felder (1, 2) werden definiert, die den vorzeichenbehafteten kleinsten Ab-
stand zur Normalen am Riss in den beiden Rissspitzen angeben.
Das Feld, das zur Identifizierung der getrennten Elemente dient, wird fol-
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gendermaßen erstellt
 (x) = min j x   x i j (2.44)
wobei das Feld auf einer Seite des Risses positiv und auf der anderen negativ
ist. Welche Seite positiv definiert wird, ist beliebig.
Die beiden Felder i zur Identifizierung der Rissspitzen i sind gegeben mit
i(x) = (x   x i)  t̂ (2.45)
mit dem Einheitsvektor t̂ tangential zum Riss und der Position der i-ten Riss-
spitze x i. Abbildung 2.9 zeigt die Werte der einzelnen Felder, die sinnvoller-
weise an allen Knoten und Integrationspunkten gespeichert werden. Beim















Abbildung 2.9: Vorzeichen der Felder bei der Levelset-Methode
Die Levelset-Methode ist auch für ein Risswachstum nutzbar. Verschiedene
Autoren (Ventura [141], [142], Stolarska [137]) haben die Levelset-Methode
zur Darstellung des Risswachstums sowohl für X-FEMs als auch für das EFG-
Verfahren benutzt. Der Ablauf ist im Ablaufdiagramm 2.3 dargestellt.
Sind nun mehrere Risse in einem Modell vorhanden, stellt sich die Frage,
wie hier mit den Levelsets umgegangen werden soll. Es ist hier eine Entschei-
dung zu treffen, ob ein Levelset für jeden Knoten ausreichend ist oder ob für
jeden Riss ein eigener Levelset gespeichert werden muss. Die Verwendung
eines Levelsets für alle Risse könnte in dem Sinne erfolgen, dass immer nur
der betragsmäßig kleinste Levelset gespeichert wird und zusätzlich eine Refe-
renz auf den auslösenden Riss vorgehalten wird. Diese Referenz ist notwen-
dig, da sonst nicht unterschieden werden kann zwischen einem Riss und der
Änderung des auslösenden Risses, die beide durch einen Vorzeichenwech-
sel angezeigt werden können. Ein weiterer Vorteil dieser Vorgehensweise ist,
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Ablaufdiagramm 2.3: Levelset-Methode – Risswachstum
1. Der Riss wächst um den Vektor F
2. Erstellung eines Hilfsfeldes
̂i = (x   xi) Fxj F j + (y   yi)
Fy
j F j (2.46)
3. Feld für die geteilten Elemente . Es müssen neue Werte nur berech-
net werden, falls ̂i > 0.
 n+1 =  j (x   xi) Fyj F j   (y   yi)
Fx
j F j j (2.47)
Das Vorzeichen wird so gewählt, dass es mit den bisherigen Feld  n
konsistent ist.
4. Aktualisierung der beiden Felder der Rissspitzen
n+1i = ̂i   ∆t j F j (2.48)
dass bei jedem Knoten schnell entschieden werden kann, welche Risse einen
Einfluss auf einen Knoten haben.
Es treten aber mit dieser Vorgehensweise Probleme bei Rissen auf, die
sich so nah kommen, dass ein Knoten von zwei Rissen beeinflusst wird. Dies
können parallele oder sich kreuzende Risse sein. Das Problem tritt außerdem
bei Rissverzweigungen und Rissverbindungen auf. Aus diesem Grund wird für
jeden Knoten ein Levelset für jeden Riss und für jede Rissspitze gespeichert.
2.5.2 Extended Finite Element Method (X-FEM)
Bei der Extended Finite Element Method (X-FEM) wird die “normale“ Finite-
Elemente-Methode so erweitert, dass in einem Element Diskontinuitäten mög-
lich sind. Vorgestellt wird diese Methode von Moes [94]. Es werden drei ver-
schiedene Elemente unterschieden
 Elemente, die durch den Riss geteilt werden
 Elemente mit der Rissspitze
 Elemente, die nicht vom Riss beeinflusst werden
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Um entscheiden zu können, welches Element geteilt wird und in welchem
Element sich die Rissspitze befindet, bietet sich die Levelset-Methode an.
Die Idee von X-FEM ist es, normale verschiebungsbasierte Finite Elemen-
te mit zusätzlichen Freiheitsgraden zu erweitern. An Knoten, die mit geteil-
ten Elementen verbunden sind, werden zusätzliche Freiheitsgrade mit einer
Sprungfunktion H eingeführt. An Knoten, die mit dem Rissspitzenelement ver-
bunden sind, werden zusätzliche Freiheitsgrade mit Funktionen für die Be-
rechnung der Rissspitze eingeführt.

















mit den Formfunktionen Ni der Knoten i. j sind die Knoten, die mit geteilten
Elementen verbunden sind und k sind die Knoten, die mit dem Rissspitzen-
element verbunden sind.
Die Sprungfunktion H ist folgendermaßen definiert
H(y) =
(
+1 für y > 0
 1 für y < 0 (2.50)
y ist der kleinste vorzeichenbehaftete Abstand zwischen dem Knoten und dem
Riss, der durch das Feld  der Levelset-Methode vorliegt. Damit werden zwei
(2D) bzw. drei (3D) Freiheitsgrade für jeden Knoten eingeführt, der mit einem
geteilten Element verbunden ist.
Die Funktion für die Berechnung der Rissspitze B` wird mit der asymptoti-
schen Rissspitzenfunktion bestimmt (Belytschko [18])
B`(r ,Θ) =
fpr sin  Θ2  ,pr cos  Θ2  ,pr sin  Θ2  sinΘ,pr cos  Θ2  sinΘg (2.51)
Θ und r sind die Koordinaten von x in einem Polarkoordinatensystem mit der
Rissspitze im Ursprung und der Tangente am Riss in der Rissspitze als Po-
larachse. Für jeden Knoten, der mit dem Rissspitzenelement verbunden ist,
werden zwei (2D) bzw. drei (3D) Freiheitsgrade eingeführt.
Risse, die durch einen Knoten laufen, stellen ein Problem dar. Die Lokali-
sation des Risses ist nicht möglich und die Sprungfunktion H ist in einem sol-
chen Fall nicht definiert. Deswegen sollten Risse immer einen – wenn auch
sehr kleinen – Abstand zu einem Knoten besitzen.
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Der Vorteil von X-FEM bei der Berechnung von Problemen mit Diskonti-
nuitäten ist die sehr geringe Rechenzeit im Vergleich zum ebenfalls in dieser
Arbeit verwendeten EFG-Verfahren. Die Umsetzung dieser Methode erfordert
insbesondere bei einem Wachstum des Risses einen gewissen Aufwand, da
sich bei einem Fortschreiten des Risses die Anzahl der Freiheitsgrade ändert.
Ein Vergleich der Ergebnisse des EFG-Verfahrens und X-FEM ist in Kapitel
5.1 dargestellt.
2.6 Umsetzung der Methoden in einen
Rechencode
Zur Berechnung von Strukturproblemen mit den in diesem Kapitel geschilder-
ten Vorgehensweisen bedarf es im Allgemeinen eines Programmcodes, der
die Berechnung durchführt und die Daten strukturiert verwalten kann. Auf die
Erstellung von Netzgeometrien für die Berechnung und die Auswertung der
Ergebnisse soll hier nicht eingegangen werden, da hierfür verschiedene kom-
merzielle Produkte (z.B. Altair HyperWorks [5], MSC-Patran [97]) gute Dienste
leisten.
Als Programmiersprache wird die von Stroustrup [138] entwickelte objekt-
orientierte Programmiersprache C++ verwendet, die für verschiedene Um-
gebungen verfügbar ist. Es existiert mit dem gnu-Compiler auch eine offe-
ne Version von C++ (g++, GNU C++ Compiler [48], Entwicklungsumgebung
kdevelop [71]).
Die Beschreibung einzelner Algorithmen wird an den entsprechenden Stel-
len dieser Arbeit kurz erläutert. Eine Einführung in die Programmierung von
Algorithmen ist zu finden bei Sedgewick [126].
2.6.1 Objektorientierte Programmiersprachen
Menschen denken objektorientiert. Sie versuchen, alle Objekte, mit denen sie
in Kontakt kommen, in Klassen zu strukturieren. In Abbildung 2.10 ist so bei-
spielhaft die Klasse “Auto“ dargestellt. Jede Objektklasse hat verschiedene
Eigenschaften (Variablen). Ein Auto kann zum Beispiel die Eigenschaft Kenn-
zeichen besitzen. Jede Objektklasse kann außerdem bestimmte Methoden
ausführen. So kann ein Auto zum Beispiel fahren oder getankt werden.
Mehrere verschiedene Klassen können in einer übergeordneten Klasse
zusammengefasst werden. In einer objektorientierten Programmiersprache
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spricht man dann davon, dass die untergeordneten Klassen von der Basis-
klasse vererbt werden. Sie erben damit auch alle Eigenschaften (Variablen)
und Methoden der Basisklasse. So erbt die Klasse Auto die Eigenschaft Farbe
von der Klasse „Fahrzeug“ (siehe Abbildung 2.10). Eine weitere Eigenschaft
von objektorientierten Programmiersprachen ist die Kapselung. Wenn eine
Klasse keine Beziehung zu einer anderen über eine Vererbung besitzt, so


































Abbildung 2.10: Objektorientierung: Vererbung, Kapselung
Der Unterschied zu den imperativen bzw. prozeduralen Programmierspra-
chen, bei denen die algorithmische Zerlegung (Sequenz, Schleife, Verzwei-
gung) und die Datenstrukturierung unabhängig sind (Array, Record, File, Set),
ist die zusätzliche Kapselung von Daten und ihren Operationen (Methoden)
und die Vererbung von Klasseneigenschaften.
Die Programmierung wird menschlicher und damit wird die Pflege der Soft-
ware einfacher, da Strukturen übersichtlicher werden. Außerdem werden die
Daten gegen einen falschen Zugriff geschützt. Dies bedeutet mehr Sicherheit
in der Programmierung. Durch das Vererben von Klassen wird Programmcode
wieder verwendbar. Der Nachteil von objektorientierten Programmiersprachen
ist ein langsamerer Code, wobei bei den heutigen technischen Möglichkeiten
dieser Aspekt in den Hintergrund rückt.
2.6.2 Strukturierung der Daten und des Programms
Im Folgenden soll kurz die in dem hier beschriebenen Berechnungsprogramm
verwendete Datenstruktur vorgestellt werden. Unter Datenstruktur wird hier
die Organisation der für die Berechnung benötigten Daten verstanden.
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In der Hauptdatei werden nur die für die Zeitintegration erforderlichen Da-
ten gespeichert – also die Massen- und Steifigkeitsmatrizen, die Verschie-
bungen und die Zeitvariablen. In dieser Hauptdatei wird ein Objekt der Klasse
MODELL erstellt. Die Klasse MODELL dient der Zusammenfassung aller für
das Problem benötigten Daten. Sie enthält alle auf MODELL-Ebene benötig-
ten Methoden wie die Erstellung der Steifigkeitsmatrix und die Methoden zum
Rissfortschritt. Sie enthält als Variablen verschiedene Container. Ein Contai-
ner ist eine Datenstruktur, in die beliebig viele Objekte einer gleichen Klasse
gespeichert werden können. Es wird der in der Standard-Library vorhandene
Container „vector“ verwendet.
In einen solchen Container werden nun die Objekte, die im Modell mehrfach
vorkommen, gespeichert. So werden Knoten, Elemente (bzw. Integrationszel-
len), Lasten und Randbedingungen für die Berechnung zur Verfügung gestellt.
Die Modelldaten werden mit einer Methode des Objekts MODELL eingelesen
und in die verschiedenen Container verteilt.
Diese Modelldaten werden wie bei den meisten FE-Programmen üblich
über eine Input-Datei eingelesen, die sich in groben Zügen an der Syntax
von ABAQUS (siehe Abaqus-Manual [2]) orientiert. Dies hat den Vorteil, dass
vorhandene Preprozessoren (z.B. Altair HyperMesh, MSC-Patran) für die Mo-
dellerstellung verwendet werden können; genauere Angaben über das Format
der Eingabedateien enthält das Handbuch [80].
Zur Definition der Knoten wird nun die Eigenschaft der Vererbung verwen-
det. Es wird eine Klasse POINT definiert, die die geometrischen Funktionen
eines Punktes zur Verfügung stellt. So werden auf dieser Ebene zum Bei-
spiel die Abstände von Punkten bestimmt. Von dieser Punktklasse wird nun
die Klasse NODE vererbt, die zusätzliche Funktionen eines Knoten bereithält
wie die Verwaltung von Freiheitsgraden. Ein ähnliches Vorgehen wird zur Be-
schreibung der verschiedenen Elemente und Materialien verwendet. Von ei-
ner allgemeinen Klasse (ELEM, MAT) werden die jeweiligen Klassen (z.B.
ELEM_CP4, MAT_ELAST) vererbt. Ein Element bzw. eine Integrationszelle
wiederum enthält Pointer auf die bei dem Element verwendeten Knoten.
Eine Klasse Matrix dient zur Speicherung und Berechnung von Vektoren
und Matrizen. Ergebniswerte an den einzelnen Knoten (z.B. Verformungen,
Geschwindigkeiten, Knotenkräfte) werden in der Hauptdatei über diese Klas-
se Matrix gespeichert.
Spannungen und Dehnungen liegen nicht in den Knotenpunkten vor, son-
dern werden stets an den Integrationspunkten berechnet. Eine Speicherung
dieser Werte mittels der Klasse Matrix scheidet deswegen aus. Es wurde ein
Array mit beliebig vielen Feldern erstellt (VALIP), der je nach Anzahl der Wer-





























+last(inout r : Matrix&, in node : VEC_NODE)
+nset(in dispNr : int, in nset)






+dof(in crackType : int)





































Abbildung 2.11: UML-Darstellung der Datenstrukturierung des erstellten Pro-
grammcodes
te, die an einem Integrationspunkt gespeichert werden sollen, unterschiedlich
groß ist. Dieses Array wird so oft erstellt, wie Integrationspunkte in einem Ele-
ment vorhanden sind. Der Vorteil dieser Vorgehensweise liegt in der relativ
flexiblen Handhabung.
Eine weitere umfangreiche Klasse ist CRACK. Sie repräsentiert eine Riss-
spitze. Zwei Rissspitzen bilden einen Riss. Es wird die Rissspitze als POINT,
die Nummer des verknüpften Levelsets und die Tangente an der Rissspitze
gespeichert. Für die Ausgabe des Risses werden alle alten Rissspitzen vor-
gehalten. Zur Berechnung der Kräfte in der Bruchprozesszone (siehe Kapi-
tel 4.3.3) werden entlang des Risspfades Punkte gespeichert, an denen die
Rissöffnungen und die sich daraus ergebenden Spannungen bestimmt wer-
den können.
Ein Ausschnitt aus der gesamten Datenstruktur ist im UML-Diagramm in
der Abbildung 2.11 dargestellt.
Zur Berechnung der Verformungen muss eine Gesamtsteifigkeitsmatrix
erstellt werden. Da die Speicherung aller Einträge zu einem sehr großen
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Speicherbedarf und die Invertierung der Matrix zu einem sehr hohen Be-
rechnungsaufwand führen, wurden sowohl die Steifigkeitsmatrix als auch die
Massenmatrix in zwei Bandmatrizen gespeichert. Es wurde ein an die Band-
struktur angepasster Lösungsalgorithmus verwendet.
Zur Ausgabe der Ergebnisse stehen verschiedene Möglichkeiten zur Verfü-
gung. Das Einlesen der Ergebnisdaten in das Visualisierungswerkzeug AVS
steht zwar prinzipiell zur Verfügung. Da dieses Werkzeug nicht für die Aus-
gabe von Finiten-Elemente-Programmen entwickelt wurde, ist hier mit ver-
schiedenen Einschränkungen zu rechnen. So können die Werte in Integrati-
onspunkten nur sehr umständlich angezeigt werden. Alternativ steht die Aus-
gabe über das von ABAQUS verwendete fil-Format im Textmodus zur Verfü-
gung. Das fil-Format kann zum Beispiel mit dem sehr mächtigen Postprozes-
sor HyperView eingelesen werden. Durch die Verwendung von verschiedenen
Modellen, die in einer Visualisierung übereinander gelegt werden können, las-
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Abbildung 2.12: Ablauf der Darstellung der Ergebnisse in HyperView
Es ist davon auszugehen, dass sich die Prozesse, die zur Berechnung der
hier vorgestellten Probleme notwendig sind, relativ einfach parallelisieren las-
sen. Rechenzeitintensive Vorgänge sind die Erstellung der Steifigkeitsmatrix,
die Überprüfung des Kontinuums nach neuen Rissen und der Rissfortschritt.
Diese drei Vorgänge werden in Schleifen über die Elemente bzw. Risse durch-
geführt. Es wird auf eine gemeinsame Datenbasis zugegriffen. Für die Be-
rechnung eines Schleifenwertes sind keine Zwischenergebnisse der anderen
Schleifenwerte notwendig. Deswegen ist eine Parallelisierung effektiv.
Für den verwendeten gnu-Compiler gibt es allerdings derzeit noch keine
52 2 NUMERISCHE MECHANIK
stabile Version, die eine Parallelisierung ermöglicht (siehe Lau [82]). Erst mit




In dem hier vorgestellten Simulationsmodell wird für die Darstellung von dis-
kreten Rissen das elementfreie Galerkin-Verfahren (EFG) verwendet. Im Ge-
gensatz zur Finiten-Elemente-Methode werden beim EFG-Verfahren nur Kno-
ten für die Diskretisierung verwendet. Die durch die Elemente repräsentier-
ten Kopplungen zwischen den Elementen werden über den Abstand der ein-
zelnen Knoten zueinander festgelegt. Folglich müssen zuvor die sich beein-
flussenden Knoten lokalisiert werden. Dies geschieht über so genannte Ein-
flussbereiche.
Das EFG-Verfahren hat den Vorteil, dass hiermit relativ einfach Diskonti-
nuitäten in der Diskretisierung implementiert werden können. Dies geschieht
durch das Abschneiden der Ansatzfunktionen am Riss. Im Gegensatz zur
Finiten-Elemente-Methode ist dies beim EFG-Verfahren möglich, da ein Kno-
ten auch nach dem Abschneiden genügend andere Knoten als Unterstützung
hat.
3.1 Einführung
Zunächst soll das elementfreie Galerkin-Verfahren (EFG) nicht über eine ma-
thematische Herleitung sondern durch das Aufzeigen der Unterschiede zur
Finiten-Elemente-Methode eingeführt werden.
Bei der Finiten-Elemente-Methode wird durch Elemente und deren Ansatz-
funktionen die Beziehung zwischen mehreren Knoten definiert. Ein Knoten ist
während der gesamten Berechnung mit einem Element verknüpft. Dies ist für
den eindimensionalen Fall in Abbildung 3.1 a) dargestellt.
Beim EFG-Verfahren werden diese festen Beziehungen durch Formfunktio-
nen ersetzt, die im Laufe der Berechnung neu erstellt werden können – siehe
Abbildung 3.1 b). Diese geben nur den Einfluss eines Knotens auf die Nach-
barknoten wieder und hängen vom Abstand der Knoten ab. Weit entfernte
Knoten haben einen kleineren Wert in der Formfunktion als nähere Knoten.
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Der Vorteil der Methode liegt in der Unabhängigkeit von Elementen. Der Auf-
wand der Berechnung wird aber durch die notwendige Suche nach den näch-
sten Nachbarn erhöht.
Über die Wichtungsfunktionen ist es nun möglich, diskrete Risse zu imple-
mentieren. Dazu werden die Wichtungsfunktionen an der Stelle eines Risses
einfach abgeschnitten (siehe Abbildung 3.2). Knoten, die jenseits des Risses
liegen, haben auf Knoten diesseits des Risses keinen Einfluss und haben
deswegen keinen Eintrag in der Wichtungsfunktion.
Einflussradius h
Knoten 21 3 4 5
Element 1 2 3 4
Knoten 21 3 4 5
a)
b)
Abbildung 3.1: a) lineare Ansatzfunktion Finiter Elemente am Knoten 3 (1D)
b) Wichtungsfunktion EFG am Knoten 3 (1D)
a) b)
Riss
Abbildung 3.2: a) Wichtungsfunktion EFG ohne Riss (2D)
b) Wichtungsfunktion EFG mit Riss (2D)
3.2 Interpolation
Die Aufgabe einer Interpolation ist es, zu gegebenen Werten eine kontinu-
ierliche Funktion (die so genannte Interpolante) zu finden, die diese Werte
abbildet. Im Gegensatz zu anderen Approximationsverfahren müssen bei ei-
ner Interpolation die Werte in den Stützstellen durch die Interpolante exakt
wiedergegeben werden.
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Eine Funktion (z.B. Verschiebungen) uh(x) kann mit an den Knoten i be-




'i(x)  ui (3.1)
Darin sind 'i die Formfunktionen an den Knoten i.
Die Konsistenz dieser Interpolation ist gegeben, falls die Interpolation im





'i(x)  j(x i) (3.2)
Dies ist zum Beispiel für den einfachsten Fall j = f1g gegeben, falls
nX
i=1
'i(x) = 1 (3.3)
In diesem Fall werden die Interpolationsansätze „Partition of unity“ genannt.
Lineare Konsistenz ist im zweidimensionalen Fall j = f1 x yg gegeben, falls
nX
i=1
'i(x)  xi = x und
nX
i=1
'i(x)  yi = y (3.4)
3.2.1 Delta-Eigenschaft
Im Vergleich zu den Finiten Elementen besitzen elementfreie Interpolationen
keine Kronecker-Delta-Eigenschaft. Ein beliebiger Knoten x i befindet sich in
der Regel im Einflussbereich eines anderen Knotens x j. Damit gilt für die
Formfunktion
'j(x i) 6= 0 für i 6= j (3.5)
Unter Beachtung der konstanten Konsistenz (siehe Gleichung 3.2)
nX
k=1
'k (x i) = 1 (3.6)
ergibt sich für die Formfunktion des Knotens i
'i(x j) 6= 1 (3.7)
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Beides führt zur Feststellung
'i(x j) 6= ij = 'FEi (x j) (3.8)
Dies ist insbesondere bei der Einführung der Randbedingungen zu berück-
sichtigen.
3.2.2 Wichtungsfunktion
Die Wichtungsfunktion w(x) spielt für elementfreie Ansätze eine zentrale Rol-
le. Deswegen wird diese im Folgenden näher betrachtet. Sie spiegelt den Ein-
fluss eines Knotens x i auf die Stelle x wieder und hängt vom Abstand j x x i j
ab. Dieser Abstand wird zusätzlich mit dem Einflussradius hi normiert. Die
Wichtungsfunktion kann geschrieben werden als
w(x) = w(s) mit s =
j x   x i j
hi
(3.9)
w(s) sollte eine monoton fallende Funktion mit folgenden Eigenschaften sein
w(s) = 1 für s = 0
w(s) > 0 für s < 1
w(s) = 0 für s  1
(3.10)
Die folgende Spline-Funktion erfüllt diese Eigenschaften
w(s) = 1  6s2 + 8s3   3s4 (3.11)





)2   e  12
1  e  12
(3.12)
Verschiedene Untersuchungen (z.B. Korn [75]) kamen zu dem Ergebnis, dass
die Art der Wichtungsfunktion keinen wesentlichen Einfluss auf die Berech-
nung hat. Die wegen der einfachen Umsetzung in dieser Arbeit benutzte
Spline-Funktion ist in Abbildung 3.3 dargestellt.
Da die hier vorgestellten Wichtungsfunktionen nicht die Delta-Eigenschaft
besitzen, schlägt Most [96] eine Wichtungsfunktion vor, die die Delta-Eigen-
schaft in einer hohen Genauigkeit erfüllt. Die Wichtungsfunktion eines Kno-















Abbildung 3.3: Spline-Funktion als Wichtungsfunktion
mit
w̃r(s) =
(s2 + ) 2   (1 + ) 2
 2   (1 + ) 2 mit  0 (3.14)
Most zeigt, dass bei Verwendung von
 = 10 5 (3.15)
die Delta-Eigenschaft in einer höheren Genauigkeit wie das Quadrat der
Rechnergenauigkeit erfüllt wird.






Abbildung 3.4: Vergleich der Wichtungsfunktionen
Bei den hier vorgestellten Untersuchungen wird für die Wichtungsfunktion
die in Gleichung 3.11 angegebene Spline-Funtion verwendet.
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3.2.3 Einflussbereiche
Es werden Problemstellungen aus der Festkörpermechanik betrachtet. In ei-
nem Körper Ω sei eine Menge von n Knoten x i gegeben. Jeder dieser Knoten
sei das Zentrum eines zugeordneten kreisförmigen Einflussgebietes !i mit
dem Radius hi. Es gilt damit
!i = fx 2 Rn : jx i   xj < hig (3.16)
Neben kreisrunden Einflussgebieten sind auch andere Formen denkbar wie
z.B. Rechtecke, diese finden aber hier keine Anwendung. Die Einflussgebiete
sind so zu wählen, dass der Bereich Ω vollständig überdeckt ist, wobei sich




Abbildung 3.5: Kreise als Einflussbereiche
3.2.4 Moving Least Square Interpolation
(MLS-Interpolation)
In der numerischen Mechanik existieren verschiedene Ansätze zur element-
freien Interpolation. Im Folgenden soll hier nur die Moving Least Squares In-
terpolation (MLS-Interpolation) dargestellt werden, da diese die weiteste Ver-
breitung findet und auch in dieser Arbeit verwendet werden soll. Weitere In-
terpolationsverfahren werden z.B. von Belytschko [14] oder Liu [85] diskutiert.
Die Herleitung der MLS-Interpolation folgt der von Häußler-Combe [56] vor-
gestellten.




pj(x)  aj (3.17)
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bzw. in Matrizenschreibweise










p1(x) p2(x) ... pm(x)
T
(3.20)
Die für die Interpolation notwendigen Basisfunktionen p können dabei un-
terschiedlicher Ordnung sein. Beispielhaft seien hier zwei zweidimensionale
Monomiale gegeben
p(x) = (1 x y)T lineares Monomial
p(x) =
 




Diese Basisfunktionen können an Rissspitzen durch den Ansatz der auch
bei X-FEMs (Kapitel 2.5.2) verwendeten Rissspitzenfunktionen noch erweitert
werden (siehe Belytschko [20]).
Die Funktion a wird durch die MLS-Interpolation so bestimmt, dass der In-
terpolationsfehler
ei(a) = ui   uh(x) = ui   pTi (x)  a (3.22)
möglichst klein ist. Dieser Interpolationsfehler wird mit der in Kapitel 3.2.2






ui   pTi (x)  a
2
(3.23)
Um den Interpolationsfehler zu minimieren, muss die Funktion Ji(a, x) ein Mi-











wi(x)  (ui   pTi  a)2

(3.25)
= (ui   Pa)T W  (ui   Pa)
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geschrieben, wobei der Vektor ui die Knotenwerte der zu interpolierenden





p1(x1) p2(x1) ... pm(x1)
p1(x2) p2(x2) ... pm(x2)
... ... . . . ...
p1(xn) p2(xn) ... pm(xn)
1
CCCA (3.26)




w1(x) 0 ... 0
0 w2(x) ... 0
... ... . . . ...
0 0 ... wn(x)
1
CCCA (3.27)
Unter Benutzung der Matrizen
A = PTW(x)P (3.28)
B = PTW(x) (3.29)
ergibt sich die Ableitung der Gleichung 3.24 zu
@Ji(a, x)
@a
= A (x)  a   B(x)  ui = 0 (3.30)
Daraus folgt
a = A 1(x)  B(x)  ui (3.31)
Der über die MLS-Interpolation errechnete Vektor a kann nun in die Glei-
chung 3.18 eingesetzt werden
uh(x) = pT (x)  A 1(x)  B(x)  ui (3.32)
Die Zeilenvektoren p  A 1  B erhalten die Formfunktionen 'i eines jeden
Knotens i. Diese können somit geschrieben werden als
'i = rowi
 
pT (x)  A 1(x)  B(x) (3.33)
Die Formfunktionen weisen folgende Eigenschaften auf
'i(x)
(
6= 0 für jx   x ij < hi
= 0 für jx   x ij  hi
(3.34)
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Es ist leicht erkennbar, dass im Vergleich zu Finiten Elementen die Ansatz-
funktionen durch die Formfunktionen 'i ersetzt werden. Die Abhängigkeit der
Einträge in den Formfunktionen ist nicht mehr über die Definition von Elemen-
ten gegeben sondern erfolgt nur durch den Abstand der Knoten zueinander.
Beim Erstellen der Formfunktionen muss die Matrix A invertiert werden.
Häußler-Combe [56] gibt Voraussetzungen für die Invertierbarkeit der Matrix
A an. Die Anzahl der von Null verschiedenen Wichtungsfunktionen muss grö-
ßer als die Anzahl der Einträge in den Basisfunktionen sein. Es ergibt sich
daraus die Konsequenz, dass bei Basisfunktionen mit höheren Potenzen die
Einflussbereiche größer sein müssen. Die bei linearen Basisfunktionen erfor-
derlichen drei Knoten dürfen zusätzlich nicht zusammenfallen und müssen in
R
2 zwei unabhängige Richtungen aufspannen. Bei quadratischen Basisfunk-
tionen (sechs Knoten erforderlich) müssen die Knoten inR2 drei verschiedene
Richtungen aufspannen.
Zur Bestimmung der Steifigkeitsmatrizen müssen außerdem die Ableitun-
gen der Formfunktionen bestimmt werden. Das Vorgehen ist ebenfalls bei
Häußler-Combe [56] beschrieben.
3.2.5 MLS-Interpolation und Risse
Durch Modifikation der Wichtungsfunktion wi können beim elementfreien
Galerkin-Verfahren auch diskrete Risse berücksichtigt werden. Die Fläche um
den betrachteten Knoten herum wird in zwei Teilgebiete aufgeteilt: Teilgebiet
A diesseits des Risses und Teilgebiet B jenseits des Risses (siehe Abbil-
dung 3.6). Im Teilgebiet A wird die Wichtungsfunktion in der in Gleichung 3.33
geschilderten Form verwendet, im Teilgebiet B wird die Wichtungsfunktion
gesetzt zu
w(x) = 0 für alle x 2 B. (3.36)
Durch die Art des Interpolationsansatzes werden damit auch die Formfunktio-
nen im Teilgebiet B zu Null gesetzt.
Die Entscheidung, welcher Knoten jenseits und welcher diesseits des Ris-
ses liegt, ist nicht in allen Fällen trivial – insbesondere in der Umgebung der




Abbildung 3.6: Teilgebiete A und B
Rissspitze. Ventura [141] benutzt ein Sichtbarkeitskriterium, um die Stelle ei-
nes Knotens bezüglich eines Risses zu bestimmen. Alle Knoten, die durch
den Riss abgeschattet werden, liegen jenseits des Risses (siehe Abbildung
3.7). Der Vorteil dieses Vorgehens ist die einfache Umsetzung. Es werden





Krysl [77] zeigt unter Verwendung theoretischer Argumente, dass die dis-
kontinuierlichen Approximationen trotzdem zu konvergenten Lösungen füh-
ren. Es kann in einigen Fällen sinnvoll sein, kontinuierliche Formfunktionen in
der Nähe einer Rissspitze zu verwenden. Organ [103] stellt die Diffraktionsme-
thode (auch Brechungsmethode) vor, die zu kontinuierlichen Formfunktionen
führt. Dazu wird der Parameter hi zur Erstellung der Wichtungsfunktion durch
Biegung der Strahlen an der Rissspitze vergrößert (siehe Abbildung 3.8). Der
Einflussradius setzt sich damit aus dem Abstand der Rissspitze vom Punkt, für
den die Interpolation bestimmt wird (x i) und dem Abstand der Rissspitze vom
Punkt, dessen Einfluss bestimmt wird (x), zusammen. Der Einflussbereich
umhüllt die Rissspitze, so dass die Wichtungsfunktion kontinuierlich wird. Die
Diskontinuität des Risses bleibt erhalten.
Belytschko [17] zeigt, dass die Diffraktionsmethode zur Reduktion der Os-
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zillation der Spannungen an der Rissspitze benutzt werden kann. Dies ist ins-







Eine weitere Möglichkeit, die Situation an der Rissspitze zu berücksichtigen,
ist die Transparenzmethode. Hierbei wird der Bereich hinter dem Riss nicht
wie bei der Sichtbarkeitsmethode komplett abgeschattet, sondern es wird in
Abhängigkeit vom Abstand von der Rissspitze die Wichtungsfunktion reduziert
(siehe Abbildung 3.9). Dazu wird ein weiterer Parameter sr eingeführt, der










Das EFG-Verfahren kann zur Darstellung von beliebigen Feldfunktionen ver-
wendet werden. Neben der Nutzung für die hier vorgestellten Verschiebungs-
felder wird das EFG-Verfahren zum Beispiel zur Darstellung von elektrischen,
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akustischen oder thermischen Feldern verwendet. Aufgrund der übersichtli-
cheren Darstellbarkeit wird hier die Diskretisierung zweidimensional vorge-
stellt. Eine Übertragung auf räumliche Probleme ist ohne Einschränkungen
möglich.
Die Diskretisierung eines Verschiebungsfeldes erfolgt mit folgendem Aus-
druck
uh(x) = N(x)  ui (3.37)
wobei N(x) die Matrix der Formfunktionen ist
N(x) =

'i(x) 0 ... 'n(x) 0
0 'i(x) ... 0 'n(x)

(3.38)
Die Dehnungen können wie bei der Finiten-Elemente-Methode bestimmt wer-
den zu
(x) = Du(x) = DN(x)ui(x) = B(x)ui(x) (3.39)
Die Matrix B-Matrix ergibt sich zu
B(x) =
0
@'i,x(x) 0 ... 'n,x(x) 00 'i,y(x) ... 0 'n,y(x)
'i,y(x) 'i,x(x) ... 'n,y(x) 'n,x(x)
1
A (3.40)
Folglich müssen zu den Formfunktionen noch die jeweiligen partiellen Ablei-
tungen 'i,x und 'i,y bestimmt werden.
Die B-Matrix kann nun zur Aufstellung des Gleichgewichts über alle Frei-
heitsgrade genutzt werdenZ
Ω
BT (x)  dΩ =
Z
Ω
NT (x)  bdΩ +
Z
Γt
NT (x)  t̄dΓ (3.41)
Durch Integration der Gleichung 3.41 (siehe Kapitel 3.3.2) kann das Gleich-
gewicht geschrieben werden als
K  ui = f i (3.42)




BT (x)  C  B(x)dΩ (3.43)
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NT (x)  N(x)dΩ (3.44)
Da wie in Kapitel 3.2.1 gezeigt die Delta-Kronecker-Eigenschaft nicht gilt,





'i(x)  ui (3.45)
3.3.2 Integration mit einem Hintergrundnetz
Die Gleichgewichtsgleichung 3.41 muss nun über das Problemgebiet Ω in-
tegriert werden. Hier stehen verschiedene Verfahren zur Verfügung. Neben
der hier vorgestellten Integration mit einem Hintergrundnetz (siehe z.B. Dol-
bow [38]) kann alternativ die in Kapitel 3.5 gezeigte Punktintegration ver-
wendet werden. Der Vorteil der Hintergrundintegration ist die der Finiten-
Elemente-Methode sehr ähnliche Integration und damit der relativ kleine Im-
plementierungsaufwand.
Das gesamte Gebiet wird in Integrationszellen aufgeteilt. Dies können im
zweidimensionalen Fall z.B. Dreieckszellen oder Viereckszellen sein. Als Inte-
gration bietet sich die allgemeine Gauss-Integration an, wie sie zum Beispiel
von Bathe [11] beschrieben wird.
Die geometrische Anordnung der Punkte und der Integrationszellen lässt
verschiedene Möglichkeiten zu:
 Die Eckpunkte der Integrationszellen sind gleichzeitig alle vorhandenen
Knoten.
 Die Eckpunkte der Integrationszellen sind Knoten, werden aber durch
zusätzliche Knoten ergänzt.
 Die Eckpunkte der Integrationszellen können Knoten sein, müssen es
aber nicht.
Während für den ersten Fall ein regelmäßiges Knotennetz notwendig ist, sind
beim zweiten und dritten Fall auch unregelmäßige Knotennetze denkbar. Un-
regelmäßige Netze sind vor allem bei Diskontinuitäten interessant, da im Be-
reich der Diskontinuität das Netz verfeinert werden kann. Dies kann allerdings
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nur dann sinnvoll verwendet werden, wenn während der Berechnung weite-
re Knoten hinzugefügt werden. Bei den hier durchgeführten Untersuchungen
war wegen der großen Zahl an Knoten, die wegen der expliziten Zeitintegra-
tion notwendig sind, keine Adaption während des Berechnungsfortschrittes
erforderlich. Deswegen wurden als Eckpunkte der Integrationszellen vorhan-
dene Knoten benutzt. Die bei den statischen Voruntersuchungen (Kapitel 5.2)
verwendete Adaption wurde durch die Verfeinerung des Integrationsnetzes
erreicht.
Mit der hier verwendeten Gauss-Integration können Polynome integriert
werden, wobei zwei Vorraussetzungen gegeben sein müssen:
 Die Terme sind stückweise Polynome.
 Die Elementränder entsprechen den Integrationszellen.
Beide Voraussetzungen sind beim EFG-Verfahren nicht gegeben. Während
davon ausgegangen werden kann, dass die Verwendung nichtpolynomischer
Funktionen zur Integration nur einen untergeordneten Einfluss auf die Ge-
nauigkeit besitzt, ergibt sich durch die Verwendung von Integrationszellen,
die nicht den Elementrändern entsprechen, ein signifikanter Fehler. Wie Dol-
bow [38] zeigt, hängt die Größe des Fehlers entscheidend von der Integrati-
onsordnung und von der Anzahl der Integrationszellen ab. Eine beispielhaft
integrierte Funktion ergibt bei Verwendung von zwei Integrationspunkten und
einer Integrationszelle einen Integrationsfehler von 28,5%. Dieser Fehler re-
duziert sich aber bei Verwendung von weiteren Integrationszellen sehr stark.
Dolbow schlägt deswegen eine alternative Anordnung der Integrationszellen
vor, auf die hier allerdings nicht weiter eingegangen werden soll.
Über die Anzahl der nötigen Integrationspunkte gibt es in der Literatur un-
terschiedliche Angaben. Belytschko [16] benutzt für die Integration ein Netz
der Weite nq x nq mit
nq =
p
m + 2 (3.46)
mit der Anzahl der Knoten m in einer Zelle. Daraus folgt, dass für ein regel-
mäßiges Netz mit den Eckpunkten der Integrationszellen als Knoten die Inte-
grationsordnung 4 beträgt. Liu [85] zeigt, dass für die Bestimmung der Anzahl
der Integrationspunkte das gesamte System betrachtet werden muss. Er gibt
als Größenordnung die dreifache Zahl von Integrationspunkten im Vergleich
zu den Knoten an. Daraus muss bei einem regelmäßigen Netz gefolgert wer-
den, dass die minimale Integrationsordnung drei Integrationspunkte in jede
Richtung besitzt.
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Eigene Untersuchungen bestätigen die Abhängigkeit der Lösung von der
gewählten Diskretisierung und der Anzahl der Integrationspunkte. Hierzu wur-
de ein aus 205 Knoten und 160 Integrationszellen modellierter quadratischer
Balken unter Zug und Biegung belastet (siehe Abbildung 3.10). Die analyti-
sche Lösung für den Biegebalken wurde nach Timoshenko [139] bestimmt zu
uy(x = L ) =
PL
6EI











Abbildung 3.10: Verwendetes Balkenmodell zur Überprüfung des Integrati-
onsfehlers
Die Ergebnisse der Berechnung des Balkens unter Zugbeanspruchung zei-
gen keine wesentliche Abhängigkeit von der Anzahl der Integrationspunkte
(siehe Abbildung 3.11). Die Belastung mit einer Biegebeanspruchung zeigt
eine gewisse Abhängigkeit vom gewählten Integrationsnetz. Bei einem Inte-
grationsnetz mit zwei Integrationspunkten in jede Richtung liegt die numeri-
sche Lösung niedriger als die analytische Lösung, bei einem Integrationsnetz
mit drei Integrationspunkten liegt die numerische Lösung höher als die analy-
tische Lösung. In Abbildung 3.11 ist ebenfalls zu erkennen, dass die Abhän-
gigkeit von der Anzahl der Integrationspunkte bei Verkleinerung der Diskreti-
sierung zusätzlich abnimmt. Da die Abweichungen aber nur klein sind und bei
den Untersuchungen eine feine Diskretisierung Verwendung findet, werden
zumeist zwei Integrationspunkte in jede Richtung verwendet.
Korn [75] zeigt für Probleme mit Diskontinuitäten, dass bei einer Integrati-
onsordnung von 6 Integrationspunkten in jede Richtung von einer guten Kon-
vergenz der Lösung ausgegangen werden kann. Hier zeigen zwar eigene


























Abbildung 3.11: Fehler verschiedener Integrationsnetze bezogen auf ein Netz
mit 10 Integrationspunkten in jede Richtung
Untersuchungen, dass eine so hohe Integrationsordnung nicht unbedingt für
die Lösbarkeit notwendig ist. Die Untersuchungen wurden an dem in Abbil-
dung 3.12 vorgestellten Modell durchgeführt. Bei Vergrößerung der Anzahl
der Integrationspunkte wird der relative Fehler immer größer (siehe Abbil-
dung 3.13). Dies liegt daran, dass der kleinste Abstand eines Integrations-
punktes zur Rissspitze kleiner wird und damit der Fehler an der Singulari-
tätsstelle zunimmt. Blendet man einen endlichen Bereich um die Rissspitze
herum für die Berechnung des Fehlers aus, so zeigt sich eine nur geringe
Abhängigkeit des Ergebnisses von der Anzahl der Integrationspunkte.
Eine hohe Integrationsordnung ist aber dennoch in den gerissenen Integra-
tionszellen erforderlich. Eigene Untersuchungen haben auch gezeigt, dass bei
einer ungenügenden Integrationsordnung Divergenzen zu beobachten sind,
die bei einer Verfeinerung des Integrationsnetzes rund um die Risse nicht auf-
treten. Diese Divergenzen entstehen insbesondere dann, wenn ein Riss sich
zwischen Knoten und Integrationspunkten befindet. Dies ist bei der Gauss-In-
tegration möglich. Es wird deswegen in allen Integrationszellen, in denen ein
Riss lokalisiert ist, die Integrationsordnung auf sechs erhöht.
Alternativ wäre es durch die Verwendung einer anderen Integrationsart





























Abbildung 3.13: Fehler verschiedener Integrationsnetze mit impliziertem Riss
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der Gauss-Lobatto-Integration werden auch die Randpunkte des Integrati-
onsfeldes für die Integration verwendet. Es können damit keine Risse mehr
zwischen Integrationspunkt und Knoten liegen.
Es stellt sich damit die Frage nach der Effizienz des Integrationsverfah-
rens. Werden in den Rissen viele Integrationspunkte benötigt (Integrations-
ordnung 6 bedeutet 36 Integrationspunkte!), ist die Berechnung mit einem
Finiten-Elemente-Ansatz mit vielen Knoten und den Elementgrenzen als Riss-
ufer effektiver. Die Verwendung von Finiten Elementen setzt aber aufwändige
adaptive Verfahren voraus. Ohne diese Verfahren ist die Rissgeometrie vor-
ausbestimmt und sehr stark eingeschränkt.
3.3.3 Risse
Im Gegensatz zu den X-FEMs (siehe Kapitel 2.5.2) werden beim EFG-Verfah-
ren keine neuen Freiheitsgrade eingeführt. Der Riss wird durch das Abschnei-
den der Wichtungs- und damit auch der Ansatzfunktionen in der Berechnung
berücksichtigt.
Mit der in Kapitel 2.5.1 vorgestellten Levelset-Methode kann entschieden
werden, ob die Wichtungsfunktionen – und damit auch die Ansatzfunktionen
– für einen Knoten abgeschnitten werden müssen. Als Grundlage dienen da-
für die in Kapitel 3.2.5 vorgestellten Verfahren (Sichtbarkeit, Transparenz, Dif-
fraktion). Der Ablauf der Berechnung mit den verschiedenen Verfahren ist im
Ablaufdiagramm 3.1 dargestellt.
In Abbildung 3.17 sind die Wichtungsfunktionen verschiedener Verfahren
zur Berücksichtigung der Rissspitze dargestellt. Es ist sowohl der diskontinu-
ierliche Verlauf der Wichtungsfunktion durch die Verwendung des Sichtbar-
keitskriteriums erkennbar, als auch die Vermeidung dieses Problems durch
die Transparenz- oder Diffraktionsmethode. Der Unterschied zwischen der
Transparenz- und der Diffraktionsmethode ist gering – kann aber durch ei-
ne andere Wahl des Parameters sr gesteigert werden, mit dem der Grad des
Abfalls der Wichtung bei der Transparenzmethode gesteuert werden kann.
Bei der Benutzung der verschiedenen Kriterien an der Rissspitze fällt auf,
dass dabei eine unterschiedliche Steifigkeit des Risses vorliegt. Dies ist in
Abbildung 3.18 dargestellt. Es wurde hier die Anfangssteifigkeit am Schubver-
such aus Kapitel 5.3 untersucht. Da beim Sichtbarkeitskriterium viele Knoten
abgeschnitten werden, ist hier die Steifigkeit am geringsten.
Für die Berechnung der anzusetzenden Kräfte in der Bruchprozesszone
(siehe Kapitel 4.3.3) muss die Rissöffnung bestimmt werden. Hierfür wird das
im Ablaufdiagramm 3.2 dargestellte Verfahren verwendet.
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Ablaufdiagramm 3.1: Berücksichtigung der verschiedenen Methoden an der
Rissspitze
1. Ziel: Bestimmung des Einflusses w(x) von Punkt x auf Punkt x i (Ab-
bildung 3.14)
2. Bestimmung der Wichtung w(x) mit Gleichung 3.11
3. Bestimmung von  (Levelset Abstand zum Riss) für den Punkt x i ( i)
und den Punkt x ( x) und von 1,2 (Levelset der Rissspitzen) für die
Rissspitzen T1 und T2
4. Falls sign( i) = sign( x) Ende
5. Bestimmung maßgeblicher Spitze T (kleinerer Abstand zu x i), hier T2
6. Falls Abstand T2x i < Einflussradius x i
a) Sichtbarkeit
i. Erstelle Punkt A Abstand maxfAbstand T2x, Abstand T2x ig
in tangentiale Rissrichtung nach Innen
ii. Falls Strecke xx i einen Schnittpunkt mit der Strecke T2T1
besitzt, dann w(x) = 0 (Abbildung 3.15)
b) Transparenz: Falls  i < 0
i. Bestimmung des gewichteten Abstandes distSR des Punktes
x von Rissspitze distSR = 1 + i,x=(hi  sr)
ii. Falls distSR > 0 dann w(x) = w(x)  distSR
iii. Sonst w(x) = 0
c) Diffraktion
i. Bestimmung von llang = T2x i + T2x
ii. Falls llang > hi dann w(x) = 0
iii. Sonst su = llang=hi und w(x) = 1  6  s2u + 8  s3u   3  s4u
7. sonst
a) Fi =  sign(1,i)  sign(2,i)
Fx =  sign(1x)  sign(2,x) (Abbildung 3.16)
b) Falls Fi = 2 und Fx = 2 ! w(x) = 0 (Zwischen den beiden
Tangenten und unterschiedliche  ) (siehe Abbildung 3.16)






















Abbildung 3.15: Levelset-Methode – Sichtbarkeit; Einfluss des Knotens x auf
den Knoten x i; bei Existenz eines Schnittpunktes der Gera-


















Abbildung 3.17: Vergleich der Wichtungsfunktionen verschiedener Verfahren
an der Rissspitze








Abbildung 3.18: Vergleich der Wichtungsfunktionen verschiedener Verfahren
an der Rissspitze
Ablaufdiagramm 3.2: Bestimmung der Rissöffnungen
1. Bestimmung zweier Punkte, die nahe am Riss aber auf unterschiedli-
chen Seiten des Risses liegen
2. Bestimmung der Levelsets und der Einflussradien der beiden Punkte
3. Interpolation der Verformungen an den beiden Punkten mit Hilfe des
Einflussradius und der Levelsets
4. Unterschied der Verformungen an den beiden Knoten ist die Rissver-
schiebung
5. Zerlegung der Rissverschiebung in einen Anteil tangential und einen
Anteil normal (Rissöffnung) zum Riss
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3.3.4 Einflussgebiet
Die Größe des Einflussgebietes – bei kreisförmigen Einflussgebieten der Ein-
flussradius – spielt eine entscheidende Rolle für die Konvergenz. Ist der Ein-
flussradius zu klein, liegen also zu wenige Knoten im Einflussgebiet, kann die
Matrix A (siehe Gleichung 3.28) nicht mehr invertiert werden (siehe Kapitel
3.2.4). Außerdem müssen die Knoten in R2 zwei unabhängige Richtungen
aufspannen.
Problematisch ist ebenfalls die Wahl eines zu großen Einflussgebietes. Mit
einer zunehmenden Zahl von Knoten in einem Einflussradius werden neben
einem Anstieg des numerischen Aufwandes die Unterschiede der Einträge in
die Steifigkeitsmatrix zwischen einzelnen Knoten immer geringer, so dass die
Gefahr einer singulären Steifigkeitsmatrix besteht.
Untersuchungen an dem in Kapitel 3.3.2 vorgestellten Balkenmodell (Bie-
gebeanspruchung) zeigen, dass ein Einflussradius in der Größe des ca.
1,6-fachen minimalen Knotenabstandes die besten Ergebnisse liefert (siehe
Abbildung 3.19). Es liegen damit mindestens 7 Knoten in einem Einflussge-
biet. Es fällt gleichzeitig eine große Abhängigkeit von der Diskretisierung auf.
Dies liegt daran, dass bei wenigen Knoten in Höhenrichtung die Auflösung
der Spannungen in diese Richtung nicht ausreichend genau ist.
Damit die Anzahl der Knoten in einem Einflussbereich den Anforderungen
zur Lösbarkeit der Matrizeninversion in Gleichung 3.31 genügt, ist es meist
erforderlich, bei Rissen und am Rand der Diskretisierung die Einflussradien
zu vergrößern.
3.4 Randbedingungen
Um Nebenbedingungen (z.B. können Dirichlet-Randbedingungen als Ne-
benbedingungen formuliert werden) zu berücksichtigen, werden hier zwei
Verfahren dargestellt: die Penalty-Methode und die Methode der Lagrange-
Multiplikatoren. Ein drittes Verfahren ist die Kopplung mit Finiten Elementen
(siehe Häußler-Combe [56], Belytschko [16]).
3.4.1 Lagrange-Multiplikatoren
Die Verschiebungen sollen am Knoten i für den Freiheitsgrad ui beschränkt
werden durch
ui = ui (3.48)


























63 Knoten, 2 IP
63 Knoten, 4 IP
205 Knoten, 2 IP
729 Knoten, 2 IP
Abbildung 3.19: Variation der Größe des Einflussbereichs




Bei der Methode der Lagrange-Mulitplikatoren wird die Gleichung 2.11 um
zusätzliche Freiwerte (Lagrange-Multiplikatoren)  ergänzt
Π = uTKu   uT fext + T (K uu   fΓ) (3.49)






















Die zusätzlich erforderliche Matrix K u lässt sich für Finite Elemente nach Ba-
the [11] bestimmen, indem K u für jede Nebenbedingung eine Null-Zeile ent-
hält und an der Stelle des Freiheitsgrades der Nebenbedingung eine 1 ein-
getragen wird (siehe Gleichung 3.52). Die Umsetzung des Verfahrens, oh-
ne dass zusätzliche Freiheitsgrade eingeführt werden müssen, wird z.B. von
3.5 Punktintegration 77
Häußler-Combe [57] folgendermaßen vorgestellt
0
BBBBBBB@
K11 ... K1i ... K1n 0
. . . ... ... 0
Ki1 ... Kii ... Kin 1
... . . . ... 0
Kn1 ... Kni ... Knn 0


























Beim EFG-Verfahren ist dieses Vorgehen wegen der fehlenden Kronecker-





Es ist erkennbar, dass die Nebenbedingung nicht nur in ihrem entsprechen-
den Freiheitsgrad einen Eintrag besitzt, sondern für jeden beeinflussten Kno-
ten eine eigene Zeile benutzt werden muss. Die Umsetzung dessen stellt sich
als etwas umständlich und unpraktisch dar, da sich die Größe der Matrix K u
bei Veränderung des Einflussradius ändern kann. Damit ändert sich auch die
Größe der Steifigkeitsmatrix.
3.4.2 Penalty-Faktoren
Die Penalty-Faktoren sind eine Alternative zu den Lagrange-Multiplikatoren.
Es wird mit einem Strafterm gearbeitet. Es entstehen keine weiteren Freiheits-
grade. Die Matrix K u wird um Nullelemente auf die Dimension der Gesamt-
steifigkeitsmatrix vergrößert. K u wird mit einem skalaren Faktor  multipliziert
und zur Gesamtsteifigkeitsmatrix K addiert.
(K + K u)u = fext + fΓ (3.54)
Es lässt sich nun zeigen, dass mit einem hinreichend großen  die Neben-
bedingungen erfüllt sind. Der Nachteil des Verfahrens besteht in der schlech-
teren Konditionierung der Steifigkeitsmatrix wegen größerer Betragsunter-
schiede. Das Vorgehen ist im Ablaufdiagramm 3.3 beschrieben.
3.5 Punktintegration
Gegenüber der in Kapitel 3.3.2 dargestellten Integration mit einem Hinter-
grundnetz ergibt sich durch eine Integration, die ohne ein zusätzliches Netz
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Ablaufdiagramm 3.3: Penalty-Verfahren
1. Bestimmung der Knoten im Einflussbereich der Randbedingung
2. Für jeden Knoten Kkbc,i = NT  N
3. Für jeden Knoten Pkbc,i = NT  fΓ
4. Diese Werte müssen an den entsprechenden Stellen in der Steifig-
keitsmatrix und im Lastvektor eingetragen werden.
auskommt, ein enormer Vorteil bezüglich des Rechenaufwandes. Dies liegt
insbesondere daran, dass nicht mehr zwischen Integrationspunkten und Kno-
ten unterschieden werden muss und damit die Suchalgorithmen wesentlich
optimiert werden können.
Einen Ansatz für die Punktintegration gibt Beissel [13]. Die Integration der






wobei n die Anzahl der Knoten in der Gesamtfläche des Problems Ω ist. Die










fΩ,i ist ein Support-Anteil. Für innere Knoten ist dieser 1,0, für Randknoten 0,5
und für Eckknoten 0,25.
Die Punktintegration ist in der hier gezeigten Form allerdings nicht stabil,
da durch die Unterintegration Hourglass-Moden auftreten können. Verschie-
dene Autoren wie z.B. Beisel [13] versuchen zwar die Stabilität mit einem
Stabilisierungsterm herzustellen. Aufgrund der Sensibilität der expliziten Zeit-
integrationsverfahren gegenüber einer Instabilität durch Unterintegration wird
die Punktintegration in dieser Arbeit nicht verwendet.
3.6 Dreidimensionales EFG-Verfahren
Eine Erweiterung des elementfreien Galerkin-Verfahrens auf dreidimensiona-
le Probleme ist ohne weiteres möglich. Aus den kreisrunden Einflussgebieten
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werden Kugeln und es sind dreidimensionale Basisfunktionen zu verwenden.
Das weitere Verfahren kann analog angewendet werden.
Bei einer räumlichen Durchführung ist insbesondere die Frage nach effek-
tiven Suchalgorithmen zu stellen. Es müssen wie im zweidimensionalen auch
die Knoten in einem Einflussbereich gefunden werden. Die für ebene Proble-
me optimierten Suchalgorithmen sind daher zu erweitern. Der Rechenzeitbe-
darf für räumliche Probleme ist trotzdem erheblich.
Weitere Schwierigkeiten ergeben sich bei der Behandlung der Risse. Die
Rissgeometrie stellt sich wesentlich komplexer dar als bei zweidimensionalen
Problemen. Es müssen anstelle von Risslinien Rissflächen verwendet wer-
den. Dies lässt die Levelsetmethode zu (siehe Moes [95], Gravouli [52]). Die
Rissspitze wird zu einer Risslinie, die nach einem Risswachstum untersucht
werden muss. Zu klären ist weiterhin das dreidimensionale geometrische Ver-
halten von sich verzweigenden und sich verbindenden Rissen. Auch wenn
diese Probleme als lösbar erscheinen, wird in dieser Arbeit davon Abstand




Zur Bestimmung der maximal möglichen Zeitschrittweite bei der expliziten
Zeitintegration und der Parameter für die künstliche Viskosität sind die Ei-
genfrequenzen der Knoten des EFG-Verfahrens zu bestimmen. Eine Aussa-
ge über die Eigenfrequenz der EFG-Massenpunkte ist bisher nicht getroffen
worden. Um einen Anhaltspunkt für die Größe der Eigenfrequenzen zu erhal-
ten, wurden Untersuchungen an dem in Abbildung 3.20 dargestellten Modell
durchgeführt.
Die größte auftretende Eigenfrequenz bei der Finiten-Elemente-Methode
wird über die Eigenfrequenz eines Zwei-Knoten-Stabes (siehe Cook [34]) be-


















= 774.597 sec 1 (3.57)
Damit ergibt sich bei dem hier betrachteten Problem bei Verwendung der
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Finiten-Elemente-Methode als Eigenfrequenz der Massenpunkte
f = 123.281 Hz (3.58)
















































































































































Abbildung 3.20: Eigenfrequenzen bei 4-Knoten-Elementen und dem EFG-
Verfahren mit unterschiedlichen Einflussradien hrad
Die Eigenfrequenzen der Diskretisierung können über eine Eigenwertana-
lyse bestimmt werden. Es ist das folgende Eigenwertproblem zu lösen
(K   !2M) = 0 (3.59)
Für ein Netz mit Finiten Elementen ergibt sich der in Abbildung 3.20, oben
rechts angegebene Verlauf der Eigenfrequenzen. Es zeigt sich ein relativ
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großer Bereich mit unterschiedlichen Eigenfrequenzen. Dies liegt daran, dass
die Eigenfrequenz für Randknoten anders ist als für Mittelknoten. Die analy-
tisch bestimmte Eigenfrequenz liegt in diesem Bereich.
Führt man für eine EFG-Diskretisierung eine Eigenwertanalyse durch, zei-
gen sich etwas niedrigere Eigenfrequenzen als die, die sich bei der Finiten-
Elemente-Methode ergeben. Diese Eigenfrequenzen hängen zusätzlich von
der Größe der Einflussradien ab (siehe Abbildung 3.20). Eine Diskretisierung
mit einem kleineren Einflussradius hrad weist höhere Eigenfrequenzen auf als
eine Diskretisierung mit größeren Einflussradien.
Es zeigt sich außerdem, dass die Lage des Risses bezüglich der Knoten
einen Einfluss auf die Eigenfrequenzen hat. Liegt der Riss nahe an den Kno-
ten, so stellen sich wesentlich höhere Eigenfrequenzen ein als bei einer Dis-
kretisierung ohne einen Riss. Die maximalen sich ergebenden Eigenfrequen-
zen erreichen den doppelten Wert wie bei einem ungerissenen System. Dies
liegt am Systemwechsel. Der in Gleichung 3.57 verwendete Zwei-Knoten-
Stab wird durch den Riss nur noch in eine Richtung gehalten. Deswegen sind
die maximalen Eigenfrequenzen bis zu doppelt so groß im Gegensatz zum
ungerissenen Kontinuum.
3.7.2 Zeitschrittweite
Die explizite Zeitintegration ist nur stabil, falls eine kritische Zeitschrittgröße
nicht überschritten wird. Diese kritische Zeitschrittgröße wird für das EFG-
Verfahren von Belytschko [15] analog zur Finiten-Elemente-Methode bestimmt
(siehe Gleichung 2.37), wobei Belytschko den minimalen Knotenabstand in
die Gleichung eingehen lässt. Lu [87] schlägt vor, statt dem minimalen Kno-
tenabstand die Größe des Einflussradius zu benutzen. Dies führt zu größeren
maximalen Zeitschrittgrößen.
Die deutlich erhöhte maximale Eigenfrequenz bei Diskretisierungen mit Ris-
sen führt dazu, dass bei solchen Untersuchungen der Reduktionsfaktor c
(Courant-Zahl [36], siehe Gleichung 2.37) nicht zu groß gewählt werden soll-
te. Eigene Untersuchungen zeigen, dass dieser dann in einer Größenordnung
von 0,5  c  0,8 liegen sollte.
3.7.3 Künstliche Viskosität
Bei dynamischen Untersuchungen mit dem EFG-Verfahren zeigen sich beim
Rissfortschritt hochfrequente Schwingungen. Es ist zu untersuchen, ob die
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Abbildung 3.21: Eigenfrequenzen bei EFG-Verfahren mit unterschiedlichem
Knotenabstand zum Riss, hrad = 19
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hohen Eigenfrequenzen mit einer linearen künstlichen Viskosität (siehe Ka-
pitel 2.4.4) gefiltert werden können. Die lineare künstliche Viskosität dient im
Allgemeinen dazu, die Oszillationen im Nachlauf der Stoßwelle zu dämpfen.
Zur Klärung der Ursache der hochfrequenten Schwingungen wurde ein
stark vereinfachtes Modell verwendet. In einem mit einer Dreieckslast bean-
spruchten Stab wurde in der Mitte ein Anfangsriss eingeführt (siehe Abbil-
dung 3.22). Dieser Riss durfte während der Berechnung nur um eine Rissfort-
















Abbildung 3.22: Vereinfachtes Stabmodell – Geometrie
Es zeigte sich, dass sich nach dem Risswachstum hochfrequente Schwin-
gungen ausbilden (Abbildung 3.23), die von dem verwendeten elastischen
Stoffgesetz nicht gedämpft werden. Eine Fast Fourier-Transformation (FFT)
ergab, dass sich Frequenzen im Bereich zwischen 50.000 und 110.000 Hz
einstellen (siehe Abbildung 3.24).
Die Größe dieser Frequenz legt die Vermutung nahe, dass es sich um die
Eigenschwingung der Massenpunkte handelt. Eine Eigenwertanalyse ergibt
Eigenfrequenzen im Bereich zwischen 60.000 und 180.000 Hz (siehe Abbil-
dung 3.24).
Vergleicht man nun die sich ergebenden Eigenfrequenzen mit den Frequen-
zen, die bei einem Rissfortschritt angeregt werden, so fällt auf, dass ein Groß-
teil dieser Schwingungen im Bereich der Eigenfrequenzen der EFG-Knoten
liegt.
Es stellt sich damit die Frage, wie groß der Parameter blin der linearen
künstlichen Viskosität zu wählen ist, damit eine Dämpfung möglich ist. Um
den Einfluss des Parameters auf die Berechnung zu ermitteln, wurde das ver-
einfachte Stabmodell (Abbildung 3.22) mit unterschiedlichen blin berechnet.
Es sind zwei Effekte festzuhalten:
































Abbildung 3.23: Vereinfachtes Stabmodell – Verlauf der Spannungen am
Punkt A
 Bei wachsendem Parameter blin zeigt sich eine Abnahme der Schwin-
gungen der Knoten (siehe Abbildung 3.25). Beim Wert blin = 0,04 er-
kennt man, dass die Schwingungen zum größten Teil gedämpft wer-
den, eine Phasenverschiebung und eine Abnahme der Amplitude der
globalen Welle aber nicht verzeichnet werden kann. Dieser Wert liegt
niedriger als die bei Berechnungen mit Finiten Elementen übliche Grö-
ße. Schmidt-Hurtienne [123] verwendet blin = 0,25, ABAQUS und LS-
DYNA benutzen blin = 0,08. Ein niedriger Wert für blin ist erforderlich, da
die Eigenfrequenzen beim EFG-Verfahren kleiner sind, als beim Finiten
Elemente Modell.
 Wird der Parameter blin zu groß gewählt, wird auch die Eigenschwin-
gung des Stabes gedämpft (siehe Abbildung 3.23). Die Schwingung
erhält eine Phasenverschiebung und die Amplitude wird kontinuierlich
kleiner.
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Abbildung 3.24: Fast Fourier-Transformation (FFT) der Schwingungen am
vereinfachten Stabmodell mit Riss, Eigenfrequenzen
3.8 Abgrenzung EFG, SPH, FEM
Neben dem elementfreien Galerkin-Verfahren existieren verschiedene andere
netzfreie Methoden. Die Smooth Particle Method (SPH) diskretisiert Partikel
zwischen denen Impulse ausgetauscht werden. SPH wird erfolgreich verwen-
det, wenn es um die Darstellung des dynamischen Verhaltens von Flüssig-
keiten geht. Die Anwendung von SPH für eine Kontaktdetonation zeigt Rab-
czuk [112].
Der Unterschied des hier vorgestellten EFG-Verfahrens zur Methode der
Finiten Elementen und SPH liegt in der Bestimmung der Ansatzfunktionen.
Während bei der Methode der Finiten Elemente die einzelnen Elemente mit-
einander vernetzt sind und nur durch Federn oder Elementerosion vonein-
ander getrennt werden können, können sich sowohl bei SPH als auch beim
EFG-Verfahren die Zuordnungen der Knoten zueinander während der Berech-
nung ändern und werden deswegen in jedem Zeitschritt neu berechnet. Die-

































Abbildung 3.25: Vereinfachtes Stabmodell – Verlauf der Spannungen am
Punkt A, Vergrößerung
se Nachbarschaftssuche bedingt einen erhöhten Rechenaufwand. Sowohl bei
SPH als auch bei EFG gilt zudem die Delta-Eigenschaft nicht. Dies bedeutet
einen mehr oder weniger großen Aufwand zur Berücksichtigung von Rand-
bedingungen. SPH besitzt im Vergleich zum EFG-Verfahren kein Kontinuum.
Es sind an den einzelnen Knoten Partikel definiert, die untereinander Impulse
austauschen. Eine sich daraus ergebende Folge ist, dass bei SPH die Span-
nungen, Dehnungen etc. nicht an Integrationspunkten bestimmt werden, son-
dern in den Partikelpunkten. Außerdem wird bei SPH von der starken Form
der Differentialgleichungen ausgegangen, die in den diskreten Punkten erfüllt
werden. Ein weiteres Problem bei SPH ist die Einbeziehung von Randbedin-
gungen. Das EFG-Verfahren stellt somit durch die Verwendung eines Kontinu-
ums und eines Integrationsnetzes eine Mischung aus dem komplett netzfreien
SPH und der Finiten-Elemente-Methode dar.
3.9 Zusammenfassung
Das in diesem Kapitel vorgestellte EFG-Verfahren kann nun nach dem im Ab-
laufdiagramm 3.4 vorgestellten Ablauf angewendet werden.
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Ablaufdiagramm 3.4: Ablauf des EFG-Verfahrens
1. Erstellung der Knoten und Integrationszellen
2. Schleife über alle Integrationszellen und über alle Integrationspunkte
 Suche aller Knoten, die im Einflussbereich des Integrationspunk-
tes liegen
 Bestimmung der MLS-Interpolationen
 Bestimmung der lokalen Steifigkeitsmatrix der Integrationszelle
 Einfügen der lokalen Steifigkeitsmatrix in die Gesamtsteifigkeits-
matrix
3. Gleichungslösung u = K 1f
4. Berechung der Dehnungen und Spannungen
In Abbildung 3.26 sind die unterschiedlichen Rechenzeiten der verschie-
denen Verfahren zusammengestellt. Es zeigt sich, dass das EFG-Verfahren
einen wesentlich höheren Rechenaufwand erfordert als die FE-Methode. Wird
eine explizite Zeitintegration verwendet, ist der Unterschied zur Finiten-Ele-
mente-Methode wesentlich geringer. Die Rechenzeiten der hier nicht verwen-
deten Punktintegration liegen in der Größenordnung der Rechenzeiten der
Finiten-Elemente-Methode. Es zeigt sich gleichzeitig, dass durch die Spei-
cherung der Knoten, die einen Integrationspunkt beeinflussen, eine nicht zu
vernachlässigende Reduktion der Rechenzeit auftritt.
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Abbildung 3.26: Vergleich der Rechenzeiten an einem Modell mit 3782 Frei-
heitsgraden
4 Simulationsmodelle für Beton
Um das Verhalten von Beton sowohl unter statischer als auch unter dyna-
mischer Belastung numerisch erfassen zu können, muss in einem Stoffge-
setz der Zusammenhang zwischen den Dehnungen und den Spannungen
beschrieben werden.
Im ersten Teil dieses Kapitels werden zunächst die Eigenschaften des Be-
tons auf den verschiedenen Betrachtungsebenen dargestellt. Im zweiten Teil
des Kapitels werden verschiedene Stoffgesetze aus der Literatur vorgestellt,
um schließlich im letzten Kapitel ein Simulationsmodell unter Verwendung dis-
kreter Risse zu entwickeln.
4.1 Verhalten von Beton unter statischer und
dynamischer Belastung
4.1.1 Versagen von Beton
Das Verhalten von Beton kann in drei verschiedenen Horizonten betrachtet
werden. Während die Mesoebene in der Größenordnung der durch Augen-
schein unterscheidbaren Bestandteile des Betons angesiedelt ist, werden klei-
nere Maßstäbe als Mikroebene bezeichnet. Hier spielt die Interaktion der Be-
standteile der Mörtelphase eine wichtige Rolle. Die Makroebene ist der im
Stahlbetonbau übliche Betrachtungsmaßstab, bei dem Bauteile (Stützen, Bal-
ken, etc.) berechnet werden.
Beton wird aus Zement, Wasser, Zuschlägen und geringen Mengen an
Betonzusatzstoffen und Betonzusatzmitteln hergestellt. Die Zuschläge selbst
können eingeteilt werden in einen Feinanteil (bis 2 mm Durchmesser) und
einen Grobanteil. Der Feinanteil bildet mit dem aus Zement und Wasser ent-
stehenden Zementstein die Mörtelphase und wird für die weiteren Betrach-
tungen als homogen angenommen (Homogenisierung der Mikroebene). Die
Mörtelphase nimmt im Allgemeinen einen Volumenanteil von 30 % des Betons
ein. Betrachtet man die Mörtelphase näher, so fallen Kapillarporen auf, die
einen Volumenanteil von ca. 10 % besitzen. Daraus folgt, dass die Zuschläge
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eine höhere Dichte und eine höhere Festigkeit besitzen als die Mörtelphase.
Die Inhomogenität der Mesoebene ist wesentlich für das Verständnis des
Versagens von Beton unter verschiedenen Belastungen. Schon bei der Her-
stellung des Betons entstehen in der Mörtelphase durch Schwindvorgänge
des Zementsteins und durch thermische Effekte beim Abfließen der Hydra-
tationswärme Mikrorisse. Wird der Betons belastet, entstehen weitere Mikro-
risse, deren Richtung noch stark streuen kann. Wird die Belastung gestei-
gert, so findet ein Zusammenschluss der Mikrorisse statt. Diese Phase wird
Rissüberbrückung genannt. Die Zugkräfte werden durch einzelne Zuschlags-
komponenten übertragen. Erst bei weiterer Belastung wird der Riss zugspan-
nungsfrei. Aus den Mikrorissen sind Makrorisse geworden.
Das Versagen von Beton lässt sich nach Ruppert [121] in die in Tabelle 4.1
aufgeführten Bruchmechanismen aufteilen, die in Abbildung 4.1 dargestellt
werden. Im Folgenden werden nun insbesondere das Zug-, das Druck- und
das Zermalmungsversagen weiter betrachtet.
Tabelle 4.1: Versagensarten von Beton und deren Rissgeometrien nach Rup-
pert [121]






























Die gezeigten Vorgänge der Rissbildung in Beton lassen sich gut an einem
Zugversuch darstellen (siehe Abbildung 4.2). Bereits bei 60 % der Zugfestig-










Abbildung 4.1: Versagensarten von Beton nach Ruppert [121]
keit kommt es im Beton zur ausgeprägten Bildung von Mikrorissen senkrecht
zur Belastungsrichtung (A). Die Steifigkeit des Querschnittes verringert sich.
Beim Erreichen der Zugfestigkeit (B) sind diese Mikrorisse in weiten Teilen ver-
bunden. Beim Überschreiten der Zugfestigkeit (C) kommt es zur Ausbildung
eines Makrorisses, der aber noch durch die Verzahnung der Rissufer Zug-
spannungen übertragen kann. Diesen Effekt nennt man auch Softening. Die
Spannungs-Verformungskurve wird im Allgemeinen in zwei Bereiche aufge-
teilt. Der Bereich des Spannungsanstieges bis zum Punkt (B) und der Bereich
des Softening.
Druckversagen
Auch das Versagen von Beton unter einer Druckbeanspruchung ist durch
bruchmechanische Überlegungen erklärbar. Im Gegensatz zur Zugbeanspru-
chung entwickeln sich die Mikrorisse parallel zur Belastungsrichtung. Die bei
weiterer Belastung aus den Mikrorissen entstehenden Makrorisse unterteilen
den Beton in kleine „Betonsäulen“, deren Belastbarkeit wesentlich von der
Probengeometrie abhängt. Dies zeigen die unterschiedlichen Werte für die
Druckfestigkeit von Zylindern und Würfeln bei der Güteüberwachung von Be-
ton. Gedrungene Körper besitzen eine höhere Belastbarkeit durch die kürzere
Knicklänge der „Betonsäulen“ als schlankere Körper. Das Rissbild eines ein-
axialen Druckversuches zeigt wesentlich mehr parallele Risse als das eines
Zugversuches. Das Rissbild ist außerdem diffuser. Bei schlanken Versuchs-



















Abbildung 4.2: Zugversagen von Beton – aus Akkermann [3]
körpern tritt außerdem ein Abscheren auf.
Werden die Verformungen in Querrichtung behindert, kann der Beton we-
sentlich höhere Lasten ertragen, da das Ausknicken der „Betonsäulen“ ver-
hindert wird. Dies erklärt die hohen hydrostatischen Drücke, denen der Beton
ausgesetzt werden kann.
Zermalmungsversagen
Der Zementstein enthält einen relativ hohen Anteil an Mikroporen. Wird der
Beton mit einem sehr hohen hydrostatischen Druck belastet, so werden die
Mikroporen zerstört. Dieser Effekt kann zur Ausbildung einer Stoßwelle (sie-
he Kapitel 4.1.2) führen. Nach dem Kollaps der Mikroporen ist davon auszu-
gehen, dass der Beton als granulares Material vorliegt, da die Mikrostruktur
des Betons zerstört ist. Er kann zwar noch Druck ertragen, versagt allerdings
unter einer Zugbelastung.
4.1.2 Entstehung von Stoßwellen
Die Entstehung von Stoßwellen im Beton liegt im Verhalten der Mikroporen
unter einer großen hydrostatischen Dehnung begründet. Es wird hier der Ein-
fluss der Porosität auf die Entstehung von Stoßwellen vorgestellt. Auf eine
thermodynamische Darstellung der Beschreibung des Materialverhaltens von
Beton über eine Zustandsgleichung wird verzichtet. Diese findet sich z.B. in
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Ockert [102]. Die Hugoniot-Kurve wird hier unter Vernachlässigung der Ener-
gieachse nur zweidimensional als Druck-Dichte-Beziehung verwendet.
Von Stoßwellen spricht man, wenn sich Wellen schneller ausbreiten als
die elastische Wellengeschwindigkeit. Damit eine Stoßwelle auftritt, muss die
Druck-Dehnungslinie in der Weise nichtlinear sein, dass bei Überschreitung
einer bestimmten Dehnung die Steifigkeit des Mediums ansteigt. Dies ist bei
allen Materialien der Fall. Die Form einer Stoßwelle zeigt eine ausgeprägte
Stoßwellenfront, deren Amplitude gegenüber den einzelnen Wellenanteilen
stark ansteigt.
Nachfolgend werden verschiedene Beispiele für die Entstehung von Stoß-
wellen genannt:
 Donnerknall: Die um den Blitzkanal stark aufgeheizte Luft bewirkt durch
die vom Blitz ausgehende Stoßwelle den Donnerknall bei Gewittern. Es
handelt sich also um eine Art Explosion entlang des Blitzkanals.
 Sprengstoffe: Man spricht von einer Detonation, wenn sich der Abbrand
des Sprengstoffes schneller ausbreitet als die Wellengeschwindigkeit
des Sprengstoffes. Die Belastungsfunktion findet in Form einer Stoß-
welle statt.
 Metalle: Bei Metallen ist nicht das Verhalten der Mikroporen für den Stei-




















Abbildung 4.3: Abhängigkeit des Druckes von der hydrostatischen Dehnung,
Hugoniot-Kurve von Beton (links), Wellenentwicklung (rechts)
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Auch bei einer starken hydrostatischen Belastung von Beton können Stoß-
wellen entstehen. Beton zeigt bei einer solchen Belastung ein stark nichtlinea-
res Verhalten (siehe Abbildung 4.3).
Bei kleinen hydrostatischen Beanspruchungen ist eine lineare Zunahme
des Druckes mit der Steigung KElast zu beobachten. Die sich daraus ergeben-
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Die Wellengeschwindigkeiten für Flüssigkeiten, Scherung, etc. sind von Rie-
del [114] zusammengefasst. Für einen dünnen Stab ist die Wellengeschwin-






Bei zunehmender hydrostatischer Belastung werden die Mikroporen zer-
stört. Dies führt zu einer geringeren Steifigkeit in diesem Belastungsbereich.
Die Wellen, die aus diesem Belastungsbereich entstehen, sind durch die ge-
ringere Steifigkeit KPlast langsamer als die elastischen Wellen. Es entsteht
eine nachlaufende Welle.
Bei weiter zunehmender Belastung sind die Mikroporen so weit zusammen-
gedrückt, dass der Beton wieder wesentlich höhere Drücke aufnehmen kann.
Es liegt ein granulares Material vor, das eine höhere Steifigkeit besitzt als die
lineare Steifigkeit. Die Geschwindigkeit der Wellen nimmt deswegen rapide
zu und ist größer als die aller anderen Wellen. Diese Wellenanteile überholen
die langsameren Anteile und steilen sich zu einer Stoßwellenfront auf (siehe
Abbildung 4.3, rechts). Durch die starke Energiedissipation bei der Zerstörung
der Mikroporen wird die Amplitude der Stoßwellenfront allerdings sehr schnell
abgebaut.
Das dargestellte Verhalten tritt sowohl bei porösen als auch bei kompak-
ten Werkstoffen auf, wobei die Hugoniot-Kurve bei porösen Materialen aus-
geprägter ist. Es stellt sich die Frage, in wieweit der Verbundwerkstoff Beton
als porös bezeichnet werden kann. Beton enthält bezogen auf das Gesamtvo-
lumen ca. 10%, bezogen auf das Volumen des Zementsteins ca. 30% Poren.
Diese sind nicht zu vernachlässigen. Es tritt gleichzeitig eine Wechselwirkung
zwischen dem porösen Zementstein und den annähernd kompakten Zuschlä-
gen auf. Die Wechselwirkung zwischen Zementstein und Zuschlägen kann
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man gut mit einem Schwamm beschreiben, dessen Volumen einzelne kom-
pakte Bereiche (harte Kunststoffkugeln) besitzt. Drückt man einen solchen
Schwamm zusammen, ergibt sich zunächst als Gesamtsteifigkeit die des po-
rösen Schwammes. Ist der Schwamm so weit zusammengedrückt, dass sich
die kompakten Bereiche berühren, wird eine starke Steifigkeitssteigerung ein-
treten.
4.1.3 Dehnrateneffekt
Bei den hier untersuchten Kontaktdetonationen treten hohe Belastungsge-
schwindigkeiten und damit hohe Dehngeschwindigkeiten auf. Wie in der Ein-
leitung gezeigt (Abbildung 1.1), kann die Dehngeschwindigkeit (Dehnrate)
bei den untersuchten Kontaktdetonationen Werte von bis zu 106 sec 1 an-
nehmen. Deswegen sind Einflüsse aus der hohen Belastungsgeschwindigkeit
nicht vernachlässigbar. Verschiedene Materialparameter sind von der Dehn-
rate abhängig. Diese Abhängigkeiten werden im Folgenden erläutert und die
gewählte Vorgehensweise beschrieben.
Festigkeiten
Belastet man Beton mit zunehmenden Dehnraten, so zeigt sich eine Stei-
gerung sowohl der Druck- als auch der Zugfestigkeit. Für Dehnraten bis ca.
100 sec 1 kann zur Bestimmung der Festigkeitssteigerungen zum Beispiel
der Split-Hopkinson-Bar (SHB) verwendet werden, wie dies u.a. von Bach-
mann [9] und Schuler [125] geschildert wird. Bischoff stellt in [24] die Fe-
stigkeitssteigerung bei Zunahme der Dehnrate unter Zuhilfenahme von Ver-
suchsergebnissen verschiedener Autoren zusammen. Diese Zusammenstel-
lung wird in Abbildung 4.4 und Abbildung 4.5 um weitere Versuchsergebnisse
von Brara [26], Klepaczko [73] und Zheng [130] ergänzt.
Versuche mit Dehnraten größer als 100 sec 1 sind nach Riedel [114] nicht
sinnvoll durchzuführen, da bei diesen Dehnraten zum einen nicht von einem
gleichmäßigen Spannungszustand ausgegangen werden kann, zum ande-
ren überschreiten die Belastungszeiten die Laufzeiten der Spannungswellen.
Folglich kann über den Verlauf der Festigkeitszunahme nur spekuliert wer-
den. Die Drücke, die bei Dehnraten im hochdynamischen Bereich auftreten
können, bewirken zudem Temperaturerhöhungen, welche einen gegenläufi-
gen Effekt verursachen könnten.
















































Abbildung 4.4: Steigerung der Zugfestigkeit bei zunehmenden Dehnraten –
Versuchsergebnisse verschiedener Autoren (Bischoff [24]),
Berechnungsansätze CEB-Bulletin 187 [30]
Ursachen für die Dehnratenabhängigkeit
Die Erhöhung der Festigkeit unter einer erhöhten Dehnrate hat verschiedene
Ursachen, die nicht eindeutig geklärt sind. Die verschiedenen Ansätze werden
im Folgenden vorgestellt. Die Festigkeitssteigerung bei niedrigeren Dehnge-
schwindigkeiten basiert auf der Massenträgheit. Eine Ursache für die Zunah-
me der Festigkeit bei höheren Dehnraten ist die Homogenisierung und damit
die Viskosität der Mikrostruktur.
Massenträgheit der Rissufer Ein Riss kann erst geöffnet werden, wenn
eine zu definierende aktivierende Masse beschleunigt wurde. Die Information
der Rissöffnung wird mit der Wellengeschwindigkeit in die direkte Umgebung
des Mikrorisses getragen. Die Zeit dieses Informationsflusses wird benötigt,



































CEB Model Code f =40 N/mm²d


















Abbildung 4.5: Steigerung der Druckfestigkeit bei zunehmenden Dehnraten
– Versuchsergebnisse verschiedener Autoren (Bischoff [24]),
verschiedene Berechnungsansätze
bis ein Riss geöffnet wird.
Es ist also die Frage zu klären, welches Ausmaß die rissangrenzende Mas-
se hat. Schmidt-Hurtienne [123] geht von einer Rissmasse von m ' 10 4 kg
aus. Es liegt nahe, als zu aktivierende Rissmasse eine Kugel rund um den mit
einer endlichen Länge definierten Anfangsriss zu benutzen.
Dieser Ansatz wird im Weiteren nicht verfolgt, da damit die unterschiedli-
chen Anteile Effekte des Dehnrateneffekts getrennt betrachtet werden müs-
sten, was aufgrund der Komplexität im Vergleich zur gewonnenen besseren
Abbildung der Realität nicht sinnvoll erscheint. Das von Schmidt-Hurtienne
gewählte Vorgehen scheint hier nicht notwendig.
Verzögerungsmechanismus durch Feuchte Die in den Kapillarporen vor-
liegende Feuchte führt ebenfalls zu einer Verzögerung des Mikrorisswachs-
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tums (Rossi [119]). Unter einer Druckbeanspruchung hat das freie Wasser
eine stützende Wirkung, die anhält, bis das Wasser aus den Gelporen ausge-
drückt ist. Dadurch stellt sich ein gleichmäßigerer Spannungszustand ein und
das Wachstum der Risse wird verzögert.
In einer auf Zug beanspruchten wassergefüllten Pore herrschen dagegen
Kapillarkräfte. Diese wirken einer Verformung der Mikropore und damit der
Entstehung eines Risses entgegen. Die Kapillarkraft setzt sich aus einem
statischen und einem dynamischen Anteil zusammen. Der dynamische An-
teil ist abhängig von der Belastungsgeschwindigkeit. Von Rossi [118] wurde
eine Formel für diesen so genannten Stefan-Effekt hergeleitet, die die sehr
starke Abnahme der Kapillarkräfte bei einer Vergrößerung der Porenweite be-
schreibt.
Homogenisierung Die Homogenisierung kann auf der Meso- und der Ma-
kroebene beobachtet werden. Auf Makroebene brauchen die Spannungsspit-
zen an den Risswurzeln Zeit, bis sie aufgebaut werden können. Die Span-
nungen sind rund um die Rissspitze gleichmäßiger verteilt als unter einer
quasistatischen Last. Dieser Effekt wird nach Curbach [37] von der Wellen-
ausbreitung hervorgerufen.
Der Homogenisierungseffekt findet aber auch auf Mesoebene statt. Be-
trachtet man den in Abbildung 4.6 dargestellten Betonquerschnitt auf Meso-
ebene, so ist dieser gekennzeichnet durch eine nicht vorhandene Homoge-
nisierung der Zuschläge, der Zementmatrix und der Mikrofehlstellen. Unter
einer quasistatischen Last stellen sich an den Rändern der Zuschlagskör-
ner Spannungsspitzen ein, die zu einem lokalen Versagen des Querschnit-
tes führen können. Wird die Belastung aber in der Größenordnung der Wel-
lengeschwindigkeit aufgebracht, so stellt sich analog zu einer Diskontinuität
auf Makroebene eine gleichmäßigere Spannungsverteilung ein, die es dem
Querschnitt erlaubt, höhere Belastungen zu ertragen. Es lässt sich so auch
die zunehmende Anzahl von Zuschlagskornbrüchen erklären.
E-Modul, Bruchenergie
Messungen von Schuler [125] an einem Split-Hopkinson-Bar (SHB) ergeben,
dass bei Dehnraten bis 100 sec 1 keine Änderung des E-Moduls zu verzeich-
nen ist. Außerdem ermittelt er Werte für die Bruchenergie bei höheren Dehn-
raten. Diese verdoppeln sich bei einer Dehnrate von 100 sec 1. Der Erhö-
hungsfaktor entspricht in etwa der Festigkeitssteigerung. Versuche von Weer-
heijm [145] ergeben ebenfalls einen konstanten E-Modul. Allerdings zeigen






Abbildung 4.6: Homogenisierung der Spannungen auf Mesoebene
seine Versuche, dass die Bruchenergie praktisch unabhängig von der Dehn-
rate ist. Eine Änderung der Bruchenergie und des E-Moduls bleibt hier unbe-
rücksichtigt.
4.1.4 Maximale Rissgeschwindigkeit
Neben dem Dehnrateneffekt wird bei einer Belastung von Beton mit einer ho-
hen Dehnrate ein weiterer Effekt beobachtet. Die maximale Geschwindigkeit,
mit der sich Risse im Beton bilden, ist wesentlich kleiner als die Rayleigh-Wel-
lengeschwindigkeit. Dies belegen zum Beispiel Versuche von Curbach [37],
Shah [128], Mindess [93] und Muria Vila [98]. Die Rayleigh-Wellengeschwin-
digkeit stellt eine obere Grenze der Rissgeschwindigkeit dar und ist nach










Eine kleinere maximale Rissgeschwindigkeit als die Rayleigh-Wellenge-
schwindigkeit ist allerdings nicht nur bei Beton feststellbar sondern auch bei
nahezu homogenen und isotropen Werkstoffen wie Stahl und Glas. Die Ursa-
chen für die Begrenzung der Rissgeschwindigkeit in verschiedenen Werkstof-
fen werden zum Beispiel von Kerkhof [72] und Erdogan [45] diskutiert.
Ursache für die Verringerung der Maximalgewindigkeit ist die Existenz von
Mikrorissen an der Rissspitze. Die zur Verfügung stehende Energie wird dem-
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nach nicht nur zum Rissfortschritt genutzt sondern auch zur Entwicklung der
Mikrorisse an der Rissspitze, aus denen nur zu einem gewissen Anteil Makro-
risse entstehen. Dies wird in der stärker nichtlinear verlaufenden Spannungs-
Dehnungs-Linie von Beton im Vergleich zu Glas sichtbar und kann ein Grund
für das größere Verhältnis von Rayleigh-Wellengeschwindigkeit zu maximaler
Rissgeschwindigkeit bei Beton sein.
Die Abhängigkeit der maximalen Rissgeschwindigkeit vom Grad der Nicht-
linearität zeigt der Versuch einer Bestimmung der maximalen Rissgeschwin-
digkeit mittels einer FEM-Rechnung von Eibl [42]. Die Verwendung eines
elastisch-plastischen Stoffgesetzes führt zu einer drastischen Abnahme der
Rissgeschwindigkeit im Gegensatz zu einer mit einem elastischen Stoffgesetz
bestimmten Rissgeschwindigkeit.
Curbach [37] begründet die Abnahme der Rissgeschwindigkeit über ein
Masse/Feder/Reibungs-Modell (Abbildung 4.7). Versagt die Feder zwischen
den beiden Massen B durch die Belastung mit der Streckenlast A, so stehen
zunächst die Kräfte A mit den Trägheitskräften der Masse B im Gleichgewicht.
Durch die Abnahme der Beschleunigung der beiden Massen lagern sich die
Kräfte auf die nächste Feder um. Die Geschwindigkeit dieser Umlagerung ist
geprägt von der Entlastung des Reibelements, das mehr Zeit in Anspruch




Abbildung 4.7: Masse/Feder/Reibungs-Modell Curbach [37]
Es bleibt noch die Höhe der maximalen Rissgeschwindigkeit zu klären.
Ross [117] sieht bei Auswertung verschiedener Versuchsergebnisse eine Ab-
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hängigkeit von der Dehnrate und definiert eine Ausgleichsgerade zu Bestim-
mung der Rissgeschwindigkeit (siehe Abbildung 4.8).
Vergleicht man diese Ausgleichsgerade mit Versuchsergebnissen anderer
Autoren, so ist diese Ausgleichsgerade so nicht haltbar. Es ist aber davon
auszugehen, dass die von Curbach definierte Grenze von vcrack = 500 bis
700 m=sec realistisch ist. Dies konnte auch durch Auswertung von derzeit
am Institut für Massivbau und Baustofftechnologie der Universität Karlsruhe
(TH) von Steiner [134] durchgeführten Untersuchungen bei Kontaktdetonatio-
nen bestätigt werden. Die Auswertung von Hochgeschwindigkeitsaufnahmen
dieser Versuche ergaben Rissgeschwindigkeiten in einer Größenordnung von
vcrack = 280 bis 320 m=sec.






































Abbildung 4.8: Versuchsergebnisse zur Rissgeschwindigkeit im Beton von
verschiedenen Autoren
Für die stoffgesetzliche Beschreibung des Risswachstums ist wesentlich,
dass die hier diskutierte maximale Rissgeschwindigkeit nicht der auftretenden
Rissgeschwindigkeit entsprechen muss, die natürlich kleiner sein kann.
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4.1.5 Anforderungen an die Formulierung eines
Simulationsmodells für Beton
Folgende Anteile sind in einem Stoffgesetz für Beton unter hochdynamischer
Beanspruchung zu berücksichtigen:
 Die Mikrorissbildung wird am besten über Stoffgesetze (z.B. Schädi-
gung, siehe Lemaître [84]) abgebildet, da hier noch keine auf Meso-
ebene sichtbaren Risse vorliegen. Alternativ lassen sich verschmierte
Rissmodelle für diesen Vorgang nutzen. Der Einfluss dieses nichtlinea-
ren Effekts ist allerdings vor dem Erreichen der maximalen Festigkeit
gering.
 Der Vorgang der Rissüberbrückung (Softening) kann durch kohäsi-
ve Ansätze berechnet werden (siehe Shah [127]). Alternativ kann ein
Schädigungsstoffgesetz für diesen Bereich verwendet werden.
 Die Berechnung des zugspannungsfreien Risses über ein Schädigungs-
stoffgesetz erfordert die Implementierung eines anisotropen Schädi-
gungsansatzes. Neben den verschmierten Rissen ist die Anwendung
diskreter Risse z.B. über X-FEMs oder das EFG-Verfahren möglich (sie-
he Kapitel 3.3.3 und Kapitel 2.5.2).
 Weiter ist in einem Stoffgesetz für die hochdynamische Beanspruchung
von Beton die Festigkeitssteigerung bei hohen Dehnraten zu berück-
sichtigen.
 Neben der Rissentstehung kann das Versagen der Mikroporen unter
hohen hydrostatischen Beanspruchungen nicht vernachlässigt werden.
Hier ist insbesondere die Frage zu klären, wie eine Entlastung von Be-
reichen stattfindet, deren Mikroporen geschädigt bzw. zerstört sind.
4.2 Stoffgesetze für Beton
Die numerische Beschreibung von Beton kann mit verschiedenen Modellen
durchgeführt werden. Während Kontinuumsmodelle von einem zusammen-
hängendem Gebiet ausgehen, in dem die Eigenschaften des Betons auf der
Ebene des Stoffgesetzes – also in der Beziehung zwischen Dehnungen und
Spannungen berücksichtigt werden, beschreiben diskrete Modelle den Beton
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durch z.B. diskrete Balken oder Massepunkte, zwischen denen Verschiebun-
gen und Rotationen beschrieben werden. In dieser Arbeit wird ein gemischtes
Modell verwendet, das die diskreten Risse über das elementfreie Galerkin-
Verfahren und die nichtlinearen Effekte im Riss über eine Bruchprozesszone
implementiert. Einige Beispiele für die unterschiedlichen Formulierungen sind
in Tabelle 4.2 zusammengefasst.
Tabelle 4.2: Beispiele verschiedener Materialmodelle für Beton








Ein Stoffgesetz muss folgende kontinuumsmechanische Erhaltungsgleichun-
gen erfüllen:
 Massenerhaltung
 Bewegungsgleichung (zweites Newtonsche Gesetz bzw. Impulserhal-
tung)
 die beiden Hauptsätze der Thermodynamik
In der Kontinuumsmechanik werden die physikalisch vorhandenen diskre-
ten Strukturen (mikrostrukturelles Modellniveau) durch Mittelung der Material-
eigenschaften in ein hypothetisches, makroskopisches, d.h. phänomenologi-
sches Modell überführt. Einführungen in diese Themen finden sich in den
Standardwerken der Kontinuumsmechanik (z.B. Betten [23], Altenbach [6],
Parisch [108]).
Ziel eines Stoffgesetzes ist es nun, ein Material durch ein mechanisches
Modell so zu beschreiben, dass es in einer numerischen Simulation verwendet
werden kann, indem es folgende Form besitzt
 = f (, ...) (4.4)
Diese Beziehung kann in das Gleichgewicht in der schwachen Form (Glei-
chung 2.6) eingesetzt werden.
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Elastizitätstheorie
Grundlage für die Elastizitätstheorie bildet das Hooksche Gesetz, das Hooke
in seiner Arbeit „ut tensio sic vis“ [62] 1678 vorstellt. Das Gesetz beruht auf der
Beobachtung, dass Verformungen proportional zur eingeleiteten Kraft sind.
Obwohl der Ansatz der Elastizitätstheorie sehr einfach ist, gilt dieser in gewis-
sen Grenzen für die meisten Werkstoffe. Da die Elastizitätstheorie die Grund-
lage für die im Weiteren verwendeten Schädigungs- und Plastizitätstheorien
bildet, wird diese hier für isotrope Stoffe dargestellt.
Die Spannung lässt sich bestimmen zu
 = E   (4.5)
mit
 = (xx yy xy)T (4.6)
 = (xx yy xy)T
Der Spannungstensor  und der Dehnungstensor  sind dabei jeweils ein
Tensor zweiter Ordnung während der Elastizitätstensor E von vierter Ordnung
ist. Durch die Symmetriebedingungen, die in einem isotropen Material herr-
schen, reduziert sich die Anzahl der zu findenden Parameter im Tensor E
von 81 auf 21. Da der Werkstoff invariant bezüglich einer Drehung des Ko-
ordinatensystems ist, lässt sich der Elastizitätstensor mit zwei unabhängigen
Konstanten, den Lamé-Konstanten Λ und  und den Einheitstensoren zweiter
(1) und vierter (I) Stufe beschreiben (vgl. Betten [22])
E = Λ1




(1 + )(1  2) (4.8)






Für den ebenen Spannungszustand lässt sich der Elastizitätstensor weiter















Abbildung 4.9: Elastizitätstheorie: rheologisches Modell
Das rheologische Modell für die Elastizität ist eine Feder mit der Steifig-
keit E (siehe Abbildung 4.9).
Bei Stoffgesetzen zur Berechnung von Beton unter hochdynamischen Be-
anspruchungen werden die Dehnungen oftmals in einen hydrostatischen und
einen deviatorischen Anteil aufgeteilt
 = E   = Kv + 2Gdev (4.10)










Die hydrostatische (volumetrische) Dehnung v kann unter der Voraussetzung
kleiner Verzerrungen bestimmt werden zu
v = 11 + 22 + 33 = 1  VV0 (4.12)
Die deviatorischen Dehnungen bestimmt sich damit zu
dev =   v (4.13)
Die hydrostatische und die deviatorischen Spannungen können analog be-
stimmt werden.
Plastizitätstheorie
Die Elastizitätstheorie vernachlässigt alle nichtlinearen Effekte. Wird ein pla-
stisches Stoffgesetz verwendet, treten bei Überschreitung einer bestimmten
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Grenze bleibende Verformungen (Fließen) auf, die z.B. auf Gefügeänderun-
gen zurückgehen. Diese irreversiblen Deformationen führen dazu, dass der
spannungsfreie Endzustand nicht mehr mit der Ausgangskonfiguration über-
einstimmt.
In der klassischen Plastizitätstheorie wird davon ausgegangen, dass die
Entlastung linear parallel zur Anfangssteifigkeit erfolgt. Unabhängig davon
können verschiedene Ansätze zur Verfestigung verwendet werden (z.B. linea-










Abbildung 4.10: Lineare Verfestigung
Rheologisch setzt sich ein plastisches Stoffgesetz aus einer Feder (ent-
sprechend der Elastizitätstheorie – Abbildung 4.9) und einem Reibglied (ver-
antwortlich für die plastische Verformung – siehe Abbildung 4.11) zusammen.
Das gesamte rheologische System ist in Abbildung 4.12 dargestellt. Eine Ver-
festigung (falls vorhanden) wird über ein Reibglied definiert, dessen Grenz-
spannung von der Verformung abhängig ist.
s s
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Abbildung 4.11: Rheologisches Modell der Coulomb-Reibung mit konstanter
Haftgrenze
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Elasto-Plastizität (ideal)
Die ideale Elasto-Plastizität geht davon aus, dass bis zum Fließen ein linear-
elastisches Stoffgesetz vorliegt und keine Verfestigung auftritt.
Die Gesamtdehnung  wird aufgeteilt in einen elastischen Anteil e (Feder)
und einen plastischen Anteil p (Reibglied).
 = e + p (4.14)
Aus der Gleichgewichtsbetrachtung an der Feder erhält man
 = Ee = E(  p) (4.15)
Aus dem Gleichgewicht am Reibglied erhält man
 = R (4.16)
Damit gilt
jj = jR j
8><
>:
< y ! elastisches Verhalten
= y ! plastisches Verhalten
> y ! unzulässig
(4.17)
Die Definition der Fließbedingung erfolgt mit
f () = jj   y (4.18)
Damit ist ein konvexer elastischer Bereich definiert
E f 2 Rjf ()  0g (4.19)
Unter Annahme einer assoziierten Plastizität ergibt sich mit dem skalaren





Der skalare Größenfaktor ̇ gibt Auskunft, ob der Werkstoff plastifiziert (̇ > 0)
oder nicht (̇ = 0). Über die Kuhn-Tucker-Bedingung ist  an die Grenzfunktion
f (, q) gekoppelt
̇  0, f (, q)  0, ̇f (, q) = 0 (4.21)
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Abbildung 4.12: Rheologisches Modell der Elasto-Plastizität
Schädigung
Während Plastizitätsansätze nur eingeschränkt für Beton verwendbar sind, ist
die Beschreibung des Verhaltens von Beton mit einem Schädigungsansatz
oder mit einem kombinierten Plastizitäts-Schädigungsansatz von verschiede-
nen Autoren erfolgreich angewendet worden (z.B. Schmidt-Hurtienne [123]).
Im Folgenden wird dieser Ansatz vorgestellt.
Isotrope Schädigung Die Idee eines Schädigungsansatzes geht auf Kacha-
nov [70] zurück, der erstmals eine Variable als Maß für die Schädigung ein-
führte. Die Schädigung D wird ausgedrückt als ein Verhältnis der Defektfläche
AD zur Gesamtfläche A . Die Defektfläche ist der Flächenanteil, der aus Poren
und Mikrorissen besteht und die Steifigkeit Null besitzt.
D
1-D=Ψ
Abbildung 4.13: Definition der Schädigung – Belastete Probe, herausge-
schnittener Anteil, Aufteilung in ungeschädigten und geschä-
digten Anteil
Anschaulich bedeutet dies, dass die Gesamtfläche auf den ungeschädigten
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mit 0  D  1 (4.22)
Die Steifigkeit des Gesamtquerschnittes wird mit dem Schädigungsoperator
 = 1 D reduziert. Die Spannungen lassen sich im isotropen Fall berechnen
zu
 = (1  D)E   =   E   (4.23)
Die Bestimmung der Schädigungsvariable D kann zum Beispiel phänomeno-
logisch durchgeführt werden (siehe Kapitel 4.2.2).
Falls die Schädigung D den Wert 1,0 erreicht, wird die Steifigkeit des Ele-
ments Null. Dies kann zu numerischen Problemen führen. Eine Lösungsmög-
lichkeit ist das Begrenzen der Schädigung auf einen Wert kleiner als 1,0.
Anisotrope Schädigung Während bisher die Schädigung isotrop betrach-
tet wurde, werden im Folgenden anisotrope Schädigungsansätze diskutiert.
Diese sind insbesondere bei der Verwendung eines Schädigungsansatzes für
Beton unter einer Zugbelastung erforderlich.
Mark [88] definiert die räumliche Verteilung des E-Moduls in Abhängigkeit
der Schädigung mit den Richtungsvektoren e
E(e) = (1  D (e)) E0 (4.24)
Die Schädigung definiert er dabei in Richtung der Hauptdehnungen. Durch
die Definition des Schädigungsoperators
 (e) = 1  D(e) (4.25)
kann er die Verteilung des Schädigungsoperators für den isotropen Fall ( =
 (e)) als Einheitskugel darstellen mit
 2   12 = 0 (4.26)
Bei einer Definition für anisotrope Werkstoffe entsteht aus der Kugel ein Ellip-
siod mit folgender Gleichung
[B ]2   12 = 0 (4.27)
110 4 SIMULATIONSMODELLE FÜR BETON
Die anisotrope Werkstoffmatrix D des geschädigten Materials wird in Rich-
tung der Hauptspannungsrichtungen definiert und mit Hilfe der Drehmatrix N
in das globale Koordinatensystem überführt
D = NTDN (4.28)
Dies führt zu einer Matrix mit 36 nichttrivialen Komponenten. Unklar bleibt
das Vorgehen bei einer sich ändernden Hauptrichtung. Mark [88] wendet die
anisotrope Schädigung in einem zweidimensionalen Beispiel an.
Schmidt-Hurtienne [123] definiert die Schädigung über einen Schädigungs-
operator  als (3,3)-Matrix. Mit den positiven Hauptdehnungen d() bestimmt
er die bisherige Schädigung in Richtung der aktuellen Hauptdehnungen 
tD ()t = 1  d()    d() (4.29)
Unter der Annahme, dass eine neue Schädigung nur in Richtung der Haupt-
dehnung auftritt, wird die neue Schädigung im Hauptdehnungskoordinatensy-
stem berechnet.
Kombination Plastizität und Schädigung
Zur Beschreibung des Materialverhaltens von Beton eignet sich eine Kombi-
nation aus Plastizitäts- und Schädigungsstoffgesetz. Mit dem Schädigungs-
ansatz wird die Entfestigung des Beton durch die Entstehung von Rissen
berücksichtigt. Der Plastizitätsansatz ist erforderlich, damit Energie dissipiert
wird und bleibende Verformungen nach einer Belastung abgebildet werden
können. Bei einem Schädigungsansatz ohne Plastizitätsanteil wird die Stei-
figkeit bei Überschreitung einer bestimmten Beanspruchung verringert; die
bleibenden Verformungen zeigen allerdings in die falsche Richtung.
Grundlage für die weitere Betrachtung soll ein nichtlineares anisotropes
Stoffgesetz der Form
 = Ed   (4.30)
sein, deren einzelnen Dehnungs- und Spannungsanteile in Abbildung 4.14
dargestellt sind. Wegen einer nicht konstanten Elastizitätsmatrix Ed ist die
Spannungsrate gegeben als
̇ = Ed  ̇ + Ėd   + Ėp   (4.31)
Die Dehnraten werden aufgespalten in einen elastischen und einen zusätzli-
chen Anteil, der aus der Schädigung resultiert
̇ = ̇e + ̇d (4.32)












Abbildung 4.14: Anteile der Dehnung bei Verwendung des Schädigungs-
Plastizitäts-Stoffgesetzes nach Schmidt-Hurtienne [123]
Die Spannungsrate ergibt sich aus den elastischen Dehnraten zu
̇ = Ed  ̇e = Ed  (̇  ̇d) (4.33)
Aus den Gleichungen 4.31 und 4.33 ergibt sich
Ėd   =  Ed  ̇d (4.34)
 =  Ė 1d  Ed  ̇d (4.35)
Bei der Annahme eines Fließfaktors  in der Größe der maximalen Schädi-
gung Dmax (siehe Kapitel 4.2.1) ergibt sich
Ėd =  ̇E (4.36)
Für ein anisotropes Schädigungsstoffgesetz muss der Stofftensor in Abhän-
gigkeit des Schädigungstensors D bzw. des Schädigungsoperators  ge-
bracht werden
Ed =   E (4.37)
Mit Gleichung 4.34 ergibt sich dann
̇ =    1   (4.38)
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Im isotropen Fall kann der Schädigungsoperator  geschrieben werden als
skalarer Wert 1  D, wodurch sich Gleichung 4.38 schreiben lässt als
̇d =
1
1  D  ̇ (4.39)
4.2.2 Schädigungsstoffgesetz für Beton
Die Schädigungsmechanik geht im Gegensatz zur Bruchmechanik davon aus,
dass Risse nicht nur aus Makrorissen bestehen, sondern dass nach Verände-
rungen in der Mikrostruktur aus Mikrorissen mit zunehmender Belastung Ma-
krorisse entstehen. Dadurch nimmt die Steifigkeit des Werkstoffes in einem
lokalen Bereich ab. Die innere Zerstörung wird phänomenologisch erfasst. Ei-
ne Kombination aus einem Schädigungs- und einem Plastizitätsansatz ergibt
ein realistisches Stoffgesetz für Beton. Für die Zugbeanspruchung sollte das
Stoffgesetz anisotrop definiert werden.
Im Schädigungsstoffgesetz (Kapitel 4.2.1) bleibt noch die Bestimmung
des Schädigungsparameters D zu klären. Dieser wird aus dem Spannungs-
bzw. Dehnungszustand über Evolutionsgleichungen gewonnen, die zusätz-
lich noch die zeitliche Belastungsgeschichte enthalten können. Im Folgenden
werden dazu phänemenologische Schädigungsmodelle vorgestellt, die z.B.
von Ortitz [104] oder Simu [129] entwickelt wurden.
Der Ansatz von Schmidt-Hurtienne [123], der im Folgenden beschrieben
wird, geht von einer Schädigungsfläche nach Hsieh-Ting-Chen [63] (Ka-
pitel 4.2.3) aus. Alle Spannungspunkte, die innerhalb der Schädigungsflä-
che liegen, sind ungeschädigt. Die Schädigungsfläche ist allerdings über die
äquivalente Schädigungsdehnung d abhängig von der schon vorhandenen
Schädigung. Dies entspricht einer Aufweitung der Schädigungsfläche im Deh-
nungsraum bei zunehmender Schädigung.


















Zur Berücksichtigung der Anisotropie kann die positive Spektral-Projektion
nach Simo [129] verwendet werden.
Die Abhängigkeit des Schädigungsparameters D von der äquivalenten
Schädigungsdehnung d wird über eine stochastische Verteilung nach Wei-
4.2 Stoffgesetze für Beton 113
bull angenommen und ergibt sich nach Bachmann [9] zu





für d  e0 (4.41)
D(d) = 0 für d < e0
mit dem Dehnungsschwellwert e0 = 2,5  10 5, dem Modalwert der Weibull-
verteilung ed = 2,2  10 4 und dem Weibull-Exponent gd = 1,5.
Dieses Vorgehen zeigt eine gute Übereinstimmung mit Versuchsergebnis-
sen bei einer Druckbeanspruchung von Beton (isotropes Verhalten). Die von
Pröchtel [111] mit dem hier entwickelten Programmcode berechnete Druck-
probe bildet den Spannungs-Dehnungs-Verlauf der Versuche von Zheng [150]
























Abbildung 4.15: Vergleich der numerischen Ergebnisse mit dem Druckver-
such nach Zheng [150]
Das von Schmidt-Hurtienne vorgeschlagene Verfahren ist allerdings von
ihm selbst nur für explizite Zeitintegration entwickelt und getestet worden. Bei
einer expliziten Zeitintegration müssen keine konsistenten Tangentensteifig-
keiten bestimmt werden. Die Umsetzung des anisotropen Schädigungsansat-
zes von Schmidt-Hurtienne in einem impliziten Code gelingt nur dann, wenn
eine konsistente Steifigkeitsmatrix erstellt wird. Da dies bisher nicht erfolg-
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reich durchgeführt werden konnte, sind keine weiteren Berechnungen mit dem
Schädigungsansatz vorgenommen worden.
4.2.3 Versagensfläche
Die in Abbildung 4.1 dargestellten Kriterien für die verschiedenen Versagens-
arten werden zur Berechnung in Form einer Versagensfläche dargestellt. Für
die Form dieser Versagensfläche existieren verschiedene Ansätze, einige
werden im Folgenden beschrieben. Eine ausführliche Darstellung der Ver-
sagensflächen findet sich z.B. in Chen [33].
Ausgehend von den Erfordernissen der möglichst genauen Beschreibung
des Materials ist vor allem die Frage nach der Konvexität und der Glattheit
der jeweiligen Flächen von Interesse. Glattheit meint hier, dass die Flächen-
funktion der Versagensfläche partiell unendlich oft ableitbar ist. Während die
Konvexität mechanisch erforderlich ist, führen nicht glatte Flächen zu nicht
glatten Systemen (siehe Kapitel 2.3.1). Damit ergeben sich gewisse nume-
rische Probleme, die zu einer schlechten oder fehlenden Konvergenz führen
können.
Die Versagensfläche wird oft mit den drei Invarianten I1, J2 und J3 darge-
stellt. Während I1 den hydrostatischen Spannungszustand repräsentiert, wer-
den J2 und J3 aus dem Spannungsdeviator gebildet. Alternativ kann die Ver-
sagensfläche im Raum über die Haigh-Westergaard-Koordinaten ,  und 
bzw. oct , oct und  beschrieben werden. Dabei gilt folgende Beziehung
 =
p
3oct und  =
p
3oct (4.42)
Experimentelle Untersuchungen verschiedener Autoren ergeben eine Form
der Versagensfläche, die einem Kelch ähnelt (siehe Abbildung 4.16). Während
im Zugbereich – also in Richtung der positiven Hauptspannungen – ein kleiner
Bereich von Spannungen zulässig ist, öffnet sich die Versagensfläche im ne-
gativen Hauptspannungsbereich. Schneidet man die Versagensfläche senk-
recht zur Äquisektrix (1 = 2 = 3) entsteht die so genannte Deviatorebene.
Man erkennt in diesem Schnitt (siehe Abbildung 4.17), dass die Form des Kel-
ches sich mit zunehmenden hydrostatischen Spannungen von einem Dreieck
in einen Kreis verändert. Diese konvex gekrümmten Meridiane führen zu einer
zunehmenden Schubtragfähigkeit bei steigendem hydrostatischen Druck.
Die Versuchsergebnisse für biaxiale Beanspruchung von Beton von Kup-
fer [78] können in einen Schnitt in der 1-3-Ebene eingetragen werden (siehe
Abbildung 4.18). Diese zeigen die relativ niedrige einaxiale Zugfestigkeit und
die relativ hohe biaxiale Druckfestigkeit.














Abbildung 4.17: Schnitt in Deviatorebene

















































s s1 2/ =0.53
s s1 2/ =0.53
Abbildung 4.18: Versagensfläche für Beton unter zweidimensionaler Bean-
spruchung nach Kupfer [78]
Die Versagensfläche von Beton in der --Ebene (Meridianebene) ist in Ab-
bildung 4.1 dargestellt. In der Meridianebene wird das bei niedrigem Druck
vorhandene anisotrope Verhalten des Werkstoffes Beton sichtbar. Die Meri-
diane starten alle am Punkt des hydrostatischen Zugversagens und sind in
Druckrichtung offen.
Verschiedene Autoren diskutieren die Versagensfläche bei hohem hydro-
statischem Druck. Während z.B. Ockert [102] über einer Grenze von 17fc von
einer nicht weiter steigenden Schubtragfähigkeit ausgeht und das Versagen
durch die dann eintretende Zerstörung der Poren in der Versagensfläche ver-
nachlässigt, versuchen andere Autoren wie z.B. Sandler [122] durch die Ver-
wendung eines so genannten Kappenmodells (siehe Abbildung 4.19) auch
das Versagen der Poren mit in die Versagensfläche aufzunehmen. Dies wird
durch die Definition einer Kappe, die als Fließfläche fungiert, erreicht. Eine
Versagensfläche für ein Kappenmodell sollte ebenfalls den oben geschilder-
ten Randbedingungen genügen. Während die Konvexität im Allgemeinen ge-
geben ist, muss die Fläche, um die Glattheit zu erreichen, entsprechend an-
gepasst werden. Dies kann z.B. über einen gleitenden Übergang zur Kappe
(„smooth-cap“) erreicht werden.
Versuche von Herrmann [58] zeigen eine Ertragbarkeit von relativ hohen
deviatorischen Spannungen bei hohem volumetrischen Druck. Die daraus re-
sultierende Schlussfolgerung, dass sich die Versagensfläche bei einem hohen





Abbildung 4.19: Versagensfläche in Meridianebene, Kappenmodell
Druck aufweitet, geht von einer Betrachtung zum Zeitpunkt der sehr kurzzeiti-
gen Belastung aus. Die Probe scheint den Druck kurzzeitig zu ertragen. Es ist
allerdings davon auszugehen, dass durch den hohen Druck das Porengefüge
des Betons zerstört ist und deswegen von einem Versagen des Betons auszu-
gehen ist. Die hohe Druckbeanspruchung verhindert allerdings während der
Druckbelastung ein Auseinanderfallen des vorliegenden Granulats.
Im Folgenden werden verschiedene Versagensflächen dargestellt. Die Ver-
sagensflächen werden dabei nach der Anzahl der Parameter und damit nach
der Komplexität der Beschreibung unterschieden.
Ein-Parameter-Modelle
Rankine / Saint-Venant
Das Rankine-Kriterium ist im Hauptspannungsraum definiert. Es geht auf den
schottischen Physiker William John Macquorn Rankine (1820-1872) zurück.
Ein Versagen tritt ein, falls eine der drei Hauptspannungen die Zugfestig-
keit überschreitet. Im Hauptspannungsraum wird die Versagensfläche von
drei Ebenen aufgespannt. Im Meridianschnitt erkennt man die ungenügende
Anpassung der Versagensfläche bei Schubbeanspruchungen. Im Deviator-
Schnitt wird ein Dreieck aufgespannt. Das Rankine-Kriterium findet im Allge-
meinen nur bei der Beschreibung des Zugversagens von Beton als so ge-
nanntes „tension-cut-off“-Kriterium Verwendung. Meschke [91] verwendet das
Rankine-Kriterium zum Beispiel mit einem diskreten Rissansatz.
Das Saint-Venant-Kriterium ist analog zum Rankine-Kriterium allerdings im
Hauptdehnungsraum definiert.
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Von Mises
Die Versagensfläche nach von Mises ist zum Beispiel zur Beschreibung von
Stahl sehr gebräuchlich und findet Verwendung bei der Plastizitätstheorie (sie-
he Kapitel 4.2.1). Sie basiert auf der Grundlage der Gestaltungsänderungsar-
beit. In Richtung der Hauptspannungen kann das Kriterium ausgedrückt wer-
den als









Im Spannungsraum stellt diese Versagensfläche einen Zylinder dar, der in
der Deviatorebene als Kreis erscheint. Die Versagensfläche ist für die Be-
schreibung von Beton nur in hohen Druckbereichen sinnvoll, da keine Be-
grenzung der Zugbeanspruchung stattfindet.
Zwei-Parameter-Modelle
Mohr-Coulomb
Das Versagenskriterium nach Mohr-Coulomb hat sich bei der Beschreibung
von Böden durchgesetzt und findet teilweise auch Verwendung für Beton. Die
Versagensfläche wird bestimmt mit
k3   1   fc = 0 für 3  2  1 (4.45)
Der Parameter k wird bei Beton zumeist zu k = 4 gesetzt. Die Hauptspan-
nung 2 geht in die Betrachtung nicht ein. In der Deviatorebene erscheint die
Versagensfläche als Sechseck, das entlang der Äquisektrix geschoben wird.
In der Meridiandarstellung ist die Versagensfläche deshalb als Linie zu identi-
fizieren.
Drucker-Prager
Das Drucker-Prager-Modell beschreibt im Spannungsraum einen Kegel, der
in der Deviatorebene ein Kreis wird.
f (I1, J2) =
p
J2 + I1    = 0 (4.46)
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Da diese Versagensfläche gerade im Zugbereich stark vom Materialverhal-
ten von Beton abweicht, wird sie zur Beschreibung von Beton oft mit einem
Rankine-Kriterium kombiniert. Der Nachteil dieser Kombination ist die nume-
risch problematische fehlende Glattheit.
Drei-Parameter-Modelle
Willam-Warnke 3P
Die Form des dreiparametrischen William-Warnke Ansatzes [148] für die Ver-
sagensfläche ist eine Anpassung der Kombination aus Drucker-Prager-Versa-
gensfläche und Rankine-Kriterium. Im Deviatorschnitt erkennt man eine feh-
lende Anpassung der annähernd dreieckigen Form an einen Kreis. Die zuneh-
mende Zähigkeit des Materials bei zunehmender Druckbeanspruchung wird
deswegen nicht abgebildet.
Dieser Ansatz zeigt Schwächen für den ebenen Spannungszustand. Die
von Kupfer [78] bestimmten Werte für die zweidimensionale Belastung von
Beton werden damit nur bedingt genau wiedergegeben.
Vier-Parameter-Modelle
Ottosen
Die dreiparametrischen Modelle haben den Nachteil einer linearen Annahme
für das Verhalten in Meridianebene. Ottosen [106] verwendet abgerundete
Meridiankuven, die Deviatorschnitte entwickeln sich von einem Dreieck zu ei-
nem Kreis.
f (I1, J2, ) = aJ2 + 
p
J2 + bI1   1 = 0 (4.47)













3   13 cos 1( k2 cos 3

für cos 3  0 (4.48)
Die vier Parameter a, b, k1, k2 können mit folgenden Versuchsergebnissen be-
stimmt werden:
 Einaxiale Druckfestigkeit fc ( = 60)
 Einaxiale Zugfestigkeit ft = 0,1 fc ( = 0)
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 Zweiaxiale Druckfestigkeit ( = 0) fbc = 1,16 fc
 Triaxialer Spannungszustand (=fc ; =fc) = ( 5; 4) auf dem Druckmeri-
dian ( = 60)
Damit ergeben sich für die Parameter die folgenden Werte
a = 1,2759, b = 3,1962, k1 = 11,7365, k2 = 0,9801 (4.49)
Diese Versagensfläche ist für viele Spannungszustände geeignet und wird
zum Beispiel von Ockert [102] zur Berechnung von Beton unter hohen dyna-
mischen Lasten benutzt.
Hsieh-Ting-Chen
Hsieh [63] substituierte in der Beschreibung der Versagensfläche nach Otto-
sen die Variable  durch den folgenden Ausdruck
 = b cos  + c (4.50)
Die Versagensfläche lässt sich durch die Normierung nach fc darstellen als
aJ2 + b
p
J2 + c1 + dI1   1 = 0 (4.51)
Der Vorteil dieser Versagensfläche ist die einfachere Anpassung an Ver-
suchsergebnisse als bei Ottosen. Die vier Parameter a, b, c, d werden an
den biaxialen Versuchen von Kupfer [78] und an den triaxialen Versuchen
von Mills und Zimmermann [92] geeicht. Die Parameter werden durch die
folgenden Versagenszustände bestimmt
 Einaxiale Druckfestigkeit fc
 Einaxiale Zugfestigkeit ft = 0,1 fc
 Zweiaxiale Druckfestigkeit fbc = 1,15 fc
 Spannungszustand (oct=fc ; oct=fc) = ( 1,95; 1,6) auf dem Druckmeri-
dian
Damit ergeben sich für die Parameter die folgenden Werte
a = 2,0108; b = 0,9714; c = 9,1412; d = 0,2312 (4.52)
Da die Parameter durch die Normierung mit fc bestimmt wurden, sind diese
unabhängig von der Betonfestigkeit. Deswegen wird diese Versagensfläche
auch bei dem hier vorgestellten Simulationsmodell verwendet.
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Fünf-Parameter-Modelle
Willam-Warnke 5P
Diese Versagensfläche berücksichtigt durch den parabelförmigen Verlauf der
Druck- und Zugmeridiane auch das Zermalmungsverhalten von Beton. Der
Ansatz scheint eine einfache Möglichkeit zu sein, eine glatte Versagensfläche
auch für den Zermalmungsbereich zu erstellen. Da das Zermalmungsversa-
gen hier nicht über eine Versagensfläche berücksichtigt werden soll, wird auf
diesen Ansatz nicht weiter eingegangen.
4.2.4 Bruchmechanik
Betrachtet man ein linear-elastisches Material, so fällt auf, dass ein Bauteil mit
Querschnittsänderungen, Kerben und Rillen eine geringere Last aufnehmen
kann als ein ungekerbtes Bauteil. Schon früh (1909) stelle Kosolov [76] in der
von ihm begründeten Kerbspannungslehre fest, dass an diesen Stellen nach
der klassischen linear-elastischen Materialtheorie sogar unendliche Spannun-
gen auftreten müssen. Auch wenn fraglich ist, ob es an diesen Stellen ge-
rechtfertigt ist, nichtlineare Effekte bis hin zum atomaren Größenmaßstab zu
vernachlässigen, konnte Griffith 1921 [54] eine Formel für die Berechnung der
Spannungen im Bereich eines Risses herleiten:





2   1   1) für j x j> a





2   1 für j x j> a
Aus den Gleichungen wird ersichtlich, dass an den Stellen x = a sowohl
die Spannungen in x- als auch in y-Richtung unendlich werden. Es liegt somit
eine mathematische Singularität vor.
Irwin [65] führt für die Berechnung der Spannungen in der Nähe der Riss-
spitzen so genannte Spannungsintensitätsfaktoren (KI, KII, KIII) ein. Er unter-
scheidet drei mögliche Rissöffnungsarten, die in Abbildung 4.21 dargestellt
sind.













Abbildung 4.20: Modell des Risses in einer unendlichen Platte – Spannungen
nach Griffith [54]
1. Zugbelastung des Risses (Mode I)
2. Schubbelastung in der Ebene (Mode II)
3. Schubbelastung aus der Ebene heraus (Mode III)
Für den im Folgenden betrachteten Mode I-Riss ergibt sich in Abhängigkeit




2    r (4.55)
Irwin erweitert diesen Ansatz zur linearen Bruchmechanik, die davon aus-
geht, dass im Bereich der Rissspitze nur eine kleine irreversible Deformati-
onszone vorhanden ist. Der Widerstand auf Seiten des Materials wird mit ei-
ner entsprechenden Widerstandgröße (Risszähigkeit) KIc angenommen. Ein
Rissfortschritt kommt zustande, falls
KI > KIc (4.56)
Da bei Beton keine kleine irreversible Deformationszone vorliegt, ist eine
Verwendung der linearen Bruchmechanik für den Werkstoff Beton nicht sinn-
voll.
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Mode I Mode II Mode III
Abbildung 4.21: Rissöffnungsarten
4.2.5 Annahmen zum Dehnrateneffekt
Versuchsergebnisse zeigen eine Steigerung der Festigkeit bei hohen Dehnra-
ten. Im CEB-Bulletin 187 [30] werden die bis dahin veröffentlichten Versuchs-
daten benutzt, um eine bilineare Funktion zu entwickeln, mit der die Festig-
keitssteigerung beschrieben werden kann. Die Empfehlungen des CEB lauten














3 für ̇ > 30 sec 1
mit ̇0 = 3  10 6 sec 1,  = 110+ 12 fc , log  = 7   0,492
(4.57)













3 für ̇ > 30 sec 1
mit ̇0 = 30  10 6 sec 1,  = 15+ 34 fc , log = 6  0,492
(4.58)
Diese Funktionen wird z.B. von Eibl [44] für seine Untersuchungen benutzt.
Die Funktion des CEB-Bulletin wird von Chandra [31] an neuere Untersuchun-
gen angepasst.
Reinhardt [113] schlägt einen Ansatz vor, der die Dehnratenabhängigkeit
nicht trilinear sondern bilinear annimmt. Damit fallen die Festigkeitssteigerun-
gen bei sehr hohen Dehnraten kleiner aus.
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Die Gleichungen sind aufgrund der fehlenden Versuchsergebnisse für Dehn-
raten über 100 sec 1 nur eingeschränkt verwendbar. Extrapoliert man die
Festigkeitssteigerungen auf den bei hochdynamischen Untersuchungen auf-
tretenden Bereich von bis zu 106 sec 1, so erhält man physikalisch unsinnige
Steigerungen.
Gebbeken [46] benutzt die Versuchsergebnisse für die Druckfestigkeitsstei-
gerung bei steigenden Dehnraten (siehe Abbildung 4.5), um mit der zusätz-
lichen Bedingung, dass die Festigkeitssteigerungen einen Grenzwert haben,















In dieser Gleichung geht zum einen die dimensionslose Dehnrate ̇ (nor-
miert mit ̇0 = 1 sec 1), zum anderen der Begrenzungsparameter der Erhö-
hung Fm ein, der für den ungeschädigten Fall mit Fm = 3,4, für den geschä-
digten Fall mit Fm = 3,2 angegeben wird. Der Formparameter Wy hängt von
der Schädigung des Betons ab und wird zu Wy = 2,2 (ungeschädigt) bzw.
Wy = 1,83 (geschädigt) angegeben. Die Werte sind durch grobe Anpassung
an die Versuchsergebnisse gewonnen worden. Der Verlauf für Dehnraten grö-
ßer als 100 sec 1 ist rein hypothetisch.
Einen anderen Weg geht Schmidt-Hurtienne [123]. Er entwickelt über ein
rheologisches Modell die Abhängigkeiten der Festigkeitssteigerung von der
Dehnrate und implementiert diese in sein Schädigungsstoffgesetz als Schä-
digungsrelaxation. Die Parameter in seinem Ansatz wählt er so, dass der Zu-
sammenhang zwischen Dehnrate und Festigkeitssteigerung möglichst gut mit
den Versuchsergebnissen übereinstimmt. Auch hier ergibt sich aber die Fra-
ge der Anwendbarkeit dieses Ansatzes für höhere Dehnraten, da diese nicht
experimentell abgesichert sind.
Das Modell von Schmidt-Hurtienne ist für Dehnraten über 100 sec 1 nur
eingeschränkt benutzbar, da es für diesen Bereich nicht entwickelt wurde. Da
es nur Versuchsergebnisse auf ein rheologisches Modell anpasst, erscheint
eine Anpassung an höhere Dehnraten nicht unbedingt nötig. Allerdings ist
unklar, ob für höhere Dehnraten als 100 sec 1 weitere rheologische Effekte
berücksichtigt werden müssten.
Die Festigkeitssteigerung wird in dem hier vorgestellten Simulationsmodell
zur Bestimmung der Rissinitierung und zum Rissfortschritt verwendet. Bei der
Verwendung einer Bruchprozesszone (siehe Kapitel 4.3.3) muss die an der
Rissspitze auftretende maximale Zugspannung analog zur Festigkeitssteige-
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rung erhöht werden.
4.2.6 Stoffgesetze für hochdynamisch beanspruchten
Beton
Im Folgenden soll eine kurze Übersicht über verschiedene Stoffgesetze für die
Berechnung von Beton unter hochdynamischen Beanspruchungen gegeben
werden (siehe auch Stempniewski [136]).
Holmquist, Johnson und Cook (1993)
Das Stoffgesetz von Holmquist, Johnson und Cook [61] wurde für Impakt-
Berechnungen von Beton entwickelt. Es wurde eine Bruchfläche verwendet,
die vom Grad der Schädigung abhängig ist. Die Hugoniot-Kurve wurde in drei
Bereiche unterteilt, deren Materialkonstanten über Versuche ermittelt wurden.
Für den Dehnrateneffekt wurde eine lineare Abhängigkeit zur Festigkeitsstei-
gerung ohne die Definition einer Grenze verwendet.
Eibl (1995)
Das Ziel der Arbeit von Eibl [44] ist die Berechnung von Stahlbetonwänden,
die von einer aufgesetzten Ladung belastet werden. Er benutzt für die Be-
schreibung des Betons ein verschmiertes Rissmodell. Als Versagenskriterium
modifiziert er die Schädigungsfläche von Ottosen für hohe Dehnraten und
Temperaturbeanspruchungen. Die dynamischen Effekte grenzt er durch ein
hybrides Phasen-Modell von den statischen Anteilen ab, wobei er für die Zu-
standsgleichung Versuche von Grady [50] verwendet.
Um Fragmente lokalisieren zu können, definiert er ein Risskriterium und eli-
miniert beim Vorliegen von Ablösungsbedingungen die entsprechenden Ele-
mente. Das Stoffgesetz wird ergänzt durch eine einfache Beschreibung des
Stahls und des Verbundverhaltens. Seine zweidimensionalen Berechnungen
(unter Ausnutzung der Achsensymmetrie) führt er mit einem Lagrangenetz
durch und vergleicht die Ergebnisse mit den Versuchen von Ockert [102].
Ockert (1997)
Das Ziel von Ockert [102] war es, den bisher bekannten Bereich des Stoffge-
setzes für Beton in den Bereich hoher Drücke zu erweitern. In dem von ihm
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vorgestellten Stoffgesetz wird die Versagensfläche nach Ottosen [107] ver-
wendet, kombiniert mit einem Nichtlinearitätsindex 0, der ein Maß für den Ab-
stand des Spannungszustandes von der Versagensfläche darstellt und einen
Vergleich mit den einaxialen Festigkeiten ermöglicht. Diese werden bei hohen
Dehnraten durch einen Faktor nach CEB [30] erhöht. Die hydrostatischen Ei-
genschaften werden durch die Anpassung einer DYNA2D-Zustandsgleichung
eingeführt, die auch eine Modifikation im Entlastungsverhalten (Hysterese-
schleife) enthält.
Riedel-Hiermaier-Thoma (2000)
Das RHT-Modell von Riedel, Hiermaier und Thoma [114] verwendet das
von Holmquist, Johnson und Cook [61] entwickelte Schädigungsmodell. Die
Zustandsgleichung wird über die mesomechanische Betrachtung der zwei
Komponenten Zuschlag und Zementstein gewonnen, wobei die Zustands-
gleichung von Herrmann [59] verwendet wird. Das mesomechanische Modell
wird übersetzt in eine makromechanische Beschreibung, die im kommerziel-
len FE-Programm AUTODYN implementiert ist.
Ruppert (2000)
Ruppert [121] benutzt zur Beschreibung des hydrostatischen Spannungszu-
standes ebenfalls eine Zustandsgleichung, zieht dafür aber die aktuelleren
Versuchsergebnisse von Ockert [102] und Grady [50] hinzu. Es wird die Schä-
digungsfläche von Guo [55] verwendet, wobei zwischen der Schädigung durch
Gestaltänderung und der Schädigung durch Kompaktion – bestimmbar über
die Zustandsgleichung – unterschieden wird. Ruppert vergleicht seine Ergeb-
nisse mit Schädigungen, die an Betonplatten unter Kontaktdetonation ermittelt
wurden.
Schmidt-Hurtienne (2001)
Die Arbeit von Schmidt-Hurtienne [123] liefert verschiedene neue Ansätze für
die Berechnung von hochdynamisch beanspruchtem Beton. Er teilt das Stoff-
gesetz in einen statischen und einen dynamischen Anteil auf. Der statische
Anteil enthält insbesondere einen kombinierten Plastizitäts-Schädigungsan-
satz mit der Schädigungsfläche nach Hsieh-Ting-Chen [63], wobei nur im Zug-
bereich eine anisotrope Schädigung ermöglicht wird. Die Zustandsgleichung
wird umgewandelt in eine Y-Funktion, die in Abhängigkeit der volumetrischen
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Dehnung einen Vergrößerungsfaktor des E-Moduls darstellt. Um den Dehnra-
teneffekt zu berücksichtigen, wird ein Ansatz vorgestellt, das die Festigkeits-
steigerung über eine Verringerung der Schädigung berücksichtigt.
Schmidt-Hurtienne zeigt an verschiedenen statischen und dynamischen
Versuchen die Verwendbarkeit seines Stoffgesetzes (Split-Hopkinson-Bar, Im-
pakt).
Schuler (2004)
Das Ziel der Arbeit von Schuler [125] ist die genauere Beschreibung der Schä-
digungsentwicklung unter Stoßwellenbeanspruchung und dabei insbesonde-
re die Identifizierung von Materialparametern aus Versuchen. Schuler benutzt
als Grundlage für seine Entwicklung das RHT-Modell, in das er die neu abge-
leitete Schädigungsbeschreibung implementiert.
4.3 Formulierung eines eigenen
Simulationsmodells
4.3.1 Beschreibung der Entwicklungschritte
Ausgehend von den im Kapitel 4.1.5 definierten Anforderungen an ein Stoff-
gesetz für die hochdynamische Beanspruchung von Beton wird im Folgenden
ein Simulationsmodell für diesen Belastungsbereich entwickelt. Die einzelnen
Anteile des Simulationsmodells sind in Abbildung 4.22 dargestellt.
Das Simulationsmodell verwendet diskrete Risse. Es wird damit auf die Ver-
wendung eines Schädigungsmodells oder eines Ansatzes mit verschmierten
Rissen verzichtet, was für die Stabilität der Berechnung Vorteile ergibt. Die
diskreten Risse werden mit dem EFG-Verfahren (siehe Kapitel 3) beschrie-
ben.
Als Kriterium für die Rissentstehung und den Rissfortschritt wird die Ver-
sagensfläche nach Hsieh (siehe Kapitel 4.2.3) verwendet. Diese stellt durch
die Verwendung dimensionsloser Parameter einen praktikablen Ansatz für die
Verwendung mit unterschiedlichen Festigkeiten dar. Als Rissrichtung wird eine
Senkrechte zur ersten Hauptspannungsrichtung verwendet.
Das nichtlineare Verhalten der Risse im Beton wird über eine Bruchpro-
zesszone berücksichtigt (kohäsiver Rissansatz). Der Verlauf des Rissschließ-
spannungen wird bilinear angenähert. Durch die Verwendung der Bruchpro-
zesszone kann das Verhalten des Betons über ein elastisches Stoffgesetz




















Abbildung 4.22: Anteile des Simulationsmodells
abgebildet werden. Die Nichtlinearität (Softening) wird nur im Einflussbereich
des Risses wirksam.
Die Steifigkeitsänderung des Betons unter hohen hydrostatischen Bean-
spruchungen wird durch eine Y-Funktion implementiert. Diese stellt die Ab-
leitung der Hugoniot-Kurve nach der hydrostatischen Dehnung dar. Die Ent-
lastung von Bereichen, die von einer Stoßwelle beansprucht wurden (Kom-
paktierter Bereich), findet mit der bis dahin maximal aufgetretenen Steifigkeit
statt. Die Entlastung für den Bereich, der plastisch beansprucht wurde (Kom-
paktionsbereich), findet mit einer höheren Steifigkeit statt, als die Anfangsstei-
figkeit. Die kompaktierten Bereiche werden bei der Beanspruchung mit einer
Zugwelle aus dem Modell gelöscht. Im Kompaktionsbereich wird zusätzlich
eine Schubschädigungsevolution eingefügt.
Die Erhöhung der Festigkeiten bei hohen Dehnraten wird über die Auf-
weitung der Versagensfläche berücksichtigt. Es wird dabei die Erhöhung der
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Druckfestigkeit für den gesamten Belastungsbereich verwendet. Außerdem
wird die Rissgeschwindigkeit auf einen aus Versuchen bestimmten Wert be-
schränkt, da mit dem diskreten Rissansatz und einem elastischen Stoffgesetz
die Verringerung der Rissgeschwindigkeit durch lokale Nichtlinaritäten (Ent-
stehung von Mikrorissen) nicht abgebildet werden.
Die Rissentstehung und der Rissfortschritt sind explizit definiert, das heißt,
dass am Ende eines Zeitschrittes die verschiedenen Kriterien dafür überprüft
werden. Eine Überprüfung in jedem Iterationsschritt würde zu einer schlecht
konvergierenden Lösung führen. Da bei den dynamischen Analysen jedoch
eine explizite Zeitintegration verwendet wird, hat dieses Vorgehen keinen Ein-
fluss auf das Ergebnis.
Im Folgenden werden nun die einzelnen Anteile des Simulationsmodells
genauer vorgestellt.
4.3.2 Rissentstehung und Rissfortschritt
Grundlage des Siumlationsmodells ist die Verwendung von diskreten Rissen,
die mit dem EFG-Verfahren eingeführt werden. Es ist demnach ein Verfah-
ren notwendig, mit dem die Rissentstehung und der Rissfortschritt bestimmt
werden kann. Dabei sind folgende Schritte erforderlich:
 Kriterium, ob der Riss entsteht oder fortschreitet. Hier ist zwischen ei-
nem dehnungsbasierten und einem spannungsbasierten Verfahren zu
unterscheiden. Grundlage für das Kriterium ist eine Versagensfläche.
 Bestimmung der Risslänge, mit der der Riss entsteht oder fortschreitet.
 Bestimmung der Richtung des Risses.
Für die Rissentstehung wird das gesamte Kontinuum nach Punkten kontrol-
liert, die außerhalb der Versagensfläche liegen. An diesen Punkten wird ein
Riss in Richtung senkrecht zur Hauptspannungsrichtung eingeführt.
Bestimmung des Kriteriums an der Rissspitze
Um entscheiden zu können, ob ein Riss fortschreitet, werden die Spannun-
gen/Dehnungen an der Rissspitze als Kriterium verwendet. Es gibt grund-
sätzlich zwei Ansätze, um diese an der Rissspitze numerisch berechnen zu
können:
 lokaler Ansatz: Bestimmung der Spannungen, Dehnungen etc. an der
Rissspitze, Rissfortschritt in Richtung der Hauptdehnungen.
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 nichtlokaler Ansatz: Gewichten verschiedener Integrationspunkte im
Einflussbereich der Rissspitze. Als Größe des Einflussbereiches kann
bei der FE-Methode die charakteristische Größe verwendet werden.
Diese stammt aus einem nichtlokalen Ansatz des Schädigungsstoffge-
setzes. Rots [120] verwendet dafür z.B. die
p
2-fache Elementlänge.
Bei der Umsetzung des lokalen Ansatzes stößt man auf verschiedene
Schwierigkeiten. Die Spannungen bzw. Dehnungen, die als Kriterium verwen-
det werden, ob ein Riss wächst oder nicht, besitzen an der Rissspitze eine
Singularität. Wird nun die Diskretisierung verbessert, so werden die Span-
nungen bzw. Dehnungen an der Rissspitze immer größer. Folglich können die
so bestimmten Spannungen bzw. Dehnungen nicht als Kriterium verwendet
werden, da diese zu stark von der Diskretisierung abhängen.
Es bieten sich deshalb nichtlokale Ansätze an, wobei die MLS-Interpolation
verwendet werden kann, um Spannungen bzw. Dehnungen über die B-Matrix
zu bestimmen
(x) = B(x)  u (4.60)
Nach der Bestimmung des Einflussradius der Rissspitze können die Knoten
im Einflussbereich der Rissspitze gesucht und die Matrix B (Gleichung 3.40)
somit für die Rissspitze bestimmt werden.
Alternativ können die Ansatzfunktionen direkt benutzt werden, um die Span-
nungen bzw. Dehnungen an einem beliebigen Punkt zu bestimmen. Dies kann
direkt über die Matrix der Ansatzfunktionen N i (Gleichung 3.38) für alle Kno-




N i(x)  i (4.61)
Häußler-Combe schlägt vor, in einem Singularitätsbereich Ω die Dehnun-





w(x   x t)(x)dΩ (4.62)
Die Größe des Singularitätsbereichs Ω gibt er für die von ihm berechneten
Stahlbetonprobleme mit 7,5 cm an. Diese Größe bestimmt er über Vergleichs-
dehnungen mit dem Referenzfall nach Carpinteri [29]. Die Integration wird hier
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Versagensfläche
Das berechnete Kriterium an der Rissspitze (Spannung, Dehnung) muss aus-
gewertet werden. Dazu wird eine in Kapitel 4.2.3 vorgestellte Versagensflä-
che verwendet. Für eine reine Zugbeanspruchung bietet sich ein Rankine-
oder Saint-Venant-Kriterium an. Dieses zeigt aber gerade bei einer mehraxia-
len Druckbeanspruchung keine gute Übereinstimmung mit den Eigenschaften
von Beton. Es wird deswegen bei den Untersuchungen das Versagenskriteri-
um von Hsieh, Ting, Chen verwendet.
Risslänge
Bei diskreten Rissen ist des Weiteren zu definieren, in welcher Länge ein Riss
fortschreitet. Hier stehen zwei Verfahren zur Verfügung. Die Risslänge kann
bestimmt werden durch die Suche nach dem von der Rissspitze am weite-
sten entfernten Punkt, an dem die Grenzdehnung gerade noch überschrit-
ten wird. Dieses Vorgehen ist rechenzeitaufwändig, da an vielen Punkten das
Versagenskriterium bestimmt werden muss. Deshalb wird hier von einer kon-
stanten Rissfortschrittslänge ausgegangen. Die Untersuchungen an einem 3-
Punkt-Biegeversuch im Kapitel 5.2 zeigen eine unbedeutende Abhängigkeit
des Ergebnisses von der gewählten Rissfortschrittslänge.
Untersuchungen mit dem Verfahren mit einer festen Risswachstumslänge
und der MLS-Interpolation (Gleichung 4.61) zeigen, dass die Dehnungen bzw.
Spannungen, die an der Rissspitze entstehen, abhängig vom Abstand zum
nächsten Integrationspunkt sind. Dies konnte durch das Verschieben der Riss-
spitze gezeigt werden. Ursache hierfür ist die unterschiedliche Anzahl von be-
rücksichtigen Integrationspunkten. Allerdings ist die Abhängigkeit mit ca. 10%
nur unwesentlich.
Die Verwendung einer festen Risswachstumslänge bedingt, dass eine Be-
rechnung dahingehend kontrolliert werden muss, ob die Zeitschritte klein ge-
nug sind, so dass das Risswachstum abgebildet werden kann.
Rissrichtung
Eine numerisch notwendige Beschränkung betrifft die Richtungsänderung von
Rissen. Eine zu starke Änderung der Rissrichtung führt zum Abschneiden
einzelner EFG-Knoten. Dies sollte vermieden werden, da ansonsten der Ein-
flussradius unrealistisch groß wird oder für die MLS-Interpolation keine Lö-
sung mehr gefunden werden kann. Aus der Sicht des Werkstoffes Beton bleibt
des Weiteren zu klären, welche Rissrichtungsänderungen bei Makrorissen
132 4 SIMULATIONSMODELLE FÜR BETON
überhaupt vorkommen. Mechtcherine [90] benutzt zur Darstellung der Rissflä-
chen fraktale Geometrien. Dieses Vorgehen ist zur kleinmaßstäblichen Iden-
tifizierung einer lokalen Rissgeometrie sinnvoll. Die frakale Geometrie lässt
aber keine Aussage über zu erwartende Rissrichtungsänderungen in einem
Modell auf Makroebene zu.
Die Richtungsänderung wird bei den meisten hier durchgeführten Untersu-
chungen begrenzt (siehe Abbildung 4.23). Für die numerische Untersuchung
von Beton, der von einer Kontaktdetonation beansprucht wird, wird die Be-
schränkung der Rissrichtungsänderung über die Auswertung von Schnittbil-






Bei einem kohäsiven Riss unter Biegebeanspruchung (z.B. 3-Punkt-Biege-
versuch Kapitel 5.2) herrscht an der Rissspitze biaxialer Zug, wobei die Grö-
ße der Zugdehnung in den beiden Hauptrichtungen (Entsprechen der x und
y-Richtung) fast gleich ist. Dies liegt an den zusätzlich eingeführten Kräften
in der Bruchprozesszone. In einem solchen Fall entscheiden die Schubdeh-
nungen über die Richtung der Hauptdehnungsrichtungen und damit über das
Risswachstum. Da die Schubdehnungen bei dem Riss unter Biegebeanspru-
chung sehr klein sind, führt dies zu einer relativ instabilen Bestimmung der
Rissrichtung.
Jirásek [68] schlägt dafür vor, nicht die Hauptdehnungen als Kriterium für
die Rissrichtung zu verwenden. Er bestimmt an Punkten auf einem Kreis um
die Rissspitze die Dehnungen in tangentialer Richtung (so genannte Um-
fangsdehnungen  – siehe Abbildung 4.24).
Betrachtet man bei einem 3-Punkt-Biegeversuch (siehe Kapitel 5.2) die
Dehnungen auf einem Kreis um die Rissspitze, so sind bei einem Riss oh-
ne Bruchprozesszone die Hauptdehnungen ein zuverlässiges Indiz für die
Rissrichtung. Betrachtet man nun aber einen Riss mit einer Bruchprozesszo-
ne, so fällt auf, dass das Maximum der Hauptdehnungen sich um 90 von dem







Abbildung 4.24: Verschiedene Dehnungen in Umfangsrichtung
der Umfangsdehnungen unterscheidet (siehe Abbildung 4.25). Die Richtung
der maximalen Umfangsdehnungen entspricht der in den Versuchen beob-
achteten Rissrichtung (siehe Abbildung 5.7).
Kontakt
Kontakt entsteht, wenn zwei feste Körper sich berühren und Kräfte über die
Berührungsfläche austauschen. Kontakt ist ein extrem nichtlineares Problem,
da sich der Übergang zwischen einem Zustand ohne Kontakt und einem Zu-
stand mit Kontakt schlagartig vollzieht. Im Allgemeinen werden Kontaktbe-
dingungen über Lagrange-Multiplikatoren (siehe Kapitel 3.4.1) oder Penalty-
Faktoren (siehe Kapitel 3.4.2) eingeführt, die je nach Zustand der Kontaktbe-
dingung einen Eintrag in der Steifigkeitsmatrix liefern. Da das EFG-Verfahren
die Kronecker-Delta-Eigenschaft nicht erfüllt (siehe Kapitel 3.2.1) ist wie bei
den Randbedingungen auch bei einem „klassischen“ Kontakt zwischen zwei
Flächen eine Erweitung der Kontaktalgorithmen aus der FE-Methode erfor-
derlich. In dem hier verwendeten EFG-Verfahren ist allerdings vorrangig der
Kontakt zwischen zwei Rissufern interessant, der nicht über die klassischen
Kontaktansätze abgedeckt werden kann.
Die Verwendung von diskreten Rissen mit einem Kontaktalgorithmus wurde
von verschiedenen Autoren diskutiert. Während Dolbow [39] X-FEMs so er-
weitert, dass damit auch Kontaktprobleme im Riss berechnet werden können,
stellt Chen [32] zwei Verfahren vor, mit denen Kontaktbedingungen als Rand-
bedingungen mit dem EFG-Verfahren berechnet werden können. Die Verfah-
ren von Chen eignen sich allerdings nicht für die Benutzung von Kontaktpro-
blemen in Rissen, da sie für Kontakt-Randbedingungen entwickelt wurden.
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Abbildung 4.25: Dehnungen auf einem Kreis um die Rissspitze in Abhängig-
keit vom Drehwinkel
Um die hier vorgestellten Probleme berechnen zu können, ist ein einfacher
Kontaktalgorithmus implementiert worden. Anhand der Geometriedaten des
verformten und des unverformten Netzes wird entschieden, ob der Riss ge-
öffnet ist, oder ob eine zu definierende untere Grenze des Abstandes unter-
schritten wurde. Falls dies der Fall ist, wird der Riss als geschlossen angese-
hen und die Wichtungsfunktionen werden nicht mehr am Riss abgeschnitten.
Eine vollständige Kraftübertragung kann wieder stattfinden.
Beim Schließen des Risses kann die Konvergenz der Lösung allerdings
sehr schlecht werden. Durch die Verwendung eines impliziten Kontaktalgo-
rithmus und durch eine dynamische Analyse kann die Konvergenz verbessert
werden. Eine weitere Schwierigkeit stellt die durch die Einführung der Kon-
taktbedingung mögliche diskontinuierliche Ansatzfunktion dar, deren Auswir-
kungen in Kapitel 3.2.5 diskutiert wurden.
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Tabelle 4.3: Implizite und explizite Algorithmen
Rissentstehung und
Risswachstum
Kräfte aus FPZ Kontakt































Implizite / Explizite Vorgehensweise
Die Algorithmen zur Rissentstehung, zur Bestimmung der Kräfte aus der Pro-
zesszone und der Kontaktbedingung können sowohl mit einer impliziten als
auch mit einer expliziten Vorgehensweise berücksichtigt werden. Unter einer
impliziten Vorgehensweise wird in diesem Zusammenhang verstanden, dass
das Verformungsinkrement eines Newton-Raphson-Schrittes für den jeweili-
gen Algorithmus verwendet wird. Es wird also für jeden Zeitschritt das Gleich-
gewicht gewährleistet. Die Kräfte der Bruchprozesszone zum Beispiel müssen
dabei in jeder Iteration neu bestimmt werden. Dies führt zu einer schlechten
Konvergenz.
Eine explizite Vorgehensweise benutzt nicht die Verformungsinkremente
der Newton-Raphson-Iteration sondern die Ergebnisse des letzten Zeitschrit-
tes. Da sich dann in jedem Newton-Raphson-Schritt zum Beispiel die Kräfte
aus der Bruchprozesszone nicht ändern, konvergiert dieses Verfahren besser.
Es ist allerdings bei zu großen Lastinkrementen ungenauer. Die Unterschiede
für die einzelnen Verfahren sind in Tabelle 4.3 zusammengefasst.
Da bei den hier durchgeführten dynamischen Untersuchungen eine explizi-
te Zeitintegration verwendet wird, ist die Verwendung einer expliziten Risser-
stellung ohne Einschränkungen möglich.
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Kreuzende Risse
Bezüglich der Zulässigkeit von mehreren Rissen an einem Punkt existieren
bei verschmierten Rissansätzen verschiedene Varianten. Diese Unterschei-
dung lässt sich bei diskreten Rissen analog benutzen, um verschiedene Vari-
anten der Risserstellung zu unterscheiden. Einen Überblick über die Varianten
bei verschmierten Rissen gibt Weihe [146].
 Fixed crack model. Dies entspricht dem bisher vorgestellten Verfahren.
Liegt an einer Stelle die Dehnung / Spannung außerhalb der Versagens-
fläche, so entsteht ein Riss. Ein weiterer Riss ist an dieser Stelle – und
zur Sicherstellung einer numerischen Stabilität auch in der Nähe – nicht
möglich.
 Multiple fixed crack model. An einer gerissenen Stelle können im weite-
ren Verlauf der Berechnung zusätzliche Risse entstehen. Diese werden
vorzugsweise nur in einer Richtung, die von der bisherigen Rissrichtung
entscheidend abweicht, zugelassen.
 Rotating crack model. Die zu Beginn definierte Rissrichtung kann sich
im Laufe der Berechnung ändern, falls dies die Belastung erfordert. Es
wird damit versucht, die richtungsabhängige Entstehung von Mikroris-
sen in der Bruchprozesszone abzubilden. Dieses Konzept wird hier nicht
verwendet, da es dem Gedanken der diskreten Risse widerspricht, die
von lokalisierten Rissen ausgehen.
Es wird das Multiple fixed crack model eingesetzt, da zum einen in Rissbil-
dern von Beton solche Risse beobachtet werden und da zum anderen mit
diesem Verfahren die Entstehung von Rissen nicht eingeschränkt wird.
Rissverbindung
Falls sich Risse zu nahe kommen, verbinden sich diese. Es gibt verschiedene
Konfigurationen, unter denen eine Verbindung stattfinden kann. Diese sind in
Abbildung 4.26 dargestellt.
Im Fall a) wandern zwei Risse aufeinander zu und verbinden sich. Es muss
ein minimaler Abstand definiert werden, ab welchem sich die Risse verbinden.
Das Ergebnis ist ein Riss mit zwei Rissspitzen, die inneren Rissspitzen sind
zu löschen.
Im Fall b) wächst ein Riss unter einem Winkel auf einen anderen zu. Es
muss gewährleistet sein, dass der wachsende Riss den anderen findet und
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nicht parallel zum bestehenden Riss weiter wächst. Es resultiert ein Riss mit
drei Rissspitzen. Die Rissspitze im Verbindungspunkt ist zu löschen.
Fall c) ist eine Kombination aus Fall a) und b). Zwei Risse wachsen in einem
spitzen Winkel aufeinander zu. Vom Verbindungspunkt aus entsteht ein neuer
Riss, der eine neue Rissspitze hat. Die beiden Rissspitzen der verbundenen




Abbildung 4.26: Verbindung von Rissen – verschiedene Konfigurationen
Numerisch auszuschließende Rissgeometrien
Einige Rissgeometrien sollten der Lösbarkeit mit dem EFG-Verfahren wegen
ausgeschlossen bzw. vermieden werden. Es kann im Allgemeinen keine Stei-
figkeitsmatrix aufgebaut werden, wenn die Gleichung 3.28 nicht mehr inver-
tiert werden kann (siehe Kapitel 3.2.4) oder die dafür nötigen Einflussbereiche
so groß werden, dass eine sinnvolle Lösung nicht mehr möglich ist. Dies be-
trifft insbesondere folgende Rissgeometrien:
 Risse nahe am Rand und parallel zum Rand: Durch das Sichtbarkeits-
kriterium ist im ungünstigsten Fall nur noch eine Knotenreihe sichtbar
und damit für die Lösung verwendbar. Die Knoten spannen in R2 nur
noch eine unabhängige Richtung auf. Um dies zu vermeiden, wird bei
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der Entstehung der Risse eine Kontrolle durchgeführt, ob ein Riss zu
nahe am Rand entsteht.
 Parallele Risse mit zu geringem Abstand: Hier können ebenfalls die
Knoten so liegen, dass eine Lösung nicht mehr möglich ist. Dies wird
vermieden durch die Verbindung von zwei Rissen, die sich zu nahe kom-
men.
 Einzelne ausgeschnittene Knoten: Durch die Beschränkung der Rissrich-
tungsänderung (siehe Kapitel 4.3.2) wird dieser Fall ausgeschlossen.
4.3.3 Kohäsives Rissmodell
Das nichtlineare Verhalten nach Überschreitung der Zugfestigkeit soll bei den
hier verwendeten diskreten Rissen über ein kohäsives Rissmodell implemen-
tiert werden. Kohäsive Rissmodelle sind der nichtlinearen Bruchmechanik zu-
zuordnen, die das Verhalten von Beton wesentlich besser beschreiben kann
als die lineare Bruchmechanik. Es werden zwei Ansätze unterschieden:
 Modelle mit äquivalenten elastischen Rissen bei denen mindestens ein
zusätzlicher Parameter eingeführt wird, der das langsame stabile Riss-
wachstum vor dem Versagen des Betons beschreibt. Hierunter fallen
das Two Parameter Modell von Jenq [67] und das Size Effekt Modell
von Bažant [12].
 Modelle mit kohäsiven Rissen, bei denen davon ausgegangen wird,
dass ein Riss in einer Prozesszone noch Kräfte übertragen kann. Diese
Modelle sollen im Folgenden benutzt werden.
Das Modell der kohäsiven Risse geht zurück auf Dugdale [41] und Baren-
blatt [10]. Hillerborg [60] stellt mit dem „fictitious crack model“ eine Anpassung
der kohäsiven Risse an die Eigenschaften von Beton vor. Das Modell geht
davon aus, dass sich ein Werkstoff bis zum Erreichen der Materialfestigkeit
linear-elastisch verhält. Nach dem lokalen Überschreiten der Festigkeit kommt
es zu einer Erhöhung der lokalen Dehnung unter gleichzeitiger Abnahme der
übertragenen Spannung. Diesen Bereich bezeichnet man als Bruchprozess-
zone (Fracture Prozess Zone – FPZ). Der wesentliche Unterschied zu einem
schon voll geöffneten Riss ist die Tatsache, dass dieser Riss noch Spannun-
gen senkrecht zur Rissrichtung übertragen kann.
Kohäsive Rissmodelle können sowohl für plastische Fließbereiche z.B. im
Stahl als auch für Schädigungsprozesse durch Mikrorisse in zementgebun-
denen Werkstoffen verwendet werden. Kohäsive Rissmodelle können unter
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entsprechender Anpassung mit verschmierten Rissen und mit diskreten Ris-
sen eingesetzt werden.
Um die lokalen Effekte beschreiben zu können, sind verschiedene Parame-
ter erforderlich. Neben dem E-Modul und der Materialfestigkeit ist eine Aus-
sage über den Verlauf des Lastübertrages einer Bruchprozesszone in Abhän-
gigkeit der lokalen Verformung erforderlich. Den von Hillerborg vorgestellten
numerischen Ansatz der Bruchprozesszone konnten Gopalaratnam [49] und
Cornelissen [35] mittels Versuchen bestätigen und damit einen Ansatz für den
Verlauf der Rissspannungen bezogen auf die Rissöffnung bestimmen. Corne-
lissen benutzte dabei Betonproben mit eingesägten Rissen, die er zyklisch
belastete. In Abbildung 4.27 sind die Versuchsergebnisse für Normalbeton
zusammengestellt. Die Fläche unter dieser Kurve stellt dabei die Bruchener-
gie Gf dar. Mit Bruchenergie ist derjenige Energieanteil gemeint, der benötigt
wird, um den Bruch der Probe zu erreichen. Die Bestimmung der Bruchener-
gie für verschiedene Betone, verschiedene Größtkorndurchmesser und Pro-
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Abbildung 4.27: Verlauf der Spannungen in der Bruchprozesszone nach Ver-
suchen von Cornelisson [35]
Es existieren verschiedene Methoden, um die noch teilweise vorhandene
Kraftübertragung in einem Riss zu berücksichtigen. Neben der Implementie-
rung in einem verschmierten Rissmodell kann auch die Steifigkeit lokal herab-
gesetzt werden, so dass bei gleicher Verformung ein kleinerer Kraftübertrag
möglich ist. Dies entspricht einem klassischen Schädigungsansatz. Hier soll
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das von Hillerborg vorgeschlagene Verfahren verwendet werden, bei dem der
Riss geöffnet ist und die noch übertragbaren Kräfte als äußere Kräfte ein-
geführt werden (siehe Abbildung 4.28). Du [40] beschreibt dieses Verfahren





Abbildung 4.28: Verlauf der Spannungen in der Bruchprozesszone – Modell-
vorstellung
Es werden längs des Risses Spannungen angesetzt, die der Rissöffnung
entgegen wirken (so genannte Rissschließspannungen ccs). Der Verlauf die-
ser Spannungen muss angenommen werden. Die Spannungen haben an der
Rissspitze bei der Erstbelastung die Größe der Betonzugfestigkeit ft und neh-
men bis zur kritischen Rissöffnung wmax ab. Rots [120] (siehe auch Akker-
mann [3]) zeigt, dass der Verlauf der Rissschließspannungen gerade für un-
bewehrten Beton einen großen Einfluss auf die Tragfähigkeit hat. Dies lässt
sich durch die hier durchgeführten Untersuchungen bestätigen (siehe Kapi-
tel 5.2), wobei insbesondere die Steigung bei kleinen Rissöffnungen einen
großen Einfluss besitzt. Es werden hier drei verschiedene Formen für den
Verlauf der Spannungen vorgestellt ein linearer, ein bilinearer und ein expo-
nentieller Verlauf (siehe Abbildung 4.29).
Beim exponentiellen Verlauf werden die Spannungen ccs in der Form






berechnet, wobei ft die Betonzugfestigkeit darstellt. Diese muss bei einer Be-
lastung mit einer hohen Dehnrate entsprechend erhöht werden (siehe Ka-








































Abbildung 4.29: Abhängigkeit der Spannungen in der Bruchprozesszone von
der Rissöffnung – linear / bilinear / exponentiell
Beim bilinearen Verlauf kann der von Akkermann [3] vorgeschlagene Ver-
lauf verwendet werden
ccs =
(t   1)  ft
t  wmax w + ft für w < t  wmax (4.66)
ccs =   t  ftwmax(1  t)w +
t  ft
1  t für w > t  wmax
Der Beiwert t kann wie von Roelfstra [116] beschrieben zu 0,14 angenom-
men werden; der Beiwert t hängt von der Betondruckfestigkeit ab
t = 0,25 für fc < 30 MPa (4.67)
t = 0,25  0,0015  (fc [MPa]  30) für fc > 30 MPa
Die Rissöffnung wmax ab der keine Spannungen mehr übertragen werden kön-
nen, kann ebenfalls aus der Integration der Spannung über die Rissöffnung
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w + ft (4.69)






Wird eine Bruchprozesszone mit einer hohen Dehnrate beaufschlagt, so
ist die Betonzugfestigkeit entsprechend den Ausführungen in Kapitel 4.3.4 zu
erhöhen. Da sich bei verschiedenen Untersuchungen gezeigt hat (siehe Ka-
pitel 4.1.3), dass die Bruchenergie keine Abhängigkeit von der Dehnrate hat,
ist die kritische Rissöffnung wmax ebenfalls anzupassen.
Eine weitere Betrachtung verdient die Entlastung einer Bruchprozesszo-
ne. Verringert sich der Abstand der beiden Rissufer, gehen die Spannun-
gen zurück. Sie wachsen allerdings bei einer Wiederbelastung wieder bis
zum ursprünglichen Wert an. Ein linearer Verlauf dieser Spannungsab- und
-wiederzunahme scheint, wie von Camacho [28] gezeigt, ausreichend genau
zu sein. Alternativ ist eine bilineare Entlastungsfunktion denkbar, die den bei
zyklischen Versuchen gemessenen Verlauf der Bruchprozesszone besser ab-
bilden (siehe Stempniewski [135]).
Wird mit den hier verwendeten Algorithmen eine lineare Entlastung ver-
wendet, so zeigt sich durch die fehlende Steifigkeit des Risses kurz vor dem
Schließen eine numerische Instabilität (“Flattern”), die aus der nichtglatten
Beschreibung resultiert. Dies lässt sich durch die Verwendung eines konstan-
ten Entlastungspfades vermeiden (siehe Abbildung 4.30). Eine weitere Unste-
tigkeit bei der Entlastung ist der Übergang zwischen Bruchprozesszone und
Kontakt. Findet ein Kontakt im Riss statt, werden die Relativverschiebungen
der beiden Rissufer behindert. Es ist ein Kontinuum vorhanden. Zusätzliche
Kräfte aus der Bruchprozesszone sind mechanisch nicht wirksam. Folglich ge-
hen die Kräfte aus der Bruchprozesszone schlagartig auf Null zurück. Diese
fehlende Glattheit des Systems führt zu einer weiteren numerischen Instabili-
tät. Eine Lösungsmöglichkeit besteht im weiteren Ansetzen der Spannungen
aus der Bruchprozesszone beim Kontakt in der Größe, in der sie bei der Ent-
lastung verwendet werden. Eine solche Vorgehensweise zeigt, wie bei den
Untersuchungen am Schubbalken im Kapitel 5.3 gezeigt, wesentlich glattere
Kurven.
Um die Entlastung berücksichtigen zu können, ist es notwendig, an je-
dem Punkt der Bruchprozesszone die maximal aufgetretenen Spannungen







ohne Kräfte aus FPZ bei Kontakt
Steifigkeit Kontinuum
inklusive Kräfte
aus FPZ bei Kontakt
sCCS
Abbildung 4.30: Entlastungspfade für die Bruchprozesszone
zu speichern. Die Rissschließspannungen werden wie in Abbildung 4.31 ge-
zeigt als externe Kräfte im System berücksichtigt. Diese Kräfte werden durch
Integration der Rissschließspannungen über den Rissverlauf bestimmt und
über die Wichtungs- oder Ansatzfunktion auf die entsprechenden Knoten ver-
teilt. Das genaue Vorgehen ist im Ablaufdiagramm 4.1 zusammengefasst. Der
Ablauf der gesamten Berechnung ist im Ablaufdiagramm 4.2 dargestellt.
Wichtig ist, dass das Verhältnis zwischen Risslänge und Knotenanzahl ge-
wahrt ist. Wenn entlang eines Risses zu wenige Knoten liegen, konzentrieren
sich die Lasten aus der Bruchprozesszone an sehr wenigen Knoten und füh-
ren so zu einer recht ungenauen Berücksichtigung der Bruchprozesszone. Es
hat sich gezeigt, dass ein Fünftel des Knotenabstandes als Abstand der Aus-
wertungspunkte ausreichend ist.
Bei der Verwendung einer Bruchprozesszone mit einem axialsymmetri-
schen Ansatz ist darauf zu achten, dass die Kräfte aus der Bruchprozesszone
auch auf die beim axialsymmetrischen Ansatz vorhandene Rissfläche bezo-
gen wird. Die erfordert in dem hier gewählten Ansatz eine Multiplikation der
Kräfte mit 2r .
Reibung im Riss
Bei einer Belastung längs des Risses werden – vorausgesetzt die Verformung
senkrecht zum Riss lässt dies zu – Reibkräfte aktiviert. Dieser Effekt ist ins-
besondere bei einer Druckbelastung zu beobachten. Es stellt sich hiermit die




Abbildung 4.31: Kräfte an den Knoten in der Bruchprozesszone (zur besseren
Darstellung in umgekehrter Richtung gezeichnet)
Frage nach einer Gesetzmäßigkeit zwischen den auftretenden Verformungen
sowohl senkrecht zum Riss als auch tangential zum Riss und den im Riss
auftretenden Kräften in tangentiale Richtung. Die Schubübertragung kann am
so genannten Sägezahnmodell gezeigt werden (siehe Abbildung 4.32). Tritt
eine Rissgleitung u auf, so werden durch die Verzahnung der Zuschlagskör-
ner der unebenen Rissoberfläche Reibkräfte erzeugt. Die Größe der Reibkräf-
te hängt entscheidend vom Abstand der Rissufer zueinander ab. Die bei der
Rissgleitung entstehende Dilatation verursacht zusätzlich Normalspannungen
im Riss, die hier aber nicht weiter berücksichtigt werden.
Ein Schubgesetz für die Interaktion zwischen den Rissrändern wird z.B. von
Walraven [144] beschrieben. Die Ergebnisse sind in Abbildung 4.33 zusam-
mengefasst. Für Normalbeton gibt er folgenden Zusammenhang an
r =   130 fcc + [1,8w
 0,8 + (0,234w 0,707  0,20)  fcc ]  u mit r > 0 (4.71)
wobei u und w in mm einzusetzen sind und fcc die Würfeldruckfestigkeit dar-
stellt. Bei zunehmender Rissöffnung w werden die Schubkräfte kleiner, bei
abnehmender Rissöffnung nehmen die Schubkräfte allerdings Werte an, die
die Betondruckfestigkeit überschreiten. Dies sollte bei einer Verwendung an-
gepasst werden.
Ein ähnliches Gesetz gibt Jeang [66] an, das er über eine lineare Regres-



























Abbildung 4.33: Approximation von Versuchsergebnissen für Reibung im Riss
nach Walraven [144] und Ansatz nach Gleichung 4.71
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Ablaufdiagramm 4.1: Bestimmung der Rissschließspannungen in der Bruch-
prozesszone
1. Schleife über alle Bruchprozesszonen
2. Kontrolle, ob Rissspitze außerhalb des Problemgebietes liegt. Falls au-
ßerhalb ! Durchriss, keine FPZ
3. Suche eines Punktepaares, das auf unterschiedlichen Seiten des Ris-
ses liegt (p1 und p2)
4. Bestimmung der Verformungen an den beiden Punkten. Der Unter-
schied ergibt die Rissöffnung w
5. Entscheidung, ob Erstbelastung, Entlastung oder Wiederbelastung
vorliegt
6. Bestimmung der notwendigen Rissschließspannungen ccs an den
beiden Punkten mit den Gleichungen 4.64, 4.66 oder 4.69
7. Bestimmung der resultierenden Rissschließkraft an den beiden Punk-
ten aus dem Abstand zu den nächsten beiden Auswertungspunkten
multipliziert mit der Rissschließspannung ccs
8. Verteilung der Rissschließkraft auf die Knoten im Einflussbereich der
beiden Punkte p1 und p2 über Wichtungs- oder Ansatzfunktion
9. Addition der Lasten zum Gesamtlastvektor
sionskurve aus experimentellen Daten bestimmt.
r = G(1  e (0,262(1=∆w)1,5 17,170)10 4)∆u (4.72)
G ist der Schubmodul in psi, r ist die übertragene Schubspannung in psi,
∆w die Rissverformung normal zum Riss und ∆u die Rissverformung tan-
gential zum Riss (beides in inches). Diesen Ansatz verwendet zum Beispiel
Prasad [110].
Da für den Riss unter Schubbeanspruchung in der Bruchprozesszone kei-
ne verlässlichen Daten vorliegen, wird hier im Folgenden ein relativ einfaches
Reibgesetz verwendet, das sich an das Vorgehen von Häußler-Combe [56]
anlehnt, der das Reibgesetz allerdings in Kombination mit einem verschmier-
ten Rissansatz verwendet.
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Kräfte FPZ mit Verformungen




Es ist davon auszugehen, dass bei Kontakt in Normalenrichtung (siehe Ka-
pitel 4.3.2) die tangential übertragbare Kraft im Riss sehr groß ist, so dass
der Kontakt auch in Risslängsrichtung verwendet werden kann. Gleichzeitig
ist davon auszugehen, dass die Reibkraft mit zunehmender Rissöffnung ab-
nimmt. Es bietet sich deswegen an, die Spannungen, die normal zum Riss
in der Bruchprozesszone verwendet werden, für die tangentiale Richtung ent-
sprechend anzupassen. Dies geschieht mit folgendem Ansatz
 =
(
  ccs  uuc für u < uc
  ccs für u > uc
(4.73)
wobei die Reibkraft bis zum Erreichen der maximalen Reibkraft  ccs bei der
Verformung uc linear ansteigt. Für uc schlägt Häußler-Combe einen Wert von
uc = 0,5  wmax vor; für  einen Wert von  = 0,5.
Neben einer steigenden Verformung in Risslängsrichtung muss auch eine
Abnahme der Verformung berücksichtigt werden. Hierbei werden die Reibkräf-
te zurückgehen und ab einem bestimmten Punkt ihr Vorzeichen wechseln.
Wegen fehlender Versuchsergebnisse wird angenommen, dass die Entlas-
tung mit der gleichen Steigung erfolgen soll wie die Belastung. Es ist dann die
in Abbildung 4.34 dargestellte Verformungs-Reibungs-Kurve zu verwenden.
Praktikabel erscheint die Speicherung des Wertes u0 zur Identifizierung des
Belastungsstatus. Die mit der Gleichung 4.73 bestimmten Reibkräfte werden
nun ähnlich wie bei der Bruchprozesszone als zusätzliche äußere Kräfte ins
System eingeführt, indem sie auf die Knoten im Einflussbereich entsprechend
einer Ansatz- oder Wichtungsfunktion verteilt werden.






4.3.4 Berücksichtigung des Dehnrateneffekts
Der in Kapitel 4.1.3 vorgestellte Dehnrateneffekt wird im Allgemeinen eindi-
mensional beschrieben. Als Dehnrate wird bei der Berechnung hier die be-
tragsmäßig größte Hauptdehnrate verstanden. Diese entspricht der Dehnrate
in den zumeist eindimensional belasteten Versuchen. Alternative und schnel-
lere Berechnungsmethoden zur Bestimmung der Dehnrate (hydrostatische
Dehnrate, max. Dehnrate in den Koordinatenrichtungen) sind nicht verwend-
bar. Der eindimensionale Parameter muss nun in das dreidimensional formu-
lierte Stoffgesetz implementiert werden.
Das Stoffgesetz von Riedel, Hiermaier, Thoma weitet die optimierte Formu-
lierung der Versagensfläche nach Willam und Warnke in Kapitel 4.2.3 mit der
Formel aus dem CEB-Bulletin (Gleichung 4.57) auf.
Eibl [44] schlägt ebenfalls vor, die Festigkeitssteigerung durch den Dehn-
rateneffekt über eine Aufweitung der Versagensfläche zu berücksichtigen. Er
passt deswegen Gleichung 4.47 mit Hilfe der Koeffizienten Cr für die Dehnra-
tenabhängigkeit und Ct für die Temperaturabhängigkeit an.
f (I1, J2, ) = aJ2 + (
p
J2 + bI1   1)  CrCt = 0 (4.74)
Dieses Vorgehen geht zurück auf Johnson [69], der die Formel erfolgreich für
Stahl und Aluminium angewendet hat. Der Koeffizient Cr ist dabei die Druck-
festigkeitssteigerung und wird von Eibl mit der Funktion aus dem CEB-Bulletin
bestimmt.
Bei Vernachlässigung des Temperatureinflusses lässt sich die hier verwen-
dete Versagensfläche von Hsieh, Ting und Chen (siehe Kapitel 4.2.3) anpas-




J2 + c1 + dI1   1)  Cr = 0 (4.75)
In dem hier vorgestellten Simulationsmodell wird in Anlehnung an das Vor-
gehen von Eibl [44] ebenfalls die Druckfestigkeitssteigerung als Größe für
die Aufweitung der Versagensfläche benutzt. Die Zugfestigkeitssteigerung ist
im Allgemeinen größer als die Druckfestigkeitssteigerung. Bei Verwendung
beider Anteile entsteht deswegen für die Versagensfläche im Übergangsbe-
reich zwischen Druck- und Zugbeanspruchung eine Sprungstelle, die bei stark
wechselnden Beanspruchungen zu Problemen führen kann. Beim verwende-
ten Vorgehen wird also in zugbeanspruchten Bereichen die Festigkeit unter-
schätzt.
Der Dehnrateneffekt geht zusätzlich bei der Bestimmung der zusätzlichen
Kräfte der Bruchprozesszone ein. Die maximale Rissschließspannung wird
wie in Kapitel 4.3.3 geschildert angepasst.
4.3.5 Beton-Hugoniot
Versuche zur Parameteridentifikation
Das im Kapitel 4.1.2 geschilderte Verhalten von Beton unter hochdynamischer
Belastung lässt sich über die so genannte Hugoniot-Kurve beschreiben. Die-
se gibt den Druck als Funktion der Dichteänderung, der Volumenänderung
oder der hydrostatischen Dehnungsänderung an. Für niedrigere Drücke kann
diese Kurve in statischen Versuchen bestimmt werden. Höhere Drücke lassen
sich in statischen Versuchen nur schwer nachbilden (siehe Eibl [43]). Es kom-
men hochdynamische Versuche zum Einsatz wie der Split-Hopkinson-Bar, der
Planar-Platten-Impakt-Versuch und Kontaktdetonationen. In Abbildung 4.35
sind die Hugoniot-Punkte einiger Versuche zusammengefasst.
Y-Funktion
Numerisch gibt es verschiedene Möglichkeiten, das Verhalten der Mikroporen
unter einer hohen dynamischen Belastung zu berücksichtigen. Während eini-
ge Autoren diesen Effekt mit Hilfe von Zustandsgleichungen implementieren,
soll hier ein kontinuumsmechanischer Ansatz verwendet werden. Schmidt-
Hurtienne [123] beschreibt eine Möglichkeit, die veränderliche hydrostatische
Steifigkeit als Faktor bei der Bestimmung des E-Moduls eingehen zu lassen.
Etot = Y (tre)  E (4.76)






























Abbildung 4.35: Hugoniot-Punkte aus verschiedenen Versuchen
(Gregson [53], Grady [50], Ockert [102], Herrmann [58]),
Ausgleichsfunktion (Schmidt-Hurtienne [123])
Es bleibt zu klären, ob der erhöhte E-Modul nur bei der Bestimmung des
Kompressionsmoduls oder auch zur Bestimmung des Schubmoduls zu ver-
wenden ist. Es ist also zu überprüfen, ob die erhöhte Steifigkeit nur zur Be-
rechnung der hydrostatischen Spannungen verwendet wird oder auch bei der
Berechnung der deviatorischen Komponenten Eingang findet. Da davon aus-
zugehen ist, dass die Schubtragfähigkeit von Beton bei zerstörten Poren nicht
erhöht ist, wird der erhöhte E-Modul nur zur Bestimmung des Kompressions-
moduls verwendet.


















für tre <  ev,th
1 für tre   ev,th
(4.77)
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Schmidt-Hurtienne benutzt für die Berechnung folgende Parameter




Die Parameter, die Schmidt-Hurtienne vorschlägt, stellen allerdings nach
neueren Ergebnissen von am Institut für Massivbau und Baustofftechnologie
durchgeführten Versuchen (Stempniewski [136]) keine zufrieden stellende Lö-
sung mehr dar. Y wird im Bereich von volumetrischen Dehnungen größer als
0,3 stark überschätzt wird. Es wird daher vorgeschlagen, den Parameter ev















Abbildung 4.36: Volumenfunktion, mit aktuellen Versuchsergebnissen opti-
miert
Die Volumenfunktion hat nach der Argumentation von Ruppert [121] einen
Grenzwert. Nach der Zerstörung der Poren liegt der Beton als granulares,
kompaktiertes Material vor. Dieses besitzt eine höhere Steifigkeit als der noch
intakte Beton. Die Steifigkeitszunahme ist allerdings beschränkt. Benutzt man
die von Ruppert zusammengestellten Hugoniot-Werte, ergibt sich als Grenz-
wert Ymax = 4,8, der bei den Berechnungen verwendet wird.
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Eine weitere Fragestellung ist die Form der Entlastungsfunktion. In Berei-
chen, die die hydrostatische Dehnung des Stoßwellenzustandes erreicht ha-
ben, wird davon ausgegangen, dass für die Entlastung die Steifigkeit der ma-
ximalen hydrostatischen Dehnung vorliegt. Dies lässt sich über die noch vor-
handene Kompressionssteifigkeit des vorliegenden Granulats begründen. In
Bereichen, die nur plastisch beansprucht wurden, wird die Y-Funktion zu ei-
nem in Kapitel 5.6.5 zu bestimmenden Parameter gesetzt, der größer als 1
ist. Die Steifigkeit ist demnach größer als die Anfangssteifigkeit. Der gesamte
















Abbildung 4.37: Volumenfunktion – Entlastung
Weiter muss davon ausgegangen werden, dass bei hochdynamischen Be-
lastungen neben der Erhöhung der Steifigkeit eine Schädigung des Betons
eintritt, da durch die hydrostatische Belastung das Porengefüge zerstört wur-
de. Dies führt zu einer wesentlich geringeren Festigkeit bei einer darauf fol-
genden Zugbelastung. Verschiedene Autoren implementieren dies auf der
Ebene des Stoffgesetzes, indem sie eine so genannte Kappe einführen, die
zum Beispiel bei einem Schädigungsstoffgesetz die Schädigungsvariable be-
einflusst (siehe Kapitel 4.2.3). Befindet sich ein Spannungspunkt außerhalb
dieser Kappe, wird die Steifigkeit des Betons herabgesetzt. Dies widerspricht
der Steifigkeitszunahme durch die Hugoniot-Kurve. Hier wird ein anderer Weg
gewählt. Da in den Bereichen, die sehr stark hydrostatisch beansprucht wur-












Abbildung 4.38: Druck-hydrostatischer Dehnungsverlauf bei einer Entlastung
den, nicht mehr von Beton gesprochen werden kann, sondern durch die Schä-
digung der Poren ein Granulat vorliegt, werden diese Bereiche aus dem Mo-
dell gelöscht (Knotenerosion, siehe Kapitel 5.6.5). Des weiteren hat sich ge-
zeigt, dass für die Abbildung des Schubtragverhaltens eine Schubschädigung
erforderlich ist, die in Kapitel 5.6.5 erläutert wird.
4.3.6 Rissgeschwindigkeit
Da die Effekte der Mikrorissbildung an einer Rissspitze durch das verwende-
te elastische Stoffgesetz mit diskreten Rissen nicht genau genug abgebildet
werden kann, ist die in Rechnungen erreichbare maximale Rissgeschwindig-
keit wesentlich größer als die in Versuchen beobachtete.
Deswegen muss die maximale Rissgeschwindigkeit vcrack ,max berücksich-
tigt werden. Da eine fest vorgegebene Risswachstumslänge lcrack verwendet





Es wird eine maximale Rissgeschwindigkeit von 500 m/sec verwendet.
4.3.7 Stochastische Festigkeitsverteilung
Die Abbildung von Beton als ein homogenes Medium führt an verschiede-
nen Stellen zu Problemen. Es stellt sich zum Beispiel unter einer gleichmä-
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ßigen Spannung die Frage, an welcher Stelle in einem Kontinuum ein Riss
eingeführt werden soll. Bei Verwendung eines homogenen Ansatzes ist die
Entscheidung über die Stelle des Risswachstums nicht möglich. Durch die
Heterogenität im Werkstoff wird der Versagensort klar definiert. Eine Möglich-
keit, diese Heterogenität in einer Berechnung zu berücksichtigen, ist die z.B.
von Mechtcherine [90] benutzte stochastische Zuordnung der Materialeigen-
schaften.
Er ordnet jedem Element eine Zufallszahl zwischen 0 und 1 zu. Diese Zu-
fallszahlen werden in eine Normalverteilung transformiert, die einer entspre-
chenden Materialfestigkeit zugeordnet werden. Die Materialfestigkeiten wer-
den in neun Gruppen aufgeteilt, um eine bessere Handhabbarkeit zu errei-
chen.
Das Verfahren wird hier in der Weise angepasst, dass für jeden Integrati-
onspunkt eine normalverteilte Größe gespeichert wird. Mit dieser Größe wird
der E-Modul multipliziert. Die Verwendung des E-Moduls als stochastische
Größe ist in dem hier verwendeten Modell von Vorteil, da diese Größe auch
bei Verwendung einer komplizierten Versagensfläche, in der die Materialfe-
stigkeiten implizit enthalten sind, anwendbar ist. Eine Aufteilung in Gruppen
wird nicht als notwendig erachtet, da hierbei weder der benutzte Speicherplatz
noch der Rechenaufwand verringert werden.
5 Numerische Ergebnisse
In dieser Arbeit wird das elementfreie Galerkin-Verfahren verwendet, um dis-
krete Risse in einem Kontinuum (hier Beton) darzustellen. Das stark nichtli-
neare Verhalten des Werkstoffes bei der Rissentstehung wird über den Ansatz
der kohäsiven Risse abgebildet.
Im Folgenden werden verschiedene Beispiele gezeigt, an denen die Ver-
wendbarkeit der in Kapitel 4 vorgestellten Verfahren überprüft wird. Die ver-
schiedenen Beispiele dienen dabei der Validierung verschiedener Parameter
bzw. unterschiedlicher Teilbereiche des Simulationsmodells. Diese sind in Ta-
belle 5.1 zusammengefasst.
Tabelle 5.1: Validierung des Simulationsmodells
Modell Validierung
X-FEM–EFG Verifikation des EFG-Ansatzes für diskrete Risse
3-Punkt-Biegeversuch Kohäsive Risse, Risswachstum eines geraden
Risses
Schubversuch Risswachstum eines krummlinigen Risses
Biegezugversuch dyna-
misch








Parameter für die Entlastung der Volumen-
funktion
Anschließend werden verschiedene Berechnungen eines Betonkörpers
durchgeführt, der durch eine Kontaktdetonation beansprucht wird. Dabei wer-
den die Eindringcharakteristik und der entstehende Rissverlauf mit den Ver-
suchsergebnissen verglichen.
Zusammenfassend werden einige Anmerkungen zur Verwendbarkeit des
Verfahrens zur Berechnung von Beton unter statischer und dynamischer Last
gegeben.
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5.1 Vergleich X-FEM – EFG
Es gibt verschiedene Möglichkeiten, diskrete Risse numerisch abzubilden.
Während das Vorgehen, Risse an den Elementgrenzen anzuordnen, hier nicht
weiter betrachtet wird, sollen zwei Methoden verglichen werden, bei denen
Risse zwischen den Knoten verlaufen. Verglichen werden das elementfreie
Galerkin-Verfahren (EFG, siehe Kapitel 3) und die Extended Finite Element
Method (X-FEM, siehe Kapitel 2.5.2). Bei beiden Verfahren werden die An-
satzfunktionen so angepasst, dass Risse zwischen Knoten möglich sind.
Als Vergleichsmodell dient die in Kapitel 4.2.4 vorgestellte unendliche Plat-
te mit einem endlichen diskreten Riss. Für eine solche Platte stellte Wester-
gaard [147] 1939 eine analytische Lösung für verschiedene Rissfälle vor, mit
der die Dehnungen bzw. die Spannungen in der Platte bestimmt werden kön-
nen. Diese Lösung basiert auf dem Berechnungsansatz von Griffith [54]. Der
Verlauf der Spannungen ist in Kapitel 4.2.4 vorgestellt.
Es soll hier eine Platte mit einem zugbeanspruchten Riss untersucht wer-
den (Mode 1 Riss). Mit den Vergleichswerten kann eine Aussage über die
Genauigkeit der gewählten Diskretisierung gemacht werden.
Mit den Gleichungen 4.53 und 4.54 können die Spannungen und mit-
tels eines Stoffgesetzes auch die Dehnungen an jedem Punkt der Platte
bestimmt werden. Das Stoffgesetz muss dafür allerdings invers zu der in
der Finiten-Elemente-Methode üblichen Richtung angewendet werden. Invers
deshalb, da aus den Spannungen die zugehörigen Dehnungen bestimmt wer-
den müssen und nicht umgekehrt. Da für die vergleichenden Untersuchungen
ein elastisches Stoffgesetz verwendet werden soll, ist die inverse Darstel-
lung möglich. Für die Berechnungen wurde vereinfachend ein E-Modul von
1000 N=mm2, eine Querkontraktionszahl von 0,2 und eine Plattendicke von
1,0 mm verwendet.
Die Spannungen senkrecht und parallel zum Riss besitzen an den Riss-
spitzen eine Singularität. Diese Singularität ergibt bei Verwendung eines ela-
stischen Stoffgesetzes eine unendliche Spannung. Werden allerdings rea-
le Materialien verwendet, so würden diese Spannungsspitzen nicht entste-
hen. Beim Werkstoff Stahl werden diese Spannungsspitzen durch plastische
Verformungen abgebaut. Im Beton werden die Spannungsspitzen durch den
Rissfortschritt beim Übergang von Mikrorissen zu Makrorissen abgebaut. Die-
ser Effekt kann z.B. über eine Bruchprozesszone berücksichtigt werden.
Die Singularität bereitet bei numerischen Simulationen immer gewisse
Schwierigkeiten. So ist es mit Finiten-Elementen nicht möglich, die Dehnung
bzw. die Spannung an der Rissspitze zu bestimmen. Diese nimmt je nach Dis-
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kretisierung unterschiedlich hohe Werte an. Abhilfe schafft die Verwendung
von Spannungsintensitätsfaktoren (KI, KII, KIII).
Werden die Dehnungen bzw. die Spannungen allerdings mit Hilfe des EFG-
Verfahrens über eine Wichtungsfunktion bestimmt, werden die Werte an der
Rissspitze so verschmiert, dass eine Berechnung durchführbar ist (siehe Ka-
pitel 4.3.2). Es ist dies dann ein nichtlokaler Ansatz der Dehnungen bzw.
Spannungen an der Rissspitze.
Sowohl mit X-FEM als auch mit EFG-Verfahren wurden verschiedene Mo-
delle verschiedener Diskretisierung untersucht. Bei X-FEM wurden zwei ver-
schiedene Ansätze verwendet. Neben einem Ansatz, der nur zusätzliche Frei-
heitsgrade für die geteilten Elemente berücksichtigt (Sprung-Funktion), wurde
auch ein Ansatz gewählt, bei dem zusätzlich noch Freiheitsgrade für die Riss-
spitze verwendet werden.
Die analytische Lösung von Westergaard [147] geht von einer unendlichen
Platte aus. Im benutzen Modell wurden daher die von Westergaard bestimm-
ten Spannungen an den Rändern der Diskretisierung zusätzlich angebracht,
um der begrenzten Plattengeometrie Rechnung zu tragen. Ein Modell mit 270
Freiheitsgraden ist in Abbildung 5.1 dargestellt. In dieser Abbildung sind die
aus den Randspannungen der unendlichen Platte sich ergebenden äußeren
Lasten zu erkennen. Die Randspannungen werden mit der Länge des an die-
sem Knoten vorhandenen Einflussbereiches multipliziert, um die Knotenkräfte
des freien Randes zu erhalten. Die Auflager sind so gewählt, dass sich ein sta-
tisch bestimmtes System ergibt. Es entstehen also durch die Lagerung keine
weiteren äußeren Kräfte.
Beispielhaft sind in Abbildung 5.2, links die Spannungen senkrecht zum
Riss gezeigt. Man erkennt die Spannungsspitzen an den Rissspitzen und die
Abnahme dieser Spannungsspitzen über das Kontinuum. Die Spannung zwi-
schen den Rissspitzen ist null.
Um die Ergebnisse, die mit EFG-Verfahren und X-FEM berechnet wurden,
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Dieser Energiefehler e wurde über den ganzen Bereich des berechnenden
Kontinuums integriert (siehe Abbildung 5.2, rechts).
Für den Mode 1 Riss sind die Ergebnisse in Abbildung 5.3 dargestellt. In
allen benutzen Simulationsverfahren sinkt der Energiefehler e mit zunehmen-
der Anzahl der Freiheitsgrade. Der Fehler sinkt also mit zunehmender Feinheit




Abbildung 5.1: Vernetztes Modell mit 110 Elementen / Integrationszellen
der Diskretisierung. Da der Fehler in der doppelt logarithmischen Darstellung
linear fällt, kann von einer guten Konvergenz ausgegangen werden. Bei den
X-FEMs mit zusätzlichen Freiheitsgraden an der Rissspitze zeigt sich erwar-
tungsgemäß ein kleinerer Fehler. Durch die zusätzlichen Freiheitsgrade wer-
den die Spannungen an der Rissspitze dort exakter bestimmt. Der dadurch
entstehende numerische Aufwand ist relativ klein, der Aufwand der Implemen-
tierung ist aber relativ groß.
Durch eine relativ einfach umzusetzende Verfeinerung des Netzes im Be-
reich der Rissspitze beim EFG-Verfahren lässt sich der Fehler analog vermin-
dern. Dadurch ist der Fehler bei vergleichbarer Anzahl der Freiheitsgrade mit
dem der X-FEMs mit zusätzlichen Freiheitsgraden vergleichbar.
5.2 Unbewehrter Balken, 3-Punkt-Biegeversuch
Das hier vorgestellte Simulationsmodell wird benutzt, um einen unbewehrten
Betonbalken zu berechnen, bei dem auf der Unterseite ein künstlicher Riss
eingeführt wurde. Solche Versuche werden standardmäßig zur Bestimmung





Abbildung 5.2: Modell mit 110 Integrationszellen – Spannungen normal zum
Riss (links), Fehlerfunktion beim EFG-Riss(rechts)
der Bruchenergie durchgeführt. Es werden hier Versuchsergebnisse von Kör-
meling [74] und von Stegemann [132] verwendet. Die verwendeten Material-
parameter sowie die Abmessungen der Probekörper (Abbildung 5.4) sind in
Tabelle 5.2 zusammengestellt.
Das dreidimensionale Problem wird in ein zweidimensionales Koordinaten-
modell umgesetzt (siehe Kapitel 2.1.3). Es wird hier der ebene Dehnungs-
zustand verwendet. Untersuchungen von Schmith [124] haben gezeigt, dass
sich nur ein geringer Unterschied zu einer Berechnung unter Verwendung des
ebenen Spannungszustandes ergibt.
Entgegen den Ausführungen im vorherigen Kapitel wird hier ein Saint-
Venant-Kriterium für den Rissfortschritt verwendet, das heißt, dass beim Über-
schreiten der Hauptzugdehnungen von einem Risswachstum ausgegangen
wird. Dieses Kriterium ist für ein biegezugbeanspruchtes Bauteil ausreichend,
















X-FEM mit zusätzlichen Freiheitsgraden an den Rissspitzen
X-FEM nur mit den Sprungfunktionen
EFG
Abbildung 5.3: Energiefehler für den Mode 1 Riss
Tabelle 5.2: Materialparameter und Geometrie der beiden untersuchten
3-Punkt-Biegeversuche
Kennwert Körmeling Stegemann
E-Modul [N=mm2] 20 000 24 977
Querdehnzahl  [ ] 0,20 0,20
Zugfestigkeit ft ,static [N=mm2] 2,4 3,2
Bruchenergie Gf [N=m] 113 141,75
Höhe h [mm] 100 200
Rissabstand l1 = l2 [mm] 225 595
Risslänge lcrack [mm] 50 100
Dicke d [mm] 100 100
Auflagerabstand lr [mm] 0 30









Abbildung 5.4: Abmessungen der Biegebalken
da weder ein Schub- noch ein Druckversagen zu erwarten ist. Ebenfalls wur-
de die Rissrichtung so festgehalten, dass ein Risswachstum nur in y-Richtung
möglich ist. Die Untersuchungen haben gezeigt, dass im Fall eines reinen
Biegezugversagens kein Unterschied in den Ergebnissen zwischen einer
Berechnung mit dem Saint-Venant-Kriterium und der Versagensfläche nach
Hsieh [63] besteht. Die Last-Verformungskurven sind nahezu identisch.
In Abbildung 5.5 sind die Dehnungen senkrecht zum Riss in einem Schnitt
längs des Risses dargestellt. Die Dehnungen wurden in dem hier verwende-
ten Modell über eine MLS-Interpolation bestimmt. Diese ist für jeden belie-
bigen Punkt des Problemgebietes durchführbar. Im Bereich des Risses sind
wie zu erwarten keine Dehnungen zu verzeichnen. An der Rissspitze ist eine
Dehnungsspitze zu erkennen. Die Dehnungen fallen in einem kleinen Abstand
von der Rissspitze schnell ab und wechseln das Vorzeichen.
Die Dehnungen an der Rissspitze dienen als Kriterium für den Rissfort-
schritt und werden ebenfalls über eine MLS-Interpolation bestimmt. Das heißt,
dass die Dehnungen im Einflussbereich der Rissspitze zur Berechnung ver-
wendet werden. Durch Verwendung dieses nichtlokalen Ansatzes kann an der
Rissspitze ein Wert für die Dehnungen berechnet werden.
Die berechneten Last-Verformungs-Kurven für die Versuchsgeometrie von
Körmeling sind in Abbildung 5.6 dargestellt. Die berechneten Kurven zeigen
bis zum Erreichen der maximalen Last eine gute Übereinstimmung mit den
Versuchsergebnissen. Im Nachbruchbereich ergeben sich bei Verwendung
einer exponentiellen oder einer bilinearen Entfestigung in der Bruchprozess-
zone höhere Kräfte als bei den Versuchen. Die Ergebnisse mit der Annahme
einer linearen Entfestigung in der Bruchprozesszone zeigen bis zur Verfor-
mung von 0,2 mm eine gute Übereinstimmung mit den Versuchsergebnissen.
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Abbildung 5.5: Verlauf der Dehnungen in x-Richtung x beim unbewehrten
Balken in einem Schnitt in y-Richtung in Höhe des Risses
Danach werden die Lasten überschätzt, da im verbleibenden Druckbereich
des Balkens hohe Spannungen auftreten. Da bei diesen Untersuchungen kein
Entstehen von weiteren Rissen im druckbeanspruchten Bereich zugelassen
wurde, führen diese Druckspannungen nicht zu einem lokalen Druckversagen
des Betons wie bei Verwendung eines Schädigungsmodells.
Die Last-Verformungskurve weist Zacken auf. Diese entstehen beim Riss-
wachstum. Da bei diskreten Rissen eine Risslänge definiert werden muss, die
minimal bei einem diskreten Rissfortschritt verwendet wird, kommt es beim
Rissfortschritt zu einem sprunghaften Lastabfall. Bei Versuchen wird ein sol-
cher sprunghafter Lastabfall ebenfalls sichtbar, da durch die inhomogene Ver-
teilung des Materials der Riss nicht kontinuierlich wachsen kann.
Im Vergleich zu anderen Autoren – zum Beispiel zum Schädigungsmodell
von Rots [120] – sind die Ergebnisse in der gleichen Größenordnung. Es zeigt,
dass ein Schädigungsmodell die Last-Verformungskurve im Bereich der Ma-
ximallast nur ungenau wiedergibt – allerdings im Nachbruchbereich das Ver-
halten des Betons besser abbilden kann.
Am Institut für Massivbau und Baustofftechnologie der Universität Karlsru-
he wurden von Stegemann [132] zur Bestimmung der Bruchenergie ebenfalls
3-Punkt-Biegeversuche durchgeführt. Abbildung 5.7 zeigt einen dieser Balken
kurz nach dem Durchriss. Die Abmessungen dieser Versuche sind etwa dop-





















Abbildung 5.6: Drei-Punkt-Biege-Versuch – Vergleich von Experimenten von
Körmeling [74] mit numerischen Ergebnissen (exponentielle,
lineare und bilineare Entfestigung in der Bruchprozesszone),
Ergebnisse von Rots [120] (Schädigungsstoffgesetz)
pelt so groß wie die von Körmeling und sind in Tabelle 5.2 zusammengestellt.
Die Diskretisierung findet hier mit einem Netz mit der Kantenlänge von
23 mm statt, das im Bereich der Auflager auf ein Netz der Kantenlänge 12 mm
und im Bereich des Risses auf ein Netz der Kantenlänge 6 mm verkleinert
wird. Es werden so 817 Integrationszellen und 2000 Freiheitsgrade verwen-
det.
Die numerischen Ergebnisse zeigen ähnlich wie bei den Berechnungen der
Versuche von Körmeling bei Verwendung der bilinearen Entfestigung in der
Bruchprozesszone eine gute Übereinstimmung mit den Versuchsergebnis-
sen (siehe Abbildung 5.8). Die Untersuchungen zeigen weiterhin, dass diese
Rissfortschrittslänge keinen wesentlichen Einfluss auf das Berechungsergeb-
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Ein weiterer üblicherweise zur Überprüfung von Simulationsmodellen genutz-
ter Kalibrierungsversuch ist der von Arrea [8] durchgeführte Schubversuch mit
einem Anfangsriss. An diesem Versuch lässt sich die Rissbildung bei sich än-
dernder Hauptrichtung überprüfen. Der Vergleich mit diesem Versuch ist ins-
besondere bei elementbehafteten Modellen von Interesse, da sich bei diesem
Versuch nicht zu den Elementrändern parallel verlaufende Risse ergeben.
In Abbildung 5.9 sind die von Arrea verwendete Geometrie und die ver-
wendeten Materialparameter dargestellt. Die Last wurde von Arrea über eine
Stahltraverse aufgebracht. Die Belastung, die aus dieser Versuchsgeometrie
resultiert, ist in kommerziellen Programmcodes relativ schwierig umzusetzen.
In der hier verwendeten Simulation wurde die 0,13-fache Last, die im letzten
Zeitschritt am mittleren Punkt auftritt, an der linken Ecke aufgebracht. Diese
von den meisten Autoren vernachlässigte Belastung scheint allerdings beim























Abbildung 5.8: Drei-Punkt-Biege-Versuch – Vergleich von Experimenten von
Stegemann [132] mit numerischen Ergebnissen (exponentiel-
le, lineare und bilineare Entfestigung in der Bruchprozesszone)
ben. Die Last-Verformungsbeziehungen wurden über das so genannte Crack
mouth sliding displacement (CMSD) erstellt, das ein Maß für die Rissverschie-
bung der Rissufer darstellt (siehe auch Abbildung 5.10).
In Abbildung 5.10 sind die überhöhten Verformungen kurz vor Abbruch der
Berechnung dargestellt. Vergleicht man den sich einstellenden Rissverlauf
(Abbildung 5.11), so erkennt man eine gute Übereinstimmung zwischen Ver-
such und Simulation. Der Rissverlauf, der sich bei anderen Autoren mit einem
diskreten Rissansatz (Prasad [110]) oder mit einem Schädigungsmodell (Ak-
kermann [3]) ergibt, ist wesentlich steiler.
Vergleicht man das CMSD der Versuche mit den numerischen Ergebnis-
sen, so fällt eine etwas zu geringe Anfangssteifigkeit auf. Diese kann daran
liegen, dass die Länge des Risses je nach Kriterium an der Rissspitze (Sicht-
barkeit, Diffraktion, Transparanz, siehe Kapitel 3.2.5) um den Einflussbereich
länger sein kann als im Versuch und dadurch die Anfangssteifigkeit geringer
ausfällt. Eine Berechnung ohne Bruchprozesszone ergibt, wie zu erwarten,
eine wesentlich kleinere Last als bei den Versuchen beobachtet wurde (siehe
Abbildung 5.12).
Da bei diesem Versuch Kontakt in der Bruchprozesszone auftritt, werden
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306 mm
E = 30.000 MPa
ft = 3.33 MPa
Gf = 124 N/m









Abbildung 5.9: Schubversuch – Geometrie
CMSD
Abbildung 5.10: Schubversuch – Diskretisierung, Überhöhter Verformungs-
plot





Abbildung 5.11: Schubversuch – Vergleich des Rissverlaufs
Unterschiede zwischen den verschiedenen Entlastungspfaden in der Bruch-
prozesszone deutlich (siehe Kapitel 4.3.3). Dieser Entlastungspfad ist notwen-
dig, da bei einer Entlastung nicht von einem sofortigen Rückgang der Kräfte
in der Bruchprozesszone auf Null ausgegangen werden kann. Eine lineare
Entlastung ergibt wie die konstante Entlastung ohne Bruchprozesszonenkräf-
te beim Kontakt ein “Flattern” der Rissufer. Werden die Bruchprozesszonen-
kräfte auch bei einem Kontakt angesetzt, ergibt sich eine relativ glatte Kurve,
deren Maximallast gut mit den Versuchergebnissen korreliert. Der Ansatz der
Bruchprozesszonenkräfte auch bei Kontakt ergibt zwar glatte Kurven, spiegelt
aber das mechanische Verhalten von Beton nicht wieder. Bruchprozesszonen-
kräfte ergeben bei einem vorhandenen Kontakt keinen Sinn.
5.4 Biegezugversuch dynamisch
Zur Validierung des vorgestellten EFG-Ansatzes mit diskreten Rissen bei dy-
namischen Rissvorgängen werden Versuchsergebnisse von Du [40] verwen-
det. Du führt Untersuchungen an unbewehrten Betonbalken durch, deren Ab-
messungen in Abbildung 5.13 zu entnehmen sind. Die Materialeigenschaften
sind in Tabelle 5.3 zusammengestellt. Die Versuchskörper wurden mit einer
Fallmasse von 9,68 kg beaufschlagt, die aus einer Höhe von 1 m auf den Bal-
ken fallen gelassen wurde. Die Dehnungen im Beton wurden während des
Versuches an drei verschiedenen Stellen in Abhängigkeit der Zeit gemessen.
Die Lage der Dehnmessstreifen ist in Tabelle 5.4 angegeben. Ebenso wird

















mit FPZ, lineare Entlastung
mit FPZ, konstante Entlastung
mit FPZ, Entlastung konstant auch bei Kontakt
Abbildung 5.12: Schubversuch – Last-Verformungs-Kurve
das Wachstum des Risses mit Hilfe der Moiré-Interferometrie aufgezeichnet.
Die Last-Zeit-Funktion der Belastung des Probekörpers wurde ebenfalls auf-










Abbildung 5.13: Geometrie beim Versuch von Du [40]
Untersuchungen von Borschnek [25] zeigten, dass durch das diskrete
Wachsen des Risses Schwingungen ausgelöst werden, die sich durch das
Material fortpflanzen. Borschnek filtert diese Schwingungen mit einem mathe-
matischen Filter aus den einzelnen Ergebnisgrößen heraus. Dieses Vorgehen
ist bei der Betrachtung einzelner Ausgabegrößen durchführbar, kann aber bei
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Tabelle 5.3: Materialeigenschaften
Druckfestigkeit 55 N=mm2
Zugfestigkeit (dynamisch) 13,08 N=mm2
E-Modul, Zug, dynamisch 34.475 N=mm2
E-Modul, Druck, dynamisch 41.370 N=mm2
Bruchenergie 0,103 N=mm
Tabelle 5.4: Lage der Dehnmessstreifen




komplexen Problemen nicht verwendet werden.
Es zeigte sich, dass sich diese durch das Risswachstum ausgelösten, hoch-
frequenten Schwingungen Eigenschwingungen der Massenpunkte sind. Die-
se Schwingungen werden von dem verwendeten elastischen Stoffgesetz nicht
gedämpft. Die Schwingungen können mit einer linearen künstlichen Viskosität
(siehe Kapitel 2.4.4) gefiltert werden. Die Wahl des Parameters blin ist entspre-
chend Kapitel 3.7.3 durchzuführen. Die lineare künstliche Viskosität dient im
Allgemeinen dazu, die Oszillationen im Nachlauf der Stoßwelle zu dämpfen.
Die von Du [40] durchgeführten Versuche wurden mit dem EFG-Verfahren
und diskreten Rissen unter Verwendung der linearen Viskosität berechnet.
Die Versuchsergebnisse an den einzelnen Messaufnehmern können in Ab-
bildung 5.15 mit den berechneten Größen verglichen werden. Für den unter-
sten Messaufnehmer (SG1) zeigt sich eine gute Übereinstimmung. Die Deh-
nungen am Messaufnehmer SG2 treten in der Berechnung leicht zeitversetzt
auf. Es kann aber trotzdem von einer guten Übereinstimmung gesprochen
werden. Sowohl beim Messaufnehmer SG1 als auch beim Messaufnehmer
SG2 gehen die berechneten Dehnungen nach dem Vorbeilaufen des Risses
am Messaufnehmer im Mittelwert auf Null zurück. Bei den Versuchen ist am
Messaufnehmer noch eine Dehnung vorhanden, die bei einem Riss direkt ne-
ben dem Messaufnehmer nicht sinnvoll erscheint. Beim Messaufnehmer SG3
findet bei der Berechnung die Entlastung des Rissufers erst wesentlich später
als im Versuch statt.
Es bleibt festzuhalten, dass für die Berechnung von dynamisch bean-
spruchten Kontinua mit diskreten Rissen, die mit dem elementfreien Galerkin-

















































Abbildung 5.15: Vergleich der Versuchsergebnisse von Du [40] mit numeri-
schen Ergebnissen
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Verfahren eingefügt werden, eine künstliche Viskosität erforderlich ist. Damit
können die Knotenschwingungen, die durch den Rissfortschritt angeregt wer-
den, gedämpft werden.
5.5 Abscheren einer Platte unter
Detonationsbelastung
Neben dem in Kapitel 5.3 dargestellten Schubversuch existieren verschiede-
ne andere Versuchsergebnisse an Platten, die auf Abscheren beansprucht
werden. Es gibt sowohl statische (siehe Mattock [89]) als auch dynamische
Versuchsergebnisse (siehe Albritton [4]). Die Untersuchung von solchen Plat-
ten, die mit einer durch eine Detonation ausgelöste Luftstoßwelle belastet
werden, ergeben ein Versagensbild, das mit der Fachwerkanalogie nicht zu
erklären ist. Es bilden sich Schubrisse direkt an der Auflagerkanten (siehe
Gebbeken [47]).
Die verschiedenen sich bei den Versuchen ergebenden Rissbilder sind in
Abbildung 5.16 dargestellt. Die Versuche von Albritton [4], bei denen Beton-
balken mit einer Druckwelle von bis zu 58,3 MPa beaufschlagt werden, zei-
gen je nach Bewehrung unterschiedliche Versagensformen. Während bei den
bewehrten Versuchskörpern große Teile des Balkens unbeschädigt blieben
und nur der innere Teil des Balkens abscherte, werden die unbewehrten Bal-
ken komplett zerstört. Die Versuche von Albritton werden im Folgenden unter-
sucht. Verglichen wird hierbei nur die Ausbildung der Risse bei unterschiedli-






Abbildung 5.16: Rissbild bei den Versuchen von Mattock [89] (links) und Al-
britton [4] (rechts)
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Für die Abbildung der Versuche wurde ein dreieckiger Last-Zeit-Verlauf mit
einer maximalen Last von 20 MPa verwendet. Während für die Anstiegszeit
eine Dauer von 0,05 msec angenommen wurde, wird für den Abfall der Last
eine Zeitdauer von 5 msec verwendet. Die Abmessungen des Körpers sind
in Abbildung 5.17 dargestellt. Als Diskretisierung wird ein Hintergrundnetz mit
dem Knotenabstand von 10 mm benutzt. Der E-Modul beträgt 34.500 N=mm2.






Abbildung 5.17: Abmessungen des untersuchten Balkens
In Abbildung 5.18 ist der sich ergebende Rissverlauf dargestellt. Man er-
kennt ein von der Auflagerkante ausgehendes Rissband. Dieses spiegelt die
Rissgeometrie des Versuches sehr gut wieder. Rechts neben dem Auflager
sind drei nahezu senkrechte Risse zu erkennen. Diese entstehen durch die
Trägheit des Körpers und die damit resultierenden Zugspannungen an der






Ziel dieser Arbeit ist die Anwendung des elementfreien Galerkin-Verfahrens
zur Berechnung von Beton unter hochdynamischen Belastungen. Mit hochdy-
namisch sind hier Belastungen gemeint, bei denen Dehnraten über 100 sec 1
auftreten. Untersucht werden sollen Detonationen, bei denen der Sprengstoff
einen direkten Kontakt zum Beton hat. Auch hier müssen verschiedene Fäl-
le unterschieden werden. Während die Berechnungen mit einer aufgesetzten
Ladung durchgeführt wurden, sind in der Sprengpraxis verdämmte Bohrloch-
ladungen üblich, das heißt, der Sprengstoff wird von mehreren Seiten vom
Beton umschlossen. Bei einer Bohrlochsprengung wird das Bohrloch nach
dem Einfüllen des Sprengstoffes zusätzlich mit unterschiedlichen Materialien
verschlossen.
Die Berechnung einer Bohrlochsprengung ist mit dem hier vorgestellten Si-
mulationsmodell theoretisch möglich. Da hierfür aber ein dreidimensionaler
Rissansatz notwendig ist, werden Bohrlochsprengungen im Weiteren nicht
betrachtet.
5.6.1 Versuchbeschreibung
Am Institut für Massivbau und Baustofftechnologie der Universität Karlsruhe
wurden zur Bestimmung der Materialparameter von Beton unter hochdyna-
mischer Beanspruchung Versuche mit einem durch eine Kontaktdetonation
beaufschlagten Betonkörper durchgeführt.
Die bei den meisten Versuchen verwendeten Körper hatten die Abmessun-
gen 1 m x 1 m x 0,5 m. Die Körper waren in dem zu untersuchenden Bereich
unbewehrt und hatten lediglich an den Rändern eine leichte Transportbeweh-
rung. Es wurde ein Beton der Festigkeit B35 verwendet (DIN 1045, 1988) was
einer Betonfestigkeit von C30/37 (DIN 1045-1, 2001) entspricht. Die Zuschlä-
ge wiesen ein Größtkorn von 16 mm auf.
Der Sprengstoff wurde als so genannter Plane-Wave-Generator (siehe Ab-
bildung 5.19) ausgebildet und bestand aus einem äußeren Mantel mit ei-
nem schnelleren Sprengstoff (Composition B, Detonationsgeschwindigkeit
vdet = 7980 m=sec) und einem inneren Kegel mit Trinitrotoluol (TNT, vdet =
6930 m=sec). Die Geometrie der Ladung führt zur Entstehung einer annä-
hernd ebenen Welle bei einer großen beaufschlagten Fläche. In den Kör-
pern waren verschiedene Messaufnehmer positioniert, die zur Aufnahme des
Druckes, der Dehnung und der Temperatur dienten.
Die Plane-Wave-Generatoren wurden in zwei verschiedenen Größen ver-











Abbildung 5.19: Schnitt durch den Plane-Wave-Generator
wendet. Der größere der beiden Kegel hatte eine Masse von 3325 g, der klei-
nere eine Masse von 640 g. Während die Versuchskörper, die mit dem großen
Kegel belastet wurden, durch die Detonation komplett in kleine Stücke zerlegt
wurden, wurde bei der Belastung der Versuchskörper mit dem kleineren Ke-
gel auf der Oberseite unter dem Sprengstoff ein Krater herausgetrennt. Der
Körper selbst wurde nicht komplett zerstört, so dass daran die verschiedenen
Versagensbereiche identifiziert werden können (siehe Abbildung 5.20).
Es bildet sich direkt unter dem Sprengstoff ein Ausbruchkrater aus. In die-
sem Bereich ist davon auszugehen, dass der Beton als granulares Material
ausgeworfen wurde. Der Bereich direkt unterhalb des Kraters ist sehr stark
zerstört. Der Beton dieses Bereiches kann als dicht gepackter Sand bezeich-
net werden, dessen Körner sich sehr stark gegenseitig verzahnt haben. Das
Material wurde durch die Belastungswellen nicht entfernt. Versucht man ein
einzelnes Korn aus diesem Gefüge herauszulösen, löst sich gleichzeitig eine
größere Menge feinkörniges Material.
Unterhalb dieses kompaktierten Bereiches erkennt man einen Bereich mit
starken Verformungen und vielen kleinen Rissen. Der restliche Körper ist von
gut sichtbaren Rissen durchzogen, zwischen diesen Rissen ist der Beton –
zumindest augenscheinlich – nicht geschädigt. An der Unterseite der Platte
wurden einzelne Teile des Betons herausgetrennt. Je nach Dicke des Be-
tonkörpers kommt es in diesem Bereich zum so genannten Spalling (siehe
Kapitel 1.1).
Die verschiedenen Versuchsergebnisse sollen hier im Einzelnen nicht wie-
dergegeben werden. Ein Teil der Versuchsergebnisse wird bei der Bestim-
mung der Y-Funktion verwendet (siehe Kapitel 4.3.5). Weitere Angaben zu
den verwendeten Messaufnehmern, zur Lage der Messaufnehmer und zu
den Versuchergebnissen finden sich in den Arbeiten von Ockert [102], Herr-
mann [58] und Steiner [134], [133].
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KraterStark kompaktiertes Material Geschädigtes Material
Risse
Abbildung 5.20: Schnitt durch einen Versuchskörper von Steiner [134]
5.6.2 Belastung
Die Detonation führt im Sprengstoff zur Ausbildung einer Stoßwelle. Diese
Stoßwelle wird auf den Beton übertragen, da der Einfluss der Kontaktfläche
vernachlässigbar ist. Die Versuche von Herrmann [58] haben gezeigt, dass die
in der Stoßwelle enthaltene Energie im Beton sehr schnell durch plastische
Verformungen dissipiert wird. Daher sind die hydrostatischen Dehnungen nur
in einem sehr kleinen Bereich so groß, dass der Beton eine höhere Steifigkeit
als bei einer elastischen Belastung aufweist. Es kann daher nicht von einer
Entstehung einer Stoßwelle im Beton gesprochen werden.
Die Belastung des numerischen Modells wird mit dem von Plotzitza [109]
bestimmten Druck-Zeit-Verlauf durchgeführt. Er ermittelte diesen an Model-
len mit und ohne Beton unterhalb des Sprengstoffs (Plane-Wave-Generator
mit der Masse m = 640 g). Für die hier vorgestellten Untersuchungen wird
die Druck-Zeit-Funktion in einem Sprengstoffelement mit anliegendem Be-
ton verwendet. Diese Druck-Zeit-Funktion wird auf die Knoten unterhalb des
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Sprengstoffkegels aufgebracht. Dabei wird der Druck in äquivalente Knoten-



















5.6.3 Modellierung / Elementierung
Eine dreidimensionale Elementierung des Betonkörpers schied wegen des
numerischen Aufwandes aus. Da sowohl der Ansatz der ebenen Dehnung als
auch der der ebenen Spannung keine realistische Abbildung des Versuches
darstellen, wurde das EFG-Verfahren axialsymmetrisch implementiert (Prin-
zipskizze siehe Abbildung 5.24).
Der Knotenabstand wird mittels einer Konvergenzstudie an einem kleinen
Modell (Abbildung 5.22) überprüft. Dieses Modell stellt nur einen Ausschnitt
des Versuchskörpers dar (Höhe 132 mm, Breite 138 mm anstelle von Höhe
500 mm, Breite 500 mm). Die Breite der Lasteinleitung und damit die gesam-
te Last wird ebenfalls reduziert. Ein Vergleich der Ergebnisse des kleineren
Modells mit den Versuchen ist daher nur sehr eingeschränkt möglich. Für die
Bestimmung des Einflusses der Knotenabstände ist das Modell ausreichend.
Die Konvergenzstudie zeigt, dass bei einem Knotenabstand von 6 mm
die Drücke teilweise deutlich über- bzw. unterschätzt werden. Zwischen den














Abbildung 5.22: Kleines Modell für die Konvergenzstudie
Unterschiede vorhanden. Der Zuwachs an Genauigkeit steht allerdings in kei-
nem Vergleich mit dem bei einer Netzfeinheit von 1,5 und 0,75 mm auftreten-
dem numerischen Aufwand. Als kleinster Knotenabstand wird deswegen die
Größe 3 mm verwendet, wobei der Abstand der Knoten in schwächer belaste-
ten Bereichen auf das Doppelte vergrößert wird (siehe Abbildung 5.24). Dies
entspricht den Elementgrößen die von Plotzitza [109] bestimmten Elementab-
messungen.
Beim kleinsten verwendeten Knotenabstand wird eine Zeitschrittweite von
2  10 7 sec verwendet, wobei diese bei der Verwendung von Rissen auf eine
Größe von 1  10 7 sec verringert wird. Als standardmäßiger Einflussradius
wird eine Größe von 7 mm verwendet. Diese wird allerdings so angepasst,
dass mindestens sieben und maximal zehn Knoten in einem Einflussbereich
liegen. Diese Anpassung findet am Anfang der Berechnung, bei jeder Rissini-
tierung und bei jedem Risswachstum statt. Eine Anpassung bei einer Ände-
rung der Rissgeometrie ist notwendig, da sich die Anzahl der Knoten in einem
Einflussradius durch das Abschneiden der Wichtungsfunktionen so stark ver-
kleinern kann, dass keine Lösung mehr möglich ist (siehe auch Kapitel 3.2.4).
Zur Verminderung des Suchaufwandes innerhalb des Algorithmus werden
die Knoten, von denen ein Integrationspunkt beeinflusst wird, gespeichert.
Als Materialkennwerte werden die in Tabelle 5.5 angegebenen Werte ver-
wendet.




















Tabelle 5.5: Materialkennwerte der Simulationen unter Kontaktdetonation
Kennwert Verwendeter Wert
E-Modul [N=mm2] 30.000
Querdehnzahl  [ ] 0,20
Dichte [103kg=mm3] 2,5  10 9
Standardabweichung für zufälliges Material 0,1
5.6.4 Rissparameter
Bei der Berechnung des Versuchskörpers sollen diskrete Risse zur Darstel-
lung des Versagens verwendet werden. Es sind deswegen verschiedene Fra-
gen bezüglich der Rissparameter zu beantworten.
An den Rissspitzen wird als Kriterium, welche Knoten vom Riss beeinflusst
werden, die Diffraktionsmethode verwendet (siehe Kapitel 3.2.5). Weiterhin
wird Kontakt im Riss berücksichtigt. Integrationszellen, die nicht von einem
Riss beeinflusst werden, werden mit zwei Integrationspunkten in jede Rich-
tung berechnet. In den von einem Riss beeinflussten Integrationszellen wer-
den sechs Integrationspunkte in jede Richtung benutzt.
Die maximale Rissrichtungsänderung und die Risslängen, in denen keine
Richtungsänderung vorhanden ist, können aus den bei einem Schnitt durch
den Versuchskörper gewonnenen Rissbild gewonnen werden (siehe Abbil-
dung 5.25). Es ergibt sich ein minimaler Winkel von ca. 130, d.h. der in Ka-








Abbildung 5.24: Kontaktdetonation Modellierung
malwert von 50.
Aus dem Rissbild kann ebenfalls die Länge ermittelt werden, in der der Riss
keine Richtungsänderung erfährt. Diese beträgt etwa 12 mm. Folglich wird bei
einer Rissfortschrittslänge von 3 mm nur bei jedem fünften Rissfortschritt die
Richtung angepasst.
Erste Untersuchungen haben ergeben, dass beim Durchlauf der Druckwel-
le relativ viele Querzugrisse entstehen. Es wird deswegen ein minimaler Ab-
stand zwischen zwei entstehenden Rissen definiert, da sonst zu viele Risse
entstehen.
Auch im unteren Bereich des Betonkörpers entstehen zuerst Querzugrisse.
Die Druckwelle wird im Folgenden an der Unterseite reflektiert und läuft als
Zugwelle zurück. Da der gesamte Körper schon mit Querzugrissen im mini-
malen Abstand durchzogen ist (siehe Abbildung 5.26), können durch die Zug-
welle keine weiteren Risse entstehen. Es bildet sich deswegen kein Spalling-
Versagen aus. Daher wird die in Kapitel 4.3.2 vorgestellte Methode der kreu-
zenden Risse (Multiple Fixed Crack Modell) für die Berechnung benutzt, bei
dem am selben Punkt Risse in unterschiedliche Richtungen zugelassen wer-
den.
Ein Parameter, der durch die Verwendung kreuzender Risse zu wählen ist,
ist der minimale Abstand, der zwischen zwei einen anderen Riss kreuzenden
Risse möglich ist. Die Berechnung der durch eine Stoßwelle belasteten Be-









Abbildung 5.25: Bestimmung der maximalen Rissrichtungsänderung (oben
Versuch von Steiner [134], unten Herrmann [58]
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Abbildung 5.26: Entstehung vieler paralleler Querzugrisse
tonkörper zeigt, dass der von der Stoßwelle beanspruchte Bereich durch sehr
viele Risse durchkreuzt wird (siehe Abbildung 5.27). Dies ist für eine lokale
Betrachtung ein realistisches Ergebnis. Ein so feines Netz von Rissen ent-
spricht dem granularen Material, das sich bei der Belastung in diesem Bereich
ergibt. Für die globale Berechnung des Körpers stellt dies jedoch einen nicht
zu bewerkstelligenden Rechenaufwand dar. Es zeigt sich, dass zum einen
die Bestimmung der Dehnungen an den Rissspitzen mit einem gewissen Auf-
wand verbunden ist und dass zum anderen der Aufwand zur Bestimmung der
Ansatzfunktionen mit zunehmender Anzahl der Risse stark ansteigt. Der mini-
male Abstand zwischen zwei kreuzenden Rissen wird deswegen beschränkt
auf den in Tabelle 5.6 angegebenen Wert.
Die Wahl der meisten Rissparameter ist nicht durch Versuche abgesichert.
Ziel der Wahl der Parameter war es, möglichst den bei den Versuchen auf-
tretenden Rissbildern nahezukommen. Daher wurden die Rissparameter in
Anlehnung an diese Geometrien gewählt. Dieses Vorgehen ist unzufrieden-
stellend, da die Parameter nicht verifiziert werden können.
In einem ersten Schritt wird an dem kleineren Modell (Abbildung 5.22)
die Auswirkung verschiedener Rissparameter verdeutlicht. Mit diesem klei-
nen Modell wird im Folgenden der Einfluss der Rissgeschwindigkeit und der
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Abbildung 5.27: Risse im Stoßbereich
Rissrichtungsänderung auf die Entstehung des Rissbildes gezeigt.
In Abbildung 5.28 sind Rissverläufe dargestellt, wie sie sich beim kleinen
Modell einstellen, wobei die Risse in rot dargestellt sind. Die Rissöffnung kor-
reliert dabei nicht mit der dargestellten Breite des Risses.
Einfluss der Rissgeschwindigkeit
Die Rissgeschwindigkeit liegt für Beton in der Größenordnung von ca. 250 bis
500 m=sec (siehe Kapitel 4.3.6). Es soll hier geklärt werden, welchen Einfluss
die Rissgeschwindigkeit auf das entstehende Rissbild hat.
Es zeigt sich, dass sich bei Verwendung einer kleinen Rissgeschwindigkeit
(250 m=sec) die ausbildenden Risse kürzer sind als bei der Rissgeschwindig-
keit, die bei den übrigen Untersuchungen verwendet wurde (500 m=sec).
Wird eine wesentlich höhere Rissgeschwindigkeit verwendet, ändert sich
während der Entstehung der Risse die Beanspruchungsrichtung nur unwe-
sentlich und es treten relativ gerade Risse auf. Die bei den unterschiedlichen
Rissgeschwindigkeiten ergebenden Rissgeometrien sind in Abbildung 5.28
dargestellt.
Einfluss des Rissrichtungsänderungswinkels
Am gleichen Modell wurden Untersuchungen zum Einfluss der Rissrichtungs-
änderung durchgeführt. Die Berechnung wird mit fünf unterschiedlichen in Ab-





Abbildung 5.28: Vergleich der Rissgeometrien bei unterschiedlichen Rissge-
schwindigkeiten





Abbildung 5.29: Vergleich der Rissgeometrien bei unterschiedlichen Rissrich-
tungsänderungswinkeln (t = 8e-5 sec, bei max = 1 Abbruch
bei t = 5,8e-5 sec)
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Tabelle 5.6: Rissparameter der Simulationen der Kontaktdetonation
Kennwert Größe
Rissfortschrittslänge [mm] 3
Änderung der Rissrichtung [] 50




Randbereich in dem keine Risse entstehen können [mm] 20
Minimaler Abstand zweier Risse bei der Entstehung [mm] 50
Maximale Anzahl von hinzugefügten Rissen 100
Erforderlicher minimaler Winkel bei der Erstellung von kreuzen-
den Rissen []
57
Die Ergebnisse zeigen, dass auch dieser Parameter einen großen Einfluss
auf das entstehende Rissbild hat. Wird der Rissrichtungsänderungswinkel zu
Null gesetzt entstehen unrealistisch gerade Risse. Wird der Rissrichtungsän-
derungswinkel komplett frei gelassen, bricht die Berechnung relativ früh ab.
Bei einem Winkel von 46 entstehen kurze Risse, die einen Bogen beschrei-
ben, der teilweise sogar geschlossen ist.
Eine Übersicht über die gewählten Rissparameter ist in Tabelle 5.6 darge-
stellt.
5.6.5 Anpassung des Stoffgesetzes
Die Berechnungen des Betonkörpers unter einer Kontaktdetonation mit einem
elastischen Stoffgesetz und der Y-Funktion (siehe Kapitel 4.3.5) ohne Berück-
sichtung der Entlastung des kompaktierten Bereichs zeigen, dass sich eine
Stoßwelle ausbildet, die durch den Beton wandert (siehe Abbildung 5.30). Die
Geschwindigkeit der Welle entspricht der z.B. von Herrmann [58] bestimmten
Wellengeschwindigkeit. Die Amplitude der Welle nimmt allerdings in der Be-
rechnung nicht ab. Die bei den Versuchen beobachtete starke Abnahme der
Amplitude der Welle und damit der Energie kann mit einem Stoffgesetz, bei
dem keine Energiedissipation möglich ist, nicht abgebildet werden.
Des Weiteren wird im nachlaufenden Bereich der Welle ein starkes Oszillie-
ren sichtbar. Dieses resultiert aus der Anregung des obersten Bereiches des
Körpers. Dieser Bereich wird zuerst durch die große Druckwelle beansprucht.
Im Folgenden findet eine Entlastung statt, aus der eine Zugwelle resultiert.








Abbildung 5.30: Ausbildung einer Stoßwelle ohne Entlastungsfunktion
(t = 1,8e-5 sec)
Diese wandert ebenfalls durch den Körper. Die Amplitude dieser Zugwelle ist
unrealistisch groß (siehe Abbildung 5.30, pmax,zug = 5867 MPa).
Die Zerstörung des Betongefüges im Bereich der Stoßwelle führt zu ei-
ner starken Energiedissipation, die bei der Berechnung berücksichtigt werden
muss. Zur Abbildung dieses in Versuchen beobachteten Verhaltens sind ver-
schiedene Modelle denkbar:




Diese einzelnen Anteile des Stoffgesetzes, die die Zerstörung des Beton-
gefüges beschreiben, werden im Folgenden dargestellt. Die Wirkungswei-
sen werden anhand der Eindringcharakteristik beurteilt. Mit Eindringcharak-
teristik wird die maximale Amplitude des Druckes in Abhängigkeit von der
Entfernung zum Lasteintrag bezeichnet. Diese wurde von Ockert [102], Herr-
mann [58] und Steiner [134] für Kontaktdetonationen mit dem kleinen Plane-
Wave-Generator experimentell bestimmt und ist in Abbildung 5.31 dargestellt.
Die Eindringcharakteristik soll zur Kalibrierung des Stoffgesetzes verwendet
werden.
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An einem Modell mit einer Größe, die dieser Versuchsgeometrie nahe
kommt, werden verschiedene Untersuchungen durchgeführt. Das verwendete
Modell hat die Abmessungen 400 mm auf 300 mm und wird mit der in Kapi-
tel 5.6.2 vorgestellten Druck-Zeit-Funktion belastet (siehe Abbildung 5.24).
Entlastungsfunktion
Untersuchungen mit einer Form der Entlastungsfunktionen, bei der der maxi-
mal aufgetretene E-Modul für die Entlastung benutzt wurde, zeigen zwar eine
Abnahme der Amplitude der Stoßwelle jedoch nicht in dem Maße, wie sie bei
Versuchen beobachtet wurde. Es zeigt sich außerdem eine starke Anregung
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Abbildung 5.31: Eindringcharakteristik bei unterschiedlicher Änderung der
Hysteresegeraden in der Y-Funktion
Um diese hochfrequenten Schwingungen zu dämpfen, wurde in einem er-
sten Schritt für die Entlastung der Y-Funktion eine Hystereseschleife einge-
führt. Die Hystereseschleife wurde ebenfalls über die Beschreibung der Y-
Funktion implementiert (siehe Abbildung 5.32). In Abbildung 5.31 ist die Ein-
dringcharakteristik für verschiedene Steigungen der Hysteresegeraden in der
Y-Funktion dargestellt. Es zeigt sich, dass eine Änderung der Steigung der
Hysteresegeraden in der Y-Funktion keinen Einfluss auf die maximale Span-
nung am oberen Rand der Platte hat, da die Welle diesen Bereich passiert,
ohne dass ein Integrationspunkt entlastet wird. Ist die Größe der Steigung der
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Hysteresegeraden in der Y-Funktion sehr groß, dann fällt die Eindringcharak-
teristik sehr flach aus. Die Kurve nähert sich immer mehr der Eindringcharak-
teristik ohne die Berücksichtigung der Entlastungsfunktion. Trotz der Hyste-
reseschleife nehmen die Knotenschwingungen nicht wesentlich ab. Es wird
daher keine Hystereseschleife verwendet, da die Schwingungen der Knoten

















Abbildung 5.32: Änderung der Hysteresegeraden in der Y-Funktion
Des Weiteren ist eine Entlastungsfunktion für den Beton zu definieren, der
hydrostatisch nur plastisch beansprucht wurde (Y < 1). Hier soll folgendes
Gedankenmodell verwendet werden: Presst man ein poröses Material zu-
sammen (plastische hydrostatische Belastung), so verfestigt sich dieses. Auch
wenn noch nicht alle Poren geschlossen sind (Stoßbeanspruchung), wird die
Entlastungssteifigkeit des Materials größer sein, als die Anfangssteifigkeit bei
Beginn des Belastungsvorgangs. Es wird deswegen für den Bereich, in dem
der Beton plastisch beansprucht wurde, von einer um den Wert Yentl,plast er-
höhten Entlastungssteifigkeit ausgegangen (siehe Abbildung 4.37).
Der Einfluss des Parameters Yentl,plast ist in Abbildung 5.33 dargestellt. Es
zeigt sich, dass Yentl,plast gerade im unteren Bereich des Versuchskörpers
einen großen Einfluss hat. Je größer Yentl,plast gewählt wird, desto kleiner
sind die im unteren Bereich auftretenden Drücke. Nach dem Vergleich mit
den Versuchsergebnissen wird vorgeschlagen, diesen Wert zu Yentl,plast = 1,5
zu wählen.
Druckschädigungsevolution
In dem hier vorgestellten Simulationsmodell soll für das Zug- und Druckversa-





















Numerik, Y 1,5entl,plast =
Numerik, Y 1,0entl,plast =
Abbildung 5.33: Einfluss der Entlastungsfunktion bei einer vorherigen plasti-
schen Porenbelastung Yentl,plast
(Dz = 0,1, v,entl = 0,02)
Frage, wie das Zermalmungsversagen und die damit einhergehende Ener-
giedissipation abgebildet werden kann. Werden die Mikroporen des Betons
hydrostatisch so stark belastet, dass sie kollabieren, wird viel Energie freige-
setzt. Dieser Vorgang kann weder mit einem elastischen Stoffgesetz noch mit
der im Kapitel 4.3.5 vorgestellten Y-Funktion berücksichtigt werden.
Es wird deswegen in Anlehnung an das Vorgehen von Ruppert [121] für den
Zermalmungsbereich eine Schädigungsevolution eingeführt. Diese entwickelt
sich in Abhängigkeit der hydrostatischen Dehnung v , wobei der Quotient aus
dem aktuellen Wert der hydrostatischen Dehnung und dem beim maximal er-
reichbaren Y-Wert vorhandenen hydrostatischen Dehnung (v,max = 0,09) ver-







Der Parameter  gibt an, in welcher Form sich die Schädigung entwickelt.
Während  < 1 ein duktiles Verhalten beschreibt, wird mit  > 1 ein sprödes
Material definiert (siehe Abbildung 5.34).







Abbildung 5.34: Schädigungsentwicklung im Zermalmungsbereich
Da eine Abminderung des Kompressionsmoduls bei einer Stoßwellenbe-
anspruchung nicht sinnvoll ist, wird der Schädigungsparameter Dz nur bei der
Bestimmung des Schubmoduls berücksichtigt. Der Schubmodul, der zur Be-





 (1  Dz) (5.3)
Die Untersuchungen (siehe Abbildung 5.35) zeigen, dass die Wahl eines
spröden Versagens (Dz = 0,1) eine niedrigere Druckentwicklung im unteren
Bereich der Platte zur Folge hat. Gleichzeitig ist der Druck im oberen Be-
reich der Platte gegenüber einer duktilen Schädigungsevolution leicht erhöht.
Bei größeren Werten für Dz ist der Unterschied zu einer Berechnung ohne
Druckschädigungsevolution sehr klein. Im Folgenden wird für die Druckschä-
digungsevolution Dz = 0,1 gewählt.
Knotenerosion
Die numerische Kontinuumsmechanik weist im Allgemeinen starke Probleme
auf, wenn ein Kontinuum in viele kleine Teile zerfällt. In der Finiten-Element-
Methode wird deswegen beim Versagen bestimmter Materialien eine Erosion
von Elementen durchgeführt. Diese Technik findet z.B. in der Geomechanik
Verwendung, wenn granulare Materialien Zugbeanspruchung erfahren. Sie
wird aber auch bei der Berechnung von hochdynamischen Belastungen ver-
























Abbildung 5.35: Einfluss der Schubschädigungsevolution Dz
(Yentl,plast = 1,5, v,deakt = 0,02)
mit starken Verformungen und Verzerrungen aus dem Modell zu entfernen,
um einen Fortgang der Berechnung zu ermöglichen. Als Kriterium für die Lö-
schung von Elementen wird meist eine maximale plastische Dehnung verwen-
det.
Die Methode der Elementerosion wurde an das elementfreie Galerkin-
Verfahren in dem Sinne angepasst, dass nicht die Elemente sondern die Inte-
grationspunkte bzw. Integrationszellen gelöscht werden. Ein Integrationspunkt
wird dann gelöscht, wenn er “geschockt“ (kompaktiert) wurde (Überschreitung
von v,deakt ) und dann eine Druckspannungsgrenze unterschreitet. Diese wur-
de hier ohne weiteren Nachweis bei 50 MPa angesetzt. Bei der Bestimmung
der Spannungen und damit der inneren Kräfte wird dieser Integrationspunkt
dann nicht mehr verwendet. Sind nun alle Integrationspunkte einer Integrati-
onszelle gelöscht, wird die gesamte Integrationszelle deaktiviert. Im nächsten
Berechnungsschritt werden unnötige Knoten deaktiviert.
Numerisch wird das Löschen der Knoten durch die Nullsetzung der jewei-
ligen Zeilen- und Spalteneinträge in der Massen- und Steifigkeitsmatrix und
durch den Eintrag einer 1 an der Stelle des Diagonalelements durchgeführt.
Die residualen Kräfte – also die inneren und die äußeren Kräfte – werden zu
null gesetzt.
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Ablaufdiagramm 5.1: Ablauf der Knotenerosion
1. Schleife über alle Elemente: Deaktivierung aller Integrationspunkte,
die kompaktiert wurden und eine Druckspannungsgrenze unterschrei-
ten
2. Deaktivieren von nicht mehr benötigten Integrationszellen (falls alle In-
tegrationspunkte der Integrationszelle deaktiviert sind)
3. Schleife über alle Knoten: Deaktivieren aller Knoten, die von keiner
Integrationszelle mehr verwendet werden
4. Deaktivieren von Rissen, die einen Mindestabstand zu deaktivierten
Knoten unterschreiten oder im gelöschten Bereich liegen
Durch das Löschen der Integrationszellen und der Knoten ergeben sich wei-
tere Problemstellungen. Risse, die in den gelöschten Bereichen liegen, sollten
gelöscht werden, da ein Risswachstum hier keinen Sinn mehr macht. Risse,
die am Rande des gelöschten Bereiches liegen, müssen gelöscht werden, da
ansonsten einzelne Knoten von diesem Riss vom sonstigen Kontinuum ge-
trennt werden. Daraus resultieren numerische Probleme (siehe Kapitel 4.3.2).
Als minimaler Abstand eines Risses zum gelöschten Bereich empfiehlt sich
hier die Größenordnung des doppelten Einflussradius.
Der Ablauf der Knoten- und Integrationszellenerosion ist im Ablaufdia-
gramm 5.1 beschrieben.
Es bleibt die Deaktivierungsgrenze v,deakt zu bestimmen, ab der nach einer
Überschreitung Knoten und Integrationszellen gelöscht werden, wenn eine
Druckgrenze unterschritten wird. Die Abhängigkeit der Eindringcharakteristik
von der Deaktivierungsgrenze ist in Abbildung 5.36 dargestellt. Es zeigt sich,
dass dieser Parameter nur einen sehr kleinen Einfluss auf das Ergebnis hat.
Vergleicht man die gelöschten Bereiche mit den in den Versuchen sich er-
gebenden Kratern an der Versuchskörperoberseite, dann erkennt man, dass
der gelöschte Bereich diesen Krater gut wiedergibt. Die Größe dieses Kraters
ist folglich von der Größe des Parameters abhängig (siehe Abbildung 5.37).
























Abbildung 5.36: Einfluss der Deaktivierungsgrenze v,deakt
(Dz = 0,1, Yentl,plast = 1,5)
ev,deact=0,01 ev,deact=0,02 ev,deact=0,05
Abbildung 5.37: Einfluss der Deaktivierungsgrenze v,deakt auf die Form des
Kraters
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Einfluss der künstlichen Viskosität
Bei der Berechnung einer Stoßwelle mit der Finiten-Elemente-Methode wird,
wie im Kapitel 2.4.4 gezeigt, eine quadratische künstliche Viskosität einge-
führt, um die Diskontinuität auf mehrere Elemente zu verteilen. Dies führt im
Allgemeinen zu einer besseren Konvergenz der Lösung. Da das elementfreie
Galerkin-Verfahren auf höheren Ansatzfunktionen basiert, stellt sich die Fra-
ge, ob die quadratische künstliche Viskosität überhaupt erforderlich ist. In Ab-
bildung 5.38 ist die Eindringcharakteristik bei Veränderung des Parameters
bquad dargestellt. Es zeigt sich, dass sich auch bei fehlender quadratischer
künstlicher Viskosität Konvergenz einstellt. Gleichzeitig zeigt sich, dass bei
Verwendung eines großen bquad die Eindringcharakteristik im unteren Be-
reich des Versuchskörpers zu hohe Druckwerte ergibt. Es wird deswegen
im Weiteren von einer sehr kleinen quadratischen künstlichen Viskosität von






















Abbildung 5.38: Einfluss der künstlichen Viskosität (v,deakt = 0,02, Dz = 0,1,
Yentl,plast = 1,5)
In Tabelle 5.7 sind die gewählten Parameter für die stoffgesetzliche Be-
schreibung des Betons unter einer Detonationsbelastung zusammengefasst.
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Entlastungsfunktion bei einer vorherigen plastischen Porenbela-
stung Yentl,plast
1,5
Parameter für lineare künstliche Viskosität blin 0,2
Parameter für quadratische künstliche Viskosität bquad 0,17
5.6.6 Numerische Ergebnisse
Vergleich der Geschwindigkeit der Welle
Die Wellengeschwindigkeit wird von verschiedenen Autoren experimentell un-
terschiedlich bestimmt. Die Wellengeschwindigkeit geht in die Bestimmung
der Hugoniot-Punkte ein. Während Ockert [102] und Herrmann [58] die An-
kunftszeit der Druckwelle als Maßstab für die Zeit verwenden, benutzt Stei-
ner [134] die Zeit, in der die halbe Maximalamplitude am Messaufnehmer re-
gistriert wird. Damit können Unterschiede zwischen den verschiedenen Mess-
aufnehmern ausgeglichen werden. Es ist deswegen beim Vergleich der Ver-
suchsergebnisse mit den Berechnungsergebnissen darauf zu achten, dass
der gleiche Ankunftszeitpunkt zu Grunde gelegt wird.
In Abbildung 5.39 ist der Zeitverlauf der Welle über die Eindringtiefe dar-
gestellt. Die Steigung dieser Kurve stellt die Wellengeschwindigkeit dar. Die
experimentell bestimmte Kurve von Herrmann kann nun mit der numerisch
bestimmten Kurve der Ankunftszeiten der Druckwelle verglichen werden. Es
zeigt sich eine gute Übereinstimmung. Der steigende Unterschied zwischen
der Ankunftszeiten der Druckwelle und den Zeiten des maximalen Druck-
peaks zeigt, dass die Anstiegszeit der Welle immer länger wird. Die Welle
verliert ihre charakteristische Stoßwellenform.
Vergleich der Rissgeometrie
Mit den in den vorherigen Kapiteln zusammengestellten Parametern zur Riss-
entwicklung und zur stoffgesetzlichen Beschreibung des Betons unter einer
hochdynamischen Beanspruchung wird eine Berechnung eines Betonkörpers
unter einer Kontaktdetonation durchgeführt. Es stellt sich im oberen Teil des
Körpers ein Bereich ein, in dem Knoten deaktiviert werden. Dieser Bereich
spiegelt den entstehenden Auswurfkrater relativ gut wieder.
















Abbildung 5.39: Vergleich des Zeitverlaufs der Welle über die Eindringtiefe
Die Druckwelle wandert, wie in den Untersuchungen zur Eindringcharakte-
ristik gezeigt, durch den Beton und nimmt in ihrer Amplitude relativ schnell ab.
Trifft die Welle an die Unterseite des Körpers, wird sie als Zugwelle reflektiert.
Das Rissbild, das sich aus der Belastung ergibt, ist bis zur Reflexion der Welle
an der Unterseite geprägt durch die im gesamten Körper auftretenden Quer-
zugrisse. Nach der Reflexion der Welle drehen sich diese Risse und es bildet
sich auf der Unterseite ein Spallingbereich aus.
Vergleicht man den sich nach einer Zeit von 0,13 msec ergebenden Rissver-
lauf mit dem bei den Versuchen aufgetretenen Rissbild (siehe Abbildung 5.40),
so zeigt sich im oberen Bereich die Ausbildung eines Kraters mit ausgeworfe-
nen Material und darunter die Ausbildung von Rissen.
Verstärkt man in Abbildung 5.40 die wesentlichen Risse (Abbildung 5.41),
so erkennt man eine gute Übereinstimmung der beiden Rissgeometrien. So-
wohl die im mittleren Bereich der Platte auftretenden horizontalen Risse als
auch die im unteren Bereich in Form eines Ausbruchkegels vorhandenen Ris-
se werden mit dem diskreten Rissmodell abgebildet.
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Abbildung 5.40: Vergleich der Rissgeometrie eines Versuches von Stei-
ner [133] mit dem sich bei den Berechnungen ergebenden
Rissbild
Abbildung 5.41: Vergleich der Rissgeometrie eines Versuches von Stei-
ner [133] mit dem sich bei den Berechnungen ergebenden
Rissbild – Kennzeichnung der wesentlichen Risse
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5.7 Diskussion des gewählten Modells
Die Vergleiche der sich mit dem numerischen Modell ergebenden Rissverläufe
zeigen, dass das vorgestellte Simulationsmodell zur Berechnung von hochdy-
namisch beanspruchtem Beton verwendet werden kann. Trotzdem stellt sich
die Frage, ob der Ansatz des elementfreien Galerkin-Verfahrens mit diskreten
Rissen Vorteile gegenüber anderen Verfahren bietet.
Die Implementierung diskreter Risse in das EFG-Verfahren wird von vielen
verschiedenen Autoren erfolgreich verwendet. Allerdings wird bei den meisten
Untersuchungen von Rissen ausgegangen, deren Richtung sich nicht ändert.
Für die hier durchgeführten Untersuchungen waren Risse notwendig, deren
Richtung sich ändern konnte. Bei den Untersuchungen zeigte sich, dass diese
Rissverläufe grundsätzlich mit dem EFG-Verfahren darstellbar sind. Gleich-
zeitig musste festgestellt werden, dass die Konvergenz der Lösung bei Ver-
wendung diskreter Risse nicht immer gegeben war. Gerade an den Rissrän-
dern entstanden an verschiedenen Knoten unsinnige Verformungen, wobei
sich zeigte, dass dies insbesondere bei der expliziten Zeitintegration auftrat.
Durch kleinere Zeitschritte und die Verwendung einer künstlichen Viskosität
konnte dieser Effekt vermindert werden. Ganz ausgeschlossen werden konn-
te er allerdings nicht.
Ein Riss stellt zunächst eine unstetige Funktion dar, deren Lösung zu Pro-
blemen führen kann. Es gibt verschiedene Möglichkeiten, damit umzugehen.
Die unstetige Funktion kann verschmiert werden. Dieser Ansatz wird z.B.
bei Schädigungsmodellen verwendet. Alternativ kann eine höhere Integrati-
onsordnung oder eine feinere Diskretisierung verwendet werden. Das EFG-
Verfahren stellt in sich eine Methode mit höheren Ansatzfunktionen dar, da ein
Knoten von mehr Knoten beeinflusst wird als bei linearen Finiten-Elementen.
Aufgrund dessen lassen sich mit dieser Methode die Ansatzfunktionen zur
Darstellung von Rissen abschneiden. Ungeklärt bleibt die Frage, ob die Ver-
wendung der Finiten-Elemente-Methode mit adaptiver Anpassung der Netz-
geometrie eine effektivere Darstellung der Risse ermöglicht. Zu vergleichen
ist des Weiteren die Verwendung eines verschmierten Rissansatzes.
Die Überprüfung des Kontinuums nach neuen Rissen und die Überprüfung
der Risswachstumskriterien bedeutet einen nicht zu unterschätzenden Re-
chenaufwand. Dieser war bei manchen der Untersuchungen größer als das
Lösen des globalen Gleichgewichts.
In den durchgeführten Untersuchungen wurde darauf verzichtet, an den
Rissspitzen die Knotendiskretisierung zu verfeinern. Dies wird von verschie-
denen Autoren an kleinen Beispielen zwar durchgeführt, unklar ist allerdings,
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ob ein solches Verfahren bei großen Knotenanzahlen sinnvoll sein kann. Eine
Verfeinerung der Netzgeometrie geht einher mit der Änderung der Anzahl der
Freiheitsgrade, die einen gewissen organisatorischen Aufwand bedeutet. Au-
ßerdem muss bei einer expliziten Zeitintegration bei einer Verkleinerung des
Knotenabstandes die maximale Zeitschrittweite angepasst werden.
Es bleibt festzuhalten, dass das vorgestellte Simulationsmodell die Entwick-
lung von Einzelrissen gut abbilden kann. Die sich ergebenden Rissverläufe
spiegeln die Versuchsergebnisse sehr gut wieder. Die bei einer dynamischen
Belastung durch das Risswachstum auftretenden Schwingungen der Massen-
punkte konnten so gedämpft werden, dass der dynamische Rissfortschritt be-
stimmt werden kann. Sowohl die Eindringcharakteristik als auch die entstan-
dene Rissgeometrie bei einem mit einer Kontaktdetonation beaufschlagten
Körper können mit dem Simulationsmodell berechnet werden.
Es hat sich weiter gezeigt, dass mit der Levelsetmethode ein gutes Werk-
zeug zur Speicherung der Rissgeometrie vorliegt, so dass auch komplizierte
Rissgeometrien und Probleme mit vielen Rissen gut handhabbar sind.
Die Vorzüge des Simulationsmodells liegen insbesondere darin, dass bei
der Berechnung der Versagensbereiche des Betons auch die Rissgeometrie
bestimmt wird. Diese kann zum Beispiel für die Berechnung des Fragmen-
tierungsverhaltens benutzt werden. Außerdem ist es damit möglich, Fluid-
Struktur-Interaktionsberechnungen durchzuführen. Das von Niklasch [100]
berechnete Leckageverhalten von gerissenem Beton geht bisher zum Bei-
spiel von einer vorgegebenen Rissgeometrie aus. Mit dem Simulationsmodell
ist es möglich, die diskreten Risse einzusetzen, um die Strukturberechnung
des durch äußere Lasten und Temperaturzwängungen beanspruchten Be-





Die vorliegende Arbeit untersucht die Verwendbarkeit eines diskreten Rissan-
satzes für die Berechnung von hochdynamisch beanspruchten Betonstruk-
turen. Bei einer derartigen Berechnung müssen neben den Effekten, die
bei einer statischen Beanspruchung zu berücksichtigen sind, auch das hy-
drostatische Verhalten der Mikroporen und das Verhalten von Beton unter
hohen Dehnraten beachtet werden. Weiterhin zeigt die in der numerischen
Mechanik verbreitete Finite-Elemente-Methode verschiedene Probleme mit
den bei hochdynamischen Belastungen auftretenden großen Verformungen.
Diese Probleme treten mit dem hier verwendeten Ansatz des elementfreien
Galerkin-Verfahrens nicht auf.
Das Versagen von Beton wird in dem verwendeten Simulationsmodell we-
der über einen Schädigungsansatz noch über verschmierte Risse berücksich-
tigt. Es werden stattdessen diskrete Risse benutzt, die mit dem elementfrei-
en Galerkin-Verfahren abgebildet werden. Die Verwendbarkeit der Risse wird
über eine Konvergenzstudie gezeigt, bei der auch Unterschiede zur Extended
Finite Element Method (X-FEM) gezeigt werden. Die Rissgeometrie wird über
so genannte Levelsets gespeichert, die sich – wie sich im Laufe der Arbeit
gezeigt hat – für eine besonders effektive Speicherung beliebiger Rissgeo-
metrien eignen.
In der Arbeit wurde das elementfreie Galerkin-Verfahren erweitert, um eine
Berechnung mit einer expliziten Zeitintegration zu ermöglichen. Eine Eigen-
wertanalyse zeigt weiterhin, dass die Eigenfrequenzen der Knoten von der
Größe des Einflussradius abhängen. Die Eigenwerte der Knoten können sich
stark erhöhen, wenn Rissufer nah am Knoten liegen. Dies ist bei der Bestim-
mung der maximalen Zeitschrittweite für die explizite Zeitintegration zu be-
rücksichtigen. Die geänderten Eigenwerte haben auch einen Einfluss auf die
Parameter der künstlichen Viskosität. Diese sind ebenfalls anzupassen, um
die Eigenschwingungen der Knoten nach dem Durchlaufen einer Stoßwelle
zu dämpfen.
Beton reagiert sowohl bei Zug- als auch bei Druckbeanspruchungen stark
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nichtlinear. Dies liegt am kontinuierlichen Übergang der Mikroporen über die
Mikrorisse zu den mit dem Auge sichtbaren Makrorissen. Da bei dem verwen-
deten Simulationsmodell ein elastisches Stoffgesetz verwendet wird, wird das
nichtlineare Verhalten des Risswachstums über einen kohäsiven Rissansatz
implementiert. Die in der Bruchprozesszone auftretenden Rissschließspan-
nungen werden als externe Kräfte eingeführt.
Um Risse abhängig vom aktuellen Zustand der Beanspruchung entstehen
lassen zu können, müssen Kriterien für die Entstehung neuer Risse und für
das Wachstum bestehender Risse entwickelt werden. In der Arbeit werden
verschiedene Versagensflächen dargestellt, die als Kriterium verwendet wer-
den können. Einen großen Einfluss auf das sich einstellende Rissbild haben
die verschiedenen Parameter zum Risswachstum, deren Größe in dieser Ar-
beit bestimmt wird. Der Einfluss dieser Parameter, insbesondere die Frage
nach der Rissrichtung, wird in der Arbeit diskutiert.
Bei einer hohen hydrostatischen Beanspruchung beeinflussen die Mikropo-
ren das Verhalten des Betons. Das stark nichtlineare Verhalten wird mit einer
Volumenfunktion beschrieben, die die nichtlineare Abhängigkeit des Druckes
von den hydrostatischen Dehnungen abbildet. Es stellt sich heraus, dass die
Entlastungsfunktion dieser Volumenfunktion für das Abklingverhalten einer in
den Beton eingetragenen Stoßwelle von großer Bedeutung ist. Ohne diesen
Anteil im Stoffgesetz nimmt die Amplitude einer Stoßwelle nicht ab, da keine
Energie dissipiert wird. Es wird davon ausgegangen, dass die Entlastung mit
der bis dahin maximal aufgetretenen Steifigkeit stattfindet.
Hohe Dehnraten führen zu einem Anstieg der Festigkeit von Beton. Dieser
sogenannte Dehnrateneffekt wird über die Vergrößerung der Versagensfläche
berücksichtigt. Die Steigerung der Festigkeit wird zusätzlich beschränkt, da es
nicht sinnvoll erscheint, die Festigkeitssteigerung in Bereiche zu extrapolieren,
in denen keine Versuchsergebnisse vorliegen und in denen dann unrealistisch
große Festigkeitssteigerungen auftreten.
Einen weiteren wesentlichen Anteil bei der Ausbildung des Rissbildes hat
die Rissgeschwindigkeit, die in dieser Arbeit auf die in Versuchen gemessene
Größe begrenzt wird.
Das Simulationsmodell wird an verschiedenen statischen und dynamischen
Versuchsergebnissen validiert. Der Vergleich mit statischen Biegeversuchen
zeigt bei Verwendung eines bilinearen Verlaufs der Rissschließspannungen
eine gute Übereinstimmung. Der Vergleich mit Versuchen verschiedener Kon-
taktdetonationen ermöglicht eine Anpassung der Parameter der Entlastungs-
funktion der Hugoniot-Kurve. Die Berechnungen einer Kontaktdetonation zei-
gen einen bei Versuchen ermittelten Rissverlauf.
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Das in dieser Arbeit vorgestellte Simulationsmodell ermöglicht die Berech-
nung von statisch und dynamisch beanspruchtem Beton. Der Vorteil des Mo-
dells liegt in der einfachen stoffgesetzlichen Beschreibung des Betons. Das
elementfreie Galerkin-Verfahren und die Bestimmung der Rissgeometrie er-
geben allerdings einen höheren numerischen Aufwand im Vergleich zu schä-
digungsbasierten Lösungsansätzen.
Das vorgestellte Simulationsmodell kombiniert einen diskreten kohäsiven
Rissansatz mit stoffgesetzlichen Beschreibungen für hochdynamisch belaste-
ten Beton. Das diskrete Rissmodell kann für verschiedene Anwendungen er-
weitert werden, bei denen für die Problemlösung die Rissgeometrie bekannt
sein muss. Es ist damit insbesondere für Berechnungen einer Fluid-Struktur-
Interaktionen anwendbar. So können die vorhandenen diskreten Risse un-
ter einer Beanspruchung eines durchstömenden Fluids (Luft, Dampf, Wasser)
berechnet werden. Ebenfalls ist es mit diesem Simulationsmodell möglich, ge-
nauere Aussagen über die Fragmentierung von statisch und dynamisch bean-
spruchtem Beton zu treffen.
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