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Abstract
We review the theory of quantum fields propagating in an arbitrary, clas-
sical, globally hyperbolic spacetime. Our review emphasizes the conceptual
issues arising in the formulation of the theory and presents known results
in a mathematically precise way. Particular attention is paid to the distribu-
tional nature of quantum fields, to their local and covariant character, and
to microlocal spectrum conditions satisfied by physically reasonable states.
We review the Unruh and Hawking effects for free fields, as well as the be-
havior of free fields in deSitter spacetime and FLRW spacetimes with an
exponential phase of expansion. We review how nonlinear observables of
a free field, such as the stress-energy tensor, are defined, as well as time-
ordered-products. The “renormalization ambiguities” involved in the defini-
tion of time-ordered products are fully characterized. Interacting fields are
then perturbatively constructed. Our main focus is on the theory of a scalar
field, but a brief discussion of gauge fields is included. We conclude with a
brief discussion of a possible approach towards a nonperturbative formula-
tion of quantum field theory in curved spacetime and some remarks on the
formulation of quantum gravity.
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1 The nature of Quantum Field Theory in Curved
Spacetime
Quantum field theory in curved spacetime (QFTCS) is the theory of quantum
fields propagating in a background, classical, curved spacetime (M ,g). On ac-
count of its classical treatment of the metric, QFTCS cannot be a fundamental
theory of nature. However, QFTCS is expected to provide an accurate description
of quantum phenomena in a regime where the effects of curved spacetime may
be significant, but effects of quantum gravity itself may be neglected. In particu-
lar, it is expected that QFTCS should be applicable to the description of quantum
phenomena occurring in the early universe and near (and inside of) black holes—
provided that one does not attempt to describe phenomena occurring so near to
singularities that curvatures reach Planckian scales and the quantum nature of the
spacetime metric would have to be taken into account.
It should be possible to derive QFTCS by taking a suitable limit of a more fun-
damental theory wherein the spacetime metric is treated in accord with the prin-
ciples of quantum theory. However, this has not been done—except in formal
and/or heuristic ways—simply because no present quantum theory of gravity has
been developed to the point where such a well defined limit can be taken. Rather,
the framework of QFTCS that we shall describe in this review has been obtained
by suitably merging basic principles of classical general relativity with the basic
principles of quantum field theory in Minkowski spacetime. As we shall explain
further below, the basic principles of classical general relativity are relatively easy
to identify and adhere to, but it is far less clear what to identify as the “basic
principles” of quantum field theory in Minkowski spacetime. Indeed, many of the
concepts normally viewed as fundamental to quantum field theory in Minkowski
spacetime, such as Poincare invariance, do not even make sense in the context of
curved spacetime, and therefore cannot be considered as “fundamental” from the
viewpoint of QFTCS. By forcing one to re-think basic concepts, such as the no-
tions of “vacuum state” and “particles,” QFTCS has led to deep insights into the
nature of quantum field theory—and one may hope that it will provide significant
guidance towards the development of quantum gravity itself.
The fundamental ideas upon which classical general relativity is based are that (i)
all aspects of spacetime structure are described by the topological and differential
(i.e., manifold) properties of events together with a Lorentz signature metric g,
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and (ii) the metric and matter fields1 are dynamical; furthermore their evolution
is locally determined. More precisely, the metric and the tensor (and/or spinor)
fields describing matter satisfy partial differential equations—namely, Einstein’s
equation together with the equations of motion for the matter fields—that have a
well posed initial value formulation, so that these fields are uniquely determined
(up to “gauge”) from their initial data within a suitable domain of dependence. In
particular, in classical general relativity, there is no non-dynamical, “background
structure” in the laws of physics apart from the manifold structure of events. This
lack of background structure in classical general relativity is usually referred to
as the “covariance” or “coordinate invariance” of the theory; a “preferred set of
coordinates” defined independently of the metric would provide non-dynamical,
background structure.
It is much more difficult to identify the fundamental ideas upon which quantum
field theory in Minkowski spacetime is based. One can attempt to formulate the
quantum theory of a field in Minkowski spacetime by decomposing the field into
modes and applying the rules of quantum mechanics to each mode. For a free
field, each mode is an independent harmonic oscillator and one can obtain a math-
ematically sensible quantum field theory in this manner, although even here one
encounters infinite expressions for quantities that are nonlinear in the fields. A
well known example of this general phenomenon is that one obtains an infinite
expression for the total energy (and energy density) of the field, as can be seen by
adding the zero-point energies and/or energy densities of the infinite number of
modes. The situation is considerably worse for interacting (i.e., nonlinear) fields,
wherein one immediately encounters ill defined and/or infinite expressions in the
calculation of essentially all physical quantities, arising from the fact that modes
of arbitrarily high energies seemingly contribute to low energy processes. His-
torically, it it appears to have been generally assumed in its earliest days that the
quantum field theory description of nature would break down at, say, the energy
scale of elementary particles, and there was no reason to presume that it was a
mathematically consistent theory. However, starting from the early 1950s, it was
gradually understood how to give mathematically consistent rules to produce well
defined expressions for physical quantities to all orders in perturbation theory for
renormalizable theories such as quantum electrodynamics. This process culmi-
nated in the works of Bogliubov, Parasiuk and of Hepp and Zimmermann, with
1One of the truly remarkable aspects of general relativity is that no new “matter field” need
be introduced to describe gravitation, i.e., all physical phenomena normally attributed to “gravity”
are, in fact, described by g.
3
important practical improvements (dimensional regularization) being given later
by ‘t Hooft and Veltmann. It was also seen that the predictions of quantum field
theory give truly excellent agreement with experiment—as they have continued
to do through the present, LHC era. In the 1950s and 1960s, major progress was
made toward putting quantum field on a mathematically sound footing via the de-
velopment of the axiomatic [76], algebraic [42], and constructive [41] approaches.
Nevertheless, the prevailing attitude toward quantum field theory today is not very
different from what it was in its earliest days, namely, that it is not a fundamental
theory but merely a valid description of quantum field modes up to some cutoff
in energy (now assumed to be at a much higher energy scale than would have
been assumed in its earliest days). At the present time, relatively little attention is
generally paid to the issue of whether quantum field theory can be given a math-
ematically precise and consistent formulation—as compared with such issues as
the “fine tuning” that would be necessary to give small values to the cosmological
constant and Higgs mass if one views quantum field theory as the quantum theory
of the modes of fields lying below some energy cutoff.
Our view is that it is very important to determine if quantum field theory can be
given a mathematically precise and consistent formulation as a theory in its own
right—and to provide such a formulation if it can be given. This is not because we
believe that quantum field theory should be a “final” theory of nature; indeed, we
do not believe that a quantum theory of the spacetime metric can be formulated
within the existing framework of quantum field theory. However, even if quantum
field theory has only a limited domain of validity, it is important to understand
precisely what questions are well posed within its framework and how the answers
to these questions are to be obtained. In this way, the predictions of quantum field
theory can be made with clarity and precision, and hints may be provided for some
of the features that might be expected to survive in a more fundamental theory that
supersedes quantum field theory.
What are the “basic principles” of quantum field theory in Minkowski spacetime?
The observables of the theory are the tensor fields representing the fundamental
constituents of matter, together with “composite fields,” such as the stress-energy
tensor, derived from these matter fields. A key basic principle of quantum field
theory is that each observable field, Φ(x), at each spacetime point x should be rep-
resented as an operator. These operators will satisfy nontrivial algebraic relations,
such as commutation relations. However, there are two important caveats to this
statement that Φ(x) is represented as an operator.
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The first caveat is that, even in the case of a free Klein-Gordon scalar field φ—
where, as already mentioned above, a quantum field theory can be formulated
by ordinary quantization of the independent modes—it can be seen that one can-
not make mathematical sense of φ(x) as an operator at a sharply defined point
x, since modes of arbitrarily high frequency and short wavelength contribute to
φ(x). However, φ(x) does make sense as a distribution, i.e., by “averaging” φ(x)
with a smooth function of compact support, f (x), one effectively eliminates the
arbitrarily high frequency and short wavelength oscillations and thereby obtains a
well defined expression for the quantum field. Thus, quantum fields are operator-
valued distributions. The distributional nature of quantum fields is the source of
most, if not all, of the mathematical difficulties arising in quantum field theory.
Nonlinear operations involving distributions are intrinsically ill defined, and one
will typically get infinite answers if one attempts to evaluate nonlinear functions
of a distribution via mode expansions or other procedures.
The second caveat is that the word “operator” presumes that there is some unique
underlying Hilbert space of states on which this operator will act. However, even
for a free field, there are an infinite number of unitarily inequivalent representa-
tions of the fundamental commutation relations. (This contrasts sharply with the
situation for a quantum mechanical system with a finite number of degrees of free-
dom, where the Stone-von Neuman theorem asserts that, under mild additional
assumptions, all such representations are unitarily equivalent.) In Minkowski
spacetime, a preferred representation normally can be chosen based upon the addi-
tional requirement that the representation contain a Poincare invariant state (“the
vacuum”). However, no criterion analogous to this can be applied in a general
curved spacetime. As discussed further at the end of this section, it would there-
fore seem much more natural to view the algebraic relations satisfied by the field
observables—rather than the choice of representation—to be fundamental. Thus,
in quantum field theory, we will take as a basic principle that the quantum fields
Φ(x) are distributions valued in an algebra.
Another basic principle of quantum field theory in Minkowski spacetime that
the fields should “transform covariantly” under Poincare transformations. The
Poincare group is the isometry group of the metric, η , of Minkowski space-
time, but a general, curved spacetime will not admit any isometries. Neverthe-
less, “Poincare invariance” may be viewed as a special relativistic version of the
above general relativistic requirement of “covariance,” i.e., that quantum field the-
ory in curved spacetime be constructed out of the classical spacetime metric g and
the fundamental quantum fields φ , without any additional “background structure.”
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Furthermore, this construction should be local in nature. We will take as a basic
principle that quantum field theory should be locally and covariantly constructed.
We will give precise meaning to this statement in section 3.
An additional basic principle of quantum field theory in Minkowski spacetime is
the requirement of positivity of energy. Since the notion an energy operator for
a quantum field theory in Minkowski spacetime is normally defined in terms of
the transformation properties of the field under time translations, this requirement
cannot be straightforwardly generalized to QFTCS. Nevertheless, one can formu-
late local conditions on the quantum field theory—known as microlocal spectral
conditions—that correspond to positivity of energy in Minkowski spacetime and
make sense in curved spacetime. We will take as a basic principle that the quan-
tum field theory should satisfy suitable microlocal spectral conditions. We will
give precise meaning to this statement in Appendix A.
Finally, an additional principle of quantum field theory in MInkowski spacetime
that is usually taken to be fundamental is the existence of a unique, Poincare in-
variant state. However, this condition has no analog in a general curved spacetime
as a condition on existence or uniqueness of states2, and we will not attempt to
impose any condition of this nature.
Thus, we seek a formulation of quantum field theory in curved spacetime that
implements the three basic principles written in italics above. In the remainder of
this section, we briefly describe some of the standard approaches that have been
used to formulate quantum field theory in Minkowski spacetime and explain why
they do not appear suitable for the formulation of QFTCS. We will then describe
the approach that we shall adopt.
Many discussions of quantum field theory are based upon a notion of “particles,”
and focus almost entirely on the calculation of the S-matrix, describing the scat-
tering of particles. For a free field in Minkowski spacetime, a notion of “vacuum
state” and “particles” can be defined in a natural and precise manner. If an in-
teracting field behaves like a free field in the asymptotic past and future, one can
define asymptotic particle states. The S-matrix provides the relationship between
the “in” and “out” particle descriptions of the states, and thereby directly yields
the dynamical information about the interacting field that is most relevant to lab-
oratory experiments in high energy physics. However, the use of an S-matrix
description as a fundamental ingredient in the formulation of QFTCS is unsuit-
2As argued in [57], the existence of an operator product expansion may be viewed as a gener-
alization of this condition to curved spacetime; see subsection 4.1 below.
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able for the following reasons. Although natural notions of “vacuum state” and
“particles” can be defined for a free field in stationary spacetimes, no such natural
notions exist in a general curved spacetime. The difficulty is not that a notion of
“particles” cannot be defined at all in a general curved spacetime but rather that
many notions exist and none appears preferred. Although it may be possible (and
useful) to define an S-matrix in spacetimes that become asymptotically stationary
in a suitable manner in the past and future, many of the spacetimes of greatest
interest in QFTCS are cosmological spacetimes or spacetimes describing gravita-
tional collapse, where singularities occur in the asymptotic past and/or future. If
one wishes to apply QFTCS to such spacetimes, it clearly would be preferable to
formulate it in a manner that does not require one to define a notion of “particles”
near singularities before one can even pose a well defined question. Furthermore,
even if the spacetime of interest is suitably asymptotically stationary in the past
and future, many of the most interesting physical questions are concerned with
the local dynamical behavior of the fields at finite times rather than the particle-
like description of states at asymptotically early and late times. For example, one
may wish to know the expected stress-energy tensor of a quantum field in order to
estimate the “back reaction” effects of the quantum field on the dynamics of the
spacetime. An S-matrix would not be useful for such a calculation.
In many discussions of quantum field theory in Minkowski spacetime, Euclidean
methods play an important role in both the formulation of the theory and in calcu-
lational techniques. Minkowski spacetime can be viewed as a real 4-dimensional
section of a complex 4-dimensional manifold with complex metric, which con-
tains another 4-real-dimensional section (of “imaginary time”) on which the met-
ric is positive definite. If one can define a quantum field theory in a suitable man-
ner on this “Euclidean section,” a quantum field theory on Minkowski spacetime
can then be obtained via analytic continuation. Since it is much easier to make
sense of formal expressions in the Euclidean setting than in the Lorentzian setting,
Euclidean methods have been employed in most of the attempts to rigorously de-
fine interacting quantum field theories and in most of the methods employed to
regularize and renormalize quantities in perturbative quantum field theory [41].
Euclidean methods can be generalized so as to apply to static, curved spacetimes,
where the transformation “t → it” takes one from a static Lorentzian spacetime
to a Riemannian space. However, a general curved spacetime will not be a real
section of a complex manifold that also contains a real section on which the metric
is Riemannian. Thus, although it should be possible to define “Euclidean quan-
tum field theory” on curved Riemannian spaces [65], there is no obvious way to
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connect such a theory with quantum field theory on Lorentzian spacetimes. Thus,
if one’s goal is to define quantum field theory on general Lorentzian spacetimes,
it does not appear fruitful to attempt to formulate the theory via a Euclidean ap-
proach.
Finally, by far the most prevalent approach taken towards the formulation of quan-
tum field theory in Minkowski spacetime is to write down a formal functional
integral expression for an effective action. Suitable functional derivatives of this
expression are then interpreted as providing the correlation functions of the quan-
tum field in its vacuum state. Thus, one will have defined the quantum field theory
if one can make sense of this functional integral and its functional derivatives. The
difficulty with using a functional integral approach to formulate QFTCS is that, in
effect, it requires one to single out a preferred state in order to define the theory—
namely, the state for which the correlation functions are being given. This is not
a difficulty in Minkowski spacetime, where Poincare invariance naturally selects
a preferred state and, furthermore, Euclidean methods are available to make sense
of the functional integral for this preferred state. However, as previously indicated
above, no analogous notion of a preferred state exists in a general curved space-
time without symmetries. As in the above discussion of S-matrix approaches to
the formulation of QFTCS, we do not believe that it will be fruitful to formulate
QFTCS via an approach that requires one to define a preferred state in order to
define the theory3.
For the above reasons, we shall adopt the “algebraic viewpoint” for the formula-
tion of QFTCS. The basic idea of this approach is to take the relations satisfied
by the quantum fields—such as commutation relations and field equations—as
the fundamental starting point of the theory. To define the theory, one must spec-
ify the complete set of algebraic relations satisfied by the fundamental field and
composite fields. As we shall see, this can be done for a free field. In addition,
we can naturally define time ordered products, enabling one to give a perturbative
construction of interacting quantum field theory. However, it is far less clear as
to how to define appropriate algebraic relations so as to give a non-perturbative
definition of interacting quantum field theory; we will return to this issue in sub-
section 4.1. Once the algebraic relations have been given, states are defined to be
3Note that this objection does not apply to the formulation of quantum field theory in (com-
plete) Riemannian spaces, where one has a unique Green’s functions for Laplacian-like operators,
and, thus, a “preferred state” for a free field. However, as discussed above, there does not appear
to be any way of relating quantum field theory in Riemannian spaces to quantum field theory on
Lorentzian spacetimes.
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positive linear functions on the algebra of quantum fields. The GNS construction
then shows that every state in this sense arises as a vector in a Hilbert space that
carries a representation of the field algebra, thus connecting the algebraic notion
of states with usual notions of states in quantum theory. The key point is that one
can formulate QFTCS via the algebraic approach in a manner that does not require
one to single out a preferred state in order to define the theory.
We begin in the next section by formulating QFTCS for a free scalar field, tak-
ing into account only the fundamental field observables. We also discuss some
key applications, including the Hawking and Unruh effects and quantum effects
arising from inflation. In section 3, we show how a wide class of nonlinear field
observables can be defined for a free scalar field. We then describe the perturba-
tive construction of QFTCS for interacting fields. We also discuss the construction
of QFTCS for gauge fields. Finally, in section 4 we discuss ideas that may lead
towards a nonperturbative formulation of interacting QFTCS and we make some
remarks on the formulation of quantum gravity from the perspective of QFTCS.
2 Free quantum fields
In this section, we provide a precise formulation of the theory of a free Klein-
Gordon field in curved spacetime, insofar as the fundamental field observable, φ ,
is concerned. (Observables that are nonlinear in φ—i.e., “composite fields”—will
be introduced in the next section.) We then discuss some key applications of the
theory, namely, the Unruh effect, quantum field theory in deSitter spacetime, the
Hawking effect, and cosmological perturbations.
2.1 Formulation of linear QFTCS via the algebraic approach
(without nonlinear observables).
We now describe how to define the quantum field theory of a real, linear Klein-
Gordon field φ on a d-dimensional, curved, Lorentzian spacetime (M ,g) along
the lines sketched in the previous section. We begin with the classical Klein-
Gordon field, which satisfies
(g−m2)φ = 0 (1)
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where g = gµν∇µ∇ν is the D’Alembertian operator associated with g. In order
that (1) have a well-posed initial value formulation, we restrict consideration—
here and throughout this article—to globally hyperbolic spacetimes. By defini-
tion, a globally hyperbolic spacetime is a time oriented spacetime that possesses
a “Cauchy surface,” Σ, i.e., a smoothly embedded (d− 1)-dimensional spacelike
submanifold with the property that if γ :R→M is any inextendible causal curve,
then γ intersects Σ precisely once. 4 The classical Klein-Gordon equation with
source j
(g−m2)φ = j (2)
(where j is an arbitrary, fixed, smooth function on spacetime) has a well posed ini-
tial value formulation on globally hyperbolic spacetimes in the following sense.
Let n denote the unit normal to Σ. Then, given any pair ( f0, f1) of smooth func-
tions on Σ, there exists a unique solution φ to the Klein-Gordon equation (2) such
that
φ |Σ = f0, nµ∇µφ |Σ = f1 . (3)
Furthermore, solutions to the initial value problem have a causal dependence upon
the initial data and the source in the sense that if x ∈ J+(Σ), then the solution φ to
the above initial value problem will not change at x if we change the initial data
( f0, f1) outside J−(x)∩Σ, or if we change the source outside of J−(x)∩ J+(Σ).
Here
J±(S)≡ {x ∈M | ∃ causal future/past directed curve from y ∈ S to x}, (4)
denotes the “causal future/past” of a set S ⊂M . Similarly, if x ∈ J−(Σ), then
φ(x) will not change if we change the initial data ( f0, f1) outside J+(x)∩Σ, or if
we change the source outside of J+(x)∩ J−(Σ). Finally, the solution φ depends
continuously on ( f0, f1) and j in a suitable sense.
We can define the retarded and advanced propagators E± of the Klein-Gordon
equation as follows. For j ∈ C∞0 (M ), the advanced solution E− j is the unique
solution to the Klein-Gordon equation with source j such that its initial data vanish
on some arbitrary Cauchy surface Σ such that J−(Σ) contains supp j, with the
opposite definition for the retarded solution E+ j. The propagators may be viewed
as maps
E± : C∞0 (M )→C∞(M ) , (5)
4It is a theorem [7] that any globally hyperbolic spacetime has the topology of a direct product,
M ∼= Σ×R.
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or alternatively as distributional kernels onM ×M . As distributions, E± satisfy
the differential equation
(g−m2)E±(x,y) = δ (x,y) , (6)
where the Klein-Gordon operator acts on the first variable, x, in the sense of dis-
tributions. The support properties are
suppE± ⊂ {(x,y) ∈M ×M | y ∈ J±(x)}. (7)
The advanced and retarded propagators are related by exchanging x with y. The
anti-symmetric combination
E = E+−E− (8)
is called “commutator function”5.
As described in the Introduction, we will formulate QFTCS for a Klein-Gordon
field by defining a suitable algebra, A (M ,g) of quantum observables. In this
section, we will consider only the algebra of observables generated by the fun-
damental field φ . An enlarged algebra that includes “composite fields” will be
defined in the next section. The construction of A (M ,g) will take into account:
1) the distributional nature of the field φ(x), 2) the field equation, 3) the real char-
acter of φ and and 4) the symplectic structure of the classical phase space of this
theory. We construct A (M ,g) by starting with the free *-algebra generated by
a unit 1 and elements φ( f ), with f ∈ C∞0 (M ), and factoring by the following
relations:
1. Linearity: φ(c1 f1+ c2 f2) = c1φ( f1)+ c2φ( f2) for all c1,c2 ∈ C.
2. Field equation: φ((g−m2) f ) = 0,
3. Hermitian field: φ( f )∗ = φ( f¯ ),
4. Commutator: [φ( f1),φ( f2)] = iE( f1, f2)1.
Item 1) incorporates the distributional character of the field; informally we write
φ( f ) =
∫
M
φ(x) f (x) dvg (9)
5Further discussion concerning the construction and local expansion of E± can e.g. be found
in [5].
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and we think of φ(x) as an A -valued distribution. We refer to the algebra A
as “abstract,” because no reference has been made to any representation. In fact,
we are not supposed to think, a priori, of the elements of A as operators on a
particular Hilbert space, in the same way as an abstract Lie-algebra is defined
irrespective of a particular representation. 2) incorporates the field equation in
a distributional sense. 3) expresses that the field is real, and 4) implements the
usual quantum mechanical relationship between classical Poisson-brackets and
commutators. It also incorporates Einstein causality, because E(x,y) = 0 if x,y
are spacelike related.
Rather than working with fields φ( f ) that are smeared with test functions f on
M , we can also equivalently view φ as being “symplectically smeared” with so-
lutions, F , having initial data of compact support on some Cauchy surface Σ. The
correspondence is the following. If f ∈ C∞0 (M ), then F = E f is a source free
solution having initial data (3) of compact support. Conversely, given a solution
F with initial data of compact support, there exists a test function f —unique up to
addition of (g−m2)h for h ∈C∞0 —such that F = E f . Defining φ [F ] = φ( f ) un-
der this correspondence between F and f , we can then informally write the field
as
φ [F ] =
∫
Σ
(F∇µφ − (∇µF)φ)nµdS . (10)
We can think of pi = nµ∇µφ |Σ,ϕ = φ |Σ as canonically conjugate variables and the
commutation relation (4) then corresponds to [pi(x),ϕ(y)] = iδΣ(x,y)1; for details,
see, e.g. [25] or lemma 3.2.1 of [81].
A physical state, ω , is simply an “expectation value functional,” i.e., a linear map
ω :A (M ,g)→C satisfying the normalization conditionω(1)= 1, and positivity,
ω(a∗a)≥ 0 for all a∈A . Any state is, by construction, specified by the collection
(Wn)n≥1 of its “n-point functions”,
Wn( f1, . . . , fn)≡ ω(φ( f1) · · ·φ( fn)) . (11)
The KG-equation, condition 1), is translated into the fact that Wn is a distribu-
tional solution in each entry. Condition 2) implies that Wn is an n-times multilin-
ear functional on C∞0 (M ), which one normally requires to be distributional (i.e.
continuous in the appropriate sense). The commutator condition 4) is translated
into a linear condition which in the simplest case n = 2 is
W2(x,y)−W2(y,x) = iE(x,y) . (12)
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Positivity is translated into a rather complicated hierarchy of conditions on the
multi-linear functionals Wn, the simplest of which is
W2( f¯ , f )≥ 0 for all f ∈C∞0 . (13)
Given two states ω,ω ′, one can form a new state by forming any convex linear
combination λω+(1−λ )ω ′, where 0≤ λ ≤ 1. A state which cannot be written
as a non-trivial convex linear combination of others is called pure.
The notion of algebraic state is in principle sufficient to answer all physical ques-
tions about the field observables. In particular, the specification of a state ω di-
rectly yields the expected values of all powers of φ( f ) for all, say real, test func-
tions f . It follows from the classical “Hamburger moment problem” (see e.g. [70])
that there is a unique6 probablity measure dν(λ ) such that∫
R
λ ndν(λ ) = ω(φ( f )...φ( f )︸ ︷︷ ︸
n
)≡ mn for all n≥ 1. (14)
The probability that an observation of φ( f ) will yield a value within [a,b] when
the field is in state ω is then given by
Pa,b =
∫
[a,b]
λdν(λ ) . (15)
The relationship between states in the algebraic sense as defined above and the
usual notion of states as vectors in a Hilbert space can be seen as follows: First,
assume that we have a representation pi :A (M ,g)→H on a Hilbert space with
dense invariant domain D ⊂H . If Ψ is a non-zero vector in this domain, then
ωΨ(a) =
(Ψ,pi(a)Ψ)
(Ψ,Ψ)
(16)
6A classic result about the Hamburger moment problem is that measure dν is unique if the
moments mn satisfy the growth condition
∑
n
1/ 2n
√
m2n = ∞,
see e.g. [2]. This criterion can be applied straightforwardly to the free KG field φ( f ), but
not to non-linear observables such as Wick powers φ k( f ),k > 2 discussed in sec. 3.1, where
m2n = O((kn)!). Thus, for general, nonlinear observebles, the determination of the probability
distribution from the state remains open.
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defines a state in the algebraic sense. More generally, any sufficiently regular (with
respect toD) density matrix onH —i.e., a non-negative, trace-class operator ρ ∈
I1(H )—defines an algebraic state ωρ . Conversely, given any algebraic state ω ,
there is a simple construction—known as the GNS-construction, or Wightman
reconstruction argument—that yields a Hilbert space H , a representation pi
of A on H with invariant domain D ⊂H , and a vector Ω ∈ D such that the
algebraic state corresponding to Ω is ω . As we shall explain further below, for the
case of a Gaussian state, the GNS construction yields a Fock representation ofA ,
with Ω being the vacuum vector of this Fock space.
The above correspondences show that the algebraic and Hilbert space formula-
tions of QFTCS are essentially equivalent. However, there is one important dif-
ference: There are many unitarily inequivalent representations of the field algebra
A . (Two representations are said to be unitarily equivalent if there is an isome-
try U :H →H ′ such that Upi(a)U∗ = pi ′(a) for all a ∈A .) The Hilbert space
formulation requires one to chose a “preferred representation” at the outset, while
the algebraic formulation does not. For this reason, we feel that the formulation
of QFTCS via the algebraic approach is conceptually superior.
The algebra A admits states with rather pathological properties of their n-point
functions Wn. However, there is a natural criterion to select physically reasonable
states that is motivated from a variety of closely related considerations, including
that (i) the ultra-high-frequency modes of the field should be essentially in their
ground state, (ii) the short distance singular structure of the n-point functions Wn
should be similar to that of the n-point functions of the vacuum state in Minkowski
spacetime, and (iii) the singular structure of the Wn’s should be of “positive fre-
quency type”. A mathematically precise implementation of these requirements in
a general curved spacetime can be formulated in the language of wave front sets
discussed in Appendix A, as first proposed in [68, 69] and [16]. The criterion is
that the 2-point function have a wavefront set of the form
WF(W2)⊂ {(x1,k1;x2,k2) ∈ T ∗M 2 \0 | k1 ∈ V˙+,k2 ∈ V˙−,k1 ∼−k2} , (17)
and that each “connected n-point function” ωcn(φ(x1), ...,φ(xn)) for n 6= 2 (defined
in eq. (19) below) is smooth7. Here V+ ⊂ T ∗M is the collection of all non-zero,
future directed time-like or null co-vectors (and similarly V−), and the relation
∼ holds between two covectors if they are tangent to a null geodesic in (M ,g)
and are parallel transported into each other . Such states are called “Hadamard
7 The last requirement may actually be shown to be a consequence of the first condition [72].
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states”. As we will see in the next section, it will be necessary to restrict to
Hadamard states in order to extend the action of the state to an enlarged algebra of
field observables that includes all polynomials in the field and its derivatives at the
same spacetime point. In particular, it will be necessary to restrict to Hadamard
states when considering the perturbative expansion of interacting QFTCS.
One can prove [68,69] that the above definition of a Hadamard state is equivalent
to the following local condition [61] on the 2-point function together with the
requirement that, globally, there be no singularities at spacelike separations: For
every convex, normal neighborhood U ⊂M , the two-point function has the form
(in d = 4 dimensions; similar expressions hold in arbitrary d):
W2 =
1
4pi2
[
u
σ + i0+t
+
(
N
∑
n=0
vnσn
)
log(σ + i0+t)
]
+ some N-times continuously differentiable function RN,ω (18)
≡ HN +RN,ω .
Here, the spacetime arguments are understood as (x,y)∈U×U , and we mean that
the above formula should hold for every N, with (different) remainders RN,ω ∈
CN(U ×U). σ is the signed squared geodesic distance, and t = T (x)−T (y) for
some (in fact, any) global time function T : M → R. The functions u,vn are
determined by certain local “transport equations” [21] and also appear in similar
local forms of the advanced and retarded Green’s function for the operator g−
m2. In particular, HN is locally and covariantly defined in terms of the metric,
and is hence the same for any Hadamard state. By contrast, the remainder RN,ω
depends on the state.
The Hadamard condition does not single out a particular state, but a class of states.
Existence of a large class of Hadamard state on any globally hyperbolic spacetime
can be established by a deformation argument [39] combined with microlocal
techniques, or by methods from the theory of pseudo-differential operators [40,
60].
We now discuss two important classes of states: Gaussian states and thermal
states.
Gaussian States: Gaussian states (also called “quasi-free states”) are defined by
the condition that the “connected n-point functions” ωcn(φ( f1), ...,φ( fn)) vanish
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for all n > 2, where ωcn :A × ...×A → C is defined by8
ωcn(a1, . . . ,an)≡
∂ n
∂ t1 . . .∂ tn
log
{
ω
(
et1a1 · · ·etnan
)}∣∣∣∣
ti=0
, ai ∈A . (19)
Thus, the n-point functions of Gaussian states can be expressed entirely in terms
of their 1- and 2-point functions. For a Gaussian state, positivity will hold if and
only if (13) is satisfied. Thus, there exist a wide class of Gaussian states.
Any Gaussian state, ω , can be expressed as the “vacuum state” in a Fock repre-
sentation of A . To see this explicitly, let W2 be the 2-point function of ω . On the
complex linear space C∞0 (M ,C) of smooth complex-valued functions on M of
compact support, define the inner product 〈 f |h〉=W2( f ,h). This is hermitian and
positive, 〈 f | f 〉 ≥ 0, but contains degenerate vectors, such as elements of the form
f = (g−m2)h. Let h be the factor space of C∞0 (M ,C), divided by the degener-
ate vectors. The elements in this space can be identified more concretely with a
subspace of complex valued smooth solutions to the KG-equation, corresponding
to “positive frequency modes”, see below. The completion of h, denoted by the
same symbol, is a Hilbert space, usually referred to as the “1-particle space”. Let
H be the bosonic Fock space over h,
H = C⊕
⊕
n≥1
(h⊗S · · ·⊗S h)︸ ︷︷ ︸
n
, (20)
where ⊗S is the symmetrized tensor product. A representation, pi , of A on H
can then be defined by
pi[φ( f )] = a([ f ])†+a([ f ]) (21)
where a([ f ]) is the annihilation operator associated with the equivalence class of
f in h. The vacuum vector Ω given by the element |1,0,0, . . .〉 in Fock-space then
corresponds to ω , and, as already mentioned above, (H ,pi,Ω) is precisely the
GNS triple arising from the GNS construction.
A closely related construction often used in practice to construct Gaussian pure
states is the following. Suppose that we have a set of smooth, complex-valued
“mode functions” uξ (x) that are solutions to eq. (1), and which are labelled by
ξ ∈ X in some measure space (X ,dµ). We assume that for each f ∈C∞0 (M ,R),
the map
X 3 ξ 7→ K f (ξ )≡
∫
M
uξ (x) f (x) dvg ∈ C (22)
8 Here the exponentials are to be understood in the sense of a formal series.
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is in L2(X ,dµ), and in fact that the (real linear) span of such vectors is dense in
L2(X ,dµ). We also assume that the mode functions are such that
Im〈K f1|K f2〉L2(X ,dµ) = 12E( f1, f2) for all f1, f2 ∈C∞0 (M ). (23)
(These properties are equivalent to the statement that the collection of modes
(uξ )ξ∈X is “complete in the KG-norm”.). Then, clearly
W2( f1, f2) = 〈K f1|K f2〉L2(X ,dµ) ⇒ W2(x,y) =
∫
X
dµ(ξ )uξ (x)uξ (y) (24)
defines the 2-point function of a Gaussian state, which can be shown to be pure.
Its GNS-representation is thus constructed as above. K is clearly well-defined on
the equivalence classes [ f ], and it can also be shown that it provides a bounded
isomorphism K : h→ L2(X ,dµ). Hence, in this case, we may considerH as the
bosonic Fock-space over L2(X ,dµ), and we may informally write the representa-
tive of the field on this Fock space as
pi(φ(x)) =
∫
X
dµ(ξ )[uξ (x)aξ +uξ (x)a
†
ξ ] (25)
This is the usual form of the field in the vacuum representation on Minkowski
space, where ξ =k∈R3 =X , dµ(k)= d3k/(2pi)3, and uk(x, t)= e−iωkt+ikx/
√
2ωk.
In this example, the mode functions have positive frequency with respect to the
global time translations, and similar constructions are available also on other
spacetimes with a globally defined time-like isometry.
Given two pure Gaussian states ω, ω˜ with 2-point functions W2 respectively W˜2,
one may ask when their associated GNS-representations are unitarily equivalent.
A necessary condition is that there be a constant c such that
c−1W2( f , f )≤ W˜2( f , f )≤ cW2( f , f ) (26)
for all f ∈C∞0 (M ,R). Since it is easy to construct states violating this condition,
one sees that there is in general a large class of inequivalent representations. If
the condition is satisfied, it follows that there is a bounded linear operator S on h
such that 〈[ f ]|[ f ]〉h˜ = 〈[ f ]|S[ f ]〉h. A sufficient criterion which ensures that the two
states give rise to unitarily equivalent representations is that
tr[(1−S)(1−S†)]12 < ∞ . (27)
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A sufficient and also necessary criterion9 can be found e.g. in [3]. The opera-
tor 1−S in essence characterizes the difference between the 2-point functions. It
is therefore plausible that if their difference is smooth – as happens e.g. if both
states are Hadamard – and the manifold M has compact slices, then (27) should
hold, and the representations should be unitarily equivalent. This can indeed be
shown10 [79]. On the other hand, for the case of a non-compact Cauchy surface,
the representations can be unitarily inequivalent if the 2-point functions have suf-
ficiently different long-range behavior.
Thermal States: If the spacetime (M ,g) has a complete time-like Killing vector
field ξ , one can define the notion of a thermal state relative to the time evolution
generated by this Killing vector field. There is an elegant version of this notion
referred to as the “KMS-condition,” which can be formulated directly in terms
of the expectation value functional ω , without making reference to any Hilbert-
space representation. The KMS condition is formulated as follows: Let ϕt be
1-parameter group of isometries ϕt :M →M generated by a Killing vector field
ξ . We define an action αt : A → A of our 1-parameter family of isometries on
the algebraA of fields on (M ,g) by setting αt(φ( f1) · · ·φ( fn)) = φ( f t1) · · ·φ( f tn),
where f t(x) = f (ϕ−t(x)). Since the retarded and advanced fundamental solutions,
and the field equation, are invariant under ϕt , it follows that αt respects the alge-
braic relations inA , i.e., it is an automorphism. In fact, from the composition law
for the isometries ϕt it immediately follows that αt ◦αs = αt+s. In this situation,
a state ω is called a KMS-state at inverse temperature β with respect to αt if the
following two conditions are satisfied:
1. For any collection of ai ∈A , the function t = (t1, . . . , tn) 7→ Fa1,...,an(t) de-
fined by
Fa1,...,an(t) = ω(αt1(a1) · · ·αtn(an)) (28)
has an analytic continuation to the strip
Tβn = {(z1, . . . ,zn) ∈Cn | 0 < Im(z j)− Im(zi)< β , 1≤ i < j ≤ n} , (29)
This function is required to be bounded and continuous at the boundary.
9The case of non-Gaussian states is open.
10 For Gaussian states that are not pure the generalization of unitary equivalence is “quasi-
equivalence” [3]. Ref. [79] actually deals with this more general situation.
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2. On the boundary, we have
Fa1,...,an(t1, . . . , tk−1, tk + iβ , . . . , tn+ iβ )
=Fak,...,an,a1,...,ak−1(tk, . . . , tn, t1, . . . , tk−1) .
(30)
Note that the definition of a KMS-state only assumes an algebra A and the ex-
istence of a 1-parameter family of automorphisms. The notion of a KMS-state is
therefore not tied to the particular example A = A (M ,g) and the particular 1-
parameter group of automorphisms αt considered here. It is thus a definition of a
very general nature, applicable to many quantum systems, see e.g. [11] for further
discussion. In the case of C∗-algebras (algebras of bounded operators), the condi-
tion for n = 2 implies the remaining ones, but this is not generally the case for the
case of unbounded operator algebras considered here. It is however the case for
the concrete algebra A considered here if we restrict attention to Gaussian states.
In this case, the condition n = 2 also implies that the state is Hadmard [71].
Let us now motivate the above technical definition by explaining its relation to the
usual notion of thermal equilibrium state in statistical mechanics. Consider a self-
adjoint Hamiltonian H defined on a Hilbert space with spectrum bounded from
below, and suppose that Zβ = tr e−βH <∞ (which cannot hold unless the spectrum
of H is discrete). The standard definition of a Gibbs state isω(a)= tr(ae−βH)/Zβ ,
where a is e.g. any (say) bounded operator on H . Let αt(a) be defined in this
example by αt(a) = eitHae−itH , i.e., it describes the usual time evolution of an
observables a in ordinary quantum mechanics. Then, using that the spectrum of
H is bounded below, we easily see that,
Fa,b(z) = Z−1β tr(ae
izHbe−izHe−βH) (31)
is holomorphic in the strip 0 < Im(z)< β , because in this range e−βH provides a
sufficient “damping” to make the trace finite. Furthermore, using the cyclicity of
the trace, we have
Fa,b(t+ is) = Z−1β tr(e
−βHae(it−s)Hbe(−it+s)Hˆ) (32)
= Z−1β tr(e
−βHe(it+β−s))Hbe(−it−β+s)Ha) . (33)
From the first line we see that Fa,b(t + is)→ ω(aαt(b)) for s→ 0+, while we see
from the second line that Fa,b(t + is)→ ω(αt(b)a) for s→ β−. Thus, (1) and (2)
hold (for n = 2), and therefore a Gibbs state in the usual sense is a KMS-state in
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the sense of the above definition. The idea behind the definition of a KMS-state is
to turn this statement around and define thermal equilibrium states by conditions
1) and 2).
A key technical advantage of the definition of a KMS-state is that it still makes
sense when a density matrix no longer exists, as usually happens when the Cauchy
surface Σ is non-compact. The standard example of this is Minkowski space
(‘thermodynamic limit’). In the standard GNS-representation (H ,pi,Ω) corre-
sponding to the vacuum state (described e.g. by the mode functions given above),
the Hamiltonian does not have the property that e−βH is a trace-class operator on
H , i.e. no density matrix exists. Nevertheless, a Gaussian KMS-state can easily
be defined in terms of its 2-point function, given by
W2(x1,x2) =ω(φ(x1)φ(x2)) =
1
(2pi)3
∫
Dβ+(t1− t2− i0+,p)eip(x1−x2) d3p , (34)
where Minkowski points are labelled by x = (t,x) ∈ R1,3, and where Dβ+ is given
by
Dβ+(t,p) =
1
2ωp
cosh(12βωp− iωpt)
sinh(12βωp)
, ωp =
√
p2+m2 . (35)
The 1-parameter family of isometries is simply given by ϕT (t,x) = (t + T,x),
i.e. time translations. The verification of the KMS-condition boils down to the
condition on the 2-point function, which in turn boils down to showing that the
z = (t + is)-dependent distribution Fx,y(t + is) =W2(x,ϕt+is(y)) in x,y ∈ R1,3 has
distributional boundary values W2(x,ϕt(y)) resp. W2(ϕt(y),x) for s→ 0+ resp.
s→ β−. This is in turn directly seen to be a consequence of the functional relation
lim
s→β−
Dβ+(t− is,p) = lim
s→0+
Dβ+(−t+ is,p) . (36)
2.2 Applications: Unruh effect, deSitter space, Hawking effect,
inflationary perturbations
We now discuss some concrete examples in order to illustrate the abstract ideas
just given and to present some of the important applications of QFTCS.
a) Unruh effect: A relatively simple and yet very important application of QFTCS
arises if we consider a “wedge” W of Minkowski spacetime and view it as a space-
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time in its own right. Namely, let
W = {x ∈ R1,3 | x1 > |x0|}, (37)
and let W be equipped with the Minkowski metric. Of course, this is not a curved
spacetime, but it is a globally hyperbolic spacetime that differs in essential ways
from Minkowski spacetime, e.g., all of its timelike and null geodesics are incom-
plete. The spacetime (W,g) is called “Rindler spacetime”.
Writing U =−x0+ x1 and V = x0+ x1, the metric of Rindler spacetime is
g = dUdV +dx22+dx
2
3
= ea(u+v)dudv+dx22+dx
2
3
(38)
where u and v are defined by U = eau and V = eav. Further introducing (η ,ξ ) by
u = ξ −η , v = η+ξ , (39)
the metric takes the form
g = e2aξ (−dη2+dξ 2)+dx22+dx23. (40)
The coordinates η and ξ are related to the original global inertial coordinates
(x0,x1,x2,x3) of Minkowski spacetime by
x0 = a−1eaξ sinhaη
x1 = a−1eaξ coshaη .
(41)
It is not difficult to see that the hypersurfaces, Ση , of constant η are Cauchy sur-
faces for Rindler spacetime for all η ∈R. Furthermore, for any t ∈R, the transfor-
mation ϕt : η→ η+ t is an isometry of the Rindler spacetime, which corresponds
to Lorentz boosts of Minkowski spacetime. Indeed, the key fact about Rindler
spacetime is that the orbits of the Lorentz boosts are everywhere timelike and are
complete in Rindler spacetime. Thus, Rindler spacetime is a static, globally hy-
perbolic spacetime, where the notion of “time translations” is defined by Lorentz
boosts. Note that each Lorentz boost orbit in Rindler spacetime corresponds to
the worldline of a uniformly accelerating observer in Minkowski spacetime. The
Lorentz boost orbits become null on the boundary of Rindler spacetime and, in-
deed, the hypersurfaces U = 0 and V = 0 of Minkowski spacetime comprise a
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bifurcate Killing horizon of the Lorentz boost Killing field, with surface gravity11
κ = a.
As on every globally hyperbolic spacetime, we quantize the field φ by viewing
it (after smearing with a test function) as an element of the associated abstract
algebra A (W,g) defined by the relations 1) to 4) above. Actually, in the present
context, these relations are identical with those of the whole Minkowski space-
time, because the advanced and retarded propagators, and hence E, are locally the
same. However, there is a difference in that the algebra A (W,g) only contains
smeared elements of the form φ( f ) for test functions f that are compactly sup-
ported in W (and in particular, away from ∂W ). Thus, A (W,g) may be viewed
as a proper subalgebra of the algebra associated with the entire Minkowski space-
time. Thus, we can obtain a state on A (W,g) by restricting the usual vacuum
state on Minkowski spacetime, and view it as a state on Rindler space. The 2-
point function of this Gaussian state is (taking m2 = 0 for simplicity)
W2(x,y) =
1
2pi2(x− y− i0+e)2 , (42)
where e is any fixed future directed timelike vector, and the distributional bound-
ary value prescription is understood.
Since W2(x,y) 6= 0 for any x ∈W and y ∈W ′ (where W ′ denotes the “opposite
wedge” x1 <−|x0|), it follows that there are correlations between field observables
in W and W ′ and that restriction of the Minkowski vacuum to Rindler spacetime
cannot yield a pure state. A key result is the following theorem, which is a special
case of the Bisognano-Wichmann theorem [42] of axiomatic quantum field theory
in Minkowski spacetime:
Theorem 1. The restriction of the Minkowski vacuum state to the Rindler algebra
A (W,g) is a KMS-state with respect to the 1-parameter group of isometries given
by η → η+ t. The inverse temperature of this KMS-state is given by
β =
2pi
a
. (43)
To prove this claim, one has to verify the KMS-condition. This can be done in
a completely straightforward manner. For a Gaussian state such as as that given
11Note that unlike in the analogous example of Schwarzschild (see below), there is in this case
no canonical normalization of the Killing field.
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here, it suffices to verify the KMS-condition for a1 = φ( f1),a2 = φ( f2) with f1, f2
having their support inside W , which in turn boils down to showing that the distri-
bution Fx,y(t+ is) =W2(x,ϕt+is(y)) in x,y ∈W has distributional boundary values
W2(x,ϕt(y)) resp. W2(ϕt(y),x) for s→ 0+ resp. s→ β−. This is an elementary
computation done by transforming the 2-point function into Rindler coordinates.
The Minkowski vacuum state is, of course, regular on the Rindler horizon and
is invariant under Lorentz boosts, and it is the only Hadamard state on all of
Minkowski spacetime that is Lorentz boost invariant. In fact, the uniqueness and
KMS property (but not necessarily existence) of an isometry invariant Hadamard
state can be proven to hold on any globally hyperbolic spacetime with a bifurcate
Killing horizon [61]. Important further examples will be provided in the next two
subsections.
The above theorem has an important physical interpretation, known as the Unruh
effect: If the field is in the Minkowski vacuum state, a uniformly accelerating
observer in Minkowski spacetime—who may also be viewed as a static observer in
Rindler spacetime—will “feel himself” immersed in a “thermal bath of particles”
at inverse temperature (43). This can be explicitly seen by introducing a model
“particle detector” and showing that it will be suitably excited as a result of its
interaction with the quantum field [78]; for a recent treatment see e.g. [8]. This
provides an excellent illustration of why notions of “vacuum state” and “particles”
cannot be considered to be fundamental in the formulation of QFTCS. If the field
is in the Minkowski vacuum state, an inertial observer will naturally declare that
no “particles” are present, whereas the accelerating observer will naturally declare
that the Rindler wedge is filled with a thermal bath of particles. However, there
is no actual disagreement between these observers: They both agree that the field
is in a Gaussian state with two-point function (42), and they will be in complete
agreement on the probabilities for measuring any field obserables.
b) deSitter spacetime: Four dimensional (global) deSitter space dS4 is the 4-
dimensional hyperboloid defined by the equation Y ∈R5,Y ·Y =H−2 where H > 0
is the Hubble constant and the dot “·” denotes the 5-dimensional Minkowskian
inner product with signature (−++++). The metric is that induced from the
ambient space. d-dimensional deSitter space is defined in the same way.
From its definition as a hyperboloid in 5-dimensional Minkowski space, it is clear
that deSitter has the 10-dimensional group O(4,1) as its isometry group. Let
us now consider Klein-Gordon quantum field on deSitter spacetime. Since dS4
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Figure 1: Conformal diagram and values of the point-pair invariant Z = Z(x,y) as
y is varied and x is kept fixed. For the sake of easier visualization, we are giving
the diagram in the case of d = 2 dimensional deSitter spacetime, where the left and
right vertical boundaries are to be identified. For d > 2 dimensions, the diagram
would basically consist of only the shaded “left half”, with the vertical boundary
lines corresponding to the north- and south pole of the Sd−1 Cauchy surface.
is globally hyperbolic, we can define the algebra of field observables A (dS4,g)
by the general procedure above. For m2 > 0, a globally O(4,1)-invariant state
exists called the Bunch-Davies (aka Hartle-Hawking, aka Euclidean) vacuum. To
describe this it is convenient to introduce a function Z : dS4×dS4→ R by
Z(x,y) = H2Y (x) ·Y (y) (44)
in terms of the embedding Y : dS4→ R5 of deSitter space into five-dimensional
Minkowski space. This function is symmetric, deSitter invariant, and is related to
the signed geodesic distance σ by the formula
cos(H
√
σ) = Z , (45)
where the square root is taken to be imaginary for time-like separated points. The
causal relationships between points can be put in correspondence with values of
Z; see the conformal diagram, fig. 1.
In terms of Z, the 2-point function of the Bunch-Davies state is [1, 13, 14] (in d
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dimensions)
W2(x,y) =
Hd−2
(4pi)d/2
Γ(−c)Γ(c+d−1)
Γ(d/2) 1
F2
(
−c,d−1+ c;d/2; 1+Z− it0
+
2
)
,
(46)
where the dimensionless constant c is defined by
c =−d−1
2
+
√
(d−1)2
4
− m
2
H2
(47)
and the usual boundary value prescription has to be applied, with t = Y 0(x)−
Y 0(y). It is relatively easy to check that this 2-point function satisfies the KG-
equation in each argument, and it can be verified that its antisymmetric part sat-
isfies (12). It is far less obvious that the 2-point function is positive, but this
be shown using the following rather elegant and non-trivial representation due
to [13, 14] (assuming for simplicity a “principal series scalar field” characterized
by µ2 := m2− (d−1)24 H2 ≥ 0)
W2(x,y) = const.∑
l=±
∫
Rd−1
(Y (x) ·ξ (k, l))c (Y (y) ·ξ (k, l))c¯ d
d−1k√
k2+µ2
. (48)
Here, ξ (k, l) ∈ Rd+1 are the (d+1)-dimensional vectors defined by
ξ (k,±) = (
√
k2+µ2,±k,±µ) . (49)
More precisely, W2 is defined again as the boundary value of the analytic function
obtained by adding to the time coordinate of y a small positive imaginary part. To
check that it is Hadamard, one may use the relationship between the wave-front
set and distributional boundary values; see appendix A.
The following statements hold true concerning deSitter invariant states [1]:
• When m2 > 0, then the Bunch-Davies state is the unique deSitter invariant,
pure, Gaussian, Hadamard state, although a 1-parameter family of states
(‘α-vacua’) exists if the Hadamard condition is dropped.
• When m2 ≤ 0, no deSitter invariant state exist, although, as emphasized,
in those cases an infinite set of non-deSitter-invariant Hadamard states still
exists. In particular, the algebra A may always be defined for any value of
m2, although when m2 < 0 the n-point functions of physically reasonable
states will grow exponentially with time.
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In deSitter space, there is a phenomenon reminiscient of the Unruh effect which
takes place in the “static chart;” see fig. 2. That chart can be defined as the in-
tersection of dS4 with a wedge {|X1| > X0} in the ambient R5. The static chart
is again a globally hyperbolic spacetime in its own right, and can also be de-
fined as the intersection J+(i−)∩ J−(i+) of two points i± ∈I ± which are at the
“same angle”. It can be covered by the coordinate system (t,r,ϕ,θ) defined for
t ∈ R, 0≤ r < H−1, in which the line element takes the form
g =−(1−H2r2)dt2+(1−H2r2)−1dr2+ r2 (dθ 2+ sin2θdϕ2) . (50)
It can be seen from this form of the line element that, within this chart—but of
course not in the full deSitter space—the metric is static, with timelike Killing
field ξ = ∂∂ t . The corresponding flow ϕs : t 7→ t + s defines a 1-parameter group
of isometries in the static chart, which correspond to a boost in the X0-X1 plane
in the ambient R5. The boundary H =H+∪H− is formed from two intersecting
cosmological horizons, and is another example of a bifurcate Killing horizon,
with surface gravity κ =H. The restriction of the Bunch-Davies state to the static
chart is seen to be a KMS-state at inverse temperature β = H/2pi by the same
argument as given for the Unruh effect in Rindler spacetime (see [61]). Note that
the static orbit corresponding to r = 0 is a geodesic, and, by deSitter invariance,
any timelike geodesic in deSitter spacetime is an orbit of the static Killing field
of some static chart. In this sense, one may say that in the Bunch-Davies state in
deSitter spacetime, every freely falling observer will “feel himself” immersed in
a thermal bath of particles at inverse temperature β = H/2pi .
Of particular interest in cosmology is the behavior of the 2-point function of
the Bunch-Davies state for large time-like separation τ =
√−σ . Using well-
known properties of the hypergeometric function (46), it is found that the 2-
point function behaves as e−(d−1)Hτ/2 for τ  1. This exponential decay re-
flects the exponential dispersive effects of fields on deSitter space. It implies that
the 2-point function WΨ2 (x,y) = (Ψ,pi(φ(x))pi(φ(y))Ψ) of any Hadamard state of
the form Ψ := pi[φ( f1) · · ·φ( fn)]Ω ∈H , fi ∈C∞0 (M ) in the GNS-representation
(H ,pi,Ω) of the Bunch-Davies state approaches that of the Bunch-Davies state
[i.e. W2(x,y), see (46)] when we move x,y towards the distant future keeping the
geodesic distance between x,y fixed. Such states are, by construction, dense in
H . The exponential decay corresponds, physically, to the “no-hair property” of
deSitter spacetime. As one can show with considerably more effort, that behavior
persists for interacting quantum field theories, see [44–46, 66].
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Figure 2: Conformal diagram for deSitter spacetime, and the static chart. Again,
we are drawing the case d = 2. The case d > 2 would correspond to the shaded
square having the bifurcation surface∼= Sd−2 in the middle. The vertical boudaries
of the shaded square correspond to the north- and south pole of the Cauchy surface
Sd−1.
c) Hawking effect: The algebraic formalism can be used to give a conceptually
clear explanation of the Hawking effect. In fact, there are two closely related, but
distinct, results that are commonly referred to as the “Hawking effect.”
The first result concerns maximally extended Schwarzschild spacetime (i.e., an
“eternal black hole”). As is well known, the exterior region, r> 2M, of Schwarzschild
spacetime
ds2 =−(1−2M/r)dt2+(1−2M/r)−1dr2+ r2(dθ 2+ sin2θdϕ2), M > 0,
(51)
may be extended by introducing the Kruskal coordinates
U = e−u/4M, V = ev/4M, (52)
where
u = t− r∗, v = t+ r∗, (53)
with r∗ = r+ 2M log(r/2M− 1). In Kruskal coordinates, the line element takes
the form
ds2 =
32M3e−r/2M
r
dUdV + r2(dθ 2+ sin2θ dϕ2) . (54)
By considering arbitrary U,V compatible with r > 0, one obtains the maximally
extended Schwarzschild spacetime shown in the conformal diagram fig. 3. The
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Figure 3: Conformal diagram of extended Schwarzschild spacetime (‘eternal
black hole’).
surfaces U = 0 and V = 0 (corresponding to r = 2M) comprise a bifurcate Killing
horizon, H±, of the Killing field ξ = ∂/∂ t, analogous to the bifurcate Killing
horizons of the boost Killing field of Minkowski spacetime and the static Killing
field of deSitter spacetime. In close analogy with those cases, there exists [73]
a unique [61] Hadamard state, ω , on extended Schwarzschild spacetime that
is stationary i.e., invariant under time-translation automorphisms, ω = ω ◦ αt .
This state is known as the “Hartle-Hawking vacuum” and is analogous to the
Minkowski vacuum in Minkowski spacetime and to the Bunch-Davies vacuum in
deSitter spacetime. By the same argument as in those cases [61], when restricted
to the original Schwarzschild wedge, r > 2M, the Hartle-Hawking vacuum is a
KMS state at the Hawking temperature
TH =
κ
2pi
=
1
8piM
, (55)
where κ = 1/4M is the surface gravity of the Killing horizon.
Two other states of interest on extended Schwarzschild spacetime are the “Boul-
ware vacuum” [10], and the “Unruh vacuum” [77]. The Boulware vacuum is
defined in the right wedge of extended Schwarzschild spacetime, where it is a
ground state with respect to the timelike Killing vector field ∂t . It is Hadamard
in the right wedge, but cannot be extended as a Hadamard state beyond the right
wedge, i.e. it would become singular on the past and future horizons. The Un-
ruh vacuum is defined on the union of the right wedge and the interior of the
black hole. In the right wedge, it can be thought of as a KMS state with respect
28
a subalgebra of A corresponding to the modes that are outgoing from the white
hole, whereas it the ground state with respect to a subalgebra corresponding to
the modes that are incoming from past null infinity. The Unruh vacuum has been
rigorously constructed in [23], and has been shown to be Hadamard on the union
of the right wedge and the black hole regions. It cannot be extended as Hadamard
state beyond the past horizon.
The thermal nature of the Hartle-Hawking state suggests, but does not imply, a
second key result: Black holes formed by gravitational collapse will emit thermal
radiation. To analyze this issue, one must consider the much more physically rel-
evant case of a spacetime in which gravitational collapse to a Schwarzschild black
hole occurs, rather than the maximally extended Schwarzschild spacetime consid-
ered above. In the case of a black hole formed by collapse, one can show that if
the state of the quantum field is Hadamard and if it approaches the ground state
near spatial infinity, then at late times it contains quanta of radiation appearing to
emanate from the black hole, distributed according to a Planck-distribution with
temperature (55).
We now give some details, following the argument given by Fredenhagen and
Haag [35]. Let FTν lm be a solution to the Klein-Gordon equation with smooth ini-
tial data of compact support on the gravitational collapse spacetime which has
Ylm angular dependence and frequency peaked sharply near ν > 0 (with respect
to the timelike Killing field), and which corresponds at late times to an outgo-
ing wave reaching null infinity at retarded time centered about T . We normalize
FTν lm so that it has unit Klein-Gordon norm
12. Then, in any state ω , the quantity
ω(φ [FTν lm]
∗φ [FTν lm]) has the interpretation of being the “number of particles” in
the mode FTν lm as seen by a distant oberver at late times, as can be seen from Fock
representation formulas (see section 2.2 above) or by considering the behavior
of model particle detectors [37], [81]. We shall show that if ω is Hadamard and
approaches the ground state near spatial infinity, then
lim
T→∞
ω(φ [FTν lm]
∗φ [FTν lm]) =
|Dl(ν)|2
e2piν/κ −1 , (56)
where Dl(ν) is the amplitude for the absorption by the black hole of a mode of
angular dependence Ylm and frequency ν . This is precisely the expected number
of particles that one would have for black-body radiation “emitted” by the black
hole at the Hawking temperature.
12The Klein-Gordon inner product between two solutions F,G of compact support on a Cauchy-
surface Σ is defined as (F,G) = i
∫
Σ(F¯∇µG−G∇µ F¯)nµdS; compare (10).
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To show this, we choose a partial Cauchy surface Σ0 intersecting the future hori-
zon H+ at a 2-sphere S ∼= S2 outside of the collapsing star (see fig. 4). In the
future domain of dependence D+(Σ0) of Σ0, the spacetime metric is precisely
equal to that of the Schwarzschild metric. The conditions on the state ω imply
that
1) The Hadamard condition in the form (18) holds for the 2-point function
W2(x1,x2) for x1,x2 in an open neighborhood of the horizon H+. Together
with the fact that the coefficient ‘u’ in the Hadamard expansion satisfies
u(x1,x2)≡ 1 for all x1,x2 ∈H+, one can infer that
W2(x1,x2) =
1
2pi2(σ + it0+)
+ lower order terms in σ near H+. (57)
(Here, lower order refers to the “scaling degree”; see appendix A.)
2) In an open neighborhood of Σ0, and for r1,r2 → ∞, the 2-point function
W2(x1,x2) approaches that of the ground state, i.e., the Boulware vacuum.
The key idea in the derivation is to replace the solution FTν lm by a test function f
T
ν lm
which is supported close to Σ0. To do so, we let ψ be a smooth function which is
equal to 1 slightly in the future of Σ0, and equal to 0 slightly in the past of Σ0, and
we set
f Tν lm =g[ψFTν lm] . (58)
Then we have φ( f T ) = φ [FT ] (see eq. (10)), and, because at least one derivative
must hit ψ , f T is supported near Σ0. The key property of f T is that it decays
uniformly for large T in any region r1 < r < r2 where r1 > 2M [22]. Thus, in
this limit, f T splits approximately into two parts f T+ + f
T− (see fig. 4), where the
first part, f T+ , is supported close to the horizon S , and the second part, f
T− , is
supported close to spatial infinity i0 near Σ0. For f T+ , one finds to the appropriate
accuracy for T  1:
f T+(U,V )∼ Dl(ω) ∂Vψ(V ) ∂U exp
(
iν
κ
log(UeκT )
)
(59)
where for simplicity, we have taken ψ to be a function of V only near S . Here
the logarithmic dependence on U in the exponent can be traced back to the re-
lationship U = expκu between “affine time” U and “Killing time” u on the past
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horizon H− of extended Schwarzschild spacetime (see (52)). The contribution of
f T+ to (56) is given by
lim
T→∞
ω(φ [FTν lm]
∗φ [FTν lm])= limT→∞
∫
W2(x1,x2) f T+(U1,V1,x1)
∗ f T+(U2,V2,x2) dv1dv2
(60)
On the other hand assumption (2) implies that f T− makes no contribution in the
limit T → ∞, either in its direct terms or its cross-terms with f T+ . Since f T+ is
supported increasingly close to H+, we may use assumption (1) to approximate
W2 with (57). Using furthermore (59), a short calculation then gives the thermal
distribution formula (56).
The above argument corresponds closely to Hawking’s original derivation [43],
showing that the expected number of particles seen by a distant observer at late
times corresponds to thermal emission by the black hole. In fact, all aspects of this
radiation are thermal [80]. The precise result is that any state that is Hadamard and
behaves like a ground near spatial infinity will approach the Unruh vacuum state,
in the sense that the n-point functions of the state approach those of the Unruh
vacuum in the exterior at late times.
We have presented the argument in the above manner to emphasize the following
points: (i) The derivation of the Hawking effect does not depend on introducing
a notion of “particles” near the horizon. (ii) No assumptions need to be made
on the initial state other than it is regular (Hadamard) and approaches the ground
state near spatial infinity (i.e., there is no “incoming radiation” at late times). (iii)
The Hawking effect follows from causal propagation of the quantum field out-
side of the black hole; one does not need to make any assumptions about what is
happening inside of the black hole. In particular, any breakdown of known laws
of physics in the high curvature regime near the singularity deep inside the black
hole should not affect the validity of the derivation. (iv) The details of the collapse
are not important; all that matters is that the spacetime metric asymptotically ap-
proach the Schwarzschild metric13 by some sufficiently late “time” Σ0.
Nevertheless, there is one potentially disturbing aspect of this derivation. For
large T , it can be seen from (59) that f T+ is peaked near U ∼ exp(−κT ), and that
the locally measured frequency of f T+—say, as seen by observers who freely fall
13The results can be straightforwardly generalized to asymptotic approach to other stationary
black hole geometries, with the only significant difference being that, for a rotating black hole, the
horizon Killing field will now be a linear combination of a time translation and rotation at infinity;
see, e.g. [43, 80] for a discussion of the Kerr case.
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into the black hole from rest at infinity—diverges as exp(κT ) as T → ∞. For
any reasonable detector frequency ν , this vastly exceeds the Planck frequency for
T  1/κ . We cannot expect QFTCS to be a good approximation to nature on
transplackian scales, but the above derivation of the Hawking effect appears to
depend upon the the validity of QFTCS at transplanckian frequencies. However,
we claim now that this is not actually the case: For a given FTν lm(r, t,ϕ,θ) at
large T , instead of doing the analysis on the partial Cauchy surface Σ0, we can
work on a partial Cauchy surface Σ1, which is sufficiently early in time that the
approximation leading to (59) still holds, but is sufficiently late in time that f T+
on Σ1 is not transplanckian. By formulating the detector response at time T as an
evolution problem starting from Σ1 rather than Σ0, one avoids14 any elements of
the derivation that allude to phenomena at transplanckian scales.
The derivation of the emission of thermal radiation by a black hole at the Hawk-
ing temperature (55) brought to a culmination a remarkable relationship between
certain laws of black hole physics and the ordinary laws of thermodynamics. It
was already known prior to this derivation that classical black holes satisfy math-
ematical analogs of the zeroth, first, and second laws of thermodynamics [6], with
mass, M, playing the role of energy, E; surface gravity, κ , playing the role of tem-
perature T ; and horizon area, A, playing the role of entropy, S. Even in classical
physics, a hint that this relationship might be more than a mathematical analogy
is provided by the fact that M and E are, in fact, the same physical quantity. How-
ever, the physical temperature of a classical black hole is absolute zero, thereby
spoiling this relationship in classical physics. The fact that, when analyzed from
the perspective of QFTCS, black holes have a finite temperature (55) proportional
to surface gravity strongly suggests that these laws of black hole physics must
actually be the laws of thermodynamics applied to black holes; see [81, 82] for
further discussion. In particular, A/4 must represent the physical entropy of a
black hole. The ramifications of these ideas continue to be explored.
In the above derivation of thermal emission by a black hole, we considered a
fixed, classical spacetime corresponding to the gravitational collapse of a body to
a Schwarzschild black hole. However, the quantum field has a stress-energy ob-
servable, Tµν (see the next section), and, in semiclassical gravity, ω(Tµν) should
contribute to the right side of Einstein’s equation. It is easy to see thatω(Tµν) con-
14Of course, the Hadamard condition itself concerns arbitrarily short distance singularity struc-
ture and thus, in effect, involves transplanckian scales. One might therefore question the validity
of QFTCS for arguing that the Hadamard condition is preserved under evolution. However this
question could equally well be raised in Minkowski spacetime.
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tributes a positive energy flux to infinity. It follows from conservation of stress-
energy together with the approximate stationarity of ω at late times that ω(Tµν)
contributes a corresponding flux of negative energy15 into the black hole. Conse-
quently, if the black hole is isolated (so that there is no other flux of stress-energy
into the black hole), the black hole will slowly lose mass as a result of the quan-
tum field effects. An order of magnitude estimate of the mass loss of the black
hole can be obtained from the Stefan-Boltzmann law
dM
dt
∼ AT 4 ∼M2 1
M4
=
1
M2
(61)
leading to the prediction that a black hole should “evaporate” completely16 in a
time of order M3 (in Planck units).
The prediction of black hole evaporation gives rise to an issue that has re-gained
considerable attention recently. In the analysis of quantum field theory on the
gravitational collapse spacetime shown in fig. 5—where the black hole remains
present forever—the field observables in an open neighborhood of any Cauchy
surface comprise the entire algebra17, A . Thus, a state that is pure at any initial
“time” (i.e., a neighborhood of an initial Cauchy surface, say, prior to the collapse)
automatically will remain pure at any final “time” (i.e., a neighborhood of a final
Cauchy surface, say, after the black hole has formed). However, the field observ-
ables in a small neighborhood of a partial Cauchy surface—i.e., a hypersurface,
such as Σ0 in the above figure 4, whose future domain of dependence includes
the region exterior to the black hole but not the interior of the black hole—do
not comprise all observables in A since there will be additional field observables
inside the black hole. Furthermore, for any Hadamard state, there always are
strong correlations between the field observables at small spacelike separations.
In particular, in any Hadamard state, the observable φ( f T ) on Σ0 in our above dis-
cussion will be highly entangled with corresponding field observables inside the
black hole. Since φ [FT ] = φ( f T ) (see (10)), this means that the Hawking radia-
tion flux measured by a distant detector is highly entangled with field observables
15Negative energy fluxes of stress-energy or negative energy densities can occur in quantum
field theory even for fields that classically satisfy the dominant energy condition, see e.g. [32, 34].
16Of course, the approximate description leading to this prediction should be valid only when
M MP, where MP denotes the Planck mass (∼ 10−5gm), but modifications to the evaporation
process at this stage (including the possibility of Planck mass remnants) would not significantly
alter the discussion below.
17This result, sometimes called “time-slice property”, continues to hold for the enlarged algebra
W defined in the next section and also for the algebra of interacting fieldsBI [26, 55].
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inside the black hole. If the black hole subsequently completely evaporates as dis-
cussed above, the field observables corresponding to the emitted radiation remain
entangled with observables inside the (now non-existent) black hole. In particular,
the subalgebra of observables that can be measured at late times—after the black
hole has evaporated—do not comprise a complete set of observables, and the re-
striction of the state ω to this subalgebra is a mixed state. Thus, in the process
of black hole formation and evaporation, an initial pure state will evolve to a final
mixed state. Such an evolution does not violate any principles of quantum theory
or any known laws of physics—indeed, it is derived by a straightforward applica-
tion of QFTCS to a spacetime in which a black hole forms and evaporates—but it
is in apparent conflict with ideas suggested by the AdS/CFT correspondence. In
any case, there is a widespread belief that evolution from a pure state to a mixed
state should not happen, thereby requiring a drastic modification of QFTCS in a
low curvature regime, where, a priori, one otherwise would have very little rea-
son to question its validity. In particular, in order to avoid entanglement between
observables outside the black hole and inside the black hole, the state must fail to
be Hadamard at the event horizon of the black hole, thereby converting the event
horizon to a singularity (a “firewall”). On the other hand, as we have seen above,
the Hawking effect itself is crucially dependent upon the state being Hadamard
arbitrarily close to (but outside of) the event horizon. Given that the event hori-
zon is not locally determined—i.e., it requires knowledge of the future evolution
of the spacetime—it would seem a daunting task for a quantum field to know,
with the required precision, exactly when to stop obeying the laws of QFTCS, so
that Hawking radiation is maintained but its entanglement with field observables
inside the black hole is broken. Nevertheless, there presently is a widespread be-
lief that a quantum field will somehow manage to do this—or that the presently
known local laws of physics will be violated near the horizon of a black hole in
some other way, so as to maintain the purity of the final state.
d) Cosmological perturbations: We would now like to investigate a massless
(m2 = 0) Klein-Gordon field propagating on an FLRW-spacetime with flat slices
g =−dt2+a(t)2(dx21+dx22+dx23) . (62)
The isometry group of this spacetime is, for general a(t), the Euclidean group
E(3) acting on the spatial coordinates x ∈ R3. We consider a scale factor of the
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form
a(t) =
{
eH0t for t ≤ t0,
a0
(
t
t0
)p
for t > t0,
(63)
describing a universe which is expanding exponentially first (inflation), followed
by an era with power-law expansion factor, assumed for simplicity to last forever.
To be precise, we should actually choose scale factor that interpolates smoothly,
rather than just continuously, between the epochs, but for the rough calculation
this will not be needed. We could also add an earlier epoch of power law expan-
sion prior to the exponential expansion, but this will not affect our results provided
that the era of exponential expansion lasts sufficiently long.
We consider a massless quantum Klein-Gordon scalar field in the spacetime (63).
This is a (slight) simplification of the more physically relevant problem of starting
with a classical solution of the Einstein-scalar-field system with scalar factor of a
form approximating (63)—as would occur if the scalar field “slowly rolls” down
an extremely flat potential—and then treating the linearized perturbations of this
system as quantum fields. In that case, the linearized perturbations decouple into
“scalar modes” and “tensor modes,” each of which behave similarly to a scalar
field in the background spacetime (63), see e.g. [64, 67] for reviews. Thus, con-
sideration of a scalar field in the background spacetime (63) suffices to derive the
general form of the power spectrum of perturbations resulting from inflation.
Consider a Gaussian, pure, E(3)-invariant, Hadamard state of the scalar field on
the spacetime (63). The two-point function, W2, of such a state may be described
by a set of mode functions uk(t,x) = χk(t)exp(ikx) as in eq. (24). Let us normal-
ize the mode functions so that the Wronskian is i-times unity, i.e.,
i = a(t)3
(
χk(t)
d
dt
χk(t)−χk(t)
d
dt
χk(t)
)
. (64)
This condition ensures that eq. (23) holds with X = R3,dµ(k) = d3k/(2pi)3 so
that eq. (24) indeed defines the 2-point function of a state,
W2(t1,x1, t2,x2) =
1
(2pi)3
∫
χk(t1)χk(t2) eik(x1−x2) d3k . (65)
A quantity that (partly) characterizes W2 in a Robertson-Walker spacetime is its
“power spectrum,” P(t,k), which is defined in terms of the spatial Fourier-transform
of the 2-point function at equal time t,
Wˆ2(t,k, t,p) = (2pi|k|)3δ 3(k−p)P(t,k) . (66)
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For an E(3)-invariant state, the power spectrum P(t,k) only depends upon the
modulus k = |k| of the wave number (and of course t).
We shall now show that for any t > t0 (i.e., after inflation has ended), the power
spectrum P(t,k) for modes for which18 k/a(t) 1/R(t), where R denotes the
Hubble radius, R(t)≡ a(t)/a˙(t), is approximately given by
P(t,k) ∝ H20 . (67)
Thus, the power spectrum is “scale free,” with amplitude set by the scale of infla-
tion. To show this, we observe that the Hadamard condition fixes the asymptotic
behavior of χk(t) for large |k| → ∞ (to all(!) asymptotic orders). In the inflation-
ary epoch (t < t0), the general solution for χk giving rise to an E(3)-invariant state
of the massless field is
χk(η) = Ak fk(η)+Bk f k(η) , (68)
in conformal time η =
∫
dt/a(t), where
fk(η) = const. η
3
2 H(2)− 32
(kη) , (69)
where H(2)α denotes a Hankel function, and the Wronskian condition imposes
|Ak|2−|Bk|2 = 1. The Hadamard condition requires Ak→ 1, Bk→ 0 at large k. If
we assume that Ak ≈ 1, Bk ≈ 0 for all “short wavelength modes” (i.e., k/a(t1) >
H0) at some time t1 < t0 during the inflationary era, then we have Ak ≈ 1, Bk ≈ 0
for all modes19 whose physical wavelength is smaller than H−10 exp[(t0− t1)H0]
at the end of inflation. For (t0− t1)H0 & 60, this encompasses all wavelengths
relevant for cosmology.
The mode functions compatible with E(3)-invariance in the power law epoch with
a(t) ∝ t p have the form
χ˜k(η) = A˜k f˜k(η)+ B˜k f˜ k(η), (70)
18Such modes having wavelength larger than the Hubble radius in the present universe are not
of observational interest. However, modes whose wavelength was larger than the Hubble radius at
the end of inflation but is smaller than the Hubble radius in the present universe are highly relevant
to cosmology.
19 For m2 > 0, the analogous modes are obtained by setting the index of the Hankel function to
α = ( 94−m2H−2)1/2. The state with Ak = 1, Bk = 0 for all k is the deSitter invariant Bunch-Davies
state [75]. However, the choice Ak = 1, Bk = 0 for m = 0 would yield an infrared divergence in
the two-point function (65)
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where
f˜k(η) = const. η
1−3p
2(1−p) H(2)− 1−3p2(1−p)
(kη) , (71)
The coefficients A˜k, B˜k are subject to the Wronskian condition |A˜k|2− |B˜k|2 = 1
and are determined by matching the modes χk in eq. (68) to χ˜k at time η0. To
do this, we first note that, by assumption, we are considering modes that satisfy
R(t)k/a(t) 1. During the power law epoch, we have a(t) ∝ t p with p < 1, and
R(t) ∝ t, so the quantity R(t)k/a(t) becomes even smaller as we go back in time
from t to t0. In conformal coordinates, 1R(t)k/a(t)∝ kη , so this means that the
modes χ˜k(η) of interest are essentially constant (“frozen”) during the power law
epoch for all times before t. Thus, we may assume that χ˜k(η)∼ χ˜k(η0) = χk(η0)
during that epoch, so the power spectrum at t is essentially the same as that of
the state in deSitter spacetime at time t0 for kη  1, i.e., that obtained using the
modes χk(η0). These modes may then be approximated by χk(η) ∝ k−3/2H0
for kη  1, thus giving rise to the desired power spectrum (67). At this level
of approximation, the power spectrum is independent of the power p and of the
precise nature of the transition period, although the finer properties of the power
spectrum would depend on such details.
For H0∼ 1016 GeV, the amplitude of the power spectrum is macroscopically large,
and it provides an explanation of the observed temperature fluctuations in the cos-
mic microwave background as well as of “structure formation” in the universe,
i.e., it produces density perturbations appropriate to act as “seeds” for the forma-
tion of clusters of galaxies and galaxies. The fact that, in the presence of exponen-
tial expansion, the short distance quantum fluctuations of fields in the very early
universe can produce macroscopically observable effects in the present universe
is one of the most remarkable predictions of QFTCS.
3 Perturbative interacting quantum fields
In this section, we extend the algebra A (M ,g) of the previous section to an an
enlarged algebra W (M ,g) (subsection 3.1). We then define the algebra of poly-
nomial field observableB0 for the free field and we define time ordered products.
These results are then used in subsection 3.2 to give a perturbative construction of
the algebra of interacting field observables,BI. In subsection 3.3, we give a brief
discussion of the additional ideas that are needed to give similar constructions for
gauge fields.
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3.1 Construction of Nonlinear Observables for a Free Quan-
tum Scalar Field
The construction of the theory of a free quantum field in curved spacetime given
in the previous section provides a mathematically consistent and satisfactory for-
mulation of QFTCS for fields obeying linear equations of motion. However, even
in this case, the theory is incomplete: The observables represented in the algebra
A (M ,g) consist only of the smeared fields φ( f ) and their correlation function
observables φ( f1) . . .φ( fn). However, A does not include any observables cor-
responding to nonlinear functions of the field φ , such as φ2 or the stress-energy
tensor, Tµν , of φ . For this reason alone, one would like to enlarge the algebra
of observables A (M ,g) to an algebra W (M ,g) that, at the very least, includes
smeared versions of all polynomial expressions in φ and its spacetime derivatives,
as well as correlation function observables of these expressions.
There is an additional reason of at least equal importance for wanting to signifi-
cantly enlarge A : We wish to formulate QFTCS for interacting quantum fields.
We will discuss a possible approach toward directly doing so in section 5, but, as
an important first step, one would like to give a perturbative construction of an
interacting quantum field theory with Lagrangian of the form
L =L0+L1 , (72)
where the Lagrangian,
L0 =
1
2((∇φ)
2+m2φ2) (73)
corresponds to the free Klein-Gordon field, but the interaction Lagrangian, L1,
contributes nonlinear polynomial terms to the classical equations of motion. A
frequently considered example is
L1 = λφ4 . (74)
In order to define perturbative expressions for quantities of interest in this non-
linear theory, one must define polynomial quantities like “φ4” as (distributional)
elements of the algebra of observables of the free theory. One must also define
notions of “time ordered products” of φ4 and other polynomial observables as el-
ements of the free field algebra, since such quantities appear in the formal expres-
sions arising in perturbative expansions. One therefore would like to to enlarge
the algebra of observablesA (M ,g) to an algebraW (M ,g) that includes all time
ordered products of all polynomial expressions in φ and its spacetime derivatives.
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The difficulties in defining nonlinear functions of φ as observables can be un-
derstood as arising directly from the distributional nature of φ . One would like
to define φ2(x) as the pointwise product of φ(x) with itself, but pointwise prod-
ucts of distributions are, in general, intrinsically ill defined. This is not merely
some fussy mathematical point. It is clear from the following simple observa-
tion that some sort of nontrivial “regularization” will be needed to define non-
linear observables, such as φ2. For a Hadamard state ω , the two-point function
W2(x,y) = ω(φ(x)φ(y)) is a smooth function when x and y are spacelike sepa-
rated, so we might expect ω(φ2(x)) = limy→xW2(x,y). However, it is easily seen
from (17) that this limit diverges. In essence, the fluctuations of quantum fields
become arbitrarily large at short distances, making a straightforward construction
of nonlinear functions of a quantum field impossible. Nevertheless, a free quan-
tum field should admit nonlinear field observables such as φ2, and we need to have
such observables to define nonlinear QFTCS (perturbatively or otherwise). How
are such observables defined/constructed?
It is clear that to define nonlinear observables and time ordered products, we will
need a precise characterization of the nature of the singularities of the distribu-
tional quantities inA . The key breakthrough in this regard was made in [68,69]—
where the equivalence between (17) and (18) was proven—thereby enabling the
methods of micolocal analysis to be applied to the renormalization problem, as
first done in [16, 17].
We “constructed” the observable φ( f ) by writing down the free algebra of sym-
bols of this form and factoring by the relations (1)-(4) of section 2.1, thereby
obtaining the algebra A . This worked because (1)-(4) comprise the complete set
of relations that characterize the linear field observables. We could attempt to
define the enlarged algebra W by adding symbols of the form φ2( f ), etc., to the
free algebra and factoring by all of the relations that are satisfied by this enlarged
set of observables. However, to do this, we would need to know all of the re-
lations satisfied by the enlarged set of observables, and it is far from obvious, a
priori, what this complete list of these relations should be. Remarkably, one can
bypass this difficulty and obtain the desired enlarged algebra, W , by proceeding
as follows [26, 53].
The first step is to make a trivial enlargement of A to an algebra, A ′, by al-
lowing, in addition to the original elements of the form φ( f1) . . .φ( fn), elements
corresponding to smearing φ(x1) . . .φ(xn) with an arbitrary smooth, compact sup-
port test function Fn(x1, . . . ,xn). In other words, A ′ is obtained by starting the
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free algebra generated by the formal expressions
Fˆn =
∫
φ(x1) . . .φ(xn)Fn(x1, . . . ,xn) (75)
and then factoring by the analogs of relations (1)-(4). The replacement of A by
A ′ makes no essential change to the free field theory.
The second step is to choose a Hadamard state, ω , on (M ,g) and define the
normal-ordered product of fields relative to ω by
: φ(x1) . . .φ(xn) :ω=∑
P
∏
k/∈P
φ(xk) ∏
(i, j)∈P
[−W2(xi,x j)] (76)
where P is a collection of disjoint ordered pairs (i, j) such that i < j, and where
k /∈ P denotes the indices k not in that collection of pairs. W2 is as usual the two-
point function of the state ω , and both sides are understood to be smeared with
a test function Fn(x1, . . . ,xn). We will denote the element of A ′ defined by the
smearing of (76) with Fn as : Fˆn :ω . For example, we have
: Fˆ2 :ω= Fˆ2−
(∫
M×M
F2 ·W2
)
1 . (77)
Using the analog of the commutation relation (condition (3)) onA ′, it may then be
seen that elements of the form : Fˆn :ω comprise a basis ofA ′, i.e., every element of
A ′ of the form Gˆk can be expressed as a linear combination of terms of the form
: Fˆn :ω with n≤ k. Furthermore, the analog of the commutation relation (condition
(3)) onA ′ is effectively encoded by the following rule for calculating products of
normal ordered products
: F̂n :ω · : Ĝm :ω= ∑
k≤min(n,m)
: ̂Fn⊗k Gm :ω (78)
where the k times contracted tensor product is defined by
Fn⊗k Gm(x1, ...,xn+m−2k) = (−1)k n!m!k! ∑pi
∫
M 2k
W2(y1,y2) · · · W2(y2k−1,y2k)×
Fn(y1,y3, ...,xpi(1), ...,xpi(n−k))Gm(y2,y4, ...,xpi(n−k+1), ...,xpi(n+m−2k)). (79)
The sum ∑pi denotes the sum over all permutations pi of {1, ...,n+m− 2k} with
the property pi(1) < ... < pi(n− k) and pi(n− k+ 1) < ... < pi(n+m− 2k). The
product formula is a version of “Wick’s theorem.”
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The construction of the previous paragraph produces no change whatsoever to the
algebra A ′, i.e., it merely rewrites A ′ in a new basis, with a product law that
incorporates the relations already present in A ′. However, it puts us in position
take the major step of enlargingA ′ to the desired algebraW as follows: As noted
above, the pointwise product of distributions is, in general, ill defined. However,
there is one significant exception to this statement: As discussed in the Appendix,
if u,v are distributions and if their wavefront sets, WF(u) and WF(v), are such
that WF(u)+WF(v) does not contain a zero cotangent vector, then the pointwise
product uv is well defined in a natural manner. The wavefront set properties of the
two-point function W2 of a Hadamard state are such that the products appearing
on the right side of (78) make sense when the test function Fn is replaced by any
distribution whose wavefront set obeys the restriction
WF(Fn)∩ (V n+×V n−) = /0 . (80)
Similarly Gm may be replaced by such a distribution. Thus, we may define a new
algebra W generated by expressions of the form : Fˆn :ω with product law (79),
where Fn is now an arbitrary distribution of compact support whose wavefront
set satisfies (80). Since, in particular, for any test function f , the distribution
f (x1)δ (x1, . . . ,xn) is of the required form, it can be seen that the algebra W in-
cludes elements that can be interpreted as representing : φn( f ) :ω . As we shall
see below, the algebra W is “large enough” to include all polynomial expressions
in φ and its spacetime derivatives as well as all time ordered products of such ex-
pressions. The product law (78) provides us with all of the “relations” that hold
between these new observables.
The above construction of W can be understood as taking a certain “closure” of
A ′, because distributions Fn satisfying the wave front set condition (80) can be
approximated, in a suitable topology, by smooth Fn’s, which in turn correspond
to elements : Fˆ :ω of A ′. The topology on the Fn’s thereby naturally induces a
topology on W , and different Hadamard states ω are easily shown to lead to the
same topology. It then follows that: (i) The definition of W is independent of
the choice of ω . (ii) A ′ is dense in W . (iii) Any continuous homomorphism
on A ′ extends uniquely to a homomorphism of W (since the *-operation and
the product, eq. (78), can be seen to be continuous in the topology). (iv) Any
Hadamard state onA ′ can be extended to a (continuous) state onW . Conversely,
it can be shown that the restriction to A ′ of any continuous state on W yields a
Hadamard state on A ′ [52, 73]. (v) For any Hadamard state, ω , any one-point
distribution, ω(: φn(·) :ω), is smooth.
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The above construction tells us, for any given globally hyperbolic spacetime (M ,g),
how to construct the desired extended algebra of observables W = W (M ,g).
However, it does not tell us which element of W (M ,g) to associate with a given
field observable, such as φ2. In particular, the observable : φ2( f ) :ω [i.e., in our
above notation, the observable : Fˆ2 :ω with F2(x1,x2) = f (x1)δ (x1,x2)] is not a
reasonable candidate to represent φ2 since it depends upon an arbitrary choice
of Hadamard state ω . How does one determine which element of W (M ,g) to
associate with a given field observable, such as φ2( f )?
As we shall see, there will be some “local curvature ambiguities” in the definition
of field observables. However, the fixing of these ambiguities in the choice of pre-
scription for, say, φ2 will affect the definition of, say, φ4. Therefore, in order to
properly discuss the ambiguities in the definition of field observables, it is impor-
tant that we determine all field observables of interest “at once.” The task at hand
can then be formulated as follows. Consider the space of classical polynomial ex-
pressions, Φ[(M ,g);φ ], in the scalar field and its derivatives defined on arbitrary
globally hyperbolic spacetimes (M ,g), i.e., for each globally hyperbolic space-
time (M ,g), Φ(φ) is a polynomial expression in φ and its derivatives on (M ,g)
(with coefficients that may depend upon spacetime point). We are interested in
theΦ that are local and covariant in the sense that if ψ :M →M ′ is an isometric
embedding (i.e., ψ∗g′ = g) that also preserves the causal structure—so that if x1
and x2 cannot be connected by a causal curve inM , then ψ(x1) and ψ(x2) cannot
be connected by a causal curve inM ′—then Φ[(M ,g),φ ] must satisfy
ψ∗Φ[(M ′,g′),φ ] =Φ[(M ,g),ψ∗φ ] . (81)
Thus, for example, φ2 and Rµν∇µφ∇νφ (where Rµν is the Ricci curvature) are
local and covariant expressions, whereas φ
∫
M R and v
µ∇µφ (where vµ [M ] is a
vector field independent of g introduced on each manifold M ) are not local and
covariant expressions. Note that one cannot tell if an expression Φ is local and
covariant unless it is defined for all globally hyperbolic spacetimes. Let P(M )
denote the space of classical local and covariant polynomial expressions in φ .
By the Thomas replacement theorem [59], any Φ ∈ P(M ) may only depend on
derivatives of the metric in the form of the Riemann tensor and its (symmetrised)
covariant derivatives ∇(µ1...∇µk)Rαβγδ . Furthermore, at any point x ∈M , Φ may
only depend on fields φ and their (symmetrised) covariant derivatives∇(µ1...∇µk)φ
evaluated at the point x. This result allows us to assign a dimension to terms in
P(M ), by assigning ∇µ to have dimension 1, φ to have dimension 1, and Rµνσρ
to have dimension 2.
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The question of how to determine which element of W (M ,g) to associate with a
given field observable,Φ, can now be reformulated as how to define a suitable map
Q (“for quantization”) from P(M ) to distributions valued in W . Our strategy for
obtaining Q is to write down the conditions that we want Q to satisfy, and then
determine existence and uniqueness. One obvious condition on Q is that it map
the classical field expression φ ∈ P to the W -valued distribution φ . A key con-
dition that Q should satisfy on general elements of P is that the definition of the
quantum field observables should be “local and covariant.” This implements the
basic requirement, motivated by general relativity, that there be no “background
structure” appearing in the formulation of QFTCS other than the spacetime mani-
fold,M , and the metric, g, and that the laws of QFTCS be local in the metric and
the quantum fields.
To define the local and covariant requirement on Q, we first note that our con-
struction of W (M ,g) is local and covariant in the following sense [19]: Let
(M ,g) and (M ′,g′) be globally hyperbolic spacetimes and suppose that there
is a causality preserving isometric embedding ψ : M →M ′. Then there ex-
ists a corresponding canonical homomorphism α(ψ) : A ′(M ,g)→ A ′(M ′,g′)
defined by mapping Fˆn ∈ A ′(M ,g) as in eq. (75) to the element of A ′(M ′,g′)
obtained by replacing the test function Fn by ψ∗Fn, (viewing φ now as the algebra-
valued distribution onM ′). Since A ′ is dense in W , α(ψ) uniquely extends to a
homomorphism from W (M ,g) to W (M ′,g′), which we also denote as α(ψ).
The desired local and covariant condition on the mapQ is that for all test functions
f on M and all causality preserving isometric embeddings ψ : M →M ′, we
have [19]
α(ψ)[Q(Φ)( f )] =Q(Φ)( f ◦ψ−1) . (82)
Note that one cannot tell if the map Q satisfies this local and covariant condition
without knowing howQ is defined on all globally hyperbolic spacetimes.
IfQ satisfies (82), then anyW (M ,g)-valued distribution (defined on all globally
hyperbolic (M ,g)) lying in the image of Q, will be called a local and covariant
quantum field. Thus, Q(φ) (which we have been denoting—and will continue
to denote—as φ ) is local and covariant. On the other hand, it is not difficult to
show that for any assignment of a Hadamard state ω to each globally hyperbolic
spacetime, the quantum field : φ2 :ω is not local and covariant. In essence, “pre-
ferred states” cannot be locally and covariantly constructed from the metric, so ω
provides additional, unwanted background structure. Thus, our condition (82) on
Q precludes the definitionQ(φ2) =: φ2 :ω for any assignment of ω to (M ,g).
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In addition to (82), we can make a list of other properties that Q should satisfy,
including (1) appropriate commutation relations ofQ(Φ) with φ , (2) appropriate
continuous/analytic behavior under continuous/analytic variation of the metric,
and (3) scaling ofQ(Φ) that, up to logarithmic terms, agrees with classical scaling
under scaling of the metric. We refer the reader to [53] for a complete and precise
statement of the required properties.
It was proven in [53] that the mapQ defined by
Q(Φ) =:Φ :HN (83)
satisfies all of these properties where the “Hadamard normal ordering” opera-
tion : · :HN is defined by the same formula as (76), with the two-point function
W2(x1,x2) of the Hadamard state ω replaced by a locally and covariantly con-
structed Hadamard distribution HN(x1,x2) (see (18)). The expansion order N must
be chosen to be greater than the highest derivative in Φ, but is otherwise arbitrary.
Uniqueness up to addition of suitable “local curvature terms” can then be proven
recursively, using the commutation relations. Details of the existence and unique-
ness proofs can be found in [53]. A precise statement of the uniqueness result
appears below as a special case (n = 1) of Theorem 2.
We define the extended algebra of field observables,B0(M ,g), for the free field
to be the subalgebra of W (M ,g) generated by elements lying in the image ofQ,
i.e.,
B0 ≡ alg{Q(Φ)( f ) |Φ ∈ P(M ,g), f ∈C∞0 (M )} . (84)
In particular, B0 includes all field observables corresponding to local and co-
variant polynomial expressions in φ and its derivatives, such as the stress-energy
tensor, Tµν . All Hadamard states, ω , yield states onB0 and all one-point distribu-
tions in Hadamard states, such as the expected stress-energy tensorω(Q(Tµν)( · )),
are smooth.
Example: Casimir effect in KG-theory onM = R×T3: We now illustrate the
definition of composite operators by providing a calculation of the Casimir effect.
We consider the spacetime M = R×T3 equipped with the flat metric induced
from Minkowski space via the identification T3 = (R/2piL)3, and we assume that
m2 > 0. The ground state ω0 for the KG-field can e.g. be found from the corre-
sponding positive frequency modes uk(t,x) = [(2piL)3/2 2ωk/L]−1 e−iωk/Lt+ikx/L,
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where k ∈ Z3. According to (24), the two-point function is found to be
ω0(φ(x1)φ(x2)) =
1
(2piL)3 ∑k∈Z3
e−iωk/L(t1−t2)
2ωk/L
eik(x1−x2)/L
=
1
(2pi)3 ∑n∈Z3
∫ e−iωp(t1−t2)
2ωp
eip(x1−x2+2piLn) d3p
= ∑
n∈Z3
Dˆ∞+(t1− t2− i0+,x1−x2+2piLn)
(85)
where D∞+ was defined above in eq. (35) and a hat denotes a Fourier transform in
the spatial variables; explicitly
Dˆ∞+(t,x) =
m
4pi2
K1
(
m
√−t2+x2+ it0+
)
√−t2+x2+ it0+ , (86)
where K1 is a modified Bessel function. To go to the second line in eq. (85),
we used the Poisson summation formula, which is applicable here in the sense of
distributions in t. The above 2-point function defines a Gaussian state onB0. We
wish to define the composite field φ2 in this theory and compute its expectation
value in the state ω0. According to the prescription given above, we need to know
the Hadamard parametrix HN (see (18)) on the spacetimeM . SinceM is locally
the same as Minkowski space, it is actually locally identical to that in Minkowski
space. In fact, we have, with x2 =−t2+x2,e = (1,0,0,0), and N = 0:
H0(x1,x2) =
1
2pi2
(
1
(x1− x2− ie0+)2 +
1
8
m2 log(x1− x2− ie0+)2
)
, (87)
which is equal to the singular terms in Dˆ∞+(t1− t2− it0+,x1−x2). The “local and
covariant Wick power” is then φ2 =: φ2 :H0 . Its expectation value is found using
the definition of the normal ordering prescription:
ω0(φ2(x)) = lim
t→0
(ω0(φ(x+ tξ )φ(x− tξ ))−H0(tξ ,−tξ )) . (88)
Inserting the explicit formula for the 2-point function of ω0 yields
ω0(φ
2(x)) =− 1
16pi2
m2 logm2+ ∑
n∈Z3,n6=0
Dˆ∞+(0,2piLn) (89)
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where it should be noted that the term with n= 0 is cancelled, up to− 116pi2 m2 logm2,
by H0, as can be seen from the asymptotic expansion of Dˆ∞+ in eq. (86). As a con-
sequence of the exponential decay of K1, the sum on the right side converges
rapidly for m2 > 0 and can be efficiently evaluated numerically. The sum is prac-
tically zero for 2piLm 1, i.e. for small Compton wavelength compared to the
identification scale. A precursor of this derivation of the Casimir effect in QFTCS
was given in [62].
The definition of φ2 is not unique—in fact, according to the previous discussion,
the alternative definition φ2→ φ2+(c1R+ c2m2)1 would be equally acceptable,
where c1,c2 are any real constants, and where R is the scalar curvature. Since
R = 0 in the present context, the ambiguity consists in adding to φ2 the operator
c2m2 1, which changes ω0(φ2(x)) by c2m2. We can fix this ambiguity by fixing
the expectation value for any given but fixed m=m0, L= L0. If one is considering
a scalar field of mass m0, the usual choice of c2 would be c2 = logm20/16pi
2, so
that20 limL→∞ω0(φ2) = 0. Once c2 has been chosen, the expectation value of φ2
is uniquely determined for any other m,L, and in fact for any other state, such as
a finite temperature state. A similar calculation can be performed for the energy
density operator, and the corresponding expectation value is called the ‘Casimir
energy’.
The situation with regard to defining time ordered products of polynomial expressions—
as needed to define perturbative interacting quantum field theory—is similar to the
above problem of definingQ, although it is considerably more complicated. The
time ordered product of Φ1(x1), . . . ,Φn(xn) should be linear in each Φi, so it is
natural to view time order products in n factors as a map, Tn, from the n-fold ten-
sor product P⊗n ≡ P⊗ ...⊗P into distributions in n variables valued in W . We
will denote time ordered products by Tn(Φ1(x1)⊗·· ·⊗Φn(xn)). For one factor,
we define
T1(Φ) =Q(Φ) . (90)
In order to make the notation less cumbersome, we will omit writing Q (as we
have already been doing for the quantum field φ ) when it is clear that we are
referring to the quantum field Q(Φ) rather than the classical polynomial Φ, so,
e.g., we will write T1(Φ) =Φ.
We would like to define Tn by “time ordering” the product of fields, so, e.g., for
20Note that according to this prescription, the expectation value at any other m 6=m0 would then
be different from zero for L→ ∞.
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n = 2 we would like to set
T2(Φ1(x1)⊗Φ2(x2)) =
{
Φ1(x1)Φ2(x2) if x1 /∈ J−(x2)
Φ2(x2)Φ1(x1) if x2 /∈ J−(x1) .
(91)
(If x1 and x2 cannot be connected by a causal curve, then Φ1(x1) and Φ2(x2)
commute, so either formula may be used.) The problem is that Φi(xi) are distri-
butions, so (91) provides a definition of T2(Φ1( f1)⊗Φ2( f2)) only when the sup-
ports of the test functions f1 and f2 satisfy the relations supp f1∩ J−[supp f2] = /0
or supp f2∩J−[supp f1] = /0. It is not difficult to see that this enables us to straight-
forwardly define T2(Φ1( f1)⊗Φ2( f2)) whenever supp f1∩ supp f2 = /0. However,
(91) makes no sense when supp f1 ∩ supp f2 6= /0. Thus, we must extend the dis-
tribution (91) to the “diagonal” x1 = x2. This may seem like a relatively triv-
ial problem, but the extension of the definition of general time ordered products
Tn(Φ1(x1)⊗·· ·⊗Φn(xn)) to the “total diagonal” x1 = · · ·= xn is the main prob-
lem of renormalization theory in flat and curved spacetime [9, 29]. We refer to a
definition/construction of Tn as a “renormalization scheme.”
We proceed, as in the construction of Q above, by writing down a list of proper-
ties that Tn should satisfy. We have already required T1 =Q. We require Tn to
satisfy the appropriate generalization of (91) (involving lower order time-ordered
products) away from the total diagonal. As in the case of Q, we require Tn to be
locally and covariantly defined, to satisfy appropriate commutation relations with
φ , to have appropriate continuous/analytic dependence on the metric, and to have
appropriate scaling behavior (up to logarithmic terms) under scaling of the metric.
We also require commutation of Tn with derivatives. Finally, we impose a num-
ber of additional conditions on Tn, specifically, a microlocal spectrum condition,
a “unitarity” condition, and conditions that guarantee that the perturbatively de-
fined interacting field (see subsection 3.2 below) (i) satisfies the interacting field
equation and (ii) has a conserved stress-energy tensor. The microlocal spectrum
condition is given by eq. (134) of appendix A. The unitarity condition is a version
of the “optical theorem” and it guarantees that the algebra of interacting fields has
representations on a positive definite Hilbert space. It is formulated as follows:
Let T¯n(⊗iΦi(xi)) = [Tn(⊗iΦi(xi)∗)]† be the ‘anti-time-ordered’ product21. Then
21It can be shown that the anti-time-ordered product in satisfies the causal factorization property
with the reversed time-orientation.
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we require
T¯n
(⊗ni=1Φi(xi))= ∑
I1unionsq ...unionsq I j=n
(−1)n+ j T|I1|
(⊗i∈I1Φi(xi)) . . . T|I j|(⊗ j∈I jΦ j(x j)) ,
(92)
where the sum runs over all partitions of the set n = {1, . . . ,n} into pairwise dis-
joint subsets I1, ..., I j. The condition that guarantees satisfaction of the field equa-
tion for the interacting field is a version of the “Schwinger Dyson equation”, and
reads
Tn+1
(
(g−m2)φ(y)⊗
n⊗
i=1
Φi(xi)
)
= i
n
∑
k=1
Tn
(
Φ1(x1)⊗·· · δΦk(xk)δφ(y) ⊗·· ·Φn(xn)
)
.
(93)
The condition guaranteeing conservation of the interacting field stress-energy is
discussed in [56]. We refer the reader to [53], [54], and [56] for a more complete
and extensive discussion of all of the conditions imposed on Tn.
It was proven in [54]—key parts of which were based on [17]—that there exists
a definition of Tn, that satisfies all of the above conditions. Furthermore, Tn is
unique up to “appropriate local and covariant counterterms.” To explain this free-
dom in the choice of Tn, we must introduce a considerable amount of additional
notation: We denote by P(M n) the space of all distributional local, covariant
functionals of φ (and its covariant derivatives), of g, and of the Riemann tensor
(and its covariant derivatives), which are supported on the total diagonal (i.e. of
delta-function type). Let F = λ
∫
fΦ be an integrated local functionalΦ∈ P(M ),
and formally combine the time-ordered functionals into a generating functional
written
T(exp⊗ (F)) =
∞
∑
n=0
1
n!
Tn(F⊗n) ∈W [[λ ]] , (94)
where exp⊗ is the standard map from the vector space of local actions to the tensor
algebra over the space of local action functionals, and W [[λ ]] denotes the algebra
of formal power series expressions in W . Let D denote a hierarchy Dn of linear
functionals
Dn : P(M )⊗·· ·⊗P(M )→ P(M n) . (95)
We similarly write D(exp⊗(F)) for the corresponding generating functional ob-
tained from Dn. We then have the following theorem:
Theorem 2. [53] [54], [55], [17] (Uniqueness) If Tn and Tˆn are two different
renormalization schemes, both satisfying our conditions, then they are related by
Tˆ(exp⊗ (iF)) = T
(
exp⊗
[
iF + iD(exp⊗F)
])
. (96)
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for any F = λ
∫
fΦ, Φ ∈ P(M ) and f ∈C∞0 (M ). The functionals Dn are maps
as specified in (95) and satisfy:
(i) D(eF⊗) = O(h¯) if we reintroduce h¯.
(ii) Each Dn is locally and covariantly constructed from g.
(iii) Each Dn is an analytic functional of g.
(iv) Each Dn(Φ1(x1)⊗ ·· ·⊗Φn(xn)) is a distribution that is supported on the
total diagonal (= ‘contact term’ = ‘delta-function type’).
(v) The maps Dn are real.
(vi) Each Dn is symmetric.
(vii) Each Dn satisfies the natural dimension constraint.
(viii) Derivatives can be pulled into Dn. This restricts the ambiguities of time-
ordered products of fields which are total derivatives.
Conversely, if Dn has these properties, then any Tˆ given by (96) defines a new
renormalization scheme satisfying our conditions.
The expressions Dn corresponds to the “counterterms” that characterise the differ-
ence between the two renormalization schemes. For the case Φ= φ4, relevant for
the interaction Lagrangian (74), the expression
δL (y) = ∑
n≥0
λ n
n!
∫
M n−1
Dn(φ4(y)⊗φ4(x1)⊗·· ·φ4(xn−1))dv1...dvn−1 (97)
corresponds to the finite counterterms in the Lagrangian that arise from a change
of the renormalization scheme, with the λ n-term corresponding to the contribu-
tion at n-th order in perturbation theory. From the properties of the maps Dn,
these will correspond to linear combinations of all possible local covariant ex-
pressions of dimension 4, i.e. the monomials already present in the original La-
grangianL , together with linear combinations of Rφ2 and the ‘C-number’ terms
m4,m2R,RµνRµν , .... For other Φ’s, the Dn likewise characterize the ambiguities
of composite interacting fields, which are defined below. The following examples
illustrate the allowed ambiguities in the choice of renormalization scheme.
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Example: For n = 1, and F =
∫
fφ2dV, the formula (96) gives
Tˆ1(φ2(x)) = T1(φ2(x))+D1(φ2(x)) . (98)
and the ambiguity must have the form
D1(φ2(x)) = b1m2+b2R(x) , (99)
where b1,b2 are real numerical constants. At the next order n= 2, the formula (96)
gives (assuming for simplicity that D1 = 0)
Tˆ2(φ2(x)⊗φ2(y)) = T2(φ2(x)⊗φ2(y))+T1(D2(φ2(x)⊗φ2(y))) . (100)
Since the scaling degree (see appendix A) of the delta function is 4 and the dimen-
sion of φ is 1, the conditions on D2 stated in Theorem 2 imply that it must take
the form
D2(φ2(x)⊗φ2(y)) = c0 δ (x,y) , (101)
for some real constant c0. Similarly
D2(φ3(x)⊗φ3(y)) = c1δ (x,y)φ2(y)+(c2R+ c3g+ c4m2)δ (x,y) , (102)
because the scaling degree of gδ (x,y) is 6, and the dimension of R is 2. Con-
dition (viii) of the theorem implies that c1 = 9c0. An example with n = 3 factors
is
D3(φ2(x)⊗φ3(y)⊗φ3(z)) = c5δ (x,y,z) , (103)
because the scaling degree of the delta function with three arguments is 8.
3.2 The algebraBI of interacting fields
We are now in a position to perturbatively define the composite fields for the in-
teracting field theory described by the Lagrangian density (72), and the algebra
BI of which they are elements. Recall that we have already defined B0, which
corresponds to the case when interaction is turned off, λ = 0; see eq. (84). In the
following, we denote the composite fields of the free theory byΦ0( f )≡Q(Φ)( f )
(i.e., we add the subscript “0”), in order to distinguish them from the correspond-
ing composite fields of the interacting theory, ΦI( f ), which we will define below.
The basic idea to construct the interacting fields, ΦI( f ), is to initially “turn off”
the interaction at some finite time in the past, so that ΦI =Φ0 at sufficiently early
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times. We then evolve ΦI forward in time into the region where the interaction is
fully turned on. Finally, we take a limit where the “turn-on time” of the interaction
is arbitrarily far in the past. However, this last step is problematical because this
limit need not exist. This difficulty will be overcome by modifying the limit so
that rather than fixing ΦI = Φ0 in the asymptotic past, we fix ΦI in regions of
increasing size in the interior of the spacetime.
To implement this strategy to define ΦI( f ), we choose a cutoff function, θ , of
compact support on M which is equal to 1 on an open neighborhood of some
globally hyperbolic open region V with the property that Σ∩V is a Cauchy surface
for V for some Cauchy surface Σ in M . For F = λ
∫
M Φ(x) f (x) dvg with f ∈
C∞0 (M ), we define the local S-matrix to be
S(F) = T(exp⊗(iF))≡ ∑
n≥0
in
n!
Tn(F⊗·· ·⊗F) . (104)
We define the relative S-matrix with respect to the cut-off interaction, L1(θ) =∫
M θL1, by
SL1(θ)(F) = S(L1(θ))
−1S(F +L1(θ)) . (105)
Then the interacting field, for the interacting theory with cutoff interactionL1(θ)
corresponding to Φ is defined by [9]
Φ( f )L1(θ) ≡
1
i
d
dt
SL1(θ)(tΦ( f ))
∣∣∣∣
t=0
. (106)
Equations (104)-(106) are to be understood as formal series expressions that de-
fine the interacting field to any finite order in perturbation theory; no convergence
properties are claimed. Note that the definition of Φ(x)L1(θ) has been adjusted so
that it coincides with the corresponding free field Φ(x) before the interaction is
“switched on,” can be seen explicitly by expressing it in terms of “totally retarded
products” [17, 28, 55].
We now wish to remove the cutoff. Formula (106) will not, in general, make
sense if we straightforwardly attempt to take the limit θ → 1. Indeed if θ could
be set equal to 1 throughout the spacetime in eq. (106), then the resulting formula
for Φ( f )L1(1) would define an interacting field in the sense of Bogoliubov [9],
with the property that the interacting field approaches the free field in the asymp-
totic past. However, even in Minkowski spacetime, it is far from clear that such an
asymptotic limit of the interacting field will exist (particularly for massless fields),
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and it is much less likely that any such limit would exist in generic globally hy-
perbolic curved spacetimes that do not become flat in the asymptotic past.
To remove the cutoff in such a way that the limit does exist, we need to know how
the fields (106) change under a change of the cutoff function θ . If θ1 and θ2 are
two cutoff functions, each of which are 1 in an open neighborhood of V as above,
then there exists a smooth function h− of compact support on M which is equal
to θ1−θ2 on the causal past of the region V , and whose support does not intersect
the causal future of V . The unitary U(θ ,θ ′) defined by
U(θ1,θ2) = SL1(θ1)(L1(h−)) (107)
is then independent of the particular choice for h−, and one has [17, thm. 8.6]
U(θ1,θ2) Φ( f )L1(θ1) U(θ1,θ2)
−1 =Φ( f )L1(θ2) , (108)
for all fields Φ and all smooth scalar densities f of compact support in V .
We now take a limit where the field remains fixed in regions of increasing size in
the interior of the spacetime, following the particular construction of [55] which
is a realization of the idea of ‘adiabatic algebraic limit’ that appeared first in [17].
The construction makes use of the following geometric fact (see lemma 3.1 of
[55]): Let (M ,g) be a globally hyperbolic spacetime. Then there exists a se-
quence of compact sets, {Kn}, with the properties that (i) for each n, Kn ⊂ Vn+1,
where Vn+1 ≡ int(Kn+1) (ii) ∪nKn =M , and (iii) for each n, Vn is globally hyper-
bolic and Σ∩Vn is a Cauchy surface for Vn, where Σ is a Cauchy surface for M .
For each n, let θn be a smooth function with support contained in Kn+1 such that
θn = 1 on an open neighborhood of Kn. Let U1 = 1 and let Un =U(θn,θn−1) for
all n > 1, where U(θn,θn−1) was defined in eq. (107) above. Our definition of the
interacting field is:
ΦI( f )≡ limn→∞U1U2 . . .UnΦ( f )L1(θn)Un
−1U−1n−1 . . .U1
−1 . (109)
The existence of the limit (in the sense of formal power series) follows from the
properties of the time-ordered products, see [55].
The meaning of the sequence under the limit in eq. (109) for n= 1,2, . . . , is easily
understood as follows. Since U1 = 1, the first element of this sequence is just
the Bogoluibov formula for this interacting field quantity with cutoff function θ1.
The second element of this sequence modifies the Bogoliubov formula with cut-
off function θ2 in such a way that, according to eq. (108) above, the modified
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Bogoliubov formula with cutoff function θ2 agrees with the unmodified Bogoli-
ubov formula with cutoff function θ1 when the supports of all of f is contained
within K1. For the third element of sequence, the unitary map U3 first modifies
the Bogoliubov formula with cutoff function θ3 so that it agrees in region K2 with
the Bogoliubov formula with cutoff function θ2. The action of the unitary U2 then
further modifies this expression so that it agrees in region K2 with the modified
Bogoliubov formula of the previous step. In this way, we have implemented the
idea of “keeping the interacting field fixed in the interior of the spacetime” as the
cutoff is removed. A particularly simple expression for the interacting field φI(x)
is hence obtained if x∈K1, because then the unitaries Un are absent in the formula.
Unraveling the definitions, we find that, for the case L1 = φ4, the following for-
mula holds for x ∈ K1
ΦI(x)= ∑
m,n≥0
(iλ )n+m
n!m!
∫
Tn
( n⊗
j=1
φ4(y j)
)
Tm+1
(
Φ(x)⊗
n+m⊗
k=n+1
φ4(yk)
) n+m
∏
j=1
θ1(y j)dv j .
(110)
The interpretation of ΦI as interacting fields is reinforced by the fact that the
interacting field equation
(g−m2)φI(x) = 4λφ3I (x) (111)
holds to all orders in λ , as a consequence of (93).
As before (see (94)), we denote by W (M ,g)[[λ ]] the algebra of formal power
series expressions inW (M ,g). We define the interacting field algebraBI(M,g)
to be the subalgebra of W (M ,g)[[λ ]] generated by the interacting fields, namely
BI = alg{ΦI( f ) |Φ ∈ P(M ,g), f ∈C∞0 (M )} . (112)
This definition of BI(M ,g) as a subalgebra of W (M ,g)[[λ ]] depends on the
choice of a family of compact sets, Kn, described above, as well as the choice
of cutoff functions, θn. If we were to choose a different family, K˜n, of compact
sets and a corresponding different family, of cutoff functions, θ˜n, we will obtain
a different subalgebra, B˜I(M ,g). However, BI(M ,g) and B˜I(M ,g) can be
shown to be isomorphic, and hence, in so far as the abstract algebra of interacting
fields is concerned, these choices are irrelevant.
In order to describe physical situations, one needs to construct concrete states on
interacting field algebra BI representing such situations. Since, as we explained,
the presentation of this algebra is such that fields are, in a sense, fixed by their
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“initial values” near some chosen Cauchy surface Σ in the interior of the spacetime
– rather than in the asymptotic future or past – states are naturally constructed
by their “initial values” near Σ. As we have said, this is much more natural in
curved spacetime. Building on such ideas, KMS states for the interacting field
have for example been construced by [36]. These constructions, performed for
simplicity in flat space, are likely to have a straightforward extension e.g. to any
static spacetime with compact Cauchy surface.
An important and nontrivial feature of the interacting field algebra BI(M ,g) in
any globally hyperbolic spacetime is its behavior under scaling of the spacetime
metric. Classically, for any polynomial Lagrangian, L , we can define a scaling
of the field and the coupling constants so that the action is invariant under scaling
of the spacetime metric, g→ Λ2g. For example, for the Lagrangian
L = 12((∇φ)
2+m2φ2+ξRφ2)+λφ4 (113)
the associated classical scaling is φ → Λ−1φ , m→ Λ−1m, ξ → ξ , and λ → λ .
Any monomials in φ and its derivatives can similarly be assigned a scaling be-
havior. However, this classical scaling behavior cannot be maintained in the inter-
acting quantum field theory. Indeed, in our construction of composite fields and
time-ordered products for the free field theory, we already noted that the classical
scaling of these fields can be maintained only “up to logarithmic corrections,” thus
implying a nontrivial behavior under scaling for the interacting fields. Neverthe-
less, the following result can be proven [55]: Let f be the collection of coupling
parameters of the theory—such as, in our above example, m2,ξ , and λ . Then
there exists an isomorphism ρΛ :BI(M ,Λ2g, f )→BI(M ,g, f (Λ)), which maps
local fields to local fields. Thus, a change of scale (distances) can be compensated
by a corresponding change of the coupling constants, thereby leaving the theory
unchanged. This change of the coupling constants, f 7→ f (Λ) is called the renor-
malization group flow. The flow can be calculated order-by-order in perturbation
theory. In our example theory, the renormalization group flow takes place in the
3-dimensional space of coupling constants m2,ξ ,λ . Theories such as this one
where the flow takes place in a finite dimensional space of coupling constants are
traditionally called “renormalizable”. By contrast, theories where the flow neces-
sarily takes place in an infinite dimensional space of coupling constants are called
“non-renormalizable”.
In Minkowski spacetime, the dilations (i.e., the diffeomorphisms associated with
a rescaling of global inertial coordinates) are conformal isometries with a con-
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stant conformal factor, so the renormalization group flow can be reformulated in
terms of the behavior of physical quantities, such as correlation functions of the
vacuum state, under rescaling of coordinates (or, equivalently, rescaling of mo-
menta). However, in a general curved spacetime, there will not be any conformal
isometries of any kind, so renormalization group flow must be defined in terms
of behavior under scaling of the spacetime metric, as described above. We em-
phasize that our definition of the renormalization group flow does not involve any
preferred states (which do not exist in a general, curved spacetime), nor the idea
of ‘cutoffs’. Cutoffs play an important role in a somewhat different concept of
renormalization group flow in flat space often called “Wilsonian RG-flow”. We
do not see any canonical way of imposing a cutoff in general Lorentzian curved
spacetime, and furthermore, any cutoff is in fundamental conflict with the idea of
defining the theory in a “local and covariant manner”. Further discussion of the
relationship between various different formulations of renormalization group flow
can be found in [15].
3.3 Yang-Mills fields
For simplicity, up to this point we have restricted our discussion QFTCS to scalar
fields. However, there are other types of fields that occur in nature22, namely
spinor and gauge (Yang-Mills) fields. To treat spinor fields, one must replace the
canonical commutation algebra A of section 2.1 by a corresponding “canonical
anti-commutation algebra”. However, aside from this important change, spinor
fields can be dealt with without introducing any major new conceptual innova-
tions. In particular, analogs of W , B0, andBI can be defined for spinor fields in
close parallel with the scalar case; see e.g. [24] for details.
However, significant conceptual innovations are needed for the construction of
the quantum field theory of gauge fields. All of the difficulties are associated
with the fact that the physical observables in a gauge theory are not the gauge
fields themselves but equivalence classes of these fields under gauge transforma-
tions. In particular, the classical equations of motion for gauge fields are not
deterministic—they do not determine the gauge—so one does not have unique
advanced and retarded propagators. One obvious idea would be to fix the gauge,
thereby making the classical dynamics deterministic. However, the gauge cannot
22Indeed, the existence of a scalar field in nature has only recently been confirmed by the dis-
covery of the Higgs particle.
56
be (completely) fixed in a local and covariant manner, thereby making it extremely
difficult to impose the requirement that the theory be local and covariant23. An
alternative, relatively straightforward, strategy can be employed for the case of
a free (i.e., Maxwell) gauge field, Aµ , to construct a quantum field theory at the
level of the algebra A : Instead of smearing Aµ with arbitrary test vector fields
f µ , one defines Aµ( f µ) only for f µ that satisfy
∇µ f µ = 0 . (114)
Such observables are invariant under the gauge transformation δA = dχ , since∫
∇µχ f µ = −
∫
χ∇µ f µ = 0. Indeed, the restriction to smearing with such f µ is
equivalent to working with the Maxwell field tensor Fµν = 2∇[µAν ] as the funda-
mental observable. This yields a satisfactory theory at the level of the algebra A ,
see e.g. [30, 33, 74] for details. But it is far from clear how to construct an analog
of BI for models with interaction, such as Yang-Mills theory, by proceeding this
manner.
Instead, we shall we shall proceed by an elegant trick for constructing gauge in-
variant observables for Yang-Mills theory by introducing additional fields—the
“Fadeev-Popov ghost fields,” c and c, together with an “auxiliary field” b—and
then eliminating the extra degrees of via the imposition of a BRST-symmetry
condition. The observables of the resulting theory are equivalent to the gauge in-
variant observables of the original Yang-Mills theory. As has been shown in [47],
one can implement the procedure consistently obtaining in the end an algebra of
gauge invariant quantum observables BI in perturbative interacting Yang-Mills
theory.
We now very briefly outline this construction. The dynamical field in Yang-Mills
theory is a connection, Dµ , on a principal fiber bundle with Lie group G. For
simplicity, we consider the trivial bundleM ×G, so that we may write
Dµ = ∇µ + iλAµ (115)
where Aµ is a one-form field on M valued in the Lie algebra, g, of G. We have
introducted a coupling constant λ in anticipation of the fact that we will later
perform a perturbative expansion of the theory. The field strength Fµν is the g-
valued two form given by
i
λ
F = dA+ iλ [A,A] (116)
23The corresponding difficulty for gauge fields in Minkowski spacetime is that the gauge cannot
be completely fixed in a Poincare invariant manner.
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The Yang-Mills Lagrangian is given by
L =
1
4
〈Fµν ,Fµν〉 , (117)
where 〈 . , . 〉 denotes the Cartan-Killing form of g, and we assume that G is
compact and semi-simple, so that this Cartan-Killing form is positive-definite.
This Lagrangian is invariant under the infinitiesimal gauge transformations
δA = dχ− iλ [χ,A] = Dχ , (118)
where χ is an arbitrary g-valued scalar field onM .
We now introduce additional g-valued scalar fields c,c, and b. The fields c, c¯
are independent and are Grassmann-valued (as well as g-valued). We define an
infinitesimal “BRST-transformation,” Q, acting on the fields (A,c,c,b) by
QA = Dc , Qc =−12 iλ [c,c] , Qc¯ = b , Qb = 0 . (119)
Note that the transformation law for c is exactly analogous to the gauge trans-
formation (118), i.e. c may be thought of as a Grassmann-valued counterpart
of the gauge transformation function χ . The Grassmann-property (and Jacobi-
identity) are used to show that Q is nil-potent, Q2 = 0. Note that Q changes the
“Grassmann-grading”, i.e. maps Grassmann-even expressions to Grassmann-odd
expressions, and vice versa. We now modify the Yang-Mills Lagrangian (117) to
L˜ =L +QΨ (120)
where the density Ψ is given by
Ψ= 〈∇µAµ , c¯〉− 12t〈b, c¯〉 (121)
with t ∈ (0,1]. The choice t = 1 is called the “Feynman gauge,” while the limit
t → 0 is called the “Landau gauge.” Note that the new Lagrangian L˜ is BRST-
closed, i.e. QL˜ = 0: Indeed, QL = 0 because the action of Q on expressions
involving only A corresponds exactly to a gauge transformation (118), whereas
Q(QΨ) = 0 because Q is nil-potent. A key difference between L˜ and L is that
Euler-Lagrange equations arising from L˜ are hyperbolic for A,c, and c¯ and are al-
gebraic in b, so the classical dynamics defined by L˜ is deterministic. Of course,
the theory defined by L˜ is a different theory, and we are interested in the the-
ory defined by L . Nevertheless, there is a direct relationship between gauge
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invariant observables in the original Yang-Mills theory defined by L and ob-
servables in the new theory defined by L˜ : The gauge invariant polynomials Φ=
f (Dk1F, . . . ,DknF) (with f an invariant multi-linear form on g) are BRST-invariant
since on such observables, Q acts just like a gauge-transformation. Futhermore,
modulo BRST-exact observables, these are all observables with vanishing “ghost
number” in the new theory, see e.g. [4]. This suggests the following strategy to
define the quantum theory of a Yang-Mills field: First define the algebra of inter-
acting fields B˜I of the theory corresponding to L˜ . This should be possible, since
the Euler-Lagrange equations for L˜ do not suffer from the gauge indeterminism
of the theory defined by L . Then define a quantum version of Q on B˜I which
acts as a nilpotent, graded, derivation. The cohomology (closed modulo exact el-
ements) at ghost number zero should naturally be viewed as the algebra of gauge
invariant polynomial observables of the original theory.
The difficult step is to define a quantum version of Q. The point is that such an
object must be defined so as to be compatible with renormalization [27, 47]. In-
formally speaking, one would like to define Q as the (graded) commutator with a
“BRST-charge”, which itself is obtained from a corresponding conserved Noether
current associated with the BRST-invariance of L˜ , defined in turn as an inter-
acting field in the algebra B˜I in the manner described in the previous section.
In order to arrive at a consistent definition of the corresponding BRST charge-
“operator”, this current should be conserved (as a quantum operator), but it is not
obvious from the outset that this can actually be achieved. In fact, an arbitrary
renormalization prescription of the kind described above will not lead to a con-
served BRST-current. This failure to be conserved is called an “anomaly”. By
deriving suitable “consistency conditions”24 on this anomaly, one can show [47]
that an arbitrary renormalization prescription, consistent with all of the properties
listed in thm. 2, can always be modified so as to remove this anomaly25.
4 Open issues
In this final section, we briefly discuss two fundamental outstanding issues related
to QFTCS. In subsection 4.1 we discuss a possible approach to the formulation
24A similar consistency condition was derived in a somewhat different formalism in [38].
25This statement is valid for pure Yang-Mills theory. For Yang-Mills theories with matter fields
in non-real representations of the gauge group, this need not hold in general. Such theories simply
cannot be constructed consistently at the quantum level, at least not via the BRST-method.
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of interacting QFTCS via operator product expansions. In subsection 4.2, we
consider the formulation of quantum gravity from the viewpoint of QFTCS.
4.1 Nonperturbative formulation of interacting QFTCS
The perturbative construction of interacting QFTCS given in the previous section
attempts to represent the interacting quantum field as an element of the algebra
W of the free quantum field theory. While this can be done to any finite order,
the algebra of interacting fields cannot plausibly be isomorphic to a subalgebra
of W , simply because W by definition consists of elements that are, in a sense,
of finite “polynomial order” in the free field, whereas the order of the terms in
the perturbation series clearly grows unboundedly. Thus, in order to even ask
the question about convergence of the series, one would have to go to a suitably
enlarged algebra and it is not clear to us what that object might be. The situation is
even worse if one is calculating properties of special states, such as ground states.
Even if the interacting fields were elements of the same algebra W for all λ and
had a common set of states, as Dyson noted more than 60 years ago, for a theory
such as the one with interaction Lagrangian λφ4, a ground state ω0(λ ) cannot
be expected to be analytic in λ at λ = 0, since no ground state can exist when
λ < 0. Thus, perturbative expressions for quantities such as the S-matrix should
not converge—even if it were the case that notions of “in” and “out” particle
states could be defined. Thus, the perturbative approach described in the previous
section would appear to be a very poor way to formulate QFTCS for interacting
fields.
What we would really like to do, of course, is directly write down the algebra,BI,
of local field observables for the interacting field, in analogy to our construction of
the algebra B0 ⊂W for the free field. However, our ability to define the algebra
B0 traces back to the explicit product formula (78), which allowed us to express
the product of any two elements ofW as a finite sum of other elements ofW . This
property, in turn, traces back to the fact that the extremely simple commutation
relations satisfied by φ0( f ), namely [φ0( f1),φ0( f2)] ∝ 1. We cannot expect that
any simple product relations of this sort will hold for an interacting quantum field.
It therefore would seem a hopeless task to directly construct an interacting field
algebraBI.
Nevertheless, we believe that a possible route towards a nonperturbative formu-
lation of QFTCS for interacting fields arises from the fact that it appears likely
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that interacting quantum fields satisfy sufficiently simple “product relations” in
the limit of small separation of points. More precisely, it is known that order-by-
order in perturbation theory, interacting quantum fields satisfy relations known as
operator product expansions (OPEs). What is meant by this is the following. Let
us first introduce a “basis” of composite fields ΦA. The label incorporates both
the kind of field (such as φ2,φ6, ... in the case of a free KG-field), as well as any
tensor/spinor indices (such as in φ∇(µ∇ν∇σ)φ ). The OPE states that the product
of any number of composite fields can be expanded in an asymptotic series of the
form
ΦA1(x1) · · ·ΦAn(xn)∼∑
C
CCA1...An(x1, ...,xn)ΦC(xn) . (122)
The coefficients C appearing in the expansion are C-valued distributions that
should be locally and covariantly in terms of the spacetime geometry (M ,g), and
which also, of course, depend on the particular theory under consideration. They
are analogous in a rough sense to the structure constants of a finite dimensional
algebra. The asymptotically equal sign ∼ expresses that, if both sides of the ex-
pansion are inserted into a suitably well-behaved state ω (a Hadamard state for the
case of a free KG-field), and if the sum over C is carried out to operators of a suf-
ficiently high dimension, then the right side should approximate the left side well
for short distances, x1, ...,xn−1→ xn. For the free KG-field, the OPE coefficients
can be found concretely in terms of the Hadamard parametrix, H. For example,
for the simple case ΦA = ΦB = φ ,ΦC = 1, we have CCAB(x1,x2) = H(x1,x2). In
the context of a perturbative interacting theory in curved space, an algorithm for
finding the coefficients was given in [48]. Remarkably, for Euclidean perturbative
φ4-theory, it has been shown that the series on the right side actually converges,
at least at arbitrary but fixed order in perturbation theory [51, 63]. If, as we ex-
pect, this also were found to be true at spacelike related points for theories on
Lorentzian curved spacetimes, then this would strongly reinforce the view that
the OPE coefficients contain the entire local information about the theory, even on
a curved spacetime.
The OPE-coefficients are expected to satisfy a kind of “factorization rule” in a
situation in which a subset of points, say (x1, ...,xm) is much “closer to each other
than the rest”. In that situation, a relation of the type
CCA1...An(x1, ...,xn)∼∑
B
CBA1...Am(x1, ...,xm)C
C
BAm+1...An(xm, ...,xn) . (123)
should hold. This factorization rule has been shown to hold in Euclidean φ4-
theory in [49] to arbitrary but finite order in perturbation theory; again the sum on
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the right side is shown to actually converge, and “∼” can actually be replaced by
an equality sign! Eq. (123) can be thought of as a version of the associativity law
for the quantum fields, holding at the level of the coefficients C.
A possible approach towards a formulation of QFTCS for interacting fields would
be to define the theory via its collection of OPE coefficients. The OPE coeffi-
cients would be required to satisfy the factorization rule (123) together with a list
of other natural properties; see [57] for further discussion. The basic philosophy
of this approach is that the OPEs would then fully determine the quantum field
theory in a local manner, even though one may not easily be able to construct the
field algebra and the state space from the OPEs. This would be closely analogous
to the situation in classical field theory, where the field equations uniquely deter-
mine the theory in a local manner, but one may not be able to easily construct
the space of all solutions from the field equations. The advantage of formulating
QFTCS in terms of OPEs is that to define OPEs, one must specify a collection of
“C-number” distributions. These can be specified without reference to a “back-
ground field algebra” or “background states.” In particular, there any no obvious
reasons why the OPE coefficients of an interacting theory could not be constructed
perturbatively, with a convergent perturbation series.
Unfortunately, it seems to be extremely difficult to find non-trivial solutions to the
associativity law from first principles rather than by indirect methods that rely on
perturbation theory. However, there is some hope that a self-consistent equation
for the OPE-coefficients may be obtained. The idea is that interacting quantum
field theories are normally labeled by some coupling parameter, such as λ in λφ4-
theory. The OPE-coefficients thus have to be functions of λ . In [50], it is shown
that, again in perturbation theory, there exists a relation of the type
∂
∂λ
CBA1...AN (x1, . . . ,xN) =
−
∫
y
(
CBΦA1...AN (y,x1, . . . ,xN)−
N
∑
i=1
∑
[C]≤[Ai]
CCΦAi(y,xi)C
B
A1...Âi C...AN
(x1, . . . ,xN)
− ∑
[C]<[B]
CCA1...AN (x1, . . . ,xN)C
B
ΦC(y,xN)
)
,
(124)
where Âi denotes omission of the corresponding index, where [A] indicates the
dimension of the field ΦA, and where the operator Φ (= φ4 in this example) is the
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interaction. The spacetime integral over y can be shown to converge absolutely.
Although it is derived within perturbation theory (i.e. in the sense of formal power
series in λ ), the final form of (124) no longer makes any reference to perturbation
theory and thus may be viewed as a self-consistent relationship between the OPE-
coefficients. Eq. (124) is a first order differential equation in λ , and since λ = 0
corresponds to the free field theory, the “initial values” of all OPE-coefficients
are known at λ = 0. Thus, it is conceivable that one could actually show that a
unique solution to (124) must exist (beyond the level of formal power series). We
view this as a promising approach to a non-perturbative definition of the OPE-
coefficients.
In summary, and as discussed further in [57], we believe that OPEs provide a
promising approach toward the formulation of QFTCS that is independent of, and
different from, perturbative methods.
4.2 Quantum gravity
As we have seen in this review, the formulation of QFTCS assumes the presence of
a classical spacetime metric g. Consequently, QFTCS can, at best, be an approxi-
mation to a more fundamental theory of “quantum gravity,” wherein the metric is
no longer treated as a classical field. We shall not attempt here to review—or even
mention—the various approaches that have been taken towards the formulation of
a quantum theory of gravity, their successes, and their difficulties. Suffice it to
say that no approach has yet been formulated that has the conceptual clarity and
mathematical rigor of QFTCS. The question we do wish to briefly address here is
whether QFTCS provides any insights towards the formulation and properties of
quantum gravity.
One can attempt to formulate a quantum theory of gravity by expanding the metric
g about a background solution g0, i.e., by writing
g = g0+ γ . (125)
The idea is now to treat γ as a quantum field propagating in the classical spacetime
(M ,g0), and to formulate a quantum theory of γ by the procedures of QFTCS.
However, in order to be in accord with the fundamental principle of general rela-
tivity that no “background structure” appear in the theory apart from the spacetime
manifold M , one would like the final theory to be independent of the choice of
g0 appearing in the expansion (125). To impose this requirement, γ should satisfy
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a complicated “gauge symmetry” that can be obtained by applying an arbitrary
diffeomorphism ψ to g and then re-expanding ψ∗g about g0. Indeed, even if one
does not care about “fundamental principles” one would need to impose a gauge
symmetry of this sort in order to have deterministic dynamics, since Einstein’s
equation does not determine g but only the diffeomorphism equivalence class of
g. Thus, one cannot get well defined “propagators” for γ without making a gauge
choice, and it would be natural to insist that the resulting theory does not depend
upon the choice of gauge.
In this regard, the situation with regard to formulating QFTCS for γ may appear
to be similar to the situation for formulating QFTCS for a Yang-Mills field, A,
which has a somewhat similar-looking gauge symmetry. For the Yang-Mills field,
an appropriate route toward formulating QFTCS was to formulate the theory in
terms of gauge invariant local observables, which can be done via the BRST pro-
cedure discussed in subsection 3.3 above. However, it is clear that such a route
cannot work in the case of quantum gravity, simply because the nature of diffeo-
morphism gauge symmetry is such that there do not exist any gauge invariant
local observables. Diffeomorphisms do not merely “transform fields at a point”
but they “move the points themselves around,” so there cannot be any physical
meaning to the properties of the metric “at a given spacetime location.” Thus, one
cannot hope to formulate QFTCS for γ in terms of gauge invariant local observ-
ables26. This difficulty is closely related to the “problem of time” encountered in
approaches to quantum gravity that attempt to provide the quantum state of the
metric at a given “time.” If the theory is to respect the diffeomorphism gauge
symmetry, the state cannot depend upon “time,” thereby making its interpretation
extremely nebulous.
Although, as we have just argued, the above approach cannot yield a quantum
theory of gravity, we can successfully obtain a theory of linearized gravity off of
an arbitrary background solution g0 by following the analog of the procedure for
Maxwell fields discussed near eq. (114) above. For linearized gravity, the gauge
transformations of γ are simply γ → γ +Lξg0, where ξ is an arbitrary vector
field onM . One can then construct an analog of the algebra A of section 2.1 for
the quantum field γµν by defining its “smearing” only with symmetric test tensor
26However, this does not preclude the possibility of using key ideas from QFTCS in the formu-
lation of quantum gravity; see [18] for recent progress in this regard.
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fields f µν that satisfy27
∇µ f µν = 0 . (126)
Note that the resulting smeared fields γ( f ) are gauge invariant since∫
M
(Lξg0)µν f
µν = 2
∫
M
∇(µξν) f µν =−2
∫
M
ξν∇µ f µν = 0 . (127)
The classical advanced and retarded are well defined when smeared with test fields
satisfying (126), and this is all that is needed to construct the analog of A for lin-
earized gravity; for details see [31]. Consequently, all of the constructions and
analyses given in section 2 for the free scalar field can be repeated, in parallel, for
the linearized gravitational field, including the Hawking effect and the behavior
of cosmological perturbations28. Thus, despite the lack of a quantum theory of
gravity, one can rather confidently make predictions about the “radiation of gravi-
tons” by a black hole and the generation of “tensor perturbations” by quantum
field effects in cosmology.
Nevertheless, if is far from clear whether an analog of W can be defined for the
linearized gravitational field, and it is far from clear that perturbative QFTCS can
be defined for γ—even at second order29. Furthermore, even if a perturbative
QFTCS could somehow be defined for γ , it is very difficult to see how it could
give rise to a theory that makes predictions about local observables in a manner
that is compatible with the basic principles of general relativity.
27In Minkowski spacetime, a symmetric tensor field f µν satisfying (126) can be written in the
form f µν = ∂α∂βUαµβν , where Uαµβν is antisymmetric in its first and last pairs of indices and
also satisfies Uαµβν = Uβναµ . From this and the linearized field equation, it can be seen that
the smeared observables γ( f ) are equivalent to using the smeared linearized Weyl tensor as the
fundamental observables of the theory. However, if perturbing off of a nontrivial background, the
gauge invariant observables γ( f ) with f satisfying (126) are no longer equivalent to the linearized
Weyl tensor (which, itself, is no longer gauge invariant).
28To treat cosmological perturbations, one must linearize all fields off of a classical background
Einstein-matter solution.
29If one has appropriate “fixed asymptotic regions” of the spacetime, then it should be possible
to define an S-matrix to all orders in perturbation theory, since such a quantity would be “gauge
invariant” in an appropriate sense. However, as we have argued in the introduction, the quantities
of main interest in gravitational physics are local observables, not relations between “in” and “out”
states (even when such notions can be defined). Furthermore, it is worth mentioning that, as is well
known, on account of the “non-renormalizability” of the gravitational action, the determination of
S-matrix to all orders will depend upon an infinite number of parameters of the renormalization
scheme, and thus has relatively little predictive power.
65
Thus, it seems clear that ideas that go beyond the principles of QFTCS as de-
scribed in this review will be needed to formulate a quantum theory of gravity.
Nevertheless, as a consequence of its prediction of such phenomena as the Hawk-
ing effect, QFTCS has already provided some remarkable insights into the nature
of quantum gravity, and we believe that it will continue to do so in the future.
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A Distributions, scaling degree, and wave front sets
The objects appearing in quantum field theory such as n-point functions, time-
ordered products, etc. are singular and therefore best viewed as distributions.
A distribution u on a d-dimensional manifold X is a complex linear functional
u : C∞0 (X)→ C for which there is a constant cK and an N ∈ N0 for each compact
K ⊂ X such that
|u( f )| ≤ cK ∑
k≤N
sup
x∈K
|Dk f (x)| (128)
for any f ∈ C∞0 having support within K, where D is any derivative operator on
X . For instance, the delta “function” on R concentrated at 0, which is defined by
δ ( f ) = f (0), evidently satisfies the above estimate with N = 0. The n-th deriva-
tive δ (n) satisfies the criterion with N = n. Also, any smooth function u defines
a distribution via u( f ) =
∫
u(x) f (x)dv for a given integration element dv on X .
Such a distribution is called smooth, and more generally, a distribution is called
smooth at x0 ∈ X if it can be represented in that way for f having support suffi-
ciently close to x0. The complement of the set of all such x0 is called the “singular
support” singsupp(u) ⊂ X . The notion of singular support is not very informa-
tive since it gives no insight into the precise nature of the singularity at a given
x0 ∈ singsupp(u). This shortcoming can be dealt with by introducing more refined
concepts to characterize singularities. Two such concepts of particular relevance
for QFTCS are that of the scaling degree and that of the wave front set.
The scaling degree of a distribution u at a point x ∈ X basically describes the
“degree of divergence” at x, if any. It is defined more formally as follows. Choose
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an arbitrary chart (U,ψ) near x and let uψ( f ) = u( f ◦ψ−1) the pull back of u to
Rd , defined for f supported in ψ[U ]. Without loss of generality we may assume
that ψ(x) = 0, and we define fε(y) = ε−d f (y/ε). The scaling degree is given by
sdx(u) = inf{δ ∈ R | lim
ε→0+
εδuψ( fε) = 0 for all f supported in ψ[U ]} . (129)
It is easily checked that the definition is independent of the choice of chart (U,ψ).
For example, the scaling degree of the distributions (x+ i0+)−n on R at x= 0 is n,
whereas it is 0 at any other point x 6= 0. The scaling degree of the n-th derivative
δ (n) of the delta distribution on R at x= 0 is likewise n whereas it is−∞ for x 6= 0.
The scaling degree “doesn’t see logarithms”: The scaling degree of logn(x+ i0+)
is = 0 for any n at any point x ∈ R.
The concept of wave front set [58] does not characterize the strength of a singu-
larity, but rather its nature from the point of view of momentum space. To define
the wave front set, assume first a distribution u of compact support contained in
some chart (U,ψ) of X . Then we may define the Fourier transform in that chart
by uˆψ(k) = u[exp iψ( . ) · k]. If u is smooth within U , then it is easy to see that
there holds
|uˆψ(k)| ≤ cN(1+ |k|)−N for all N ∈ N, (130)
for some constants cN . For a general distribution supported in U , we say that k0 6=
0 is a singular direction if there is no open cone Γ around k0 such that eq. (130)
holds uniformly in Γ. If x0 ∈ X and if u is an arbitrary distribution, we say that
(ψ(x0),k0) is in the wave front set WF(uψ) of uψ if k0 is a singular direction for
χu for all cutoff functions χ supported in U such that χ(x0) 6= 0. The wave front
set of uψ is a subset of ψ[U ]× (Rd \{0}). The pull-back
WF(u) =
⋃
charts (U,ψ)
(ψ−1)∗WF(uψ)⊂ T ∗X \0 , (131)
can be shown to be invariantly defined (i.e. independent of the choice of atlas of
X for the given differentiable structure), and is simply called the “wave front set”.
The notion of wave front set is applied above in eq. (17) to characterize Hadamard
2-point functions W2 (X =M ×M in that example) of the free KG field. It can
also be used to characterize the wave front set of an n-fold time ordered product
Tn (X =M × ...×M [16,17] (n copies) in that case), or of the n-point functions
of n interacting fields or their OPE coefficients [49].
One of the most important uses of wave-front sets in QFTCS is to characterize
situations in which the product of distributions is defined. In fact, the following
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theorem holds: Let u,v be distributions on X . If WF(u)+WF(v) (element-wise
addition) does not contain a zero cotangent vector in T ∗X , then the distributional
product uv is naturally30 defined. More generally, for a set of n distributions, if
∑ j WF(u j) does not contain a zero cotangent vector, then ∏ j u j is defined.
As an example, consider the distribution (x+ i0+)−1, whose wave front set is
found to be {(0,k) | k > 0}. The square – and in fact any power – is therefore
well defined. Next, consider δ (x), which has wave front set {(0,k) | k 6= 0}. Its
square is therefore not well defined. One way to think about these examples is that
in the first case, (x+ i0+)−1 is, by definition, the boundary value of an analytic
function. Whence its powers also are the boundary value of an analytic function,
and hence automatically defined. By contrast, the distribution δ (x) is not the
boundary value of an analytic function, whence its square is not automatically
defined. More generally, the relationship between distributional boundary values
and the wave-front set is that if u(x+ iy) is an analytic function in U ×Γ, where
U ⊂ Rd and Γ is some open cone having finite scaling degree in y at y = 0 at
x ∈U uniformly in Γ, then the wave front set of the distributional boundary value
u(x) = limy∈Γ,y→0 u(x+ iy) is contained in
WF(u)⊂U×Γ∗ , (132)
where Γ∗ = {k ∈ (Rd)∗ \0 | 〈k,y〉 ≤ 0 ∀y ∈ Γ} is the dual cone. This criterion can
also be applied in any (analytic) manifold X by localizing u in a chart (ψ,U).
This relationship between wave front set and distributional boundary values is
relevant in QFTCS, because many distributions involve some “i0+-prescription”.
The wave front set of the two-point function W2 of a Hadamard state for instance
can be determined from (18) and (132), since the i0+-prescription effectively
states that W2 is given in a sufficiently small open set U ⊂M ×M by a dis-
tributional boundary value (with cone locally given by Γ = ∪(x1,x2)∈UV+x1 ×V−x2 ).
This can be used to deduce the wave front condition (17).
Two important applications of the above product criterion for distributions are the
following. Consider first the k times contracted Wick-product eq. (79) entering in
the definition of the algebraW . The right side involves the product of the distribu-
tions Fn,Gm,W2. The first two distributions satisfy the wave front condition (80),
30Note that there may be other exotic ways to define the product of distributions even if the
wave-front criterion is not fulfilled; the key point here is that the so-defined product is continuous
in some natural topology of distributions, i.e. when u,v are approximated by smooth functions in
an appropriate way.
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whereas W2 satisfies (17). It is easily seen that the product criterion is satisfied,
whence the k times contracted product is indeed well-defined.
As the second example, consider the time-ordered 2-point function W T2 (x1,x2) =
ω(T2(φ(x1)⊗φ(x2))) associated with a Hadamard state ω , also called a “Feyn-
man propagator”. The wave front set of the time-ordered product is e.g. found to
be
WF(W T2 ) ={(x1,k1;x2,k2) ∈ T ∗M 2 \0 | k1/2 ∈V∓ if x1/2 ∈ J+(x2/1),k1 ∼−k2}
∪{(x1,k1;x2,k2) ∈ T ∗M 2 \0 | k1 =−k2,x1 = x2} .
(133)
Because WF(W T2 ) contains e.g. the point (x,k;x,−k) for any k 6= 0, WF(W T2 )+
WF(W T2 ) contains the zero co-vector. The product criterion is not fulfilled, and
thus the square of W T2 cannot straightforwardly be defined as a distribution. This
problem shows up precisely when one naively tries to define the product via
Fourier transform e.g. for the vacuum state in Minkowski space, and is directly
related to the logarithmic divergence of the “fish-graph” in Feynman diagram lan-
guage. However, for x1 6= x2 the criterion is fulfilled and [W T2 (x1,x2)]2 can be
defined for such points. Thus, the “renormalization” required to define the time
ordered product ω(T2(φ2(x1)⊗ φ2(x2))) corresponds precisely to obtaining an
extension of this distribution to the “diagonal” of M ×M , i.e. in some sense,
no problems arise other than for coincident points. This is a rather non-trivial
point in curved spacetime, because the behavior of null-geodesics (points where
the “propagators” are singular) can be very different from flat spacetime.
These considerations can be generalized to the construction of higher order time
ordered products. For instance, in order to define the expectation valueω(Tn(⊗ jφ k j(x j)))
in a Gaussian, Hadamard state for mutually distinct points x j ∈M , one may apply
the Wick-product and “causal factorization” formulas. This leads to an expres-
sion in terms of a product of Feynman propagators W T2 (xi,x j), where e = (i j) run
through the edges of an abstract Feynman graph G with incidence number of the
j-th vertex ≤ k j. To the product, we may again apply our criterion and conclude
that it exists away from all “diagonals”, i.e. for the open subset of M n of points
such that xi 6= x j for all i 6= j. Again, the important point is that the “extension”
has to be performed only on the “small” subset of diagonals in M n, and the po-
tentially very complicated nature of the “null-related singularities” is taken care
of by the wave front set techniques.
An important aspect of the precise analysis [17,54] is that the wave front set of the
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Figure 5: Shown here is the wave-front set of the time-ordered products (134)
and its relationship with embedded Feynman graphs G inM . Through each line e
flows a ‘momentum’ pe indicated by→, which is a parallel transported, cotangent
null vector. At each vertex xi the corresponding vector ki ∈ T ∗xiM in the wave front
set is characterized by the ‘momentum conservation rule’ ki = ∑in pe−∑out pe
counting the momenta associated with the incoming vs. outgoing edges e with
opposite sign.
extension can be controlled, including at the diagonals; it is characterized by the
following “microlocal spectrum property”: For Hadamard states ω , we have
WF
(
ω(Tn(⊗ jφ k j))
)
⊂
{
(x1,k1; ...;xn,kn) ∈ T ∗M n \0
∣∣∣
ki = ∑
e∈G :s(e)=i
pe− ∑
e∈G :t(e)=i
pe , pe ∈V∓ if xs(e)/t(e) ∈ J+(xt(e)/s(e))
}
.
(134)
Here, one is considering embeddings of the graph G into M such that its edges
e= (i j) are associated with null-geodesics. Their cotangent null vectors are called
pe. These are future/past oriented depending on whether the edge e = (i j) (ori-
ented so that s(e) := i < j =: t(e)) is future or past directed. An illustration is
given in fig. 5.
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