Fresnel transform implementation methods using numerical preprocessing techniques are investigated in this paper. First, it is shown that up-sampling dramatically reduces the minimum reconstruction distance requirements and allows maximal signal recovery by eliminating aliasing artifacts which typically occur at distances much less than the Rayleigh range of the object. Second, zero-padding is employed to arbitrarily scale numerical resolution for the purpose of resolution matching multiple holograms, where each hologram is recorded using dissimilar geometric or illumination parameters. Such preprocessing yields numerical resolution scaling at any distance. Both techniques are extensively illustrated using experimental results.
Introduction
In digital holography (DH), holograms are formed through the interference of the diffracted light from an object and a reference beam on an imaging device such as a CCD [1] [2] [3] [4] [5] [6] [7] . This interference pattern is sampled by the CCD, and the Huygens-Fresnel diffraction integral using the Fresnel transform method (FTM), convolution integral method (CIM), or angular spectrum method (ASM) are often used for numerical reconstruction of this sampled hologram [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . These techniques share a common feature where the spatial resolution of the reconstructed image is limited by the number and size of the pixels of the CCD [11] . However, the FTM is one of the most common and computationally efficient forms of image reconstruction in DH, and is used for longer reconstruction distances, in contrast to CIM or ASM which can be used for relatively shorter reconstruction distances [12] . The Fresnel transform asserts certain limitations upon the recording geometry, including an inability to adequately reconstruct fields recorded below a certain minimum object-to-CCD distance to maintain the paraxial approximation inherent in the FTM [1, 2, 9, 11] . Additionally, the reconstructed image resolution is predetermined by the physical recording parameters, which may not necessarily provide the desired resolution for a given application.
Extensive research has been conducted to improve resolution of the reconstructed digital hologram through innovative techniques. One of these techniques is phase shifting digital holography, which can reconstruct an arbitrary view of a 3D object with improved image quality or a wider field of view compared to conventional DH using an off-axis configuration [13, 14] . Another technique is to use an off-axis DH setup with a synthetic aperture [15] . The aperture is constructed from camera recordings at different positions and an algorithm to reconstruct each section shows an improved overall resolution.
A third approach to enhance resolution employs placing a diffraction grating in front of the object. The grating ensures that more diffracted object waves reach the CCD, thus enhancing the diffraction-limited resolution [16] . A fourth method uses direct course sampling of holograms for wavefront reconstruction, where the number of required samples is reduced by the ratio of the carrier frequency signal to twice the signal bandwidth [17] .
In this paper, we examine simple numerical preprocessing techniques that can be used to improve the performance of FTM during numerical reconstruction of a digital hologram. The first is to eliminate the restriction of long reconstruction distance from the Fresnel transform by use of up-sampling through interpolation of the recorded digital hologram. The "advantage" to this method is that it adds yet another way to reconstruct at small distances (near-field), beyond the angular spectrum or compressive sensing methods. The proposed method is a "numerical" improvement of resolution at short distances. It does not increase "absolute" resolution (i.e., it cannot resolve beyond the diffraction limit). In Section 2, the traditional limits of the FTM are discussed. In Section 3, the use of up-sampling through interpolation is then proposed as a means to reduce the reconstruction (and hence, recording) distance, followed by various illustrative examples in Section 4. As a second preprocessing technique to improve FTM, the benefits of arbitrary resolution scaling are discussed in Section 5, which can be useful not only in multiwavelength digital holography (MWDH), but also, for instance, in single-shot multiple projection holographic tomography with different recording distances. Section 6 concludes this paper.
Traditional Limits of the Fresnel Transform
It is well known that the usefulness of the Fresnel transform in DH reconstruction is generally limited to distances beyond the near-field, where the recording (and hence, reconstruction) distance d is approximately equal to, or greater than, d min ≈ z R πl 2 ∕λ, where l is the "feature size" of the object, and λ is the illumination wavelength. Called the Rayleigh range for a Gaussian beam, z R is simply the distance at which the Fresnel number F l 2 λd 1∕π. This minimum recording distance, d min , is the typical near-object reconstruction limit of the Fresnel transform, as shown in Fig. 1 .
On the other hand, in the hologram recording process, a geometrical argument to determine the minimum value of d based upon the maximum angular frequency recorded using an in-line geometry is also given by Schnars and Jueptner [1] , which is
where Δx is the pixel pitch of the CCD and N is the number of pixels along the Δx direction, r max is the maximum path length from the farthest transverse extent of the object of size L obj to the farthest transverse extent of the CCD array, and θ max is the maximum diffraction angle captured by the CCD array, as shown in Fig. 2 . Equation (1) is derived based upon an in-line geometry, though the specific form of r max ∕θ max will vary with different geometries (e.g., off-axis recording), such that d min typically increases as the object moves further off-axis. Note that for all other setups the maximum spatial frequency that can be recorded by the CCD to avoid aliasing by the CCD has to be adapted very carefully to the resolution of that particular CCD. If too high spatial frequencies occur, the contrast of the entire hologram decreases. However, both of these criteria are only heuristic. The actual limitation on d is determined more rigorously by the extent of the spatial bandwidth of the object field that can be effectively captured by the CCD array under the Whittaker-Shannon sampling theorem [8] . If d < d min , alternative reconstruction methods may be employed (e.g., ASM) to faithfully reconstruct the image. This fact reveals that the image information has indeed been recorded by the CCD at these distances; it is simply not recoverable via standard implementation of the Fresnel transform, as given in [1] . Differences between Fresnel reconstruction and the angular spectrum method (or Rayleigh-Sommerfeld diffraction formulation) for sampled diffraction fields have been analyzed by Onural who concluded that both techniques have the expected higher diffraction orders translated to the same locations, modulated by the same complex sinusoidals, but there is no dispersion in the FTM case [18] . 
Reduction of the Reconstruction Distance
It is possible to illustrate the effect of numerical upsampling on the reconstruction distance by examining the total signal bandwidth sampled by the CCD. For Fresnel holograms, Goodman [8] has shown that the captured bandwidth of the hologram field, B x , is related to two factors: (a) the size of the object which determines the bandwidth of the hologram field, and therefore in turn determines the number of hologram field samples required (the first component of the bandwidth), and (b) the bandwidth of the quadratic-phase factor in x; y, or the kernel (the second component of the bandwidth). Since these two factors are multiplied in space, the corresponding bandwidths are added in the spatial frequency domain due to convolution. Adding these two effects together results in
where L ξ and L x are the total array lengths in the ξ (image plane) and
where N ξ and N x are the number of samples in the ξ and x directions, respectively. Properties of the discrete Fourier transform (DFT) dictate that N ξ N x ≡ N. The minimum sampling interval (pixel size) for a given bandwidth dictated by the Whittaker-Shannon sampling theorem is
such that the total number of required samples is given by [8] 
Therefore, the CCD array size and fixed pixel pitch generally determine the maximum recoverable bandwidth. While this analysis concerns only the ξ and x directions, an equivalent analysis may be performed on the orthogonal η and y directions in the respective image and hologram planes. From Eq. (4) it may be noticed that if the value of N is increased while L ξ and L x are held constant, the value of d may be correspondingly reduced by the same degree while still satisfying the sampling theorem. Such is the case if the recorded hologram matrix is numerically up-sampled via bicubic interpolation [19] . In this case, N is increased by a scaling factor ζ, while Δx is reduced by the same factor, such that L ξ and L x remain constant:
The numerical effect of increasing N while maintaining the same total physical extent is that it increases the sampling rate, which is equivalent to reducing the pixel pitch, thus allowing the Fresnel transform to be accurately calculated at the reduced distance. The numerical resolution of the new reconstruction (based upon the up-sampled hologram) is still determined by the reconstruction distance, d, the physical array size, and illumination wavelength, given by the familiar equation
in which L x remains constant. Note that Eq. (6) is based upon the diffraction-limited resolution of the holographic recording configuration, which dictates the resolution limit (Airy disk radius) in the reconstructed object plane [1] . Thus, numerical upsampling does not increase the "absolute" resolution of the reconstruction, but allows the image to be reconstructed at small distances that have been traditionally forbidden due to excessive image aliasing. A more rigorous mathematical treatment of this principle is given by Kelly et al. [20] , where it is shown that the CCD pixel spacing Δx directly determines, via an inverse Fourier relationship, the spacing between reconstructed image replicas, and thus the degree of overlap, or aliasing, of the reconstructed image. However, in this method rather than altering the sampling rate (i.e., pixel spacing, Δx) physically at the CCD, it is altered numerically prior to Fresnel reconstruction. This allows the maximal recorded spatial bandwidth to be reconstructed, unaliased, directly via Fresnel transform rather than some other method (i.e., CIM, ASM, and compressive sensing). However, numerical up-sampling does not improve or otherwise alter the physical limitations imposed by the finite extent of each CCD pixel, as discussed in [20] , and is not able to recover the evanescent field of the object, regardless of the reduction in recording/reconstruction distance.
A mathematical proof of this up-sampling effect is given below using Fourier analysis. Assuming one transverse coordinate for simplicity, the recording process involves the convolution of the complex field from the original object oξ with the free-space spatial impulse response of propagation. The expression for the recorded intensity on the CCD plane, which is the interference of this Fresnel propagated complex field with a reference wave (assumed to be uniform amplitude and taken to be 1 for simplicity), and therefore proportional to j1 o F xj 2 , contains the term
where k 0 is the propagation constant, and o F x is the Fresnel propagated object field at the CCD. In Eq. (7), FT −1 denotes the inverse (spatial) Fourier transform [with Ok x denoting the forward Fourier transform of ox] [8, [21] [22] [23] [24] , the recording (and reconstruction) distance is d, and k x denotes a spatial frequency variable. Also, in writing the last term in Eq. (7), we have left out a constant multiplier for the sake of simplicity. The forward Fourier transform is defined as FTff xg Fk x R ∞ −∞ f xe jk x x dx, with the inverse transform being FT −1 fFk x g f x 1 2π
The pixelated CCD records this information as
where the comb function along with the convolving rect function describe the sampling at the CCD plane with pixel pitch Δx. The last rect function describes the size L x NΔx of the CCD. Equation (8) 8) should yield the virtual image of the object. This operation, which is usually performed through back-propagation using the Fresnel diffraction formula, can be mathematically expressed as
where o 0 ξ is the reconstructed virtual image [mathematically different from oξ]. The last exponential denotes a multiplier to the recorded optical field, which, along with the scaled FT operation, simulates the commonly used back-propagation algorithm for the reconstruction distance −d using the Fresnel diffraction formula [8, 11, 24] . The scaling is given by k x −k 0 ξ∕d, where ξ is the image plane coordinate.
Combining all the previous steps from Eqs. (7) to (9) we arrive at a single equation for the reconstructed virtual image of the following form:
The objective is to show that by up-sampling or increasing N, or, equivalently, decreasing Δx (while keeping L x constant), faithful reconstruction can be performed for smaller reconstruction distances d.
It can be readily shown after some algebra that as Δx → 0, the FT operation in Eq. (10) 
In deriving Eq. (11), it has been assumed that FTrect 
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It is to be noted that without the comb function, Eq. (12) yields oξ, which is the reconstructed object with appropriate coordinates. Therefore, the result in Eq. (12) , which is identical to Eq. (6), and determines the numerical resolution of the reconstruction independent of the up-sampling, as mentioned above.
It should be understood that the highest spatial frequency information to be reconstructed must necessarily be recorded by the CCD to produce an adequate reconstruction. The bicubic up-sampling cannot "add" high frequency information which was not recorded by the CCD array. The up-sampling procedure can only add pixels via interpolation, thus increasing the "resolution" of the information already present by altering the spacing between the reconstruction centers in the up-scaled reconstruction. However, interpolation cannot add new content or recover higher frequency content than that initially recorded by the CCD. This numeric reduction in pixel pitch reduces aliasing by increasing the distance between reconstruction centers, but does not alter the originally recorded spatial bandwidth.
Illustrative Experimental Results
The reduction of reconstruction distance through upsampling has been verified by recording and reconstruction of holograms of several objects. Here, two illustrative examples are discussed.
Example 1:
The first example shown here is that of a tungsten filament of coil diameter 300 μm (z R ≈ 11 cm for λ 632.8 nm) for which inline holograms have been recorded at various distances, and Fresnel transform reconstructions performed both with and without bicubic up-sampling of N x and N y using the geometry shown in Figs. 3(a) and 3(b) . A Lumenera CCD camera (LU-120M) consisting of a 1024 × 1024 pixel array is used, with a physical pixel size of Δx 6.7 μm. The original hologram size is cropped to 200 × 200 pixels before up-sampling by a factor of ζ 6 to 1200 × 1200 pixels, with an equivalent pixel size of Δx∕ζ 1.12 μm. The reconstructed image is therefore also 1200 × 1200 pixels, with numerical resolution of Δξ 1.17 μm. Because Δξ depends only on recording and reconstruction distance, the value of Δξ remains the same with or without numerical up-sampling, although the effect of aliasing changes dramatically. Figures 4(a)-4(d) compare Fresnel transform reconstructions of unscaled and upsampled (ζ 6) holograms recorded at d 2.5 mm. Note that for weakly scattering in-line holograms recorded at d ≪ z R , cropping the recorded hologram serves only to limit the lateral extent of both the recorded and reconstructed holograms. This is due to the fact that under the d ≪ z R condition diffracted waves from nonadjacent regions of the object exceed θ max , resulting in exceptionally weak interference that surpasses the bandwidth recording capabilities of the CCD, as given by Eq. (1) and illustrated in Fig. 2 . Additionally, cropping is necessary to limit the overall up-sampled hologram size to avoid computational memory limitations.
The reduction in reconstruction distance to d 2.5 mm is rather dramatic considering the fact that z R ≈ 11 cm (assuming feature size equal to the coil radius), or the geometrical argument of Eq. (1) that yields d min ≈ 10.5 cm. Indeed, the Fresnel transform (using native resolution) begins to adequately reconstruct this object when recorded at a distance greater than about d 10 cm, albeit rather poorly, with a corresponding resolution of Δξ 47 μm (see Section 5) . It has been experimentally verified that with a scaling factor of ζ 15, the recording/reconstruction distance can be reduced to d ≈ 500 μm, which places this object directly on the CCD cover glass (not shown). It should be noted that, although numerical values for Δξ can be made arbitrarily small using numerical methods, in all cases the limiting physical resolution of the reconstructed image is dictated by diffraction of the object wave, which in turn is limited by the angular spectrum physically recorded by the CCD.
Example 2:
The second example shown is that of a dandelion, whose hologram is shown in Fig. 5(a) , along with the reconstructions without and with bicubic upsampling by a factor ζ 7, as shown in Figs. 5(b) and 5(c), respectively. In this case, the thickness of the dandelion wing is approximately 30 μm (d min ≈ 12 cm for λ 543.5 nm), and the recording distance is approximately 6.6 mm. For comparison, reconstruction using the (nonparaxial) transfer function method, as reported in Banerjee et al. [25] , is shown in Fig. 5(d) . As is apparent from the reconstructions, the use of up-sampling removes aliasing and yields results comparable to, and perhaps better (with respect to elimination of twin images) than, the nonparaxial transfer function method; this is currently under study.
It is also to be noted that the bicubic up-sampling technique is primarily applicable to a lensless, or Fresnel hologram, as given by the geometry of Fig. 3(a) . In the case of a Fourier hologram, using a lens, the hologram recording is dependent upon a fixed distance, f , which is the lens focal length, rather than a variable distance, d. In this case, there is a direct Fourier transform relationship between the object and the hologram. The technique we describe here is used to eliminate aliasing artifacts caused by d ≪ z R . This technique is not applicable to Fourier recording configurations with fixed focal length, f , where the relationship between d and z R is not applicable (since it is always equivalent to d ≫ z R when placing the far-field at the focal plane of the lens). Basically, if the up-sampling technique is applied to a Fourier hologram, the image numerical resolution will scale with it (i.e., double the image size, pixel size is halved), but there will be no corresponding "improvement" of the image due to elimination of aliasing.
Arbitrary Resolution Scaling
It is also possible to scale the value of N x while keeping Δx constant, such that L ξ and L x do not remain constant. This is accomplished by zero-padding the hologram prior to reconstruction. The resolution of the resulting reconstruction is still governed by Eq. (6), however, the size of N x (and subsequently, L x ) is now that of the zero-padded hologram. As N x increases, the value of Δξ decreases accordingly. In effect, zero-padding has artificially increased the numerical aperture of the system, allowing finer resolution of individual pixels, due to the inverse Fourier relationship between the full extent of the CCD array, L x , and the size of each sample, Δξ, in the reconstruction.
This method of resolution scaling allows the appearance of image reconstructions with relatively poor native resolution to be dramatically enhanced, as explored in Refs. [12, 21, 22, [26] [27] [28] , among others. This can be seen in Figs. 6(a)-6(d) , in which the previous example is re-examined at d 10 cm, near the limit of native Fresnel reconstruction, with Δξ 47 μm. However, after zero-padding the perimeter of the hologram by 600 indices, the image resolution is Δξ 6.74 μm. It should be noted that the recording was made at a distance d ≈ z R , which is at the limit of what could traditionally be called a "good" reconstruction.
Although this technique is generally well known, some applications of the usefulness of zero-padding to arbitrarily scale the reconstructed image resolution appear to be underrepresented in the literature. Notably, zero-padding allows the resolution of two holograms to be made equal when recorded using different parameters, N x , λ, d, or Δx, which may be advantageous in a variety of applications. This is particularly useful when performing multiwavelength DH (MWDH), in which two holograms are recorded at separate wavelengths, λ 1 and λ 2 . To effectively subtract the phases of two holograms, pixel-by-pixel, it must first be ensured that the pixel sizes of both holograms are equal, such that
where the subscripts 1 and 2 denote the hologram recordings made with either λ 1 or λ 2 , respectively. If it is assumed that λ 1 > λ 2 , then the λ 1 hologram (hologram #1) must be padded to reduce its resolution to equal that of hologram #2. The ratio of the initial resolutions is simply λ 1 ∕λ 2 , such that [26]
where N x is the original size of either hologram array (i.e., without padding). Therefore, hologram #1 must increase by a factor
of the padding applied to each side of the N x × N y matrix. Thus, the amount of zero-padding which must be applied to each side of hologram #1 (for N x N y ) prior to reconstruction is given by pad size round
where the rounding function ensures an integer number of indices. Reconstruction of the padded hologram #1 will result in equal resolution to that of hologram #2 (which is reconstructed without padding). However, the reconstructed size of hologram #1 is N 1 , although the size of hologram #2 is still N x . To simplify pixel-by-pixel subtraction, hologram #2 is padded post reconstruction to equal the size of N 1 , which does not alter the value of Δξ 2 . This technique of padding has been used to determine the shape and volume of dents on a surface using MWDH, as shown in Williams et al. [29] . A similar procedure may be applied to resolution matching of holograms recorded with unequal values of N x , N y , d, Δx, or Δy. In addition to MWDH, such conditions arise in other applications, such as multiple projection holographic tomography, in which separate angular projections may be recorded at different distances as shown in the example below, or with different CCD arrays [30] .
As shown in Ref. [30] , single-shot multiple projection holographic tomography can be performed to determine the 3D position of bubbles, using the schematic setup shown in Fig. 7(a) . An "unfolded" version of the setup is shown in Fig. 7(b) . The recording wavelength is λ 543.5 nm, and d 1 ≈ 61.8 cm, d 2 ≈ 20.6 cm, and the CCD pitch is 6.7 μm. Owing to the double-pass of the light through two bubbles whose holograms are recorded, two sets of Fresnel holograms of these two bubbles are simultaneously registered on the CCD, with the larger sized holograms corresponding to the longer recording distance, as shown in Fig. 8(a) . Bubble reconstruction using a cropped hologram with 422 × 422 pixels and reconstruction distance of d 2 ≈ 20.6 cm yields Fig. 8(b) with a reconstructed pixel size of Δξ 16.27 μm. On the other hand, reconstruction of this hologram with a reconstruction distance of d 1 ≈ 61.8 cm yields Fig. 8(c) with a reconstructed pixel size of Δξ 48.82 μm. However, by using pad size round
the reconstructed pixel size can be restored to the desired value Δξ 16.27 μm, as shown in Fig. 8(d) , which is essential in precisely determining the 3D location of the bubbles. 
Conclusion
It has been experimentally shown that numerical preprocessing of the recorded hologram matrix, namely by up-sampling and zero-padding, can dramatically reduce the minimum reconstruction distance of the Fresnel transform while providing for arbitrary resolution scaling in the image plane. Using a simplified model, it has been shown that numerical up-sampling after hologram acquisition on a CCD camera can effectively reduce the reconstruction distance while preserving the numerical resolution of the reconstruction by overcoming the aliasing artifacts which typically occur at d ≪ z R . Also, it has been shown that judicious application of zero-padding (in the absence of aliasing) offers the capability to perform resolution matching and subsequent comparison of holograms recorded using different physical parameters, such as in MWDH and single-shot multi-angle holographic tomography. Zero-padding artificially increases the numerical aperture of the system, allowing finer resolution of individual pixels. The research presented here is an extension of preliminary results presented earlier [23] . While the bicubic up-sampling and zeropadding are two illustrative examples of numerical preprocessing, it is interesting to speculate on cases where both these methods of numerical preprocessing of Fresnel holograms can be combined. We plan to investigate this in the future.
