Amélioration de la qualité de service des applications de vidéoconférence dans les réseaux ad hoc by El Helou, Serge
UNIVERSITE DE MONTREAL 
AMELIORATION DE LA QUALITE DE SERVICE DES APPLICATIONS DE 
VIDEOCONFERENCE DANS LES RESEAUX AD HOC 
SERGE EL HELOU 
DEPARTEMENT DE GENIE INFORMATIQUE ET GENIE LOGICIEL 
ECOLE POLYTECHNIQUE DE MONTREAL 
MEMOIRE PRESENTE EN VUE DE L'OBTENTION 
DU DIPLOME DE MAITRISE ES SCIENCES APPLIQUEES 
(GENIE INFORMATIQUE) 
SEPTEMBRE 2008 
© Serge El Helou, 2008. 
1*1 Library and Archives Canada 
Published Heritage 
Branch 
395 Wellington Street 





Patrimoine de I'edition 
395, rue Wellington 
Ottawa ON K1A0N4 
Canada 
Your file Votre reference 
ISBN: 978-0-494-46046-7 
Our file Notre reference 
ISBN: 978-0-494-46046-7 
NOTICE: 
The author has granted a non-
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
AVIS: 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par Plntemet, prefer, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats. 
The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 
L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. 
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis. 
Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these. 
While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis. 
Canada 
Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant. 
UNIVERSITE DE MONTREAL 
ECOLE POLYTECHNIQUE DE MONTREAL 
CE MEMOIRE INTITULE : 
AMELIORATION DE LA QUALITE DE SERVICE DES APPLICATIONS DE 
VIDEOCONFERENCE DANS LES RESEAUX AD HOC 
presents par : EL HELOU Serge 
en vue de l'obtention du diplome de : Maitrise es sciences appliquees 
a ete dument accepte par le jury d'examen constitue de : 
Mme. BOUCHENEB Hanifa, Doctorat, presidente 
M. QUINTERO Alejandro, Doct., membre et directeur de recherche 
M. KHENDEK Ferhat, Ph.D., membre et codirecteur de recherche 
M. PIERRE Samuel, Ph.D., membre 
IV 
Si nous savions ce que nous faisons, cela ne 
s'appelleraitplus de la recherche, n'est ce pas? 
Einstein 





Je voudrai d'abord remercier MM. Alejendro Quintero et Ferhat Khendek, mes directeur 
et co-directeur de recherche, pour leurs conseils, leur soutient et leur encouragements 
necessaires a l'accomplissement de mon travail de recherche. 
Je tiens aussi a remercier tous les etudiants membres du LARIM, qui ont partage avec 
moi leurs connaissances, ainsi que leurs experiences enrichissantes. 
Je voudrai finalement remercier la femme sans qui ce travail, et moi, n'aurions jamais vus 
le jour, ma mere, dont tous les sacrifices, la confiance, et le soutient financier et moral ont 
fait de moi ce que je suis. Et tous les membres de ma famille qui m'ont soutenu tant 
financierement que moralement tout au long de mes etudes. 
Merci a tous. 
VI 
RESUME 
L'ubiquite est le mot d'or de notre ere. Les equipements de communication nomades sont 
en pleine effervescence, et les technologies de support de ce genre de communication en 
expansion rapide. Apres les reseaux sans fil traditionnels, les reseaux ad hoc prennent le 
relais, et poursuivent la course vers des communications sans fil de bout en bout. Mais 
ces reseaux presentent encore un probleme majeur, la qualite de service. Les reseaux ad 
hoc actuels ainsi que les protocoles de routage et d'acces au reseau utilises sur ces 
reseaux, n'offrent aucune garantie de qualite de service. De ce fait toute la pression de la 
qualite de service repose sur 1'application. 
Notre objectif principal est de trouver une methode pour ameliorer la qualite des 
applications de videoconference sur les reseaux ad hoc. L'approche que nous adoptons 
consiste a rendre l'application de videoconference utilisee adaptative a l'etat du reseau. 
Pour cela, nous allons definir une architecture cross-layer qui va permettre a l'application 
de collecter de l'information, en temps reel, sur l'etat du reseau. De meme, nous allons 
definir plusieurs modes de fonctionnement de l'application a la source. Ainsi, et en se 
basant sur l'information collectee du reseau, notre application va s'adapter 
dynamiquement a l'etat actuel du reseau, en passant d'un mode de fonctionnement a 
1'autre, suivant un ordre predefini. 
Les resultats obtenus suite a la simulation de la solution que nous proposons, sont tres 
satisfaisants, et prouvent qu'en rendant l'application de videoconference adaptative a 
l'etat du reseau, nous parvenons a maintenir une qualite de la video a la reception 
relativement stable. En comparant les resultats ainsi obtenus, aux resultats obtenus dans 
le cas d'applications non adaptatives, nous remarquons qu'en plus de la stabilite, notre 
solution ameliore la qualite globale de la video a la reception. 
Vll 
ABSTRACT 
Ubiquity is a very popular concept nowadays. This decade has witnessed a booming of 
the nomad communication equipments and of the technologies supporting this kind of 
communications. So the traditional wireless networks make way for the new ad hoc 
networks, which brings us one step closer to the end-to-end wireless communications. 
But the ad hoc networks have a major limitation, quality of service, which is not yet 
supported in this kind of networks. In fact, the ad hoc networks, as well as the routing 
protocols and the medium access protocols used, offer no guaranty of service whatsoever. 
Thus, all the burden of quality of service lays on the application layer. 
Our main objective is to find a way to improve videoconferencing applications' quality of 
service in ad hoc networks. Our approach consists of making the videoconferencing 
application adaptive to the network's state. In order for the application to collect the 
needed information on network, we define a cross-layer architecture. Furthermore, we 
define different functioning modes for the application at the source. Thus, based on the 
information collected via the cross-layer architecture, the application will dynamically 
adapt to the network's state, by passing from one functioning mode to the other in a 
predefined order. 
The results obtained after the simulation of our solution are very satisfying, and prove 
that we can reach a relative stability of the quality of the received video by dynamically 
adapting the application at the source to the network's state. Furthermore, the simulations 
results show that besides stability, the overall quality of the video received is better when 
using our solution. 
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CHAPITRE1 INTRODUCTION 
Dans tous les domaines de la science, revolution nous mene vers des technologies de 
plus en plus adaptees au mode de vie actuel, au prix d'une complexite toujours 
croissante. En informatique, et plus specialement en reseautique, 1'evolution nous a 
menes a adapter nos reseaux a l'ubiquite des utilisateurs. En effets les utilisateurs des 
reseaux informatiques sont passes de personnes fixes assis a leurs bureau et travaillants 
sur leur ordinateur de bureau, a des personnes en deplacement continu, travaillants sur 
des equipements mobiles, tel que les ordinateurs portables, les telephones cellulaires ou 
les PDA (Personal Digital assistant). Ainsi pour suivre cette evolution, les reseaux 
informatiques sont aussi passes des reseaux fixes et completement cables de bout en 
bout, aux reseaux mobiles soutenus par des infrastructures fixes, les points d'acces. Ces 
reseaux mobiles continuent leur evolution pour donner naissance a une nouvelle 
generation de reseaux, les reseaux ad hoc. Ces reseaux sont sans fil de bout en bout. Ca 
veut dire que la communication entre deux noeuds n'utilise aucune infrastructure fixe. 
De meme, tous les noeuds a travers lesquels sont etablies les connexions sont des noeuds 
mobiles. Ces avantages des reseaux ad hoc, a savoir la simplicite de creation du reseau, 
ainsi que la mobilite des noeuds, entrainent du meme coup leurs inconvenients. En effet, 
la mobilite des nceuds et 1'absence d'infrastructure fixe, rends ces reseaux difficiles a 
gerer, et limite ainsi la qualite de service que ces reseaux presentent. 
Ce travail est une etude sur les methodes d'amelioration de la qualite de service des 
applications de videoconference dans les reseaux ad hoc. Dans ce premier chapitre nous 
allons introduire brievement les concepts des reseaux ad hoc, puis nous presenterons la 
problematique traitee dans ce document, pour ensuite survoler les elements de la 
solution et les resultats prevus, pour finir avec un plan de ce document. 
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1.1 Definition et historique 
Ad hoc en latin signifie « pour cette raison » ou « a cette fin ». Cette terminaison est 
done utilisee pour definir quelque chose qui est fait au moment meme, et sans 
planification a l'avance, pour resoudre un probleme specifique. Un reseau ad hoc est 
done un reseau improvise, et de ce fait il n'est pas supporte par une infrastructure fixe. 
Ce reseau est mis en place pour repondre a un besoin de communication entre deux 
entites, dans des cas ou un reseau fixe n'est pas disponible. 
MANET (Mobile Ad hoc NETwork), est un reseau ad hoc dont les noeuds sont mobiles, 
et communiquent entre eux en sans fil. La configuration d'un MANET change 
dynamiquement et aleatoirement. De plus la structure de ce reseau est plane, tous les 
noeuds sont au meme niveau, chacun fonctionnant comme noeud terminal et nceud de 
routage en meme temps. En effet, dans un reseau fixe, ou un reseau mobile avec 
infrastructure fixe, pour que les paquets passent de la source a la destination, ils doivent 
passer par des equipements fixes formants 1'infrastructure du reseau, tel que les 
concentrateurs, les routeurs et les points d'acces. Ce qui n'est pas le cas dans les 
reseaux ad hoc ou ce sont les noeuds mobiles qui jouent ce role d'equipements 
d'interconnexion, en meme temps que celui de nceud transmetteur. 
Les premiers reseaux sans fils furent crees en 1973 par la DARPA (Defense Advanced 
Research Projects Agency). Les PRNET (Packet Radio NETworks) se basaient sur 
CSMA (Carrier Sense Medium Access) et ALOHA pour l'acces au medium. Ces 
premiers reseaux furent testes pour des environnements de combats. Les reseaux 
PRNETs ont evolues en reseaux SURANs (Survivable Radio Networks) en 1980, pour 
rendre les equipements plus petits et moins gourmands en energie, et les reseaux plus 
robustes. Les protocoles utilises dans ces reseaux etaient capables de supporter jusqu'a 
plusieurs milliers de noeuds. Finalement avec l'arrivee des ordinateurs portables en 
1990, les MANETs sont devenus de plus en plus utilises dans divers domaines. 
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1.2 Elements de la problematique 
Les reseaux informatiques, ainsi que 1'internet ont embarques dans la locomotive de 
revolution. Une locomotive en acceleration continue, et a vrai dire incontrolable. En 
effet, les utilisateurs des reseaux actuels, que ce soit les developpeurs d'applications, ou 
les utilisateurs de ces application, demandent continuellement plus de ressources. Du 
cote des developpeurs, les applications developpees actuellement sont tres gourmandes 
en ressource, que ce soit en bande passante, en energie ou en puissance de traitement 
dans les noeuds. De meme, les utilisateurs de leurs cote, sont toujours plus demandant 
en qualite de service. Dans les reseaux fixes, les technologies developpees, ont permis 
de trouver un certain equilibre, entre les exigences des developpeurs et des utilisateurs 
d'un cote, et les ressources disponibles dans les reseaux de l'autre. 
Dans les reseaux sans fil, et specialement dans les reseaux ad hoc, les ressources sont 
tres limitees. En effet, les reseaux ad hoc sont limites en bande passante, car ils utilisent 
Fair comme medium de transmission. De plus, etant mobiles, les noeuds dans un reseau 
ad hoc n'ont pas acces a une source de courant, ce qui limite l'energie dans les noeuds. 
De meme, et du fait de leur mobilite, les noeuds sont souvent petits et ainsi leur 
puissance de traitement limitee. Toutes ces limitations physiques, limitent aussi la 
qualite de service que ces reseaux peuvent offrir, qualite de service qui est le critere le 
plus important pour les utilisateurs des applications. De plus, ces limitations propres aux 
reseaux ad hoc, rendent les technologies developpees pour les reseaux fixes, 
inutilisables dans ce genre de reseaux. D'ou le besoin de developper de nouvelles 
technologies speciales pour les reseaux ad hoc. C'est pourquoi on temoigne de nos jours 
d'une avalanche de litterature traitant les problemes de ces reseaux. 
D'un autre cote, avec revolution d'internet, qui est devenu une necessitee pour tous, on 
a eut une vague d'applications developpes dans differents domaines, utilisables sur 
internet. Mais le domaine qui a connu une expansion extraordinaire est celui des 
multimedias. Ces derniers consomment aujourd'hui la majorite des ressources 
d'internet, et la consommation n'est que croissante. En effet, telechargement de music, 
de video, le streaming et les videoconferences sont devenus des activites regulieres dans 
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la vie de chacun de nous. La videoconference est particulierement interessante dans les 
reseaux ad hoc. En ajoutant la mobilite et la simplicite de ces reseaux, a l'utilite de la 
communication audio et video en temps reel qu'offre la videoconference, on obtient une 
application primordiale dans differents domaines. En effet, cette application est d'une 
utilite sans pareil dans le domaine militaire, ainsi que dans les cas de desastres naturels 
ou non, qui rendent toute infrastructure fixe non operationnelle. Malheureusement, 
l'application de videoconference est tres gourmande en ressources. De meme la qualite 
de service est tres importante pour les utilisateurs de cette application. Actuellement les 
reseaux ad hoc ne sont pas capables d'offrir les ressources necessaires pour avoir une 
bonne qualite de la voix et la video. Pour cette raison il est important de developper des 
applications qui peuvent s'adapter aux ressources offerts par les reseaux, et non 
inversement, pour offrir une certaine qualite de service aux utilisateurs. L'application 
doit done etre informee a tout moment de l'etat du reseau. Cela peut etre atteint a l'aide 
d'une architecture cross-layer, qui est de plus en plus utilisee dans les reseaux ad hoc. 
1.3 Objectifs de recherches et resultats attendus 
Dans ce memoire nous proposons une methode qui vise a ameliorer la qualite de service 
des applications de videoconference dans les reseaux ad hoc. Ceci en rendant 
l'application adaptative a l'etat du reseau, en collectant l'information necessaire du 
reseau grace a une architecture cross-layer. Les etapes suivis pour atteindre se but sont: 
choix des protocoles et standards les plus adaptes a notre application : 
o protocole de routage offrant les meilleures performances dans les 
reseaux ad hoc. Ces dernieres seront mesurees en temps 
d'etablissement du chemin, et temps de reparation en cas de coupure 
de lien ; 
o Protocole de transport permettant une certaine forme de qualite de 
service, et permettant d'avoir des informations sur l'etat du reseau ; 
o Un standard de videoconference offrant plusieurs niveau de qualite 
de l'audio et de la video, ainsi que des outils de correction d'erreurs. 
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recherche des solutions proposees dans la litterature, analyse de ces solutions 
pour retenir les elements les plus interessants, et definir les limitations des 
etudes faites ; 
conception et implementation d'une methode d'adaptation dynamique de 
1'application de videoconference a l'etat du reseau : 
o etude des besoins des reseaux dans ses differents etats possibles ; 
o definition du mode de fonctionnement dans chaque etat du reseau, et 
de la methode de passage d'un mode a 1'autre ; 
o identification des parametres a changer au niveau de la source pour 
avoir les differents modes de fonctionnements. 
evaluation de la methode proposee, et analyse des resultats obtenus, en les 
comparants aux resultats obtenus dans le cas d'application non adaptative. 
1.4 Plan du memoire 
Ce memoire est forme de cinq chapitres. Le premier introduit les reseaux ad hoc, dans 
ce chapitre on trouve aussi les elements de la problematique, ainsi que la methodologie 
de travail suivie pour atteindre les resultats souhaites. Dans le deuxieme on trouvera une 
explication plus detaillee des concepts et des technologies utilisees dans les reseaux ad 
hoc, suivie d'une etude sur les solutions proposees dans le domaine. Le troisieme 
chapitre expose les details de la solution proposee, en developpant les differentes etapes 
du developpement de la solution. Dans le chapitre suivant les performances de la 
solution proposee seront evaluees. Le dernier chapitre va conclure ce memoire en 
analysant les resultats obtenus, et les limitations et faiblesses de la solution proposee, et 
offrant des voies future pour la recherche dans ce domaine. 
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CHAPITRE 2 RESEAUX MOBILES AD HOC ET ADAPTABILITY DES 
APPLICATIONS 
Contrairement aux reseaux cables, les reseaux sans fil sont des reseaux qui utilisent l'air 
comme medium de communication. Ces reseaux peuvent avoir une infrastructure fixe 
(i.e. les stations de base), pour supporter les noeuds mobiles, et presenter une certaine 
forme de centralisation dans le reseau. Les reseaux les plus utilises appartenant a cette 
famille sont les reseaux cellulaires, ou les telephones portables sont les noeuds mobiles, 
et les stations de base sont les points d'acces a 1'infrastructure fixe du reseau. Une autre 
famille des reseaux sans fils, c'est les reseaux mobiles ad hoc (MANETs, Mobile Ad 
hoc NETworks). Ces reseaux sont la nouvelle generation de reseaux sans fils. Us ne 
presentent aucune forme d'infrastructure fixe, ou de centralisation. Tous les noeuds dans 
ces reseaux peuvent se deplacer aleatoirement dans l'espace, et offrent des 
fonctionnalites d'interconnexion entre eux. Done si deux noeuds distants desirent 
communiquer, leurs messages doivent passer par des noeuds mobiles intermediaires. 
Mais du fait de cette mobilite, les liens sont toujours sujets a des coupures imprevues et 
frequentes. C'est pourquoi ces reseaux ne peuvent garantir aucune qualite de service. 
Ce manque en qualite de service, est la raison majeur qui retarde 1'explosion attendu de 
ces reseaux dans le domaine des telecommunications. 
Dans ce chapitre nous presenterons les caracteristiques des reseaux mobiles ad hoc, en 
faisant le point sur leurs limitations. Puis nous continueront en presentant les protocoles 
de routages utilises dans ces reseaux, avant de passer a la couche superieure en etudiant 
les protocoles de transports les plus adaptes a ce genre de reseau. Finalement nous 
exposerons un etat de l'art des solutions presentes dans la litterature pour ameliorer la 
qualite de service des applications de videoconference sur les reseaux ad hoc. 
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2.1 Limitations et problemes des reseaux ad hoc 
Etant en sans fil, les MANETs utilisent Fair comme support de communication, avec 
les technologies developpees par 1'IETF tel que 802.1 la/b/g. Par sa nature, l'air est un 
medium tres peu fiable. La raison est que Fair est sature de signaux electromagnetiques 
qui proviennent de differents equipements: domestiques, de communication ou 
industriels. Ces signaux electromagnetiques interferent entre eux et alterent ainsi le 
message envoye. De plus le signal voyageant dans l'air est sujet au phenomene 
d'evanouissement cause par des deplacements aleatoires du noeud mobile ainsi que des 
objets entourant ce noeud. Ces evanouissements imprevisibles causent aussi des erreurs 
a la reception. La premiere limitation des MANETs est done le taux eleve d'erreur de 
canal. 
II existe aussi des limitations de routage dans les MANETs. Les noeuds dans ces reseaux 
se deplacent aleatoirement, et leur emplacement geographique ainsi que leurs noeuds 
de voisinage changent aleatoirement dans le temps. Pour que le routage soit done 
efficace, ces noeuds doivent envoyer continuellement des messages de mise a jour de 
leur emplacement dans le reseau. Ces messages utilisent une partie de la bande passante 
qui est une ressource tres limitee dans les reseaux ad hoc. Cette limitation de la bande 
passante est aussi un handicap dans les reseaux ad hoc, car les techniques de modulation 
utilisees dans les reseaux sans fil, telles que CDMA (Code Division Multiple Access) et 
TDMA (Time Division Multiple Access), se basent sur un equipement central qui 
assigne les differents codes (CDMA) et/ou time slot (TDMA). Or les MANETs sont des 
reseaux decentralises, ou, comme nous l'avons deja mentionne, tous les noeuds sont au 
meme niveau. La technique d'acces au medium la plus utilisee jusqu'a present est done 
le CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance), qui est base 
sur une competition entre les noeuds, pour gagner Faeces en premier au medium. 
La derniere limitation des MANETs concerne les noeuds mobiles. Ces derniers sont 
limites en energie, espace memoire et puissance de traitement. En effet, du fait du 
deplacement des noeuds, une source d'energie «inepuisable » n'est pas disponible. 
Done le noeud doit se contenter de Fenergie contenue dans sa pile. De plus, la taille des 
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noeuds mobiles est generalement petite ce qui limite d'abord la taille de la memoire 
contenue dans ces noeuds, puis la puissance des processeurs qui ne sont pas aussi bien 
refroidis que dans les equipement fixes de taille plus grande. 
Toutes les limitations exposees la-dessus, introduisent un probleme majeur aux reseaux 
ad hoc, le probleme de qualite de service. En effet pour que le reseau soit capable 
d'offrir une certaine qualite de service, il doit pouvoir garantir la bande passante 
necessaire a 1'application. De meme il doit pouvoir offrir un minimum de stabilite pour 
les liens pour garder une certaine forme de continuite dans la communication. De plus 
au niveau des noeuds ils doivent etre assez puissants, d'abord en energie, pour 
transmettre avec le minimum d'erreurs le plus loin possible, et en traitement, pour 
pouvoir implementer des methodes de correction d'erreurs. 
2.2 Protocoles de routage dans les reseaux ad hoc 
Un protocole de routage est un protocole qui fonctionne a la couche 3 du model OSI. Ce 
protocole definie la methode avec laquelle les noeuds d'un reseau communiquent entre 
eux. Ainsi, un noeud source desirant envoyer de l'information a un ou plusieurs noeuds 
destinations, commence par lancer 1'operation de decouverte de chemin. Cette operation 
permet au noeud source de trouver le meilleur chemin que ces paquets doivent prendre 
pour atteindre la destination. Comme dans n'importe quel deplacement, la decouverte 
de chemin entre la source et la destination se base sur une adresse, IP dans le cas des 
reseaux, pour savoir dans quelle direction chercher. 
2.2.1 Caracteristiques des protocoles de routage 
Les protocoles de routage sont divises en plusieurs families. Les protocoles proactifs, ou 
l'information sur le chemin a suivre pour atteindre une destination existe deja dans les 
noeuds; les protocoles reactifs, ou l'information sur le chemin a suivre est collectee sur 
demande dans chaque noeud, et les protocoles hybrides. Cette derniere famille combine 
les deux modes de fonctionnement des deux families precedentes. 
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2.2.2 Comparaison de differents protocoles de routage 
Pour qu'un protocole de routage soit bien adapte aux reseaux ad hoc, il doit prendre en 
consideration les limitations que presente ce type de reseaux (voir partie 2.1). A savoir, 
etant donne que dans un reseau ad hoc les noeuds sont mobiles, les liens entres differents 
noeuds ne sont pas stables, et des coupures de liens peuvent survenir en tout moment. 
Done le protocole de routage doit etre capable de detecter rapidement cette coupure, et 
d'y remedier aussi rapidement, en trouvant un nouveau chemin pour la suite de la 
communication. De plus, comme deja mentionne, la bande passante dans les reseaux ad 
hoc est tres limitee, done le protocole de routage ne doit pas ajouter beaucoup de trafic 
inutile sur le reseau, et la decouverte de chemin doit etre faite avec le minimum possible 
de signalisation. Finalement, vu la faible puissance de traitement des equipements 
mobiles, il est important que le protocole de routage soit leger, et ne demande pas 
beaucoup de traitement dans les noeuds. Ceci est tres important dans les reseaux ad hoc, 
puisqu'en plus de la faible puissance de traitement dans les equipements, aucun 
equipement de centralisation n'existe dans ce type de reseau pour centraliser le 
traitement de 1'information. 
Plusieurs protocoles de routages pour les reseaux ad hoc sont definis dans la litterature. 
Mais repondre en meme temps a toutes les exigences mentionnees plus haut est 
quasiment impossible, pour cela, les developpeurs de ces protocoles se trouvent 
contraints a faire des compromis, en favorisant un parametre par rapport a 1'autre. 
Une comparaison entre les plus importants protocoles de routage dans les reseaux ad 
hoc a ete effectuee dans [5]. 
Dans ce document [5], les auteurs analysent les performances de H.264 [6] sur 
MANETs bases sur 802.11b. Les performances de H.264 sont evaluees en utilisant 
differents protocoles de routage pour enfin trouver le protocole le plus adapte a ce 
standard. 
Les protocoles de routage utilises sont OLSR [1], AODV [2], DSR [3] et TOR A [4], 
AODV-H, et les tests se font dans le cas de faible et de forte mobilite. 
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Le premier test est fait dans un environnement normal de mobilite. Dans ce test, les 
auteurs evaluent le temps de reparation de lien des differents protocoles de routage. Les 
resultats obtenus [5], montrent que AODV repond le plus rapidement a une coupure de 
lien, et done a le plus court temps de reparation. 
Le deuxieme test vise a etudier 1'impact des differents protocoles de routage sur la 
qualite de la video (PSNR) et le taux de perte de paquets. Les resultats obtenus [5], 
montrent une legere superiorite de AODV en termes de PSNR et taux de perte, mais a 
forte mobilite AODV devient moins performant que TORA, qui lui ne presente pas une 
grande difference entre faible et forte mobilite. 
D'autres tests ont ete effectues sur TORA et AODV, dans le meme environnement que 
precedemment, mais avec plusieurs connexions TCP dans le premier cas, et plusieurs 
connexions video dans le deuxieme. Les resultats de ces tests montrent que TORA perd 
de sa performance plus rapidement que AODV, et ceci quand le nombre de connexions, 
que ce soit TCP ou video, augmente. 
Done les auteurs dans [5] arrivent a la conclusion que AODV est le protocole de 
routage le plus adapte a la transmission d'une video codee avec le standard H.264, sur 
un reseau ad hoc. 
2.2.3 Caracteristiques de AODV 
AODV [7] est un protocole de routage fait specialement pour les reseaux ad hoc. Ce 
protocole appartient a la famille des protocoles reactifs (voir partie 2.2.1), done il ne 
conserve pas dans la memoire du noeud 1'information sur le chemin a prendre pour 
atteindre une destination. Au besoin, ce protocole lance le processus de decouverte de 
chemin entre la source et la destination. Les principaux avantages de AODV sont sa 
vitesse de convergence en cas de changement dans la topologie du reseau, et le concept 
de numero de sequence de la destination. Ce dernier permet, d'un cote de s'assurer que 
le chemin pris est sans boucle, de 1'autre, au niveau de la source de faire le choix de 
chemin, dans le cas ou plusieurs chemins sont disponibles. 
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AODV se base sur 3 types de message pour gerer une connexion [7], Route Request 
RREQ, Route Reply RREP et Route Error RERR. 
Route Request: quand un nceud source a besoin de communiquer avec un noeud 
destination, il a recourt aux services de AODV pour la decouverte de chemin. Ce 
dernier genere un message de requete de chemin (RREQ) [7], qu'il envoie en diffusion 
dans tout le reseau, avec une limite de diffusion specifiee dans le champ Time To Live 
(TTL). Le RREQ contient deux champs importants qui sont, Originator Sequence 
Number (numero de sequence de la source), c'est l'identifiant de la source, a etre utilise 
dans la table de routage des noeuds intermediaires comme source de ce chemin. Ainsi 
que le Destination Sequence Number (numero de sequence de la destination), c'est le 
dernier numero de sequence re§u par la source, et identifiant une route vers le noeud 
destination. Cet identifiant permet aux noeuds intermediaires de verifier la validite des 
routes qu'ils ont en memoire, et ainsi en cas de numero de sequence superieur ou egale 
a celui contenu dans le RREQ, le noeud intermediaire peut repondre directement a la 
source, par un RREP avec le chemin a prendre vers le noeud destination. 
Route Reply: quand un RREQ atteint la destination ou un noeud intermediaire 
connaissant un chemin valide vers la destination, ce noeud repond a la requete par un 
RREP [7], contenant le numero de sequence de la destination. Au cas ou le nceud 
repondant au RREQ est un noeud intermediaire, ce dernier met le numero de sequence et 
la valeur de lifetime (duree de validite du lien) contenus dans sa table de routage, alors 
que si le noeud repondant est le noeud destination, ce denier incremente son numero de 
sequence avant de l'ajouter a RREP et ajoute la valeur MY_ROUTE_TIMEOUT [7] 
dans le champ lifetime. Enfin le RREP est envoye en unicast a la source en utilisant le 
chemin contenu dans la table de routage du nceud generant ce RREP. Au passage dans 
chaque noeud, le champ Hop Count (nombre de sauts) est incremente de 1 de sorte que 
la source sache la distance qui la separe de la destination. 
Route Error: quand une destination devient inaccessible, a cause d'une coupure dans 
un lien ou de nceud desactive, le noeud qui detecte cette coupure, envoie un message a 
tous les voisins utilisant ce lien pour atteindre une destination. Ce message contient la 
12 
liste de destinations rendue inaccessible suite a cette coupure de lien, dans le champ 
Unreachable Destination Sequence Number [7]. Ainsi que le champ N mis a 1 si le 
noeud a effectue une reparation locale du chemin. L'etat des liens est connu dans les 
chemins actifs a l'aide des messages Hello. 
Hello: un message Hello est un paquet RREP avec TTL mis a 1. Ce message est 
envoye par un noeud faisant parti d'un chemin actif, pour informer ses voisins que ce 
lien est encore disponible. Pour minimiser la signalisation, les messages Hello sont 
envoyes uniquement par les noeuds faisant parti d'un chemin actif, et seulement si aucun 
paquet n'a ete envoye sur ce lien pendant une periode HELLO_INTERVAL (intervalle 
de temps entre deux messages Hello consecutifs). Ainsi, si le voisin ne recoit aucun 
paquet ou message Hello pendant ALLOWED_HELLO_LOSS * HELLOJNTREVAL 
secondes (duree de temps pendant laquelle un message Hello peut ne pas arriver au 
noeud, a cause d'une perte de paquet), ca veut dire qu'il y a coupure de lien et il genere 
un RERR. 
2.3 Protocoles de transport 
Un protocole de transport definit une methode de transfert de donnees entres deux 
noeuds. D permet le «transport» de l'information d'un noeud a l'autre, d'une fagon 
transparente pour 1'application qui desire effectuer ce transfert. Dans le modele de 
communication, que ce soit OSI ou TCP/IP, mis en place pour permettre une separation 
entre les differents niveaux d'une communication, la couche de transport est 
probablement la plus importante. Cette couche permet une separation entre ce qu'on 
appelle les couches basses, a savoir les couches reseau, liaison, et physique, dans le 
modele OSI, ou leurs equivalents dans les modeles TCP/IP, et les couches hautes, a 
savoir les couches presentation, session et application, dans le modele OSI, ou leurs 
equivalents dans les modeles TCP/IP. De meme, elle a une importante tache qui 
consiste a gerer la livraison des donnees aux couches hautes. 
Contrairement a TCP (Transmission Control Protocol), UDP (User Datagram Prtotocol) 
n'offre aucune garantie de service, ou mecanisme de detection ou correction d'erreurs. 
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Toute cette legerete et simplicity, rend ce protocole bien adapte aux applications ou le 
delai est plus important que le taux de perte, comme les applications temps reel 
(videoconference par exemple). Pour cette raison il est d'habitude utilise avec un 
protocole de transport plus fiable pour les applications audio et video, RTP (Real-time 
Transport Protocol) [8]. 
2.3.1 Real-time transport protocol (RTP) 
Real-time Transport Protocol est defini dans la couche application du modele TCP/IP, 
et dans la couche transport du modele OSI. C'est pourquoi il est interessant de l'exposer 
dans la partie concernant les protocoles de transport. 
RTP est un standard qui defini le format des paquets utilises pour le transport d'un trafic 
temps reel. Comme UDP ne presente aucune garantie de service, done aucune QoS 
(Quality of Service), RTP vient s'ajouter a UDP pour presenter une certaine QoS pour 
les applications temps reel. Meme si RTP ne garantit pas directement une QoS, mais le 
paquet envoye contient assez d'informations pour que la destination puisse traiter 
correctement les donnees regues. 
Pour avoir plus de controle sur la communication, un protocole de controle RTCP (RTP 
Control Protocol) [8] est utilise avec RTP. Ce protocole permet a la destination 
d'envoyer a la source un rapport sur la qualite de la communication et des paquets 
recus. A la reception de ce rapport, la source peut decider de modifier ces parametres 
(diminuer le debit par exemple) pour ameliorer la qualite de la communication. 
2.3.2 Caracteristiques de RTP/RTCP 
A chaque sortie d'un nouveau standard de compression audio et/ou video, un nouveau 
format de paquet RTP est defini specialement, pour le transport de la video et/ou 1'audio 
suivant ce standard. Dans [8] on defini le format du paquet RTP pour le transport de 
video suivant le standard H.264 [9]. Comme mentionne precedemment, le paquet RTP 
contient l'information necessaire, pour qu'a la destination, l'application puisse utiliser 
de fagon efficace les donnees. Parmi ces champs, les plus interessants sont: 
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Payload Type (PT): champs qui contient le type du contenu du paquet. Done 
sous quel format les donnees sont presentees dans le champ de donnees du 
paquet. 
Sequence number : e'est le numero de sequence du paquet recu. Comme 
dans UDP aucun mecanisme de remise en ordre n'existe, RTP vient combler 
ce manque avec son champ «sequence number » qui permet a la source de 
remettre en ordre les paquets recus. 
TimeStamp : ce champ contient le temps auquel la source a fait 
l'echantillonnage du contenu de ce paquet. Tout comme le champ 
« Sequence number », ce champ permet a la source de s'assurer de la 
position de ce paquet, ou de cet echantillon recu, parmi les autres recus avant 
ou apres. 
De meme, dans [8] on definit trois types de paquets, suivant le format des donnees qu'il 
contient: 
Paquet a une seule unite NAL : e'est un paquet RTP qui ne contient qu'une 
seule unite NAL [9]. 
Paquet d'agregats : e'est un paquet RTP qui contient plusieures unites NAL 
et qui se presente sous quatre formes differentes : 
o STAP-A : Paquet d'agregat a temps unique sans champs DON 
(Decoding Order Number). 
o STAP-B : Paquet d'agregat a temps unique avec champs DON. 
o MTAP16 : Paquet d'agregat a temps multiples avec un champ offset 
de 16 bits. 
o MTAP24 : Paquet d'agregat a temps multiples avec un champ offset 
de 24 bits. 
Unite de Fragmentation (FU): paquet contenant des fragments des unites 
NAL, ce paquet se presente sous deux formes : 
o FU-A : Paquet de fragmentation sans champ DON. 
o FU-B : Paquet de fragmentation avec un champ DON. 
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Pour les paquets de types STAP-A, STAP-B, MTAP16, MTAP24, FU-A et FU-B ce 
document specifie six nouveaux types d'unite NAL qui etaient non definis dans la 
specification du JVT H.264 [9], ces types prennent les valeurs 24, 25, 26, 27, 28 et 29 
respectivement. 
De plus, ce document definis trois types de paquetage : 
- Mode a unite NAL unique : mode ou les unites NAL sont envoyees l'une a 
la suite de 1'autre dans differents paquets RTP et suivant le bon ordre de 
decodage. 
- Mode Non mele : mode ou les unites NAL peuvent etre envoyees par 
agregats ou fragments mais doivent garder le bon ordre de decodage. 
- Mode mele : mode ou les unites NAL peuvent etre envoyees par agregats ou 
fragments et ne suivent pas necessairement le bon ordre de decodage. Ce 
mode utilise le champ DON pour remettre les unites NAL dans le bon ordre 
au decodeur. Pour les paquets de type MTAP deux champs differents sont 
ajoutees, Decoding Order Number Base (DONB) qui a la meme valeur que 
DON, et Decoding Order Number Difference (DOND) qui est la difference 
entre DONB et le DON d'une unite NAL, si cette derniere etait envoyee 
dans un paquet RTP toute seule. 
Pour notre recherche nous allons retenir les paquets a unite NAL unique, les paquets 
STP-A et les paquets FU-A. les autres paquets avec un champ DON ne nous interessent 
pas puisque le profile de H.264 que nous utilisons ne permet pas l'utilisation de paquets 
meles. De plus le changement de mode de paquetage se fera dynamiquement suivant 
l'etat du reseau, information qui sera recueillie grace au protocole de routage AODV, 
ainsi que grace au rapport du recepteur (RR) du protocole RTCP. 
2.4 Standards de videoconference 
Une videoconference c'est une application qui permet a deux ou plusieurs personnes de 
communiquer entre eux. Cette communication est en audio et video et se passe en temps 
reel. Avant de transmettre la voix et la video sur le reseau, on procede a une 
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compression des deux. Les organismes de standardisation travaillants dans le domaine, 
definissent la facon avec la quelle la voix et la video sont compressees, et presentees de 
l'application vers le reseau et inversement. Les deux organismes les plus actifs dans le 
domaine sont ISO/IEC avec son group de travail MPEG (Moving Picture Experts 
Group). Cet organisme a deja defini plusieurs standards, les plus importants sont 
MPEG-1 [10], MPEG-2 [11] et MPEG-4 [12]. Le deuxieme organisme est ITU-T avec 
son groupe de travail VCEG (Video Coding Experts Group). Les deux standards les 
plus importants definis par cet organisme sont H.261 [13], H.263 [14]. En 2003 les deux 
organismes mentionnes plus haut joignent leurs efforts et expertises dans le JVT (Joint 
Video Team), pour creer un standard qui unit les avantages des standards crees par les 
deux organismes. Le resultat, le standard H.264 /AVC (H.264/Advanced Video Coding) 
[9]. 
2.4.1 Comparaison des standards de videoconference 
La comparaison de differents standards de videoconference a ete effectuee dans [15] ou 
on compare les performances du standard H.264 par rapport aux standards MPEG2, 
MPEG4 et H.263. Les auteurs effectuent une comparaison pour des sequences video a 
faible debit, d'ou l'utilisation du format d'image QCIF, avec des sequences de 150 
trames. De plus, comme l'oeil humain est plus sensible a la luminance qu'a la 
chrominance, les auteurs ne considerent que la composante de luminance dans 
1'evaluation. La comparaison ce fait par rapport au debit genera en sortie du codeur, et 
le PSNR (Peak Signal Noise Ratio) de la sequence codee. 
Dans le document [15] on trouve les resultats obtenus pour les quatre types de codage 
avec differentes sequences video a differents debits. Ces resultats montrent une visible 
superiorite dans les performances de H.264 par rapport aux autres standards simules. 
Notre recherche consiste a rendre les applications de videoconference adaptatives aux 
reseaux ad hoc, et ainsi ameliorer la qualite de service. Suite aux resultats obtenus dans 
[15] nous remarquons que H.264 est plus interessant pour etre notre application de base 
que les autres standards. En effet, dans son fonctionnement normal, H.264 presente deja 
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des avantages par rapport aux autres standards, ce qui le rend plus adapte aux reseaux 
ad hoc. 
2.4.2 Caracteristiques de H.264/AVC 
L'aspect le plus important dans le standard H.264/AVC est la separation entre le niveau 
de codage et le niveau de paquetisation. En effet dans le standard H.264/AVC deux 
niveaux sont definis, le VCL (Video Coding Layer), niveau de codage de la video, et le 
NAL (Network Abstraction Layer) niveau d'abstraction du reseau, qui rend le meme 
paquet code utilisable sur differents types de reseaux. De plus ce standard presente 
plusieurs outils et ameliorations par rapport aux standards precedents. Ces outils seront 
presentes rapidement dans ce document. Pour plus de details sur les outils de 
H.264/AVC nous vous conseillons de vous referer a [16]. 
Le codage de la video se fait au niveau du VCL. Pour bien comprendre le codage, il est 
important de savoir qu'une image est constituee de petites composantes. Chaque 
composante represente soit la luminance Y, soit la chrominance Cb et Cr. La luminance 
etant la luminosite de cette composante, et la chrominance etant la couleur de cette 
composante. Ces composantes sont regroupees entre elles pour former un macroblock 
(MB). Un MB peut prendre plusieurs tailles representees par le nombre de composantes 
en longueur multiplier par le nombre de composantes en largeur, soit done de la forme 
X x Y. Comme l'ceil humain est plus sensible a la luminance qu'a la chrominance, un 
MB continent plus de composantes de luminances que de chrominance. Les MBs sont 
regroupes en tranches (Slices), une image peut etre constituee d'une ou plusieurs 
tranches. II existe plusieurs types de tranches, les plus importants sont les tranches de 
type I, type P et type B. Les tranches de types I sont codees en intra, done chaque 
composante est codee par rapport aux autres composantes dans la meme trame, on parle 
de codage spatial, car les composantes de prediction varient dans l'espace mais pas dans 
le temps. Les tranches de types P sont codees en intra et inter, done les composantes 
peuvent etre codes par rapport a d'autres composantes dans d'autres trames, en utilisant 
un seul vecteur de compensation de mouvement [9], on parle de codage spatio-
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temporal, car les composantes de prediction varient dans l'espace ainsi que dans le 
temps. Les tranches de type B sont codees comme ceux de type P mais avec la 
possibilite d'utiliser deux vecteurs de compensation de mouvement. 
En plus du codage de base, plusieurs outils on ete ajoutes dans H.264/AVC pour rendre 
le codage plus efficace. Les plus importants sont la compensation de mouvement en 
utilisant plusieurs images de references, la compensation de mouvement utilisant des 
bloques de tailles differents, la separation entre l'ordre de referencement et celui de 
presentation, deux types de codages entropiques (emtropy coding) CAVLC {Context-
Adaptive Variable-Length Coding) et CABAC {Context-Adaptive Binary Arithmetic 
Coding) ainsi que d'autres outils [16]. De meme H.264 presente des outils de correction 
d'erreurs qui le rend plus robuste que ces predecesseurs aux paquets perdus ou errones. 
Parmi ces outils nous citons la structure de l'unite NAL, taille de tranches flexible, 
rangement de MB flexible, ainsi que d'autres [16]. 
Apres le codage de la video, la couche NAL permet de modeliser l'information obtenue 
de fa<jon compatible avec differents genres de reseaux. La couche NAL construit des 
paquets a partir des bits generes par la couche VCL. L'entete du paquet NAL contient 
l'information sur la fa$on avec laquelle le contenu est code. 
Deux types de paquets NAL existent, le premier contient l'information produite par la 
couche VCL, 1'autre contient de l'information sur la fagon dont la serie (plus ou moins 
longue) d'unites NAL doit etre decodee. Cette information est l'ensemble de parametres 
{parameter set). De meme, deux types d'ensemble de parametres existent, les 
parametres de sequence {sequence parameter set) et les parametres de 1'image {picture 
parameter set). Une sequence est une suite d'images codees, qui constitue une partie 
de la video codee. Les unites NAL contenants un VCL appartenant a une sequence, 
pointent vers l'ensemble de parametres deja recus pour le decodage de cette sequence. 
D'autre part, les parametres de l'image sont utilises pour le decodage d'une certaine 
image dans une sequence. Ainsi on minimise les entetes, puisque l'information sur le 
decodage de plusieurs paquets est recue une seule fois. 
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Une fois le paquet NAL construit, il peut etre envoye sur des reseaux en flot de bits, 
pour cela il doit etre delimite par un code de debut et de fin. Comme il peut etre envoye 
sur un reseau de flot de paquets ou les code debut et de fin ne sont pas necessaires. 
2.5 Architecture Cross-Layer 
La revolution cross-layer a surgie suite a la commercialisation des reseaux sans fil. 
Dans ces reseaux, les modeles existants, comme la pile OSI ou TCP/IP, ne sont pas 
adaptes. Pour cela les chercheurs ce sont oriente vers la modification de ces standards, 
ou les couches ne communiquent qu'avec les couches adjacents, pour permettre aux 
couches de communiquer avec des couches qui ne leur sont pas adjacents. Dans [17] on 
defini le design cross-layer comme tout design qui viole 1'architecture de reference pour 
la communication entre couches. 
De plus dans [17] on defini quartes types de design cross-layer dependamment du type 
de violation qui a eu lieu : 
Creation de nouvelles interfaces : ca revient a creer de nouvelles interfaces 
pour que les couches non adjacentes puissent communiquer entre elles. De 
plus les auteurs dans [17] divisent cette categorie en trois sous-
categories dependamment du sens du flot entre les couches, de haut en bas, 
de bas en haut ou dans les deux sens. 
- Le fusionnement de couches adjacentes : ca revient a fusionner deux 
couches adjacentes en une seule, sans le besoin de creer de nouvelles 
interfaces pour cette nouvelle super-couche. 
Couplage entre couches sans la creation de nouvelles interfaces : ca revient a 
creer des protocoles de couches en prenant en compte le fonctionnement des 
autre couches, meme celles qui ne sont pas adjacentes. 
Calibrage vertical a travers les couches : ca reviens a faire une modification 
des parametres qui passent par toutes les couches. 
En plus de la definition de differents types de design, dans [17] on defini differents type 
de communication entre les couches : 
20 
Communication directe : ou les couches communiquent directement l'une 
avec 1'autre, a travers de nouvelles interfaces. 
Une base de donnees partagee : ou une base de donnees est cree, comme une 
nouvelle couche qui interagit avec toutes les autres couches. Ainsi une 
couche peut introduire une variable a la base de donnees, qu'une autre 
couche peut lire et utiliser. 
Une toute nouvelle architecture : ou la communication entre couche ne suit 
pas les modeles deja definis. 
Pour notre recherche nous allons utiliser une architecture cross-layer avec calibrage 
vertical, avec creation d'une base de donnees partagee. Cette architecture etant la plus 
facile a implementer et la mieux adaptee a notre recherche. 
2.6 Etudes existantes dans le domaine 
2.6.1 Delais et gigue dans la videoconference 
Dans [5], AODV a ete choisi comme protocole de routage, et les performances de 
H.264 ont ete testes dans differents environnements. 
Le premier test, pour evaluer l'impacte de la mobilite et de la congestion sur le PSNR, 
montre que la mobilite cause des pertes de qualite moins frequentes mais plus visibles 
que ceux causees par la congestion. De plus les tests sur le delai et la gigue, montrent 
que la mobilite et la congestion influencent differemment ces deux parametres. A forte 
mobilite tres peu de paquets ont un tres grand delai de plus de 6s, les autres ont un delai 
acceptable. Alors qu'en cas de congestion, tous les paquets qui arrivent a destination, 
arrivent avec un delai de moins de Is. En ce qui concerne la gigue, les resultats sont 
aussi differents pour la mobilite et la congestion. Pour la premiere, la gigue est moins 
frequente mais plus aigue, alors que pour la deuxieme la gigue est distribute 
moyennement tout au long de la connexion. Les resultats obtenus sont reportes dans [5]. 
Pour remedier a ces problemes, les auteurs on recourt a deux parametres dans H.264. 
Le premier est le nombre de trames de references, et leurs tests montrent que 
l'utilisation d'une seule trame de reference donne les meilleurs resultats en terme de 
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vitesse de correction. Le deuxieme est le MacroBlock Intra-Updating. Plusieurs modes 
ont ete testes et les resultats montrent que le 1/3 random MB update donne les meilleurs 
PSNR pour un taux de perte de 20% ainsi que celui de 4%. 
D'autre part, l'etude dans [19] se base sur le nombre de sauts entre source et 
destination. En effet, Dans ce document on propose deux solutions pour ameliorer la 
qualite de la transmission video en temps reel sur un reseau ad hoc. Les deux solutions 
visent a minimiser le delai de bout en bout, et ceci pour repondre aux contraintes de 
delais dans les applications temps reel. 
Ce but est atteint premierement en augmentant la puissance de transmission des noeuds. 
En faisant ceci on parvient a minimiser le nombre de sauts entre la source et la 
destination, mais on augmente aussi 1'interference entre les noeuds. L'etude faite dans ce 
document montre que si on veut diminuer le delai de bout en bout, on doit diminuer 
aussi le nombre d'utilisateurs dans le reseau conformement a l'equation suivante [19]: 
Ou L et L' sont l'ancienne et la nouvelle distance respectivement en sauts entre la 
source et la destination, et n et n' sont l'ancien et le nouveau nombre d'utilisateurs 
respectivement dans le reseau. 
D'autre part, cette etude montre que si on ne veut pas diminuer le nombre d'utilisateurs, 
on ne peut pas augmenter la puissance de transmission des noeuds. Par contre ce qu'on 
propose dans ce document serait de diminuer la taille des paquets conformement au 
debit disponible. 
Dans le document [19] on trouve les resultats obtenus pour des simulations faites avec 
des sequences video de 100 trames a 10 trames/s en QCIF et 300 trames a 30 trames/s 
en CIF, sur un reseau ad hoc de bande passante partagee de 3.6 Mbps. 
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Les resultats montrent que quand la distance entre la source et la destination augmente, 
le debit video doit etre diminue en fonction, et ceci entraine une degradation dans la 
qualite de la video. 
Mais cette methode reste statique puisque la decision sur le debit ou le nombre 
d'utilisateurs se fait au lancement de l'application. En effet, aucun mecanisme 
d'adaptation de l'application au reseau ou vice versa en temps reel n'est propose. 
2.6.2 Erreurs de transmission dans la videoconference 
Dans un autre document [18], les auteurs testent les performances du standard H.264 en 
ce qui concerne la resistance aux erreurs induits par les reseaux, tel que les reseaux ad 
hoc. La simulation a ete faite en utilisant le model de test JM3.9a, avec des sequences 
videos de 150 et 300 trames de long, en format QCIF. Les parametres pris en comptes 
pour 1'evaluation des performances sont le PSNR, ainsi qu'un parametre introduit par 
les auteurs, et qui represente la robustesse (R), qui est la capacite du standard a 
maintenir la qualite de l'image meme en presence d'erreurs. 
Les simulations on ete faites dans differents etats du reseau. Et ainsi en variant 
differents parametres les auteurs ont essaye de parvenir au meilleur rendement. 
Le premier test effectuer est un test de reference, ou tous les parametres de H.264 sont 
laisses a leur valeur par defaut. Suite a ce test, un deuxieme test est effectue ou les 
parametres ont ete regies a leur valeur optimale. Les parametres principaux qui ont ete 
actives sont: Hadamart Transform, le codage CABAC et le Rate Distortion 
Optimization. De meme le mode completement flexible de la fonction de transformation 
adaptative du block a ete active. 
Les resultats montrent que dans un reseau a forte perte de paquets (jusqu'a 3%), le 
rendement augmente en augmentant la frequence des intra frames. De plus, dans les 
reseaux a pertes en rafales du quart ou trois quarts de la taille de la trame, 1'utilisation 
de FMO (Flexible Macroblock Ordering) avec un envoi aleatoire de intra 
Macroblock pour la mise a jour d'une partie des macroblock (le 1/3 dans une trame) 
donne un taux d'erreur de seulement 1.4%. 
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Done la qualite de la video transmise sur un reseau a fort taux d'erreur, est amelioree en 
reglant les parametres introduits dans ce document. Mais les tests ne sont pas complets. 
Premierement ces tests ne prennent pas en consideration les pertes de paquets suite a 
des coupures de liens dans les reseaux, bien que ce probleme est tres frequent dans les 
reseaux ad hoc. Deuxiemement les tests se font pour un debit constant, alors que dans 
un reseau ad hoc nous voudrons plutot que le debit s'adapte dynamiquement a l'etat du 
reseau. Ainsi si le reseau est congestionne ou un lien est coupe, nous voudrons que le 
debit diminue. Et inversement si le reseau fonctionne normalement nous voulons que le 
debit augmente. 
2.6.3 Effet des coupures de liens sur la qualite 
Une etude conduite sur la taille des paquets pour l'amelioration de la PSNR est faite 
dans [20]. Dans cette methode, la decision quant a la taille des paquets est prise en 
fonction de la valeur de disponibilite des liens. L'etude experimentale a ete faite dans 
deux environnements. Le premier est un environnement ou la disponibilite des liens et 
l'interference sont grandes (zone urbaine), et l'autre ou la disponibilite des liens et 
l'interference sont faibles (autoroute). Suite a cette etude de la correlation entre l'etat 
des liens, la taille des paquets et le PSNR, les auteurs sont arrives a la conclusion que 
pour une disponibilite des liens de plus de 95%, l'utilisation de paquets de petite taille 
donne un meilleur PSNR que l'utilisation de paquets de grande taille. D'autre part, pour 
une disponibilite de moins de 95%, e'est l'utilisation de paquets de grande taille qui 
donne un meilleure PSNR. Ces resultats ont menes au developpement d'un algorithme 
qui decide sur la taille des paquets en fonction de la disponibilite des liens. La 
disponibilite des liens est mise a jour continuellement durant la transmission pour 
pouvoir changer dynamiquement la politique a utiliser pour la taille des paquets. Cet 
algorithme a permis d'ameliorer le PSNR de H.264, de 5 dB pour le scenario sur 
l'autoroute et de 2 dB pour le scenario en zone urbaine, par rapport a H.264 avec une 
taille fixe des paquets. 
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Cette methode ne prend en consideration que la taille des paquets, sans prendre en 
compte le contenu des paquets. En effet, en plus de l'etat du reseau, on doit savoir le 
type de donnees contenues dans les paquets pour decider de la meilleure taille. Par 
exemple pour des I-Frames, il serait meilleur d'utiliser des paquets de petite taille 
meme si la disponibilite et l'interference sont faibles, ce qui n'est pas le cas pour les P-
Frames ou les B-Frames. 
2.6.4 Application adaptative 
La seule proposition existant dans la litterature, pour rendre 1'application de 
videoconference adaptative a l'etat du reseau, est faite dans [21]. Dans ce document, on 
propose une methode pour ameliorer la qualite de service des applications de 
videoconference, basee sur l'echange d'informations entre couches. 
Ce modele est base sur la variation dynamique des parametres de codage et de 
correction d'erreur, en fonction du nombre de sauts entre la source et la destination. 
Les auteurs montrent d'abord comment la bande passante disponible sur un chemin 
diminue quand le nombre de sauts sur ce chemin augmente. II en resulte que pour 
garder une bonne qualite de service, on doit diminuer le debit de 1'application quand le 
nombre de saut sur le chemin augmente. 
Un protocole de routage comme AODV contient 1'information sur le nombre de sauts 
dans sa table de routage. L'echange d'information entre couche, permet a la couche 
application de retrouver cette information et d'adapter son debit en fonction. Ainsi 
quand le protocole de routage effectue un changement de route, 1'application d'abord 
arrete l'envoie de paquets jusqu'a ce qu'une nouvelle route soit etablie, les paquets 
perdus sont envoyes sous forme de paquets redondants contenants seulement le vecteur 
de deplacement, ensuite l'application a la source commence la transmission des 
nouveaux paquets par une I-frame, puis effectue un changement de debit en changeant 
le parametre du quantificateur et continue a envoyer des PJrames. 
Done en plus du changement de debit dynamique, cette methode permet une meilleure 
protection contre les erreurs en utilisant des paquets redondants pour le P-frames, 
25 
contenants seulement les informations indispensables au bon decodage de 1'image, ainsi 
que le FEC pour les I-frames. 
Les resultats des simulations effectuees montrent que 1'augmentation du QP, du FEC et 
de paquets redondants, quand le nombre de sauts entre la source et la destination 
augmente, diminue la distorsion de l'image au decodeur. 
Les ameliorations atteintes par cette methode sont tres importantes, surtout que le 
Cross-Layer Feedback est utilise, et que des parametres de l'application H.264 sont 
changes dynamiquement. Mais ce travail n'est pas complet puisque d'autres parametres 
de H.264 peuvent etre exploites dans le meme esprit, afin d'atteindre encore de 
meilleurs resultats. 
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CHAPITRE 3 METHODE D'ADAPTATION DE L'APPLICATION 
Pour ameliorer la qualite de service de 1'application de videoconference dans les 
reseaux ad hoc, nous decidons de rendre l'application adaptative a l'etat du reseau. 
L'architecture cross-layer que nous utilisons permet a l'application de connaitre en tout 
moment l'etat du reseau, en ayant acces a l'information collectee par les couches 
basses. Ainsi, et dependamment de l'etait du reseau, l'application passera d'un mode de 
fonctionnement a un autre dynamiquement. Pour atteindre ce but, nous allons 
commencer par definir les etats possibles d'un reseau ad hoc. Pour chaque etat du 
reseau nous allons definir le comportement de l'application de videoconference, et la 
fagon avec laquelle le passage d'un mode de fonctionnement a l'autre va se faire. Puis 
nous donnerons les caracteristiques de chaque mode de fonctionnement defini, done les 
valeurs des parametres qui definissent un mode de fonctionnement de l'application a la 
source. Pour la detection de l'etat du reseau, et le choix du mode de fonctionnement de 
l'application, nous definirons l'architecture cross-layer la mieux adaptee a notre 
application, ainsi que les informations echangees entre les differentes couches. 
Finalement nous ferons une synthese du chapitre en faisant une representation en 
diagramme du fonctionnement de notre application. 
3.1 Hypotheses 
Les hypotheses considerees dans le developpement de notre solution sont les suivantes : 
Le reseau considere est un reseau ad hoc, ou tous les noeuds sont mobiles, et 
ou l'etat du reseau ne peut pas etre prevu a l'avance. 
Le protocole de routage utilise dans ce reseau est AODV. 
Le standard de videoconference utilise est H.264/AVC. 
- Le protocole de transport est RTP/RTCP sur UDP. 
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3.2 Etats du reseau et mode de fonctionnement de 1'application 
Nous definissons sept etats dans lesquels le reseau ad hoc peut etre au moment de la 
session de videoconferenees. Chaque etat n'est pas fixe durant toute la session, mais le 
reseau peut passer d'un etat a l'autre a tout instant, sans que ce passage ne puisse etre 
prevu a l'avance. Nous definirons de raeme le mode de fonctionnement de 1'application 
a la source dependamment de l'etat dans lequel se trouve le reseau. 
3.2.1 Aperc.u sur les modes de fonctionnement 
Avant d'introduire les differents etats possibles d'un reseau ad hoc, nous trouvons qu'il 
serait interessant de definir brievement les modes de fonctionnements de l'application a 
la source. Pour plus de details sur ces modes de fonctionnement nous vous referons a la 
partie 3.3. 
Mode High : Ce mode offre une video de haute qualite. H a ete congu dans le 
but d'envoyer beaucoup d'information sur le reseau. Ainsi nous aurons assez 
de paquets propres a notre communication dans le reseau, pour maintenir le 
flot de paquet jusqu'a la source pour une certaine duree, raeme en cas de 
coupure de liens. 
Mode Normal! : ce mode offre une video de bonne qualite. II a ete congu 
dans le but de maintenir un bon nombre de paquets propres a notre 
communication en circulation dans le reseau. Mais son debit est inferieur a 
celui du mode High, pour ne pas causer des congestions dans le reseau. 
Mode NormaH : le but et les caracteristiques de se mode, ne different pas 
beaucoup de ceux du mode Normall. Ce mode a ete quand meme congu 
pour ameliorer legerement la qualite de la video quand l'etat du reseau le 
permet. 
- Mode Congestion Prevention (CP) : ce mode offre une video de qualite 
moyenne. II est utilise dans des cas ou l'information collectee du reseau 
informe d'une possibilite de congestion qui se forme. Nous allons done 
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utiliser se mode pour diminuer le trafic et rendre la communication mieux 
adaptee a l'etat du reseau. 
- Mode Prevention : ce mode offre une video de qualite moyenne. II a ete 
con$u pour etre utilise dans des cas ou 1'information collectee du reseau 
informe d'une possibilite de coupure de lien. Nous utilisons ce mode pour 
prendre des mesures preventives en cas de coupure de liens, en diminuant le 
debit, et rendant la communication plus robuste contre les erreurs. 
Mode Recovery : ce mode offre une video de qualite mediocre. II est utilise 
seulement dans le cas ou la coupure de liens est confirmee. Dans ce cas, 
nous allons minimiser le debit au maximum en attendant qu'un nouveau 
chemin vers la destination soit trouver. 
- Mode Congestion Recovery (CR) : ce mode offre une video de qualite 
mediocre. II est utilise dans le cas ou la congestion est confirmee dans le 
reseau. Dans ce cas, nous allons diminuer le debit tout en conservant une 
qualite de la video meilleure que celle obtenue dans le mode Recovery. 
3.2.2 Etats du reseau 
3.2.2.1 Chemin etabli 
C'est l'etat normal de fonctionnement d'un reseau ad hoc. Cet etat est atteint suite a une 
demande de connexion lancee par la source. Le protocole de routage (AODV dans notre 
cas) effectue une recherche de chemin entre la source et la destination, et retourne dans 
le cas normal le plus court chemin figure 3.1. Pour les premieres millisecondes apres 
l'etablissement de la connexion, nous considerons que le chemin est stable et que les 
memoires tampons dans les noeuds intermediaries ne sont pas surchargees. Nous 
exploitons done cette stabilite en envoyant pour une courte duree beaucoup 
d'information sur le reseau en utilisant de grands paquets. C'est pour cette raison que du 
cote de l'application a la source, apres l'etablissement du chemin entre cette derniere et 
la destination, l'application se met en mode High pour un temps equivalent au temps 
que met un paquet a faire un aller retour sur le reseau (RoundTripTime ms). Dans ce 
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mode de fonctionnement 1'application envoie beaucoup d'information avec une haute 
qualite de la video. Suite a cette etape, nous considerons que les premiers paquets sont 
deja arrives a la destination. De meme nous considerons que le reseau contient assez de 
paquets propres a cette session pour maintenir le flot d'information vers la destination 
en cas de coupure de liens, jusqu'a ce qu'un nouveau chemin soit etabli. Apres 
RoundTripTime ms nous pouvons passer en mode normall. Dans ce mode 1'application 
a la source fonctionne normalement, done la qualite de la video est un peu reduite et de 
meme le debit sur le reseau. Ce mode est maintenu jusqu'a la reception du premier 
rapport du recepteur RR (Receiver Report). Quand ce rapport est regu, on verifie les 
valeurs des champs interarrival jitter et fraction lost. Si ces valeurs sont petites, nous 
considerons que le reseau fonctionne bien, et que nous pouvons augmenter un peu la 
qualite de la video et par suite le debit sur le reseau, done nous passons dans le mode 
normall. Le fonctionnement dans les modes Normall et Normal! est pour une duree 
equivalente a la duree de validite du chemin, moins la duree de l'intervalle de temps 
durant lequel nous devons recevoir un message pour confirmer la disponibilite du lien, 
message HELLO dans le cas de AODV, (Liftime - HELLO JNTERVAL ms). Si apres 
cette duree, la source n'a pas recue un message HELLO ou une mise a jour de ce 
chemin, elle passe en mode Prevention. Le passage a ce mode est fait, parce que nous 
presumons qu'il peut y avoir une coupure de lien quelque part sur le chemin. En passant 
dans ce mode, nous diminuons legerement le debit sur le reseau pour ne pas causer un 
debordement des memoires tampons des noeuds intermediaires, jusqu'a ce que l'etat 
actuel du reseau soit confirme. AODV accepte un certain nombre de pertes de paquets 
HELLO (ALLOWED_HELLO_LOSS), avant de decider de 1'invalidity d'un lien. 
Puisque l'intervalle d'attente d'un message HELLO est de HELLO JNTERVAL, cela 
nous donne ALLOWED_HELLO_LOSS * HELLOJNTREVAL ms. Si apres cette duree 
nous recevons un nouveau message HELLO, nous considerons que le chemin est encore 
valable et done nous repassons en mode normall. Sinon, au cas ou nous ne recevons 
pas de message HELLO, ou nous recevons un message RERR, ca veut dire qu'il y a 
coupure de lien. 
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Figure 3.1 Chemin etabli 
3.2.2.2 Chemin etabli avec grande gigue 
Le paquet de controle RTCP Receiver Report (RR) contient deux champs qui nous 
interessent. Le champ contenant la fraction de paquets perdus dans le reseau (fraction 
lost), et la valeur moyenne de la gigue entre deux arrivees consecutives (interarrival 
jitter). Si un RR est regu avec une valeur grande dans le champ interarrival jitter mais 
une valeur petite dans le champ fraction lost, nous considerons que le chemin pris 
presente beaucoup de variation dans la capacite des liens figure 3.2 et qu'une 
congestion peut se produire si le debit sur le reseau reste le meme. Comme prevention, 
pour ne pas avoir de congestion sur le reseau, 1'application a la source passe en mode 
congestion prevention pour une duree RoundTripTime ms. En passant dans ce mode 
nous diminuons le debit de l'application, ainsi que la taille des paquets, done nous 
allegeons un peu la charge sur les memoires des nceuds intermediaires, ce qui doit 
minimiser les chances d'avoir une congestion. De plus, en utilisant des paquets de petite 
taille, nous diminuons la possibilite de rejet de paquet, ainsi que la gigue [31]. Apres 
RoundTripTime ms, nous aurons essaye d'alleger les memoires tampons des noeuds 
intermediaires, done nous pouvons essayer de fonctionner dans un mode normal. Nous 
repassons done au mode normal!, ceci pour ne pas vider completement les memoires 
tampon des noeuds intermediaires, et pour utiliser le plus efficacement possible les 
ressources. 
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Figure 3.2 Chemin etabli avec grande gigue 
3.2.2.3 Chemin etabli avec congestion 
Pour pouvoir detecter une congestion dans un reseau, nous nous basons sur la gigue et 
le taux de pertes induits par ce reseau. Pour recuperer ces valeurs, nous faisons recours 
au rapport envoye par la destination, le RR. Si un RR est rec,u avec une grande valeur 
dans les champs interarrival jitter et fraction lost, nous considerons qu'il y a congestion 
quelque part sur le chemin pris, figure 3.3. nous passons done dans le mode de 
fonctionnement propre aux cas de congestion, congestion recovery jusqu'a ce que la 
congestion soit resolue. Ceci est detecte aussi a l'aide des valeurs de la gigue et du taux 
de perte de paquet dans le reseau. Si ces valeurs sont petites, alors nous pouvons 
deduire qu'il n'y a plus de congestion dans le reseau. Comme deja mentionne, ces 
informations sont collectees grace au rapport de la destination RR. A la reception d'un 
nouveau RR avec une petite valeur dans les champs interarrival jitter et fraction lost, 
nous considerons que la congestion est resolue et que le fonctionnement normal peut 
reprendre, done nous repassons dans le mode normal de fonctionnement, normal]. Si 
par contre, durant le fonctionnement en mode congestion recovery nous recevons deux 
RR de suite avec une grande valeur dans les champs interarrival jitter et fraction lost, 
cela nous permet de conclure l'une de deux possibility's. Premiere possibility, le reseau 
est tres congestionne. Deuxieme possibilite, il y a des coupures de liens sur le chemin. 
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Dans les deux cas, nous devons diminuer le debit d'avantage, c'est pourquoi nous 
passons dans le mode de fonctionnement propre au cas de coupures de liens, le mode 
recovery. 
Figure 3.3 Chemin etabli avec congestion 
3.2.2.4 Coupure de lien intermediaire 
Une coupure de lien intermediaire peut etre detectee suite a reception d'un RERR avec 
le champ N mis a 0 et le numero de sequence du dernier paquet envoyer correctement. 
Le noeud ou la coupure a eut lieu, noeud A dans figure 3.4, envoie done un RERR et 
essaie de reparer localement le lien. Puis A et tous les liens entre A et la source rejettent 
tous les paquets peu importants appartenant a la communication, dans leur memoire 
tampon. B continue a envoyer les paquets dans sa memoire vers la destination. La 
source passe en mode recovery et reinitialise la decouverte de chemin avec un nouvel 
identificateur (DestSeqNum). En fonctionnant ainsi nous diminuons au maximum le 
debit de la source sur le reseau, sans pour autant arreter completement l'envoie de la 
video, au cas ou le noeud intermediaire arrive a retablir une connexion vers la 
destination. De merae en reinitialisant la decouverte de chemin, nous ne perdons pas de 
temps a la source, au cas ou A ne trouve pas un autre chemin vers la destination. 
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Figure 3.4 Coupure de lien intermediate 
Suite a cet etat, trois cas se presentent. Premierement, nous pouvons avoir le noeud A 
qui repare localement cette coupure de Wen figure 3.5. Dans ce cas A envoie un message 
d'erreur (RERR) a la source avec le champ N mis a 1, nous informant d'une reparation 
locale, et l'information sur le nouveau chemin etabli entre elle et la destination. Puis A 
continue l'envoie des paquets normalement sur le nouveau chemin. Du cote de la 
source, nous passons en mode high pour une duree d'un trajet dans un sens sur le reseau 
(RoundTripTime/2), pour re-remplir les memoires des noeuds intermediaires. Puis nous 
repassons en mode normal! et nous reprenons le fonctionnement normal de 
1' application. 
Figure 3.5 Lien repare localement 
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Deuxiemes, un nouveau chemin est trouve de la source a la destination figure 3.6. Dans 
ce cas aussi, du cote de la source, nous passons en mode high pour une duree 
RoundTripTime pour re-remplir les memoires des nceuds intermediaries. Puis nous 
repassons en mode normall et nous reprenons le fonctionnement normal de 
Vapplication. De plus, tous les noeuds dans l'ancien chemin jettent tous les paquets 
appartenant a la communication, et la source recommence le transfert a partir du dernier 
paquet envoye correctement. 
Figure 3.6 Lien repare de la source 
Et finalement, le troisieme cas possible, la source et le noeud intermediate trouvent tous 
les deux un nouveau chemin figure 3.7. Dans ce cas A envoie un RERR a la source avec 
le champ N mis a 1 l'informant d'une reparation locale, et l'information sur le nouveau 
chemin etabli entre elle et la destination. Puis elle continue 1'envoie des paquets 
normalement sur le nouveau chemin. La source continue l'envoie des paquets mais sur 
le nouveau chemin trouve. Puis elle compare les deux chemins trouves et garde le 
35 
meilleur. Apres le choix du meilleur chemin, nous passons en mode high pour une 
duree RoundTripTime pour re-remplir les memoires des noeuds intermediaires. Puis 
nous repassons en mode normall et nous reprenons le fonctionnement normal de 
1'application. 
Figure 3.7 Lien repare de la source et localement 
Ainsi nous aurons couvert tous les etats possibles du reseau, ses besoins dans chacun 
des cas en termes de debit a la source et de type de paquets echanges. De plus, nous 
aurons precise le mode de fonctionnement dans chaque cas, ainsi que les modalites de 
passage d'un mode a l'autre selon le besoin. 
Notre but est de garder la qualite de la video a la destination la plus stable possible. 
Pour cela nous allons essayer de definir les modes de fonctionnement en sorte d'avoir 
premierement, le plus de paquets qui parviennent a la destination, et deuxiemement, le 
meilleur niveau de PSNR pour les paquets regus. De bonnes valeurs pour ces deux 
criteres ne sont pas toujours possibles, c'est pourquoi, et dependamment de l'etat du 
reseau, nous allons decider d'ameliorer l'une au depend de l'autre. Ainsi, quand le 
reseau fonctionne normalement, notre objectif va etre d'envoyer une video de bonne 
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qualite. Le nombre de paquets regus ne doit pas etre un probleme, puisque l'etat du 
reseau est favorable a la bonne reception des paquets a la destination. D'autre part quant 
le reseau est congestionne, ou qu'il y a une coupure de lien, notre but va etre de recevoir 
le maximum de paquets, meme si nous savons que ce nombre ne sera pas tres grand. La 
qualite de la video va necessairement se deterioree, premierement car on doit minimiser 
le debit sur le reseau, deuxiemement car un reseau dans cet etat induit beaucoup 
d'erreurs dans les paquets. 
Ayant fixe ces objectifs, il nous est facile de prendre les decisions concernant les 
parametres a donner a 1'application a la source. 
3.3 Caracteristiques des modes de fonctionnement 
Dans la partie precedente, nous avons defini les differents modes de fonctionnement, 
ainsi que leur champ d'application. Dans cette partie nous allons preciser les 
caracteristiques de chaque mode de fonctionnement, en precisant les parametres a 
utiliser a la source. Les parametres a modifier pour obtenir les differents modes, 
appartiennent a differentes couches. En effet nos modifications porteront sur les 
parametres de codage niveau VCL et NAL de la couche application, ainsi que les 
parametres de RTP de la couche transport. 
3.3.1 Parametres niveau application 
Au niveau de l'application, nous utilisons les parametres qui influencent le debit sur le 
reseau, ainsi que la qualite" de la video transmise. 
Le standard H.264/AVC defini plusieurs profiles de fonctionnement, qui sont Baseline, 
Extended, Main, High, High 10, High 4 :2 :2 et High 4 :4 :4 Predictive. Chacun de ces 
profiles offre une serie de fonctionnalites qui le differencie des autres profiles. Les 
fonctionnalites que nous recherchons dans le profile que nous utiliserons sont: 
- Les fonctionnalites de base, tel que les trois types de trames I qui est une 
trame codee en spatial seulement, sans aucune reference vers les trames 
precedentes, P qui est une trame codee en temporel et spatial, avec un seul 
vecteur de reference vers les trames precedentes et B qui est une trame codee 
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en temporel et spatial avec plusieurs vecteurs de reference vers le trames 
precedentes. 
- La possibilite d'utilisation de plusieurs trames de reference. 
Possibilite d'utilisation des deux codages entropique, CAVLC (Context-
Adaptive Variable-Length Coding), qui est un codage efficace et peu 
complexe, et CABAC (Context-Adaptive Binary Arithmetic Coding), qui 
offre un codage sans perte mais au prix d'une complexite elevee. Nous 
allons preferer cette fonctionnalite a FMO (Flexible Macroblock Ordering) 
et ASO (Arbitrairy Slice Ordering), puisqu'elle presente un grand avantage 
cote debit et qualite de la video. 
Possibilite d'utilisation du format 4 :2 :0 et d'echantillonnage sur 8 bits. 
Ayant ces caracteristiques bien definis, nous pouvons choisir le profil dans lequel 
Fapplication doit fonctionner. En ce referent a F annexe A de [9] nous pouvons voir que 
le meilleur profil qui repond a nos besoin est le profile High. En effet ce profile, meme 
s'il ne permet pas d'avoir un ordre flexible pour les MacroBlock comme le profile 
Extended, mais il offre deux types de codage entropique, CAVLC et CABAC, qui sont 
tres importants pour notre application. 
Ayant decide du profile a utiliser, Fetape suivante serait de choisir les niveaux dans 
lesquels application l'application doit fonctionner. L'annexe A de [9], defini 16 niveaux 
de fonctionnement, allant de 1 a 5.1. Chacun de ces niveaux permet d'atteindre un 
certain debit maximal, qui augmente avec le niveau utilise. De plus chaque niveau 
permet d'utiliser un certain nombre de fonctionnalites differentes. Dans ce meme 
annexe on definit les parametres permis pour chaque niveau de fonctionnement, ainsi 
que le debit maximal atteint par chaque niveau de fonctionnement. Pour notre recherche 
nous allons utiliser les niveaux les moins exigeants en parametres et en debit. Cette 
decision est prise d'abord dans le but de minimiser la puissance requise pour le 
traitement de la video a la source et a la destination, ainsi que Fespace memoire requis 
pour le stockage de la video codee. De plus, puisque le reseau utilise est un reseau ad 
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hoc, et puisque nous desirons que le reseau puisse supporter un grand nombre de noeuds 
communiquant en meme temps entre eux, nous allons choisir les niveaux de 
fonctionnement les moins gourmands en bande passante. Done apres avoir fixe ces buts, 
et en se referents a l'annexe A de [9], nous avons decide d'utiliser les niveaux 1, lb, 1.1 
et 1.2, pour atteindre un debit maximal de 12.288 Mbits/s. 
D'autre part, la qualite de codage de la video est directement liee aux valeurs des 
parametres de quantification (QP) a la source. La qualite avec laquelle les trois types de 
trames, I, P et B sont codees depend de la valeur donnee aux parametres QPI, QPP et 
QPB respectivement. Plus cette valeur est petit et plus la qualite augmente, et 
inversement. Mais en augmentant la qualite, done en diminuant les valeurs des QPs, 
nous augmentons le debit de la source. Ces parametres vont done etre utilises dans les 
modes de fonctionnement pour faire varier le debit et la qualite de la video codee. 
De plus, la video codee est envoyee par sequences sur le reseau. La couche NAL 
s'occupe de la forme de ces sequences. La forme de la sequence est le type des trames 
qui la constituent, le nombre de trames de chaque type et la succession des trames de 
chaque type. Dans une sequence, plus il y a des trames de types I et P, et plus il y a de 
chance que cette sequence soit decodee avec une bonne qualite, et inversement. Mais 
comme les trames de types I et P sont plus grands que ceux de type B, en augmentant 
leur nombre, nous augmentons aussi le debit. Done la forme des sequences tout comme 
les QPs sera un des parametres qui definira les differents modes de fonctionnement de 
la source. 
3.3.2 Parametres niveau transport 
Le format des paquets au niveau transport est aussi un parametre important dans les 
differents niveaux de fonctionnement de la source. Comme nous 1'avons vu 
precedemment (voir partie 2.2), RTP definit plusieurs types de paquets pour le transport 
de la video suivant le standard H.264/AVC. Les differents types de paquets definis, sont 
caracterises par differents type d'encapsulation, et differentes tailles. 
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Dans les reseaux a fort taux d'erreurs, comme les reseaux ad hoc, les paquets de petite 
taille sont moins sensibles aux erreurs que ceux de grande taille. De meme, dans les 
reseaux a fort trafic, done forte probabilite de congestion, la taille des paquets utilises 
doit etre petite [22]. Alors que dans le cas de grande possibility de coupure de liens, la 
taille de paquets utilises doit etre grande [20]. La decision sur la taille des paquets 
niveau transport, depend done de l'information collectee sur l'etat du reseau des 
couches plus basses, et de 1'information sur le type de donnees envoyees par les 
couches superieurs. En effet une IDR [9] est plus importante que des trame de type P ou 
B, alors il est plus interessant de l'envoyer dans de petits paquets, meme si le reseau 
fonctionne sans coupure de lien ni congestion. 
3.3.3 Mode High 
Ce mode est utilise pour RoundTripTime ms apres chaque nouvel etablissement de 
chemin. En utilisant ce mode, nous essayons d'introduire un grand nombre de paquets 
sur le reseau. Ces paquets vont remplir les memoires tampons des noeuds intermediaries 
sur le chemin etabli, et ainsi, meme en cas de coupure de lien, 1'arrivee des paquets a la 
destination se poursuivra pour une certaine duree, dependamment du lieu de coupure, 
done aucune coupure dans la video ne sera ressentie a la destination. Cela va augmenter 
les chances de retrouver un nouveau chemin vers la destination, sans que cette derniere 
ne soit affectee par la coupure du lien. 
Les parametres a la source qui definissent ce mode de fonctionnement sont les suivants : 
- Profile : High 
- Niveau : 1.2, e'est le niveau qui offre le plus de debit parmi les niveaux 
retenus. II est utilise puisque dans ce mode de fonctionnement notre but est 
d'augmenter le debit a la source. 
Codage entropique : CAVLC, ce codage est plus leger que CABAC, done le 
traitement de la video a la source et a la destination est plus rapide. De plus, 
meme si CABAC est plus robuste contre les erreurs, son utilisation n'est pas 
avantageuse dans ce mode de fonctionnement car ce dernier sera utiliser 
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seulement dans le cas ou le reseau fonctionne normalement, done quand le 
taux d'erreurs dans le reseau est faible. 
Parametres de quantification : QPI et QPP de petites valeurs, et QPB de 
grande valeur. Comme les trames de type I et P sont plus importantes pour le 
decodage que les trames de type B, nous allons leur donner des valeurs de 
QPs plus petites. Ainsi nous aurons une bonne qualite a haut debit, sans 
consommation de bande passante inutilement pour des trames de type B. 
Sequence video : nous commencerons la transmission dans ce mode avec 
une trame IDR pour continuer la sequence avec la suite normale de trames, 
avec des trames de type B frequents. Le passage a ce mode de 
fonctionnement peut suivre une phase de coupure de lien. Dans cette phase 
beaucoup de paquets ont ete perdu dans le reseau, et done la qualite de 
1' image au recepteur est mediocre. II est done important de proceder a une 
mise a jour de l'image au recepteur avant de continuer la transmission 
normale de la video. De plus 1'IDR va annuler toutes les trames de reference 
le precedents, done les erreurs regues dans les anciennes trames n'affecteront 
plus les nouvelles trames decodees. 
- Taille des paquets : FU-A puis STAP-A. Ainsi nous utilisons les paquets de 
petite taille, de type FU-A qui contient des fragments du paquet a envoyer 
pour envoyer le IDR, puis nous passons a des paquets de grande taille, de 
type STAP-A qui contient un agglomerat de paquets a envoyer, pour la suite 
dela sequence. 
3.3.4 Mode Normall 
Le passage a ce mode est fait apres le mode High, done apres un temps RoundTripTime 
ms. Apres avoir repli les memoires des nceuds intermediaires, nous devons reduire le 
debit de la source, pour eviter des congestions dans le reseau. Nous passons done en 
mode de fonctionnement normale, ou nous diminuons le debit de 1'application, et du 
meme coup la qualite de la video. Mais il se peut que le reseau soit capable de supporter 
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un plus grand trafic, done ca nous permet d'avoir une meilleure qualite de la video. A 
priori, jusqu'a la reception du premier RR de la destination, l'etat du reseau nous est 
inconnue, done il est important de prendre les mesures necessaires pour eviter de le 
surcharger, et ce, jusqu'a la reception d'information prouvant le contraire. 
Les parametres a la source qui definissent ce mode de fonctionnement sont les suivants : 
Profile : High 
- Niveau : 1.1, ce niveau est moins gourmand en bande passante que le niveau 
1.2, done il va permettre de reduire le debit de l'application, pour cela il est 
utiliser pour ce mode de fonctionnement. 
- Codage entropique : CAVLG, ce codage est plus leger que CABAC, done le 
traitement de la video a la source et a la destination est plus rapide. De plus, 
meme si CABAC est plus robuste contre les erreurs, sont utilisation n'est pas 
avantageuse dans ce mode de fonctionnement car ce dernier sera utiliser 
seulement dans le cas ou le reseau fonctionne normalement, done quand le 
taux d'erreurs dans le reseau est faible. 
- Parametres de quantification : nous allons augmenter les valeurs de QPI et 
QPP en concervant la meme valeur pour QPB. Ainsi nous allons diminuer 
legerement la qualite des trames de type I et P en augmentant la valeur de 
leur QP, nous gardons la meme qualite pour les trames de type B, puisque 
celle-ci est deja faible et ne consomme pas beaucoup de bande passante. 
Ainsi nous aurons une qualite moyenne a debit plus faible que le mode High. 
Sequence video : format normal, trames de types B frequents. Puisque le 
passage a ce mode de fonctionnement ce fait generalement apres le mode 
High. Nous pouvons done considerer que la qualite de l'image au recepteur 
est bonne. La mise a jour de l'image a ete faite recemment, done nous 
n'avons pas besoin de faire une nouvelle mise a jour. Pour cette raison, nous 
n'effectuons pas de changements dans la forme de la sequence video. 
- Taille des paquets : STAP-A. Nous considerons que le passage a ce mode 
e'est effectuer assez rapidement, et que la topologie du reseau n'a pas eut le 
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temps de changer. Le taux d'erreurs de transmission est done toujours faible. 
Par contre durant ce mode une coupure de lien peut avoir lieu a tout 
moment. Pour cette raison, et suivant les resultats obtenus dans [20] et [22], 
l'utilisation de paquets de grande taille est preferable. 
3.3.5 Mode Normal2 
Apres la reception d'un RR de la destination, si l'information contenue dans ce rapport 
informe d'un bon fonctionnement du reseau, nous pouvons passer au mode Normal2. Le 
reseau n'etant pas surcharge, nous decidons d'ameliorer la qualite de la video transmise, 
en augmentant ainsi legerement le debit a la source. 
Les parametres a la source qui definissent ce mode de fonctionnement sont les suivants : 
- Profile : High 
Niveau : 1.1, nous gardons le meme niveau que dans le mode Normal] pour 
garder le debit dans les memes limites. 
Codage entropique : CAVLC, ce codage est plus leger que CAB AC, done le 
traitement de la video a la source et a la destination est plus rapide. De plus, 
meme si CABAC est plus robuste contre les erreurs, sont utilisation n'est pas 
avantageuse dans ce mode de fonctionnement car ce dernier sera utiliser 
seulement dans le cas ou le reseau fonctionne normalement, done quand le 
taux d'erreurs dans le reseau est faible. 
Parametres de quantification : nous allons diminuer legerement le QPP pour 
ameliorer la qualite des trames de type P, en gardant les autres valeurs fixes. 
Le changement effectuer a ce niveau, meme si mineur, va permettre 
neanmoins une meilleurs qualite de la video, surtout que les trames de type P 
peuvent etres aussi frequentes que ceux de type B. 
Sequence video : format normal, trames de types B frequentes. Puisque le 
passage a ce mode de fonctionnement ce fait generalement apres le mode 
Normall, et n'est faite que si l'etat du reseau est assez bon pour le permettre. 
Nous pouvons done considerer que la qualite de 1'image au recepteur est 
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bonne. Une mise a jour n'est done pas necessaire, sauf si cette mise a jour 
est prevue dans la forme normale de la sequence video. Dans tous les cas, 
aucune modification n'est apportee a la forme de la sequence video. 
- Taille des paquets : STAP-A. Le RR recu, informant d'un faible taux 
d'erreur dans le reseau, ainsi que d'un faible taux de perte. Nous n'avons 
done pas besoin de changer le format des paquets utilises dans ce mode de 
fonctionnement. 
3.3.6 Mode Congestion Prevention 
Le passage a ce mode est fait en cas de possibilite de congestion dans le reseau. Ce 
risque de congestion peut etre detecte grace au RR recu de la destination. Si le rapport 
recu informe d'une possibilite, ou d'un debut de congestion dans le reseau, nous devons 
d'abord diminuer le debit sur le reseau, pour permettre aux memoires tampons des 
noeuds de ce vider. De plus comme le rapport nous informe d'une valeur croissante de la 
gigue dans le reseau, nous allons utiliser un format de paquets adequats pour remedier a 
ce probleme de gigue qui degrade la qualite de la video au recepteur. 
Les parametres a la source qui definissent ce mode de fonctionnement sont les suivants : 
- Profile: High 
Niveau : 1.1, nous gardons le meme niveau que dans le mode Normal] et 
NormaH, car meme s'il y a possibilite de congestion, nous allons essayer de 
diminuer le debit mais sans pour autant vider completement les memoires 
tampons des noeuds intermediaries. 
Codage entropique : CAVLC, ce codage est plus leger que CABAC, done le 
traitement de la video a la source et a la destination est plus rapide. De plus, 
a ce niveau nous n'avons pas encore un taux eleve d'erreurs dans le reseau, 
done 1'utilisation de CABAC n'est toujours pas necessaire, ni avantageuse. 
Parametres de quantification : nous allons augmenter la valeur de QPI et 
QPP en gardant la valeur de QPB fixe. Les valeurs choisies pour QPI, QPP 
et QPB vont permettre de garder une qualite acceptable de la video a la 
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sortie du codeur, tout en permettant de diminuer le debit sur le reseau. Ceci 
permettra de garder la qualite de la video stable au recepteur, et en meme 
temps d'alleger la charge du reseau. 
Sequence video: format normal de la sequence video, trames de type B 
frequents. Puisqu'il y a possibilite de congestion sur le reseau, nous n'allons 
pas augmenter la frequence des trames de type I ou P, meme si cela va 
ameliorer la qualite de la video au decodeur, mais cela va aussi augmenter le 
debit a la source. Cette augmentation de debit va amplifier la congestion, et 
causer plus de pertes dans le reseau, et done une degradation de la qualite de 
la video au decodeur. 
Taille des paquets : FU-A. Le RR regu, informant d'une gigue augmentante 
dans le reseau, nous utiliserons des paquets de petite taille pour remedier a 
ce probleme et repasser a une valeur acceptable de la gigue dans le reseau. 
3.3.7 Mode Prevention 
Le passage a ce mode est fait en cas de possibilite de coupure de liens dans le reseau. 
Ce risque de coupure peut etre detecte grace au RR requ de la destination. Suite a la 
reception de ce rapport, nous allons diminuer le debit a la source. De cette fagon, si la 
coupure se confirme, nous aurons deja commence la phase de prevention en allegeant 
les memoires tampons des noeuds intermediaires, et ainsi minimisant les pertes dues a 
cette coupure. De plus comme le rapport nous informe d'une valeur croissante du taux 
d'erreurs dans le reseau, nous utiliserons un format de paquets adequats pour minimiser 
les erreurs. 
Les parametres a la source qui definissent ce mode de fonctionnement sont les suivants : 
Profile : High 
Niveau : 1.1, nous gardons le meme niveau que dans le mode Normal] et 
NormaH, car meme si il y a possibilite de coupure de liens, nous essayerons 
de diminuer le debit mais sans pour autant vider completement les memoires 
tampon des noeuds intermediaires. 
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- Codage entropique : CABAC. Ce codage est plus robuste que CAVLC 
contre les erreurs, et l'etat actuel du reseau presente une grande probabilite 
d'avoir un grand taux d'erreurs. De plus, meme si le codage et le decodage 
en CABAC sont plus lents qu'en CAVLC, cela ne derange pas le 
fonctionnement de l'application a la source et a la destination, au contraire il 
le ralentit en donnant plus de temps au reseau de se reconfigurer 
correctement. 
Parametres de quantification : nous conservons les memes valeurs pour QPI, 
QPP et QPB que pour le mode Congestion Prevention, car a ce niveau, la 
coupure n'est toujours pas certaine, done nous allons essayer de fonctionner 
comme dans le cas de prevention de congestion. 
Sequence video : trames de type P plus frequentes. Meme si cela va 
augmenter le debit sur le reseau, mais comme il y a possibilite de coupure, il 
y a done grande probabilite de perte de paquets, ainsi que grand taux 
d'erreurs. Les trames de type P sont moins dependants sur les trames 
precedentes pour etre decodes. Leur utilisation dans ces conditions est done 
tres avantageuse pour remedier aux erreurs induites par le reseau. 
Taille des paquets : unite NAL unique, ce sont des paquets qui contiennent 
chacun un seul paquet NAL. Puisque nous prevoyons une coupure de lien 
sur le chemin, nous allons augmenter la taille des paquets [22]. Mais avec les 
coupures de liens le taux d'erreur augmente aussi, done nous n'allons pas 
agrandir beaucoup la taille des paquets. Nous utiliserons une taille 
intermediaire, entre les petites FU-A et les grandes STAP-A. 
3.3.8 Mode Recovery 
Le passage a ce mode se fait si la coupure de lien est confirmee par une absence de 
message hello ou bien par la reception d'un message RERR. Dans le cas de coupure 
certaine de lien, nous passerons a un mode de fonctionnement basique. Notre but dans 
cette phase se resume a ne pas faire deborder les memoires tampons des noeuds 
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intermediaries. Nous conserverons dans ces noeuds exclusivement 1'information 
necessaire au bon decodage de la video. Jusqu'a la decouverte d'un nouveau chemin, 
nous minimiserons le debit sur le reseau. A ce niveau, la qualite de la video n'est pas 
plus importante que la quantite des paquets qui parviennent a la destination, done nous 
diminuons considerablement la qualite de la video. De plus nous utilisons le format de 
paquet adequat a l'etat de blocage total. 
Les parametres a la source qui definissent ce mode de fonctionnement sont les suivants : 
- Profile : High 
Niveau: lb, dans ce mode de fonctionnement nous passons au 
fonctionnement basic a la source. Pour cette raison nous utilisons le niveau 
ayant le moins d'exigences en debit. 
Codage entropique : CABAC. II est encore important pour nous d'utiliser un 
codage robuste. La qualite de la video etant degradee a la source, il est 
important que le minimum d'erreurs soit induit par le reseau, pour que la 
qualite a la destination reste acceptable. De plus, la lenteur de cette 
technique de codage reste un avantage et pas le contraire, pour ralentir le 
debit de paquets sur le reseau au niveau de la source, ainsi que le traitement 
des paquets a la reception, au niveau de la destination. 
Parametres de quantification : nous allons augmenter encore plus les valeurs 
de QPI, QPP et QPB, pour sacrifier la qualite de la video au profit d'un debit 
plus faible. A ce niveau la qualite de la video au decodeur repose plus sur la 
quantite de paquets recus que sur la qualite de ces derniers. De plus nous 
desirons minimiser le debit a la source jusqu'a la decouverte d'un nouveau 
chemin. nous donnons done de grandes valeurs aux QPs des trois types de 
trames. 
Sequence video : trames de type I et P plus frequentes. Puisque ces trames 
ne sont plus tres grandes, et puisqu'une grande partie des paquets ne 
parviendrons pas a la destination, nous allons faire en sorte que ceux qui y 
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parviennent soit decodable en ayant recours au minimum de paquets 
precedents, qui peuvent ne pas etre recus. 
- Taille des paquets : FU-A. L'etat du reseau ne permet pas l'utilisation de 
grands paquets. Le taux d'erreurs est d'abord tres grand, de plus, l'etat des 
noeuds est similaire a celui en cas de congestion. II est done plus interessant 
d'utiliser des paquets de petite taille dans ce mode de fonctionnement. 
3.3.9 Mode Congestion Recovery 
Si, etant dans le mode Congestion Prevention nos recevons un autre RR avec une 
grande valeur du champ Interarrival Jitter, nous considerons que la congestion est 
survenue dans le reseau, et que ce n'est plus juste une possibilite. Nous devons done 
prendre les mesures necessaires pour alleger au maximum les memoires tampons des 
noeuds intermediaires sur le reseau. Comme dans le cas de coupure de lien, nous allons 
accorder plus d'importance a la quantite des paquets qui parviennent a la destination, 
qu'a la qualite de la video codee a la source. Ce qui implique, comme dans les modes 
precedents, que nous devons minimiser le debit sur le reseau, et ceci en diminuant la 
qualite de la video codee. De plus nous utiliserons un format de paquets adequat a l'etat 
de congestion dans lequel se trouve le reseau. 
Les parametres a la source qui definissent ce mode de fonctionnement sont les suivants : 
- Profile : High 
- Niveau : 1. Ce mode de fonctionnement est utilise quand le reseau est dans 
un etat plus desastreux que pour le mode Congestion Prevention, mais moins 
desastreux que pour le mode Recovery. Done le niveau utilise pour ce mode 
est un niveau intermediaire entre les niveaux utilises dans les deux cas 
precedemment cites. 
Codage entropique : CABAC. Comme dans le mode Recovery nous devons 
utiliser un codage robuste a la source. Premierement pour compenser la 
degradation de la qualite de la video au niveau de la source. De plus parce 
que le taux d'erreurs dans le reseau est fort quand ce dernier est dans un etat 
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de congestion. D'autre part la lenteur de cette methode de codage reste un 
avantage pour nous dans ce mode de fonctionnement. 
Parametres de quantification : les valeurs de QPI et QPP sont plus petite que 
celles utilisees dans le mode Recovery, mais plus grandes que celles utilisees 
dans le mode CP. Nous allons ameliorer un peu la qualite de la video codee 
au niveau de la source par rapport a sa qualite dans le mode Recovery. En 
effet, dans ce mode il y a congestion mais le reseau n'est pas completement 
bloque comme dans le cas de coupure de lien. Nous pouvons done nous 
permettre d'ameliorer un peu la qualite de la video au prix d'une legere 
augmentation du debit a la source. 
- Sequence video : trames de type I et P plus frequents. Puisque ces trames ne 
sont plus tres grandes, et puisqu'une grande partie des paquets ne 
parviendrons pas a la destination, nous fairons en sorte que ceux qui y 
parviennent soient decodables en ayant recours au minimum d'images de 
reference, qui peuvent ne pas etre re<jus. 
Taille des paquets : FU-A. L'etat du reseau ne permet pas l'utilisation de 
grands paquets. Le taux d'erreurs est d'abord tres grand, de plus le reseau est 
congestionne. II est done plus interessant d'utiliser des paquets de petite 
taille dans ce mode de fonctionnement. 
3.4 Architecture cross-layer 
L'architecture OSI ou TCP/IP standard est tres bien adaptee aux reseaux cables. Mais 
cette architecture presente des limitations dans les reseaux ad hoc. En effet ces reseaux 
n'ont pas les memes proprietes que les reseaux cables. La difference majeure entre ces 
deux types de reseau est que, inversement aux reseaux cables, la topologie dans les 
reseaux ad hoc varie dynamiquement et aleatoirement, et l'etat du reseau change en 
consequence continuellement. D'ou la necessite d'informer les differents niveaux de la 
pile de l'etat courant du reseau. Cet echange d'information entre les couches est interdit 
dans 1'architecture normale des standards OSI et TCP/IP. Nous nous trouvons done 
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obliges de violer cette architecture pour ameliorer son rendement dans les reseaux ad 
hoc. 
L'application que nous avons definie dans ce chapitre est sensee s'adaptee 
dynamiquement a l'etat du reseau. Elle doit done connaitre a tout moment l'etat dans 
lequel se trouve le reseau. Cette information sur l'etat du reseau est collectee par les 
couches reseau et transport. D'ou la necessite de definir une architecture qui permet la 
communication temps reel entre ces trois couches. 
3.4.1 Architecture cross-layer choisie 
Le but de notre recherche n'est pas de developper une architecture cross-layer, mais de 
developper une application adaptative a l'etat des reseaux ad hoc. Pour cette raison nous 
utiliserons une architecture deja definie dans la litterature. De plus nous choisirons une 
architecture rapide a implemented et facile a configurer. Dans [17] on trouve un etat de 
l'art sur les architectures cross-layer existants dans la litterature (voir partie 2.5). Des 
architectures exposees dans ce document, nous trouvons que la mieux adaptee a notre 
application est 1'architecture calibrage verticale. Cette architecture permet le passage 
d'un parametre a travers les couches jusqu'a 1'arrive a la couche cible. Pour ce faire, 
nous allons creer une couche supplemental, qui est en fait une base de donnees, que 
nous appellerons niveau infoXchange, voir figure 3.8. Cette base de donnees contiendra 
de l'information inseree par les couches reseaux, transport et application. Ces memes 
couches pourront aussi lire l'information inseree dans cette base de donnees par les 
autres couches. Done cette base de donnees aura une interface de lecture/ecriture avec 
les trois couches mentionnees plus haut. 
3.4.2 Parametres echanges entre les couches 
Trois couches vont s'echangees de l'information suivant notre architecture. Cette 
information echangee concerne l'etat du reseau, done l'etat des liens, le nombre de 
sauts, ainsi que la qualite offerte par ce reseau. De meme il y aura un echange 
d'information concernant 1'application, et plus precisement, le type de paquets NAL 
envoyes sur le reseau. 
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Ceci dit il nous est facile de definir les parametres a inserer dans la couche infoXchange. 
Au niveau application : 
- nal_unit_type : ce parametre contient le type d'unite NAL envoye sur le 
reseau [9]. Cette information sera utile pour savoir quel type de paquet 
utiliser a la couche transport (voir partie 3.3). 
Au niveau transport: 
numero de sequence du dernier paquet: ce parametre contient le numero de 
sequence du dernier paquet regu a la destination. Cette information sera utile 
au niveau de l'application pour savoir le nombre de paquets a retransmettre. 
Gigue inter-arrive : ce parametre contient la valeur de la gigue sur le reseau 
entre la source et la destination. Cette information sera utilisee au niveau de 
l'application pour prendre une decision sur le mode de fonctionnement 
devant etre utilise. 
Temps d'aller retour : ce parametre contient le temps d'aller retour entre la 
source et la destination. Cette information sera utilisee par l'application pour 
la duree du fonctionnement dans quelques modes (voir partie 3.3.3). 
Fraction perdue : ce parametre contient la fraction de paquets perdus dans le 
reseau. Cette information sera utilisee au niveau de l'application pour 
prendre une decision sur le mode de fonctionnement devant etre utilise. 
Au niveau reseau : 
Valeur de N : ce parametre contient la valeur du champ N dans le paquet 
d'erreur regu. Cette information sera utilisee au niveau de l'application pour 
prendre une decision sur le mode de fonctionnement devant etre utilise. 
Valeur de lifetime : ce parametre contient la duree de temps durant laquelle 
le chemin trouve reste fonctionnel. Cette information sera utilisee au niveau 
de l'application pour prendre une decision sur le mode de fonctionnement 
devant etre utilise (voir partie 3.2.1). 
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Etat du chemin : ce parametre contient l'etat du chemin etabli entre la source 
et la destination. Cette information sera utilisee au niveau de 1'application 
pour prendre une decision sur le mode de fonctionnement devant etre utilise. 
Nombre de saut: ce parametre contient le nombre de saut entre la source et 
la destination. Cette information permet de prendre une decision sur la taille 
des paquets a utiliser niveau transport. 
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Figure 3.8 Architecture cross-layer choisie 
Les etats que nous avons cites dans cette partie ne sont pas les seuls qui peuvent exister. 
Nous pouvons definir une infinite d'etats en changeant a chaque fois un seul parametre. 
Bien entendu plus nous avons d'etats et plus le resultat sera satisfaisant cote qualite de 
la video a la reception. Mais un grand nombre de mode de fonctionnement rendra 
1'application difficile a gerer. Notre etude empirique c'est basee sur 15 modes de 
fonctionnement que nous avions defini a la premiere etape de notre recherche. Mais les 
resultats obtenus ne montraient pas une difference tres significative entre les etats 
intermediaries. Pour cette raison et dans le but de rendre 1'application plus facilement 
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gerable, nous avons decide de retenir les sept modes de fonctionnements que nous 
avons definis dans ce chapitre. 
3.5 Methode de signalisation 
Apres la definition des modes de fonctionnements de la source, et des valeurs des 
differents parametres du codeur a la source, nous pouvons apporter des modifications 
aux informations concernant les parametres de sequence et les parametres d'image 
envoyes a la destination. En effet, si les modes de fonctionnements sont biens definis et 
connus par la source et la destination, les paquets concernants les parametres de 
sequence et d'image ne contiendront plus que le numero du mode dans lequel 
fonctionne actuellement la source. Cela va permettre de diminuer considerablement la 
taille des paquets utilises pour communiquer les valeurs de ces parametres entre la 
source et la destination, voir meme les eliminer completement. 
On propose done d'associer un numero d'identification a chaque mode de 
fonctionnement, et d'inclure ce numero directement dans l'entete NAL du premier 
paquet de la sequence, ou de l'image si un changement est effectue au niveau de 
l'mage. 
Ainsi dans ce chapitre nous avons enumere les differents etats dans lesquels un reseau 
ad hoc peut passe durant une communication. De meme, nous avons cite les differents 
modes de fonctionnement dans lesquels une application de videoconference devra 
fonctionner, suivant l'etat du reseau, figure 3.9. Pour chaque mode de fonctionnement 
possible, nous avons fixe les valeurs des parametres qui le definissent a la source. 
Finalement nous avons propose une methode pour optimiser l'utilisation de ces modes 
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Figure 3.9 Fonctionnement de l'application 
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CHAPITRE 4 IMPLEMENTATION ET EVALUATION DES 
PERFORMANCES 
Dans le chapitre 3, nous avons enumere les differents etats dans lesquels le reseau ad 
hoc peut se trouver a un instant donne. De meme nous avons presente le mode de 
fonctionnement de 1'application dans chaque etat du reseau. De plus nous avons donne 
la methode avec laquelle le passage d'un mode de fonctionnement a l'autre doit se faire. 
Dans ce chapitre nous allons simuler la solution proposee, puis evaluer ces 
performances. Pour cela nous presenterons tous d'abord l'environnement de simulation. 
Nous continuerons par le choix du simulateur le plus adapte a notre application. 
Finalement nous presenterons les resultats des differentes simulations representants 
chaque mode de fonctionnement de 1'application dans differents etats du reseau, que 
nous comparerons enfin aux resultats obtenu en combinant les differents modes de 
fonctionnement dans une application adaptative. 
4.1 Environnement de simulation 
Dans cette partie nous allons presenter l'environnement utilise pour 1'implementation et 
la simulation de notre solution. Nous commencerons par une presentation de 
l'equipement sur lequel nous travaillons, nous presenterons ensuite le simulateur utilise 
pour implementer notre solution, ainsi que les differents algorithmes auxquels nous 
avons fait recours pour simuler l'environnement d'application de notre solution. 
4.1.1 Choix du simulateur 
Dans notre recherche pour un simulateur pour tester notre solution, nous nous somme 
fixer des criteres. L'utilisation du simulateur doit etre rependue dans la communaute de 
recherche, il doit etre bien adapte pour simuler des reseaux ad hoc, il doit permettre le 
controle de mobilite et de congestion, et doit etre facile a implementer tout en etant 
assez flexible dans la representation des fonctionnalites importantes dans les reseaux 
sans fil, et surtout les reseaux ad hoc. 
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Dans [23] on trouve une analyse de differents simulateurs pour les reseaux ad hoc. 
Meme si cette analyse est faite pour retrouver le meilleur simulateur pour 
1'implementation d'une application differente de la notre. Mais les forces et les 
faiblesses de quatre simulateurs, OPNET, GloMoSim/QualNet, NS-2 et OMNeT++, 
sont etudiees dans ce document. Les caracteristiques de NS-2 [24] presentees dans ce 
document, en font un candidat tres interessant pour etre notre simulateur. En effet, NS-2 
est tres utilise dans le domaine de la recherche que ce soit dans les reseaux cables, que 
les reseaux sans fil, et specialement les reseaux ad hoc. De plus ce simulateur est 
complet du cote des outils qui permettent de construire un reseau, representant le plus 
fidelement possible les reseaux reels. Finalement ce simulateur est gratuit dans sa 
version la plus complete, ce qui le rend avantageux par rapport aux autres simulateurs 
qui peuvent etre tres dispendieux. D'autre part, les limitations de NS-2 exposes dans 
[23] ne s'appliquent pas a notre application. En effet, nous allons simuler un reseau de 
30 noeuds ou moins, done l'extensibilite dans NS-2 ne pose pas de problemes pour nous, 
puisque NS-2 est tres bien adapter aux petits reseaux formes d'une centaine de noeuds. 
De plus nous n'avons pas besoin d'apporter des modifications majeures aux protocoles 
existants dans NS-2, et la seule programmation que nous avons a faire e'est le 
programme de base pour former le reseau et definir le mouvement des noeuds et le trafic 
TCP et video dans ces derniers, done la complexity de programmation ne presente pas 
non plus une limitation a considerer dans NS-2. 
En conclusion, et en raison de tous les avantages cites plus hauts, nous trouvons que 
NS-2 est bien le simulateur le plus adapte a notre application, et done ce sera le logiciel 
que nous utiliserons pour nos simulations. 
4.1.2 Generateur de trafic video 
NS-2 offre un outil de generation de trafic, mais pour notre application nous avons 
besoin d'injecter dans le reseau un trafic provenant d'un codeur video suivant le 
standard H.264/AVC. Comme les outils de NS-2 ne permettent pas automatiquement la 
creation d'un tel trafic, nous avons eu recours a un outil disponible sur internet. EvalVid 
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[26][27][28] est un outil developpe pour permettre 1'evaluation de la qualite de la video, 
suite a une transmission sur un reseau. Dans sa version modifiee, myEvalVid [29] 
permet aussi de modifier le format des paquets UDP dans NS2 pour inclure 
1'information sur le type de trames transmis. L'utilisation de cet outil necessite 
l'utilisation de logiciels appropries a la source et a la destination : 
Les logiciels a la source sont: 
logiciel de codage et de compression de la video : dans notre cas nous 
voulons utiliser le standard H.264/AVC done nous avons le choix entre le 
logiciel de reference H.264/AVC, ou le codeur x264. Nous avons decide 
d'utiliser x264 puisqu'il est plus rapide et moins encombrant que le logiciel 
de reference H.264/AVC. 
- Logiciel de creation d'un fichier de type ISO MP4 : ce logiciel va permettre 
de cree un fichier de type ISO MP4 contenant les trames codees de la 
sequence video, en plus d'une allusion sur le type de paquets RTP a utiliser 
pour chaque trame. Le logiciel propose par Evalvid et que nous allons 
utiliser est le MP4Box. 
Le logiciel de trace : ce logiciel permet de transmettre le fichier MP4 obtenu 
precedemment, en utilisant les protocoles RTP sur UDP, vers une certaine 
destination. Cette transmission genere un fichier qui va etre utile pour la 
simulation sur NS2. Le logiciel inclu dans EvalVid est le logiciel mp4trace, 
e'est ce logiciel que nous allons utiliser dans notre simulation. 
Le logiciel de simulation : e'est le logiciel que nous utilisons pour la 
simulation du reseau. Dans notre cas ce logiciel est NS2. 
Les logiciels a la destination : 
le logiciel de reconstruction de la video : ce logiciel va permettre de 
reconstruire la video, a travers les paquets recus, ainsi que le fichier MP4 
genere a la source. Le logiciel utilise est etmp4. 
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Le logiciel de decodage de la video : pour faire la comparaison entre la video 
regue et la video transmise, nous devons decoder la video re§ue. Cette video 
est en format MP4, et nous devons la transformer en format de base YUV. 
Pour cela nous utilisons le logiciel propose dans EvalVid, ffmpeg. 
- Logiciel de calcul de la qualite de service: ce logiciel permet de faire la 
comparaison entre la video rec,ue et le video transmise, ainsi que le calcul de 
la PSNR (Peak Signal-to-Noise Ratio) de chaque trame re<jue, puis la 
moyenne de la PSNR de toutes les trames regue. 
Done a l'aide de EvalVid, nous parvenons a cree un generateur de trafic video suivant le 
standard H.264. De plus, en ajoutant les modifications proposees dans myEvalVid [29] 
a NS2, nous parvenons a changer le format des paquets UDP pour inclure le type de 
trame transports par ce paquet. Cet outil sera done utilise dans notre simulation comme 
generateur de trafic. 
4.2 Implementation de la solution 
Dans la partie precedente nous avons expose en details les differents equipements, 
logiciels et outils que nous utiliserons pour 1'implementation de notre application et la 
simulation de la solution que nous proposons. Cette partie sera consacree aux details de 
1'implementation de notre application dans l'environnement precedemment cite, en 
utilisant les outils presentes dans la partie precedente. D'abord nous exposerons la 
strategic d'evaluation de notre solution, ensuite nous detaillerons les differentes etapes 
suivies dans son implementation. 
4.2.1 Strategic d'evaluation 
Notre but est d'evaluer la qualite de la video au recepteur, suite a une transmission sur 
un reseau ad hoc. La video transmise est codee suivant le standard H.264/AVC, et le 
reseau ad hoc passe par plusieurs etats durant la transmission. Dans son fonctionnement 
normal, le codage de la video est independant de l'etat du reseau, done le codeur ne 
s'adapte pas dynamiquement a l'etat de ce dernier. Nous commencerons done par 
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evaluer chaque mode de fonctionnement, separement, d'une fa§on non adaptative, puis 
nous evaluerons la solution proposee quand le reseau passe par plusieurs etats. 
Pour cela nous commencerons par coder la meme sequence video plusieurs fois. A 
chaque fois nous changerons les parametres au codeur suivant ceux definis pour chaque 
mode de fonctionnement. Ainsi nous obtenons sept fichiers video, qui represented la 
video codee suivant les sept modes de fonctionnements definis pour le codeur. Ensuite, 
nous creerons differents scenarios de simulations sur NS2, representants chacun un etat 
possible du reseau ad hoc. Puis nous utiliserons EvalVid, pour transmettre les sept 
fichiers video precedemment obtenus sur le reseau ad hoc simule dans ses differents 
etats possibles. A la fin de la simulation nous evaluerons la qualite de la video obtenue 
pour les differents modes de fonctionnements dans les differents etats du reseau. 
Finalement nous simulerons notre solution dans un reseau qui passe successivement 
dans les differents etats possibles du reseau, et nous comparerons les resultats obtenus a 
ceux des simulations precedentes. 
4.2.2 Etapes de ^implementation de la solution 
Comme nous l'avons mentionne precedemment, nous allons implementer notre solution 
en utilisant le simulateur NS2, avec l'outil devaluation de la video EvalVid. Nous 
allons suivre les etapes decrites dans [29]. Dans cette partie nous donnerons les details 
de chaque etape de 1'implementation de la solution. Nous commencerons par les etapes 
qui simulent la source de la video. Commencant par le codage de la video, ensuite la 
construction du fichier de video format MP4 et du fichier de trace obtenu suite a la 
transmission de la video. Apres cela nous passerons a la simulation du reseau, ou nous 
presenterons et expliquerons le code source en OTcl de la simulation sur NS2. Pour 
finir les etapes qui simulent la destination de la video. Incluant la reconstruction de la 
video, son decodage et le calcul de la qualite dans laquelle elle est regue. 
4.2.2.1 Codage de la video 
Pour coder la video nous avons utilisee le codeur x264 [30]. Ce codeur permet de coder 
une video de format YUV (format de base de la video), suivant le standard H.264/AVC. 
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II est tres fidele au standard qu'il suit, et offre la possibility a l'utilisateur de choisir les 
parametres de codage qu'il desir utiliser. Cet outil inclu beaucoup des parametres de 
H.264/AVC, mais dans cette partie nous presenterons seulement ceux qui sont 
interessants pour notre application. 
Les parametres d'entree sortie : 
- fps : ce parametre permet de determiner le taux de transmission en trames 
par seconde. 
- frames : ce parametre permet de specifier le nombre total de trame a etre 
codees. 
output: ce parametre permet de specifier le nom du fichier dans lequel on 
desir sauvegarder le resultat du codage de la video. 
no-psnr : ce parametre permet d'arreter la computation du PSNR. 
level: ce parametre permet de specifier le niveau qu'on desir utiliser pour le 
codage de la video, comme decrit dans 1'annexe A de [9]. 
Les parametres des trames : 
keyint: ce parametre permet de specifier la taille maximale de la GOP 
(Groupe Of Picture), qui est l'intervalle en trames entre deux IDR 
(Instantaneous Decoding Refresh) consecutifs. 
bframes : ce parametre permet de specifier le nombre de trames de type B 
entre les trames de types I et ceux de type P. 
no-cabac : ce parametre permet d'arreter l'utilisation de CAB AC come 
methode de codage entropique, dans ce cas CAVLC est utilise a la place. 
ref: ce parametre permet de specifier le nombre de trames de reference. 
Les parametres de controle de debit: 
qp : ce parametre permet de specifier le QP utilise pour le codage des trames 
de types P. 
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ipratio : ce parametre permet de specifier le rapport entre le QP utilise pour 
le codage des trames de type I et celui utilise pour le codage des trames de 
type P. Ce parametre permet done indirectement de specifier le QP utilise 
pour le codage des trames de type I. 
- pbratio : ce parametre a la meme fonction que ipratio mais pour les trames 
de type B. 
Ces differents parametres vont nous permettre de definir les differents modes de 
fonctionnement de l'application a la source. Pour cela leur valeur n'est pas fixe et la 
commande pour le codage de la video en utilisant cet outil varie d'un mode de 
fonctionnement a 1'autre. Pour cette raison nous avons ecrit de petits scriptes dans des 
fichiers de format Batch, chaque scripte contenant la commande a executer pour simuler 
un mode de fonctionnement. 
4.2.2.2 Creation de fichier MP4 
Suite au codage de la video, nous passons a l'etape suivante, comme decrit dans [29]. 
Cette etape consiste a transformer le fichier video de format H.264 en un fichier video 
de format MP4. Pour cela nous utilisons le logiciel MP4Box, qui va creer le fichier 
MP4 tout en ajoutant une allusion au format de paquet RTP a utiliser pour la trame. Cet 
outil offre plusieurs options, celles qui nous interessent sont les suivantes: 
hint: cette option permet d'ajouter une allusion (hint en anglais) au fichier, 
pour specifier le type de paquets RTP a utiliser pour chaque trame. 
mtu : cette option permet de specifier la taille maximale de l'unite de 
transmission (MTU). 
- fps : cette option permet de forcer la frequence d'import de la video et des 
sous-titrages, en trames par seconde. 
Les valeurs de ces parametres, et par suite la commande globale ne changent pas d'un 
mode de fonctionnement a 1'autre. En effet, les modifications apportees aux formats des 
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paquets RTP utilises dans les differents modes de fonctionnement, ne serons pas definis 
a ce niveau, mais directement dans les parametres de la simulation dans NS2. 
A la fin de cette etape, nous aurons des fichiers de format MPEG-4, contenant chacun la 
version MPEG-4 de la sequence video codee suivant un mode de fonctionnement du 
codeur H.264. 
4.2.2.3 Envoie de la video a une destination 
Cette etape consiste a envoyer la video de format MPEG-4 recue precedemment, vers 
une certaine destination specifiee dans la commande. Pour cela nous utilisons l'outil 
mp4trace. Cet outil va permettre d'envoyer la video suivant les allusions ajoutees aux 
fichiers MP4 par l'outil MP4Box. En sortie, cet outil va creer un fichier qui contient la 
trace de l'envoie, c'est ce fichier de trace qui sera utilise pour simuler le trafic en entree 
du simulateur NS2. Les options offerts par cet outil ne sont pas nombreuses, celles que 
nous allons utiliser sont: 
- f/p : cette option permet de definir le type des trames envoyees, done si c'est 
une trame ou une image complete. 
s : cette option permet de specifier l'adresse et le port de la destination de la 
video. 
Cet outil ne presente pas beaucoup de flexibilite et par suite les seules options qu'il 
presente ne nous interessent pas pour differencier les differents modes de 
fonctionnement du codeur. Pour cela les memes options seront utilisees pour tous les 
modes de fonctionnement, de meme tout ce qui nous interesse c'est le fichier de trace 
que nous obtenons en sortie. 
Ainsi suite a cette etape, nous obtenons des fichiers de traces qui representent le trafic 
video a injecter dans la simulation NS2. Chaque fichier de trace represente le trafic 
suivant un certain mode de fonctionnement, done chaque fichier sera la simulation 
d'une source qui fonctionne suivant l'un des modes definis dans la partie 3.3. 
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4.2.2.4 Simulation du reseau ad hoc 
Ainsi et apres avoir cree le fichier qui va simuler le trafic a la source, nous parvenons a 
la partie de simulation du reseau. Pour la simulation de notre reseau ad hoc nous avons 
decide d'utiliser le simulateur NS2. Dans cette partie nous presentons le programme que 
nous avons ecrit pour la simulation du reseau. Nous definirons les caracteristiques de 
notre reseau simule, puis nous expliquerons le fonctionnement global de notre 
programme. 
Les detailles et les parametres de notre programme sont donnes dans ce qui suit. 
Parametres du reseau : 
Type de canal: nous simulons un reseau sans-fil MANET, done nous 
utilisons un canal sans-fil. 
Type de propagation : nous utilisons un type de propagation qui permet de 
modeler le plus reellement possible la propagation entre les nceuds. Pour 
cela, nous avons decide d'utiliser la propagation directe avec reflexion au sol 
(two-ray ground en anglais). Ce modele de propagation est realiste dans le 
cas ou la distance entre les nceuds est grande. 
Protocole de routage : dans l'etude theorique faite precedemment, nous 
avons fixe l'hypothese que le protocole de routage utilise dans le reseau est 
le protocole AODV. Dans notre simulation nous utilisons done ce protocole 
pour le routage dans le reseau. 
- Nombre de noeuds dans le reseau : notre reseau est constitue d'un nombre 
fixe de noeuds mobile, 30 dans notre cas. 
- Espace de mouvement: l'espace dans lequel evoluent les nceuds de notre 
reseau est de taille variable. En effet nous allons utiliser plusieurs 
dimensions pour simuler les differents etats du reseau. Ainsi en augmentant 
les dimensions de l'espace, nous simulerons un reseau avec une plus grande 
probabilite de coupure de liens. Les dimensions de notre reseau prennent les 
valeurs (950 x 950) m2, (1000 x 1000) m2 et (1100 x 1100) m2, pour une 
faible , normale et grande probabilite de coupure de liens respectivement. 
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- Taille de paquets : les paquets transmis dans notre reseau sont de taille 
variable. En effet comme explique dans l'etude theorique, voir partie 3.3, la 
taille des paquets video varie suivant le mode de fonctionnement de la 
source, ainsi la taille des paquets prend les valeurs 750 octets, 1024 octets et 
1350 octets, suivant le mode de fonctionnement simule. 
Parametres des noeuds : 
- Interface physique : l'interface physique installee sur les noeuds du reseau, 
est une interface sans-fil puisque les noeuds font partie d'un reseau MANET. 
Antennes : tous nos noeuds sont equipes d'une antenne omnidirectionnelle 
situee au centre du noeud et a une hauteur de 1.5 m, puisque nous 
considerons que les noeuds mobiles sont des equipements portes par des 
personnes ou dans des vehicules. 
- Niveau MAC : la technologie sans-fil utilisee au niveau MAC de nos noeuds 
mobiles, est la technologie ieee 802.11. 
Niveau liaison : au niveau liaison (Link Layer) nous utilisons le protocole 
LL propre a ce niveau. 
File d'attente : la file d'attente dans les noeuds mobiles est de type rejet de 
queue (DropTail en anglais), avec priorite. Ce type de file d'attente va rejeter 
les paquets qui arrivent en dernier, tout en allouant une priorite particulate 
aux paquets de routage. Nous pouvons modifier le fonctionnement de cette 
file d'attente pour allouer une priorite aux paquets contenants des trames de 
type I et P par rapport a ceux contenants des trames de type B. 
Taille de la file d'attente : la taille de la file d'attente en paquets varie selon 
la taille des paquets utilisee. Ainsi la taille est de 69, 50 et 38 paquets, 
suivant que la taille des paquets est de 750, 1024 ou 1350 octets 
respectivement. 
Parametres de mouvement: 
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Le mouvement des noeuds dans le reseau est aleatoire. Pour generer ce mouvement 
aleatoire, nous utilisons un generateur de mouvement aleatoire offert par NS-2, setdest. 
Cet outil permet de generer un fichier qui contient les caracteristiques du mouvement de 
chaque noeud dans le reseau. Malgre que cet outil permet de generer un mouvement 
aleatoire, il offre des options dans la commande qui permettent a l'utilisateur de 
specifier les parametres qu'il desir utiliser pour le mouvement des nceuds. Parmi ces 
parametres, ceux qui nous interessent sont les suivants : 
nombre de noeuds, a l'aide de 1'option -n : cette option permet de specifier le 
nombre de noeuds dans le reseau, pour lesquels nous voulons generer un 
fichier de mouvement aleatoire. Notre reseau est forme de 30 noeuds, done la 
valeur de cette option dans notre commande est 30. 
Le temps de pause entre mouvement, a l'aide de l'option —p : cette option 
permet de specifier le temps de pause entre deux mouvements consecutifs 
d'un noeud. Dans notre commande, nous allons donner la valeur 2.0 
secondes. 
- La vitesse maximale, a l'aide de l'option -M: cette option permet de 
specifier la vitesse maximale de deplacement des noeuds mobiles. La valeur 
de ce parametre n'est pas fixe, mais elle varie selon 1'etat simule du reseau. 
Ainsi dans un reseau a forte probabilite de coupure de liens, les noeuds 
mobiles se deplacent rapidement, soit a une vitesse maximale de 15 m/s, 
alors que dans un reseau a faible probabilite de coupure de liens, la vitesse 
maximale de deplacement des noeuds est de 10 m/s. ces valeurs sont choisies 
en considerant que les noeuds mobiles, sont des equipements portes par de 
pietons, ou embarques dans des vehicules. 
- La duree de la simulation, a l'aide de l'option -t: cette option permet de 
specifier la duree de la simulation. Dans notre cas, la sequence video utilisee 
est de 10 secondes, done nous desirons arreter la simulation apres 15 
secondes. Pour cela nous allons donner la valeur 15 a ce parametre. 
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Dimensions, a l'aide des options -x et -y : ces deux options permettent de 
specifier les dimensions en longueur et en largeur, respectivement de 
1'espace dans lequel evoluent les nceuds mobiles. Comme nous avons dit 
precedemment, les dimensions de notre espace varient suivant l'etat simule 
du reseau, ainsi ces options prennent les valeurs 950, 1000 et 1100. 
Parametres de trafic : 
Le trafic injecte dans reseau ad hoc simule est different, suivant les etats du reseau 
simule. Ainsi, quand nous testons le comportement de notre application dans des cas de 
coupure de liens, nous ne nous interessons pas aux congestions dans le reseau. Pour 
cela, dans ce cas nous allons injecter seulement le trafic video, en utilisant le fichier de 
trace cree precedemment a l'aide de l'outil mp4trace. Alors que quand nous testons le 
comportement de notre application dans des cas de congestion dans le reseau, nous 
injectons en plus du trafic video, du trafic additionnel pour causer des congestions. Pour 
creer le trafic additionnel, nous allons utiliser un outil offert par NS-2, cbrgen. Cet outil 
permet de generer un fichier qui contient les caracteristiques du trafic de chaque noeud 
dans le reseau. Malgre que cet outil permet de generer du trafic aleatoire, il offre des 
options, dans la commande, qui permettent a l'utilisateur de specifier les parametres 
qu'il desir utiliser pour le trafic genere. Parmi ces parametres, ceux qui nous interessent 
sont les suivants : 
- Le type de trafic, a l'aide de 1'option -type : cette option permet de specifier 
le type de trafic que nous voulons generer. Dans notre cas nous generons le 
trafic simplement pour creer de la congestion dans le reseau, pour cela nous 
allons generer du trafic constant CBR (Constant Bit Rate), puisqu'il est le 
plus facile a gerer. 
Le nombre de noeuds, a l'aide de 1'option -nn : cette option permet de 
specifier le nombre de noeuds dans le reseau. Notre reseau est forme de 30 
nceuds, done la valeur de cette option est 30 dans notre cas. 
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La valeur de depart, a l'aide de 1'option -seed: cette option permet de 
specifier la valeur de depart de notre trafic. 
- Le nombre maximal de connexions, a l'aide de 1'option -mc: cette option 
permet de specifier le nombre maximal de connexions simultanees dans le 
reseau. La valeur de cette option variera suivant le taux de congestion que 
nous voulons avoir dans le reseau. Ainsi le nombre de connexions va passer 
de 5 a 12 pour augmenter graduellement le taux de congestion dans le 
reseau. 
Le debit, a l'aide de 1'option -rate : cette option permet de specifier le debit 
en paquets par seconde de chaque communication entre deux noeuds. Nous 
allons garder ce debit fixe a 100 paquets par seconde, et faire varier le 
nombre de connexions pour faire varier le taux de congestion. De cette fac,on 
la congestion sera aleatoire dans le reseau, et ainsi le reseau plus proche d'un 
reseau reel. 
A la sortie du simulateur, nous voulons avoir des fichiers contenants les paquets video 
transmis par la source, et ceux regus a la destination, et cela pour pouvoir reconstituer la 
sequence video comme elle est re<jue. Pour cela, nous attachons un fichier de trace a 
Fagent du noeud source, et un autre a celui du noeud destination. Ces deux fichier seront 
utilises par la suite pour reconstruire la sequence video rec.ue a la destination. 
4.2.2.5 Reconstruction de la video regue 
Cette etape de la simulation consiste a reconstruire la sequence video transmise, tel que 
regue a la destination. Pour cela nous utilisons Foutil etmp4. En entree de etmp4, nous 
donnons les fichiers de trace a la source et a la destination, en plus du fichier de trace 
obtenu en sortie de Foutil mp4trace, ainsi que le fichier contenant la video format mp4. 
A la sortie de cet outil, nous obtenons un fichier contenant la sequence video telle que 
regue a la destination. 
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4.2.2.6 Decodage de la video 
Apres avoir reconstruit la video regue a la destination, nous devons la decoder pour 
l'avoir en format YUV. Pour le decodage nous utilisons l'outil ffinpeg. Cet outil va 
permettre de transformer la sequence video regue, qui est en format H.264/AVC, en une 
sequence video YUV que nous pouvons comparer a la sequence YUV initiale a la 
source. Cet outil prend en entree la sequence video regue, et donne en sortie la sequence 
video format YUV. 
4.2.2.7 Calcul du PSNR 
La derniere etape de notre simulation consiste a calculer le PSNR de la video regue par 
rapport a la video envoyee. Pour cela nous utilisons l'outil psnr. Cet outil va permettre 
de comparer la video regue a la video initiale, envoyee, et de calculer ainsi le PSNR de 
la video regue. Psnr prend en entree le format de la video, sous forme de taille de trame 
en echantillons horizontales et verticales, ainsi que la video initiale a la source et la 
video regue a la destination, toutes les deux format YUV. En sortie, cet outil nous donne 
le PSNR de chaque trame regue, et le PSNR moyen de toutes les trames regues. C'est 
cette derniere valeur qui sera utilisee pour evaluer la qualite globale de la video a la 
reception. 
Ainsi et suite a cette dernier etape, nous aurons simule la source, le reseau et la 
destination, et nous aurons obtenus a la fin la qualite de la video en PSNR. Mais cette 
methode presente une limitation. Le decodeur utiliser a la destination, n'est pas un 
decodeur fidele au modele de reference H.264/AVC, et done ne presente pas toutes les 
fonctionnalites possible d'un decodeur reel. Ainsi toutes les methodes de correction 
d'erreurs qu'un tel decodeur peut offrir ne sont pas testees par cette methode. Cela n'est 
pas tres significatif pour notre application, puisque les modes de fonctionnement definis 
a la source ne dependent pas du decodeur. En effet nous n'utilisons aucune methode de 
codage qui se base sur des outils ou des fonctionnalites offerts part le decodeur. Par 
suite, les outils utilises dans notre simulation, sont largement suffisantes pour simuler 
notre application. Mais si dans des travaux futurs nous desirons ameliorer encore plus la 
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performance de notre application, et cela en utilisant les fonctionnalites offertes par les 
decodeurs, nous devons utiliser un decodeur plus fidele au modele de reference. 
4.3 Resultats de simulation 
Dans cette section, nous presenterons les resultats obtenus suite aux differentes 
simulations. Comme nous l'avons mentionne precedemment, la premiere partie de la 
simulation, sera consacree a la simulation des differents modes de fonctionnement 
separement. Ensuite nous passerons a la deuxieme partie qui consiste a simuler la 
solution proposee. 
4.3.1 Debit et PSNR en sortie du codeur 
La figure 4.1 montre le debit obtenu en sortie du decodeur, pour chaque mode de 
fonctionnement. De meme sur cette figure nous pouvons voir la moyenne du PSNR des 
composantes Y, U et V des 300 trames de la sequence video codec Ces resultats sont 
obtenus suite au codage de la sequence video akiyo_cif.yuv dans le logiciel de reference 
H.264/AVC, jml3.0. Le debit et les PSNR sont represented sur le meme graphe pour 
que l'impacte du debit sur le PSNR soit plus clair. 
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Figure 4.1 Debit et moyenne des PSNRs en sortie du codeur pour les differents modes de 
fonctionnement 
On peut tres clairement voir dans la figue 4.1 qu'en passant du mode High au mode 
Recovery, le debit en sortie du codeur diminue considerablement, pour passer de 863 
kbits/s a 374 kbits/s. De plus, nous pouvons voir que cette diminution du debit 
n'entraine pas une grande deterioration de la qualite de la video. En effet, en regardant 
les moyennes des PSNRs des trois composantes de 1'image, nous remarquons que ces 
valeurs chutent seulement de 8 dB (15.7 %) au maximum, en passant de 42.93 dB a 
36.17 dB pour la composante Y qui est la plus importante dans 1'evaluation de la qualite 
de l'image, quand le debit diminue de plus que la moitie. Ces resultats montrent qu'a la 
sortie du codeur, et en utilisant les modes de fonctionnement, nous parvenons a garder 
la qualite relativement stable, tout en diminuant largement de debit. 
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4.3.2 PSNR et temps de decodage en sortie du decodeur 
La figure 4.2 montre les resultats obtenus apres le decodage de la video. Les resultats en 
sortie du decodeur sont donnes en PSNR des trois composantes Y, U et V de 1'image, 
ainsi que le temps mis pour le decodage de la sequence video. La video decodee a ce 
niveau parvient directement de la sortie du codeur, et non pas de la sortie du reseau 
simule. Le decodeur utilise est le decodeur de reference jml3.0. Le temps de decodage 
et les PSNRs sont representes sur le meme graphe pour que l'impacte de la complexite 
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Figure 4.2 Temps de decodage et moyenne des PSNRs en sortie du decodeur pour les 
differents modes de fonctionnement 
Suite a ces resultats, nous pouvons voir que les valeurs des PSNRs au decodeur sont tres 
proches de ceux obtenus au codeur. Cela est normal, parce que nous utilisons un codage 
sans perte, et on decode la video directement apres sa sortie du codeur. Ainsi, nous 
n'avons pas de pertes induites par le codage de la video, ni de pertes de paquets a cause 
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de la transmission sur un reseau. D'autre part, nous pouvons remarquer que le temps de 
decodage est tres stable pour tous les modes de fonctionnement. En effet, le temps de 
decodage varie au maximum de 4,2 % de sa valeur minimale. Ces resultats nous 
montrent que les modes de fonctionnements definis, codes sans perte significative la 
video, sans pour cela augmenter la complexite du decodage. 
4.3.3 Resultats pour differents cas de coupure de liens 
Dans cette partie nous allons envoyer la video a travers un reseau ad hoc. Nous allons 
simuler differents etats de coupures de liens dans ce reseau et analyser les resultats 
obtenus, nous commencerons par presenter les differents resultats obtenus, que nous 
comparerons ensuite au resultat obtenu pour notre solution proposee. Dans ces resultats, 
nous avons introduit un nouveau parametre pour le calcul de la qualite de la video 
recue. Ce parametre donne la moyenne de la qualite des 300 trames envoyees en 
fonction des trames recues. Le calcul de ce parametre Quality se fait de la facon 
suivante : 
Quality = moyenne PSNR * nombre de trames regues / nombre de trames envoyees 
A l'aide de ce parametre, nous allons done pouvoir evaluer la qualite globale de la 
video, suivant le nombre de trames regues et leur PSNR. 
4.3.3.1 Faible taux de coupure de liens 
La figure 4.3 montre les resultats obtenus, suite a la simulation, dans le cas ou les 
noeuds se deplacent dans un espace restreint. Puisque l'espace est petit, mais le nombre 
de nceuds reste le meme, le taux de coupure de liens va necessairement etre petit. Ainsi 
nous serons capables de tester les performances de chaque mode de fonctionnement 
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Figure 4.3 Debit et PSNR a l'entree, et qualite de la video en sortie du reseau a faible taux 
de coupure de liens 
Comme nous pouvons le remarquer dans la figure 4.3, les modes de fonctionnement 
High, Normal! et NormaU sont plus performants dans les reseaux a faible taux de 
coupure de liens. En effet, nous remarquons que pour ces trois modes de 
fonctionnement, la valeur de Quality reste relativement proche de 25 dB, voir tableau 
4.1. Alors que pour les autres modes, cette valeur diminue rapidement, pour atteindre un 
minimum de 21.20 dB pour le mode Prevention. Nous pouvons done conclure, que 
quand le reseau fonctionne parfaitement, ce qui est generalement le cas pour une 
certaine duree de temps apres l'etablissement d'un chemin, les modes High, NormaU et 
NormaU,, sont les plus avantageux a utiliser. 
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Tableau 4.1 Resultats de simulation dans un reseau a faible taux de coupure de liens 

































4.3.3.2 Fort taux de coupure de liens 
Suite au teste d'un faible taux de coupure de lien, nous avons effectue un test dans un 
environnement a fort taux de coupure de liens. Les resultats obtenus sont presentes dans 
la figure 4.4. Pour simuler un reseau a fort taux de coupure de liens, nous avons 
augmente la vitesse des noeuds mobiles. Ainsi, dans cette simulation, les nceuds se 
deplacent aune vitesse maximale de 15 m/s, dans un espace de 1 km2, ce qui va induire 
de coupures de liens plus nombreux dans le reseau. 
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Figure 4.4 Debit et PSNR a l'entree, et qualite de la video en sortie du reseau a grand taux 
de coupure de liens 
Les resultats obtenus dans ce cas, sont en quelque sorte l'inverse des resultats dans le 
cas de reseau a faible taux de coupure de liens, ce qui est normal. En effet, les resultats 
presentes dans la figure 4.4, montrent une amelioration de la qualite de la video a la 
reception, pour les modes de fonctionnement Prevention, Recovery et Congestion 
Recovery. Nous remarquons que pour un fort taux de coupure de liens la performance 
de ces modes de fonctionnement s'ameliore par rapport aux modes a haut debit, a 
savoir, les modes High, Normal! et Normal!, voir tableau 4.2. Ce qui nous mene a la 
conclusion qu'en cas de coupure de liens, les modes les plus avantageux a utiliser sont 
les modes Prevention et Recovery. 
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Tableau 4.2 Resultats de simulation dans un reseau a fort taux de coupure de liens 


































4.3.3.3 Fort taux de coupure de liens avec grande vitesse de reparation 
Dans la figure 4.5, nous presentons les resultats obtenus suite a une simulation avec un 
reseau a fort taux de coupure de liens, mais une grande disponibilite de liens pour la 
reparation. Pour simuler ce reseau, nous allons augmenter la vitesse des noeuds mobiles, 
ce qui augmente le taux de coupure de liens, mais nous allons aussi diminuer l'espace 
dans lequel se deplacent les noeuds mobiles. Ceci va permettre une grande disponibilite 
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Figure 4.5 Debit et PSNR a l'entree, et qualite de la video en sortie du reseau a grand taux 
de coupure de liens et grande vitesse de reparation 
Les resultats obtenus suite a cette simulation, montrent que les modes de 
fonctionnements Prevention, Recovery, Congestion recovery, ainsi que le mode 
Normal! offrent une meilleure qualite de video que les autres modes, pour lesquels nous 
remarquons une grande deterioration du facteur Quality. En effet, alors que les valeurs 
obtenus pour les modes High et Normal! passent en dessous de 20 dB, voir tableau 4.3, 
les valeurs des autres modes restent proches de 25 dB, alors que le mode Congeston 
Prevention n'offre aucun changement majeur durant les differentes simulations. Nous 
pouvons done conclure que pour les reseaux a fort taux de coupure de liens, et une 
grande rapidite de reparation, l 'utilisation des modes de fonctionnement a faible debit 
est avantageuse. 
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Tableau 4.3 Resultats de simulation dans un reseau a fort taux de coupure de liens avec une 
grande vitesse de reparation 
Fort taux de coupure de liens avec 

































4.3.3.4 Simulation de notre solution 
Suite a la simulation de chaque mode de fonctionnement separement, dans differents 
etats de coupure de lien du reseau, nous allons simuler la solution que nous proposons. 
Le reseau utilise passera par les trois etats precedemment decrits, a savoir, un faible 
taux de coupure de liens, puis un fort taux de coupure de lien avec une reparation lente, 
et enfin un fort taux de coupure de lien avec une reparation rapide. Les resultats obtenus 
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Figure 4.6 Debit et PSNR a l'entree, et qualite de la video en sortie du reseau passant par 
differents etats 
Les resultats presentes dans la figure 4.6 montrent une grande stabilite de la qualite de 
la video a la reception. En effet, nous pouvons remarquer que la valeur de Quality reste 
toujours tres proche de 25 dB, voir tableau 4.4. De plus nous remarquons que les 
resultats obtenus suite a l'utilisation de notre solution sont au pire des cas, meilleurs que 
les resultats obtenus pour chaque mode de fonctionnement separement. Ainsi, quand le 
reseau est a faible taux de coupure de lien, la valeur du parametre Quality est au pire des 
cas, meilleur de 0.4 % des resultats precedents, l'amelioration s'eleve a 24.30 % pour 
les modes les moins performants, mais il est difficile d'ameliorer plus les performances 
dans le cas de faible taux de coupure, puisque le reseau fonctionne parfaitement, done la 
meilleure qualite de la video a la source donnera la meilleure qualite a la destination. 
Alors que quand les coupures deviennent frequentes, l'amelioration est au minimum de 
10.3 %, au maximum de 35.17 %. De meme pour les cas de reparation rapide, 
l'adaptabilite de notre application ameliore les resultats de 1.1 % par rapport au meilleur 
resultat obtenus precedemment, et de 39.17 % par rapport au pire resultat. Nous 
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pouvons done conclure que pour les differents etats de coupures de liens, notre solution 
donne de meilleurs resultats que l'utilisation d'une application non adaptative. 
Tableau 4.4 Resultats de simulation de la solution proposee 
Faible taux de 
coupure de lien 
Fort taux de coupure 
de lien 
Reparation rapide des 















4.3.4 Resultats pour differents cas de congestion 
Dans cette partie nous etudierons l'impacte des congestions sur la transmission de la 
video. Nous simulons le reseau ad hoc dans differents etats de congestion. La 
congestion augmente graduellement en augmentant le nombre de connexions 
simultanees sur le reseau. Ainsi le nombre de connexions commence a 4, puis passe a 5, 
7, 8, 10 puis le nombre maximum de connexions simultanees est de 12. Nous 
analyserons les resultats obtenus pour les differents modes de fonctionnement 
separement, ensuite, nous simulerons notre solution dans un reseau passant par 
plusieurs etats de congestion, pour enfin comparer les resultats obtenus a cette 
simulation, aux resultats des differents modes. 
4.3.4.1 Mode High 
La figure 4.7 presente les resultats obtenus suite a la simulation de la source 
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Figure 4.7 Trames recues, PSNR et Quality en sortie du decodeur pour le mode High dans 
un reseau dans differents etats de congestion 
Les resultats presentes dans la figure 4.7, montrent que le mode High offre de bons 
resultats pour un faible nombre de connexions, soit 4 et 5 connexions. En effet, pour 4 
connexions simultanees, ce mode offre une valeur de Quality de pres de 25 dB, voir 
tableau 4.5, puis a partir de 7 connexions, cette valeur chute de plus de 17 %. Nous 
pouvons done conclure que ce mode est bien adapte a un reseau a faible congestion. 
































4.3.4.2 Mode Normall 
Dans la figure 4.8 nous representons les resultats obtenus suite a la simulation de la 











- nbr frames avg 
-Quality 
7 8 10 
connexions 
12 
Figure 4.8 Trames revues, PSNR et Quality en sortie du decodeur pour le mode Normall 
dans un reseau dans differents etats de congestion 
Comme nous pouvons le voir dans la figure 4.8, le mode Normall est moins performant 
que le mode High pour le cas de 4 connexions simultanees. Mais la deterioration de la 
valeur de Quality avec 1'augmentation de la congestion est plus faible. Ainsi, entre 4 
connexions et 7 connexions, la valeur de Quality chute de 10.48 % pour ce mode, voir 
tableau 4.6, alors qu'elle chutait de plus de 17 % pour le mode High. Nous concluons 
done que dans un reseau stable nous pouvons utiliser le mode Normall en conservant la 
stabilite du reseau, ainsi que la qualite de la video. 
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4.3.4.3 Mode Normal! 
La figure 4.9 presente les resultats obtenus suite a la simulation en mode Normal2. Dans 
















Figure 4.9 Trames recues, PSNR et Quality en sortie du decodeur pour le mode Normal2 
dans un reseau dans differents etats de congestion 
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Ces resultats sont equivalents a ceux obtenus precedemment pour le mode Normal]. Le 
mode Niorma.12 n'etant pas tres different du mode precedent, il est normal d'avoir des 
resultats qui ont un comportement similaire, voir tableau 4.7. Done 1'analyse et 
l'utilisation de ce mode seront les meme que ceux du mode Normall. 































4.3.4.4 Mode Congestion Prevention 
Les resultats de la figure 4.10 sont obtenus suite a la simulation du mode CP. Dans ces 
simulations aussi, l'etat du reseau change, en augmentant graduellement la congestion, 
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Figure 4.10 Trames recues, PSNR et Quality en sortie du decodeur pour le mode CP dans 
un reseau dans differents etats de congestion 
Dans la figure 4.10, nous pouvons voir clairement l'importance de ce mode en cas de 
debut de congestion. La courbe de cette figure montre une certaine stabilised pour un 
nombre de connexions inferieur a 8. En effet, la valeur de Quality fluctue autour de 22 
dB pour les cas a 4, 5, 7 et 8 connexions, voir tableau 4.8. Mais pour plus que 8 
connexions cette valeur diminue rapidement de plus de 35 % pour atteindre 14.64 dB. 
































4.3.4.5 Mode Prevention 
La figure 4.11 presente les resultats obtenus pour la simulation du mode Prevention sur 
















Figure 4.11 Trames revues, PSNR et Quality en sortie du decodeur pour le mode 
Prevention dans un reseau dans differents etats de congestion 
Comme pour les modes precedents, les resultats du mode Prevention presentent une 
deterioration qui augmente avec le nombre de connexions. Mais a partir de 7 
connexions, nous retrouvons une certaine stabilite. En effet pour les simulations avec 
plus de 7 connexions, nous obtenons des valeurs de Quality qui fluctuent autour de 19 
dB, voir tableau 4.9. Cette valeur est faible certainement, mais la stabilite atteinte est 
importante pour notre application. 
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4.3.4.6 Mode Rocovery 
Les resultats obtenus suite a la simulation du mode Recovery sont presentes dans la 
figure 4.12. Ce mode defini pour des cas de coupure de liens est aussi teste dans des cas 
de congestions de reseau. 
Figure 4.12 Trames recues, PSNR et Quality en sortie du decodeur pour le mode Recovery 
dans un reseau dans differents etats de congestion 
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Les resultats obtenus pour ce mode montrent une deterioration continue de la qualite de 
la video. Meme si cette deterioration n'est pas tres aigue, mais pour un faible nombre de 
connexions aussi la qualite de la video est mediocre, et elle fluctue majoritairement 
entre 19 dB et 21 dB, voir tableau 4.10. Ceci s'explique par le fait que ce mode est 
defini pour etre utilise quand le reseau est dans son pire etat. Le but de ce mode est done 
simplement de faire parvenir a tout prix une image a la destination, pour cela nous 
avons minimise la qualite de l'image pour minimiser le debit a la source, done meme si 
la video parvient a la destination elle sera de qualite tres mediocre. 































4.3.4.7 Mode Congestion Recovery 
La figure 4.12 presente les resultats obtenus pour le dernier mode de fonctionnement 
















Figure 4.13 Trames regues, PSNR et Quality en sortie du decodeur pour le mode CR dans 
un reseau dans differents etats de congestion 
La courbe de la figure 4.12, montre une stabilite pour les differents nombre de 
connexions. En effet, nous remarquons que la valeur de Quality fluctue autour de 21 dB 
pour le nombre de connexions allants de 4 a 12, voir tableau 4.11. Nous pouvons done 
conclure que ce mode de fonctionnement, meme si moins avantageux dans les reseaux a 
faible congestion, offre de meilleurs resultats, et une grande stabilite de la qualite de la 
video quand la congestion augmente. Ce qui confirme les previsions theoriques de la 
partie 3.3. 
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4.3.4.8 Solution proposee 
Dans la figure 4.13, nous voyons les resultats obtenus suite a la simulation de notre 
solution. La simulation est faite sur un reseau passant par plusieurs etats de congestion. 
En comparent ces resultats aux resultats precedents, nous allons pouvoir arriver a une 
conclusion concernant l'avantage de l'utilisation de notre solution. 
Figure 4.14 Trames recues, PSNR et Quality en sortie du decodeur pour la solution 
proposee dans un reseau dans differents etats de congestion 
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Dans cette figure, nous avons les resultats obtenus suite a la simulation de notre 
solution, dans un reseau passant par plusieurs etats de congestion. Ces resultats 
montrent une grande stabilite de la qualite de la video regue. En effet, la valeur de 
Quality, chute seulement de 4 dB entre le minimum et le maximum de congestion, voir 
tableau 4.12. En plus de la stabilite, ces resultats sont, en tout point, meilleurs que les 
resultats obtenus en simulant chaque mode tout seul. Ainsi, le meilleur resultat obtenu 
en utilisant notre solution est meilleur de 6% que le meilleur resultat obtenu 
precedemment, et le pire, est meilleur de 34 % que le pire resultat obtenu 
precedemment. 

































Ainsi, et suite a la simulation des differents modes de fonctionnement separement, puis 
notre solution proposee, dans le meme reseau, nous arrivons a la conclusion qu'en 
rendant l'application de videoconference adaptative a l'etat du reseau, et en utilisant les 
modes de fonctionnement que nous proposons, nous parvenons a ameliorer la qualite de 
la video a la reception. 
Dans ce chapitre nous avons decrit la methodologie devaluation de la solution 
proposee. Nous avons presente en detail les outils utilises et les simulations effectuees. 
Ensuite nous avons presente les resultats obtenus suite a chaque simulation, en divisant 
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les resultats entre ceux obtenus pour les coupures de liens, et ceux obtenus pour les 
differents taux de congestion. Et finalement nous avons analyse, puis compare les 
resultats obtenus pour chaque mode de fonctionnement, aux resultats obtenus pour 
1'application adaptative proposee. 
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CHAPITRE 5 CONCLUSIONS 
Ce travail presente une methode pour ameliorer la qualite de service des applications de 
videoconference dans les reseaux mobiles ad hoc. La solution proposee repose sur 
1'adaptability dynamique de l'application a l'etat du reseau. Dans ce dernier chapitre, 
nous presentons une synthese du travail effectue, ainsi que les contributions de ce 
travail, nous exposons les limitations essentielles de la solution proposee, pour enfin 
proposer des directions de recherches futures dans le domaine. 
5.1 Synthese du travail et contribution 
Les reseaux mobiles ad hoc (MANet) remplacent progressivement les reseaux cables, 
ainsi que les reseaux sans fil traditionnels. De meme, la diversite des applications sur 
ces reseaux est de plus en plus grande. La majorite de ces application, surtout les 
applications de videoconference, on des contraintes de qualite de service difficilement 
satisfaites par les reseaux ad hoc. En effet ce genre de reseau presente plusieurs 
limitation, d'abord en bande passante due au medium utilise qui est l'aire, puis en 
disponibilite puisque la topologie change dynamiquement ce qui induit des coupures 
aleatoires des liens, et enfin des limitations des equipements mobiles utilises dans ces 
reseaux, tel que la puissance de traitement et l'energie disponible. 
La solution proposee dans ce memoire repose sur une methode d'adaptability 
dynamique de l'application de videoconference a l'etat du reseau. Ainsi nous avons 
defini sept etats dans lesquels un reseau ad hoc peut se trouver durant une transmission. 
Puis en se basant sur les resultats et les propositions existants dans la litterature, nous 
avons tire plusieurs parametres qui influencent la qualite de la transmission video sur 
les reseaux ad hoc. Ainsi en faisant varier les valeurs de ces differents parametres, nous 
avons defini sept modes de fonctionnement de l'application a la source, un pour chaque 
etat possible du reseau. Finalement nous avons defini une architecture cross-layer pour 
permettre a l'application a la source de connaitre a tout moment l'etat du reseau, et ainsi 
de prendre une decision sur le mode dans lequel elle doit fonctionner. 
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Pour evaluer la solution que nous proposons, nous avons fait une serie de simulation. 
Dans un premier temps nous avons simule les differents modes de fonctionnement 
separement dans les differents etats possibles du reseau. Ensuite nous avons simule la 
solution proposee dans un reseau passant successivement dans les differents etats 
possibles. Finalement, nous avons compare les resultats obtenus pour les deux series de 
simulations. 
Les resultats obtenus suites aux simulations, montrent qu'en rendant l'application 
dynamiquement adaptative a l'etat du reseau, nous obtenons des resultats toujours 
meilleurs que ceux obtenus pour une application non adaptative, peu importe le mode 
utilise. Ainsi, les resultats obtenus suite a la simulation de notre solution sur un reseau 
passant par les differents etats possibles, montrent une grande stabilite de la qualite de 
la video a la reception. De meme, ces resultats montrent une superiorite de la qualite de 
la video recue, mesuree en dB, en utilisant une application adaptative, par rapport a 
l'application statique fonctionnant tout le temps dans le meme mode. Ce qui valide 
l'etude theorique et la solution proposee dans ce document. 
5.2 Limitations de notre travail 
La solution proposee, permet des ameliorations des applications de videoconference 
existantes dans la litterature. Mais d'autres ameliorations sont envisageables. En effet, 
notre solution repose sur le changement dynamique de l'application de videoconference 
au niveau de la source, pour la rendre adaptative a l'etat du reseau. Mais aucun 
mecanisme de correction d'erreur n'est propose au niveau de la destination, bien que le 
standard H.264/AVC offres plusieurs de ces mecanismes, qui, si correctement utilises, 
permettent d'atteindre de meilleurs resultats, ainsi que des niveaux d'amelioration 
encore plus eleves. 
De plus nous avons propose dans la partie 3.5 une methode pour minimiser le debit 
propre aux messages de controles niveau application, echanges entre la source et la 
destination, sans donner les details et les methodes d'integration possible de cette 
methode. 
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5.3 Travaux futurs 
Le travail sur la qualite de service dans les reseaux ad hoc, et surtout la qualite des 
applications de videoconference dans ces reseaux, est loin d'etre finie. Notre solution 
presente une nouvelle approche dans le domaine de la videoconference sur ces reseaux, 
et peut etre utilisee comme base pour des travaux futurs. 
L'etude que nos avons faite pour les reseaux mobile ad hoc (MANet), peut s'etendre 
aux reseaux sans fil personnels IEEE 802.15. (WPAN). En effet la recherche sur la 
transmission d'image et de video sur ces reseaux est en plein expansion. Les reseaux 
WPANs presentent des limitations plus strictes que ceux dans les reseaux MANets, 
surtout en termes de debit, qui est tres limites dans ces reseaux, et de topologie qui peut 
changer plus rapidement dans ces reseaux que dans les autres types de reseaux, meme 
les MANets. Comme vu precedemment, notre solution permet d'atteindre des debits 
assez faibles, et de s'adapter a des conditions tres difficiles du reseau, tout en offrant 
une bonne qualite de la video, ainsi qu'une grande stabilite, peu importe l'etat du 
reseau. Nous croyons done qu'il serait interessant de se baser sur la solution proposee 
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