Next-generation sequencing technologies have allowed researchers to determine the collective genomes of microbial communities co-existing within diverse ecological environments. Varying species abundance, length and complexities within di®erent communities, coupled with discovery of new species makes the problem of taxonomic assignment to short DNA sequence reads extremely challenging. We have developed a new sequence composition-based taxonomic classi¯er using extreme learning machines referred to as TAC-ELM for metagenomic analysis. TAC-ELM uses the framework of extreme learning machines to quickly and accurately learn the weights for a neural network model. The input features consist of GC content and oligonucleotides. TAC-ELM is evaluated on two metagenomic benchmarks with sequence read lengths re°ecting the traditional and current sequencing technologies. Our empirical results indicate the strength of the developed approach, which outperforms state-of-the-art taxonomic classi¯ers in terms of accuracy and implementation complexity. We also perform experiments that evaluate the pervasive case within metagenome analysis, where a species may not have been previously sequenced or discovered and will not exist in the reference genome databases. TAC-ELM was also combined with BLAST to show improved classi¯cation results. Code and Supplementary Results: http://www.cs.gmu.edu/$mlbio/TAC-ELM (BSD License).
Introduction
The recent advances in sequencing technologies have allowed researchers to determine the genomes of organisms existing as communities across di®erent environments ranging from sea, 11 soil and human body. 7 This collective sequencing of organisms without culturing and cloning each organism individually is known as \metagenomics." As an example, the human body contains one of the most densely populated microbial environments known on earth, where over 10 14 microbial cell interact with human host cells. Sequencing these microbial communities, identifying the microbes and understanding their function are critical for an understanding of disease and normality conditions. 6 Metagenomic projects attempt at sequencing the genomes of all the microbes within a sample, which leads to several challenges related to assembly and identi¯-cation. 12 Speci¯cally, the coverage needed for accurately assembling the di®erent genomes increases several folds in comparison to a single whole genome sequencing project. Complex microbial communities hosted within the communities have species of varying length as well as abundance, and most of them do not have a previously cultured reference genome. The short-read sequences (ranging from 35 base pairs (bp) to 500 bp) obtained from the next-generation sequencing technologies 29 provides an additional level of challenge to the problem. 14 One of the¯rst steps for analyzing metagenomic samples is to separate and identify the sequence reads in terms of phylogeny or taxonomy. This problem of assigning a label to metagenomic sequence reads is called as taxonomic or phylogenetic classi¯cation. Several supervised and unsupervised machine-learningÀbased approaches have been developed 12, 26 to classify short sequence reads or assembled contigs into di®erent categories or classes across the taxonomic tree.
In this work, we propose a new taxonomic classi¯cation method that extracts composition-based features (oligonucleotides and GC content) from the short sequence reads and develop a neural-networkÀbased model. To train the parameters of the model, we use an analytical framework, called extreme learning machine (ELM) 30 to learn the parameters of the models. We refer to this approach as TAC-ELM (Taxonomic Classi¯cation with Extreme Learning Machines).
Traditionally, for a single-layer feed-forward neural network, all the parameters (weights and biases) for the di®erent layers are learned using the gradient descent algorithm. However, this approach is slow, has a high probability of converging to a local minima and involves several iterative steps. The ELM scheme overcomes these problems by randomly assigning weights to the input layers and analytically computing the weights for the output layer using a simple generalized inverse operation. 30 We perform a set of experiments evaluating the classi¯cation performance of TAC-ELM on two di®erent datasets with varying complexities. We present results evaluating taxonomic classi¯cation performance for short metagenomic reads varying from 100 bp to 1000 bp. We also evaluate the di®erent composition-based features and the parameters associated with the ELM scheme. Our results show good classi¯cation accuracy for short (100 bp) as well as large sequence reads (900À1000 bp). One of the main challenges of metagenomic analysis, is the presence of species within the sample that have never been sequenced before. As such, using the approach in Phymm 26 we present a set of results that exclude speci¯c species (or clade-levels) while assessing the performance of our classi¯cation method. The work presented here is an extension of our preliminary work.
The results reported in this paper show that TAC-ELM consistently outperforms previously developed state-of-the-art algorithms like Phymm, 26 PhyloPythia 13 and a PCA-based classi¯cation algorithm. 21 TAC-ELM produces good classi¯cation results for the higher levels of taxonomy i.e. order, class and phylum level, whereas the BLAST algorithm performs well on short reads and lower levels of taxonomy i.e. family and genus levels. We also show that combining the results of TAC-ELM and BLAST improves the phylogenetic classi¯cation performance.
The rest of this paper is organized as follows. Section 2 presents a review of existing taxonomic classi¯ers. Section 3 describes the TAC-ELM algorithm and provides an overview of the extreme machine learning theory. Section 4 provides a description of the experimental setup. Section 5 provides a discussion of the results along with the TAC-ELM model evaluation. Finally, Sec. 6 summarizes the paper.
Related Work
Metagenomics is the sequencing of pooled diverse collection of genomes. Using nextgeneration technologies that produce short reads makes the process of taxonomic or phylogenetic identi¯cation challenging. Di®erent organisms within a community have varying abundance and length which, along with di®erent sampling procedures, lead to varying coverage for the di®erent genomes. Several computational approaches have been developed for handling the vast amount of metagenomic data to solve two related problems: (i) binning and (ii) taxonomic classi¯cation.
The \binning" problem is the¯rst step in the metagenomic analysis process and involves separation of short-read metagenomic sequence data into subgroups that could be organism-speci¯c. In comparison, the \taxonomic classi¯cation" problem involves assigning a speci¯c label (i.e. a phylogenetic group label) to sequence reads or assembled contigs. 26 The major distinction between the two problems lies in the fact that in case of the binning problem, the subgroups though distinct from one other remain unlabeled. Machine learning methods that use both unsupervised and supervised frameworks have been developed for the binning and classi¯cation problems, respectively.
A traditional approach for phylogenetic classi¯cation of microbial communities is to use marker genes (e.g. 16S rRNA sequences) for identi¯cation of source organism of a sequence read or fragment. 9 Marker genes are highly conserved and provide accurate identi¯cation of the taxonomic class.
1 Such approaches use a homology transfer method relying on a reference dataset like RDP. 8 These methods can provide valuable community estimates but are limited to speci¯c reads or contigs (marker genes constitute a small fraction of a metagenomic sequence set) and have low sensitivity due to reliance on an incomplete and taxon-biased reference genome database.
Taxonomic classi¯cation methods for metagenomic reads fall into two main categories: (i) comparative approaches and (ii) composition-based approaches. Comparative or sequence-similarityÀbased approaches rely on the principles of homology for the taxonomic assignment. Such methods align the reads or contigs using BLAST, 28 and assign taxonomy based on the best hit to a reference database.
MEGAN
15 is a metagenomic analysis and visualization software that makes the assignment based on multiple BLAST hits and optimized parameters. Speci¯cally, MEGAN assigns reads to a common ancestor of those BLAST matches that exceed a particular bit score threshold. The MG-RAST 17 web server provides taxonomic and functional annotation by comparative searches performed across multiple reference databases. GAAS 19 is a novel BLAST-based tool that includes genome-length normalization along with a similarity weighting for multiple BLAST hits to provide improved classi¯cation results. Comparative approaches are accurate if the source organism's genome has been sequenced and is present in the reference genome databases. Notably, in a recent coral reef study, 3 only 12% of reads had matches in a comprehensive microbial BLAST database.
On the other hand, composition-based methods have been developed that extract key sequence features like GC composition and subsequence or k-mer frequencies and build supervised classi¯cation models using these features. PhyloPythia 13 uses a support vector machine framework 33 to classify long reads into taxonomic groups using a k-merÀbased kernel function. TETRA 34 correlates the k-mer pattern feature to di®erent taxonomic groups. Phymm 26 trains an interpolated Markov model to characterize variable length subsequences speci¯c to di®erent taxonomic subgroups. In combination with BLAST, Phymm shows improved classi¯cation accuracy for short reads of 100 base pair (bp) length. Such Markovian models have been very successful in gene¯nding algorithms like Glimmer. 23 Wang 10 solves the taxonomical classi¯cation problem of closely related reads of Bacillus Genus using BLASVM, which is based on consensus decisions of Support Vector Machines (SVM) and BLAST hits. SPHINX 2 uses both comparative and composition-based algorithm for taxonomic binning of metagenomic sequences. In Wu et al., 21 the authors use Principal Component Analysis (PCA) to select the best k-mer type features and use a linear classi¯cation strategy for the taxonomic assignment of reads averaging 900 base pairs in length. Zheng et al. 24 use a hierarchical classi¯er based on PCA and Linear Discriminant Analysis (LDA) algorithms for binning short prokaryotic DNA fragments. A kernelized nearest neighbor approach is used by Diaz et al. 31 to solve the same fragment classi¯cation problem. The focus of our work is to develop a supervised classi¯er using the extreme learning machine framework, that works accurately for short DNA sequence reads, a characteristic of today's sequencing technologies. In this study, we compare our TAC-ELM approach to the Phymm, 26 BLAST, 28 PhyloPythia 13 and PCA 21 classi¯ers.
Methods
We developed a metagenomic taxonomic classi¯er using a single feed-forward neural network with parameters learned using a scheme, 30 called \Extreme Learning Machines".
Extreme learning machines
Extreme Learning Machines (ELMS) are an e±cient learning scheme that determine the output weights of a single-layer feed-forward neural network (SLFN) using an analytical solution, instead of the standard gradient descent algorithm. 30 Neural networks have been used to solve classi¯cation problems in several domains ranging from computer vision to bioinformatics. Traditionally, for an SLFN, all the parameters (weights and biases) for the di®erent layers need to be tuned/learned and there exists dependency between the di®erent layers. The gradient descent algorithm is slow and has a high chance of converging to a local minima. Further, several iterative steps are required to achieve good generalization performance. The ELM scheme proposed by Huang et al. 30 overcomes these problems by randomly assigning weights to the input layers and analytically computing the weights for the output layer using a simple generalized inverse operation. The ELM framework has shown comparable classi¯cation performance, improved model representation (less complexity) and resulted in faster run times in comparison to support vector machines 33 for a range of classi¯cation problems. 22 A survey on ELM 32 and optimization techniques 16, 20 reports di®erent variants of ELM which improves the performance of basic algorithm.
Given N distinct training examples ðx i ; y i Þ, where x i with n features is represented as ½x i1 ; . . . ; x in T 2 R n and the output or target vector y i with m outputs, is represented as ½y i1 ; . . . ; y im T 2 R m , then the SLFN withÑ hidden neurons, and an activation function gðxÞ is given by 30 :
The weight vector, w i ¼ ½w i1 ; . . . ; w in T connects the ith hidden node and the input neuron, and the vector i ¼ ½ i1 ; . . . ; im T connects the ith hidden node and the output node.
We learn the parameters for a standard SLFN i.e. i ; w i and b i so that across the N samples we achieve close to zero error given by P N j¼1 jjo j À y j jj. Huang et al.
30
expresses the N equations in Eq. (1) as:
where,
.
. . . The matrix H is the hidden layer output matrix of the neural network where the ith column of H is the ith hidden node's output vector with respect to the input x.
The ELM learning algorithm proceeds by choosing an activation function gðxÞ and the number of hidden nodes/neuronsÑ. At the¯rst step, arbitrary weights are assigned to the input weight vectors w i and bias terms b i . The matrix H is then computed using Eq. (3). The output weights are computed as ¼ H † Y , where H † is the MooreÀPenrose generalized inverse of the hidden layer output matrix H.
The MooreÀPenrose-based solution for is shown to be one of the least-square solutions of the general linear system H ¼ Y , and thus can achieve the smallest training error (and not get stuck in local minima as the gradient descent algorithms). It was also shown that the solution is unique, has the smallest norm of weights and hence, good generalization performance. 30 
Feature extraction
The input to our TAC-ELM classi¯cation algorithm is metagenomic short reads or fragments obtained from the next-generation sequencing technologies. From the DNA fragment sequences, we extract composition-based features that allows the development of taxonomic classi¯er. Speci¯cally, we use two di®erent features: (i) GC content and (ii) oligonucleotide frequencies (also called as k-mers).
The GC content feature captures the percentage of nucleotides that are cytosine (C) and guanine (G) within the DNA fragment. The composition of GC content is an indicator of certain taxonomic classes, and is expressed as
We capture composition-based statistics using frequencies of contiguous subsequences. Given a DNA sequence X of length n and a user-supplied parameter k, the k-mer at position i of Xð1 < i < n À kÞ is de¯ned to be the k-length subsequence of X starting at position i. These k-mers are also referred to as oligonucleotides. Given a length k, we count the occurrences of all the k-mers in a DNA fragment. The possible number of k-mers is equal to 4 k and signi¯es the number of features extracted using this approach. For this study we speci¯cally set the k value to be 3, 4 and 5, referred to as tri-nucleotides, tetra-nucleotides and penta-nucleotides, respectively. We experimented with larger values of k, but our preliminary results did not shown an improvement in the classi¯cation performance. We combine the GC content feature with the oligonucleotide features within the ELM framework.
Model parameters
The ELM framework involves choosing two parameters i.e. the activation function gðxÞ and the number of hidden nodes/neurons. In this study, we experimented with four activation functions: (i) sine, (ii) exponential, (iii) hyperbolic tangent and (iv) sigmoid. Our results showed that the sigmoid activation function consistently outperformed the other functions for the taxonomic classi¯cation function. As such, we report results only for the sigmoid activation function. The sigmoid activation function is de¯ned as
The number of hidden neurons is the other parameter that needs to be chosen within the ELM framework. We performed a grid search varying the number of neurons from 100 to 500 in increments of 100 with di®erent features, evaluating the classication performance on a small validation set to select the best model. Having a large number of neurons makes the model complex and prone to over¯tting.
Integrating TAC-ELM with BLAST
We integrate the classi¯cation results obtained from TAC-ELM and BLAST to improve the accuracy. For a given test sequence, we run TAC-ELM and BLAST independently. TAC-ELM produces a prediction score for each of the output nodes (classes) and the maximum value is chosen to assign a test sequence to a speci¯c class. We combine the prediction score with a transformed BLAST e-value obtained for the test sequence. The e-value score from BLAST is¯rst converted to Àlog 2 scale, and then a z-score is computed. Similarly, the z-score can be computed for the TAC-ELM predictions. The z-score is calculated by
where X is the prediction score of query read, is the mean prediction score for all query reads and is the standard deviation of all prediction scores. The use of z-scores allows for normalization of the predictions obtained from the di®erent classi¯cation methods and the¯nal prediction is based on the sum of the z-scores obtained from the two methods. We refer to this combination as TAC-ELM+BL.
Experimental Evaluation

Dataset description
We evaluated the performance of TAC-ELM on two previously de¯ned benchmarks for taxonomic classi¯cation. The¯rst dataset, referred to as FAMeS 4 is a simulated benchmark created to assess the accuracy of annotation and assembly methods developed for metagenomic datasets. This dataset is constructed by combining sequence reads taken from 113 microbial genomes (available at the Integrated Microbial Genomes (IMG) database), sequenced independently. Metagenomes vary considerably in their compositions depending on the environment from which the reads were sampled. As such, the FAMeS dataset provides three distinct metagenomic samples of varying complexities referred to as simLC (low complexity), simMC (medium complexity) and simHC (high complexity). The simLC dataset has a small number of species with high abundance, whereas the simHC dataset contains a number of species with similar abundances, making them hard to identify or separate.
Further, we¯lter out reads that have unknown or incorrectly called nucleotides (\X" or \N"), which leaves us with 15,000 metagenomic reads of average length equal to 900 bp (representing Sanger-based reads). Some of the sequence reads are paired-end with clone sizes of either 3 KB or 8 KB. The sequence reads extracted in the FAMeS dataset can be taxonomically categorized from bottom to top in 99 species, 64 genera, 49 families, 35 orders, 16 classes and 9 phyla.
We also evaluate the TAC-ELM algorithm on the test dataset used for evaluation of the Phymm 26 method. The training dataset was extracted from the genome repository available at NCBI RefSeq (same version). Speci¯cally, this benchmark consisted of 1146 chromosomes and plasmids representing 539 bacterial and archael species. These 539 species were found in 53 possible genera, 48 distinct families, 34 orders, 21 classes and 14 phyla. In this paper, we refer to this training set as the \Phymm NCBI RefSeq dataset". The speci¯c \Phymm Test datasets" were downloaded from the Phymm website a and do not include any overlap of sequences found within the Phymm NCBI RefSeq dataset. Table 1 shows the distribution of the categories (called clades) at each level of the hierarchy along with the total number of test reads for the di®erent levels for the FAMeS and Phymm datasets. Since the distribution of genomes across the phylogeny varies signi¯cantly, there may be some clades that may have very few species or no sister clades. The Phymm dataset accounts for this under-representation of some clades by¯ltering any test samples so that the each clade had at least two children clades within the hierarchy. 26 The FAMeS dataset has same number of test reads across the di®erent levels of hierarchy.
a http://www.cbcb.umd.edu/software/phymm/. Note: We perform a 10-fold cross-validation for the FAMeS and Phymm dataset. We also have speci¯c de¯nitions for the test and training set of Phymm dataset from the supplementary website. 26 See text for further details.
Experimental protocol
The TAC-ELM algorithm proposed in this paper aims to classify metagenomic DNA reads of varying lengths into classes across the phylogeny. We essentially solve a multiclass classi¯cation problem for each of the di®erent levels in the phylogeny or taxonomic tree. For example, we assess the performance of TAC-ELM algorithm in classifying a DNA read in one of the nine phylum-level classes for the FAMeS dataset. For the FAMeS dataset, we perform a 10-fold cross validation, and for each fold, we run the TAC-ELM algorithm 10 times setting the input weight and bias vectors randomly at each iteration. The¯nal classi¯cation results reported are averaged across iterations and 10 folds. The average reads length for the FAMeS dataset is 900 base pairs and re°ects the reads derived from Sanger-based sequencing. The classi¯cation accuracy is compared to a linear classi¯er which uses a PCA algorithm for feature selection. 21 For the Phymm dataset, we report taxonomy classi¯cation performance across the di®erent levels in the taxonomic tree as done in the FAMeS benchmark. The current generation of sequencing technologies produce sequence reads varying from 35 to 450 base pairs. As such, we vary the read lengths for the Phymm dataset from 100 to 1000 (detailed results are in the supplementary section). For di®erent levels of the taxonomic tree, we have speci¯c test instances (distribution shown in Table 1 ) and de¯ned on the Phymm website to account for under-representation within di®erent clades in the taxonomy. Using a metagenomic simulator tool called Metasim 25 we simulate reads with di®erent read lengths.
Model selection
The performance of TAC-ELM depends on the di®erent parameters that control the number of hidden neurons, and size of oligonucleotides. As such, we perform a model selection or parameter selection step. To perform this exercise, we divide our datasets using 10-fold cross-validation technique into following sets: (i) training set (contains 9 folds of data out of 10 folds), (ii) validation set (contains 1 fold of data out of 10 folds unseen by training set) and (iii) test set (Phymm Test data unseen by both training and validation sets (Phymm NCBI RefSeq)). Figure 1 shows the°ow diagram of TAC-ELM model selection and evaluation. We train the TAC-ELM model for di®erent parameter settings (using a gridsearch). For each of the trained models, we evaluate the classi¯cation performance on the validation set and choose the parameters where the validation set shows the best accuracy. We classify the test set using the chosen parameters and report the accuracy on this independently held test set. This procedure is repeated across di®erent folds and datasets. Note that there may be a parameter combination that shows better classi¯cation performance on the test set then selected by the validation set.
Clade-level exclusion experiment
A common scenario for metagenomic analysis is the discovery of new species that have not been laboratory cultured before and hence are not present in the genome reference databases. There is also a probability that a new clade i.e. a new class at a higher taxonomic level may be discovered in the metagenomic sample.
As discussed in the Phymm method 26 we follow a clade-level exclusion experiment. In this setting, for a speci¯c clade having at least two or more children-clades, the reads derived from species belonging to one children-clade is kept aside for the testing phase. The models are then trained on the other children-clades. As an example, for the \family-excluded"Àorder classi¯cation problem, it is ensured that for every read within the test set, all the organisms from the same family as the one in the test set are excluded while training the order-level models. In essence, we are excluding a speci¯c clade from the training sets. This is done to determine whether we can predict the higher level clade in the taxonomy.
Results and Discussion
We perform a set of experiments evaluating the classi¯cation performance of TAC-ELM on two di®erent datasets. For the Phymm benchmark, we performed experiments varying the length of reads from 100 bp to 1000 bp. We also evaluate the di®erent parameters associated with the ELM scheme i.e. the number of hidden neurons and the k-mer size. All the detailed results are made available on the supplementary website. Table 2 shows the classi¯cation performance measured using the k-way accuracy score across the di®erent levels of taxonomy, for 100 bp reads on the Phymm dataset. We experiment with increasing the number of neurons from 100 to 300, and having feature combinations of GC content and tri-nucleotide (k-mer = 3), GC content and tetra-nucleotide features (k-mer = 4) and GC content and penta-nucleotide features (k-mer = 5).
TAC-ELM model evaluation
We observe that the classi¯cation accuracy increases from lower levels of taxonomy i.e. Species-level to higher levels of taxonomy i.e. Phylum-level. This is because of decrease in the number of classes, and the class de¯nitions become more general from the lower to the higher levels. Further, the use of tetra-nucleotide features and GC content features is superior than using the tri-and penta-nucleotide features and GC content. The percentage improvement of using the tetra-nucleotide versus trinucleotide features is 16% and 3% at the Species-level and Phylum-level, respectively. We also report the results by varying the number of hidden neurons from 100 to 300 with the tri-, tetra-and penta-nucleotide features.
Increasing the oligonucleotide size beyond¯ve, did not show a signi¯cant improvement in performance. We also tested di®erent activation functions but the sigmoid function showed the best classi¯cation accuracy. We use the combination of tetra-nucleotides and GC content features, with a sigmoid activation function and 200 hidden neurons for the results reported paper shown to be the best parameter combination by our model selection study. The numbers in bold indicate the best classi¯cation accuracy for the feature set. In this experiment the same-species matches in test and training sets are masked.
Model selection
Tables 3(a) and 3(b) report the results for our model selection on 1000 basepairs sequence reads at Phylum and Order levels, respectively. The model selection procedure is described in Sec. 4.2.1. We have performed these experiments for several other read lengths and taxonomic classes, which are available on the supplementary website. These results show the training and validation set accuracies for the di®erent k-mer and neuron settings. Using the validation set, we make a decision about the most optimal parameters for the dataset and report the¯nal classi¯cation accuracy for the test set using those parameters. We notice that setting the k-mer value to 4 and the number of neurons to 200 generally produces the best performance Table 3 . TAC-ELM model evaluation on Phymm dataset using 1000 bp sequence reads with same-species matches masked. on the validation set and works well for the test set. For the rest of the results reported in this study, we use these parameter combinations.
# Neurons
Clade-level exclusion
The clade-level exclusion experiment represents one of the main challenges of metagenomic analysis, where several species that have never been sequenced before will be found within the metagenomic DNA samples (Sec. 4.2.2). Table 4 shows the classi¯cation performance across di®erent taxonomy levels with di®erent clade-levels being excluded. As an example, in determining the class of species when the order is excluded, all organisms having the same order label as the organism from which the test read was sampled will be excluded from the training set. In this case of \order excluded"-class experiment TAC-ELM achieves an accuracy of 26.9%.
We also compare the results of the clade-level exclusion performance for TAC-ELM (Table 4) to the results achieved by Phymm, 26 and shown in Table 5 . Comparing the two tables, we notice that TAC-ELM outperforms Phymm across all the di®erent taxonomy levels, and with di®erent clades excluded. We highlight in bold, all entries in Table 4 where TAC-ELM outperforms Phymm by 10% (maximum improvement of 58% for the \genus excluded"-family experiment). 
Note: The numbers in bold show a percentage improvement of greater than 10% for TAC-ELM in comparison to Phymm (Table 5 ). 
Note: The results are taken from the Phymm paper. 26 
Comparison to other methods
In Tables 6 and 7 , we present the taxonomic classi¯cation results for TAC-ELM, Phymm, BLAST, PhymmBL, TAC-ELM+BL and PhyloPythia across the di®erent levels of hierarchy for 1000 bp reads. We observe the same trend as noticed for the 100 bp reads in Sec. 5.2, that TAC-ELM outperforms Phymm. TAC-ELM also shows an approximate 2% improvement over BLAST at the phylum, class and order levels (higher taxa-levels). PhyloPythia is a SVM-based classi¯er and performs far poorly in comparison to the other classi¯ers. Also, TAC-ELM+BL shows better taxonomic classi¯cation performance than PhymmBL, which is a combination of Phymm and BLAST. Note that the results for all classi¯ers other than TAC-ELM were obtained from the Phymm study. 26 
Statistical signi¯cance test
To assess the statistical signi¯cance, we conducted the binomial test 5, 18 between pairs of di®erent classi¯ers. To explain the computation of binomial test, we consider pairs of classi¯ers A and B. Let n be the number of test cases where A and B produce di®erent results. Let s be the number of successes i.e. where classi¯er A predicts the correct class label and B does not and f be the number of times classi¯er B predicts the correct class label and A does not. The p-value under binomial distribution is given by: We notice that across all classi¯cation problems, TAC-ELM+BL produces better classi¯cation results than either TAC-ELM or BLAST in a statistical sense. We report a sample of pairwise p-values for the Phylum-level classi¯cation problem across the 100 and 1000 bps in Table 8 .
Runtime performance
We assess the computational performance of our approach by splitting the total run time into three phases: (i) feature extraction, (ii) model training and (iii) prediction time for test sequences. We report the results for the Phymm benchmark, simulated at 100 bp reads. The dataset consists of 4.42 million sequence reads, whereas the test set consists of 5730 sequence reads. Table 9 shows the run-time results obtained for BLAST, Phymm and TAC-ELM. TAC-ELM and BLAST were run on a single workstation, with Intel-i5 2.53 GHz processor and 6 GB memory. The training time for Phymm on the same resource was¯ve days. As such, we report results for Phymm that are reported in Phymm's instruction manual. Phymm reports a training time of approximately 24 hours on an Altus 3400 server with a 4x Opteron 850 processor and 32 GB memory. Table 10 shows the performance of TAC-ELM across varying complexities of the FAMeS metagenomic dataset. The results are reported across the di®erent taxonomic levels after 10-fold cross validation. The average read length for the FAMeS dataset is 900 bp. We can observe that TAC-ELM shows superior classi¯cation performance across the low complexity dataset (simLC) in comparison to the high complexity dataset (simHC). Table 11 allows us to compare the performance of TAC-ELM classi¯er against the PCA-based linear classi¯er 21 across the high complexity FAMeS dataset. TAC-ELM shows an overall improvement of 5% on classi¯cation accuracy and outperforms the PCA method in every level of hierarchy. The improvement in comparison to the PCA-based method for TAC-ELM is 8%, 9%, 6%, 5% and 4% across the phylum, class, order, family and genus levels, respectively. Note: The results are reported after 10-fold cross-validation. TAC-ELM consistently outperforms PCA-Linear. 21 
Comparison across varying complexity datasets
Conclusion
In this paper, we present TAC-ELM, a metagenomic taxonomic classi¯er that uses composition-based features within an extreme learning machine framework. We evaluate TAC-ELM on previously established benchmarks with varying complexities, and are able to demonstrate better classi¯cation performance for TAC-ELM in comparison to Phymm 26 and PhyloPythia. 13 We assessed TAC-ELM on short metagenomic reads, as produced by the current generation of sequencing technologies. The results suggest the promise of using TAC-ELM for metagenomic samples produced from di®erent complexity environments.
We were also able to show that TAC-ELM produced good classi¯cation accuracy, when speci¯c species or clades were excluded from training the models. This re°ects the pervasive case in metagenome analysis, where several of the species have not been sequenced before and are not present in the reference databases. Our results also show that combining di®erent classi¯ers such as TAC-ELM and BLAST leads to an improved classi¯cation performance across all levels of the hierarchy. We performed model selection to observe that the parameter settings were consistent across di®erent class levels and datasets. In the future, we aim to develop classi¯ers that incorporate several complementary features and improve the classi¯cation performance.
