Abstract-adi it ion ally, zero crossings of the second derivative provide edge features for the classification of blurred waveforms. The accuracy of these edge features deteriorates in the case of severely blurred images. In this paper, a new feature is presented that is more resistant to the blurring process, the image, and waveform peaks. In addition, an estimate of the standard deviation of the blurring kernel is used to perform minor deblurring of the waveform. Statistical pattern recognition is used to classify the peaks as bar code characters. The noise tolerance of this recognition algorithm is increased by using an adaptive, histogram-based technique to remove the noise. In a bar code environment that requires a misclassification rate of less than one in a million, the recognition algorithm showed a 43% performance improvement over current commercial bar code reading equipment.
I. INTRODUCTION
AR codes are one of the simplest printed pattems that B can be reliably recognized by a computer. These codes consist of a sequence of parallel, light and dark stripes printed on paper so that information is encoded in the width of the stripes; sequences of a fixed number of stripes encode a character [I]. For example, the UPC symbology printed on products sold in supermarkets utilizes four stripes and the sum of the lengths normalized to the narrowest one is supposed to equal 7. For example, the character "6" is encoded into {1,1,1,4} as seen in Fig. 1 . In order to decode these bar code pattems, current techniques estimate the width of each stripe separately, find the narrowest width, and then map the ratio of all widths over the narrowest into a sequence of integers; e.g., {0.5,0.5,0.5,2.1} is converted into { 1,1,1,4}. A lookup table is used to find the character corresponding to the sequence of integers. Typically, stripe widths are calculated by using edge detection to determine the boundary between stripes and then measuring the distance between adjacent boundaries. The disadvantage with this approach is that current edge detection schemes [2] are unreliable when adjacent edges Manuscript received December 27, 1991; revised May 6, 1993 . This work was supported by Symbol Technologies, Inc., Bohemia, NY. Part of the work was performed while E. Joseph interact. Any two objects interact when the distance between them is less than half the support of the point spread function The problem of edge interaction is the main factor that limits the working range of current bar code readers, and a major part of this paper addresses the effects of this problem on feature detection. An example of this problem is seen in the high-density bar code of Fig. 2 which was printed at a resolution greater than that of most current laser printers (> 300 dots/in). Such edge interaction, which is successfully processed in this paper, has received much less attention in the literature than edge detection. A notable exception is found in [31, where it was shown that acknowleding this interaction can yield more accurate estimates for the edge locations. The work in [3] is similar to the proposals of this paper in that both papers focus on the effects of interacting objects, e.g., edge interaction. Also, they use the number of zero crossings of the second derivative as the number of edges, and the algorithms are one dimensional and of order O(n). Noise is removed by the smoothing effect of the point spread function. Most importantly, the algorithms are tolerant of edge interaction. The two approaches differ in that [3] focuses on locating edges, uses additional convolution distortion (Laplacian of Gaussian filter) to detect the edges, and employs an iterative algorithm to handle the interaction of the edges. This paper, however, focuses on locating the midpoints between adjacent edges, uses no additional convolution distortion to detect these midpoints, and processes the waveform in a single pass.
The goal of this paper is waveform recognition, and the methodology proposed is that of statistical pattem recognition. The fundamental difference with current bar code decoding techniques is that each individual stripe will no longer be treated independently, but will be grouped together to form a pattem or feature vector. Also, the features of choice are no longer the width of the stripes but the distance between points of high curvature (i.e., the peaks) on the output image waveform produced by the bar code reading equipment. (A bar code, when viewed through a scanner, produces an output waveform where peaks represent the dark regions and valleys the light regions of the code.)
The focus on edges and peaks as features in a recognition system is supported by psychophysical evidence that the human visual system utilizes edge and bar detectors [4], [5] . It will be shown that the peak locations are linearly related to the stripe widths and are insensitive to the ink spread problem. Ink spread occurs when ink deposited on paper flows beyond its intended boundaries, and is of particular concem in bar code recognition. In addition, the peak locations are more immune to convolution distortion than the edges. This is because an interacting edge must first affect one of the two bounding edges that form the peak before the peak itself can experience any interaction. Minor deblurring of the waveform is performed to increase the tolerance of the recognition algorithm to convolution distortion. The deblurring filter depends on the standard deviation a of the PSF and an estimator for a is presented. The peaks will eventually succumb to increasing convolution distortion, and the limit occurs when a equals the minimum pulse width of the bilevel waveform.
Peaks contain slighly less information than edges but are preferred over edges because of their tolerance to convolution distortion. (Ideally, all the peak locations and at least one edge location are required to reconstruct all the edge locations.) One drawback is that a wide peak is susceptible to noise and results in many ripples being added to the top of the peak. Two thresholds are used to remove this noise, and their values are selected to adapt to the root mean square (rms) noise power. The statistics of the noise is estimated within the regions that precede the first and follow the last edges of the bar code. Performance of the noise removal algorithm is analyzed from both a theoretical and empirical standpoint. A prototype waveform recognizer based on peak features is currently being developed at Symbol Technologies Inc., Bohemia, NY and is the source of results presented in this paper.
The use of the peaks of waveforms as features is not a new idea. These points of high curvature have long been known to be important features for shape recognition [6] . Also, energy functions and matched filters have been used to transform input images into waveforms that peak at the location of a feature [7] - [9] . In waveform processing applications, peaks have been used to construct relational trees that describe the shape of the waveform [IO]-[ 121. The hierarchy of the tree represents small peaks riding upon larger peaks. Waveform peaks have also been used in syntactic pattem recognition to analyze the underlying processes that give rise to the waveform [ 1314 151. For example, in [ 151, the peaks correspond to the secretion of cortisol by the adrenal gland. In this paper, peaks are used as estimates of the middle position of the stripes and so provide information about the underlying bar code. The combination of peak detection and statistical pattem recognition is a new approach to processing waveforms of bar code patterns.
This paper is organized into 12 sections. In Section 11, the problem is defined and the basic assumptions are listed. Section 111 examines several waveform properties and selects the waveform feature of choice. An estimator for the location of this feature is discussed in Sections IV and V. A noise removal algorithm is presented in Section VI, and its performance is analyzed in Sections VI1 and VIII. Section IX provides an overview of the proposed solution for the waveform recognition problem. In Section X, specific aspects of the solution that pertain to bar codes are detailed. The results are found in Section XI, and this is followed by the conclusion in Section XII. The Appendix provides a physical interpretation for the midpoint estimator.
While the waveform recognition problem has been stated in terms of bar codes, the results are applicable to any binary waveforms. The analysis of Sections 11-VI11 is completely independent of bar codes, and only Sections X and XI deal directly with the application.
THE PROBLEM
A typical image collection system consists of a light source that illuminates a printed image and an optical sensor that collects the reflected light and produces a waveform. Here the major source of noise is ambient background noise. Such a collection system is a linear one and can be modeled by the convolution integral
(1) h(t) is the point spread function of the optical system, b(t) is the printed image, n(t) is the additive noise, and k is an unknown gain introduced by the optical sensor or some postprocessing filter. w ( t ) is the output image waveform. This paper addresses the problem of how to classify a waveform w(t) as being a distorted version of one out of a finite set of possible ideal images { b l ( t ) , bz(t),
problem has no unique solution unless some assumptions are made about the waveforms of (1). First, let h(t) be a symmetric bell-shaped point spread function of standard deviation n. Theoretically, the support of h(t) may be infinite as in the case of the Gaussian kemel. However, the tails of the function approach zero and may be discarded below a certain threshold (e.g., less than 5% of maximum function value). Thus, for practical purposes, the support of the bellshaped function becomes finite and is considered to be 4a. Next, let b(t) represent the class of bilevel images. This class is important as it includes most printed documents and all bar code symbologies. Here b(t) can be represented by its edge locations ti as follows:
is the unit step function at ti. We are also interested in the situation where the support of the point spread function 4a is larger than the distance between adjacent edges of b(t), and thus much larger than the width of high-frequency noise spikes. Assuming that the noise n(t) is random, the effect of the convolution h(t)*n(t) is to smooth out the noise to some constant value C. Thus, the output waveform w(t) can be expressed as the sum of the convolution of the edges of b ( t )
The above assumptions are strong enough to allow full recovery of the edges ti. However, we will limit the arguments to classification, namely, the association of w(t) with some bj (t).
As stated, the problem applies to all bilevel images, but we will focus our subsequent discussions on bar codes. Here each b j ( t ) represents a character encoded in some bar code symbology. The algorithms presented in this paper have been implemented and tested on waveforms from bar code symbols.
The rationale for the midpoint behavior of peaks will be explained later, but it can be summarized as the effect of at most two (adjacent) edges interacting simultaneously with the peak. This is a moderate degree of peak-edge interaction, but much higher degrees of interaction are possible if the support of the h(t) is increased. For higher degrees of peak-edge interaction, two complications manifest themselves and are listed as follows: 1) some peaks have shifted from the center of the bar code 2) some peaks have disappeared; there are more bar code
The analysis in this paper directly addresses these two complications and develops algorithms to deal with them. However, all algorithms have limits, and our approach will not work when zero crossings of the second derivative (ZC2) of w(t) begin to disappear; i.e., there are less ZC2 locations than there are edges in the bar code b(t). Disappearing ZC2 locations represent an even higher degree of peak-edge interaction and is a topic for future research. stripes than peaks in the waveform.
WAVEFORM PROPERTIES AND FEATURES
Waveform peaks are important as they correspond to the foreground and valleys to the background regions of the bilevel image. A simple calculation can show that for an isolated pulse, a waveform peak occurs at the midpoint between edges. In addition, the height of the peaks is an increasing function of the width between edges, if the width is comparable to the support of the PSF, the height of the peak equals the height of the pulse [16] . In the case of more than one pulse, however, the peak moves away from the midpoint of the pulse. This movement of features from their desired location is applicable not only to peaks but also to edge information and can be analyzed using scale space techniques [ 171, [ 
If we denote
ZCx as the zero crossing of the xth derivative of a waveform, then scale space plots can be used to compare the movement of peaks (ZC1) versus edges (ZC2) as shown in Fig. 3 (a) and (b) . These plots illustrate a major result of this paper that states that waveform peaks are a more reliable feature than edge information. This result is expressed in the following theorem.
Theorem 1: Given any binary waveform b(t), generate the scale space plots Pzcl and Pzc2 for the ZC1 and ZC2 locations using a symmetric PSF h(t). Any ZC1 path from the plot Pz,l will only deviate from the midpoint between its bounding edges after at least one of the neighboring ZC2 paths of the plot Pzc2 has deviated from its ideal edge location.
Proofi See [ 161.
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One disadvantage of using peaks as waveform features is that they are more sensitive to additive noise than ZC2 (see Section VIII). This results in a natural partitioning of recognition techniques where ZC2 features are used for lowdensity noisy waveforms and ZC1 features for high-density waveforms. In this paper, a noise removal algorithm (Section VI) is used in conjunction with ZC1 features to process both high-and low-density waveforms.
From the preceding paragraphs, it is evident that peak locations can be used as features for both w ( t ) and b(t). However, if the support of h(t) is much greater than the distance between adjacent edges, the resulting peaks are small and are not located at the midpoint between edges. An extreme case of this is shown in Fig. 4 where no peaks exist between edges c and e. Between the valley and rightmost peak of Fig. 4 , there are three inflection points. Such a triplet of inflection points is characteristic of high convolution distortion and is known as an inflection point triplet. The following section will develop techniques to handle small peaks and inflection point triplets.
The partial deconvolution filter is otbained by discarding all terms of expansion (5) of order O(w4) or higher. This truncation of H -l ( w ) will limit the maximum blurring factor that can be processed. In Section XI, this limit was empirically determined to be where T is the minimum pulse width of the bjlevel waveform
b(t). The partial reconstruction filter denoted b(t) is expressed
as follows:
where 1
The peaks and valleys of 6(t) provide estimates of the locations ti of the midpoints of w(t)
IV. THE MIDPOINT ESTIMATOR
Inflection point triplets represent a high degree of edge interaction, and processing such waveform segments is one of the goals of this paper. Fig. 4 shows that waveform peaks are not powerful enough to characterize an inflection point triplet. However, the midpoint between adjacent edges corresponds to points of high curvature on the waveform w ( t ) , and an estimator for these features will now be presented.
Estimation of midpoints from the high curvature points is not recommended since the waveform curvature varies with the unknown gain k of w ( t ) . In this paper, a partial deblurring of w ( t ) is performed to restore the lost peaks of the inflectjon point triplets, producing the waveform b(t). 
(t).
Consider the following noise-free system:
Let X ( w ) represent the Fourier transform of ~( t ) .
Assuming a Gaussian PSF h(t), the inverse filter is given by
There are many problems with the simple inverse filter H -l ( w ) [19] - [21] . However, those of major concem to this paper are:
I ) the high-order terms O(w4) will increase the noise in 2) only a partial deconvolution is needed to restore the the reconstructed waveform b ( t ) ;
peaks and valleys of the inflection point triplet.
The midpoint estimator is summarized as follows.
Proposition 1: Given a bilevel waveform b ( t ) with a minimum pulse width greater than (T, assume that the blurred waveform w(t) is produced by convolving b ( t ) with a Gaussian PSF h(t) of variance a ' . The midpoints of w(t) are given by the zero crossings of 0 2 ...
G ( t ) --w(t).
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A physical interpretation of the midpoint estimator is found in the Appendix. Finally, a discussion of midpoints is not complete without mentioning one of its simplest and most useful properties-insensitivity to ink spread. Consider the effect of ink spread on the midpoints of the bar code stripes. The dark stripes of a bar code are regions where ink is deposited onto the paper. Ink spread causes the edges of a dark stripe to move apart uniformly. As a result, the midpoint of a dark stripe is unchanged. Since the light and dark stripes are interleaved on a bar code, the increase in the width of the dark stripes results in a decrease in the width of the light stripes. The edges of the light stripes move uniformly toward each other, and the midpoint of a light stripe is also unchanged. Thus, midpoints are insensitive to ink spread and are suitable features in a bar coding environment.
v. ESTIMATION OF (T
This section describes how to estimate (T from the blurred waveform of an isolated edge and how these results apply to the general blurred bilevel waveform. Consider a single edge centered at to. From (3), we have 
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Removal of noise from the midpoint estimator. Assuming that h(t) is a Gaussian function with variance c2 yields Dividing w(t) by w ( t ) and evaluating the result at to yields In practice, isolated edges are rarely found and (1 2) is applied to the edge with the least edge interaction. Consider a given edge t; and its two neighboring edges ti-l,ti+l. Since the direction of edges t;-l,ti+l are opposite to that of t i , then the presence of neighboring edges can only serve to decrease the magnitude of the derivative ;(t) at edge t;. Thus, the edge of w(t) with the least interaction occurs at the point on w(t) where the magnitude of the first derivative is a maximum. The PSF variance estimator is summarized as follows.
Proposition 2: Given a waveform w ( t ) formed by convolving a Gaussian PSF h ( t ) of variance c2 with a bilevel waveform b(t), let to be a point such that la(to)l 2 lw(t)l for all t. The ratio Iw(to)l/lw(to)l is an estimate i?2 of the variance of the Gaussian PSF.
VI. NOISE IMMUNITY
The midpoint estimator as described in Proposition 1 requires locating the zero crossings of tb( t ) -q w ( t ) on a segment of the curve where the derivative is small. This makes the estimator sensitive to noise. Even under noise-free conditions, the undershoots of Fig. 12(b) produce additional zero crossings that are located away from the midpoints. To remove the noise and undershoots, a threshold of fM is used to define a band across waveform that contains all the noise peaks as shown in Fig. 5 .
The waveform segments that are contained within the f M band are discarded and replaced by straight line segments. The zero crossings of these line segments are the estimates of the midpoint locations. Details of the noise removal algorithm are as follows.
Begin Noisexemoval 1) Use the thresholds fM to partition the waveform into a set of nonoverlapping intervals. Each interval starts the 5) The zero crossings of the line segments from
Step 4 are estimates of the midpoint locations.
End Noisexemoval
Note that small projections of noise peaks beyond the thresholds do not affect the location of the midpoint, e.g., points p , r of Fig. 5 . If a noise transition is large enough to span the f M band within a single bilevel pulse, then false midpoints will be detected as shown in Fig. 6 .
In the next few sections, an analysis of the noise peak is performed, and a value of M is chosen that reduces the number of false midpoints while preserving signal peaks.
VII. NOISE STATISTICS AND THE VALUE OF M
In this section, the statistics of the noise seen by the midpoint estimator is calculated. Fig. 7 is a model of the midpoint estimator where w ( t ) is the blurred bilevel waveform and n(t) is additive white Gaussian noise, N ( 0 , o:), that was not removed by the blurring process or was introduced at a later stage, e.g., electronic noise. Function g ( t ) is a low-pass filter used to reduce the effect of the input noise n(t). Let pa(t) denote the component of a waveform P ( t ) that was generated by an input waveform a@). that is generated as a result of the input n( t ) . The term "modified zero crossing detector" refers to the algorithm of Fig. 5 where the zero crossings of the line segments are calculated. The proof of all identities used in this section can be found in [22] .
Consider the noise zn ( t ) seen by the modified zero crossing detector. Since n(t) is zero mean Gaussian noise and g ( t )
and the derivative stages are linear systems, then zn(t) is also Gaussian with zero mean and variance aln. The mean qz, and variance of zn(t) are given as follows:
where ~( t ) and y n ( t ) are given by 
%(t) = n(t)*g(t)*S(t) (15) y n ( t ) = z n ( t ) * d ( t ) .
The value of ozn is estimated by computing the root mean square (rms) of ~( t ) within a time window preceding the first and following the last edge of the waveform. If M is chosen to be too large, some data peaks may be removed along with the noise peaks. The next section presents an algorithm that uses the value of o~~, , to generate a value for M .
VIII. MIDPOINT JITTER AND SIGNAL-TO-NOISE RATIO
Another factor that affects the choice of the noise threshold is the error or jitter in the location of the midpoints. Such jitter is mainly due to the effect of noise on the crossing points of waveform w(t) -qw(t) and the threshold M (e.g., Thus, the jitter r in the crossing point is given by
The magnitude of T is reduced by selecting t, to increase Iiw(tz)l. From the typical example of z w ( t ) shown in The effectiveness of a histogram in separating noise from signal increases as the signal-to-noise ratio increases. We now examine the signal-to-noise ratio of z ( t ) . From Section 111, the height of the peaks of w(t) decrease as the width of the pulse is decreased. Thus, the blurred waveform wbad(t) that is most Thus, to maximize the signal-to-noise ratio, and WO must be kept as small as possible.
The value of WO is normally selected to maximize the S N R corresponding to the highest density bilevel waveforms b(t) that can be processed. For lower density waveforms, the value of WO can be reduced to yield a higher S N R . This reduction of WO can be accomplished by applying additional smoothing before any derivatives are calculated.
IX. WAVEFORM RECOGNITION ALGORITHM
There are many different approaches to the problem of classifying bar code waveforms. The sophistication of each solution increases with the degree of convolution distortion. For a low level of convolution distortion, the height of all peaks will be above the height of all valleys, and a fixed threshold can separate the peaks (foreground) from the valleys (background). The number of samples in each region is proportional to the width of the region. If the convolution distortion is increased, edge detection can be used to find the edge locations ti. However, by Theorem 1, the current edge detection techniques such as the zero crossings of the second derivative (ZC2) are not as reliable as the waveform peak locations. Also, from Section IV, the peak (i.e., midpoint) locations are insensitive to ink spread. The solution proposed in this paper is based on the use of midpoint locations as features.
We are interested in the classifying w ( t ) by mapping it onto one out of a set of ideal images { bl (t), b 2 ( t ) , , b,(t)}. If each ideal image b j ( t ) has the same number of edges (i.e., n), then we can represent the images by points in an n -1-dimensional space-the edge-interval space. (The coordinates of the edge-intend space correspond to the distance between adjacent edges.) Since each edge-interval contain an associated midpoint, we can also operate in the midpoint-interval space, defined similarly to the edge-interval space. Thus, the blurred bilevel waveform w(t) can be projected onto either of these spaces and distance decoders used to classify w(t). In this paper, the waveform is assumed to be generated by scanning a bar code label with a Gaussian profile laser beam. The following are problems encountered with this approach.
The midpoint locations of each stripe must be determined.
The midpoing-interval space has a smaller dimension than the edge-interval space. A method is needed to limit the misclassification rate if this technique is to be applied to bar codes. Prototypes are needed and must be either learned or calculated.
Prototypes and data must be normalized before classification can take place. The first point is solved by using the midpoint estimator described previously, and the others are addressed in the next few sections. Two general points must be made before proceeding to other sections. First, the analysis presented in this paper assumes continuous time functions. In practice, the waveforms are sampled at a high frequency of 400 kHz. Linear interpolation is used to obtain feature locations that are not coincident with the sampling points. A smoothed derivative generates the derivative waveforms while suppressing quantization noise. The filter is described as follows. Let xi be the ith sample of waveform x(t):
Second, an enhancement to the recognition algorithm is included to assist in the processing of low density waveforms. In this case, the S N R [equation (27)] may be low, resulting in an undecodable decision by the classifier of Section X. The SNR can be increased by providing additional smoothing to the input signal and consequently reducing the cutoff frequency WO as discussed in Section VIII. The waveforms are then reprocessed.
x. DISTANCE CLASSIFICATION AND DATA NORMALIZATION
The edge-interval space is a space that has a dimension for each interval between the adjacent edges of b(t);n -1 dimensions. By choosing to work in the midpoint-interval space (n -2 dimensions), we are forced to map the ideal images b j ( t ) into a smaller space. This may result in collisions in the smaller space, for example, the UPC characters 1, 7 and 2, 8. A postprocessing stage is used to disambiguate the characters and is based on the midpoint-to-midpoint distance between the end of the ambiguous character and the beginning of one of its neighboring characters.
Distance classifiers operating in the midpoint-interval space are used to perform the required bar code recognition task.
The distance measure used, D(X,lc), is the Euclidean distance between the data vector X and the lcth prototype. A simple distance classifier generates a classification for all input data vectors. In the bar code recognition problem, data must only be assigned to classes with a high confidance.
Low confidance data must be rejected as "undecodable." This strategy is designed to minimize the misclassification rate and is implemented with the help of two thresholds-TI and Tz. A data vector X is labeled as undecodable if 1) X is far from the closest prototype k; D(X, k) > TI;
2) X is almost equidistant from the nearest prototypes
In the CODE39 symbology, TI and T 2 are selected to drive the misclassification rate below
The following is the decision rule used by the classifier:
for all k, k # j else label X as unclassified.
(29)
The prototype vectors used in the distance classifiers are usually learned during a training phase. However, for bar code waveform recognition, the prototype vectors can be calculated directly from the symbology specification and the training phase is not required. Since bar codes can be printed at any desired density, normalization of the vectors are required before any distance calculations can be made. The normalization is symbology dependent, and in the following paragraphs we consider the normalization of prototype vectors for the UPC and CODE39 symbologies.
Consider CODE39 where the bars in the code are either wide ( W ) or narrow (N). This is known as a binary bar code. k is a parameter that varies between 2.0 and 3.0, and must estimated as indicated in (32). In a CODE39 waveform, there are only three types of peak-to-valley distances: w", www ,
and WWN. If we use W N N as the unit distance, we obtain the following normalization:
Now consider the code-type UPC where the strip width can take on one of the four values 1, 2, 3, or 4, i.e., a nonbinary bar code. The midpoint-to-midpoint distances (from the center of a bar to the center of a space) can be calculated and are summarized in Table I .
Data normalization is a much simpler procedure than prototype normalization. The elements of the data vector are scaled so that the sum of the data elements equals the sum of the prototype elements. This sum is fixed for each symbology and is expressed as follows. Let X and M k be the feature vectors 
This type of normalization is particularly suited to bar code recognition where the elements values represent horizontal distances.
XI. RESULTS
A new approach to any practical problem must answer the 1) What are the limits of the approach? 2) What are the advantages of the approach? 3) Is the algorithm robust?
following questions.
The limits of the waveform decoder are related to the error in the estimated location of the midpoints and thus to the blurring factor. The maximum blurring factor g will be expressed as a multiple of the minimum pulse width of the bilevel waveform. The advantage of using the waveform decoder over current techniques is that it can recognize waveforms that are severely blurred. This ability translates to an increase in the working range of the waveform decoder over currently used techniques. The waveform decoder is also robust with respect to additive noise, and this is due to the modified zero crossing detector described in Section VI. In the next few subsections, results containing quantitative answers to questions 1, 2, 3 are presented.
A. Maximum Blurring Factor
The width of stripes in a bar code is usually defined as a multiple of the narrowest stripe. If the location error in any bar code feature is greater than half the unit stripe, then the bar code is considered to be undecodable. In the following experiment, the maximum blumng factor 0 that produces decodable midpoints is determined.
Consider three adjacent UPC code words. (The UPC symbology is used since it is nonbinary and thus subject to more severe edge interactions than the CODE39 symbology-a binary code.) All possible combinations of the code word triplet are considered, and in each case a blurred waveform w(t) is generated by using a Gaussian PSF of variance o.
The maximum and average error in the location of the first midpoint of the middle code word is recorded. This experiment is repeated for several values of g, and the results are given in Table 11 . (Let T be the width of the unit stripe.) The maximum blurring factor that produces a midpoint error
Thus, T represents the maximum blurring factor that can be processed by the waveform recognition algorithm.
less than 0.5T is
B. Working Range of Waveform Decoder
In this subsection, we describe the implementation and results for a bar code waveform midpoint classifier. The algorithm can be broken down into the following major tasks: 1) margin location detection 2) construction of prototype vectors and normalization 3) feature detection 4) feature normalization 5) distance decoder. These tasks should be performed in the order listed above. The margin detection locates the position of the bar code within the waveform. This is done by noticing that there is a difference in the statistics of the background noise and the bar code signal. The location of this change in statistics is detected. Derivatives of the waveform are generated and zero crossings of the third derivative obtained. The derivative filter also provides smoothing that reduces the effects of noise due to the digitization process. The features are normalized and applied to the distance decoder. The waveform is actually processed in segments, each one representing a single character of the bar code.
The midpoint classifier is the descendent of an algorithm that was used to decode the binary bar code CODE39 [14] . However, the peak classifier is more general in that it handles nonbinary bar codes (e.g., UPC) and still exhibits a performance at least equal to the CODE39 decoder of [14] . Data for these tests were collected by using an LS2000 Symbol Technologies bar code reader. Normally, the waveform is binarized and fed to a decoder, but in our case we intercepted the data before binarization. Each waveform intercepted was sampled at 16 K data points, 12 b/point, and at a rate of 500 kHz. For comparison, the data were processed by the complete LS2000 system as well.
The degree of convolution distortion in a waveform is determined by the ratio of the width of the laser beam's spot size ( 0 ) to the width of the bars in the code ( a ) . For a given laser beam, this ratio can be varied by changing either the bar code density (i.e., value of a ) or the scanning distance (i.e., value of CJ). For a given code density and laser beam, the maximum scanning distances and thus the maximum acceptable levels of convolution distortion of the LS2000 system and the peak classifier are compared. Bar code densities are measured in mils; an 11: mil bar code is one where the narrowest bar has a width of 11:/1000th of an inch. Table  I11 summarizes the results of this study. The peak classifier shows at least a 43% increase in maximum scanning distance, and it can decode higher densities than the LS2000 system. Thus, the peak classifier tolerates higher levels of convolution distortion than the LS2000 system.
C. Noise Immunity of Waveform Decoder
In this subsection, white Gaussian noise, N ( 0 , C T~) , is added to a high-density (3 mils CODE39) bar code waveform, and the sum is processed by the waveform recognition algorithm (Fig. 7) . The high-density input waveform w ( t ) is shown in Fig. 10 . Note that the waveform contains inflection point triplets and is consequently severely blurred. The process of adding a random waveform n(t) to w ( t ) and the subsequent decode attempt is repeated 1000 for a given value of on in order to gather statistics: the decode rate, the number of misdecodes, and the average signal-to-noise ratio. (The signalto-noise ratio is measured after the first derivative stage in Fig. 7 .) In addition, the value of on is varied in steps to determine the effect that different noise levels have on the waveform recognition algorithm. The results are found in Table IV .
The zero misdecode rate illustrates the robustness of the waveform decoder. Such performance is a requirement of bar code reading systems since the CODE39 symbology requires a misdecode rate of less than one in a million.
XII. CONCLUSION
This paper focused on the problems of feature detection and bar code waveform classification in the presence of severe convolution distortion. In the first problem, we showed that some waveform features are naturally more stable than others in the scale space-peaks versus inflection points. We Statistical pattem recognition is used to classify the midpoint features as bar code characters. The waveform recognition algorithm showed a 43% increase in the maximum scanning distance over commercial bar code reading equipment-the Symbol Technologies Inc. LS2000 system. The performance of the algorithm also degraded gracefully in the presence of increasing noise levels without misclassifying a single character. This robustness to noise is important in the bar code industry which requires a misclassification rate below one in a million for the CODE39 symbology.
We are currently investigating the use of higher order derivatives to extend the region of feature stability in the scale space. More important is the extension of the present algorithm to operate on surfaces instead of waveforms-twodimensional bilevel images. A full two-dimensional analysis is difficult and complicated, and several one-dimensional scans along predefined directions may be preferred.
APPENDIX PHYSICAL INTERPRETATION OF THE MIDPOINT ESTIMATOR
The performance of the midpoint estimator depends on the value of q = 0 2 / 2 in equation (7) . This value is determined by truncating a Taylor series expansion and may not be optimal given only the first and third waveform derivatives. In this Appendix, the physical interpretation of the midpoint estimator is presented and the effect of q on its performance is discussed.
Consider two edges located at -a, a. Let the roots of gn(t) be estimates of the midpoints for a waveform containing n edges. The midpoint estimator of the two edges is given by Thus, a midpoint exists at t = 0. The location of this midpoint is affected by the introduction of a third edge at, say, a + 2b.
In the case of these three edges, the midpoint estimator is given by
If the midpoint is to remain at t = 0, then the following must be true: and -h(t -a -2b). Since the distance a + 2b is unknown, no fixed value of q can satisfy equation (38). However, consider limiting the degree of blurring, CJ, as shown in Fig. 11 , &CJ < a + 2b.
(39)
Under restriction (39), the expression h(-a-2b) -qh(-a2b) represents the weighted difference of two points on the ends of the curves of Fig. 11 . This difference can be made small by requiring that This is the same value of q used in Proposition 1. Thus, the midpoint estimator combines the first and third derivatives of the waveform w(t) and produces an effective PSF with a narrower main lobe as shown in Fig. 12 . The symbol W represents the width of the main lobe of the PSF.
The optimal value of q depends on the maximum error that can be tolerated in the location of the midpoints. This error is related to the magnitude of U, the undershoot in Fig. 12(b) . The larger the value of U, the narrower the effective width W of the PSF and a higher degree of blurring can be tolerated. In this paper, a value of 02/2 is used for q.
