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We develop a general framework to analyze the two important and much discussed questions
concerning (a) ‘orbital’ and ‘spin’ angular momentum carried by light and (b) the paraxial ap-
proximation of the free Maxwell system both in the classical as well as quantum domains. After
formulating the classical free Maxwell system in the transverse gauge in terms of complex analytical
signals we derive expressions for the constants of motion associated with its Poincare´ symmetry.
In particular, we show that the constant of motion corresponding to the total angular momentum
J naturally splits into an ‘orbital’ part L and a ‘spin’ part S each of which is a constant of mo-
tion in its own right. A noteworthy feature of the formulation so developed is the emergence of a
complex Hilbert space M associated with the free Maxwell system which in turn provides a natu-
ral link between the descriptions of radiation fields at the classical and quantum levels. We then
proceed to discuss quantization of the free Maxwell system and construct the operators generating
the Poincare´ group in the quantum context and analyze their algebraic properties and find that
while the quantum counterparts Lˆ and Sˆ of L and S go over into bona fide observables, they fail to
satisfy the angular momentum algebra precluding the possibility of their interpretation as ‘orbital’
and ‘spin’ operators at the classical level. On the other hand Jˆ = Lˆ + Sˆ does satisfy the angular
momentum algebra and together with Sˆ generates the group E(3). We then present an analysis of
single photon states, paraxial quantization both in the scalar as well as vector cases, single photon
states in the paraxial regime. All along a close connection is maintained with the Hilbert space
M that arises in the classical context thereby providing a bridge between classical and quantum
descriptions of radiation fields. The present approach provides strong motivation for making the
paraxial approximation after, and not before, field quantization has been carried out.
I. INTRODUCTION
There has been much interest recently in the theoret-
ical understanding and experimental exploitation of the
angular momentum properties of light in both classical
and quantum domains [1]. It has been shown that the to-
tal angular momentum of the (free) electromagnetic field,
a well-defined expression which is conserved on account of
Poincare´ invariance, can be meaningfully separated into
‘orbital’ and ‘spin’ parts, each of which is conserved by
itself [2]. (For brevity the former will be called the OAM
– orbital angular momentum – of light). Through ex-
periments it has been suggested that specific effects at-
tributable to the OAM of light can be identified. Schemes
to filter OAM states have been proposed [3, 4] and pro-
posals for beam splitters for the OAM states aimed at
achieving quantum information processing have also been
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developed [5]. There have also been several discussions
on the cloning of OAM states [6] and network-based
OAM [7]. The quantum states with OAM have been
proposed to be useful for implementation of quantum
gates [8] and for universal quantum computation [9, 10].
Quantum key distribution schemes based on OAM have
also been proposed[11, 12] and the possibility of creating
entangled photons has also been discussed [13]. Entan-
glement of OAM states has been demonstrated experi-
mentally [14]. Experiments have also been performed on
implementing quantum random walks [15] and quantum
cryptographic schemes using quantum states of light with
OAM [16]. Squeezing of states with OAM has been ex-
perimentally demonstrated [17] and various correlation
experiments have also been carried out [18, 19]. Single
photon in modes with OAM have been prepared [20] and
Laguerre-Gaussian laser modes with OAM have also been
generated [21].
The properties of OAM of light for the practically
important paraxial beams are important as laser beam
modes are of this nature. Another aspect is to see
whether anything new can be learnt about the quantum
mechanics of single photons, both in terms of possible
2physical observables and in the properties of particular
quantum states. A comprehensive analysis is contained
in the work of Calvo et. al. [22], in which a systematic
approximation scheme for paraxial beams has been pro-
posed. In addition the procedure to be adopted for field
quantization to arrive at a physically reasonable concept
of ‘paraxial photons’ has been addressed by Deutsch et.
al. [23]. Here it may be recalled that single photons with
fixed helicity are described by specific mass zero unitary
irreducible representations (UIR’s) of the Poincare´ group
not including the parity operation [24]. A photon with
right (or left) circular polarization remains so under all
proper rotations as well as under all pure Lorentz trans-
formations. Examining these representations in detail,
Newton and Wigner [25] found in a classic analysis that
no position operator with reasonable physical properties
can be defined for photons. This result can be expected
to have important consequences for the existence of OAM
as a meaningful and measurable property for single pho-
tons, and therefore also for the quantized field.
The purpose of the present work is to analyze carefully
the properties and interconnections of the different con-
cepts mentioned above – OAM for classical light; the spe-
cific algebraic properties needed for a vectorial dynamical
variable to be an ‘angular momentum’; related properties
at the level of single photon states; and the details of the
paraxial limit for light in relation to quantization. The
paraxial regime for light beams is by its very nature de-
fined in a qualitative and approximate way. Therefore
the relationship between it and the quantization process
needs careful analysis. In effect, the concept of ‘parax-
ial photons’ has to be arrived at in a physically reason-
able manner. In addition, there is the pervasive effect
of transversality in all matters relating to electromag-
netism – the fields and vector potential; the quantization
process; photon wave functions, and even the definition
of the paraxial regime.
The contents of the paper are organized as follows.
In Section II we discuss the Poincare´ covariance of the
Maxwell equations in free space and derive, in the trans-
verse radiation gauge, expressions for the associated con-
stants of motion in terms of the real fields E(x, t), the
electric field and A(x, t), the vector potential. With
eventual passage to a description of quantized electro-
magnetic fields in mind we move from the real A and
E fields to their complex analytic signals A(+) and E(+)
and re-express the ten constants of motion in terms of
A(+)(x, t) and E(+)(x, t) and also in terms of the com-
plex transverse k-space amplitudes v(k) associated with
A(+)(x, t). In particular, we note that the constant of
motion, J, the total angular momentum, can be regarded
as a sum of ‘orbital’ and ‘spin’ parts L and S each of
which is also a constant of motion in its own right. The
structure of the expressions for the constants of motion
obtained thus prompts us to introduce the notion of a
Hilbert space M with A(+)(x, t) or equivalently their
complex transverse k-space amplitudes v(k) as its ele-
ments. In Section III we quantize the free space Maxwell
field following the canonical route by turning the k-space
amplitudes v(k) into operators aˆ(k) and the fundamental
Poisson brackets into canonical commutation relations.
This then sets the stage for introducing the notion of
Hilbert spaces Hn with n = 0, 1, 2, · · · spanned respec-
tively of no photon or the vacuum state, 1 photon states,
2 photon states ....and hence to the H associated with
quantized electromagnetic field obtained by taking their
direct sum. The analytic signals A(+) and E(+) now
become operators Aˆ(+) and Eˆ(+) and the classical con-
stants of motions go over into hermitian operators on
H. With this done we compute all possible commutation
relations between the components of the quantum coun-
terparts Jˆ, Lˆ and Sˆ of J,L and S, and find that while
the components of Jˆ obey the angular momentum alge-
bra, those of Lˆ and Sˆ fail to do so. Further while the
components of Sˆ commute with each other, those of Lˆ
and Sˆ do not all commute. This circumstance calls into
question decomposition of the total angular momentum
operator into an ‘orbital’ angular momentum part Lˆ and
a ‘spin’ angular momentum part Sˆ as has already been
noted in the literature.
Next we define single photon states in the one photon
Hilbert space H1 by associating creation-annihilation op-
erators aˆ(v)†, aˆ(v) with each v(k) or equivalently with
eachA(+)(x, t) inM. We then detail their properties and
actions of the operators corresponding to the Poincare´
algebra and of the infinitesimal unitary transformations
they generate on these states.
In Section IV, we turn our attention to the paraxial
approximation in classical scalar and vector optics with
a view to giving a meaningful definition of ‘quantization
in the paraxial regime’. We show, in contrast to sev-
eral works in the literature, that a better procedure is
to impose paraxial conditions on v(k) which appear in
the definition of the one-photon states as is discussed in
Section III. We conclude this Section with a discussion
of Laguerre–Gaussian(L-G) modes studied extensively in
scalar wave optics anticipating their extension to the vec-
tor case in the following Section. In Section V we con-
struct the eigenfunctions of Jˆ3 in the single photon sub-
space both in the k space as well as in the physical space
and examine their behaviors in the paraxial regime. We
also extend the scalar L-G modes discussed in the pre-
vious Section to the vector case. Section VI contains a
summary of this work and our concluding remarks.
II. CLASSICAL FREE MAXWELL SYSTEM,
REAL FIELDS AND ANALYTIC SIGNALS,
CONSTANTS OF MOTION
In this Section, as background, we recall basic proper-
ties of the classical Maxwell equations, and settle matters
of notation. Certain features not often discussed explic-
itly are mentioned.
The equations of motion (EOM) for real electric and
3magnetic fields in free space are
∂
∂t
E(x, t) = c∇∧B(x, t),
∂
∂t
B(x, t) = −c∇∧E(x, t), (2.1)
supplemented by the constraints
∇ · E(x, t) = ∇ ·B(x, t) = 0 (2.2)
which are preserved in time. In special relativistic nota-
tion (x0 = ct; g00 = −1;µ, ν = 0, 1, 2, 3), E and B are
components of a real antisymmetric second rank tensor
field Fµν(x) = −Fνµ(x), (x = (ct,x)):
Ej(x) = Fj0(x), Bj(x) =
1
2
ǫjlmFlm(x), j, l,m = 1, 2, 3.
(2.3)
Then eqs. (2.1, 2.2) are
∂µFµν(x) = 0, ∂λFµν(x) + ∂µFνλ(x) + ∂νFλµ(x) = 0.
(2.4)
These are manifestly covariant under the action of in-
homogeneous Lorentz, i.e., Poincare´, transformations. A
general element (Λ, a) of the Poincare´ group P acts on
space-time coordinates x = (xµ) by
xµ → x′µ = Λµν xν + aµ. (2.5)
Here Λ = (Λµν) ∈ O(3, 1) is a real 4 × 4 matrix of a
homogeneous Lorentz transformation in which we allow
parity but omit time reversal, and aµ is a space time
translation. The composition law in P is
(Λ′, a′)(Λ, a) = (Λ′Λ, a′ + Λ′a), (2.6)
while Fµν transforms as
F ′µν(x
′) = Λ ρµ Λ
σ
ν Fρσ(x). (2.7)
This action by P preserves eqs. (2.4).
We hereafter work in the transverse radiation gauge,
to begin with using real fields E(x, t),A(x, t). The EOM,
constraints and definition of B are:
∂
∂t
A(x, t) = −cE(x, t),
∂
∂t
E(x, t) = −c∇2A(x, t); (2.8a)
∇ ·E(x, t) = ∇ ·A(x, t) = 0; (2.8b)
B(x, t) = ∇ ∧A(x, t). (2.8c)
The behaviors of E and A under spatial rotations and
space-time translations are immediate. Under an in-
finitesimal pure Lorentz transformation we first trans-
form A(x) as though it is a four-vector (with A0 = 0),
and then perform an infinitesimal gauge transformation
to restore transversality:
x′0 ≃ x0 − vj
c
xj , x
′
j ≃ xj −
vj
c
x0, |v| << c :
E′(x′) ≃ E(x) + 1
c
v ∧B(x),
A′(x′) ≃ A(x) + 1
c
∇
(
1
∇2v ·E
)
(x)
= A(x) − 1
4πc
∇
∫
d3y
v ·E(y, t)
|x− y| . (2.9)
The basic constants of motion (COM), ten in number,
associated with solutions to eqs. (2.1, 2.8) are the energy-
momentum four-vector Pµ and four-dimensional angular
momentum second rank antisymmetric tensor Jµν . These
are expressed in terms of an energy density E(x, t) and a
momentum density P(x, t):
E(x, t) = 1
8π
(E(x, t) ·E(x, t) +B(x, t) ·B(x, t)),
P(x, t) =
1
4πc
E(x, t) ∧B(x, t), (2.10)
(the Poynting vector being c2P) as
P 0 =
∫
d3x E(x, t), P =
∫
d3x P(x, t);
J = (J23, J31, J12) =
∫
d3x x ∧P(x, t);
K = (J10, J20, J30) =
1
c
∫
d3x x E(x, t)− ctP.
(2.11)
In terms of E and A, dropping surface terms at spatial
infinity we have:
P 0 =
1
8π
∫
d3x (E(x, t) · E(x, t)−A(x, t) · ∇2A(x, t)),
P =
1
4πc
∫
d3x Em(x, t)∇Am(x, t);
Jj =
1
4πc
∫
d3x Em(x, t)(δmn(x ∧∇)j + ǫjmn)An(x, t),
Kj(t) =
1
c
∫
d3x xj E(x, t)
=
1
8πc
∫
d3x xj(E(x, t) ·E(x, t)−A(x, t) · ∇2A(x, t)).
(2.12)
Equations (2.8) lead to the wave equation for A(x).
Omitting possible evanescent waves, the general solution
can be written as
A(x, t) =
c
2π
∫
R3
d3k√
ω
(eik·xv(k) + c.c),
k · v(k) = 0, k0 = |k| = ω/c. (2.13)
Thus it involves one complex transverse vector amplitude
v(k) on wave vector space. The real electric field is
E(x, t) =
i
2π
∫
d3k
√
ω (eik·xv(k) − c.c). (2.14)
4In terms of v(k), the COM’s and K(t) are:
(P 0,P) =
∫
d3k(ck0,k) v(k)∗ · v(k),
Jj =
∫
d3k vm(k)
∗(−iδmn(k ∧ ∇˜)j − iǫjmn)vn(k),
Kj(t) =
i
c
∫
d3k
√
ω v(k)∗ · ∂˜j (
√
ω v(k)) + ct Pj ,
∂˜j ≡ ∂
∂kj
. (2.15)
At this point, v(k) is usually expanded in terms of a
basis of two polarization vectors ǫα(k), α = 1, 2, obeying
k · ǫα(k) = 0, ǫα(k)∗ · ǫβ(k) = δαβ ,
ǫ1(k) ∧ ǫ2(k) = kˆ, (2.16)
as
v(k) =
2∑
α=1
ǫα(k)vα(k). (2.17)
In general we can allow ǫα(k) to depend on k, though
sometimes we may assume dependence on kˆ alone. This
will be clear from the context.
However, there are subtleties associated with choos-
ing such polarization bases in a globally smooth way as
kˆ varies over all possible directions, so we take this up
later [26–28]
We now move from real A,E to their complex analytic
signals A(+),E(+). For the definition and properties of
analytic signals see, for instance [2, 29]. This gives the
classical theory a form similar to quantum expressions.
The analytic signals are the positive frequency parts of
the real fields:
E = E(+) +E(−) = 2Re E(+),
A = A(+) +A(−) = 2Re A(+). (2.18)
While eqs. (2.8) are obeyed after the replacements
A,E,B → A(+),E(+),B(+), we also have first order
EOM in time which are nonlocal in space:
i
∂
∂t
A(+)(x, t) = (ωˆA(+))(x, t),
i
∂
∂t
E(+)(x, t) = (ωˆE(+))(x, t),
ωˆ = c(−∇2)1/2 (2.19)
The general solution (2.13,2.14) becomes
A(+)(x, t) =
c
2π
∫
d3k√
ω
eik·xv(k),
E(+)(x, t) =
i
2π
∫
d3k
√
ωeik·xv(k). (2.20)
The COM’s (2.12) can all be written in terms of analytic
signals. We need to use the hermiticity of ωˆ in the sense
that for suitable complex ψ(x), φ(x) we have∫
d3x φ(x)∗(ωˆψ)(x) =
∫
d3x ((ωˆφ)(x))∗ψ(x). (2.21)
Then after some algebra we find:
P 0 =
1
2π
∫
d3x E(+)(x)∗ · ∂0A(+)(x),
Pj =
1
2πc
∫
d3x E(+)(x)∗ · ∂jA(+)(x),
Jj =
1
2πc
∫
d3x E(+)m (x)
∗ (δmn(x ∧∇)j
+ǫjmn)A
(+)
n (x),
Kj(t) =
i
2πc2
∫
d3x E(+)(x)∗ · (xjωˆA(+))(x).
(2.22)
Thus eqs. (2.12,2.22,2.15) give Pµ,J,K(t) in terms of real
fields, complex analytic signals, and k-space amplitudes
respectively.
In the real formulation, E(x, 0) andA(x, 0) can be cho-
sen independently, then eqs. (2.8) determine E(x),A(x)
for all t. In the complex formulation, only A(+)(x, 0)
can be chosen independently. Then both A(+)(x) and
E(+)(x) = ∂0A(+)(x) = ic (ωˆA
(+))(x) are determined by
eq. (2.19).
The structure of the total angular momentum J in
eq. (2.22) has led to the suggestion that we regard it
as the sum of ‘orbital’ and ‘spin’ parts L and S, each
real, defined as [30]
Lj =
1
2πc
∫
d3x E(+)m (x)
∗(x ∧∇)jA(+)m (x),
Sj =
1
2πc
∫
d3x ǫjmn E
(+)
m (x)
∗A(+)n (x). (2.23)
From the first order EOM (2.19), the hermiticity (2.21)
of ωˆ, and the commutativity of ωˆ and x∧∇, we see that
both L and S are COM’s. Since they are unambiguously
defined expressions, they are legitimate classical dynam-
ical variables.
The forms of the expressions (2.22) suggest that we
introduce a complex Hilbert space at the classical level as
follows. Guided by eq. (2.21) we initially define a natural
looking inner product among complex (transverse) vector
fields V(x),V′(x), . . . on R3 as
(V′(·) , V(·))0 =
∫
d3x V′(x)∗ ·V(x). (2.24)
Then we find
(V′(·) , ωˆV(·))0 = (ωˆV′(·) , V(·))0 ; (2.25a)
(V′(·),α · x ∧∇V(·))0 = − (α · x ∧∇V′(·),V(·))0 ,
α ∈ R3. (2.25b)
From given analytic signal solutions A(+)(x),E(+)(x) to
the Maxwell equations we can form three inner prod-
ucts (A(+)(·, t),A(+)(·, t))0, (E(+)(·, t),A(+)(·, t))0 and
5(E(+)(·, t),E(+)(·, t))0. From eq. (2.25a) all of them are
time independent. However we now show that only the
second one is also Lorentz invariant.
The separations (2.18) of A(x),E(x) into positive and
negative frequency parts are Lorentz invariant. Therefore
from eqs. (2.9) we can read off the changes in functional
forms of A(+)(x),E(+)(x) under an infinitesimal Lorentz
transformation:
δA(+)(x) ≡ A(+)′(x)−A(+)(x)
= tv ·∇A(+)(x) − v · x
c
E(+)(x)
+
1
c
∇
(
1
∇
2v ·E(+)
)
(x),
δE(+)(x) ≡ E(+)′(x)−E(+)(x)
= tv ·∇E(+)(x)− v · x
c
∇
2A(+)(x)
+
1
c
v ∧B(+)(x). (2.26)
Then, using transversality and dropping surface terms,
we find:
δ
(
E(+)(·, t) , A(+)(·, t)
)
0
=
(
δE(+)(·, t) , A(+)(·, t)
)
0
+
(
E(+)(·, t) , δA(+)(·, t)
)
0
=
1
c
∫
d3x v ∧B(+)(x)∗ ·A(+)(x)
+
i
c2
∫
d3x E(+)(x)∗ · ([ωˆ,v · x]A(+))(x)
=
1
c
∫
d3x v ∧ (∇ ∧A(+)(x))∗ ·A(+)(x)
−i
∫
d3x E(+)(x)∗ ·
(
v ·∇ 1
ωˆ
A(+)
)
(x)
=
1
c
∫
d3x (∇v ·A(+)(x)− v ·∇A(+)(x))∗ ·A(+)(x)
−1
c
∫
d3x (ωˆA(+))(x)∗ ·
(
v.∇
1
ωˆ
A(+)
)
(x)
= 0. (2.27)
Here we used the operator relations
[ωˆ2,x] = −2c2∇, [ωˆ,x] = −c2∇
ωˆ
. (2.28)
Therefore (E(+)(·, t),A(+)(·, t))0 is both time indepen-
dent and Lorentz invariant.
We point out that for real E,A the expression∫
d3x E(x)·A(x) is neither Lorentz invariant nor time in-
dependent. Both these facts can be traced to the freedom
to choose E(x, 0) and A(x, 0) independently as initial
data. This emphasizes the advantages of using analytic
signals.
Based on these considerations we define a Lorentz in-
variant and time independent squared norm for any an-
alytic signal as
(
A(+)(·, t) , A(+)(·, t)
)
=
i
2πc
(
E(+)(·, t) , A(+)(·, t)
)
0
=
1
2πc2
(
A(+)(·, t) , ωˆA(+)(·, t)
)
0
=
1
2πc2
∫
d3x A(+)(x)∗ · (ωˆA(+))(x) ≥ 0.
(2.29)
Since
(A(+)(·, t) , ωˆA(+)(·, t))0 = 2πc2
∫
d3k v(k)∗ · v(k),
(2.30)
we are led to a complex Hilbert spaceM at the classical
level. This Hilbert space at the classical level has been
used in [31] It has also been used in [23] where however,
its Lorentz invariance has not been discussed or proved.
M =
{
A(+)(x)|‖A(+)‖2=
(
A(+)(·, t) , A(+)(·, t)
)
<∞
}
=
{
v(k) | k · v(k) = 0, ‖v‖2
=
∫
d3k v(k)∗ · v(k) <∞
}
.
(2.31)
We can think of either A(+)(x) or v(k) connected by
eq. (2.20) as specifying an element ofM. The usefulness
of this construction will emerge as we proceed to the
quantized Maxwell field and the quantum mechanics of
single photons. Both of eqs. (2.25) remain valid with the
new inner product:
(
A(+)′(·, t) , ωˆA(+)(·, t)
)
=
(
ωˆA(+)′(·, t) , A(+)(·, t)
)
,(
A(+)′(·, t) , α · x ∧∇A(+)(·, t)
)
= −
(
α · x ∧∇A(+)′(·, t) , A(+)(·, t)
)
.(2.32)
III. THE QUANTIZED RADIATION FIELD,
OPERATOR COM’S, QUANTUM MECHANICS
OF SINGLE PHOTONS
In this Section we briefly recall the canonical quanti-
zation of the Maxwell field, and study the properties of
the basic operator COM’s and the counterparts of L and
S of eq. (2.23). We then look at some features of single
photon states and operator actions on them.
6Quantization and basic operator COM’s
Since the free Maxwell equations (2.8) are linear, we
can first construct their general solution and then per-
form quantization. In the analytic signal formulation, the
general solution (2.20) involves the complex transverse
vector amplitude v(k). Consistent with transversality
the Hamiltonian form of the classical theory contains the
basic Poisson Bracket (PB) relations
{vj(k), vl(k′)∗} = −i
(
δjl − kjkl|k|2
)
δ(3)(k− k′),
{v,v} = {v∗,v∗} = 0. (3.1)
Using the Dirac prescription ‘quantum commutators’
∼ i~ ‘classical PB’s’, we arrive at the canonical com-
mutation relations (CCR) in a convenient form:
v(k)→
√
~ aˆ(k), v(k)∗ →
√
~ aˆ(k)† :
[aˆj(k), aˆl(k
′)†] =
(
δjl − kjkl|k|2
)
δ(3)(k− k′),
[aˆ, aˆ] = [aˆ†, aˆ†] = 0,
k · aˆ(k) = k · aˆ(k)† = 0. (3.2)
As with eqs. (2.16, 2.17) the transversality conditions can
be accommodated by expanding aˆ(k), aˆ(k)† in terms of
ǫα(k):
aˆ(k) =
2∑
α=1
ǫα(k)aˆα(k),
aˆ(k)† =
2∑
α=1
ǫα(k)
∗aˆα(k)†;
[aˆα(k), aˆβ(k
′)†] = δαβδ(3)(k− k′),
[aˆ, aˆ] = [aˆ†, aˆ†] = 0. (3.3)
We mention again that there are subtleties involved
in making globally smooth choices of such polariza-
tion bases which have been properly analyzed only re-
cently [26–28]. It has of course been known that if one
limits oneself to, say, linear polarizations, no globally
smooth choices exist. Once one allows general polar-
ization states with complex ǫα(k)’s, global smoothness
can be achieved. We introduce chosen polarization bases
later when needed.
The space-time dependent operator analytic signals
and hermitian field operators are:
Aˆ(+)(x) =
c
2π
√
~
∫
d3k√
ω
eik·xaˆ(k),
Eˆ(+)(x) =
i
2π
√
~
∫
d3k
√
ωeik·xaˆ(k); (3.4a)
Aˆ(x) = Aˆ(+)(x) + Aˆ(−)(x),
Eˆ(x) = Eˆ(+)(x) + Eˆ(−)(x). (3.4b)
The Hilbert space H on which all the above operators
act and realize their CR’s is the direct sum of subspaces
labelled by the total photon number n = 0, 1, 2, . . .:
H =
∞∑
⊕n=0
Hn. (3.5)
H0 is spanned by the vacuum state |0〉 with no photons:
H0 = {λ|0〉, λ ∈ C},
aˆ(k)|0〉 = 0, 〈0|0〉 = 1. (3.6)
The subspace H1 consists of all single photon states,
obtained by applying all possible (normalisable) ‘linear
combinations’ of aˆ(k)† to |0〉:
H1 = Sp
{
aˆj(k)
†|0〉 | k ∈ R3, j = 1, 2, 3} . (3.7)
Action by aˆ(k)†’s onH1 leads to the two-photon subspace
H2, and so on.
The basic classical COM’s written in eq. (2.22) in terms
of analytic signals give immediately the hermitian quan-
tum operator COM’s in normal ordered form. They gen-
erate the unitary operators representing elements of the
Poincare´ group in the quantum theory. We list all of
them including the pure Lorentz transformation genera-
tors:
Pˆ0 =
i
2πc
∫
d3x Eˆ(+)(x)† · (ωˆAˆ(+))(x)
=
∫
d3k ~ω aˆ(k)† · aˆ(k);
Pˆj =
1
2πc
∫
d3x Eˆ(+)(x)† · ∂jAˆ(+)(x)
=
∫
d3k ~kj aˆ(k)
† · aˆ(k);
Jˆj =
1
2πc
∫
d3x Eˆ(+)m (x)
†(δmn(x ∧∇)j + ǫjmn)Aˆ(+)n (x)
= −i~
∫
d3k aˆm(k)
†(δmn(k ∧ ∇˜)j + ǫjmn) aˆn(k);
Kˆj(t) =
i
2πc2
∫
d3x Eˆ(+)(x)† · (xjωˆAˆ(+))(x)
= ctPˆj +
i~
c
∫
d3k
√
ωaˆm(k)
†∂˜j(
√
ωaˆm(k)). (3.8)
The two hermitian COM’s Jˆ and Kˆ(0), as is well known,
realize the Lie algebra of the homogeneous Lorentz group
SO(3, 1):
[Jˆj , Jˆl] = i~ ǫjlm Jˆm, [Jˆj , Kˆl(0)] = i~ ǫjlm Kˆm(0),
[Kˆj(0), Kˆl(0)] = −i~ ǫjlm Jˆm. (3.9)
Next we consider the quantum operator analogues of
the proposed definitions, eqs. (2.23), of ‘orbital’ and
‘spin’ angular momenta L,S for the free Maxwell field.
From eqs. (3.8) let us define the operators
Lˆj = −i~
∫
d3k aˆm(k)
†(k ∧ ∇˜)j aˆm(k),
Sˆj = −i~
∫
d3k aˆm(k)
†ǫjmnaˆn(k), (3.10)
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Jˆj = Lˆj + Sˆj . (3.11)
Each of Lˆj and Sˆj is well-defined and hermitian (as well
as a COM). Therefore each of them is a physically ob-
servable dynamical variable representing a corresponding
property of the quantum field. However, whether they
may be regarded as angular momenta in the quantum
mechanical sense depends on their CR’s. The analyses
of Lˆj and Sˆj follow similar lines. We find after some
algebra:
[Lˆj , Lˆl] = i~ ǫjlm(Lˆm − Sˆm). (3.12)
While the right hand side is antihermitian, the presence
of the second term shows that the Lˆj are not a quantum
mechanical angular momentum triplet. This is so despite
each Lˆj being hermitian and a COM. Similarly the CR’s
among the Sˆj can be computed and are
[Sˆj , Sˆl] = 0. (3.13)
Therefore the Sˆj too do not form a quantum mechanical
angular momentum. These facts concerning Lˆj and Sˆj
have been noted earlier [30]. They mean that a priori
we cannot draw any conclusions about the eigenvalues of
each Lˆj and each Sˆj , or of Lˆ · Lˆ and Sˆ · Sˆ. In fact, unlike
with a true angular momentum, all the components Sˆj
can be simultaneously diagonalised.
To complete the picture, we need the commutators
[Sˆj , Lˆl] which turn out to be
[Sˆj , Lˆl] = i~ ǫjlm Sˆm. (3.14)
We infer: (i) since these commutators are nonzero, Lˆ and
Sˆ are not kinematically independent; (ii) by combining
eqs. (3.12, 3.13, 3.14) we obtain
[Jˆj , Lˆl or Sˆl] = i~ ǫjlm(Lˆm or Sˆm). (3.15)
Therefore both Lˆ and Sˆ transform as vectors under spa-
tial SO(3) rotations generated by Jˆ.
It is worth noting that eqs. (3.15) mean that the fol-
lowing would have been equivalent: Lˆ obeys the angular
momentum CR’s; Sˆ obeys these CR’s; Sˆ and Lˆ commute
with one another. These are the properties characteristic
of orbital and spin angular momenta for massive parti-
cles. Of course, none of these is true. On the other hand,
we see that Jˆ and Sˆ obey the CR’s corresponding to the
Euclidean group E(3), though each of them has the di-
mensions of action.
Single photon states – properties, operator actions
The one-photon subspace H1 is defined in eq. (3.7).
There is a natural and direct correspondence between
the classical Hilbert space M of eq. (2.31) and H1. For
each v(·) ∈M with classical analytic signal A(+)(x), we
define a corresponding creation – annihilation operator
pair aˆ(v)†, aˆ(v) for photons ‘in the state v(·)’. Such op-
erators have been introduced earlier in reference [31] as
well as in reference [23].
v(k) ∈ M, A(+)(x, t) = c
2π
∫
d3k√
ω
eik·xv(k)→
aˆ(v) =
1√
~
∫
d3k v(k)∗ · aˆ(k), aˆ(v)†
=
1√
~
∫
d3k v(k) · aˆ(k)†; (i)
[aˆ(v), aˆ(v′)†] =
(v,v′)
~
1; (ii)
|v〉 = aˆ(v)†|0〉 ∈ H1 , 〈v′|v〉 = (v
′,v)
~
(iii)
(3.16)
The connection to the classical analytic signal is through
〈0|Aˆ(+)(x)|v〉 = A(+)(x). (3.17)
In this sense, every classical v(k) and associatedA(+)(x)
are the momentum space and physical space wave func-
tions respectively for a single photon in the state |v〉.
After normalization this state is
√
~
|v〉
‖v‖ =
1
‖v‖
∫
d3k v(k) · aˆ(k)†|0〉, (3.18)
so v(k)∗ · v(k)/‖v‖2 is the k-space probability density
distribution. On the other hand, A(+)(x) is the photon
wave function in a formal sense, as x does not represent
photon position.
Now we consider the actions of the operators
Jˆ, Kˆ(0), Lˆ and Sˆ, and of the infinitesimal unitary trans-
formations generated by them, on single photon states.
Each of these operators conserves total photon number,
so it leaves invariant each subspace Hn in eq. (3.5). The
restrictions of these operators to H1 (or to any Hn) will
therefore also obey the CR’s (3.9, 3.12, 3.13, 3.14, 3.15).
For simplicity we will use the same symbols for these re-
strictions as for the complete operators, as the meaning
will be clear from the context. We take up Jˆ, Kˆ(0) first.
From eqs. (3.8), using the CCR’s (3.2), we obtain the
CR’s among Jˆj , Kˆj(0) on the one hand, and aˆl(k)
† on
the other. For Jˆj we get the set of results:
[Jˆj , aˆl(k)
†] = i~(δlm(k ∧ ∇˜)j + ǫjlm)aˆm(k)†;
(3.19a)
|α| << 1 :
(
1− i
~
α · Jˆ
)
|v〉 ≃ |v + δv〉,
δv(k) = −α · k ∧ ∇˜ v(k) +α ∧ v(k);
(3.19b)
δ(v(k)∗ · v(k)) = ∇˜ · (−α ∧ k v(k)∗ · v(k)).
(3.19c)
8Transversality is preserved, and the action is unitary.
For Kˆj(0) the analogous results are:
[Kˆj(0), aˆl(k)
†] = −i~
c
√
ω
(
δlm − klkm|k|2
)
∂˜j(
√
ω aˆm(k)
†)
= −i~
c
√
ω∂˜j(
√
ωaˆl(k)
†)− i~c
ω
klaˆj(k)
†; (3.20a)
|v| << c :
(
1− i
~c
v · Kˆ(0)
)
|v〉 ≃ |v + δv〉,
δvl(k) =
1
c2
(
δlm − klkm|k|2
)√
ω v · ∇˜(√ω vm(k));
(3.20b)
δ(v(k)∗ · v(k)) = ∇˜ · (v ω
c2
v(k)∗ · v(k)). (3.20c)
This expression for δv(k) agrees exactly with what one
would get from eq. (2.26) for the change δA(+)(x) in the
vector potential caused by an infinitesimal Lorentz trans-
formation, if re-expressed using eq. (2.20) as a change in
v(k).
For later use we carry the discussion of Jˆ a little fur-
ther. Equation (3.19b) can be expressed as
α · Jˆ v(k) = −i~ α · k ∧ ∇˜ v(k) + i~ α ∧ v(k), (3.21)
and in particular with k = k(sin θ cosϕ, sin θ sinϕ, cos θ),
Jˆ3 vj(k) = −i~ ∂
∂ϕ
vj(k)− i~ ǫ3jl vl(k). (3.22)
Since Jˆ obeys the CR’s in eq. (3.9), this infinitesimal
action integrates to an action for finite rotations. The
result is:
e
−
i
~
α·Jˆ|v〉 = |v′〉,
v′(k) = R(α)−1 v(R(α)k),
Rjl(α) = δjl cosα+ αjαl
(1− cosα)
α2
− ǫjlm αm sinα
α
,
α = |α|. (3.23)
The simultaneous eigenfunctions of Jˆ2 and Jˆ3 (within
H1) are well known [32, 33]. For each pair of integers
(l,m) with l = 1, 2, 3, . . . ,−l ≤ m ≤ l, we have two
orthonormal eigenfunctions depending on kˆ alone:
L˜ = −ik ∧ ∇˜ :
Y
(1)
lm (kˆ) =
1√
l(l+ 1)
L˜Ylm(kˆ),
Y
(2)
lm (kˆ) =
1√
l(l+ 1)
kˆ ∧ L˜Ylm(kˆ); (3.24a)
{Jˆ2, Jˆ3}Y(a)lm (kˆ) = {~2l(l + 1),m~}Y(a)lm (kˆ),
a = 1, 2; (3.24b)∫
S2
dΩ(kˆ)Y
(a′)
l′m′(kˆ)
∗ ·Y(a)lm (kˆ) = δa′,aδl′,lδm′,m.
(3.24c)
(Here Ylm(kˆ) are the usual spherical harmonics). The
two sets of eigenfunctions differ in their parity properties:
Y
(1)
lm (−kˆ) = (−1)lY(1)lm (kˆ), Y(2)lm (−kˆ) = (−1)l+1Y(2)lm (kˆ).
(3.25)
A general v(k) has an expansion with two sets of ‘radial’
functions:
v(k) =
2∑
a=1
∞∑
l=1
l∑
m=−l
fa,lm(k)Y
(a)
lm (kˆ), (3.26)
and the squared norm (2.31) is
(v,v) =
∫
d3k v(k)∗ · v(k) =
∫ ∞
0
k2dk
∑
a,l,m
|fa,lm(k)|2
(3.27)
Finally we treat the operators Lˆ, Sˆ in a similar manner.
Following the pattern of eqs. (3.19), for Lˆj we have:
[Lˆj , aˆl(k)
†] = i~{(k ∧ ∇˜)j aˆl(k)† + kl|k|2 (k ∧ aˆ(k)
†)j};
(3.28a)
|α| << 1 :
(
1− i
~
α · Lˆ
)
|v〉 ≃ |v + δv〉,
δv(k) = −α · (k ∧ ∇˜)v(k) − k|k|2α · k ∧ v(k); (3.28b)
δ(v(k)∗ · v(k)) = ∇˜ · (k ∧α v(k)∗ · v(k)). (3.28c)
These too are consistent with transversality and unitar-
ity.
The case of Sˆ is particularly interesting, where we find:
[Sˆj , aˆl(k)
†] = i~{ǫjlmaˆm(k)† − kl|k|2 (k ∧ aˆ(k)
†)j};
(3.29a)
|α| << 1 :
(
1− i
~
α · Sˆ
)
|v〉 ≃ |v + δv〉,
δv(k) = α ∧ v(k) − k|k|2k ·α ∧ v(k) = α · kˆ kˆ ∧ v(k);
(3.29b)
δ(v(k)∗ · v(k)) = 0. (3.29c)
(In passing we note that eqs. (3.28a, 3.29a) together give
eq. (3.19a), and eqs (3.28b, 3.29b) give eq. (3.19b).) In
contrast to the actions of Jˆ, Kˆ(0) and Lˆ, in eqs. (3.29)
there are no derivatives with respect to k, the expression
for δv(k) being purely algebraic in v(k). This makes the
action of Sˆ on v(k) much simpler. Using eq. (3.23) for
general R(α) ∈ SO(3), we have:
|α| ≪ 1 : v(k) + δv(k) ≃ R(α · kˆ kˆ)v(k). (3.30)
Therefore at each kˆ ∈ S2,v(k) experiences an infinitesi-
mal right handed rotation by a variable kˆ-dependent an-
gle, α · kˆ, about the axis kˆ. For general α ∈ R3, we
have:
α · Sˆ v(k) = i~α · kˆ kˆ ∧ v(k). (3.31)
9Taking a unit vector αˆ for α, we then get
(αˆ · Sˆ)2 v(k) = ~2(αˆ · kˆ)2v(k). (3.32)
We can exhibit a link between Sˆ and Jˆ as well. From
eqs. (3.21) we find
kˆ · Jˆ v(k) = i~ kˆ ∧ v(k) (3.33)
implying (on H1!)
Sˆ = kˆ kˆ · Jˆ, Sˆ · Sˆ = ~2. (3.34)
Since kˆ and kˆ · Jˆ commute, the commutativity of the
components Sˆj is obvious.
It can be seen from these considerations that for each
αˆ, αˆ·Sˆ has continuous eigenvalues in the interval (−~, ~),
so it has no normalisable eigenvectors. To simplify the
action of αˆ · Sˆ on v(k) at each kˆ, we need to introduce
as a particular case of eqs. (2.16) an orthonormal pair of
transverse ‘circular polarization’ vectors ǫ(a)(k), a = ±,
obeying:
ǫ(a)(k)∗ · ǫ(b)(k) = δa,b;
kˆ · ǫ(a)(k) = 0, ǫ(−)(k) = iǫ(+)(k)∗;
kˆ ∧ ǫ(±)(k) = ∓iǫ(±)(k), ǫ(+)(k) ∧ ǫ(−)(k) = kˆ.
(3.35)
If this were possible then we would have
αˆ · Sˆ ǫ(±)(k) = ±~ αˆ · kˆ ǫ(±)(k). (3.36)
(These ǫ(a)(k) would not, however, be eigenvectors of
αˆ · Sˆ in H1!).
However such ǫ(±)(k) cannot be found in a globally
smooth manner for all kˆ ∈ S2. (If such a choice ex-
isted, then by eqs. (3.35) the real part of ǫ(+)(k) would
be a nowhere vanishing globally smooth tangent vector
to S2 at kˆ for all kˆ ∈ S2: but this is not allowed by
the ‘hairy ball’ theorem whose proof is well known [34].)
Fortunately, for applications to the paraxial situation in
Section V, and for the physical interpretation of Sˆ devel-
oped below, this does not matter. A choice well-defined
everywhere except along the negative z-axis is:
0 ≤ θ < π, 0 ≤ ϕ < 2π :
{ǫ(+)(k), ǫ(−)(k)}
= R3(ϕ)R2(θ)R3(ϕ)
−1

 1√2

 1i
0

 , 1√
2

 i1
0



 ,
R3(ϕ) =

 cosϕ − sinϕ 0sinϕ cosϕ 0
0 0 1

 ,
R2(θ) =

 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ

 . (3.37)
Expanding v(k) in this basis as
v(k) =
∑
a=±
ǫ(a)(k)va(k) (3.38)
and using eqs. (3.30, 3.35) we see that
Sˆj va(k) = a~ kˆjva(k), a = ±. (3.39)
Therefore in the normalized state
√
~|v〉/‖v‖ the expec-
tation value of Sˆj is
~
‖v‖2 〈v|Sˆj |v〉 = ~
∫
d3k kˆj(p(k,+)− p(k,−)),
p(k, a) = |va(k)|2/‖v‖2, (3.40)
where p(k,±) are the probability densities in k-space for
the photon to have momentum ~k and to be right/left
circularly polarized.
This discussion helps to bring out the meaning of the
operators Sˆj as single photon observables. In partic-
ular the operators Sˆj (within single photon subspace)
are completely defined by the expectation value expres-
sion (3.40) since it is given for all possible states. As
is evident these operators commute with the momentum
operator for the photon.
IV. THE PARAXIAL APPROXIMATION,
RELATION TO QUANTIZATION PROCEDURE
The treatment of the paraxial regime is an important
part of classical ray as well as wave optics, which is im-
portant also for laser physics. In this Section we examine
the problem of combining it in a physically reasonable
way with the quantization of the radiation field outlined
in the previous Section.
Scalar paraxial case
For simplicity we outline first the sequence of assump-
tions and approximations involved in paraxial optics (in
leading order) in the scalar context, and then turn to
the transverse vector potential. We are concerned with
complex scalar analytic signal solutions ψ(x) to the wave
equation (
∇
2 − 1
c2
∂2
∂t2
)
ψ(x) = 0. (4.1)
Expressing a general solution as a Fourier integral over
positive frequencies,
ψ(x) =
∫ ∞
0
dω ψ˜(x;ω)e−iωt, (4.2)
the function ψ˜ obeys the free Helmholtz equation (ω =
ck = 2πc/λ) (
∇
2 + k2
)
ψ˜(x;ω) = 0. (4.3)
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The general solution of this equation, as a superposition
of plane waves, is
ψ˜(x;ω) =
∫
S2
dΩ(kˆ) φ(k) eik·x, |k| = k, (4.4)
where we may assume φ(k) ∈ L2(S2). Now we assume
there are only ‘forward propagating’ waves in the sense
that φ(k) vanishes for k3 < 0. Then
ψ˜(x;ω) =
∫
|k⊥|≤k
d2k⊥
φ(k⊥,
√
k2 − k⊥2)
k
√
k2 − k⊥2
×eik⊥·x⊥+i
√
k2−k⊥2z. (4.5)
At this point we introduce the paraxial condition –
φ(k) is negligible unless |k⊥| ≪ k:
φ(k⊥,
√
k2 − k⊥2) ≈ 0 unless |k⊥| << k. (4.6)
With this assumption we can carry out two simplifica-
tions: expand the square root in the exponent in eq. (4.5)
to lowest nontrivial order, and formally extend the inte-
gration region to the entire plane:
ψ˜par(x;ω) ≃ eikzψ0,par(x⊥, z;ω),
ψ0,par(x⊥, z;ω) =
∫
R2
d2k⊥
φ(k⊥, k)
k2
eik⊥·x⊥−i
λ
2
k⊥
2z.
(4.7)
The amplitude ψ0,par obeys the paraxial wave equation
(PWE) for (reduced) wave length λ = λ/2π:
i
∂
∂z
ψ0,par(x⊥, z;ω) = −λ
2
∇2⊥ ψ0,par(x⊥, z;ω). (4.8)
If we now try to retrace these steps to arrive at an
approximate paraxial solution to the wave equation (4.1),
we realize that for the condition (4.6) to make sense the
range of frequencies involved in eq. (4.2) must be greater
than some minimum ωmin > 0. Incorporating this, we
arrive at the following form for an approximate paraxial
scalar analytic signal obeying eq. (4.1):
ψpar(x) ≃ c
∫ ∞
kmin
dk eik(z−ct) ψ0,par(x⊥, z;ω), (4.9)
with ψ0,par(x⊥, z;ω) given by eq. (4.7) and φ(k) obeying
(4.6).
At this point it is important to realize that while
ψ0,par(x⊥, z;ω) is a paraxial solution of the PWE (4.8),
there are nonparaxial solutions as well. For the moment
suppress ω as an argument. If at, say, z = 0 we choose
as ‘initial’ amplitude a general ψ(x⊥, 0) ∈ L2(R2x⊥), and
express it as
ψ(x⊥, 0) =
∫
R2
d2k⊥ φ(k⊥) eik⊥·x⊥ , (4.10)
then φ(k⊥) is a general element of L2(R2k⊥) and the so-
lution of (4.8) is
ψ(x⊥, z) =
∫
R2
d2k⊥ φ(k⊥) eik⊥·x⊥−i
λ
2
k⊥
2z. (4.11)
This φ(k⊥) need not obey (4.6), so ψ(x⊥, z) may not
be paraxial at all. Thus most solutions to the PWE are
nonparaxial.
To emphasize this fact, we take this discussion one
step further. Choose any discrete orthonormal basis
{φn(k⊥)} for L2(R2k⊥):∫
R2
d2k⊥ φn′(k⊥)∗ φn(k⊥) = δn′,n, n′, n = 1, 2, · · · ;
∞∑
n=1
φn(k⊥) φn(k′⊥)
∗ = δ(2)(k⊥ − k′⊥). (4.12)
By Fourier transformation we get a corresponding or-
thonormal basis for L2(R2x⊥), and a set of PWE solutions:
ψn(x⊥, 0) =
1
2π
∫
d2k⊥ φn(k⊥)eik⊥·x⊥ ,∫
R2
d2x⊥ ψn′(x⊥, 0)∗ ψn(x⊥, 0) = δn′,n,∑∞
n=1 ψn(x⊥, 0) ψn(x
′
⊥, 0)
∗ = δ(2)(x⊥ − x′⊥);
(4.13a)
ψn(x⊥, z) =
1
2π
∫
R2
d2k⊥ φn(k⊥)eik⊥·x⊥−i
λ
2
k⊥
2z .
(4.13b)
For each z, {ψn(x⊥, z)} is an orthonormal basis for
L2(R2
x⊥
). Combining eqs. (4.12,4.13a) also gives
eik⊥·x⊥−i
λ
2
k⊥
2z = 2π
∞∑
n=1
φn(k⊥)∗ψn(x⊥, z). (4.14)
Now a general initial ψ(x⊥, 0), eq. (4.10), can be ex-
panded as
ψ(x⊥, 0) =
∞∑
n=1
cnψn(x⊥, 0), (4.15)
where {cn} is an l2-sequence,
∞∑
n=1
|cn|2 <∞, (4.16)
which is otherwise unrestricted. This initial
ψ(x⊥, 0) then evolves to the solution
ψ(x⊥, z) =
∞∑
n=1
cnψn(x⊥, z) (4.17)
to the PWE which may not be paraxial at all. If
ψ(x⊥, z) is to be a paraxial solution to the PWE, then∑∞
n=1 cnφn(k⊥) must obey (4.6), which implies condi-
tions on {cn} going well beyond the l2 property (4.15).
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Paraxial vector potential, route to quantization
The general form of the complex analytic signal trans-
verse vector potential is given in eq. (2.20) in terms of
v(k). For A(+)(x) to be paraxial, we see now that in
addition to k · v(k) = 0, we must have
v(k⊥, k3) = 0 for k ≤ kmin, k3 < 0;
v(k⊥,
√
k2 − k⊥2) ≈ 0 unless |k⊥| << k. (4.18)
Given such v(k), and following steps as in the scalar
case, we get the following approximate form for a paraxial
vector potential:
A(+)par (x) ≃
c
2π
∫ ∞
kmin
k dk eik(z−ct)
∫
R2
d2k⊥√
ω
√
k2 − k⊥2
×v(k⊥, k)eik⊥·x⊥−iλ2 k⊥
2z . (4.19)
Turning to ‘quantization in the paraxial regime’, to be-
gin with it may seem reasonable to proceed as follows:
start with the form (4.19) for the classical vector po-
tential in this regime, then proceed to ‘quantize’ it by
turning A
(+)
par (x) into a suitable operator Aˆ
(+)
par (x). This
would mean taking the paraxial approximation first, then
performing quantization. For instance, in the spirit
of eqs. (4.12 4.17), we may expand A
(+)
par (x) in some
complete orthonormal set {ψn(x⊥, 0)}, each member of
which is paraxial, and obtain expansion coefficients sim-
ilar to {cn} in eq. (4.15); and then convert them to op-
erators as cn → aˆn, c∗n → aˆn†. However this procedure
seems inadvisable for important physical reasons:
(i) The paraxial regime is defined only in an approxi-
mate way, as seen in eqs.(4.6, 4.9, 4.18, 4.19). It is
not possible to define it with any degree of math-
ematical precision, such as is associated with the
quantization process.
(ii) In effect, only the classical amplitudes v(k⊥, k3) for
k ≥ kmin > 0, k3 > 0, |k⊥| ≪ k, would be converted
into operators.
(iii) Even if this were possible, the classical condition
(4.18) would have to be translated into statements
on the resulting operators in some way, not how-
ever on the CCR’s themselves. This is in essence
the problem of restrictions on {cn} mentioned after
eq. (4.17).
For these reasons, a better procedure seems to be as fol-
lows. We begin with the quantized radiation field as set
up in Section III, in which with every classical analytic
signal vector potential A(+)(x) we are able to associate
an (unnormalized) photon annihilation-creation operator
pair aˆ(v), aˆ(v)† obeying eqs. (3.16). Here v(k) is any el-
ement of the classical Hilbert space M, eq. (2.31). The
operator aˆ(v)† creates photons in the state, or with wave
function, v(k). We then limit the choice of v(k) to those
obeying the paraxial conditions (4.18), so we deal with a
limited subset of the operator pairs aˆ(v), aˆ(v)†. In this
way, the paraxial conditions come after the quantization
of the entire field, rather than the other way around. We
accept the approximate nature of the statement of the
paraxial conditions; and that A
(+)
par (x) of (4.19) obeys the
wave equation only approximately. This understandable
lack of precision gets expressed in the properties of the
chosen v(k)’s, not in the quantization process. However,
The procedure adopted here differs from that in [23],
wherein an attempt is made to identify a subspace of
H1, made up of paraxial wavefunctions. It would have to
be checked if such a space is a closed as well as a proper
subspace of H1. In reference [22], on the other hand, the
paraxial limit is defined by an inequality θ << 1 for a
parameter θ that governs the degree of paraxiality, and
quantization is done after this limit is taken in the classi-
cal vector potential. There is therefore a vagueness as to
which original classical amplitudes are being made into
operators.
In our approach, there is no paraxial vector potential
field operator Aˆ
(+)
par (x) at all. An examination of some
properties of one photon states |v〉 for paraxial v(k) is
taken up in the next Section.
We conclude this Section by mentioning the Laguerre–
Gaussian mode functions which are a particular
widely used example of the complete orthonormal sets
{φn(k⊥)}, {ψn(x⊥, z)} in eqs. (4.12–4.14). They are
characterized by a real waist parameter w > 0; and
the index n = 1, 2, . . . is replaced by a pair (m, p),m =
0,±1,±2, . . . and p = 0, 1, 2, . . . independently. A read-
able account is available in reference [35].
(The index m used here – the magnetic quantum num-
ber – is in the usual notation of the quantum theory of
angular momentum (QTAM). It is often replaced by l in
the literature, which however has a different meaning in
QTAM). Then the φn’s are, with k⊥ = ρ(cosϕ, sinϕ):
φm,p(k⊥) =
w√
2π
√
p!
(p+ |m|)! e
imϕ
(
iwρ√
2
)|m|
×L|m|p
(
w2ρ2
2
)
e
−
w2ρ2
4 . (4.20)
Here the L’s are Laguerre polynomials. For the ψn’s we
need the expressions
w(ζ) = w(1 + ζ2)1/2, ζ = z/zR,
zR = w
2/2λ = Rayleigh range. (4.21)
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Then with x⊥ = r(cosφ, sinφ), the ψn’s are:
ψm,p(x⊥, z) =
(−1)p+|m|
w(ζ)
√
2
π
p!
(p+ |m|)!
×e−i(2p+|m|+1) tan−1 ζeimφ
(√
2r
w(ζ)
)|m|
×L|m|p
(
2r2
w(ζ)2
)
e
−
r2
w2(1 + iζ) . (4.22)
For any w > 0, the ψm,p(x⊥, z) are solutions of the PWE
(4.8); to be paraxial solutions we must require w ≫ λ.
The identity (4.14) now reads:
eik⊥·x⊥−i
λ
2
k
2
⊥
z = 2π
∑
p=0,1,···
∑
m=0,±1,···
φm,p(k⊥)∗
×ψm,p(x⊥, z). (4.23)
The Gaussian factor in φm,p(k⊥) ensures paraxiality but
at different rates for different m, p. Any finite linear
combination of the φm,p(k⊥) is also paraxial, so such a
combination of ψm,p(x⊥, z) is a paraxial solution of the
PWE. However this is not necessarily true if we choose
an otherwise unrestricted l2-sequence {Cm,p} and form
the corresponding combination of ψm,p(x⊥, z). This is
an instance of the comments made after eq. (4.17).
We may repeat that the L-G mode functions are only
one example of a complete orthonormal set along the
lines of eqs. (4.12, 4.13), though important for practical
purposes. While these functions have been recalled here
in the scalar case, the extension to the transverse vector
case is taken up in the next Section.
V. VECTOR POTENTIAL AND SINGLE
PHOTON STATES IN THE PARAXIAL REGIME
As recalled in Section 3, the hermitian operators Lˆ
and Sˆ, unlike Jˆ, do not obey the CR’s of a quantum
mechanical angular momentum. Therefore, while from
eq. (3.24b) the eigenvalues of Jˆ2, Jˆ3 within H1 are known
to have the familiar quantized forms ~2l(l+ 1), m~ with
l = 1, 2, . . . , and −l ≤ m ≤ l, there is no reason to
expect similar patterns for the eigenvalues of Lˆ2, Lˆ3 or
Sˆ2, Sˆ3. Indeed, we have found that the Sˆj can be simul-
taneously diagonalised and, within H1, each Sˆj has con-
tinuous eigenvalues in the interval (−~, ~) while obeying
SˆjSˆj = ~
2.
Now, to carry forward the analysis of Section 4 and un-
derstand better the properties of the paraxial regime, we
first examine the eigenfunctions of Jˆ3 within H1. We use
spherical polar or cylindrical variables as convenient, and
consider both k-space and physical space expressions.
Forms of Jˆ3 eigenfunctions in H1
The action of Jˆ3 on a wave function v(k) ∈M is given
in eq. (3.22). Since Jˆ3 has discrete eigenvalues, normal-
isable eigenfunctions can be constructed. The general
solution (in spherical polar variables k→ k, θ, ϕ) to
Jˆ3vm(k, θ, ϕ) = m~vm(k, θ, ϕ), m = 0,±1,±2, . . . ,
k · vm(k, θ, ϕ) = 0, (5.1)
is a linear combination of
αm(θ, ϕ) = e
i(m−1)ϕ

 CiC
−S eiϕ

 ,
βm(θ, ϕ) = e
i(m+1)ϕ

 iCC
−iS e−iϕ

 ,
C = cos θ, S = sin θ, (5.2)
with any functions of k, θ as coefficients (subject to
vm(k, θ, ϕ) being singlevalued at θ = 0, π). The col-
umn vectors here are however not mutually orthogonal.
Using the circular polarization basis vectors ǫ(±)(kˆ) of
eq. (3.37), we can find an alternative construction. The
orthonormal vectors ǫ(±)(kˆ) are
ǫ(+)(θ, ϕ) =
eiϕ√
2

cos θ cosϕ− i sinϕcos θ sinϕ+ i cosϕ
− sin θ

 ,
ǫ(−)(θ, ϕ) = iǫ(+)(θ, ϕ)∗. (5.3)
As expected, at θ = π we have ϕ-dependent limits:
ǫ(+)(π, ϕ) =
e2iϕ√
2

−1i
0

 ,
ǫ(−)(π, ϕ) = −i e
−2iϕ
√
2

1i
0

 . (5.4)
We then find that any vm(k, θ, ϕ) obeying eq. (5.1) is a
(k, θ) dependent linear combination of
ei(m−1)ϕǫ(+)(θ, ϕ), ei(m+1)ϕǫ(−)(θ, ϕ), (5.5)
subject again to being singlevalued at θ = 0, π.
The sets (5.2), (5.5) of Jˆ3 eigenfunctions are linearly
related:(
αm(θ, ϕ)
βm(θ, ϕ)
)
=
1√
2
(
(1 + C) −i(1− C)
i(1− C) (1 + C)
)
×
(
ei(m−1)ϕ ǫ(+)(θ, ϕ)
ei(m+1)ϕ ǫ(−)(θ, ϕ)
)
;(
ei(m−1)ϕ ǫ(+)(θ, ϕ)
ei(m+1)ϕ ǫ(−)(θ, ϕ),
)
=
1
2
√
2
(
1 + sec θ i(sec θ − 1)
−i(sec θ − 1) 1 + sec θ
)(
αm(θ, ϕ)
βm(θ, ϕ)
)
.
(5.6)
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Therefore, returning to eq. (5.1), we can write in general
vm(k, θ, ϕ) = a(k, θ)e
i(m−1)ϕ ǫ(+)(θ, ϕ) + b(k, θ)
×ei(m+1)ϕ ǫ(−)(θ, ϕ), (5.7)
with a(k, θ), b(k, θ) suitably behaved at θ = 0, π but oth-
erwise arbitrary. If vm′(k, θ, ϕ) is another Jˆ3 eigenfunc-
tion for eigenvalue m′~ involving a′(k, θ), b′(k, θ) we find:
(vm′ ,vm) =
∫
d3k vm′(k, θ, ϕ)
∗ · vm(k, θ, ϕ)
= 2πδm′,m
∫ ∞
0
k2 dk
∫ pi
0
sin θ dθ(a′(k, θ)∗a(k, θ)
+b′(k, θ)∗b(k, θ)). (5.8)
Thus, assuming v(k, θ, φ) is normalized, kˆ · Sˆ has a def-
inite expectation value and a finite nonzero spread with
respect to it. It may be emphasized that the two terms
in eq. (5.7) are not related to eigenfunctions of kˆ · Sˆ (in
H1) in any way, as these are not normalisable.
The general structure of Jˆ3 eigenfunctions in physical
space, i.e., their azimuthal dependences, can be found
using eq. (2.20). A transverse analytic signal A(+)(x)
obeying
Jˆ3A
(+)(x) = m~A(+)(x) (5.9)
is a complex numerical linear combination of three-
component amplitudes of the form (in spherical polar
variables x→ r, θ, φ)
ei(m−1)φ

 a(r, θ, t)ia(r, θ, t)
c(r, θ, t)eiφ

 , ei(m+1)φ

 ib(r, θ, t)b(r, θ, t)
c′(r, θ, t)e−iφ

 ,
(5.10)
subject to the wave equation for A(+)(x), transversality,
singlevaluedness and the positive frequency condition. In
x-space there is no analogue to the solutions of the form
(5.5), since ǫ(±)(kˆ) are local in k-space alone.
Photon wave functions and vector potential in
paraxial limit
We begin with consequences of eqs. (3.2, 3.16):
v(k) ∈ M : aˆj(k)|v〉 = 1√
~
vj(k)|0〉,
〈v|aˆj(k)† = 1√
~
vj(k)
∗〈0|. (5.11)
As discussed in Section 4, in the paraxial case it is the
choice of v(k) that is suitably restricted, without affect-
ing the operators aˆ(k), aˆ(k)†.
The paraxial region in k-space consists of wave vectors
along and very close to the positive z-axis:
k = (k⊥,
√
k2 − k2⊥) = k(sin θ cosϕ, sin θ sinϕ, cos θ)
≃ k(θ cosϕ, θ sinϕ, 1 − θ2/2), 0 ≤ θ << 1, (5.12)
where only terms upto quadratic in θ are retained in all
relevant expressions. The condition on v(k) stated in
eq. (4.18) is that it be negligible outside of the region
(5.12):
v(k) ≈ 0 unless θ << 1, i.e. |k⊥| << k. (5.13)
Then transversality gives
v3(k) ≃ −θ(cosϕ v1(k) + sinϕ v2(k)). (5.14)
Qualitatively stated, v3(k) is one order of magnitude
smaller than v⊥(k).
To apply these considerations to the exact Jˆ3 eigen-
functions vm(k, θ, ϕ) in eq. (5.7), we impose the paraxial
property on a(k, θ), b(k, θ):
a(k, θ), b(k, θ) ≈ 0 unless θ << 1. (5.15)
We now see that if such a paraxial vm(k, θ, ϕ), with both
a(k, θ) and b(k, θ) sharply peaked about θ = 0, is ex-
panded in the total angular momentum eigenfunctions
{Y(a)l,m(θ, ϕ)} of eq. (3.24), on account of the uncertainty
principle many terms with a large spread of l values will
be present. On the other hand, since the paraxial region
(5.12) is preserved under rotations about the z-axis, in-
dividual Jˆ3 eigenfunctions remain useful in this regime;
the label ‘m’ remains a ‘good quantum number’. This ex-
plains the motivation to study vm(k, θ, ϕ) in this limit.
The vector potential in the paraxial limit shows some
subtleties. We start with the analogues to the scalar
equations (4.2, 4.3):
A(+)(x) =
∫ ∞
0
dω A˜(+)(x;ω)e−iωt;
(∇2 + k2) A˜(+)(x;ω) = 0, ∇ · A˜(+)(x;ω) = 0.
(5.16)
When v(k) obeys eqs. (5.13, 5.14) there is some minimum
ωmin > 0; and consistent with eq. (4.19) we have:
A˜(+)(x⊥, z;ω) ≃ e
ikz
2π
√
ω
∫
d2k⊥ v(k⊥, k)eik⊥·x⊥−i
λ
2
k
2
⊥
z .
(5.17)
This obeys the PWE component wise, and the transver-
sality condition:
i
∂
∂z
A˜(+)(x⊥, z;ω) = (−k − λ
2
∇
2
⊥) A˜
(+)(x⊥, z;ω);
(5.18a)
∇⊥ · A˜(+)⊥ (x⊥, z;ω) +
∂
∂z
A˜
(+)
3 (x⊥, z;ω) ≃ 0.
(5.18b)
In the PWE there is an extra term compared to eq. (4.8)
as the factor eikz has been retained; this in turn is be-
cause we wish to avoid extra terms in the transversality
condition. Moreover this condition can be obeyed only
approximately, to the same degree of accuracy as the
paraxial condition. The subtleties involved in imposing
transversality in the paraxial regime have been discussed
in reference [23] This just reflects the fact that eq. (5.14)
is an approximate statement.
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Gaussian type examples
To illustrate these ideas further, we consider the case
where v(k) is proportional to a centred Gaussian factor
characterized by a width parameter w as in the scalar
Laguerre–Gaussian case (4.20):
v(k) =
(
a⊥(k⊥)
c(k⊥)
)
e−w
2
k
2
⊥
/4, (5.19)
with a⊥(k⊥), c(k⊥) polynomial in k⊥. Then the
transversality condition (5.18b) reads
k⊥ · a⊥(k⊥) + (k − λ
2
k2⊥)c(k⊥) ≈ 0,
i.e., (1− 1
2
k2⊥
k2
)c(k⊥) ≈ −k⊥
k
· a⊥(k⊥). (5.20)
The structure of this condition shows again why in the
paraxial regime we can impose transversality only ap-
proximately. For example, if we imagine the polynomials
a⊥(k⊥) to be preassigned, the expression (k2− 12k2⊥) will
almost certainly not be a factor in them, so that c(k⊥)
cannot be a polynomial if eq. (5.20) is demanded as an
exact quality. To leading paraxial order, then, we have
c(k⊥) ≃ −(1 + 1
2
k2⊥
k2
)
k⊥
k
· a⊥(k⊥), (5.21)
and as in eq. (5.14) c(k⊥) is one order of magnitude
smaller than a⊥(k⊥).
The scalar Laguerre–Gauss modes of eq. (4.20) can be
extended to define corresponding vectorial photon modes
in two ways, with the two structures in eq. (5.2). Choose
an eigenvalue m~ for Jˆ3, and an index p = 0, 1, 2, . . ..
Then upto an overall numerical constant, we can take
v(k) to be (in cylindrical coordinates k⊥ → (ρ, ϕ)):
vm,p(k⊥) = ei(m−1)ϕ

 a(ρ)ia(ρ)
c(ρ)eiϕ

 ,
a(ρ) = w
(
iwρ√
2
)|m−1|
L|m−1|p (w
2ρ2/2)e−w
2ρ2/4,
c(ρ) ≃ −
(
1 +
ρ2
2k2
)
ρ
k
a(ρ). (5.22)
This corresponds to the αm structure in eq. (5.2). The
other possibility, with the structure of βm in eq. (5.2),
is:
v′m,p(k⊥) = e
i(m+1)ϕ

 ia′(ρ)a′(ρ)
c′(ρ)e−iϕ

 ,
a′(ρ) = w
(
iwρ√
2
)|m+1|
L|m+1|p (w
2ρ2/2)e−w
2ρ2/4,
c′(ρ) ≃ −i
(
1 +
ρ2
2k2
)
ρ
k
a′(ρ). (5.23)
( The primes here do not mean derivatives with respect
to the argument)
General Jˆ3 eigenfunctions in paraxial regime
Finally we consider the behavior of the general Jˆ3
eigenfunction (5.7) in the paraxial limit. With the con-
dition (5.12) this takes the approximate form
vm(k, θ, ϕ) ≃ 1√
2
· ei(m−1)ϕ a(k, θ)


1− θ
2
2
eiϕcosϕ
i − θ
2
2
eiϕsinϕ
−θeiϕ


+
i√
2
· ei(m+1)ϕ b(k, θ)


1− θ
2
2
e−iϕcosϕ
−i− θ
2
2
e−iϕsinϕ
−θe−iϕ

 ,
(5.24)
consistent with eq. (5.14). From eq. (3.36) we also have,
in this limit,
Sˆ3 ǫ
(±)(kˆ) ≃ ± ~(1− θ2/2)ǫ(±)(kˆ), (5.25)
for the two terms in eq. (5.24). (However, as noted after
eq. (3.36), these terms are not eigenfunctions of kˆ · Sˆ in
H1).
We see that to order θ (but not to order θ2) the a(k, θ)
term (b(k, θ) term) in eq. (5.24) has ‘spin’ angular mo-
mentum along the z-axis of amount ~(−~), (right/left
circular polarization), so it has ‘orbital’ angular momen-
tum along the z-axis of amount (m − 1)~ ((m + 1)~).
But these are approximate statements. Apart from being
valid only to order θ, there are no consistent definitions
of ‘orbital’ and ‘spin’ angular momenta for classical light
or for photons.
VI. SUMMARY AND CONCLUSIONS
In this work we have tried to give a comprehensive
treatment, starting from first principles, of the angular
momentum of electromagnetic radiation in both classical
and quantum domains, and covering both general and
paraxial situations. The free Maxwell field equations are
invariant under the action of the ten parameter Poincare´
group which leads to the ten basic conservation laws or
COM’s. We have developed several ways of expressing
them and in particular in terms of analytic signals mak-
ing the transition to the quantum theory very easy.
The use of the classical Hilbert space M eq. (2.31),
made up of suitable solutions of the classical Maxwell
equations, serving in the quantum case as the set of all
single photon wave functions is a salient feature of our
treatment. For single photons every component Jˆj of the
total angular momentum is in principle a physical observ-
able, not just the component pˆ · Jˆ along the momentum
direction as is sometimes stated. This is made particu-
larly clear by the properties of the basis of total angular
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momentum eigenfunctions {Y(a)lm (kˆ)} for photons, to be
contrasted with the plane wave energy momentum eigen-
functions.
The particular focus here has been on the extensively
discussed separation of the total angular momentum of
light into ‘orbital’ and ‘spin’ parts, reminiscent in the
definition of the case of massive particles. We have paid
special attention to their definitions as dynamical vari-
ables, and in the quantum theory to the unitary transfor-
mations they generate on single photon wave functions.
As has been recognized for some time, neither of them
has the algebraic properties – CR’s – characteristic of an-
gular momentum in quantum mechanics. This in turn is
related to the well-known result of Newton and Wigner
that the concept of position with reasonable properties is
undefined for photons – if it were, then so would orbital
angular momentum in the sense of quantum mechanics,
and then spin. In actual fact, the total angular momen-
tum and the proposed ‘spin’ vector together realize the
Lie algebra of the Euclidean group E(3), though all of
them have dimensions of action. From the theory of the
UIR’s of this group it is well known that the eigenvectors
of the ‘translation generators’ Sˆ are ‘ideal vectors’ obey-
ing Dirac delta function normalization over the sphere
S2. It follows that normalisable eigenvectors of Jˆ3, con-
structed explicitly in Section V, are never expressible as
discrete linear combinations of Sˆ3 ‘eigenvectors’. As can
be easily verified, in any single photon state vm(k, θ, ϕ)
in eq. (5.7), Sˆ3 has an expectation value in the interval
(−~, ~) and a non vanishing variance or spread (∆Sˆ3)2.
The transversality of the free Maxwell field, both of the
field strengths and of the vector potential in the radia-
tion gauge, is a requirement that has a profound influence
on the quantization process as well as on the description
of single photon states. We have kept careful track of
this in the process of quantization and in the definition
and passage to the paraxial regime. It is to be appre-
ciated that any choice of a transverse polarization basis
{ǫα(k)} in wave vector space brings with it a certain
degree of phase freedoms or phase ambiguities, and to
this degree the action of the total angular momentum
operator Jˆ3 on single photon wave functions will also be
affected. For this reason we have avoided as far as possi-
ble any choice of such bases. We have examined how and
in what sequence these two processes should be imple-
mented, maintaining consistency from both physical and
mathematical points of view. We have tried to present
convincing arguments to show that in the quantum case
the paraxial limit should be taken after, not before, quan-
tization.
Our treatment of the paraxial limit has been to the
lowest nontrivial order. We have emphasized that most
solutions of the paraxial wave equation are in fact not
paraxial; to be paraxial definite restrictions have to be
imposed on a general solution. This as we have seen has
consequences described in the previous paragraph. Even
to this order, we have seen that the transversality con-
dition makes physical sense only as an approximate, and
not as an exact, condition. In this way, an appropriate
extension of the much used Laguerre–Gaussian modes
from the scalar to the vector case has been derived.
From the point of view of special relativity, the appro-
priate framework for setting up a systematic procedure to
handle higher order paraxial approximations is the front
form of relativistic dynamics. This is one of three forms
elaborated by Dirac long ago [36]. This method has been
used in the past to handle the polarization of light con-
sistently to leading paraxial order. A treatment of higher
orders by this method, both classically and in quantum
theory, will be presented elsewhere.
In this work we have emphasized the description and
properties of single photon states, and exploited the fact
that the manifold of solutions of the classical Maxwell
equations goes over naturally to the space of single pho-
ton wave functions. The treatment of two or more multi-
photon states will then follow by using standard quantum
mechanical methods subject to the requirements of Bose
statistics. This and other related aspects will be taken up
elsewhere. It is our hope that the formalism developed
here will be found useful by those working in the field and
in particular to understand the properties of interesting
quantum situations involving non-classical and entangled
light with OAM.With our improved understanding of the
algebraic properties of Lˆ and Sˆ in particular that they
are not angular momenta, it seems preferable to expand
the OAM to ‘Optical Angular Momentum’.
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