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Re´sume´
Ce document donne un aperc¸u de l’e´tat de l’art dans le domaine de la
repre´sentation du sens dans les documents textuels.
1 Introduction
La chaˆıne de traitement en language naturel est constitue´e d’une se´quence
de processus dont l’importance varie selon la langue a` traiter et le but recherche´.
Ce document se place du point de vue d’une recherche mene´e au niveau d’une
application de recherche documentaire : le texte est suppose´ de´ja` de´se´quentialise´
(les termes sont se´pare´s les uns des autres), toke´nise´ (les formes de surface des
termes sont remplace´es par leur racine) et indexe´ (de ce point de vue, proces-
sus de bas niveau), et les e´tapes comme l’e´valuation ou la reponde´ration sont
conside´re´es comme des post-traitements de plus haut niveau.
Les documents en language naturel sont d’abord convertis en objets mathe´-
matiques abstraits utilisables par un ordinateur (phase d’indexation). Les donne´es
sous forme mathe´matique sont traite´es de fac¸on a` produire le re´sultat de´sire´ :
recherche de documents pertinents (recherche d’information), classification de
documents supervise´e ou non supervise´e, etc.
La partie se´mantique du traitement est repre´sente´e par le couple Repre´sentation-
Proximite´. C’est a` ce niveau que re´sident les questions relatives a` la recherche
documentaire. La repre´sentation consiste a` associer a` un document un objet
mathe´matique dans un espace de´fini a priori.a proximite´ consiste en l’utilisation
d’une mesure de similarite´ sur les repre´sentations ; elle permet de quantifier la
proximite´ se´mantique de deux documents.
La recherche documentaire classique a e´tudie´ en particulier la phase de proxi-
mite´, pour trouver des mesures de similarite´ optimales. Ces recherches ont pro-
duit des mode`les comme TF-IDF et BM25.
Dans les dix dernie`res anne´es, l’e´tape de repre´sentation a e´te´ ame´liore´e par
l’introduction d’un processus de reconfiguration de la repre´sentation. Ce proces-
sus est applique´ a posteriori sur la repre´sentation, et tend a` re´duire la dimen-
sionalite´ de l’espace de repre´sentation.
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2 Inte´gration de sens dans la repre´sentation
Les textes en langage naturel ne sont pas compre´hensibles tels quels par
les syste`mes d’information. Il est necessaire d’ope´rer une conversion en ob-
jets mathe´matiques abstraits, nomme´e indexation(Sebastiani, 2002) : aux docu-
ments sont associe´s des points dans un espace vectoriel de dimensionalite´ e´leve´e1,
appele´ espace de repre´sentation. C’est cette e´tape qui permet d’effectuer une
comparaison se´mantique plutoˆt qu’une simple comparaison de la pre´sence des
mots dans un texte(Billhardt et al., 2002). L’indexation suppose deux choix :
celui de l’ensemble des termes d’indexation (le vocabulaire pris en compte), et
celui de la ponde´ration des termes.
Les coordone´es dans l’espace de repre´sentation sont fonction de la pre´sence
ou non des termes dans un document ; le cas e´chant, de leur nombre d’occurences
dans le document ; et de leur re´partition a` travers la collection de documents.
La repre´sentation repose e´galement sur le choix des unite´s atomiques de sens
dans un texte : c’est le proble`me de la se´mantique lexicale. Un autre facteur est
l’ensemble des re`gles de combinaisons de ces unite´s de sens : c’est le proble`me
de la se´mantique compositionelle.
En Recherche documentaire, un document est typiquement repre´sente´ par
un vecteur de poids associe´s a` des termes (Sebastiani, 2002).
2.1 Choix des termes d’indexation (”indexing”)
L’indexation se typifie sur la base de deux crite`res (Lewis, 1992b) :
– Choix des termes : par un humain ou par l’ordinateur
– Nombre de termes : Inde´fini (ils peuvent toujours s’additioner) ou de´termine´,
par avance ou en cours d’indexation
Statistiquement, on obtient un efficacite´ optimale avec un nombre de termes
limite´ ; des fre´quences faibles ; pas de redondances ; et peu de bruit — distortions
ou inconsistances dans les poids.
La polyse´mie, la synonymie et le champs de validite´ des termes (termes
techniques par exemple) compliquent la de´finition des algorithmes en aval de la
repre´sentation (Lewis, 1992b). L’approche na¨ıve revient a` les termes et les mots
(avec des poids binaires ou non). Cette approche simple est tre`s efficace : tant
en IR (Salton and Buckley, 1987) qu’en cate´gorisation, il a e´te´ montre´ que les
repre´sentation plus sophistique´es ne donnent pas ne´cessairement de meilleurs
re´sultats (Dumais et al., 1998; Cohen, 1995; Siolas and d’Alche´ Buc, 2000).
On a essaye´ d’utiliser des parties de texte comme termes d’indexation. La
notion de « partie de texte » peut eˆtre de´finie soit syntaxiquement (Lewis,
1992a), soit statistiquement (ensemble des mots dont le groupement est statisti-
quement significatif, plutot que partie de texte formant une cohe´rence sytaxique
(Caropreso et al., 2001)). Les re´sultats, en 2002, n’e´taient pas concluants (Se-
bastiani, 2002), mais les recherches dans cette direction se poursuivent (Metzler
and Croft, 2005; Metzler and Croft, 2006; Alvarez et al., 2004).
Dans le meˆme ordre d’ide´es, la reconnaissance d’entite´s textuelles peut eˆtre
employe´e pour raffiner l’indexation.
1De l’ordre de plusieurs milliers de dimensions.
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2.2 Choix de la ponde´ration
Ces deux ponde´rations ne tiennent pas compte de la place d’un terme dans
un document : c’est le principe du « bag of words ».
Boole´en : La ponde´ration boole´enne attribue un poids binaire de 1 si un
terme est pre´sent dans un document, et 0 dans le cas contraire.
Ce style de ponde´ration est souvent associe´ a` un syste`me d’apprentissage
non nume´rique.
tf-idf : tf-idf est le poids nume´rique traditionellement utilise´ (Soucy and
Mineau, 2005). tf de´signe la fre´quence du terme dans un document donne´, et
idf l’inverse du nombre de document contenant le terme. Il existe un certain
nombre de variantes de tf-idf (Seydoux et al., 2006).
Les recherche se poursuivent pour trouver des ponde´rations plus perfor-
mantes (Soucy and Mineau, 2005).
2.3 Re´duction de dimensionalite´
Le principe de re´duction de dimensionalite´ consiste a` re´duire le nombre de
dimension de l’espace vectoriel qui repre´sente les documents. En classification,
la re´duction de dimensionalite´ est ne´cessaire a` certains algorithmes d’appren-
tissage sophistique´s utilise´s pour de´terminer des classificateurs, comme l’algo-
rithme LLSF (Yang and Chute, 1994) (cite´ par (Sebastiani, 2002) p.16). Sur les
algorithmes d’apprentissage en ge´ne´ral, la re´duction de dimensionalite´ a aussi
l’avantage de re´duire les proble`mes de sur-apprentissage.
Deux cate´gories de re´duction de dimensionalite´ peuvent eˆtre distingue´es :
– Se´lection de termes : l’ensemble d’arrive´e (re´duit) des termes d’indexation
est un sous-ensemble de l’ensemble de de´part. Par exemple une se´lection
des dimensions les plus significatives apre`s une analyse en composantes
principales.
– Extraction de termes : l’ensemble d’arrive´e (re´duit) des termes d’indexa-
tion n’est pas un sous-ensemble de l’ensemble de de´part. Par exemple une
« fusion » par combinaison line´aire des dimensions correspondant a` un
meˆme champs se´mantique.
Se´lection de termes : La re´duction de dimensionalite´ par se´lection de
termes vise a` extraire le sous-ensemble de l’espace de de´part qui concentre en
lui la plus grande part du sens du document.
La me´thode e´vidente consiste a` filtrer les termes en fonction d’un crite`re
nume´rique qui en mesure l’importance : la fre´quence dans le document, ou des
crite`res plus sophistique´s base´s sur la thre´orie de l’information :
– facteur association DIA (Fuhr and Buckley, 1991)
– χ2 (Caropreso et al., 2001; Galavotti et al., 2000; Sche´tze et al., 1995;
Sebastiani et al., 2000; Yang and Pedersen, 1997; Yang and Liu, 1999)
– coefficient NGL (Ng et al., 1997; Ruiz and Srinivasan, 1999)
– gain d’information (Caropreso et al., 2001; Larkey, 1998; Lewis, 1992a;
Lewis and Ringuette, 1994; Mladenic, 1998; Moulinier and Ganascia, 1996;
Yang and Pedersen, 1997; Yang and Liu, 1999)
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– information mutuelle (Dumais et al., 1998; Lam and Ho, 1998; Larkey and
Croft, 1996; Lewis and Ringuette, 1994; Li and Jain, 1998; Moulinier and
Ganascia, 1996; Ruiz and Srinivasan, 1999; Taira and Haruno, 1999; Yang
and Pedersen, 1997)
– odds ratio (Caropreso et al., 2001; Mladenic, 1998; Ruiz and Srinivasan,
1999)
– relevancy score (Wiener et al., 1995)
– coefficient GSS (Galavotti et al., 2000)
Extraction de termes : La re´duction de dimensionalite´ par extraction de
termes a un effet positif sur l’othogonalite´ induite par le Mode`le Standard, en
« fondant » les unes dans les autres des dimensions associe´es a` des meˆmes
concepts (synonymie). C’est l’ide´e de base du mode`le Latent Semantic Analysis
(LSA) (Deerwester et al., 1990; ”T. K. Landauer and Laham”, 1998). L’effet
sur la synonymie est discute´ dans (Dupret, 2003).
Les me´thodes principales sont :
– LSA et ses de´rive´s
– Le regoupement de termes (term clustering). Possible supervise´ ou non
supervise´.
2.3.1 LSI et PLSI
LSI Latent Semantic Indexing et PLSI Probabilistic Latent Semantic In-
dexing sont des techniques qui substituent a` la repre´sentation « directe » des
documents et des requeˆtes une repre´sentation de dimension infe´rieure.
LSI consiste a` appliquer une anaylse en composantes principales sur la ma-
trice d’occurrences d’une collection de documents (matrice termes × docu-
ments). Il a e´te´ montre´ (Sche´tze et al., 1995) que LSA offre des performances au
moins e´gales et parfois nettement supe´rieures a` la me´thode de se´lection de termes
par χ2. Les perspectives a` partir de LSA vont dans le sens d’imple´mentations
sans recours a` des matrices — « filtrage polynomial », (Kokiopoulou and Saad,
2004) ; d’optimisations dans le pre´-traitement (Tang et al., 2004) ; ou de struc-
tures non line´aires (He et al., 2004).
Un de´veloppement important est PLSI (Hofmann, 1999), fonde´ sur un mode`le
qui postule que les documents sont des re´alisations d’un me´lange de probabilite´s
conditionelles sur des sujets, sur les documents et sur les termes. Les parame`tres
du mole`le sont P (z) (probabilite´ d’un sujet donne´ survienne), P (d|z) (probabi-
lite´ qu’un nouveau document survienne a` l’inte´rieur d’une cate´gorie donne´e), et
P (w|z) (probabilite´ qu’un terme donne´ survienne a` l’inte´rieur d’une cate´gorie
donne´e). Une phase d’apprentissage machine permet d’infe´rer ces probabilite´s
de la collection de documents.
Un de´faut souvent cite´ de PLSI est que le mode`le n’est pas ge´ne´ratif : il
ne donne pas explicitement un mode`le permettant d’associer a` un document
donne´e l’ensemble de ses parame`tres latents (Blei et al., 2003). Seul est possible
le calcul sur toute une collection de documents. Des palliatifs ont e´te´ propose´s
pour « projeter » un document exte´rieur a` la collection sur l’espace calcule´
(Folding in queries) (Hofmann, 1999; Bast and Weber, 2005). A` ce jour, PLSI
a e´te´ teste´ sur des bases de petites tailles, ce qui relativise ses performances
(Lawrie and Binkley, 2006).
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2.4 Allocation Latente de Dirichlet et Distribution de Di-
richlet lisse´e
L’Allocation Latente de Dirichlet Latent Dirichlet Allocation est un mode`le
ge´ne´ratif probabiliste (Blei et al., 2003). Partant de l’hypothe`se que l’ordre
des documents dans la collection et celui des mots dans un texte sont in-
diffe´rents2, LDA de´finit des mode`les de me´langes finis sur des ensembles de sujets
sous-jacents pour ge´ne´rer la collection, chaque sujet e´tant mode´lise´ comme un
me´lange infini sur des probabilite´s des sujets sous-jacentes. Il a e´te´ de´montre´
que PLSI est un cas particuler de LDA (Girolami and Kaba´n, 2003).
L’application a` la recherche de documents estime la vraisemblance que la
requeˆte q soit ge´ne´re´e, e´tant donne´ un document d et les parame`tres du mode`le.
Dans un cas de classification textuelle, l’espace de repre´sentation a e´te´ re´duit
de 99.6% de ses dimensions (Blei et al., 2003).
Les termes rares tendent a` apparaˆıtre par « rafales » : si un terme rare
apparaˆıt dans un texte, il est probable qu’il y apparaisse plus qu’une seule
fois. Les multinomiales sous-estiment notablement la queue de la distribution.
Le mode`le Dirichlet Compound Multinomial a e´te´ propose´ pour produire des
distributions a` queue e´paisse de´crivant mieux la distribution des termes (Madsen
et al., 2005), mais il entraˆıne des solutions a` forme non close, impossibles a`
calculer de fac¸on exacte. Le mode`le « Distribution de Dirichlet lisse´e » (smoothed
Dirichlet allocation) est un mode`le ge´ne´ratif sur la base de la KL-divergence. Des
approximations the´oriquement fonde´es de ce mode`le produisent des solutions a`
forme close similaires a` celles produites par les multinomiales, mais avec des
distributions a` queue e´paisse (Nallapati, 2006).
3 Fonction de proximite´ entre documents
Les me´triques entre documents ont e´te´ e´tudie´es par Bollman dans les anne´es
80 (Bollmann and Cherniavsky, 1981; Bollmann, 1984). Six crite`res pour une
« fonction de recherche documentaire raisonnable » ont e´te´ propose´s (Fang et
al., 2004) :
1. une relation d’ordre pour des paires de documents (pour deux documents
de meˆme longueur et pour une requeˆte d’un seul terme, le document qui
contient le plus d’occurences aura la plus haute place).
2. une relation d’ordre pour des diffe´rences entre trois documents (pour do-
cuments a, b et c, diffe´rence entre a− b et b− c)
3. une contrainte sur la discrimination des termes (les documents qui contiennent
plus d’occurences de termes discriminants devraient eˆtre pre´fe´re´s).
4. une relation sur l’influence des termes hors requeˆte sur le classement
5. une relation sur la longueur d’une document, pour deux documents ayant
la meme proportion de termes appartenant a` la requeˆte.
6. une contrainte sur l’interaction entre TF et la longueur du document.
Soient deux contraintes sur la fre´quence tf des termes (relations 1 et 2), une
contrainte sur la discrimination des termes (3), deux contrainte sur la normali-
sation de la longueur du document (4 et 5), et une contrainte sur l’interaction
2L’ordre des mots dans un texte est indiffe´rent par l’hypothe`se du bag of words.
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entre TF et la longueur du document. Ces relations formalisent en fait les no-
tions intuitives suivantes :
– on pre´fe`re un document qui contient plus d’occurences d’un terme (1)
– on pre´fe`re un document qui correspond a` plus de termes (2)
– passer de 1 a` 2 occurences a plus de conse´quences que de 100 a` 101 (2)
– on re´gule l’effet de TF et de IDF (3)
– a` TF e´gal, on pe´nalise un document plus long (4), « mais pas trop » (5,6)
– on re´gule l’interaction entre TF et la longueur du document (6).
3.1 Noyaux de Fisher
Un noyau est une mesure de similarite´ entre deux e´le´ments x et y ; il constitue
un produit scalaire dans l’espace cre´e par une repre´sentation alternative des
e´le´ments : K(x, y) = s(x) · s(y), ou` s(x) est la re-repre´sentation de x (Elkan,
2005).
Les noyaux de Fisher (Jaakkola and Haussler, 1999b; Jaakkola and Haussler,
1999a; Hofmann, 2000) combinent la souplesse et les performances des me´thodes
discriminatives avec la rigueur des mode`les probabilistes ge´ne´ratifs et leur ca-
pacite´ a` ope´rer sur des chaˆınes de longueur variable.
Ces noyaux ont e´te´ utilise´s comme base pour l’apprentissage d’espaces se´mantiques
latents (Hofmann, 2000). Ils induisent aussi une me´trique sur ces espaces (Siolas
and d’Alche´ Buc, 2000; Siolas, 2003).
3.2 Autres fonctions de proximite´
Il a e´te´ propose´ une approche de la recherche documentaire a` base de dis-
tances contextuelles entre termes tenant compte de de leur morphologie (Jing
and Tzoukermann, 1999).
Deux domaines externes dans lesquels les questions de similarite´s sont re´currentes :
– ontologies (et Salotti, 2004)
– logique floue, il y a matie`re a` reflexion sur des empruns dans ce domaine
(Kehagias and Konstantinidou, 2003; Botana, 1999; Fan and Ma, 2002;
Xuecheng, 1992; Fan and Xie, 1999)
De nouvelles fonctions de similarite´ apparaissent du fait de travaux the´oriques
(Billot et al., 2004; Lin, 1998) ou dans des contextes plus applique´s (Makkonen
a` propos d’event tracking par exemple (Juha Makkonen and Salmenkivi, 2002)
A` venir : Simplified Similarity Scoring Using Term Ranks, SIGIR 2005, Vo
Ngoc Anh (The University of Melbourne) Alistair Moffat (The University of
Melbourne)
4 Cate´gorisation de texte et recherche documen-
taire
La classification partage avec la recherche d’informations un certain nombre
de techniques (Sebastiani, 2002) :
– l’indexation
– les techniques typiques de Recherche Documentaire pour la comparaison
entre les documents et les requeˆtes, et de reformulation des requeˆtes, sont
souvent utilise´es dans la construction des classificateurs
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– l’e´valuation
(Lewis, 1992b) va jusqu’a` dire que les syste`mes d’IR sont des classificateurs,
qui fonctionnent en triant les documents en deux groupes : ceux qui seront
retourne´s a` l’utilisteur, et ceux qui ne le seront pas. Ce point de vue est ap-
puye´ par (Nallapati, 2004). Il peut eˆtre argue´ qu’il existe des diffe´rences plus
fondamentales entre la recherche documentaire et les classificateurs :
– la recherche documentaire se fonde sur des requeˆtes a priori inconnues ;
ceci entraˆıne des proble`mes spe´cifiques, par exemple lorsque les documents
subissent un traitement qu’il est ne´cessaire d’appliquer aux requeˆte sans
que l’ope´ration soit clairement de´finie3.
– les requeˆtes ont des spe´cificite´s qui les distinguent des documents. Par
exemple, une question re´currente est celle des requeˆtes courtes, qu’il est
ne´cessaire d’e´toffer artificiellement pour obtenir de bonnes performances.
On a vu les rapports entre entite´s et recherche documentaire. Par ailleurs
(Zhang et al., 2004) sugge`re que la reconnaissance d’entite´s peut aussi s’assimiler
a` de la cate´gorisation a` deux cate´gories.
3C’est par exemple le cas des syste`mes a` re´duction de dimensionalite´ base´s su des mode`les
non ge´ne´ratifs, comme PLSI. Une phase d’apprentissage sur les documents de´finit un espace
latent dans lequel il faut projeter les requeˆtes, proble`me non trivial dans le cas non ge´ne´ratif.
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