Abstract. In this article we study certain p-adic master equations of some models of complex systems, which are connected with energy landscapes of the linear and logarithmic types. These equations were introduced by Avetisov et al, see [2] , [3] . In a different way from [23] we will show that the fundamental solutions of these equations are transition density functions of strong Markov processes with state space Q n p . We study some aspects of these processes, including the first passage time problem and the survival probability.
Introduction
Many problems in Biology, Chemistry and Material Science, as the dynamics of complex systems (such as glasses and proteins) are described by a random walk on a complex energy landscape, see e.g. [8] - [19] , [22] - [29] . An energy landscape (or simply a landscape) is a continuous function U : X → R that assigns to each physical state of a system its energy. In many cases we can take X to be a subset of R N . The term complex landscape means that the function U has many local minima; in which case, the method of interbasin kinetics is applied. In this approach the study of a random walk on a complex landscape is based on a description of the kinetics generated by transitions between groups of states (basins). Minimal basins correspond to local minima of energy, and large basins have hierarchical structure. The dynamics of the system is then encoded in a system of kinetic equations of the form:
where the indexes i, j enumerate the states of the system (which correspond to local minima of energy), T (i, j) ≥ 0 is the probability per unit of time of a transition from i to j, and the v(j) > 0 are the basin volumes. For further details the reader may consult [13, and the references therein].
In [3] - [4] Avetisov et al. developed new class of models of interbasin kinetics using ultrametric diffusion generated by p-adic pseudodifferential operators. In these models, the time-evolution of the system is controlled by a master equation of the form (1.2) ∂u (x, t) ∂t = where the function u (x, t) : Q p × R + → R + is a probability density distribution, and the function j (x | y) : Q p × Q p → R + is the probability of transition from state y to the state x per unit of time. Master equation (1.2) is a continuous version of (1.1) obtained from it by passing to a 'continuous limit' in Q p under the conditions v(j) = 1, T (i, j) = j |i − j| p , see e.g. [13] . The transition from a state y to a state x can be perceived as overcoming the energy barrier separating these states. In [3] an Arrhenius type relation was used, that is,
where U (x | y) is the height of the activation barrier for the transition from the state y to state x, k is the Boltzmann constant and T is the temperature. This formula establishes a relation between the structure of the energy landscape U (x | y) and the transition function j (x | y). The case j (x | y) = j (y | x) corresponds to a degenerate energy landscape. In this case the master equation (1.2) takes the form
where
. By choosing U conveniently, several energy landscapes can be obtained. Following [3] , there are three basic landscapes:
The original models of Avetisov et al. were formulated in dimension one.
In [23] the authors study certain ultradiffusion equations connected with energy landscapes of exponential type. These equations were studied in arbitrary dimensions.
In this article we continue the study of these models, more precisely, we study n-dimensional versions of the master equations introduced in [3] - [4] . We consider certain ultradiffusion equations naturally associated to nonlocal operators A defined as Af :
where the functions J codify the structure of the energy landscapes studied in this article. In a different way from [23] and [6] , will show that the fundamental solutions of these equations are transition density functions of strong Markov processes with state space Q n p , see Theorem 1.
By using similar techniques to [2] and [23] , we study the problem of the first passage time for a random walk J(t, ω), see Theorem 2. Moreover, in this article we study the survival probability S(t) (the probability that a path of J(t, ω) remains in Z n p at the time t), see Theorem 3. The article is organized as follows: In Section 2, we will collect some basic results on the p-adic analysis and fix the notation that we will use through the article. In Section 3, we introduce some general results of nonlocal operators associated with any function J : Q n p → R + that satisfies the Hypothesis A (see Definition 1) . We show that these operators are pseudodifferential and give some properties of their symbols. We also study the Cauchy problem naturally associated to these operators. In Section 4, we show the existence of a Feller semigroup on C 0 (Q n p ) and strong Markov process X(t, ω) with state space (Q n p , || · || p ) (whose paths are right continuous and have no discontinuities other than jumps) associated with the symbols of these operators previously treated. Moreover, we consider the problem of the first passage time for random walks on p-adic spaces in a similar way as in [23] . The results here are also given in a general way for any function J : Q n p → R + that satisfies the Hypothesis A. Finally, in Section 5, we will study first passage time problem and survival probability for linear and logarithmic landscape.
2. Fourier Analysis on Q n p : Essential Ideas 2.1. The field of p-adic numbers. Along this article p will denote a prime number. The field of p−adic numbers Q p is defined as the completion of the field of rational numbers Q with respect to the p−adic norm | · | p , which is defined as Any p−adic number x = 0 has a unique expansion of the form
where x j ∈ {0, 1, 2, . . . , p − 1} and x 0 = 0. By using this expansion, we define the fractional part of x ∈ Q p , denoted {x} p , as the rational number
We extend the p−adic norm to Q n p by taking
with center at a = (a 1 , . . . , a n ) ∈ Q n p , and take B n r (0) =:
r } is the onedimensional ball of radius p r with center at a i ∈ Q p . The ball B n 0 equals the product of n copies of B 0 = Z p , the ring of p−adic integers of Q p . We also denote by S n r (a) = {x ∈ Q n p ; ||x − a|| p = p r } the sphere of radius p r with center at a = (a 1 , . . . , a n ) ∈ Q n p , and take S We will use Ω (p −r ||x − a|| p ) to denote the characteristic function of the ball B n r (a). We will use the notation 1 A for the characteristic function of a set A. Along the article d n x will denote a Haar measure on 
Such distributions are called regular distributions.
n x denotes the C−vector space of all the complex valued functions g such that the essential supremum of |g| is bounded.
Let denote by C(Q 
is an additive character on Q p , i.e. a continuous map from (Q p , +) into S (the unit circle considered as multiplicative group) satisfying
The additive characters of Q p form an Abelian group which is isomorphic to (Q p , +), the isomorphism is given by ξ → χ p (ξx), see e.g. [1, Section 2.3] .
Given
We will also use the notation F x→ξ f and f for the Fourier transform of f . The Fourier transform is a linear isomorphism from D(Q n p ) onto itself satisfying (2.1)
where the limit is taken in L 2 . We recall that the Fourier transform is unitary on 
Proof. (ii) The proof is similar to the one given in [23, Lemma 1-(ii)].
Remark 1. By the previous lemma we have that
gives rise a well-defined linear bounded operator. Indeed, by the Young inequality
ξ→x (1 − J(||ξ|| p ))F x→ξ f , and the Cauchy problem :
is a classical solution of (3.1). In addition, u(·, t) is a continuous function for any t ≥ 0.
Proof. The result follows from the following assertions.
The formula follows from the fact that
and that
cf. Lemma 1-(i), by applying the Dominated Convergence Theorem. Claim 2.
Strong Markov Processes and the First Passage Time Problem
for all m ∈ N\{0} , x 1 , . . . , x m ∈ Q n p and λ 1 , . . . , λ m ∈ C. By a direct calculation one verifies that J(||ξ|| p ) is a positive definite function.
( 
Condition (ii) of Definition 2 is equivalent to µ t · µ s = µ t+s for t, s > 0, because the Fourier transformation is injective, while condition (iii) of Definition 2 is equivalent to lim t→0 µ t (ξ) = 1 for ξ ∈ Q n p , see [5, . Moreover, it is well known that there is a one-to-one correspondence between convolution semigroups (µ t ) t>0 on Q n p and continuous negative definite functions ψ on Q n p , wherê µ t (γ) = e −tψ(γ) for t > 0 and γ ∈ Q n p , see [5, Theorem 8.3] . Therefore, the family (µ t ) t>0 , satisfying (4.1) µ t (ξ) = e −t(1− J( ξ p )) , for t > 0 and ξ ∈ Q n p , determines a convolution semigroup on Q n p . 
Definition 3. A family of bounded linear operators
The convolution semigroup (µ t ) t>0 on Q n p satisfying (4.1) induces a Feller semigroup (T t ) t>0 by the definition T t f := µ t * f, for f ∈ C 0 (Q 
n y)p s (y, E).
(ii) We say that the Markov transition function p t (x, ·) on Q 
(ii) There exists a strong Markov process X(t, ω) with state space (Q By Proposition 1 we have that
is a classical solution of the Cauchy problem
Proceeding in the same way as in Section 4 we have that there exists a strong Markov process J(t, ω) with state space (Q n p , B Q n p ) and transition function q t (x, ·) given by
. Set Υ to be the space of all paths J(t, ω). Then there exists a probability space (Υ, F , P ) , where P is a probability measure on Υ and
is a random variable for each t ≥ 0. The construction of this probability space follows from classical arguments, see, e.g., [7] . We notice that 
where 
Proof. The result follow by using the arguments given in the proof of [23, Lemma 9 and Theorem 3].
Linear and Logarithmic Landscapes
Following [3] , there are three basic landscapes: logarithmic, linear and exponential. In this section, we will study first passage time problem and survival probability for linear and logarithmic landscapes. First passage time problem for exponential landscapes was treated in [23] .
Let J(t, ω) the strong Markov process obtained in Section 4. 
Note that
so that by the series divergence criterion Note that the condition β − α − 2n ≥ 0 implies that β > n + α, so the series 
