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Harnessing data to discover the underlying governing laws or equations that describe the behavior of complex physical systems can sig-
nificantly advance our modeling, simulation and understanding of such systems in various science and engineering disciplines. Recent
advances in sparse identification show encouraging success in distilling closed-form governing equations from data for a wide range of
nonlinear dynamical systems. However, the fundamental bottleneck of this approach lies in the robustness and scalability with respect to
data scarcity and noise. This work introduces a novel physics-informed deep learning framework to discover governing partial differential
equations (PDEs) from scarce and noisy data for nonlinear spatiotemporal systems. In particular, this approach seamlessly integrates the
strengths of deep neural networks for rich representation learning, automatic differentiation and sparse regression to approximate the solu-
tion of system variables, compute essential derivatives, as well as identify the key derivative terms and parameters that form the structure
and explicit expression of the PDEs. The efficacy and robustness of this method are demonstrated on discovering a variety of PDE systems
with different levels of data scarcity and noise. The resulting computational framework shows the potential for closed-form model discovery
in practical applications where large and accurate datasets are intractable to capture.
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Current practices on modeling of complex dynamical systems have been mostly rooted in the use of ordinary and/or partialdifferential equations (ODEs, PDEs) that govern the system behaviors. These governing equations are conventionally
obtained from rigorous first principles such as the conservation laws or knowledge-based phenomenological derivations. However,
there remain many real-world complex systems underexplored, whose analytical descriptions are undiscovered and parsimonious
closed forms of governing equations are unclear or partially unknown. Luckily, observational datasets become increasingly
rich and offer an alternative of distilling the underlying equations from data. Harnessing data to uncover the governing laws or
equations can significantly advance and transform our modeling, simulation and understanding of complex physical systems in
various science and engineering disciplines. For example, obtaining mathematical equations that govern the evolution of sea ice
from observational data (e.g., satellite remote sensing images) brings distinct benefits for better understanding and predicting
the growth, melt and movement of the Arctic ice pack. Distilling an explicit multi-fidelity formulation from field sensing data
(e.g., Doppler radar recordings) will accelerate more accurate prediction of weather and climate patterns. Recently, advances
in machine learning theories, computational capacity and data availability kindle significant enthusiasm and efforts towards
data-driven discovery of physical laws and governing equations [see (1–12) for example].
Pioneering contributions by Bongard and Lipson (1) and Schmidt and Lipson (2) leveraged stratified symbolic regression and
genetic programming to successfully distil the underlying differential equations that govern nonlinear system dynamics from
data. However, this elegant approach doesn’t scale up well with the dimensionality of the system, is computationally expensive
and might suffer from overfitting issues. Recently, an impressive breakthrough made by Brunton et al. (5) leads to an innovative
sparsity-promoting approach called sparse identification of nonlinear dynamics (SINDy), which selects dominant candidate
functions from a high-dimensional nonlinear function space based on sparse regression to uncover parsimonious governing
Significance
State-of-the-art practices on modeling of spatiotemporal systems have been mostly rooted in the use of partial differential
equations (PDEs) that govern the system behaviors. In many real-world systems, though parsimonious closed forms of
the governing equations are unknown, observational datasets are available and offer an alternative for distilling the
underlying equations from data. This work introduces an innovative physics-informed learning paradigm for discovery of
PDEs from scarce and noisy data. In particular, this approach leverages automatic-differentiation-based deep learning
with sparse representation and tackles the fundamental limitation of existing methods that scale poorly with data noise
and scarcity. The discovered governing laws will advance our modeling, simulation and understanding of complex
systems in various disciplines, e.g., physics, meteorology, biology and engineering.
Y.L. and H.S. designed the research; Z.C. and H.S. performed the research; Z.C., Y.L. and H.S wrote the paper.
The authors declare no conflict of interest.
1To whom correspondence should be addressed. E-mails: yang1.liu@northeastern.edu (Y. Liu) and h.sun@northeastern.edu (H. Sun)
Journal | May 8, 2020 | 1–10
ar
X
iv
:2
00
5.
03
44
8v
1 
 [c
s.L
G]
  5
 M
ay
 20
20
equations, ODEs in particular. The sparsity was achieved by a sequential threshold ridge regression (STRidge) algorithm which
recursively determines the sparse solution subjected to a hard threshold (5, 6). Such an approach is capable of balancing the
complexity and accuracy of identified models and thus results in parsimony. SINDy has drawn tremendous attention in the
past few years, leading to variant algorithms with applications to identify projected low-dimensional surrogate models in the
form of first-order ODEs, alternatively with linear embedding (8, 10), for a wide range of nonlinear dynamical systems, such
as fluid flows (13, 14), structural systems (15, 16), biological and chemical systems (17–19), active matter (20), predictive
control of nonlinear dynamics (21), multi-time-scale systems (22), a predator-prey system (23), and stochastic processes (24),
just naming a few among many others. There are also a number of other extensions of SINDy that discover implicit dynamics
(17, 25), incorporate physics constraints (13), and embed random sampling strategies to improve the robustness to noise for
sparse discovery of high-dimensional dynamics (26). The convergence and error estimate analyses (27) theoretically sustain the
family of SINDy approaches.
The sparsity-promoting paradigm has been later extended for data-driven discovery of spatiotemporal systems governed by
PDEs, e.g., the PDE-FIND algorithm (6, 7), where the library of candidate functions is augmented by incorporating spatial
partial derivative terms. This method has been further investigated or improved to, for example, obtain parametric PDEs from
data (28), discover PDEs enhanced by Bayesian inference (29) and gene expression programming (30), identify diffusion and
Navier-Stokes equations based on molecular simulation (31), and learn PDEs for biological transport models (32). Nevertheless,
a critical bottleneck of the SINDy framework, especially for data-driven discovery of PDEs, lies in its strong dependence on
both quality and quantity of the measurement data, since numerical differentiation is required to compute the derivatives in
order to construct governing equation(s). Especially, the use of finite difference or filtering to calculate derivatives leads to a
pivotal challenge that reduces the algorithm robustness. This specially limits the applicability of SINDy in its present form to
scenarios given highly incomplete, scarce and noisy data. It is notable that variational system identification (9) shows satisfactory
robustness of calculating derivatives based on isogeometric analysis for discovering the weak form of PDEs. However, such an
approach doesn’t scale down well with respect to the fidelity of available data. Another work (33) shows that weak formulation
can significantly improve the discovery robustness against noise, but requires careful design of test functions, which is intractable
for high-dimensional spatiotemporal systems.
Graph-based automatic differentiation (34) is well posed to address the above issue, which has been proven successful in deep
learning for solving nonlinear PDEs (35–41). In particular, the deep neural network (DNN) is used to approximate the solution
constrained by both the PDE(s) and available data. Latest studies (42, 43) show the potential of using DNNs and automatic
differentiation to obtain PDEs from noisy data; yet, false positive identification occurs due to the use of less rigorous sparse
regression along with DNN training. Simultaneously optimizing the DNN parameters and sparse PDE coefficients poses a
significant challenge in finding the global optimum. In this work, we present a novel Physics-informed Deep Learning (PiDL)
framework, possessing salient features of interpretability and generalizability, to discover governing PDEs from scarce and noisy
data for nonlinear spatiotemporal systems. Our methodology integrates the strengths of DNNs for rich representation learning,
automatic differentiation for accurate derivative calculation as well as ü0 sparse regression to tackle the fundamental limitation of
existing methods that scale poorly with data noise and scarcity. The efficacy and robustness of our method are demonstrated on a
variety of PDE systems.
PiDL with Sparse Regression for PDE Discovery
We consider a multi-dimensional spatiotemporal system whose governing equations can be described by a set of nonlinear,
coupled, parameterized PDEs in the general form given by
ut + F
[
u,u2, ...,∇xu,∇2xu,∇xu · u, ...;λ
]
= p [1]
where u = u(x, t) ∈ R1×n is the multi-dimensional latent solution (dimension = n) while ut is the first-order time derivative
term; t ∈ [0, T ] denotes time and x ∈ Ω specifies the space; F [·] is a complex nonlinear functional of u and its spatial derivatives,
parameterized by λ;∇ is the gradient operator with respect to x; p = p(x, t) is the source term (note that, in many common
cases, p = 0 represents no source input to the system). The PDEs are also subjected to initial and boundary conditions (I/BCs),
if known, denoted by I[x ∈ Ω, t = 0; u,ut] = 0 and B[x ∈ ∂Ω; u,∇xu] = 0. For systems that obey the Newton’s second law
of motion (e.g., the acceleration term utt is present), the governing PDEs can be written in a state-space form similar to Eq. [1].
Our objective is to find the closed form of F [·] from available spatiotemporal measurements which are assumed to be incomplete,
scarce and noisy commonly seen in real-world applications (e.g., when data capture is very costly or the data itself is sparse in
nature). We assume that the physical law is governed by only a few important terms which can be selected from a large-space
library of candidate functions, where sparse regression can be applied (5–7). Inherent in this assumption leads to reformulation
of Eq. [1] in the following (assuming zero source for simplicity):
ut = φΛ. [2]
2 | Chen et al.
t
x
y
z
Layer 1 … Layer l … Layer L Graph-based Automatic Differentiator 
1 1 1
∂t ∂t ∂t
∂x ∂x ∂x
∂y ∂y ∂y
∂z ∂z ∂z
derivatives
ℛ : ut − ϕΛ→ 0
PDE Construction
where
ϕT =
1
u
v
w
ux
vx
wx
uy
vy
⋮
s×1
Λ =
λu1 λv1 λw1
λu2 λv2 λw2
⋮ ⋮ ⋮
λus−1 λvs−1 λws−1
λus λvs λws s×3
ut = {ut, vt,wt}
Note: Λ is sparse
DNN with Unknown Parameters Physical Law with Unknown Parameters Λ
Data Loss: ℒd (θ;𝒟u) = 1Nm∥u
θ − um∥22 Residual Loss: ℒp (θ,Λ;𝒟c) =
1
Nc
·U (θ) −Φ (θ)Λ 2
2
ℒ (θ,Λ;𝒟u,𝒟c) =ℒd (θ;𝒟u) + αℒp (θ,Λ;𝒟c) + β∥Λ∥0
θ
Candidate 
Function 
Selection
Sparse Regression 
ΛΦ(θ)·U(θ)
ut vt wt λu λv λw. . . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .
=
. . . . . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .. . . . . . .
⋯
. . . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .
ϕ1ϕ2ϕ3 ⋯⋯ ϕs
Sparse
u = {u, v,w}
u(x, t; θ)
v(x, t; θ)
w(x, t; θ)
x = {x, y, z}
u
1
ut
u2
uy
ux
u3⊙ uxy
ϕ
⏟total loss data loss physics loss regularization⏟measurement ⏟collocation points
co
llo
ca
tio
n 
po
in
ts
Fig. 1. Schematic architecture of the framework of PiDL with sparse regression for data-driven discovery of PDEs. The network consists of two components: a DNN governed
by the trainable parameters θ, which maps the spatiotemporal coordinates {x, t} to the latent solution u = {u, v, w}, and the physical law described by a set of nonlinear
PDEs, which are formed by the derivative candidate functionsφ parameterized by the unknown sparse coefficients Λ. The total loss functionL(θ,Λ;Du,Dc) is composed
of the data lossLd(θ,Du), the physics loss αLp(θ,Λ;Dc), and the ü0 regularization term β‖Λ‖0 that promotes the sparsity. Here, α and β denote the relative weighting
of the loss functions, whileDu andDc represent the measurement data and collocation samples respectively. Note that the physics loss, in a residual form, is only evaluated
on the spatiotemporal collocation samples. The colored dots in the sparse coefficients matrix (or vector) on the right denote non-zero values. Simultaneous optimization of
the unknown parameters {θ,Λ} leads to both the trained DNN for inference of the data-driven full-field solution and the discovered parsimonious closed-form PDEs.
Here, φ = φ(u) ∈ R1×s is an extensive library of symbolic functions consisting of many candidate terms, e.g., constant,
polynomial, and trigonometric terms with respect to each spatial dimension (6, 7), assembled in a row vector given by
φ =
{
1,u,u2, ...,ux,uy, ...,u3 ¤ uxy, ..., sin(u), ...
}
[3]
where ¤ represents the element-wise Hadamard product; s denotes the total number of candidate terms in the library; the
subscripts in the context of {x, y, z} depict the derivatives; Λ ∈ Rs×n is the sparse coefficient matrix (only the active candidate
terms in φ have non-zero values), e.g., Λ = [λu λv λw] ∈ Rs×3 for u = {u, v, w}. If there is unknown source input, the
candidate functions for p can also be incorporated into φ for discovery (see SI Appendix, Section C3). Thus, the discovery
problem can then be stated as: given the spatiotemporal measurement data Du, find sparse Λ such that Eq. [2] holds.
We present an interpretable PiDL paradigm with sparse regression to simultaneously model the system response and identify
the parsimonious closed form of the governing PDEs. The innovative mathematical architecture of this method is shown in Fig.
1. To begin with, we interpret the latent solution u by a deep dense neural network (denoted by N ), namely, uθ = N (x, t;θ),
where θ represents the DNN trainable parameters including weights and biases. The DNN essentially plays a role as a nonlinear
functional to approximate the latent solution with the data loss function expressed as:
Ld(θ;Du) = 1
Nm
∥∥uθ − um∥∥22 [4]
where um is the measurement data, Nm is the total number of data points, and ‖ · ‖2 denotes the Frobenius norm. With
graph-based automatic differentiation where derivatives on u are evaluated at machine precision, the library of candidate
functions φθ can be computed from N . Thus, the sparse representation of the reconstructed PDEs can be written in a residual
form, namely, Rθ := uθt − φθΛ → 0, where Rθ ∈ R1×n denotes the PDE residuals. The basic concept is to adapt both
the DNN trainable parameters θ and the PDE coefficients Λ such that the neural network can fit the measurement data while
satisfying the constraints defined by the underlying PDEs. The PDE residuals will be evaluated on a large number of collocation
points Dc = {xi, ti}Nci=1, randomly sampled in the spatiotemporal space, leading to the residual physics loss function given by
Lp(θ,Λ;Dc) = 1
Nc
∥∥U˙(θ)−Φ(θ)Λ∥∥22 [5]
where U˙ and Φ denote respectively the discretization of the first-order time derivative term and the library of candidate functions
evaluated on the collocation points; Nc is the total number of spatiotemporal collocation points. Note that the I/BCs, if measured
or known, can also be added as part of the physics loss in Eq. [5].
The total loss function for training the PiDL network is thus composed of the data loss Ld, the residual physics loss Lp and a
regularization term, expressed as:
L(θ,Λ;Du,Dc) = Ld(θ;Du) + αLp(θ,Λ;Dc) + β‖Λ‖0 [6]
where α is the relative weighting of the residual physics loss function; β is the regularization parameter; ‖ · ‖0 represents the ü0
norm. Optimizing the total loss function can produce a DNN that can not only predict the data-driven full-field system response,
but also uncover the parsimonious closed-form PDEs.
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Table 1. Summary of the PiDL discovery results in the context of accuracy for a wide range of canonical models.
PDE name Error (noise 0%) Error (noise 1%) Error (noise 10%) Description of data discretization
Burgers 0.01±0.01% 0.19±0.11% 1.15±1.20% x ∈ [−8, 8]d=256, t ∈ [0, 10]d=101, subsample 1.95%
KS 0.07±0.01% 0.61±0.04% 0.71±0.06% x ∈ [0, 100]d=1024, t ∈ [0, 100]d=251, subsample 12.3%
Schrödinger 0.09±0.04% 0.65±0.29% 2.31±0.28% x ∈ [−4.5, 4.5]d=512, t ∈ [0, pi]d=501, subsample 37.5%
RD 0.07±0.08% 0.25±0.30% 4.78±3.66% x, y ∈ [−10, 10]d=256, t ∈ [0, 10]d=201, subsample 0.29%
NS 0.66±0.72% 0.86±0.63% 1.40±1.83% x ∈ [0, 9]d=449, y ∈ [−2, 2]d=199, t ∈ [0, 30]d=151, subsample 0.22%
The error is defined as the average relative error of the identified non-zero coefficients w.r.t. the ground truth. The subscript d denotes the number of
discretization. Our method is also compared with SINDy [the PDE-FIND approach presented in (6)] as illustrated in SI Appendix, Table S1. It is noted that much
less measurement data polluted with a higher level of noise are used in our discovery. Gaussian white noise is added to the synthetic response with the noise level
defined as the root-mean-square ratio between the noise and exact solution.
Iteration 1 Iteration 2-20
ADOPretraining(A)
(B)
Fig. 2. Discovered Burgers equation for data with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R16×1 for 16 candidate functions φ ∈ R1×16 used to form the
PDE, where the color represents the coefficient value. (B) The predicted response in comparison with the exact solution with the prediction error.
Noteworthy, the total loss function has an implicit complex form, and thus, directly solving the optimization problem is highly
intractable since the ü0 regularization makes this problem np-hard. Though relaxation of the ü0 term by the less rigorous ü1
regularization improves the well-posedness and enables the optimization in a continuous space, false positive identification
occurs (42, 43). To address this challenge, we present an alternating direction optimization (ADO) algorithm that divides the
overall optimization problem into a set of tractable subproblems to sequentially optimize θ and Λ within a few alternating
iterations (denoted by k), namely,
Λˆk+1 := arg min
Λ
[∥∥∥U˙(θˆk)−Φ(θˆk)Λ∥∥∥2
2
+ β‖Λ‖0
]
[7a]
θˆk+1 := arg min
θ
[
Ld(θ;Du) + αLp(θ, Λˆk+1;Dc)
]
. [7b]
The fundamental concept of the ADO algorithm shares similarity with the alternating direction methods of multipliers (44).
In each alternating iteration k + 1, the sparse PDE coefficients Λ in Eq. [7a] are updated (denoted by Λˆk+1) via STRidge [a
sequential thresholding regression process that serves as a proxy for ü0 regularization (5, 6)], based on the DNN parameters from
the previous iteration (e.g., θˆk). The DNN parameters θ in the current iteration are then updated (denoted by θˆk+1) through a
standard neural network training algorithm [in particular, the combined Adam (45) + L-BFGS (46) optimizer], taking Λˆk+1 as
known. The alternations between the sub-optimal solutions will lead to a high-quality optimization solution. The algorithm
design of ADO as well as the implementation details and specifications are given in SI Appendix, Algorithm 1 and Algorithm 2.
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Results
We demonstrate the efficacy and robustness of our methodology on a group of canonical PDEs used to represent a wide range
of physical systems with nonlinear, periodic and/or chaotic behaviors. In particular, we discover the closed forms of Burgers,
Kuramoto-Sivashinsky (KS), nonlinear Schrödinger, Reaction-Diffusion (RD), and Navier-Stokes (NS) equations from scarce
and noisy time-series measurements recorded by a number of sensors at fixed locations (data are polluted with Gaussian white
noise). Pre-training of PiDL is conducted before running the ADO algorithm for discovery, by simply replacing ‖Λ‖0 in Eq. [6]
with ‖Λ‖1 where brute-force gradient-based optimization for both θ and Λ becomes applicable. The ü1-regularized pre-training
can accelerate the convergence of ADO by providing an admissible “initial guess”. Results are presented in Table 1 which shows
quite accurate discovery and demonstrates satisfactory performance of the proposed method and its robustness to measurement
data scarcity and noise. Full details of each example are presented as follows. We also compare our method with SINDy
considering different levels of data scarcity and noise (SI Appendix, Section B6).
Burgers Equation. We first consider a dissipative system with the dynamics governed by a 1D viscous Burgers equation
expressed as ut = −uux + νuxx, where ν (equal to 0.1) denotes the diffusion coefficient. The equation describes the decaying
stationary viscous shock of a system after a finite period of time, commonly found in simplified fluid mechanics, nonlinear
acoustics and gas dynamics. We test the PiDL approach on the recorded traveling shock waves from the solution to Burgers
equation subjected to a Gaussian initial condition. In particular, 5 sensors are randomly placed at fixed locations among the 256
spatial grids and record the wave for 101 time steps, leading to 1.95% of the dataset used in (6). A full description of the dataset,
design of the library of candidate functions (16 terms) and model training is given in SI Appendix, Section B1. Fig. 2 shows
the discovered Burgers equation for a dataset with 10% noise. The evolution of the coefficients Λ ∈ R16×1 illustrates robust
convergence to the ground truth (error about 1.2%), resulting in accurate discovery. The trained PiDL properly reproduces the
dynamical response from noisy measurements (e.g., the full-field ü2 prediction error is 2.02%). The ADO algorithm converges
only after the first alternating iteration and shows capacity to recover the correct sparsity pattern of the PDE. Simultaneous
discovery of the Burgers equation and the unknown source is further discussed in SI Appendix, Section C3.
Kuramoto-Sivashinsky (KS) Equation. Another dissipative system with intrinsic instabilities is considered, governed by
the 1D Kuramoto-Sivashinsky (KS) equation ut = −uux − uxx − uxxxx, where the reverse diffusion term −uxx leads to the
blowup behavior while the fourth-order derivative uxxxx introduces chaotic patterns as shown in Fig. 3B, making an ideal test
problem for equation discovery. The KS equation is widely used to model the instabilities in laminar flame fronts and dissipative
trapped-ion modes among others. We randomly choose 320 points as fixed sensors and record the wave response for 101 time
steps, resulting in 12.3% of the dataset used in (6). A total of 36 candidate functions are employed to construct the underlying
PDE. Detail description of this example is found in SI Appendix, Section B2. It is notable that the chaotic behavior poses
Fig. 3. Discovered the KS equation for data with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R36×1 for 36 candidate functions φ ∈ R1×36 used to reconstruct
the PDE. (B) The predicted response compared with the exact solution.
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significant challenges in approximating the full-field spatiotemporal derivatives, especially the high-order uxxxx, from poorly
measured data for discovery of such a PDE. Existing methods [e.g., the family of SINDy methods (6, 7)] eventually fail in this
case given very coarse and noisy measurements. Nevertheless, PiDL successfully distils the closed form of the KS equation from
subsampled sparse data with 10% noise, shown in Fig. 3. The evolution of the coefficients Λ ∈ R36×1 in Fig. 3A illustrates
that both the candidate terms and the corresponding coefficients are correctly identified (close to the original parameters; error
around 0.7%) within a few ADO iterations. The predicted full-field wave by the trained PiDL also coincides with with the exact
solution with a relative ü2 error of 1.87% (Fig. 3B).
Nonlinear Schrödinger Equation. In the third example, we discover the nonlinear Schrödinger equation, iut = −0.5uxx −
|u|2u, where u is a complex field variable. This well-known equation is widely used in modeling the propagation of light in
nonlinear optical fibers, Bose-Einstein condensates, Langmuir waves in hot plasmas, and so on. We take 37.5% subsamples (e.g.,
randomly selected from the spatial grids) of the dataset as shown in Table 1 to construct the PDE using 40 candidate functions
φ ∈ R1×40. Since the function is complex valued, we model separately the real part (uR) and the imaginary part (uI ) of the
solution in the output of the DNN, assemble them to obtain the complex solution u = uR + iuI , and construct the complex
valued candidate functions for PDE discovery. To avoid complex gradients in optimization, we use the modulus |u|, instead of
the ü2 norm shown in Eq. [5], for the residual physics loss Lp (see SI Appendix, Section B3 for more details). Fig. 4 shows the
discovered Schrödinger equation for the case of 10% noise. The evolution history of the sparse coefficients Λ ∈ R40×1 clearly
shows the convergence to the actual values (Fig. 4A; error about 4.14%) resulting in accurate closed-form identification of the
PDE, while the reconstructed full-field response, for both real and imaginary parts, matches well the exact solution with a slight
relative ü2 error of 1% (Fig. 4B and C).
Reaction-Diffusion (RD) Equations. The examples discussed previously are low-dimensional (1D) models with limited
complexity. We herein consider a λ-ω reaction-diffusion (RD) system in a 2D domain with the pattern forming behavior
governed by two coupled PDEs: ut = 0.1∇2u + λ(g)u − ω(g)v and vt = 0.1∇2v + ω(g)u + λ(g)v, where u and v are the
two field variables, g = u2 + v2, ω = −g2, and λ = 1 − g2. The RD equations exhibit a wide range of behaviors including
wave-like phenomena and self-organized patterns found in chemical and biological systems. The particular RD equations
considered here display spiral waves subjected to periodic boundary conditions. Full details on the dataset, selection of candidate
functions and hyperparameter setup of the PiDL model are given in SI Appendix, Section B4. Fig. 5A shows the evolution
Iteration 1 Iteration 2-30
ADOPretraining(A)
(B)
(C)
Fig. 4. Discovered nonlinear Schrödinger equation for a dataset with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R40×1 for the candidate functions φ ∈ R1×40
used to reconstruct the PDE. (B and C) The predicted real-part (B) and imaginary-part (C) responses compared with the exact solution.
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of the sparse coefficients λu,λv ∈ R110×1 for 110 candidate functions φ ∈ R1×110, given a dataset with 10% noise. Both
the sparse terms and the associated coefficients are precisely identified (as depicted in Fig. 5A and 5B, and the closed-form
equations in Fig. 5). Due to the complexity of the PDEs and the high dimension, slightly more epochs are required in ADO to
retain reliable convergence. The predicted response snapshots (e.g., at t = 2.95) by the trained PiDL in Fig. 5B are close to the
ground truth. This example shows especially the great ability and robustness of our method for discovering governing PDEs for
high-dimensional systems from highly noisy data.
Navier-Stokes (NS) Equation. As a final example, we consider a 2D fluid flow passing a circular cylinder with the local
rotation dynamics governed by the well-known Navier-Stokes vorticity equation wt = −(w · ∇)u + ν∇2w, where w is the
spatiotemporally variant vorticity, u = {u, v} denotes the fluid velocities, and ν is the kinematic viscosity (ν = 0.01 at Reynolds
number 100). We leverage the open simulation data (6) and subsample a dataset of the flow response {u, v, w} at 500 spatial
locations randomly picked within the indicated region in SI Appendix, Fig. S1, which record time series for 60 time steps. The
resulting dataset is only 10% of that used in (6). A comprehensive discussion of this example is found in SI Appendix, Section B5.
Fig. 5. Discovered RD equations for a dataset with 10% noise. (A and B) Evolution of the sparse coefficients λu ∈ R110×1 (A) and λv ∈ R110×1 (B) for 110 candidate
functions φ ∈ R1×110 used to reconstruct the u-equation and the u-equation, respectively. (C and D) The predicted response snapshots u (C) and v (D) at t = 2.95
compared with the exact solution.
Chen et al. Journal | May 8, 2020 | 7
Iteration 1 Iteration 2-6
ADOPretraining(A)
(B)
Fig. 6. Discovered NS equation for data with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R60×1 for 60 candidate functions φ ∈ R1×60 used to form the PDE.
(B) Predicted vorticity snapshot at t = 23.8 compared with the exact solution.
Fig. 6 summarizes the result of the discovered NS equation for a dataset with 10% noise. It is encouraging that the uncovered
PDE expression is almost identical to the ground truth, for both the derivative terms and their coefficients, even under 10% noise
corruption. The coefficients Λ ∈ R60×1, corresponding to 60 candidate functions φ ∈ R1×60, converge very quickly to the
correct values with precise sparsity right after the first ADO iteration (Fig. 6A). The vorticity patterns and magnitudes are also
well predicted as indicated by the snapshot (at t = 23.8) shown in Fig. 6B (the full-field ü2 error about 2.57%). This example
provides a compelling test case for the proposed PiDL approach which is capable of discovering the closed-form NS equation
with scarce and noisy data.
Discussion
In summary, we have presented a novel interpretable deep learning method for discovering physical laws, in particular
parsimonious closed-form PDE(s), from scarce and noisy data (commonly seen in scientific investigations and real-world
applications) for multi-dimensional nonlinear spatiotemporal systems. This approach combines the strengths of DNNs for rich
representation learning of nonlinear functions, automatic differentiation for accurate derivative calculation as well as ü0 sparse
regression to tackle the fundamental limitation faced by existing sparsity-promoting methods that scale poorly with respect
to data noise and scarcity. An alternating direction optimization strategy is proposed to simultaneously train the DNN and
determine the optimal sparse coefficients of selected candidate terms for reconstructing the PDE(s). The synergy of interpretable
DNN and sparse PDE representation results in the following outcome: the DNN provides accurate modeling of the solution
and its derivatives as a basis for constructing the governing equation(s), while the sparsely represented PDE(s) in turn informs
and constraints the DNN which makes it generalizable and further enhances the discovery. The overall approach is rooted in
a comprehensive integration of bottom-up (data-driven) and top-down (physics-informed) processes for scientific discovery,
with fusion of physics-informed deep learning, sparse regression and optimization. We demonstrate this method on a number
of dynamical systems exhibiting nonlinear spatiotemporal behaviors governed by multi-dimensional canonical PDEs. Results
highlight that the approach is capable of accurately discovering the exact form of the governing equation(s), even in a data-rich
information-poor space where the high-dimensional measurements are scarce and noisy.
There still remain some potential limitations associated with the present PiDL framework for physical law discovery. For
example, although the fully connected DNN used in this work has advantage of analytical approximation of the PDE derivatives
via automatic differentiation, directly applying it to model the solution of higher dimensional systems (e.g., long-short term
response evolution in a 3D domain) results in computational bottleneck and optimization challenges. Advances in discrete DNNs
with spatiotemporal discretization [e.g., the convolutional long-short term memory network (ConvLSTM) (47) or similar] have
the potential to help resolve this challenge, which will be demonstrated in our future work. Several other aspects, such as the
design of library of candidate functions, the role of collocation points, and discovery with unknown source terms, are further
discussed in SI Appendix, Section C1–C4.
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Supporting Information Text
This supplementary document provides a detailed description of the proposed method, algorithm, examples, and
discussion of technical challenges for discovering closed-form partial differential equations (PDEs) from scarce and
noisy data.
A. Physics-informed Deep Learning with Sparse Regression
A1. Network architecture. We present an interpretable Physics-informed Deep Learning (PiDL) paradigm with sparse
regression to simultaneously model the system response and identify the parsimonious closed form of the governing
PDEs. The innovative mathematical architecture of this method is shown in Fig. S1. We interpret the latent solution
u by a fully-connected/dense deep neural network (DNN; denoted by N ), namely, uθ = N (x, t;θ), where θ represents
the DNN trainable parameters including weights W and biases b. The DNN consists of multiple fully-connected
feedforward hidden layers (each layer has dozens of nodes). We use the hyperbolic tangent (tanh) as a universal
activation function thanks to its strength for high-order differentiation and unbiased estimation for both positive and
negative values. The output later is based on linear activation for universal magnitude mapping. The DNN essentially
plays a role as a nonlinear functional to approximate the latent solution.
The DNN is connected to the physical law (reconstruction of PDEs) through a graph-based automatic differentiator
where derivatives on u are evaluated at machine precision. Thus, the library of candidate functions φθ can be
computed from N . If there is unknown source input, the candidate functions for p can also be incorporated into the
library for discovery. The sparse representation of the reconstructed PDEs can then be written in a residual form,
namely,
Rθ := uθt − φθΛ→ 0
where Rθ ∈ R1×n denotes the PDE residuals and n is the dimension of the system variable (e.g., u ∈ R1×n). The
basic concept is to adapt both the DNN trainable parameters θ and the sparse PDE coefficients Λ such that the neural
network can fit the measurement data while satisfying the constraints defined by the underlying PDEs. The synergy
of interpretable DNN and sparse PDE representation results in the following outcome: the DNN provides accurate
modeling of the solution and its derivatives as a basis for constructing the governing equations, while the sparsely
represented PDEs in turn informs and constraints the DNN which makes it generalizable and further enhances the
discovery.
A2. Physics-constrained sparsity-regularized loss function. The total loss function for training the PiDL network
is composed of three components, the data loss Ld, the residual physics loss Lp and a regularization term, expressed
as:
L(θ,Λ;Du,Dc) = Ld(θ;Du) + αLp(θ,Λ;Dc) + β‖Λ‖0 [S1]
where Du denotes the spatiotemporal measurement data and Dc the collocation points; α is the relative weighting of
the residual physics loss function; β is the regularization parameter; and ‖ · ‖0 represents the ü0 norm. Optimizing the
physics-constrained sparsity-regularized loss function can produce a DNN that can not only predict the data-driven
full-field system response, but also uncover the parsimonious closed-form PDEs. The data loss function is defined as:
Ld(θ;Du) = 1
Nm
∥∥uθ − um∥∥22
where um is the measurement data, Nm is the total number of data points, and ‖ · ‖2 denotes the Frobenius norm.
The PDE residuals are evaluated on a large number of collocation points Dc = {xi, ti}Nci=1, randomly sampled in the
spatiotemporal space, leading to the residual physics loss function given by
Lp(θ,Λ;Dc) = 1
Nc
∥∥U˙(θ)−Φ(θ)Λ∥∥22
where U˙ and Φ denote respectively the discretization of the first-order time derivative term and the library of
candidate functions evaluated on the collocation points; Nc is the total number of spatiotemporal collocation points.
Note that the I/BCs, if measured or known, can also be added as part of the physics loss. Note that Ld ensures that
the DNN accurately interpret the latent solution of the PDEs via fitting the data, while Lp generalizes and provides
constraints for the DNN through reconstructing the closed form of the PDEs. The ü0 regularization term promotes
the sparsity of the coefficients Λ for sparse representation of the PDEs.
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A3. Alternating direction optimization (ADO). The total loss function shown in Eq. [S1] has an implicit complex
form, and thus, directly solving the optimization problem is highly intractable since the ü0 regularization makes this
problem np-hard. Though relaxation of the ü0 term by the less rigorous ü1 regularization improves the well-posedness
and enables the optimization in a continuous space, false positive identification occurs (1, 2). To address this challenge,
we present an alternating direction optimization (ADO) algorithm that divides the overall optimization problem into
a set of tractable subproblems to sequentially optimize θ and Λ within a few alternating iterations (denoted by k),
namely,
Λˆk+1 := argmin
Λ
[∥∥∥U˙(θˆk)−Φ(θˆk)Λ∥∥∥2
2
+ β‖Λ‖0
]
[S2a]
θˆk+1 := argmin
θ
[
Ld(θ;Du) + αLp(θ, Λˆk+1;Dc)
]
. [S2b]
This method is outline in Algorithm 1. The fundamental concept of the ADO algorithm shares similarity with the
alternating direction methods of multipliers (3). In each alternating iteration k + 1, the sparse PDE coefficients Λ in
Eq. [S2a] are updated (denoted by Λˆk+1) via STRidge [a sequential thresholding regression process that serves as a
proxy for ü0 regularization (4, 5); see Algorithm 2], based on the DNN parameters from the previous iteration (e.g.,
θˆk). The DNN parameters θ in the current iteration are then updated (denoted by θˆk+1) through a standard neural
network training algorithm [in particular, the combined Adam (6) + L-BFGS (7) optimizer], taking Λˆk+1 as known.
The alternations between the sub-optimal solutions will lead to a high-quality optimization solution. It is noteworthy
that the Adam optimizer plays a role for global search while the L-BFGS optimizer takes responsibility of fine tuning
in a local solution region. The learning rate of Adam ranges from 10−5 to 10−3 in the test examples. The choice of
hyperparameters (e.g., the relative weighting of the loss terms) is given in Algorithms 1 and 2.
Pre-training of PiDL is conducted before running the ADO algorithm for discovery, by simply replacing ‖Λ‖0 in
Eq. [S1] with ‖Λ‖1 where brute-force gradient-based optimization (e.g., Adam + L-BFGS) for both θ and Λ becomes
applicable, namely,
{θˆ, Λˆ} = argmin
{θ,Λ}
{Ld(θ;Du) + αLp(θ,Λ;Dc) + β‖Λ‖1} .
The ü1-regularized pre-training can accelerate the convergence of ADO by providing an admissible “initial guess”.
Post-training (or post-tuning) is also applicable, which can be applied after the closed form of the PDEs is uncovered.
This can be done by training the DNN along with the identification of the discovered non-zero coefficients, viz.,
{θˆ, Λˆ} = argmin
{θ,Λ}
{Ld(θ;Du) + αLp(θ,Λ;Dc)}
where the initialization of the unknown parameters {θ,Λ} can be inherited from the ADO result. The post-training
step is completely optional since the ADO method can already provides a high-quality solution as shown in the test
examples. Nevertheless, the post-training could add additional discovery accuracy through fine tuning.
B. Examples
We demonstrate the efficacy and robustness of our methodology on a group of canonical PDEs used to represent a
wide range of physical systems with nonlinear, periodic and/or chaotic behaviors. In particular, we discover the closed
forms of Burgers, Kuramoto-Sivashinsky (KS), nonlinear Schrödinger, Reaction-Diffusion (RD), and Navier-Stokes
(NS) equations from scarce and noisy time-series measurements recorded by a number of sensors at fixed locations
(data are polluted with Gaussian white noise with the noise level defined as the root-mean-square ratio between the
noise and exact solution). A full description of each test example is discussed in this section. Our method is also
compared with SINDy [the PDE-FIND approach presented in (5)] which is also presented herein. The identification
error is defined as the average relative error of the identified non-zero PDE coefficients with respect to the ground
truth, which is used to evaluate the accuracy of the discovered PDEs for the following examples. Simulations in this
paper are performed on a workstation with 28 Intel Core i9-7940X CPUs and 2 NVIDIA GTX 1080Ti GPU cards.
B1. Burgers equation. We first consider a dissipative system with the dynamics governed by a 1D viscous Burgers
equation expressed as
ut = −uux + νuxx
where u is a field variable, x and t are the spatial and temporal coordinates, and ν denotes the diffusion coefficient.
The equation describes the decaying stationary viscous shock of a system after a finite period of time, commonly
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Algorithm 1 The proposed ADO for training the PiDL network: [θbest,Λbest] = ADO (Du,Dc,∆δ, nmax, nstr)
1: Input: Measurement data Du, collocation points Dc = {xi, ti}i=1,2,...,Nc , threshold tolerance increment ∆δ for STRidge, maximum
number of alternating iterations nmax, and maximum number of STRidge iterations nstr.
# we take a 2D system in a 2D domain as an example: u = {u, v} and x = {x, y}
2: Split measurement data Du into training-validation sets (ntr/nva = 80/20): Dtru ∈ Rntr×2 and Dvau ∈ Rnva×2. # Nm = ntr + nva
3: Split collocation points Dc into training-validation sets (mtr/mva = 80/20): Dtrc ∈ Rmtr×3 and Dvac ∈ Rmva×3. # Nc = mtr +mva
4: Calculate the standard variation of the measurement data: σu.
5: Initialize the Tensor Graph for the entire network as shown in Figure S1.
6: Pre-train the network via combined Adam and L-BFGS with {Dtru ,Dtrc }, and validate the trained model with {Dvau ,Dvac }, namely,
{θˆ0, Λˆ0} = arg min{θ,Λ}
{
Ld(θ;Du) + 10Lp(θ,Λ;Dc) + 1× 10−6σu‖Λ‖1
}
. # pre-train the network; Λˆ0 =
{
λˆ
u
0 , λˆ
v
0
}
7: for k = 1, 2, ..., nmax do
8: Assemble the system states over the collocation points Dtrc and Dvac :
U˙tru =
⋃Ntrc
i=1 ut
(
θˆk−1; xtri , ttri
)
and U˙vau =
⋃Ntrc
i=1 ut
(
θˆk−1; xvai , tvai
)
U˙trv =
⋃Nvac
i=1 vt
(
θˆk−1; xtri , ttri
)
and U˙vav =
⋃Ntrc
i=1 vt
(
θˆk−1; xvai , tvai
)
.
9: Assemble the candidate library matrices over the collocation points Dc, Dtrc and Dvac :
Φ˜ =
⋃Nc
i=1 φ
(
θˆk−1; xi, ti
)
, Φ˜tr =
⋃Ntrc
i=1 φ
(
θˆk−1; xtri , ttri
)
and Φ˜va =
⋃Nvac
i=1 φ
(
θˆk−1; xvai , tvai
)
.
10: Normalize candidate library matrices Φ˜, Φ˜tr and Φ˜va column-wisely (j = 1, ..., s) to improve matrix condition:
Φ:,j = Φ˜:,j
/∥∥Φ˜:,j∥∥2 , Φtr:,j = Φ˜tr:,j/∥∥Φ˜tr:,j∥∥2 and Φva:,j = Φ˜tr:,j/∥∥Φ˜tr:,j∥∥2 .
11: Determine ü0 regularization parameter γ = 0.001κ(Φ). # κ(·) denotes the matrix condition number; 0.001 is tunable
12: Initialize the error indices: Ôˆu =
∥∥Φvaλˆuk−1 − U˙vau ∥∥22 + γ ∥∥λˆuk−1∥∥0 and Ôˆv = ∥∥Φvaλˆvk−1 − U˙vav ∥∥22 + γ ∥∥λˆvk−1∥∥0.
13: Set the initial threshold tolerance δ1 = ∆δ.
14: for iter = 1, 2, ..., nstr do
15: Run STRidge as shown in Algorithm 2 to determine:
λ˜
u = STRidge
(
U˙tru ,Φtr, δiter
)
and λ˜v = STRidge
(
U˙trv ,Φtr, δiter
)
.
16: Update the error indices: Ôu =
∥∥Φvaλ˜u − U˙vau ∥∥22 + γ ∥∥λ˜u∥∥0 and Ôv = ∥∥Φvaλ˜v − U˙vav ∥∥22 + γ ∥∥λ˜v∥∥0.
17: if Ôu ≤ Ôˆu or Ôv ≤ Ôˆv (run in parallel) then
18: Increase threshold tolerance with increment: δiter+1 = δiter + ∆δ.
19: else
20: Decrease threshold tolerance increment ∆δ = ∆δ/1.618.
21: Update threshold tolerance with the new increment δiter+1 = max{δiter − 2∆δ, 0}+ ∆δ.
22: end if
23: end for
24: Return and re-scale the current best solution from STRidge iterations: Λˆk =
{
λ˜
u
, λ˜
v}. # re-scaling due to normalization of Φ
25: Train the DNN via combined Adam and L-BFGS with {Dtru ,Dtrc }, and validate the trained model with {Dvau ,Dvac }, namely,
θˆk = arg minθ
{
Ld(θ;Du) + 10Lp(θ, Λˆk;Dc)
}
. # train DNN given Λˆk as known
26: end for
27: Output: the best solution θbest = θˆnmax and Λbest = Λˆnmax
found in simplified fluid mechanics, nonlinear acoustics, gas dynamics and traffic flow. In this work, solution for
the Burgers Equation is from an open dataset (5), in which the diffusion coefficient ν is assumed to be 0.1 and u is
discretized into 256 spatial grid points for 101 time steps with a Gaussian initial condition. In particular, 5 sensors
are randomly placed at fixed locations among the 256 spatial grid points to record the wave response for 101 time
steps, leading to 1.95% of the dataset used in (5). A total number of 1.6× 105 collocation points, e.g., in the pair of
{x, t}, are sampled by the Sobol sequence (8). A group of 16 candidate functions (φ ∈ R1×16) are used to reconstruct
the PDE, consisting of polynomial terms (u, u2, u3), derivatives (ux, uxx, uxxx) and their multiplications. The fully
connected DNN has 8 hidden layers and a width of 20 neuron nodes in each layer. The training efforts are performed
via 1× 103 epochs of L-BFGS for pre-training and 20 ADO iterations. In each ADO iteration, we use the combination
of 100 epochs of Adam and 1× 103 (or less, depending on the relative loss decay) epochs of L-BFGS to train the
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Algorithm 2 Sequential threshold ridge regression (STRidge): λˆ = STRidge
(
U˙,Φ, δ
)
1: Input: Time derivative vector U˙, candidate function library matrix Φ, and threshold tolerance δ.
2: Inherit coefficients λˆ from the DNN pre-training or the previous update.
3: repeat
4: Determine indices of coefficients in λˆ falling below or above the sparsity threshold δ:
I = {i ∈ I : |λˆi| < δ} and J = {j ∈ J : |λˆj | ≥ δ}.
5: Enforce sparsity to small values by setting them to zero: λˆI = 0.
6: Update remaining non-zero values with ridge regression:
λˆJ = arg minλJ
{∥∥ΦJ λJ − U˙∥∥22 + 1× 10−5 ‖λJ ‖22}. # the parameter 1× 10−5 is tunable
7: until maximum number of iterations reached.
8: Output: The best solution λˆ = λˆI ∪ λˆJ
DNN for alternation with STRidge. The discovered equation for the dataset with 10 % noise reads:
ut = −0.997uux + 0.098uxx
where the aggregated relative identification error for all non-zero elements in Λ is 1.15± 1.20%. The discovery result
is summarized in Fig. S2. The evolution of the PDE coefficients for all candidate functions is illustrated in Fig. S2A.
While all coefficients are initialized as zeros, they vary evidently in pre-training process. In the ADO stage, the
adaptive sparsity threshold in STRidge gradually prunes out redundant components right after the first alternating
iteration. Despite that only 1.95% subsampled responses are measured, the PiDL approach can accurately extrapolate
the full-field solution with a ü2 error of 2.02% (see Fig. S2B). Fig. S2C shows the comparison of spatial and temporal
snapshots between the predicted and the exact solutions which agree extremely well.
B2. Kuramoto-Sivashinsky equation. Another dissipative system with intrinsic instabilities is considered, governed
by the 1D Kuramoto-Sivashinsky (KS) equation:
ut = −uux − uxx − uxxxx
where the reverse diffusion term −uxx leads to the blowup behavior while the fourth-order derivative uxxxx introduces
chaotic patterns as shown in Fig. S3B, making an ideal test problem for equation discovery. Starting with a smooth
initial condition, the KS system evolves to an unstable laminar status due to the highly nonlinear terms including the
high-order derivative. The KS equation is widely used to model the instabilities in laminar flame fronts and dissipative
trapped-ion modes among others. We subsample the open dataset (5) by randomly choosing 320 points from the 1024
spatial grid nodes as fixed sensors and record the wave response for 101 time steps, occupying about 12.3% of the
original dataset. A set of 2× 104 collocation points, sampled using the Sobol sequence in the spatiotemporal domain,
are employed to evaluate the residual physics loss. A library of 36 candidate functions are used to construct the PDE,
consisting of polynomials (u, u2, u3, u4, u5), derivatives (ux, uxx, uxxx, uxxxx, uxxxxx) and their multiplications. The
DNN architecture and hyperparameters are same as those in the Burgers’ equation example.
It is notable that the chaotic behavior poses significant challenges in approximating the full-field spatiotemporal
derivatives, especially the high-order uxxxx, from poorly measured data for discovery of such a PDE. Existing methods
[for example the family of SINDy methods (5, 9)] eventually fail in this case given very coarse and noisy measurements.
Nevertheless, the PiDL approach successfully distils the closed form of the KS equation from subsampled sparse data
even with 10% noise:
ut = −0.992uux − 0.990uxx − 0.991uxxxx
where the coefficients have an average relative error, for all non-zero elements in Λ, of 0.71± 0.06%. The evolution of
the coefficients Λ ∈ R36×1 in Fig. S3A illustrates that both the candidate terms and the corresponding coefficients
are correctly identified (close to the original parameters) within a small number of ADO iterations. Although the
available measurement data are sparsely sampled in the spatiotemporal domain under a high-level noise corruption,
the predicted full-field wave by the trained PiDL also agrees well with the exact solution with a relative ü2 error of
1.87% (Fig. S3B). The spatial and temporal snapshots of the predicted response match seamlessly the ground truth
as shown in Fig. S3C.
B3. Nonlinear Schrödinger equation. In the third example, we discover the nonlinear Schrödinger equation, originated
as a classical wave equation, given by
iut = −0.5uxx − |u|2u
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where u is a complex field variable. This well-known equation is widely used in modeling the propagation of light in
nonlinear optical fibers, Bose-Einstein condensates, Langmuir waves in hot plasmas, and so on. The solution to this
Schrödinger equation is simulated based on a Gaussian initial condition with the problem domain meshed into 512
spatial points and 501 temporal steps, while the measurements are taken from 256 randomly chosen spatial “sensors”
for 375 time instants, resulting in 37.5% data used in (5) for uncovering the closed form of the equation. A library of
40 candidate functions are used for constructing the PDE, varying among polynomial functions (u, u2, u3), absolute
values (|u|, |u|2, |u|3), derivatives (ux, uxx, uxxx) and their combination. Since the function is complex valued, we
model separately the real part (uR) and the imaginary part (uI) of the solution in the output of the DNN, assemble
them to obtain the complex solution u = uR+ iuI , and construct the complex valued candidate functions for discovery.
To avoid complex gradients in optimization, we use the modulus (magnitude, |u|), instead of the ü2 norm, for the
residual physics loss Lp. The fully connected DNN has 8 hidden layers and a width of 40 neuron nodes in each layer.
The pre-training takes 1.6× 105 epochs of Adam (with additional L-BFGS tuning) followed by 30 ADO iterations. In
each ADO iteration, we use 1× 103 Adam epochs and up to 4× 103 (depending on the relative loss decay) L-BFGS
epochs to train the DNN for alternation with STRidge.
The discovered equation under 10 % noise is written as
iut = −0.490uxx − 0.974|u|2u
where the average relative error for non-zero coefficients is 2.31±0.28%. The evolution history of the sparse coefficients
Λ ∈ R40×1 clearly shows the convergence to the actual values (Fig. S4A) resulting in accurate closed-form identification
of the PDE. Even though the evolution of Λ is quite intense in the pre-training stage, the most dominant components
remain after the first few ADO iterations. The predicted full-field response, for both real and imaginary parts,
matches well the exact solution with a slight relative ü2 error of about 1% (Fig. S4B and C ). The comparison of
spatiotemporal snapshots between the predicted and the exact solutions for the real part (Fig. S4D) and imaginary
part (Fig. S4E) also shows almost perfect agreement.
B4. Reaction-Diffusion equations. The examples discussed previously are low-dimensional (1D) models with limited
complexity. We herein consider a λ-ω reaction-diffusion (RD) system in a 2D domain with the pattern forming
behavior governed by two coupled PDEs:{
ut = 0.1uxx + 0.1uyy − uv2 − u3 + v3 + u2v + u
vt = 0.1vxx + 0.1vyy − uv2 − u3 − v3 − u2v + v
where u and v are two field variables. The RD equations are typically used to describe the multi-scale phenomenon
of local reactive transformation and the global diffusion in chemical reactions, with wide applications in pattern
formation (10), biological morphogenesis (11), and ecological invasions (12), among others. The RD equations exhibit
a wide range of behaviors including wave-like phenomena and self-organized patterns found in chemical and biological
systems. The binomial system is also called an activator-inhibitor system because one state variable encourages the
increase of both states while the other state component inhibits their growth. The particular RD equations considered
in this test example display spiral waves subjected to periodic boundary conditions. The domain for generating the
solution is divided into 65,536 (256×256) spatial points with 201 time steps. We take randomly 2,500 spatial points
as fixed sensors recording the wave response for 15 randomly sampled time steps, leading to 1/4 of the subsampled
dataset used in (5) and 0.29% of the total data. We sample 1× 105 collocation points using the Sobol sequence (8) to
evaluate the residual physics loss. A total of 110 candidate functions are employed, including polynomials up to the
3rd order (u, v, u2, v2, uv, u3, u2v, uv2, v3), derivatives up to the 2nd order (ux, uy, vx, vy, uxx, uxy, uyy, vxx, vxy, vyy)
and their combination, for the sparse discovery of the two PDEs. Since the system dimension is relatively high, we
enhance the discovery by post-training (post-tuning) of the DNN and the uncovered non-zero PDE coefficients, after
the ADO stage, resulting in refined/improved discovery. The DNN has 8 fully connected hidden layers and a width of
60 nodes in each layer. The pre-training takes 1× 104 epochs of Adam (with additional L-BFGS tuning up to 1× 104
epochs) followed by 30 ADO iterations. In each ADO iteration, we use 1 × 103 Adam epochs and up to 4 × 103
(depending on the relative loss decay) L-BFGS epochs to train the DNN for each alternation within STRidge.
The reconstructed equations for the case of 10% noise are given by{
ut = 0.091uxx + 0.092uyy − 0.907uv2 − 0.918u3 + 0.997v3 + 0.997u2v + 0.917u
vt = 0.099vxx + 0.099vyy − 1.006uv2 − 1.003u3 − 0.930v3 − 0.935u2v + 0.934v
where the the average relative error for all non-zero coefficients is 4.78± 3.66%. The evolution process illustrates
that the sparse patterns are iteratively recovered out of a mixture of more than 100 candidate functions. At the
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end, both the sparse terms and the associated coefficients are precisely identified (as depicted in Fig. S5A and
B). Due to the complexity of the PDEs and the high dimension, slightly more epochs are required in ADO to
retain reliable convergence. The predicted response snapshots by the trained PiDL at different time instants, e.g.,
t = {0.5, 2.15, 4.35, 5.45, 7.2, 9.65}, are shown in in Fig. S5C and D, which are very close to the ground truth (the
errors are distributed within a small range). This example shows especially the great ability and robustness of our
method for discovering governing PDEs for high-dimensional systems from highly noisy data. The relative full-field ü2
error of the prediction is about 2.21%.
B5. Navier-Stokes equation. As a final example, we consider a 2D fluid flow passing a circular cylinder with the local
rotation dynamics (see Fig. S6). For incompressible and isotropic fluids which also have conservative body forces, the
well-known Navier-Stokes vorticity equation reads
wt = −uwx − vwy + 0.01wxx + 0.01wyy
where w is the spatiotemporally variant vorticity, u = {u, v} denotes the fluid velocities at Reynolds number 100, ∇
is the gradient, and ∇2 is the Laplace operator. The full-field solution to the NS vorticity equation is obtained using
the immersed boundary projection method (13). The dimensionless domain is discretized into a 499×199 spatial
grid and 151 time steps. The cylinder has a unit diameter and the input flow from the left side has a unit velocity.
Measurements of velocities {u, v} and vorticity w are taken at 500 random spatial locations lasting 60 time steps in
the boxed area behind the cylinder as shown in Fig. S6, namely 0.22% subsamples from the total dataset and 1/10 of
the data used in (5). The residual physics loss is evaluated on 6× 104 collocation points randomly sampled in the
spatiotemporal doamin using the Sobol sequence (8). The library of candidate functions consists of 60 components
including polynomial terms (u, v, w, uv, uw, vw, u2, v2, w2), derivatives (wx, wy, wxx, wxy, wyy) and their combination.
The latent output in the DNN contains u, v and w. The DNN has 8 fully connected hidden layers and a width of 60
nodes in each layer. The pre-training takes 5× 103 epochs of Adam (with additional L-BFGS tuning up to 1× 104
epochs) followed by 6 ADO iterations. In each ADO iteration, we use the Adam optimizer with 500 epochs and the
L-BFGS with up to 1× 103 epochs to train the DNN for each alternation within STRidge.
The discovered NS vorticity equation for the case of 10% noise is given as follows
wt = −0.999uwx − 0.994vwy + 0.010wxx + 0.010wyy
where the aggregated relative identification error for all non-zero elements in Λ is 1.40± 1.83%. It is encouraging
that the uncovered vorticity equation is almost identical to the ground truth, for both the derivative terms and their
coefficients, even under 10% noise corruption. The coefficients Λ ∈ R60×1, corresponding to 60 candidate functions
φ ∈ R1×60, converge very quickly to the correct values with precise sparsity right after the first ADO iteration (Fig.
S7A). The vorticity patterns and magnitudes are also well predicted as indicated by multiple spatial snapshots at
different time instants (t = 0.2, 7.6, 15, 22.4, 29.8) shown in Fig. S7B in comparison with the exact solution (Fig. S7C,
with small errors as depicted in Fig. S7D). Note that the response in these snapshots is not used in training the net
work. The ü2 error of the predicted full-field vorticity response is about 2.57%. This example provides a compelling
test case for the proposed PiDL approach which is capable of discovering the closed-form NS equation with scarce
and noisy data.
B6. Comparison with SINDy. We have performed the comparison study between the proposed PiDL approach and the
state-of-the-art PDE-FIND method [an extended version of SINDy] (5), in the context of different levels of data size
and noise. We test the five PDEs described previously and summarize the discovery errors for the sparse coefficients
in Table S1. The error is defined as the average relative error of the identified non-zero PDE coefficients with respect
to the ground truth. If the terms in the PDEs are discovered incorrectly, we mark it as “NA” (not applicable). It is
seen from Table S1 that the proposed PiDL approach is capable of correctly uncovering the closed-form PDEs for
all cases, regardless of the varying levels of data size and noise, which demonstrates excellent robustness. Although
PDE-FIND shows great success in PDE discovery with negligible error for large and clean (or approximately noise-free)
measurement data, this method eventually fails when the level of data scarcity and/or noise increases. In general,
PDE-FIND relies on the strict requirement of measurement quality and quantity. However, PiDL is able to alleviate
and resolve this limitation thanks to the combination of the strengths of DNNs for rich representation learning of
nonlinear functions, automatic differentiation for accurate derivative calculation as well as ü0 sparse regression. In
addition, the use of collocation points introduces additional “pseudo datasets”, compensates indirectly the scarcity of
measurement data, and enriches the constraint for constructing the closed form of PDEs. Nonetheless, we have to
mention that the proposal PiDL approach is much more computationally costly compared to PDE-PIND, primarily
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due to the training of DNNs. Fortunately, this issue can be well managed through parallel computing on a powerful
GPU platform and remains a less important concern compared to the aim for successful discovery of correct underlying
PDEs.
C. Discussion
In this section, we discuss several other features, influence factors and limitations of the proposed PiDL method for
data-driven discovery of PDEs, and highlight the potential future work.
C1. Selection of candidate functions. The library of candidate functions is a significant component in PiDL, similar
to the SINDy framework. On one hand, we prefer to make the candidate library as diverse as possible. On the other
hand, balancing the increasing theoretical and computational complexity is crucial for applications. We believe that
a specialized library hinged by our domain-specific knowledge and statistical experience can constrain the search
space and reduce the complexity of PDE discovery. Although the higher the dimension of the library is, the more
likely the exact terms will be uncovered from data. Nevertheless, a highly large-scale library (e.g., the number of
components on the order of magnitude of ≥ 103), essentially approximated by the DNN, is very likely to be rank
deficient and have poor conditioning, in addition to the growing theoretical complexity and computational burden.
Balancing these concerns and finding mathematical principles based on domain-specific knowledge to establish an
efficient candidate library remain an open problem. Noteworthy, failing to include essential candidate functions will
lead to false positive discovery of parsimonious closed form of PDEs, despite that a “best-of-fit” form can be found.
Alternatively, we can first include rich polynomial terms and discover the governing PDEs in an approximate form,
followed by Taylor series analysis (14) and power-law classes (15) to infer a more parsimonious form. This will also
help inform the redesign and enrichment of the library of candidate functions for potentially improved discovery.
C2. Noisy measurements and collocation points. The total loss function is evaluated on the measurement data (for
Ld) and the collocation points (for Lp). Therefore, the availability of noisy measurement data and the number of
collocation points sampled from the spatiotemporal space will affect the convergence of the PiDL model and thus
the PDE discovery accuracy. We herein study the sensitivity of PiDL to these factors in the context of discovery
accuracy based on the Burgers equation example. In particular, we use the relative ü2-norm error to reflect the global
accuracy of of the identified sparse coefficients, defined as eλ = ||Λˆ−Λtrue||2/||Λtrue||2 where Λˆ denotes the identified
coefficients and Λtrue is the ground truth. Fig. S8 shows the error metrics for discovering the Burgers’ equation under
different quantities of measurement points and collocation points and noise levels. Increasing the number of data
points in the measurement (e.g., recorded by more sensors) can well compensate the noise effect as shown in Fig.
S8A (the number of collocation points is fixed at 1.6× 105), which agrees with our common sense. Although optimal
sensor placement might alleviate the need of large datasets (16), this is out of the scope of this work. The use of more
collocation points can mitigate the noise effect and improve the discovery accuracy as illustrated in Fig. S8B (the
number of measurement points is fixed at 1× 103). For this specific case, 2× 104 (or more) collocation points are
able to maintain a satisfactory discovery accuracy for measurements under noise corruption at a realistic level (e.g.,
≤ 20%). When the data are sampled under a very noisy condition (e.g., 40% noise level), the proposed method is still
robust if a larger number of collocation points are used (e.g., ≥ 8× 104).
It is noteworthy that the collocation points require no correlation with the measurement data. In particular, we
use the Sobol sequence (8) [or Latin hypercube sampling (17) which is also applicable] to simulate a finer uniform
partitions of the problem domain, making the random sampling of collocation points more representative. Intuitively,
the more the collocation points are used, the more generalizable the trained network will be and the more accurate
the discovered PDE is. However, a large number of collocation points also impose heavy computational burden,
limited by hardware resources. A fairly large amount of collocation samples (e.g., on the order of magnitude of
> 104), comparable to the complexity and dimension of the discovery problem, are suggested in practical applications
meanwhile considering the memory of the computing machine.
We further conduct a comparative study on the role of collocation points and seek for numerical understanding of
how much they can help for extrapolation. Taking the Burgers’ equation for instance, we define an enclosed area, part
of the full-field response, as shown in Fig. S9, and sample the measurement data only within such an area. We intend
to reconstruct the full-field response beyond the enclosed area and discover the PDE taking advantage of collocation
points. More specifically, the enclosed area is meshed by 100 × 50 spatiotemporal points. We take 30 randomly
selected spatial locations as fixed sensors recording the dynamic response of the system, resulting in 1.5× 103 data
points. Additionally, we sample 8× 104 collocation points from the full spatiotemporal field for evaluating the residual
physics loss during model training. Four cases are considered to demonstrate the function of collocation points with
measurements sampled in the enclosed area (see Table S2).
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Provided with clean measurements from the enclosed area and global collocation points, PiDL does an impressive
job on both full-field response reconstruction and sparse coefficients identification (see Case 1 in Table S2). When the
measurements become noisy (e.g., 10% noise level), despite the response prediction errors increase, the PDE can still
be accurately discovered (see Case 2 in Table S2). If we consider removing all collocation points and only train the
network with clean measurements, the response prediction errors (even during the training and validation stage) all
remain over 50%, meanwhile the PDE is also completely misidentified (see Case 3 in Table S2). Once we double the
clean measurement points to 3× 103, the trained DNN has strong interpolation and discovery abilities; however, the
trained network does a poor job in extrapolating the full-field response (see Case 4 in Table S2). Concluding from this
parametric test, we can see that the collocation points can render PiDL tolerable to scarce and noisy measurements,
making the DNN generalizable.
C3. Simultaneous identification of unknown source term. In practical applications, the physical system might be
subjected to spatiotemporal source input (p) which is unknown and can be only sparsely measured. When discovering
the underlying governing equation for such a system, the source should be considered and reconstructed concurrently.
In this case, we incorporate the source candidate functions into the library φ for simultaneous discovery of the PDE
and reconstruction of the unknown source. Thus, the sparse representation of the PDE(s) can be written as
ut = [φu φp][Λu Λp]T
where φu and φp denote the libraries of candidate functions, while Λu and Λp are the corresponding sparse coefficients,
for the field variable u and the source p, respectively. To demonstrate this concept, we test the Burgers equation
driven by a source term, expressed as
ut + uux − 0.1uxx = sin(x) sin(t).
To generate the solution, the problem domain is meshed into 201 spatial grid points for x ∈ [−5, 5] and 101 time steps
for t ∈ [0, 10]. We use 20 fixed sensors randomly selected from the spatial grid points to record the wave response (u)
for 50 time steps, polluted with 10% noise. Note that the source is not measured and regarded as unknown.
The following libraries of candidate function are used to reconstruct the PDE and the source:
φu = {u, u2, u3, ux, uux, u2ux, u3ux, uxx, uuxx, u2uxx, u3uxx, uxxx, uuxxx, u2uxxx, u3uxxx}
φp = {a, b, c, d, a2, b2, c2, d2, ac, ab, ad, bc, bd, cd}
where a = sin(t), b = sin(x), c = cos(t) and d = cos(x). The hyperparameters for the PiDL network are similar those
used in the previous Burgers example. The pre-training takes up to 15 × 103 epochs of Adam and about 1 × 103
epochs of L-BFGS, followed by 20 ADO iterations. In each ADO iteration, we use the Adam optimizer with 1× 103
epochs and the L-BFGS with up to 1 × 103 epochs to train the DNN for each alternation within STRidge. The
discovered PDE along with the uncovered source term is given by
ut + 1.002uux − 0.088uxx = 0.995 sin(x) sin(t).
It can be seen by comparing the above two equations that both the sparse terms and the corresponding coefficients
are accurately identified, despite only scarce and noisy measurement of the system response is supplied. The discovery
result is summarized in Fig. S10. The evolution of the sparse coefficients for both the PDE and the source term
shows robust and quick convergence to the ground truth (Fig. S10A), with the average relative error for non-zero
coefficients of 4.39% ± 7.03%. Although only 4.9% subsampled responses are measured while the source information
is completely unknown, the PiDL approach can reasonably well extrapolate the full-field solution with a ü2 error of
13.8% (see Fig. S10B). The major errors are mostly distributed close to the boundaries due to scarce training data.
Fig. S10C shows the comparison of spatial and temporal snapshots between the predicted and the exact solutions
which match well with each other.
Nevertheless, if the source is very complex with its general expression or form completely unknown, distinct
challenges arise when designing the source library of candidate functions φp. This may require an extraordinarily
large-space library to retain diversifying representations, and thus pose additional computational complexity for
accurate discovery of the PDEs. In some specific cases, the unknown source term can probably be approximated by
the combination of continuous basis functions such the Fourier series, instead of finding its closed form. These open
questions will be addressed in our future work.
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C4. Other network architecture. There still remain some potential limitations associated with the present PiDL
framework for physical law discovery. For example, although the fully connected DNN used in this work has advantage
of analytical approximation of the PDE derivatives via automatic differentiation, directly applying it to model
the solution of higher dimensional systems (e.g., long-short term response evolution in a 3D domain) results in
computational bottleneck and optimization challenges. Advances in discrete DNNs with spatiotemporal discretization
[e.g., the convolutional long-short term memory network (ConvLSTM) (18) or similar] have the potential to help
resolve this challenge, which will be demonstrated in our future work. However, a careful design of the spatiotemporal
differentiator is required for the discrete DNNs (e.g., high-order finite difference filter, nonlinear shape-function-based
derivative approximator, etc.).
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Fig. S1. Schematic architecture of the framework of PiDL with sparse regression for data-driven discovery of PDEs. The network consists of two components: a DNN
governed by the trainable parameters θ, which maps the spatiotemporal coordinates {x, t} to the latent solution u = {u, v, w}, and the physical law described by a set of
nonlinear PDEs, which are formed by the derivative candidate functions φ parameterized by the unknown sparse coefficients Λ. The total loss function L(θ,Λ;Du,Dc)
is composed of the data loss Ld(θ,Du), the physics loss αLp(θ,Λ;Dc), and the ü0 regularization term β‖Λ‖0 that promotes the sparsity. Here, α and β denote the
relative weighting of the loss functions, whileDu andDc represent the measurement data and collocation samples respectively. Note that the physics loss, in a residual form,
is only evaluated on the spatiotemporal collocation samples. The colored dots in the sparse coefficients matrix (or vector) on the right denote non-zero values. Simultaneous
optimization of the unknown parameters {θ,Λ} leads to both the trained DNN for inference of the data-driven full-field solution and the discovered parsimonious closed-form
PDEs.
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Fig. S2. Discovered Burgers equation for data with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R16×1 for 16 candidate functions φ ∈ R1×16 used to form the
PDE, where the color represents the coefficient value. (B) The predicted response in comparison with the exact solution with the prediction error. (C) Comparison of spatial
and temporal snapshots between the predicted and the exact solutions. The relative full-field ü2 error of the prediction is 2.02%.
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Fig. S3. Discovered the KS equation for data with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R36×1 for 36 candidate functionsφ ∈ R1×36 used to reconstruct
the PDE. (B) The predicted response compared with the exact solution. (C) Comparison of spatial and temporal snapshots between the predicted and the exact solutions.
The relative full-field ü2 error of the prediction is 1.87%.
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Fig. S4. Discovered nonlinear Schrödinger equation for a dataset with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R40×1 for the candidate functionsφ ∈ R1×40
used to reconstruct the PDE. (B and C) The predicted real-part (B) and imaginary-part (C) responses compared with the exact solution. (D and E) Comparison of spatial and
temporal snapshots between the predicted and the exact solutions for the real part (D) and imaginary part (E). The relative full-field ü2 error of the prediction is about 1%.
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Fig. S5. Discovered RD equations for a dataset with 10% noise. (A and B) Evolution of the sparse coefficients λu ∈ R110×1 (A) and λv ∈ R110×1 (B) for 110 candidate
functions φ ∈ R1×110 used to reconstruct the u-equation and the u-equation, respectively. (C and D) The response snapshots u (C) and v (D) at different time instants
(t = 0.5, 2.15, 4.35, 5.45, 7.2, 9.65), showing the predictions and the exact solutions, as well as the prediction error maps. The relative full-field ü2 error of the prediction
is about 2.21%.
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Fig. S6. Vorticity field w(x, t) at t = 0 for a steady flow passing a cylinder. Measurements are sampled from the the boxed area surrounded by the dashed line.
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Fig. S7. Discovered NS equation for data with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R60×1 for 60 candidate functions φ ∈ R1×60 used to form the
vorticity equation. (B-D) Vorticity snapshots at different time instants (t = 0.2, 7.6, 15, 22.4, 29.8) for the prediction (B), the exact solution (C) and the prediction error (D).
Note that response at these time instants are not included in dataset for training the PiDL model and equation discovery. The relative full-field ü2 error of the prediction is
about 2.57%.
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Fig. S8. Error eλ for discovery of Burgers’ equation under different measurement points, collocation points and noise levels. Numbers in each cell denote the percentage
error of eλ for a specific condition, which is the relative ü2 norm error between the identified coefficients Λ and the ground truth Λtrue. The color also indicates the error level.
The collocation points are fixed at 1.6× 105 in (A), while the measurement points are always 1× 103 in (B).
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Fig. S9. Parametric study on the effect of collocation points for discovering the Burgers equation. The measurements are only taken from the enclosed area, while the
collocation points are sampled across the full field.
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Fig. S10. Discovered Burgers equation and source term for measurement data with 10% noise. (A) Evolution of the sparse coefficients Λ ∈ R31×1 for 31 candidate functions
[φu φp] ∈ R1×31 used to form the PDE and the unknown source term, where the color represents the coefficient value. (B) The predicted response in comparison with
the exact solution with the prediction error. (C) Comparison of spatial and temporal snapshots between the predicted and the exact solutions. The relative full-field ü2 error
of the prediction is 13.8%. The major errors are mostly distributed close to the boundaries due to scarce training data.
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Table S1. Summary of the PiDL discovery results in comparison with PDE-FIND (5) for a wide range of canonical models.
PDE name Method Error (noise 0%) Error (noise 1%) Error (noise 10%) No. of data points
Burgers PiDL 0.01±0.01% 0.19±0.11% 1.15±1.20% ∼505
PDE-FIND NA NA NA ∼505
0.15±0.06% 0.80±0.60% NA ∼26K
KS PiDL 0.07±0.01% 0.61±0.04% 0.71±0.06% ∼32K
PDE-FIND 35.75±16.30% NA NA ∼32K
1.30±1.30% 52.00±1.40% NA ∼257K
Schrödinger PiDL 0.09±0.04% 0.65±0.29% 2.31±0.28% ∼96K
PDE-FIND NA NA NA ∼96K
0.05±0.01% 3.00±1.00% NA ∼257K
RD PiDL 0.07±0.08% 0.25±0.30% 4.78±3.66% ∼37.5K
PDE-FIND NA NA NA ∼37.5K
0.02±0.02% NA NA ∼150K
NS PiDL 0.66±0.72% 0.86±0.63% 1.40±1.83% ∼30K
PDE-FIND NA NA NA ∼30K
1.00±0.20% 7.00±6.00% NA ∼300K
In the table, KS, RD and NS refer to the Kuramoto-Sivashinsky, Reaction-Diffusion, and Navier-Stokes PDEs. Gaussian white noise is added to
the synthetic response with the noise level defined as the root-mean-square ratio between the noise and exact solution. NA denotes “not
applicable” (e.g., failure in correct identification of the sparse PDE coefficients). The identification error is defined as the average relative error
of the identified non-zero PDE coefficients with respect to the ground truth.
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Table S2. On the extrapolation (generalization) ability of PiDL
Case Measurement points Collocation points Noise level Training error Validation error Full-field error ü2 error of Λ
1 1.5× 103 8× 104 0 0.03% 0.04% 2.41% 0.02%
2 1.5× 103 8× 104 10% 5.73% 5.95% 4.50% 0.79%
3 1.5× 103 0 0 58.79% 60.19% 144.99% 142.66%
4 3× 103 0 0 0.10% 0.10% 14.36% 0.38%
The training error, validation error and full-field error are calculated in the form of ‖uˆ− utrue‖2/‖utrue‖2, where uˆ denotes the DNN-predicted
response and utrue is the reference ground truth solution.
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