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ABSTRACT
Some aspects of finite quantum field theories in 3+1 dimensions are discussed. A model
with non–supersymmetric particle content and vanishing one– and two–loop beta functions
for the gauge coupling and one–loop beta functions for Yukawa–couplings is presented.
ITP–UH–2/93
TUW–93–04
March 1993
1 Introduction
Despite the remarkable success of the standard model of electroweak and strong interactions, it
is clear that it is not the ultimate theory. It lacks a descripton of gravity, and, more or less for
aesthetic reasons, one would prefer to have a simple gauge group uniting all interactions except
gravity. Another unsatisfactory point is the large number of free parameters in the model.
Yet there are indications that the standard model might in fact be quite close in its structure
to some theory residing at an energy level very far beyond today’s experimental accessibility.
One hint pointing in this direction is the renormalizability of the standard model, which would
seem extremely unnatural if it were just an effective theory of some other model residing only
a few orders of magnitude away; the other hint is the fact that the different coupling constants
seem to come very close to each other at an energy scale which is not too far away from the
Planck scale. Let us assume that there is indeed a theory at the grand unified scale which
can be described in such a way that the standard model could be derived from it without
too much effort (as opposed to, for example, the difficulty of predicting nuclear physics from
quantum chromodynamics). Then we have a problem of explaining why the observed mass
scale is extremely small compared to the Planck scale, which provides a natural cutoff for the
divergences occurring in field theory.
One possible solution is supersymmetry, where the cancellation of bosonic and fermionic
loops can lead to finiteness of the theory, thus providing independence of the observed mass
scale from the cutoff. Indeed, N=4 supersymmetric field theory and many types of N=2
supersymmetric theories were found to be finite to all orders in perturbation theory [1]. Any
one-loop finite supersymmetric theory is automatically two-loop finite; these theories have
been classified [2]. There are known criteria for such a theory to be finite to all orders [3].
Supersymmetry, in fact, faces only one problem: Up to now for none of the known particles
its supersymmetric partner has been discovered. It would therefore be extremely attractive to
have theories sharing the finiteness properties of supersymmetry without the strict one–to–one
correspondence of fermions and bosons.
Although it seems to be widely believed that only supersymmetric theories can be finite, no
proof for this assumption is known. A natural approach to this question consists in considering
explicitly, order by order in perturbation theory, the divergences of a general renormalizable
gauge theory. Such a theory is described in terms of gauge fields, fermions and scalars. In the
long run this approach should either lead to a proof that finiteness requires supersymmetry
(by showing that at some order in perturbation theory the finiteness conditions can only be
solved by supersymmetric theories), or, which would be more interesting, to the discovery
of some non-supersymmetric finite theories. As a starting point in this direction, Bo¨hm and
Denner [4] have considered the conditions for the vanishing of all one-loop divergences and the
two-loop divergence of the gauge coupling constant of a general theory with a simple gauge
group. One of their results is that finiteness implies that a theory necessarily contains all
three types of fields. Bo¨hm and Denner introduce a distinction between finiteness, defined as
the vanishing of the divergences associated with coupling constants, and complete finiteness,
which also includes the wave functions. I prefer to use the following definition of finiteness: A
theory is finite if the Lagrangian can be formulated in terms of finite bare parameters in such a
way that physical quantities, calculated with the use of some regularization scheme (involving,
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for example, a cutoff), have a smooth finite limit when the regularization is turned off (the
cutoff goes to infinity). In this way we avoid not only the gauge dependence that plagues
the concept of complete finiteness, but also complications due to the fact that beta functions
can become gauge dependent at higher orders in perturbation theory. Of course, up to the
orders we shall consider, vanishing of the beta functions is a necessary condition for finiteness.
We still have a dependence on the regularization scheme, however, because the quadratic
divergences manifest in cutoff regularization [5] are absent in dimensional regularization.
Substantial progress in the analysis of the one– and two–loop finiteness conditions was
made in refs. [6, 7]. It was shown there that for any finite theory a certain quantity F , which
depends only on the gauge group and the matter content of the theory, fulfils the (extremely
restrictive) inequality F ≤ 1. Furthermore, at F = 1 the vanishing of the one– and two–loop
beta functions for the gauge coupling and the one–loop beta functions for the Yukawa couplings
are equivalent to a system of highly symmetric equations, called the F = 1 system, for the bare
Yukawa couplings of the theory. Both supersymmetric and (if they exist) completely finite
theories obey F = 1, and there is overwhelming evidence (although no proof) that any finite
theory must obey F = 1. This raises the question whether any solution of the F = 1 system
has to consist of supersymmetric Yukawa couplings. The answer to this question will be given
in the present paper by constructing solutions to these equations for a particle content which
is definitely not supersymmetric.
In the following section we will briefly review the approach of [4] and the results of [6, 7].
In the third section we will study in detail the F = 1 system for a specific non–supersymmetric
F = 1 particle content. Finally we will give a discussion of our results and an outlook to open
questions.
2 Finiteness conditions and F = 1
We consider the general renormalizable quantum field theory defined by the Langrangian
density
L = −1
4
F aµνF
aµν+iψ¯iσ¯
µDµψi+
1
2
DµφαD
µφα−1
2
ψiψjY
α
ij φα−
1
2
ψ¯iψ¯jY
α
ij
∗φα− 1
24
V αβγδφαφβφγφδ,
(1)
where we have omitted gauge fixing, ghost, mass and φ3 terms. We assume that the gauge
group G is simple. The Weyl fermions ψi carry indices i, j, · · · of some (generically reducible)
representation RF of G; the bosons φα correspond to a representation RB which may be chosen
real. The covariant derivative Dµ acting on the Weyl fermions ψi or real bosons φα is given
by Dµ = ∂µ − igAaµT a, where the hermitian matrices T a are the generators TF of RF or TB of
RB, respectively. They fulfill
[T a, T b] = ifabcT c. (2)
The Yukawa couplings Y αij are symmetric under the exchange of i and j, Y
α
ij = Y
α
ji , and the
scalar couplings Vαβγδ are symmetric under any permutation of their indices. Gauge invariance
of the action implies
Y αkj(TF )
a
ki + Y
α
ik(TF )
a
kj + Y
β
ij (TB)
aβα = 0 (3)
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and
V εβγδ(TB)
aεα + V αεγδ(TB)
aεβ + V αβεδ(TB)
aεγ + V αβγε(TB)
aεδ = 0. (4)
The β–functions for this theory have been calculated in Rξ gauge with dimensional reg-
ularization up to two loops [8]. The vanishing of the gauge coupling β function to first and
second order in the loop expansion requires
22cg − 4SF − SB = 0 (5)
and
3Tr(CFY
β†Y β)− g2dg (6QF + 6QB + cg(10SF + SB − 34cg)) = 0. (6)
The Dynkin indices SF and SB and the quadratic Casimir operators CF and CB are defined
by
Tr T aT b = δabS and C = T aT a, (7)
implying S = 1
dg
TrC, where dg is the dimension of the group G. If the group representation
is irreducible, C is proportional to the unit matrix, C = c1. cg is the Casimir eigenvalue of
the adjoint representation. By QF and QB we denote expressions Q =
1
dg
TrC2. S and Q
are additive with respect to composition of representations, S =
∑
I SI and Q =
∑
I QI for
R = ⊕RI . The finiteness condition coming from the Yukawa couplings at first loop order is
4Y βY α†Y β+Y αY β
†
Y β+Y βY β
†
Y α+Y β Tr(Y α†Y β+Y β
†
Y α)−6g2(Y αCF +CTF Y α) = 0. (8)
One–loop finiteness of the quartic scalar coupling requires
V αβλεV γδλε + V αγλεV βδλε + V αδλεV βγλε
−3g2(CαλB V λβγδ + CβλB V αλγδ + CγλB V αβλδ + CδλB V αβγλ)
+
1
2
[Tr(Y α†Y λ + Y λ
†
Y α)V λβγδ + Tr(Y β
†
Y λ + Y λ
†
Y β)V αλγδ
+Tr(Y γ†Y λ + Y λ
†
Y γ)V αβλδ + Tr(Y δ
†
Y λ + Y λ
†
Y δ)V αβγλ]
+3g4({T aB, T bB}αβ{T aB, T bB}γδ + {T aB, T bB}αγ{T aB, T bB}βδ + {T aB, T bB}αδ{T aB, T bB}βγ)
−2Tr[(Y α†Y β + Y β†Y α)(Y γ†Y δ + Y δ†Y γ) + (Y α†Y γ + Y γ†Y α)(Y β†Y δ + Y δ†Y β)
+(Y α†Y δ + Y δ
†
Y α)(Y β
†
Y γ + Y γ†Y β)] = 0. (9)
The one–loop finiteness conditions for the scalar and fermion masses and for the φ3–coupling
are proportional to the bare values of these quantities and can therefore be solved by setting
them to zero. Denoting by dR the dimension of a representation R, the finiteness conditions
are invariant under an O(dB)× U(dF ) symmetry, which is however broken by the invariance
conditions (3) and (4).
In dimensional regularization quadratic divergences vanish automatically. Using a cutoff
regularization, one finds the finiteness conditions
2cg − 2SF + SB = 0 (10)
and
V αβλλ + 6g2CαβB − 2Tr(Y α†Y β + Y β†Y α) = 0 (11)
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for the vanishing of the quadratic divergences of vector and scalar masses, respectively [5].
It was shown in refs. [6, 7] that eqs. 5, 6 and 8 imply
F :=
√
QF +QB + cg(SF − 2cg)
3QF
≤ 1 (12)
and that for F = 1, i.e.
QB − 2QF + cg(SF − 2cg) = 0, (13)
eqs. 6 and 8 are equivalent to
Y α†Y α = 6g2CF , (14)
ImTr Y α†Y β = 0 (15)
and
Y αij Y
α
kl + Y
α
ikY
α
jl + Y
α
il Y
α
jk = 0. (16)
These equations are fulfilled by all one–loop finite supersymmetric theories, and it was con-
jectured that all finite theories might share the property F = 1. Whether or not this is true,
eqs. 5 and 13 to 16 are a good starting point for a search for finite models. Only when we
have a solution to these equations, we can start to consider the finiteness condition for the
scalar quartic couplings (9).
The solutions to eqs. 5 and 13, which determine the particle content of a potentially finite
theory, have been classified [6]. We will refer to these solutions as F=1 particle contents. The
straightforward way to find a finite theory is to pick one of these models and try to solve eqs.
14 to 16 for the specific group representations occurring in the model. This is what we will
do in the next section.
3 Solving the F = 1 system
The simplest non–supersymmetric model in the list of [6] corresponds to a gauge group SU(n).
It contains six scalars in the adjoint representation, four fermions in the antisymmetric repre-
sentation and four fermions in the symmetric representation of the gauge group,
RB = 6RAd, RF = 4RA + 4RS (17)
(we do not yet distinguish a group representation and its complex conjugate here). With
SA = n− 2, SS = n+ 2, SAd = cg = 2n, (18)
QA = 2(n− 2)2(n+ 1)/n, QS = 2(n+ 2)2(n− 1)/n and QAd = 4n2 (19)
one can easily check that the conditions for an F = 1 particle content, eqs. 5 and 13, are
indeed fulfilled. Surprisingly, even eq. 10 for the vanishing of the quadratic divergence of
the photon mass is fulfilled. The reason is the following: N=4 supersymmetric Yang–Mills
theory contains six scalars and four fermions which are all in the adjoint representation. By
replacing each of the four adjoint fermions by a fermion in the antisymmetric and a fermion
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in the symmetric representation, we obtain the present model. Eqs. 5, 13 and 10 are linear in
the Dynkin indices S and the quantities Q. Since SA+SS = SAd and QA+QS = QAd, the fact
that N=4 supersymmetry fulfils these equations implies that our model also fulfils them. In
fact, taking the particle content of any one–loop finite supersymmetric theory and replacing
adjoint representations by symmetric and antisymmetric representations or vice versa will
yield F = 1 particle contents which also satisfy the criterion (10) for the vanishing of the
quadratic divergence of the photon mass.
When we try to solve the F=1–system (14) – (16), we have to destroy the symmetric form
of these equations by decomposing the fermionic and the bosonic representation into their
irreducible components [6, 9]. We replace the fermionic index i by (I, i˜) where the new index
I runs through the set of irreducible representations and i˜ = i˜(I) takes the values 1, · · ·dI . In
the same way we decompose the bosonic representation, α→ (A, α˜). Rewriting our fermions,
bosons and Yukawa couplings yields
ψi → ψIi˜ , φα → φAα˜ and Y αij → Y α˜IJA i˜ j˜ =
N(A,I,J)∑
k=1
(Z(k))AIJ(Λ
(k))α˜
i˜j˜
, (20)
where N(A, I, J) is the number of independent invariant tensors (Λ(k))α˜
i˜j˜
satisfying an analogue
of eq. 3 with indices in the representations A, I and J . In the case of our model (17), A runs
from 1 to 6, α˜ = a is an index in the adjoint representation, and the set of I’s decomposes
as {I} = {IA, IA¯, IS, IS¯}. Luckily, we have some obvious candidates for invariant tensors.
Due to eq. 2, (TA)
a
µν is an invariant coupling between a scalar in the adjoint representation
and fermions in the antisymmetric representation and its complex conjugate; TA is of type
(Ad, A¯, A). Of course, we also have (TA¯)
a
µν = −(T TA )aµν (of type (Ad,A, A¯)) and the analogous
constructions for the symmetric representation and its complex conjugate. In the usual tenso-
rial construction of SU(n) representations from the fundamental representation, we can write
TA as a trace over the fundamental representation
(TA)
a
µν = Tr(A
µT aAν), (21)
where T a is the generator of the fundamental representation and Aµij is the tensor relating the
antisymmetric representation with the fundamental one,
Aµij = −Aµji, Aµ† = Aµ, AµijAµkl = δilδjk − δikδjl, Tr(AµAν) = 2δµν . (22)
The same construction works for the symmetric representation with Aµ replaced by Sµ,
Sρij = S
ρ
ji, S
µ† = Sµ, SρijS
ρ
kl = δilδjk + δikδjl, Tr(S
µSν) = 2δµν . (23)
Other obvious possibilities are
Λaµρ = Tr(A
µT aSρ), (24)
of type (Ad, A¯, S), and its transposed and complex and hermitian conjugate. It is well known
that there are as many invariant tensors relating k irreducible representations of SU(n) as
there are singlets in the decomposition of the direct product of these representations; this is
the same as the number of occurrences of the complex conjugate of the kth representation
in the product of the first k − 1 representations. In our case this means that there are as
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many invariant tensors as there are adjoint representations in the product of the fermionic
representations. This allows us to check that the invariants found above are indeed all that
can occur. If we choose our basic invariant tensors such that a tensor of type (Ad,R1, R¯2) is
the transposed of the corresponding tensor of type (Ad, R¯2, R1) (without extra factors), then
the symmetry of the Yukawa couplings is equivalent to
ZAIJ = Z
A
JI , i.e. Z
A
IAJA¯
= ZAJA¯IA etc. (25)
The variables for which we have to solve are therefore ZAIAJA¯, Z
A
IAJS¯
, ZAISJA¯ and Z
A
ISJS¯
. By
inserting the decomposition (20) into eqs. 14 to 16, we now derive equations for the Z’s. For
instance,
(Y †aA Y
b
B)
IA¯JA¯
µ ν =Z
∗A
KAIA¯
ZBKAJA¯ Tr(A
µT aAλ) Tr(AλT bAν) + Z∗AKSIA¯Z
B
KSJA¯
Tr(AµT aSρ) Tr(SρT bAν)
=Z∗AKAIA¯Z
B
KAJA¯
AµijT
a
jkA
λ
kiA
λ
i′k′T
b
k′j′A
ν
j′i′ + Z
∗A
KSIA¯
ZBKSJA¯A
µ
ijT
a
jkS
ρ
kiS
ρ
i′k′T
b
k′j′A
ν
j′i′
=Z∗AKAIA¯Z
B
KAJA¯
AµijT
a
jk(δkk′δii′ − δki′δik′)T bk′j′Aνj′i′
+Z∗AKSIA¯Z
B
KSJA¯
AµijT
a
jk(δkk′δii′ + δki′δik′)T
b
k′j′A
ν
j′i′
= (Z∗AKAIA¯Z
B
KAJA¯
+ Z∗AKSIA¯Z
B
KSJA¯
) Tr(AνAµT aT b)
−(Z∗AKAIA¯ZBKAJA¯ − Z∗AKSIA¯ZBKSJA¯) Tr(AµT a(AT )ν(T T )b). (26)
Summing over a = b and A = B and making use of
T aijT
a
kl = δilδjk −
1
n
δijδkl (27)
and (22), we get
(Y †αY α)IA¯JA¯µ ν =(Z
∗A
KAIA¯
ZAKAJA¯ + Z
∗A
KSIA¯
ZAKSJA¯) Tr(A
νAµT aT a)
−(Z∗AKAIA¯ZAKAJA¯ − Z∗AKSIA¯ZAKSJA¯) Tr(AµT a(AT )ν(T T )a)
= (Z∗AKAIA¯Z
A
KAJA¯
+ Z∗AKSIA¯Z
A
KSJA¯
)2(n− 1/n)δµν
−(Z∗AKAIA¯ZAKAJA¯ − Z∗AKSIA¯ZAKSJA¯)2(1 + 1/n)δµν
= [(2n− 2− 4/n)Z∗AKAIA¯ZAKAJA¯ + (2n+ 2)Z∗AKSIA¯ZAKSJA¯)]δµν . (28)
Repeating these calculations for the other irreducible components of the fermionic representa-
tion and collecting the coefficients of the Kronecker deltas carrying indices of the irreducible
representations, we get the following set of equations from eq. 14:
(2n− 2− 4/n)Z∗AIAKA¯ZAJAKA¯ + (2n+ 2)Z∗AIAKS¯ZAJAKS¯ =6g2cAδIAJA, (29)
(2n− 2− 4/n)Z∗AKAIA¯ZAKAJA¯ + (2n+ 2)Z∗AKSIA¯ZAKSJA¯ =6g2cAδIA¯JA¯, (30)
(2n− 2)Z∗AISKA¯ZAJSKA¯ + (2n+ 2− 4/n)Z∗AISKS¯ZAJSKS¯ =6g2cSδISJS , (31)
(2n− 2)Z∗AKAIS¯ZAKAJS¯ + (2n+ 2− 4/n)Z∗AKSIS¯ZAKSJS¯ =6g2cSδIS¯JS¯ . (32)
By taking traces over the fermionic indices in eq. 26 and its analogues and putting the different
pieces together, we can translate eq. 15 to
Im[(2n− 4)Z∗AKAIA¯ZBKAIA¯ + 2nZ∗AKAIS¯ZBKAIS¯ + 2nZ∗AKSIA¯ZBKSIA¯ + (2n+ 4)Z∗AKSIS¯ZBKSIS¯ ] = 0. (33)
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In a similar fashion eq. 16 gives
ZAIAKA¯Z
A
JALA¯
=0, (34)
ZAISKS¯Z
A
JSLS¯
=0, (35)
ZAIAKA¯Z
A
JSLS¯
=0, (36)
ZAIAKS¯Z
A
JSLA¯
=0, (37)
ZAIAKS¯Z
A
JALS¯
+ ZAIALS¯Z
A
JAKS¯
=0, (38)
ZAISKA¯Z
A
JSLA¯
+ ZAISLA¯Z
A
JSKA¯
=0, (39)
ZAIAKA¯Z
A
JALS¯
− ZAIALS¯ZAJAKA¯ =0, (40)
ZAIAKA¯Z
A
JSLA¯
− ZAIALA¯ZAJSKA¯ =0, (41)
ZAIAKS¯Z
A
JSLS¯
− ZAIALS¯ZAJSKS¯ =0, (42)
ZAISKA¯Z
A
JSLS¯
− ZAISLS¯ZAJSKA¯ =0. (43)
With the definitions
Z˜AIAJA¯ =
√
(n− 2)/6g2ZAIAJA¯, Z˜AIAJS¯ =
√
n/6g2ZAIAJS¯ , (44)
Z˜AISJA¯ =
√
n/6g2ZAISJA¯, Z˜
A
ISJS¯
=
√
(n+ 2)/6g2ZAISJS¯ , (45)
c˜A =
ncA
2(n+ 1)
= n− 2 and c˜S = ncS
2(n− 1) = n + 2, (46)
eqs. 29 to 33 can be rewritten as
Z˜∗AIAKA¯Z˜
A
JAKA¯
+ Z˜∗AIAKS¯ Z˜
A
JAKS¯
= c˜AδIAJA, (47)
Z˜∗AKAIA¯Z˜
A
KAJA¯
+ Z˜∗AKSIA¯Z˜
A
KSJA¯
= c˜AδIA¯JA¯, (48)
Z˜∗AISKA¯Z˜
A
JSKA¯
+ Z˜∗AISKS¯ Z˜
A
JSKS¯
= c˜SδISJS , (49)
Z˜∗AKAIS¯ Z˜
A
KAJS¯
+ Z˜∗AKSIS¯ Z˜
A
KSJS¯
= c˜SδIS¯JS¯ , (50)
Im[Z˜∗AKAIA¯Z˜
B
KAIA¯
+ Z˜∗AKAIS¯ Z˜
B
KAIS¯
+ Z˜∗AKSIA¯Z˜
B
KSIA¯
+ Z˜∗AKSIS¯ Z˜
B
KSIS¯
] = 0, (51)
whereas eqs. 34 to 43 remain the same with the Z’s replaced by Z˜’s. Our set of equations
is invariant under an O(6) symmetry corresponding to a mixing of scalar representations and
four U(2)’s from the fermionic sector. Taking traces and appropriate linear combinations of
eqs. 47 – 50 we derive
c˜S(NS¯ −NS) + c˜A(NA¯ −NA) = 0, (52)
where NR denotes the number of occurrences of a representation R. With NS¯ = 4 − NS and
NA¯ = 4−NA this implies
(n+ 2)(2−NS) + (n− 2)(2−NA) = 0. (53)
For n = 6 this is solved by NS = ±1, NA = ∓4; the corresponding field theory, however, is
anomalous. The only other solution, valid for any n, is
NS¯ = NS = NA¯ = NA = 2. (54)
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It is quite instructive to count the number of independent equations for the Z’s. Eqs. 34 to 43
are 2×10+2×16+2×9+4×4 complex equations, 47 to 50 are 4×4−1 real equations (the
−1 comes from the fact that there is a vanishing linear combination of the traces over these
equations), and eq. 51 stands for 15 real equations. In addition we have the bosonic O(6) and
the fermionic (U(2))4 symmetry which might be fixed by adding 15 + 4 × 4 real equations,
giving a total of 233 real restrictions on the 96 complex, i.e. 192 real variables ZAIJ .
If we consider the set {Z˜AIAJA¯, Z˜AISJS¯} as a set of 6–vectors xA(l), eqs. 34 to 36 imply that
two (not necessarily different) of these vectors are orthogonal to each other with respect to
the scalar product defined as the sum of the products of the complex components. Taking a
specific non-vanishing vector, say x(1), we can use the O(6) freedom to rotate the real parts of
all of its components into the first component; then the other components are imaginary and
we can use the residual O(5) to rotate them into the second component: x(1) = (c, ir, 0, 0, 0, 0),
where c is complex and r is real. xA(1)x
A
(1) = 0 implies c = ±r (we choose the + sign), and
xA(1)x
A
(l) = 0 implies x(l) = (c(l), ic(l), . . .). The same argument can be applied to the remaining
components to find x(2) = (c(2), ic(2), s, is, . . .) and x(l) = (c(l), ic(l), d(l), id(l), . . .), and finally
we conclude
x(l) = (c(l), ic(l), d(l), id(l), e(l), ie(l)). (55)
Let us now turn our attention to the vectors {yA(m)} = {Z˜AIAJS¯ , Z˜AISJA¯}. In addition to eqs. 37
to 39 we know from a linear combination of the traces of eqs. 47 and 48 that Z˜∗AIAJS¯ Z˜
A
IAJS¯
=
Z˜∗AISJA¯Z˜
A
ISJA¯
, implying that all Z˜AIAJS¯ vanish if and only if all Z˜
A
ISJA¯
vanish. A careful analysis
similar to the one above shows that there are two types of solutions: One is just the equivalent
of (55), whereas the second type of solution has the following form:
Z˜2IAJS¯ = iZ˜
1
IAJS¯
, Z˜3IAJS¯ = Z˜
4
IAJS¯
= Z˜5IAJS¯ = Z˜
6
IAJS¯
= 0 ∀IA, JS¯, (56)
Z˜1S1A¯ = (c11, ic11, d11, id11, 0, 0) with d11 6= 0, (57)
Z˜1S2A¯ = (c12, ic12, d12, id12, e12, ie12), (58)
Z˜2S1A¯ = (c21, ic21, d21, id21, e21,−ie21), (59)
Z˜2S2A¯ = (c22, ic22,
d12d21 − e12e21
d11
, i
d12d21 + e12e21
d11
,
e12d21 + d12e21
d11
, i
e12d21 − d12e21
d11
), (60)
and of course the same expressions with (A, S¯)↔ (S, A¯) also form a solution. We will restrict
our attention to the first type, i.e. we assume the same form (55) for the {yA(m)} as for the
{xA(l)} in some (possibly different) basis. Rewriting eq. 51 as
IAB = Im[
∑
l
x∗A(l)x
B
(l) +
∑
m
y∗A(m)y
B
(m)] = 0, (61)
we get, in the basis where the x(l) take the form (55),
0 = I12 + I34 + I56 =
∑
l
(|c(l)|2 + |d(l)|2 + |e(l)|2) +
∑
m
3∑
k=1
Im(y∗2k−1(m) y
2k
(m)), (62)
implying
1
2
∑
l
|x(l)|2=
∑
m
3∑
k=1
− Im(y∗2k−1(m) y2k(m))
8
≤∑
m
3∑
k=1
|y∗2k−1(m) y2k(m)|
≤ 1
2
∑
m
3∑
k=1
(|y2k−1(m) |2 + |y2k(m)|2)
=
1
2
∑
m
|y(m)|2. (63)
If we repeat the same argument in the basis where the y(m) take the form (55), we get
1
2
∑
l
|x(l)|2 ≥ 1
2
∑
m
|y(m)|2. (64)
Therefore we must have equality in each of the steps of (63), i.e. − Im(y∗2k−1(m) y2k(m)) = |y∗2k−1(m) y2k(m)|
and |y2k−1(m) | = |y2k(m)|. Thus y2k(m) = −iy2k−1(m) in the basis in which x2k(l) = ix2k−1(l) , i.e. the O(6)
matrix which relates the two different bases we considered is diag(1,−1, 1,−1, 1,−1). It is
worth noting that this is the same form of the couplings as one gets from the reality condi-
tion on scalars which are in a representation whose irreducible components are not real [6, 9].
Resubstituting this result into (51), we find
Im(
∑
l
x∗2k−1(l) x
2k′−1
(l) +
∑
m
y∗2k−1(m) y
2k′−1
(m) ) = Im(
∑
l
ix∗2k−1(l) x
2k′−1
(l) −
∑
m
iy∗2k−1(m) y
2k′−1
(m) ) = 0, (65)
implying ∑
l
x∗2k−1(l) x
2k′−1
(l) =
∑
m
y2k−1(m) y
∗2k′−1
(m) . (66)
The remaining system of equations 40 to 43, 47 to 50 and 66 is invariant under an SU(3)
symmetry under which the x(l) transform in the fundamental and the y(m) transform in its
complex conjugate representation. In terms of our Lagrangian this corresponds to complex
bosons with couplings of the types ψAψA¯φ, ψSψS¯φ, ψAψS¯φ
∗ and ψSψA¯φ
∗. The Lagrangian itself
is not invariant under the symmetry. Its form, however, is changed under a transformation in
such a way that finiteness is preserved. Let us repeat the counting of equations here. We have
16 complex equations coming from (40) – (43), 15 (independent) real equations from (47) –
(50) and 9 real equations from (66). Together with 8 + 4 × 4 equations that we can impose
due to the SU(3)× U(2)4 symmetry, we have 80 real restrictions on the 3× 16 = 48 complex
quantities Z1IJ , Z
3
IJ , Z
5
IJ .
Taking traces and appropriate linear combinations of eqs. 47 to 50 and 66, one easily finds
Z˜∗AIAKA¯Z˜
A
IAKA¯
=(3c˜A − c˜S)/2 =n− 4, (67)
Z˜∗AIAKS¯ Z˜
A
IAKS¯
= (c˜A + c˜S)/2 = n, (68)
Z˜∗AISKA¯Z˜
A
ISKA¯
= (c˜A + c˜S)/2 = n, (69)
Z˜∗AISKS¯ Z˜
A
ISKS¯
=(3c˜S − c˜A)/2 =n+ 4. (70)
We can use the SU(2) symmetry among the fermions in the antisymmetric representation to
diagonalise the expression Z˜∗AIAKA¯Z˜
A
JAKA¯
. Then eq. 47 implies that also Z˜∗AIAKS¯ Z˜
A
JAKS¯
is diagonal.
In the same way all the expressions occurring on the l.h.s. of (47) – (50) can be assumed to
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be diagonal. By making use of the SU(3) symmetry and eq. 66, we can also make both sides
of eq. 66 diagonal with respect to k and k′.
One way of solving our system is the following: We split the fermions into two identical
groups, each of which contains one fermion of each type. Then we let the first of the three
complex bosons interact only with the first group and the second boson with the second group
while the third scalar remains free of Yukawa interactions. With this ansatz eqs. 40 to 43 and
eq. 66 for k 6= k′ are fulfilled trivially. The remaining equations lead, uniquely up to phases,
to
Z˜11A1A¯ = −iZ˜21A1A¯ = Z˜32A2A¯ = −iZ˜42A2A¯ =
√
n− 4/2, (71)
Z˜11S1S¯ = −iZ˜21S1S¯ = Z˜32S2S¯ = −iZ˜42S2S¯ =
√
n+ 4/2, (72)
Z˜11A1S¯ = +iZ˜
2
1A1S¯
= Z˜32A2S¯ = +iZ˜
4
2A2S¯
=
√
n/2, (73)
Z˜11S1A¯ = +iZ˜
2
1S1A¯
= Z˜32S2A¯ = +iZ˜
4
2S2A¯
=
√
n/2, (74)
with all other Z˜AIJ vanishing. In terms of the original Z’s this means
Z11A1A¯ = −iZ21A1A¯ =Z32A2A¯ = −iZ42A2A¯ =
√
3(n− 4)/2(n− 2)g, (75)
Z11S1S¯ = −iZ21S1S¯ = Z32S2S¯ = −iZ42S2S¯ =
√
3(n+ 4)/2(n+ 2)g, (76)
Z11A1S¯ = +iZ
2
1A1S¯
= Z32A2S¯ = +iZ
4
2A2S¯
=
√
3/2g, (77)
Z11S1A¯ = +iZ
2
1S1A¯
= Z32S2A¯ = +iZ
4
2S2A¯
=
√
3/2g. (78)
Our next step should be the solution of the finiteness condition (9) for the quartic scalar cou-
plings. The general way towards a solution of these equations is the same as for the finiteness
conditions for the Yukawa couplings: One identifies all tensors fulfilling the invariance con-
dition (4), expands the couplings V αβγδ in terms of these tensors, extracts equations for the
coefficients from (9) and solves these equations. Unfortunately, our solution (75) – (78) for
the Yukawa couplings does not admit a real solution for the quartic scalar couplings. This can
be seen with the following refinement of an argument by Bo¨hm and Denner [4]: We set α = γ
and β = δ in (9) and sum over all α and β in the last two adjoint representations, i.e. in those
representations whose Yukawa couplings vanish (in the following equations summations over
α, β, . . . are to be understood in this way, summations over λ, ε extend over the whole range;
in order to avoid complicated notation we do not indicate this separately):
0= 2V αβλεV αβλε + V ααλεV ββλε − 12g2CαλB V λαββ
+6g4{T aB, T bB}αβ{T aB, T bB}αβ + 3g4{T aB, T bB}αα{T aB, T bB}ββ
=2V αβλεV αβλε + (V ααλεV ββλε − V ααγδV ββγδ) + (V ααγδ − 6g2cgδγδ)(V ββγδ − 6g2cgδγδ)
−36g4c2g · 2dg + 6g4 · 6c2gdg + 3g4 · 16c2gdg
=2V αβλεV αβλε + V ααµνV ββµν + (V ααγδ − 6g2cgδγδ)(V ββγδ − 6g2cgδγδ) + 12g4c2gdg, (79)
where the summation over µ and ν extends over the first four representations (those with
non-vanishing Yukawa couplings). Since the last expression is always positive, this equation
cannot be fulfilled.
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As a result of our particular ansatz, the matrices Z˜∗AIAKA¯Z˜
A
JAKA¯
etc. turned out to be
proportional to unity. Although there is no reason to believe that this has to be true for every
solution, we will from now on demand this particularly symmetric form. With (67) to (70)
this implies
Z˜∗AIAKA¯Z˜
A
JAKA¯
=
n− 4
2
δIAJA, . . . , Z˜
∗A
KSIS¯
Z˜AKSJS¯ =
n+ 4
2
δIS¯JS¯ . (80)
The resulting equations could obviously be fulfilled by
Z˜2k−1IAJA¯ =
√
n− 4
2
ΣkIJ , Z˜
2k−1
IAJS¯
=
√
n
2
ΣkIJ , Z˜
2k−1
ISJA¯
=
√
n
2
ΣkIJ , Z˜
2k−1
KSJS¯
=
√
n+ 4
2
ΣkIJ (81)
with any set of matrices Σk fulfilling
Σ†kIKΣ
k
KJ = Σ
k
IKΣ
†k
KJ = δIJ , (82)
TrΣ†kΣk
′
= 0 ∀k 6= k′ (83)
and
ΣkIKΣ
k
JL = Σ
k
ILΣ
k
JK . (84)
Our first solution corresponds, in this context, to
Σ1 =
(
1 0
0 0
)
, Σ2 =
(
0 0
0 1
)
, Σ3 =
(
0 0
0 0
)
. (85)
Eqs. 82 to 84 are invariant under U(2)×U(2) transformations acting on the lower indices; for
eq. 84 this becomes clear if one notes that it is equivalent to
εIJεKLΣkIKΣ
k
JL = 0. (86)
Regarding transformations acting on the upper index, (82) is invariant under a U(3), (83)
under a subgroup of U(3) (generically (U(1))3) depending on how many of the eigenvalues of
the matrix Mkk
′
= TrΣ†kΣk
′
are equal, and (84) is invariant under an O(3). With a rather
tedious analysis it is possible to see that all solutions of eqs. 82 and 83, up to the invariances
of these equations, have the form
Σ1 = a
(
1 0
0 1
)
, Σ2 = b
(
1 0
0 −1
)
, Σ3 = c
(
0 1
1 0
)
(87)
with positive real numbers a, b, c satisfying a2 + b2 + c2 = 1. The freedom in choosing a, b
and c and some unitary transformation on the upper index which leaves (83) but not (84)
invariant can be used to construct many solutions which also fulfill eq. 84. Examples are our
first solution, which corresponds to
a = b = 1/
√
2, c = 0 (88)
and a rotation between k = 1 and k = 2,
a = 1/
√
2, b = c = 1/2, (89)
or solutions of the same form but with complex a, b and c fulfilling |a|2 + |b|2 + |c|2 = 1 and
a2 = b2 + c2. With such a solution, e.g.
a = 1/
√
3, b = (1 + i/
√
3)/2, c = (1− i/
√
3)/2, (90)
we can even make Mkk
′
= TrΣ†kΣk
′
and therefore TrY †αY β proportional to unity.
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4 Discussion and outlook
The main result of our investigation is the fact that an F = 1 particle content together with the
F = 1 system of equations for the Yukawa couplings does not imply supersymmetry. For the
model we considered, we saw that solutions of the F = 1 system naturally group pairs of real
scalars into complex scalars, thereby fulfilling automatically a large number of equations and
turning an overdetermined system ino an underdetermined one. The simplest of the various
explicit solutions we were able to give turned out not to admit finite φ4–couplings. Since this
was due to the asymmetric way in which the scalars occurred in this solution, it is not unlikely
that some other solution which is more symmetric will admit a set of φ4–couplings which will
not need divergent renormalizations, at least at one loop level. The corresponding systems of
equations are currently under investigation. Of course, even if we find such solutions, there
still remains the question of higher loop divergences. If there exists an all–orders finite non-
supersymmetric theory (whether it is the present model or any other), it is quite likely that the
route to a proof of finiteness will proceed in a way similar to the case of N = 1 supersymmetry
[3]: Starting from a one–loop finite theory, the matter couplings could be made finite order
by order by viewing them as expansions in the gauge coupling [10]; for the gauge coupling
we would need a suitable extension of the theorem, valid for supersymmetric theories, that
n–loop finiteness implies vanishing of the gauge beta function at n + 1 loops [11].
Looking for a finite theory which is able to accommodate the standard model, it will be
no problem to find a suitable F = 1 particle content, since we can take any one–loop finite
supersymmetric theory and replace adjoint representations by antisymmetric and symmetric
representations, thereby even guaranteeing the vanishing of the quadratic divergence of the
mass of the gauge field. The resulting F = 1 equations, however, will be more complicated
than in the model of the present work.
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