Abstract-Optimal coding over the additive white Gaussian noise channel under the peak energy constraint is studied when there is noisy feedback over an orthogonal additive white Gaussian noise channel. Previously, Shepp, Wolf, Wyner, and Ziv, and Pinsker showed that under the peak energy constraint the best error exponent for transmission of two messages is achieved by antipodal signaling, regardless of the presence of feedback. This negative result might lead to an impression that under the peak energy constraint, even noise-free feedback does not improve the reliability of communication. Pinsker proved the contrary by showing that the best error exponent for sending M messages does not depend on M , and hence can be strictly larger than the best error exponent without feedback. This paper further extends this and shows that if the noise level in the feedback link is sufficiently small, then the best error exponent for transmission of three messages can be strictly larger than the one without feedback. This result is motivated by a series of recent papers of Burnashev and Yamamoto who considered a similar problem over binary symmetric channels.
index W ∈ {1, 2, · · · , M} over the (forward) additive white Gaussian noise channel
where X i , Y i , and Z i respectively denote the channel input, channel output, and additive Gaussian noise. Let furtherỸ i denote a noisy version of Y i over the feedback (backward) additive white Gaussian noise channel
whereZ i is the Gaussian noise in the backward link. We assume that the forward noise process {Z i } ∞ i=1 and the backward noise process {Z i } ∞ i=1 are independent of each other, and respectively white Gaussian N(0, N) and N(0, αN).
We define an (M, n) code with the encoding functions x i (w,ỹ i−1 ), i = 1, 2, . . . , n, and the decoding functionŵ(y n ). Thus the encoder has the causal access to the noisy feedback Y n . The probability of error P (n) e of the code is defined by
where W is distributed uniformly over {1, 2, . . . , M} and is independent of (Z n ,Z n ). There are two commonly used power constraints on the encoding functions: 1) Expected block power constraint (or expected energy constraint)
2) Peak block power constraint (or peak energy constraint)
The goal of this paper is to study the role of noisy feedback in communication. As is well known, the capacity stays the same with feedback. Hence, our main focus is the reliability of communication, which is captured by the error exponent
of the given code. The error exponent is sensitive to the presence of noise in the feedback link. Schalkwijk and Kailath showed in their celebrated work [6] that noise-free feedback can improve the error exponent dramatically under the expected energy constraint. Kim, Lapidoth, and Weissman [4] studied the optimal error exponent under the expected energy constraint and noisy feedback and showed that the error exponent is inversely proportional to α for small α.
Another important factor that determines the error exponent is the energy constraint on the channel inputs. Most notably, Wyner [7] pointed out that the error probability of the Schalkwijk-Kailath coding scheme [6] degrades to a single exponential form under the peak energy constraint. In fact, Shepp, Wolf, Wyner, and Ziv [3] , and Pinsker [5] showed that for the two-message case (M = 2), the best error exponent is achieved by simple nonfeedback antipodal signaling. Thus, it might apparently seem that even noise-free feedback cannot improve the reliability of the communication under the peak energy constraint.
In this paper, we show that noisy feedback can improve the reliability of communication under the peak energy constraint, if the noise level α is small enough. More specifically, we consider the three-message case (M = 3) and show that the best error exponent is strictly larger than the one for the nonfeedback case.
Let
where P * e (M, n) denotes the best error probability over all (M, n) codes for the AWGN channel without feedback (α = ∞). In other words, E M denotes the best error exponent for sending M messages over the AWGN channel without feedback. Shannon [8] showed that
This follows by first upper bounding the error exponent with the sphere packing bound and then achieving this upper bound by using a regular simplex code on the sphere of radius
i (w) = nP and is at the same Euclidean distance from other codewords. In particular, for M = 3
,
Now denote by F M the best error exponent for sending M messages over the AWGN channel with noise-free feedback (α = 0). Pinsker [5] showed that
for all M . In particular,
Generally, we denote by F M (α) the best error exponent for sending M messages over the AWGN channel with the noisy
for all α and all M . We are ready to state our main result:
we have F 3 (α) > E 3 . Thus, if the noise on the feedback link is sufficiently small, then the noisy feedback improves the reliability of communication even under the peak energy constraint.
The proof of Theorem 1 is motivated by and resembles of recent results of Burnashev and Yamamoto in a series of papers [1] , [2] . They considered a communication model with a BSC(p) forward channel and a BSC(αp) feedback channel, and showed that the best error exponent is strictly larger than that for the nonfeedback channel if α is below some positive level.
In the next section, we first describe the transmission strategy, which is essentially from Burnashev and Yamamoto. Then we provide an analysis of the probability of error of this strategy follows in Section III.
II. TRANSMISSION STRATEGY FOR NOISY FEEDBACK
The transmission has two stages. During the transmission time interval {1, 2, · · · , λn} (stage I) for some λ ∈ (0, 1), we use simplex signaling of the three messages. Assume that at time λn, the posterior probability of one of the three messages is very small compared with the other two messages. Then, if the transmitter would be able to identify correctly and rule out this message from the noisy feedback, then the remaining transmission time interval {λn + 1, λn + 2, · · · , n} (stage II) can be used to distinguish between the other two (most probable) messages. Since the error exponent E 2 used to distinguish between the two messages is better than the similar exponent E 3 used for three messages, it should yield an overall better error exponent.
Trying to realize this idea, we immediately run into some pitfalls. With relatively high probability, the transmitter will fail to rank all three posterior probabilities P(w|ỹ) correctly. In particular, with high probability, two least probable messages have approximately equal posterior probabilities, which can not be correctly distinguished from P(w|ỹ) due to the feedback noise. Therefore, in our transmission strategy, when switching from stage I to stage II, we should not rely on the ranking of the message posterior probabilities alone. Now we formally describe the transmission strategy. We introduce a parameter 0 ≤ t ≤ 1. In the stage I of length λn, we use simplex signaling. And let d denote the (Euclidean) distance between each pair of codewords of their stage I, i.e., d = √ 3λnP . Let x be the transmitted codeword (of length λn), y be the received sequence at the decoder, andỹ be the feedback sequence at the encoder.
Arrange the distance d(x w , y), w = 1, 2, 3, in the increasing order, denoting (in case of equality, we use any order). We consider two cases.
Case I. If d 3 ≤ d 2 + td, which means that the two least probable massages are of approximately equal posterior probabilities, then the receiver performs decoding immediately after stage I (in favor of the codeword closest to y). Although the transmitter may continue its work, the receiver has already made its decision.
This case corresponds to the three shades areas (1, 2, 3) in Fig. 2 . Intuitively, since noisy feedback may "drag" the true signal far away enough so that the transmitter and the receiver will lose coordination, the shaded areas are introduced to "protect" the true signals.
Case II. If d 3 > d 2 + td, then after stage I the receiver considers the two most probable messages for the next stage. Now the transmitter selects its own candidates of the two most probable messages by observing the noisy feedback. Assuming that the receiver agrees on the same two messages (the order between them does not matter), the transmitter uses the antipodal signaling of length (1 − λ)n to help the receiver to distinguish between the two messages. After stage II, the receiver makes a decision using distances over both stages.
Note that to perform in coordination with the receiver, in case II it is important that the transmitter can correctly identify the two most probable messages for the receiver. Of course, an error in this choice is possible, but this probability must be sufficiently small (which will be denoted by P 3 ).
III. ANALYSIS OF THE PROBABILITY OF ERROR
Without loss of generality, assume that w = 1. Let P 1 denotes the decoding error probability and P 2 denote the decoding error probabilities in case I (after stage I) and case II (after stage II), respectively, for the noise-free feedback channel. Let P 3 to denote the probability of the union of the following two events:
1) The true codeword x 1 is one of the two most probable codewords for the receiver, but is not so for the transmitter. For example, P(1|y) > P(2|y) > P(3|y), but P(2|ỹ) > P(3|ỹ) > P(1|ỹ).
2) The true codeword x 1 is one of the two most probable codewords, but the other candidate codeword for the receiver is different from the one at the transmitter. For example, P(1|y) > P(2|y) > P(3|y), but P(1|ỹ) > P(3|ỹ) > P(2|ỹ). Then, it can be checked that the total decoding error probability P (n) e is upper bounded as
To further upper bound each term in the right-hand side of (10), we need the following:
where k > 2 is a positive integer.
Lemma 1 follows immediately from simple algebra and the given condition on t. This constraint has a simple geometric interpretation. As t decreases from 1 to 0, the unshaded areas in Figure 2 become closer to the triangular formed by the three message points. And P 1 starts to decrease until the "head" of the unshaded areas hits the triangular. The condition t ≤ 0.37 corresponds to this critical point.
Henceforth, we assume that t ≤ 0.37. Since the three probabilities in (10) are determined by the minimum distance between some specific points and sets, the evaluation of them reduces to computing several distances and lower bounding them by using Lemma 1.
First, P 1 can be decomposed into two parts. Let P 11 denotes the probability that the receiver will decode the received signal as message 2 or 3 immediately after stage I, i.e., the received signal lies in shaded area 2 or 3 in Fig. 2 . P 11 is determined by the minimum distance d ( between x 1 and the set {y : x 2 − y ≤ x 1 − y and x 3 − y ≤ x 1 − y + td}.
which is the distance between a and b in Fig. 2 . Let P 12 denotes the probability that the received signal lies in the region that messages 2 and 3 are the most two probable messages for the receiver, i.e., the received signal lies in the triangular shaped area formed by area 6 and the lower halves of area 2 and 3. Then P 12 is determined by the distance between points a and e in Fig. 2 . Thus we have
However, since P 11 dominates P 12 , the main contribution to P 1 is given by P 11 . By simple geometry, it can be readily checked that
where the inequality follows from Lemma 1. Thus, we have
where
2 /2 dy and
Second, P 2 depends on the total of the distance between the simplex signaling (of radius √ λP n) in stage I and the distance between the antipodal signaling (of radius (1 − λ)P n) in stage II. By simple algebra, we have
Third, P 3 is determined by the minimum distance d between
which is the distance between c and d in Fig. 2 , where S 1 corresponds to the event that the codeword x 2 is not one of the two most probable codewords for the receiver, and S 2 corresponds to the event that the codeword x 2 is one of the two most probable codewords for the transmitter. Again it can be readily checked that
.
Combining the three terms and substituting d = √ 3λnP , d 1 , and d 2 , we havẽ By choosing t and λ such that α = α(t) := (25 − 2 √ 3)t 2 6(8 − (7 + 6 √ 3)t) and λ = λ(t) := 8 10 − (7 + 6 √ 3)t , we can make the three terms in the minimum the same. Therefore, F 3 (α(t)) ≥ 1 2 1 − 2 10 − (7 + 6 √ 3)t P N .
Note that α(t) is monotonically increasing if 0 < t ≤ 8 7 + 6 √ 3 ≈ 0.46, which is satisfied under our standing assumption 0 < t ≤ 0.37. Hence,
where t(α) is the unique t such that α = α(t). Finally, we can compare (11) and E 3 = (3/8)(P/N ) to conclude that
This completes the proof of Theorem 1. Note that
Hence, our coding strategy is strictly suboptimal for noise-free feedback.
It remains an open problem to find a coding strategy that performs gracefully over all values of α and is (asymptotically) optimal for the noise-free case.
