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p-REDUCED MULTICOMPONENT KP HIERARCHY AND CLASSICAL
W-ALGEBRAS W(glN , p)
SYLVAIN CARPENTIER, ALBERTO DE SOLE, VICTOR G. KAC, DANIELE VALERI,
AND JOHAN VAN DE LEUR
Abstract. For each partition p of an integer N ≥ 2, consisting of r parts, an integrable hierar-
chy of Lax type Hamiltonian PDE has been constructed recently by some of us. In the present
paper we show that any tau-function of the p-reduced r-component KP hierarchy produces a
solution of this integrable hierarchy. Along the way we provide an algorithm for the explicit
construction of the generators of the corresponding classical W-algebra W(glN , p), and write
down explicit formulas for evolution of these generators along the commuting Hamiltonian flows.
1. Introduction
Let N ≥ 2 be an integer and let p be a partition of N in r parts. Let f be the nilpotent
element of glN in Jordan form corresponding to the partition p. As a special case of a general
construction for a reductive Lie algebra g and its nilpotent element f , we have the corresponding
Poisson vertex algebra W(glN , p), called the classical affine W-algebra, see e.g. [DSKV13]. In the
paper [DSKV16b] for all these classical affine W-algebras an integrable hierarchy of Hamiltonian
PDE was constructed. This construction was extended to all classical Lie algebras g and all their
nilpotent elements in [DSKV18].
In the case of an arbitrary reductive Lie algebra g and its principal nilpotent element f the
classical affine W-algebra, or rather the corresponding algebra of local Poisson brackets, was con-
structed long ago in the seminal paper of Drinfeld and Sokolov [DS85], where the associated
integrable hierarchy of Hamiltonian PDE was constructed as well. It was also shown there that in
the case g = glN one gets along these lines the Gelfand-Dickey N -KdV hierarchy of Lax equations,
constructed in [GD76], using the method of fractional powers of differential operators. The case
N = 2 is the classical KdV hierarchy.
The principal nilpotent element in glN corresponds to the partition of N in r = 1 parts. It
was shown in [DJKM82] that the N -KdV hierarchy of Gelfand-Dickey is obtained by a simple
reduction of the (r = 1 component) KP hierarchy introduced in [Sato81]. The key discovery of
the Kyoto school was the notion of the tau-function, which encodes a solution of the KP hierarchy
(and has a beautiful geometric meaning as a point in an infinite-dimensional Grassmann manifold).
A tau-function τ of the KP hierarchy is a function in infinitely many variables t1, t2, . . . , and its
reduction to the N -KdV hierarchy is given by the simple constraint
∂τ
∂tN
= const. τ . (1.1)
In [Sato81], [DJKM82] and subsequent papers, polynomial, soliton type, and theta-function type
tau-functions were constructed, which led to the construction of solutions of the N -KdV hierarchy.
The r-component KP hierarchy was introduced in [Sato81] and [DJKM81], and its theory was
further developed in subsequent works, including [KvdL03] and [Dic03]. A tau-function of this
hierarchy is a collection of functions ~τ in the variables t
(a)
j , where j ∈ Z≥1 and a = 1, 2, . . . , r. In
the paper [KvdL03] the following reduction of the tau-functions of the r-component KP hierarchy
Key words and phrases. r-component KP hierarchy, tau-function, p-reduced r-component KP hierarchy, classical
affine W-algebra, integrable hierarchy of Hamiltonian PDE .
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was attached to any partition p = (p1 ≥ · · · ≥ pr > 0), consisting of r parts:
r∑
a=1
∂~τ
∂t
(a)
pa
= const.~τ . (1.2)
These are tau-functions of a hierarchy of evolution PDE, called the p-reduced r-component KP
hierarchy (or the p-KdV hierarchy). Recently, in [KvdL19] all polynomial tau-functions of this
hierarchy were constructed, see Theorem 2.4 below. The goal of the present paper is to link
the p-reduced r-component KP hierarchy to the hierarchy of Hamiltonian PDE, attached to the
W-algebra W(glN , p). Namely, starting with a tau-function of the r-component KP hierarchy
satisfying the constraint (1.2), we construct a solution of the hierarchy of Hamiltonian equations
(6.22) attached to the W-algebraW(glN , p), see Theorem 7.1, which is the first main result of this
paper.
The first step in the proof of Theorem 7.1 is the construction of the Lax operator corresponding
to the tau-function satisfying (1.2), which is given by formula (7.1). Proposition 8.1 states that
this Lax operator satisfies the hierarchy of Lax equations (6.23). On the other hand, the Lax
operator constructed in [DSKV16b] satisfies equation (6.23) as well, and it turns out that it is a
generic pseudodifferential operator of the same shape as the one given by (7.1). This implies that
any solution of the p-reduced r-component KP hierarchy is a solution of the Lax equations (6.23).
However, though the Lax equations (6.23) are implied by the Hamiltonian equations (6.22), a
priori the former do not imply the latter. The second step in the proof of Theorem 7.1 is Theorem
12.1, which states that indeed the Lax equations (6.23) do imply, for an operator of the correct
shape, the full hierarchy of Hamiltonian equations (6.22).
According to [DSKV16b], the generators of theW-algebraW(glN , p) are naturally encoded into
the r × r matrix differential operator
W (∂) =
(
W11(∂) W12(∂)
W21(∂) W22(∂)
)
,
with blocks of sizes r1 × r1, r1 × (r − r1), (r − r1) × r1 and (r − r1) × (r − r1), where r1 is the
multiplicity of the largest part p1 of the partition p (see (6.16)-(6.17)). The coefficients of its entries
are all the (free) generators of W(glN , p). The key point in the proof of Theorem 12.1 is Corollary
11.5, which states that the differential operator W22(∂) does not evolve along the Hamiltonian
flow (6.22). Moreover Theorem 12.1 provides explicit evolution equations (12.1)-(12.3) for all
generators of W(glN , p); in particular, we obtain that all these equations are Hamiltonian and the
corresponding Hamiltonian flows commute. This is the second main result of the paper.
Along the way we obtain, in Section 10, a new, algorithmic way, to construct the generators of
the W-algebra W(glN , p). In Section 14 we consider in more detail two simplest examples of the
p-reduced r-component KP hierarchies beyond the r = 1 Gelfand-Dickey case, corresponding to
the partiations in r parts: N = p + 1 + ... + 1 with p > 1, r > 1, and N = p + 2 with p > 2,
r = 2. We show that a reduction of the first hierarchy is the well-known p-constrained r − 1
vector KP hierarchy, see e.g. [Zhang99], while the second hierarchy seems to be new. We construct
polynomial tau-functions for these two examples, and soliton type tau-functions for general p-
reduced r-component KP hierarchies in Section 15.
A variation of a special case of the reduction (1.2) of the r-component KP hierarchy was consid-
ered in [Zhang99] and applied to the construction of solutions of the p-constrained KP hierarchies.
Throughout the paper the base field is the field of complex numbers C.
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2. Review of the p-KdV bilinear equations
Let r be a positive integer. We will use the following notation. For m = (m1,m2, . . . ,mr) ∈ Z
r
we let
|m|0 = 0 , |m|a =
a∑
i=1
mi , 1 ≤ a ≤ r , |m| = |m|r .
Let ea = (δia)
r
i=1, for 1 ≤ a ≤ r, be the standard basis of Z
r.
Let p be a partition of a positive integer N , consisting of r parts, i.e. p = (p1, p2, . . . , pr) ∈ Z
r
>0,
where p1 ≥ p2 ≥ · · · ≥ pr > 0, and N =
∑r
i=1 pi.
Let t = (t(1), . . . , t(r)) be an r-tuple of infinite sequences t(a) =
(
t
(a)
j
)
j∈Z>0
of independent
variables (times). We also denote ∂∂t =
(
∂
∂t
(a)
j
)
1≤a≤r, j∈Z>0
. Consider the following operators
e
(a)
+ (t, z) = exp
 ∞∑
j=1
zjt
(a)
j
 , e(a)− ( ∂∂t , z) = exp
− ∞∑
j=1
z−j
j
∂
∂t
(a)
j
 .
A tau-function of charge k ∈ Z is a collection of functions of the time variables t, parameterized
by the elements m ∈ Zr such that |m| = k:
~τ (t) =
{
τm(t)
}
|m|=k
⊂ F . (2.1)
Throughout the paper we shall assume, unless otherwise specified, that all functions that we shall
consider are smooth in all the time variables and lie in a certain differential field F . The p-KdV
bilinear equation on the tau-function ~τ(t) of charge k is defined as the following system of bilinear
equations [KvdL03], [KvdL19, Eq.(41)]:
Resz
r∑
a=1
(−1)|m
′+m′′|a−1zm
′
a−m
′′
a+ℓpa−2e
(a)
+ (t
′− t′′, z) e
(a)
−
( ∂
∂t′
−
∂
∂t′′
, z
)
τm
′−e
a(t′)τm
′′+e
a(t′′) = 0 ,
(2.2)
for ℓ ∈ Z≥0, and m
′,m′′ ∈ Zr such that |m′| = k + 1 and |m′′| = k − 1. Here and further Resz
denotes, as usual, the coefficient of z−1.
Remark 2.1. Note that equation (2.2), as stated, is not well defined since the coefficient of each
power of z inside the residue is an infinite sum and it may leads to divergences (indeed, e
(a)
+ expands
as an infinite series in z while e
(a)
− expands as an infinite series in z
−1). Thus, equation (2.2), in
order to make sense, has to be correctly interpreted as follows. For each collection of integers
{n
(a)
j ∈ Z≥0 | j ∈ Z>0, a = 1, . . . , r}, all but finitely many equal to zero, we get the corresponding
(meaningful) equation “coming from (2.2)” by formally applying the derivatives∏
j,a
( ∂
∂t′
(a)
j
)n(a)
j
(2.3)
inside the residue in the LHS and then setting t′ = t′′ (= t). In doing so, only a finite number
of terms survive from the expansion of e
(a)
− and we thus get a meaningful collection of equations,
which are known as the Hirota bilinear equations [DJKM81, KvdL03].
Remark 2.2. If ~τ (t) solves the p-KdV bilinear equation (2.2) with charge k, then, for arbitrary
q ∈ Zr, we obtain a solution T q~τ (t) of charge k − |q| by shifting all upper indices by q:
(T qτ)m(t) := τm+q(t) . (2.4)
Remark 2.3. Equation (2.2) for ℓ = 0 is the equation on the tau-function of the r-component KP
hierarchy. Let
Dℓ =
r∑
a=1
∂
∂t
(a)
ℓpa
, ℓ ∈ Z>0 , D = D1 .
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One can show [KvdL03] that equations (2.2) for all ℓ ∈ Z≥0 for the tau-function ~τ (t) are equivalent
to the equation for the tau-functions of the r-component KP-hierarchy (ℓ = 0) with the constraints:
Dℓτ
m(t) = cℓτ
m(t) , ℓ ∈ Z>0, cℓ ∈ C , (2.5)
and that these constraints with ℓ > 0 are equivalent to that with ℓ = 1. Note that, if all the
tau-functions τm(t) are polynomial, equation (2.5) can hold only when all constants cj vanish, and
hence all functions τm(t) are in the kernel of all operators Dℓ, ℓ ∈ Z>0.
One can describe all polynomial solutions of equation (2.2) as follows. Fix the following data:
an integer s ∈ {1, . . . , N} and, for every 1 ≤ i ≤ s and 1 ≤ a ≤ r,
n
(a)
i ∈ Z>0 , b
(a)
i ∈ C , c
(a)
i =
(
c
(a)
ij ∈ C
)
j∈Z>0
. (2.6)
Define the integers:
ki := max
{
⌈
n
(a)
i
pa
⌉ − 1
∣∣1 ≤ a ≤ r} , 1 ≤ i ≤ s , (2.7)
and
k := s+
s∑
i=1
ki , (2.8)
where ⌈x⌉ denotes the upper integer part of x ∈ Q. Consider the following functions associated to
the data (2.6):
hi(t) =
r∑
a=1
b
(a)
i Sn(a)i
(t(a) + c
(a)
i ) , 1 ≤ i ≤ s , (2.9)
where Sn(t) are the elementary Schur polynomials. Then, for each choice of the data (2.6), we have
a tau-function ~τ(t) of charge k, solution of the p-KdV bilinear equation (2.2), defined by letting
τm(t) = 0 unless m ∈ Zr≥0 and |m| = k, in which case we let
τm(t) = det(M) , (2.10)
where M is the k × k matrix written in block form as
M =
(
Mai
)
1≤a≤r
1≤i≤s
, (2.11)
with the ma × (ki + 1)-block Mai given by
Mai =
(
∂ma+1−αDβhi
∂
(
t
(a)
1
)ma+1−α)1≤α≤ma
0≤β≤ki
. (2.12)
(Since the hi are linear combinations of shifted elementary Schur polynomials, one can replace D
β
in (2.12) by Dβ .)
Theorem 2.4. ([KvdL19, Thm.7]). For all choices of the data (2.6), the tau-function ~τ (t) defined
by (2.10)–(2.12) is a polynomial solution of the p-KdV bilinear equation (2.2), of charge k as in
(2.8). All other polynomial solutions of (2.2) (of arbitrary charge) are obtained by a shift as in
(2.4).
3. The p-KdV as a dynamical system
Now we rewrite equation (2.2) on the tau-functions in the form of evolution equations [DSKV13],
[KvdL03], [Sato81]. First, we turn equations (2.2) to r× r-matrix equations. Given a tau-function
~τ (t), define the matrices P±(m, t, z) =
(
P±ab(m, t, z)
)r
a,b=1
, where
P±ab(m, t,±z) = (−1)
|ea|b−1
zδab−1
τm(t)
e
(b)
−
(
±
∂
∂t
, z
)
τm±ea∓eb(t) , if τm(t) 6= 0 , (3.1)
and P±ab(m, t, z) = 0 otherwise. Note that, if τ
m(t) 6= 0, we have
P±(m, t, z) = 1r×r +O(z
−1) . (3.2)
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We also let
R(m, z) =
r∑
a=1
(−1)|m|a−1zmaEaa . (3.3)
Then, the p-KdV bilinear equation (2.2) on ~τ(t) turns into the following system of equations on
the collection of matrices
{
P±(m, t, z)
}
|m|=k
:
Resz P
+(m′, t′, z)R(m′ −m′′, z)
( r∑
a=1
zℓpae
(a)
+ (t
′ − t′′, z)Eaa
)
P−(m′′, t′′,−z)T = 0 , (3.4)
for all ℓ ∈ Z≥0 and m
′,m′′ ∈ Zr such that |m′| = |m′′| = k. Indeed, if τm
′
(t′), τm
′′
(t′′) 6= 0, then
the (i, j)-entry of the LHS of (3.4) coincides with the LHS of (2.2) with m′+ ei in place of m
′ and
m′′−ej in place of m
′′. Hereafter AT stands for the transpose of the matrix A and Eab denotes the
standard basis elements of the space of matrices. Note that equation (3.4) has the same divergence
issues as equation (2.2) and it has to be correctly interpreted, as explained in Remark 2.1.
Introduce a new variable x and replace in (3.4) all t
(a)
1 by t
(a)
1 + x for all 1 ≤ a ≤ r. Hence, the
translated times are t + xe1, where e
(a)
1 j = δj1. We denote by ~τ(x, t) := τ(t + xe1) the resulting
“translated” tau-function, and by
P±(m,x, t, z) =
(
P±ab(m,x, t, z)
)r
a,b=1
:= P±(m, t+ xe1, z) , (3.5)
the resulting translated matrices P±. Then, the system of equations (3.4), with t′ translated by
x′ and t′′ translated by x′′, can be equivalently rewritten, using this new notation, as follows:
Resz P
+(m′, x′, t′, z)R(m′−m′′, z)
( r∑
a=1
zℓpae
(a)
+ (t
′− t′′, z)Eaa
)
P−(m′′, x′′, t′′,−z)T ez(x
′−x′′) = 0 ,
(3.6)
for all ℓ ∈ Z≥0 and m
′,m′′ ∈ Zr such that |m′| = |m′′| = k.
In order to rewrite equation (3.11) in a nicer form, we need some simple results on pseudodif-
ferential operators. For a scalar pseudodifferential operator a(∂), we denote by a∗(∂) its formal
adjoint, and by a(z) its symbol. Also, for a matrix pseudodifferential operator A(∂) =
∑
j Aj∂j , we
denote by A∗(∂) =
∑
j(−∂)
j ·ATj be its formal adjoint and by A(z) =
∑
j Ajz
j its symbol. Here ◦
is the product of matrix pseudodifferential operators. We shall also denote, as usual, by A(∂)+ the
differential part of the matrix pseudodifferential operator A(∂), and let A(∂)− = A(∂) − A(∂)+.
We shall drop the sign ◦ if no confusion may arise.
Lemma 3.1. For every matrix pseudodifferential operators P (∂), Q(∂), we have
Resz P (z)Q
∗(−z) = Resz(P ◦Q
T )(z) .
Proof. In the scalar case it is stated and proved in [DSKV16a, Lem.2.1(a)], putting λ = 0 there
and using [DSKV16a, Eq.(2.1)]. The matrix case is obtained from the scalar case looking at each
matrix entry. 
Lemma 3.2. For every matrix pseudodifferential operators A(x, ∂), B(x, ∂), where ∂ = ∂x, we
have
Resz A(x, z)
(
exz∂−1 ◦ e−xz
)
◦B(x,−z)T =
(
A(x, ∂) ◦B(x, ∂)∗
)
−
. (3.7)
Proof. Note that exz∂−1 ◦ e−xz = ι∂,z(∂ − z)
−1, where ι∂,z denotes the geometric expansion in
non-negative powers of z. We then apply Lemma 3.1 to the matrix operators with symbols P (z) =
A(x, z) and Q(z) = (B∗)T (x, z)ι∂,z(∂ − z)
−1, so that Q∗(−z) = ι∂,z(∂ − z)
−1BT (x,−z). We thus
get
Resz A(x, z)e
xz∂−1 ◦ e−xzB(x,−z)T = Resz(A ◦B
∗)(z)ι∂,z(∂ − z)
−1 = (A(x, ∂) ◦B(x, ∂)∗)− .

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Lemma 3.3. Let fi(x), gi(x), i = 1, . . . , n, be smooth functions in the variable x, and assume that
they lie in a domain. Then,
n∑
i=1
fi(x
′)gi(x
′′) = 0 , (3.8)
as a function in two variables x′, x′′, if and only if
n∑
i=1
fi(x)∂
−1 ◦ gi(x) = 0 , (3.9)
as a pseudodifferential operator.
Proof. By replacing the domain containing all our functions with its field of fractions, we see that
it is enough to prove the claim over a function field F . We can identify the function in two variables∑n
i=1 fi(x
′)gi(x
′′) with the corresponding element
∑n
i=1 fi⊗gi ∈ F⊗CF (the tensor product being
over the subfield of constants C). Hence, the lemma reduces to proving that the linear map
F ⊗ F → F∂−1 ◦ F ⊂ F((∂−1)) , f ⊗ g 7→ f∂−1 ◦ g ,
is injective. Suppose that (3.9) holds; we want to prove that
n∑
i=1
fi ⊗ gi = 0 in F ⊗ F . (3.10)
We prove the claim by induction on n ≥ 1. Suppose, by contradiction, that (3.10) fails, and
assume, without loss of generality, that the functions g1, . . . , gn are linearly independent over C,
and all the functions f1, . . . , fn are non-zero. For n = 1, equation (3.9) implies, looking at the
order −1 term in F((∂−1)), f1g1 = 0, so that either f1 = 0 or g1 = 0, a contradiction. For n ≥ 2,
we have, by (3.9)
fn∂
−1 ◦ gn = −
n−1∑
i=1
fi∂
−1gi .
Dividing both sides by fn 6= 0, and multiplying by ∂ on the left of both sides, we get
gn = −
1
fn
n−1∑
i=1
figi and
n−1∑
i=1
( fi
fn
)′
∂−1gi = 0 .
By assumption, the functions gi are linearly independent over the constants. Hence, by the induc-
tive assumption, the functions
(
fi
fn
)′
are all zero, i.e. fi = αifn, i = 1, . . . , n− 1, for some non-zero
constants α1, . . . , αn−1 ∈ C. Hence, (3.9) can be rewritten as
fn∂
−1 ◦
( n∑
i=1
αigi
)
= 0 ,
where we set αn = 1. Dividing by fn and multiplying on the left by ∂, we get
∑n
i=1 αigi = 0,
contradicting the linear independence assumption. 
By Lemma 3.3, equation (3.6) is equivalent to
Resz P
+(m′, x, t′, z)R(m′−m′′, z)
( r∑
a=1
zℓpae
(a)
+ (t
′− t′′, z)Eaa
)
ezx∂−1 ◦ e−zxP−(m′′, x, t′′,−z)T = 0 ,
where ∂ = ∂x. Then, applying Lemma 3.2, we rewrite the above equation as(
P+(m′, x, t′, ∂)◦R(m′−m′′, ∂)◦
( r∑
a=1
∂ℓpa ◦e
(a)
+ (t
′−t′′, ∂)◦Eaa
)
◦P−(m′′, x, t′′, ∂)∗
)
−
= 0 . (3.11)
This equation holds for every ℓ ∈ Z≥0 and m
′,m′′ ∈ Zr such that |m′| = |m′′| = k. Note that
also equation (3.11), as (2.2), has to be correctly interpreted as it may involve diverging sums. As
explained in Remark 2.1, the way to give a meaningful sense to it, is to apply arbitrary derivatives
(2.3) w.r.t. t′ to the LHS and then set t′ = t′′. In this way, all divergences disappear.
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Next, we set ℓ = 0, m′ = m′′ (= m) and t′ = t′′ (= t) in equation (3.11), to get(
P+(m,x, t, ∂) ◦ P−(m,x, t, ∂)∗
)
−
= 0 .
This, combined with (3.2), implies
P−(m,x, t, ∂)∗ =
(
P+(m,x, t, ∂)
)−1
, (3.12)
if τm(t) 6= 0 (so that P+(m,x, t, ∂) is invertible).
If instead we first apply ∂
∂t
(a)
j
to both sides of (3.11) and then set ℓ = 0, m′ = m′′ (= m) and
t
′ = t′′ (= t), we get(∂P+
∂t
(a)
j
(m,x, t, ∂) ◦ P−(m,x, t, ∂)∗
)
−
+
(
P+(m,x, t, ∂)∂j ◦ P−(m,x, t, ∂)∗
)
−
= 0 .
This, combined with (3.12) and (3.2), gives the Sato-Wilson equation for P+(m,x, t, ∂), [KvdL03,
Lem.4.2]:
∂P+
∂t
(a)
j
(m,x, t, ∂) = −
(
P+(m,x, t, ∂) ◦ Eaa∂
j ◦ P+(m,x, t, ∂)−1
)
−
◦ P+(m,x, t, ∂) , (3.13)
for all 1 ≤ a ≤ r and j ∈ Z>0, and m such that τ
m(t) 6= 0.
For m ∈ Zr such that |m| = k, let
La = La(m,x, t, ∂) = P
+(m,x, t, ∂) ◦ Eaa∂ ◦ P
+(m,x, t, ∂)−1 , (3.14)
if τm(x, t) 6= 0, and La = 0 otherwise. Clearly, we have
LaLb = 0 if a 6= b . (3.15)
Moreover, setting ℓ = 1, m′ = m′′ (= m) and t′ = t′′ (= t) in equation (3.11), we obtain the
following constraint for the operators La:( r∑
a=1
Lpaa
)
−
= 0 . (3.16)
Finally, the Sato-Wilson equation (3.13) implies that the operators La evolve according to the Lax
equations (see e.g. [KvdL03, Lem.4.3]):
∂La
∂t
(b)
j
= [(Ljb)+, La] , 1 ≤ a, b ≤ r, j ∈ Z>0 . (3.17)
Note that, even though (3.13) holds only (in fact makes sense) for m such that τm(x, t) 6= 0, the
Lax equation (3.17) holds for every m.
4. The p1-reduction
Recall the partition p = (p1, p2, · · · , pr) from Section 2. We will assume from now on that
p1 > 1. Let r1 be the multiplicity of the largest part p1.
The p1-reduction consists of putting in (3.4) all times t
′(a)
j and t
′′(a)
j equal zero for all j ∈ Z>0
and r1 < a ≤ r. Namely, we let
Q±(m, t, z) = P±(m, t, z)
∣∣
t(a)=0 for a>r1
. (4.1)
By equation (3.2) we immediately have
Q±(m, t, z) = 1r×r +O(z
−1) if τm(t) 6= 0 . (4.2)
Setting t′
(a)
= t′′
(a)
= 0 for a > r1 in equation (3.4), we get
Resz Q
+(m′, t′, z)R(m′−m′′, z)
( r1∑
a=1
e
(a)
+ (t
′−t′′, z)Eaaz
ℓp1+
r∑
a=r1+1
zℓpaEaa
)
Q−(m′′, t′′,−z)T = 0 ,
(4.3)
for all ℓ ∈ Z≥0 and m
′,m′′ ∈ Zr such that |m′| = |m′′| = k.
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Next, in analogy with what we did in Section 3, we shift t
(a)
1 by x for all 1 ≤ a ≤ r1. We denote
by
Q±(m,x, t, z) = Q±(m, t+ xe1, z) , (4.4)
the resulting translated matrices Q±, where now e
(a)
1 j = δj,1δa≤r1 . Note that Q
±(m,x, t, z) is not
the restriction of P±(m,x, t, z) at t(a) = 0 for a > r1, since, first restricting and then shifting by
x is not the same as first shifting and then restricting.
The system of equations (4.3), with t′ translated by x′ and t′′ translated by x′′, can be equiva-
lently rewritten, using this new notation, as follows:
Resz Q
+(m′, x′, t′, z)R(m′ −m′′, z)
( r1∑
a=1
e
(a)
+ (t
′ − t′′, z)Eaa
)
zℓp1Q−(m′′, x′′, t′′,−z)T ez(x
′−x′′)
+Resz Q
+(m′, x′, t′, z)R(m′ −m′′, z)
( r∑
a=r1+1
zℓpaEaa
)
Q−(m′′, x′′, t′′,−z)T = 0 ,
(4.5)
for all ℓ ∈ Z≥0 and m
′,m′′ ∈ Zr such that |m′| = |m′′| = k.
Next, in the same way as we derived equation (3.11) starting from (3.6), we use Lemmas 3.2
and 3.3 to get from equation (4.5)(
Q+(m′, x, t′, ∂) ◦R(m′−m′′, ∂) ◦
( r1∑
a=1
e
(a)
+ (t
′− t′′, ∂)Eaa
)
∂ℓp1 ◦Q−(m′′, x, t′′, ∂)∗
)
−
+Resz Q
+(m′, x, t′, z)R(m′ −m′′, z)
( r∑
a=r1+1
zℓpaEaa
)
∂−1 ◦Q−(m′′, x, t′′,−z)T = 0 .
(4.6)
The above equation holds for every ℓ ∈ Z≥0 and m
′,m′′ ∈ Zr such that |m′| = |m′′| = k. We
observe once more that equation (4.6), as written, makes no sense as it may have diverging series.
As explained in Remark 2.1, it has to be correctly interpreted as the collection of equations obtained
by applying the derivatives (2.3) to the LHS and then setting t′ = t′′. In doing so, all diverging
series disappear.
It is convenient to write the matrices Q± in block form as
Q±(m,x, t, z) =
(
Q±
11
(m,x, t, z) Q±
12
(m,x, t, z)
Q±
21
(m,x, t, z) Q±
22
(m,x, t, z)
)
, (4.7)
where
Q±
11
=
(
Q±ab
)
1≤a,b≤r1
, Q±
12
=
(
Q±ab
)
1≤a≤r1
r1<b≤r
, Q±
21
=
(
Q±ab
)
r1<a≤r
1≤b≤r1
, Q±
22
=
(
Q±ab
)
r1<a,b≤r
.
Note that, by (4.2), we have
Q±
ab
(m,x, t, z) = δa,b1+
∞∑
j=1
Q±
ab;j(m,x, t)z
−j , if τm(t) 6= 0 . (4.8)
Equation (4.6) can be rewritten as the set of four equations, depending on a, b ∈ {1,2}:(
Q+
a1
(m′, x, t′, ∂) ◦
( r1∑
a=1
(−1)|m
′−m′′|a−1∂m
′
a−m
′′
a e
(a)
+ (t
′− t′′, ∂)Eaa
)
∂ℓp1 ◦Q−
b1
(m′′, x, t′′, ∂)∗
)
−
+Resz Q
+
a2
(m′, x, t′, z)
( r∑
a=r1+1
(−1)|m
′−m′′|a−1zm
′
a−m
′′
a+ℓpaEaa
)
∂−1 ◦Q−
b2
(m′′, x, t′′,−z)T = 0 .
(4.9)
Following the same path as in Section 3 starting from (3.11), taking various special cases of
equations (4.9) we derive all the “reduced analogues” of the inversion formula (3.12), the Sato-
Wilson equation (3.13), the constraint condition (3.16) for the Lax operators La, and the Lax
equations (3.17).
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First, we set ℓ = 0, m′ = m′′ (= m), and t′ = t′′ (= t) in (4.9). As a result, we get,(
Q+
a1
(m,x, t, ∂) ◦Q−
b1
(m,x, t, ∂)∗
)
−
+Resz Q
+
a2
(m,x, t, z)∂−1 ◦Q−
b2
(m,x, t,−z)T = 0 .
Using (4.8), this leads to
Q+
a1
(m,x, t, ∂)◦Q−
b1
(m,x, t, ∂)∗−δa,1δb,11+δb,2Q
+
a2;1(m,x, t)∂
−1−δa,2∂
−1◦Q−
b2;1(m,x, t)
T = 0 .
(4.10)
This is the “reduced analogue” of the inversion formula (3.12). It specializes, for the various choices
of the indices a, b to four equations, which hold whenever τm(t) 6= 0. For a = b = 1, we get
Q−
11
(m,x, t, ∂)∗ = Q+
11
(m,x, t, ∂)−1 . (4.11)
For a = 1, b = 2, we get
Q+
11
(m,x, t, ∂) ◦Q−
21
(m,x, t, ∂)∗ +Q+
12;1(m,x, t)∂
−1 = 0 ,
which, after applying ∗ to both sides, leads to
Q−
21
(m,x, t, ∂) = ∂−1 ◦Q+
12;1(m,x, t)
TQ+
11
(m,x, t, ∂)∗−1 . (4.12)
For a = 2, b = 1, we get
Q+
21
(m,x, t, ∂) ◦Q−
11
(m,x, t, ∂)∗ − ∂−1 ◦Q−
12;1(m,x, t)
T = 0 ,
which, by (4.11), leads to
Q+
21
(m,x, t, ∂) = ∂−1 ◦Q−
12;1(m,x, t)
TQ+
11
(m,x, t, ∂) . (4.13)
Finally, for a = b = 2, we get
Q+
21
(m,x, t, ∂) ◦Q−
21
(m,x, t, ∂)∗ +Q+
22;1(m,x, t)∂
−1 − ∂−1 ◦Q−
22;1(m,x, t)
T = 0 ,
which, by (4.11), (4.12) and (4.13), leads to
∂−1 ◦Q−
12;1(m,x, t)
TQ+
12;1(m,x, t)∂
−1 = Q+
22;1(m,x, t)∂
−1 − ∂−1 ◦Q−
22;1(m,x, t)
T ,
or, multiplying both sides on the left and on the right by ∂ and comparing coefficients, we get
Q+
22;1(m,x, t) = Q
−
22;1(m,x, t)
T ,
Q−
12;1(m,x, t)
TQ+
12;1(m,x, t) =
∂Q+
22;1
∂x
(m,x, t) .
(4.14)
Next, we apply ∂
∂t
(a)
j
, for 1 ≤ a ≤ r1 and j ∈ Z>0, to both sides of (4.9) and then set ℓ = 0,
m′ = m′′ (= m) and t′ = t′′ (= t). As a result we get(∂Q+
a1
∂t
(a)
j
(m,x, t, ∂) ◦Q−
b1
(m,x, t, ∂)∗
)
−
+
(
Q+
a1
(m,x, t, ∂) ◦ Eaa∂
j ◦Q−
b1
(m,x, t, ∂)∗
)
−
+Resz
∂Q+
a2
∂t
(a)
j
(m,x, t, z)∂−1 ◦Q−
b2
(m,x, t,−z)T = 0 .
Using (4.8), this equation can be rewritten as
∂Q+
a1
∂t
(a)
j
(m,x, t, ∂) ◦Q−
b1
(m,x, t, ∂)∗ +
(
Q+
a1
(m,x, t, ∂) ◦ Eaa∂
j ◦Q−
b1
(m,x, t, ∂)∗
)
−
+ δb,2
∂Q+
a2;1
∂t
(a)
j
(m,x, t)∂−1 = 0 .
(4.15)
This is the “reduced analogue” of the Sato-Wilson equation (3.13). Let us write down explicitly
the four equations that we get for the various choices of a, b ∈ {1,2}. Setting a = b = 1 in (4.15)
and using (4.11), we get
∂Q+
11
∂t
(a)
j
(m,x, t, ∂) = −
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
−
◦Q+
11
(m,x, t, ∂) . (4.16)
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Setting a = 1, b = 2 in (4.15) we get
∂Q+
11
∂t
(a)
j
(m,x, t, ∂) ◦Q−
21
(m,x, t, ∂)∗ +
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q−
21
(m,x, t, ∂)∗
)
−
+
∂Q+
12;1
∂t
(a)
j
(m,x, t)∂−1 = 0 .
Using (4.12) and (4.16), this equation becomes
∂Q+
12;1
∂t
(a)
j
(m,x, t) =
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1Q+
12;1(m,x, t)∂
−1
)
−
∂
−
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
−
◦Q+
12;1(m,x, t)
=
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
+
◦Q+
12;1(m,x, t)
−
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1 ◦Q+
12;1(m,x, t)∂
−1
)
+
∂ ,
which is equivalent to
∂Q+
12;1
∂t
(a)
j
(m,x, t) =
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
+
(
Q+
12;1(m,x, t)
)
. (4.17)
Note that in the RHS of (4.17) the differential operator is applied to Q+
12;1. Next, setting a = 2,
b = 1 in (4.15), we get
∂Q+
21
∂t
(a)
j
(m,x, t, ∂) ◦Q−
11
(m,x, t, ∂)∗ +
(
Q+
21
(m,x, t, ∂) ◦ Eaa∂
j ◦Q−
11
(m,x, t, ∂)∗
)
−
= 0 ,
which, by (4.11), becomes
∂Q+
21
∂t
(a)
j
(m,x, t, ∂) = −
(
Q+
21
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
−
◦Q+
11
(m,x, t, ∂) . (4.18)
By equations (4.13) and (4.16), this equation can be rewritten as(∂Q−
12;1
∂t
(a)
j
(m,x, t)
)T
= Q−
12;1(m,x, t)
T
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
−
− ∂ ◦
(
∂−1 ◦Q−
12;1(m,x, t)
TQ+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
−
= −Q−
12;1(m,x, t)
T
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
+
+ ∂ ◦
(
∂−1 ◦Q−
12;1(m,x, t)
TQ+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
+
,
or, taking adjoint of both sides,
∂Q−
12;1
∂t
(a)
j
(m,x, t) = −
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)∗
+
◦Q−
12;1(m,x, t)
+
((
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)∗
◦Q−
12;1(m,x, t)∂
−1
)
+
∂ ,
which is equivalent to
∂Q−
12;1
∂t
(a)
j
(m,x, t) = −
(
Q+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)∗
+
(
Q−
12;1(m,x, t)
)
. (4.19)
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Finally, we set a = b = 2 in (4.15) to get
∂Q+
21
∂t
(a)
j
(m,x, t, ∂) ◦Q−
21
(m,x, t, ∂)∗ +
(
Q+
21
(m,x, t, ∂) ◦ Eaa∂
j ◦Q−
21
(m,x, t, ∂)∗
)
−
+
∂Q+
22;1
∂t
(a)
j
(m,x, t)∂−1 = 0 .
Using equations (4.13), (4.12) and (4.18), we get
∂Q+
22;1
∂t
(a)
j
(m,x, t)
= −
(
∂−1 ◦Q−
12;1(m,x, t)
TQ+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
−
◦Q+
12;1(m,x, t)
+
(
∂−1 ◦Q−
12;1(m,x, t)
TQ+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1 ◦Q+
12;1(m,x, t)∂
−1
)
−
∂
=
(
∂−1 ◦Q−
12;1(m,x, t)
TQ+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
+
◦Q+
12;1(m,x, t)
−
(
∂−1 ◦Q−
12;1(m,x, t)
TQ+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1 ◦Q+
12;1(m,x, t)∂
−1
)
+
∂ ,
which is equivalent to
∂Q+
22;1
∂t
(a)
j
(m,x, t)
=
(
∂−1 ◦Q−
12;1(m,x, t)
TQ+
11
(m,x, t, ∂) ◦ Eaa∂
j ◦Q+
11
(m,x, t, ∂)−1
)
+
(
Q+
12;1(m,x, t)
)
.
(4.20)
Next, we introduce the reduced Lax operators (cf. (3.14)). For m ∈ Zr such that |m| = k, and
1 ≤ a ≤ r1, let
La(m,x, t, ∂) = Q
+
11
(m,x, t, ∂) ◦ Eaa∂ ◦Q
+
11
(m,x, t, ∂)−1 ∈ Matr1×r1 F((∂
−1)) , (4.21)
if τm(x, t) 6= 0, and La = 0 otherwise. Clearly,
La(m,x, t, ∂) ◦ Lb(m,x, t, ∂) = 0 if 1 ≤ a 6= b ≤ r1 , (4.22)
and they satisfy the “reduced analogue” of the constraint (3.16), obtained by setting ℓ = 1, m′ =
m′′ (= m), t′ = t′′ (= t) and a = b = 1 in (4.9):( r1∑
a=1
Lp1a (m,x, t, ∂)
)
−
=
r∑
a=r1+1
pa∑
i=1
(−1)pa+iQ+
12;i(m,x, t)Eaa∂
−1 ◦Q−
12;pa−i+1
(m,x, t)T , (4.23)
where we used the expansions (4.8). We can also rewrite all equations (4.16), (4.17), (4.19) and
(4.20) in terms of the operators La, to get the “reduced analogue” of the Lax equation (3.17).
Equation (4.16) gives the Lax equation
∂La
∂t
(b)
j
(m,x, t, ∂) = [(Lb(m,x, t, ∂)
j)+,La(m,x, t, ∂)] , 1 ≤ a, b ≤ r1, j ∈ Z>0 . (4.24)
Equations (4.17) and (4.19) become, respectively,
∂Q+
12;1
∂t
(a)
j
(m,x, t) =
(
Lja(m,x, t, ∂)
)
+
(
Q+
12;1(m,x, t)
)
, (4.25)
and
∂Q−
12;1
∂t
(a)
j
(m,x, t) = −
(
Lja(m,x, t, ∂)
)∗
+
(
Q−
12;1(m,x, t)
)
. (4.26)
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These equations mean that Q+
12;1 is a matrix eigenfunction for La, while Q
−
112;1 is an adjoint
eigenfunction for La. Equation (4.20) becomes
∂Q+
22;1
∂t
(a)
j
(m,x, t) =
(
∂−1 ◦Q−
12;1(m,x, t)
TLja(m,x, t, ∂)
)
+
(
Q+
12;1(m,x, t)
)
. (4.27)
5. The constrained Lax operator and solution to the Lax equation
Let
L˜(m,x, t, ∂) :=
r1∑
a=1
La(m,x, t, ∂)
p1 ∈Matr1×r1 F((∂
−1)) , (5.1)
where, as usual, F denotes the differential field containing all functions (in the space and time
variables) that we consider. In the present section, we use the constraint equation (4.23) to show
that the operator (5.1) has the same form as the W-algebra Lax operator for W(glN , p) defined
in [DSKV16b] (which we shall review in the next Section 6). Equation (4.23) can be rewritten, in
terms of the operator (5.1), as
L˜(m,x, t, ∂)− = −Resz Q
+
12
(m,x, t, z)
( r∑
a=r1+1
zpaEaa
)
∂−1 ◦Q−
12
(m,x, t,−z)T . (5.2)
In order to rewrite the RHS of (5.2), we shall use the following alternative version of Lemma 3.2:
Lemma 5.1. For every A(x, ∂) ∈ Math×k F [[∂]]∂
−m, B(x, ∂) ∈ Math′×k F [[∂]]∂
−n, with symbols
A(x, z), B(x, z) ∈MatF((∂)), we have
Resz A(x, z)∂
−1 ◦B(x,−z)T =
m+n−1∑
i,j=0
((−x)i
i!
A(x, ∂)∂i+j ◦B(x, ∂)∗ ◦
xj
j!
)
−
. (5.3)
Proof. Equation (3.7) holds for every matrix pseudodifferential operators A(x, ∂), B(x, ∂). In par-
ticular, for “Laurent” differential operators A(x, ∂), B(x, ∂) ∈MatF [∂, ∂−1]. Let then set
A˜(x, z) = A(x, z)exz , B˜(x, z) = B(x, z)exz , (5.4)
so that
B˜(x,−z)T = e−xzB(x,−z)T . (5.5)
Note that, for pseudodifferential operatorsA and B, equations (5.4) and (5.5) do not make sense, as
they involve diverging series. For “Laurent” differential operators there are no divergence problems,
hence A˜(x, z), B˜(x, z) are well defined elements in MatF((z)). By inverting formulas (5.4) and
taking the corresponding (infinite order) pseudodifferential operators, we get
A(x, ∂) = A˜(x, z)e−xz
∣∣
z=∂
=
∞∑
i=0
(−x)i
i!
A˜(x, ∂)∂i ∈Math×k F((∂)) , (5.6)
and
B(x, ∂)∗ =
∣∣
z=∂
◦ exzB˜(x,−z)T =
∞∑
j=0
∂j ◦ B˜(x, ∂)∗
xj
j!
∈Matk×h′ F((∂)) . (5.7)
By (5.4), (5.5), (5.6) and (5.7), equation (3.7) gives
Resz A˜(x, z)∂
−1 ◦ B˜(x,−z)T =
∞∑
i,j=0
((−x)i
i!
A˜(x, ∂)∂i+j ◦ B˜(x, ∂)∗ ◦
xj
j!
)
−
. (5.8)
So far, we only proved equation (5.8) for A˜(x, z), B˜(x, z) of the form (5.4), with A(x, z), B(x, z)
Laurent polynomials in z. On the other hand, if the powers of z in A˜(x, z) and B˜(x, z) are bounded
from below by −m and −n respectively, only the coefficients of z≤n−1 in A˜(x, z), and of z≤m−1 in
B˜(x, z), give possibly non zero contribution to either side of equation (5.8). It follows that equation
(5.8) actually holds for every Laurent polynomials A˜(x, z), B˜(x, z), and therefore for every Laurent
series A˜(x, z), B˜(x, z) ∈ MatF((z)). Moreover, only the terms with i + j ≤ m + n − 1 give a
non-zero contribution to the RHS of (5.8). The claim follows. 
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As a consequence of equation (5.2) and Lemma 5.1, we can write the operator L˜(m,x, t, ∂),
defined in (5.1), in a form similar to [DSKV16b, Eq.(5.16)]. For this, introduce the matrices
W˜12(m,x, t, ∂) =
(
W˜ab(m,x, t, ∂)
)
1≤a≤r1
r1<b≤r
, W˜21(m,x, t, ∂) =
(
W˜ab(m,x, t, ∂)
)
r1<a≤r
1≤b≤r1
, (5.9)
where
W˜ab(m,x, t, ∂) =
pb−1∑
j=0
j∑
i=0
(−x)i
i!
Q+ab;j−i+1(m,x, t)∂
j if 1 ≤ a ≤ r1, r1 < b ≤ r , (5.10)
and
W˜ab(m,x, t, ∂) = −
pa−1∑
j=0
j∑
i=0
(−∂)j ◦Q−ba;j−i+1(m,x, t)
(−x)i
i!
if r1 < a ≤ r, 1 ≤ b ≤ r1 . (5.11)
Notice that these are differential operators of order bounded from above by min{pa, pb} − 1, as in
[DSKV16b, Eq.(5.5)]. By the definition (5.1) of the operator L˜(m,x, t, ∂), equation (4.21) and the
expansion (4.8), we have
L˜(m,x, t, ∂) = Q+
11
(m,x, t, ∂)∂p1 ◦Q+
11
(m,x, t, ∂)−1
= 1r1∂
p1 + terms of oder < p1 .
Moreover, by (5.10) and (5.11), the matrix
W˜12(m,x, t, ∂)
( r∑
a=r1+1
Eaa∂
−pa
)
◦ W˜21(m,x, t, ∂)
is a pseudodifferential operator of order strictly less than p1. Set then
W˜11(m,x, t, ∂) = L˜(m,x, t, ∂)+ − 1r1∂
p1 +
(
W˜12(m,x, t, ∂)
( r∑
a=r1+1
Eaa∂
−pa
)
◦ W˜21(m,x, t, ∂)
)
+
,
(5.12)
which is an r1 × r1-matrix differential operator of order bounded from above by p1 − 1, as in
[DSKV16b, Eq.(5.5)].
Theorem 5.2. The operator L˜(m,x, t, ∂) defined in (5.1) has the following form
L˜(m,x, t, ∂) = 1r1∂
p1 + W˜11(m,x, t, ∂)− W˜12(m,x, t, ∂) ◦
( r∑
a=r1+1
Eaa∂
−pa
)
◦ W˜21(m,x, t, ∂) ,
(5.13)
where the matrices W˜12(m,x, t, ∂) ∈ Matr1×(r−r1) F [∂], W˜21(m,x, t, ∂) ∈ Mat(r−r1)×r1 F [∂], and
W˜11(m,x, t, ∂) ∈Matr1×r1 F [∂], are as in (5.9)–(5.12).
Proof. In order to prove equation (5.13), we would like to apply Lemma 5.1 to rewrite equation
(5.2). Note, though, that equation (5.3) cannot be applied directly in the RHS of (5.2), since
Q±
12
(m,x, t, z) are formal power series in z−1, and not Laurent series in z, as required by Lemma
5.1. In order to apply Lemma 5.1 we therefore replace z by z−1 by using the obvious identity
Resz f(z) = Resz z
−2f(z−1) .
Hence, equation (5.2) becomes
L˜(m,x, t, ∂)− = −Resz Q
+
12
(m,x, t, z−1)
( r∑
a=r1+1
z−pa−2Eaa
)
∂−1 ◦Q−
12
(m,x, t,−z−1)T .
We then apply Lemma 5.1 with (r1 + 1 ≤ a ≤ r)
A(x, z) = Q+
12
(m,x, t, z−1)z−pa−2Eaa ∈Matr1×(r−r1) V [[z]]z
−pa−1
and
B(x, z) = Q−
12
(m,x, t, z−1) ∈Matr1×(r−r1) V [[z]]z .
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(Here we are using expansions (4.8).) As a result, we get
L˜(m,x, t, ∂)− = −
r∑
a=r1+1
pa−1∑
i,j=0
( (−x)i
i!
Q+
12
(m,x, t, ∂−1) ◦Eaa∂
i+j−pa−2 ◦Q−
12
(m,x, t, ∂−1)∗
xj
j!
)
−
.
(5.14)
By expansions (4.8), equation (5.14) becomes
L˜(m,x, t, ∂)−
= −
r∑
a=r1+1
pa−1∑
i,j=0
pa∑
h,k=1
((−x)i
i!
Q+
12;h(m,x, t)Eaa∂
i+j+h+k−pa−2 ◦ (−1)kQ−
12;k(m,x, t)
T x
j
j!
)
−
.
(5.15)
Recalling definition (5.9) of the matrices W˜12(m,x, t, ∂) and W˜21(m,x, t, ∂), we can rewrite equa-
tion (5.15) as
L˜(m,x, t, ∂)− = −
(
W˜12(m,x, t, ∂)
( r∑
a=r1+1
Eaa∂
−pa
)
◦ W˜21(m,x, t, ∂)
)
−
. (5.16)
Combining (5.16) and (5.12), we finally get equation (5.13), completing the proof. 
Next, we use the evolution equation (4.24) for the operators La(m,x, t, ∂), a = 1, . . . , r1, to
derive an evolution equation for the Lax operator (5.1). For this, we need to set
t
(a)
j = tj for all a = 1, . . . , r1 . (5.17)
In other words, we let t = (tj)j∈Z>0 , and
L˜(m,x, t, ∂) := L˜(m,x, t, ∂)
∣∣
t(a)=t ∀a=1,...,r1
. (5.18)
Theorem 5.3. The operator L˜(m,x, t, ∂) defined by (5.18) and (5.1) evolves according to the Lax
equations
∂L˜
∂tj
(m,x, t, ∂) =
[(
L˜(m,x, t, ∂)
j
p1
)
+
, L˜(m,x, t, ∂)] , j ∈ Z≥1 . (5.19)
Proof. By equations (5.1) and (4.22), we immediately have
L˜(m,x, t, ∂)
j
p1 =
r1∑
a=1
La(m,x, t, ∂)
j , j ∈ Z≥1 . (5.20)
Moreover, since both ∂
∂t
(b)
j
and the adjoint action of
(
Lb(m,x, t, ∂)
j
)
+
are derivations of the product
of pseudodifferential operators, we immediately get from (4.24) that
∂(La)
n
∂t
(b)
j
(m,x, t, ∂) = [(Lb(m,x, t, ∂)
j)+, (La)
n(m,x, t, ∂)] , n ∈ Z≥0, j ∈ Z≥1 . (5.21)
Hence, setting (5.17), we can use equations (5.20) and (5.21) to get
∂L˜
∂tj
(m,x, t, ∂) =
r1∑
b=1
∂L˜
∂t
(b)
j
(m,x, t, ∂) =
r1∑
a,b=1
∂(La)
p1
∂t
(b)
j
(m,x, t, ∂)
=
r1∑
a,b=1
[(Lb(m,x, t, ∂)
j)+, (La)
p1(m,x, t, ∂)]
= [(L˜(m,x, t, ∂)
j
p1 )+, L˜(m,x, t, ∂)] .

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6. The W-algebra Lax operator for W(glN , p) and the associated integrable
Hamiltonian hierarchy
In the present section we briefly review the theory of classical W-algebras, the construction
of the Lax operator L(∂) for the W-algebra W(glN , p), and the associated integrable hierarchy
of Hamiltonian equations in Lax form. The interested reader is referred to [BDSK09, DSKV13,
DSKV16a, DSKV16b, DSKV16c, DSKV18].
6.1. Poisson vertex algebras and integrable Hamiltonian equations. Recall from [BDSK09]
that a Poisson vertex algebra (PVA) is a differential algebra, i.e. a unital commutative as-
sociative algebra with a derivation ∂, endowed with a λ-bracket, i.e. a bilinear (over C) map
{· λ ·} : V × V → V [λ], satisfying the following axioms (a, b, c ∈ V):
(i) sesquilinearity: {∂aλb} = −λ{aλb}, {aλ∂b} = (λ+ ∂){aλb};
(ii) skewsymmetry: {bλa} = −{a−λ−∂b}, where ∂ in the RHS is moved to the left and acts on
the coefficients;
(iii) Jacobi identity: {aλ{bµc}} − {bµ{aλc}} = {{aλb}λ+µc}.
(iv) left Leibniz rule: {aλbc} = {aλb}c+ {aλc}b.
Applying skewsymmetry to the left Leibniz rule we get
(v) right Leibniz rule: {abλc} = {aλ+∂c}→b + {bλ+∂c}→a, where → means that ∂ is moved to
the right.
For example, given a Lie algebra g with a symmetric invariant bilinear form (· | ·), we have the
corresponding classical affine PVA. It is defined as the algebra V(g) = S(C[∂]g) of differential
polynomials over g, with the PVA λ-bracket given by
{aλb} = [a, b] + (a|b)λ for a, b ∈ g , (6.1)
and extended to V(g) by the sesquilinearity axiom and the Leibniz rules.
As usual, we denote by
∫
: V → V/∂V the canonical quotient map of vector spaces. Recall
that, if V is a Poisson vertex algebra, then V/∂V carries a well defined Lie algebra structure given
by {
∫
f,
∫
g} =
∫
{fλg}|λ=0, and we have a representation of the Lie algebra V/∂V on V given
by {
∫
f, g} = {fλg}|λ=0. A Hamiltonian equation on V associated to a Hamiltonian functional∫
h ∈ V/∂V is the evolution equation
du
dt
= {
∫
h, u} , u ∈ V . (6.2)
The minimal requirement for integrability is to have an infinite collection of linearly independent
integrals of motion in involution:∫
h0 =
∫
h,
∫
h1,
∫
h2, . . . s.t. {
∫
hi,
∫
hj} = 0 for all i, j ≥ 0 .
In this case, we have the integrable hierarchy of Hamiltonian equations
du
dtj
= {
∫
hj, u} , j ∈ Z≥0 . (6.3)
6.2. Classical W-algebras. Let g be a reductive Lie algebra, with a non-degenerate invariant
symmetric bilinear form (· | ·), and consider the classical affine PVA V(g) with λ-bracket defined
by (6.1). Given an sl2-tirple (e, f, χ) in g, such that [e, f ] = χ, [χ, e] = e, [χ, f ] = −f , we have the
corresponding Dynkin grading of g, namely the adχ-eigenspace decomposition
g =
⊕
k∈ 12Z
gk , gk =
{
a ∈ g
∣∣ [χ, a] = ka} . (6.4)
It is well known that this grading depends, up to conjugation, only on the adjoint orbit of f .
For a subspace p ⊂ g, we will denote by V(p) the differential subalgebra S(C[∂]p) of V(g).
Consider the differential subalgebra V(g≤ 12 ) of V(g), and denote by ρ : V(g) ։ V(g≤
1
2
), the
differential algebra homomorphism defined on generators by
ρ(a) = π≤ 12 (a) + (f |a), a ∈ g , (6.5)
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where π≤ 12 : g → g≤
1
2
(
:=
⊕
k≤ 12
gk
)
denotes the projection with kernel g≥1. The classical
W-algebra W(g, f) is, by definition, the differential algebra
W(g, f) =
{
w ∈ V(g≤ 12 )
∣∣ ρ{aλw} = 0 for all a ∈ g≥ 12 } , (6.6)
endowed with the following PVA λ-bracket [DSKV13, Lemma 3.2]
{vλw}
W = ρ{vλw}, v, w ∈ W . (6.7)
We can describe explicitly the classical W-algebra as an algebra of differential polynomials.
For this, fix a subspace U ⊂ g≥− 12 complementary to [f, g≥
1
2
] and compatible with the grading
(6.4). Obviously, the orthogonal complement of [f, g≥ 12 ] in g≥−
1
2
w.r.t. the bilinear form (· | ·) is
gf ⊂ g≤ 12 , the centralizer of f in g. Hence, we have the “dual” direct sum decompositions [DSKV18,
Eq.(3.6)-(3.7)]
g≥− 12
= [f, g≥ 12 ]⊕ U , g≤
1
2
= U⊥ ⊕ gf . (6.8)
As a consequence, we have the decomposition in a direct sum of subspaces
V(g≤ 12 ) = V(g
f)⊕ 〈U⊥〉 , (6.9)
where 〈U⊥〉 is the differential algebra ideal of V(g≤ 12 ) generated by U
⊥. Let πgf : V(g≤ 12 )։ V(g
f )
be the canonical quotient map, with kernel 〈U⊥〉.
Theorem 6.1 ([DSKV16c, Cor.4.1]). The map πgf restricts to a differential algebra isomorphism
π := πgf |W(g,f) : W(g, f)
∼
−→ V(gf ) ,
hence we have the inverse differential algebra isomorphism
w : V(gf)
∼
−→ W(g, f) ,
which associates to every element q ∈ gf the (unique) element w(q) ∈ W of the form w(q) = q+ r,
with r ∈ 〈U⊥〉.
6.3. Generators for the classical W-algebra W(glN , p). Consider the Lie algebra g = glN ,
with the trace form (a, b) = tr(ab). Associated to the partition p = (p1, . . . , pr) of N , is the index
set of cardinality N
I =
{
(a, i) with 1 ≤ a ≤ r, 1 ≤ i ≤ pa
}
, (6.10)
which we order lexicographically. We then let V be the vector space with basis {eα}α∈I , and we
identify glN = gl(V ). Let f ∈ glN be the nilpotent element in Jordan form associated to the
partition p, i.e.
f(e(a,i)) = e(a,i+1) for i < pa , and f(e(a,pa)) = 0 . (6.11)
Let also χ ∈ glN be the diagonal matrix with eigenvalues
χ(a,i) =
pa + 1
2
− i ∈
1
2
Z . (6.12)
Note that the adjoint action of χ defines a Dynkin grading (6.4) of g. We then consider the
corresponding classical W-algebra (6.6), which we denote W(glN , p).
By [DSKV16b, Prop.5.2], the following elements form a basis for gf , the centralizer of f in g,
fab;i =
i∑
j=0
E(a,pa+j−i),(b,j+1) , 1 ≤ a, b ≤ r, 0 ≤ i ≤ min{pa, pb} − 1 , (6.13)
where Eα,β , α, β ∈ I, denote the standard matrices: Eα,β(eγ) = δβ,γeα. Moreover, by [DSKV16b,
Prop.5.1] the following is a subspace of g complementary to [f, g]:
U = Span
{
E(b,1),(a,pa−i)
∣∣ 1 ≤ a, b ≤ r, 0 ≤ i ≤ min{pa, pb} − 1} . (6.14)
Equivalently, it is a subspace of g≥− 12 complementary to [f, g≥
1
2
], and it is obviously compatible
with the grading (6.4). In fact, the basis (6.13) of gf and (6.14) of U are dual to each other:( i∑
j=0
E(a,pa+j−i),(b,j+1)
∣∣∣E(b′,1),(a′,pa′−i′)) = δa,a′δb,b′δi,i′ .
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With this choice, Theorem 6.1, provides a differential algebra isomorphismw : V(gf )
∼
−→W(glN , p),
and we get a set of generators for the W-algebra, viewed as an algebra of differential polynomials,
corresponding to the basis (6.13) of gf :
wab;k = w(fab;k) ∈ W (glN , p) . (6.15)
6.4. The Lax operator for W(glN , p) and associated integrable Hamiltonian hierarchy.
Following [DSKV16b], we encode all the W-algebra generators (6.15) into the r × r-matrix differ-
ential operator
W (∂) =
(min{pa,pb}−1∑
i=0
wba;i(−∂)
i
)r
a,b=1
∈Matr×rW(glN , p)[∂] , (6.16)
which we write in block form, cf. (4.7),
W (∂) =
(
W11(∂) W12(∂)
W21(∂) W22(∂)
)
, (6.17)
with blocks of sizes r1 × r1, r1 × (r − r1), (r − r1) × r1 and (r − r1) × (r − r1). By [DSKV16b,
Eq.(5.16)], the Lax operator L(∂) ∈Matr1×r1 W(glN , p)((∂
−1)) is obtained as the quasideterminant
of the matrix −(−∂)p +W (∂) w.r.t. the first r1 rows and columns, where
(−∂)p :=
r∑
a=1
Eaa(−∂)
pa . (6.18)
Explicitly,
L(∂) = −1r1(−∂)
p1 +W11(∂)−W12(∂) ◦
(
− (−∂)q +W22(∂)
)−1
◦W21(∂) , (6.19)
where q is obtained from the partition p by removing the r1 parts of maximal size p1, so that
(−∂)q =
r∑
a=r1+1
Eaa(−∂)
pa . (6.20)
Theorem 6.2 ([DSKV16b, Sec.6.4]). Given a partition p of N , consider the r1 × r1-matrix pseu-
dodifferential operator L(∂) ∈ Matr1×r1 W(glN , p)((∂
−1)) defined by (6.19), and let L(∂)
1
p1 be an
arbitrary p1-root of L(∂). The local functionals∫
hj =
p1
j
∫
Res∂ tr
(
L(∂)
j
p1
)
∈ W(glN , p) , j ∈ Z≥1 , (6.21)
are in involution w.r.t. the W-algebra λ-bracket:{∫
hi,
∫
hj
}W
= 0 for all i, j ∈ Z≥1 .
Hence, we have the corresponding integrable hierarchy of Hamiltonian equations
∂w
∂tj
=
{∫
hj , w}
W for all j ∈ Z≥1 . (6.22)
Furthermore, the hierarchy (6.22) implies the hierarchy of Lax equations for L(∂):
∂L(∂)
∂tj
=
[(
L(∂)
j
p1
)
+
,L(∂)] , j ∈ Z≥1 . (6.23)
Proof. By [DSKV16b, Thm.4.6], the matrix pseudodifferential operator L(∂) is of Adler type w.r.t.
the W-algebra λ-bracket. Then, the claim is a special case of [DSKV16a, Thm.5.1]. 
The main goal of the present paper is to construct tau-functions of the Hamiltonian hierarchy
(6.22), which are exhibited in Theorem 7.1 below.
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7. Tau-functions for the Hamiltonian hierarchy associated to W(glN , p)
Theorem 5.3 provides tau-function solutions L˜(m,x, t, ∂) to the hierarchy of Lax equations
(5.19). On the other hand, according to Theorem 6.2, a solution to the Hamiltonian hierarchy
(6.22) automatically provides a solution to the hierarchy of Lax equations (6.23) (which is the
same as (5.19)). It is therefore natural to ask whether the matrix W˜ (m,x, t, ∂) constructed in
Section 5 also solves the “full” Hamiltonian hierarchy (6.22). This is essentially true, and it is the
content of Theorem 7.1 below, which is the main result of the paper.
Unfortunately, the forms of the operator L˜(m,x, t, ∂) in (5.13) and of the operator L(∂) in (6.19)
do not quite match, due to a different choice of signs (this is the reason for the tilde-notation).
To pass from (5.13) to (6.19) we need to change the sign of ∂ and of L. On the other hand, if,
after these changes of signs, we want that the Lax equations (5.19) and (6.23) correspond to each
other, we need to change sign of the space variable x and multiply the time variables tj by a factor
(−1)
j
p1 ((−1)
1
p1 being an arbitrary p1-root of −1). So we let
L(m,x, t, ∂) = −L˜(m,−x, t˜,−∂) were t˜ = ((−1)
j
p1 tj)j∈Z>0 . (7.1)
Equation (5.13) then can be rewritten as
L(m,x, t, ∂) = −1r1(−∂)
p1 +W11(m,x, t, ∂) +W12(m,x, t, ∂) ◦ (−∂)
−q ◦W21(m,x, t, ∂) , (7.2)
where
Wab(m,x, t, ∂) = −W˜ab(m,−x, t˜,−∂) for (a, b) 6= (2,2) . (7.3)
Note that (7.2) has the same form as (6.19), if we set
W22(m,x, t, ∂) = 0 . (7.4)
Recalling (5.10), (5.11) and (5.12), we can find explicit formulas for the matrix entries of
W (m,x, t, ∂) in terms of the wave operators Q±(m,x, t, ∂) constructed in Section 4. Let, as
in (6.16)-(6.17),
W (m,x, t, ∂) =
(
Wab(m,x, t, ∂)
)
a,b∈{1,2}
=
(min{pa,pb}−1∑
i=0
wba;i(m,x, t) (−∂)
i
)
1≤a,b≤r
, (7.5)
with coefficients wba;i(m,x, t) ∈ F . By (7.3) with a = 1, b = 2, and by (5.10), we get
pb−1∑
j=0
wba;j(m,x, t) (−∂)
j = −
pb−1∑
j=0
j∑
i=0
xi
i!
Q+ab;j−i+1(m,−x, t˜)(−∂)
j , for 1 ≤ a ≤ r1, r1 ≤ b ≤ r ,
(7.6)
or, equivalently,
wba;j(m,x, t) = −
j∑
i=0
xi
i!
Q+ab;j−i+1(m,−x, t˜) , for 1 ≤ a ≤ r1, r1 ≤ b ≤ r, 0 ≤ j ≤ pb − 1 , (7.7)
where the RHS is evaluated at the times t as in (5.17) and (7.1). Similarly, by (7.3) with a = 2,
b = 1, and by (5.11), we get
pa−1∑
j=0
wba;j(m,x, t) (−∂)
j =
pa−1∑
j=0
j∑
i=0
∂j ◦Q−ba;j−i+1(m,−x, t˜)
xi
i!
, for r1 < a ≤ r, 1 ≤ b ≤ r1 ,
(7.8)
from which the coefficients wba;j(m,x, t) ∈ F , with r1 < a ≤ r, 1 ≤ b ≤ r1, 0 ≤ j ≤ pa − 1, can
be easily computed by expanding the RHS. Next, if we combine (7.3) with a = b = 1 with (5.12)
and (7.1), we just end up with equation (7.2). In order to get formulas for the remaining functions
wba;j(m,x, t) ∈ F , with 1 ≤ a, b ≤ r1 and 0 ≤ j ≤ p1 − 1, we need to use equations (4.21) and
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(5.1). As a result, we get( p1−1∑
j=0
wba;j(m,x, t) (−∂)
j
)r1
a,b=1
=W11(m,x, t, ∂) = −W˜11(m,−x, t˜,−∂)
= −L˜(m,−x, t˜,−∂)+ + 1r1(−∂)
p1 −
(
W˜12(m,−x, t˜,−∂) ◦ (−∂)
−q ◦ W˜21(m,−x, t˜,−∂)
)
+
= −
(
Q+
11
(m,−x, t˜,−∂) ◦ 1r1(−∂)
p1 ◦Q+
11
(m,−x, t˜,−∂)−1
)
+
+ 1r1(−∂)
p1 −
(
W12(m,x, t, ∂) ◦ (−∂)
−q ◦W21(m,x, t, ∂)
)
+
,
(7.9)
from which the coefficients wba;j(m,x, t) ∈ F , with 1 ≤ a, b ≤ r1, 0 ≤ j ≤ p1 − 1, can be explicitly
derived, by computing the matrix entries in the RHS and expanding them as differential operators.
Finally, recalling (7.4), we set
wba;j(m,x, t) = 0 , for r1 ≤ a, b ≤ r, 0 ≤ j ≤ min{pa, pb} − 1 . (7.10)
We can now state the first main result of the paper.
Theorem 7.1. Let k ∈ Z and m ∈ Zr be such that |m| = k. Let ~τ (t) = {τm(t)}|m|=k be a
tau-function of the p-KdV hierarchy such that τm(t) 6= 0. Then the functions wba;j(m,x, t) ∈ F ,
1 ≤ a, b ≤ r, 0 ≤ j ≤ min{pa, pb} − 1, defined by (7.7), (7.8), (7.9) and (7.10), form a solution of
the integrable hierarchy (6.22) associated to the classical W-algebra W(glN , p).
The remainder of the paper is devoted to the proof of Theorem 7.1. First, we observe, in
Section 8, that the operator L(m,x, t, ∂) ∈ Matr1×r1 F((∂
−1)) associated by equation (7.2) to the
functions wba;j(m,x, t) ∈ F , 1 ≤ a, b ≤ r, 0 ≤ j ≤ min{pa, pb} − 1, indeed solves the hierarchy
of Lax equations (6.23). This unfortunately does not suffice to prove Theorem 7.1, as the Lax
equations (6.23) are implied by the hierarchy of Hamiltonian equations (6.22), but a priori (6.23)
does not imply (6.22). Only in Section 12 we will prove that, in fact, the Lax equations (6.23)
do indeed imply the full hierarchy of Hamiltonian equations (6.22), see Theorem 12.1 below. In
order to prove this fact, a key point is the observation that, along the Hamiltonian flow (6.22), the
submatrixW22(∂) does not evolve. This fact will be proved in Corollary 11.5 in Section 11. Before
stating and proving the crucial point, that W22(∂) does not evolve, we shall review in Section 9
some notation and preliminary results on the classicalW-algebraW(glN , p), and we will provide in
Section 10 a new, algorithmic way, to construct the generator matrix W (∂) ∈ Matr×rW(glN , p)[∂]
defined in (6.16), see Corollary 10.10 below. The proof of Corollary 11.5, i.e. that W22(∂) does
not evolve, will be then based on this algorithmic construction of the matrix W (∂).
8. Tau-function solutions for the Lax equations (6.23)
Proposition 8.1. Let k ∈ Z, m ∈ Zr and ~τ (t) be as in Theorem 7.1. Consider the functions
wba;j(m,x, t) ∈ F , 1 ≤ a, b ≤ r, 0 ≤ j ≤ min{pa, pb} − 1, defined by (7.7), (7.8), (7.9) and (7.10).
Then the matrix pseudodifferential operator L(m,x, t, ∂) ∈Matr1×r1 F((∂
−1)) given by (7.2) (with
the notation (7.5)) solves the hierarchy of Lax equations (6.23).
Proof. By the constructions of Section 7, equation (7.1) holds. The claim is then an immediate
consequence of Theorem 5.3. 
9. Some preliminaries on PVA’s and W-algebras
9.1. Notational conventions. Given a finite-dimensional vector space V , consider the associative
algebra EndV , the Lie algebra g = gl(V ), and the classical affine PVA V(g) defined by (6.1). Even
though the two spaces gl(V ) and EndV are canonically identified, we will keep them distinct.
For this, we shall usually denote the elements of the Lie algebra g by lowercase letters a, b, . . . ,
and the same elements, viewed as elements of the associative algebra EndV , by the corresponding
uppercase letters A,B, . . . . Also, we shall usually drop the tensor product sign for the elements of
V(g)⊗ EndV ; hence, for example, aB will denote the monomial of V(g)⊗ EndV , with a ∈ gl(V )
and B ∈ EndV .
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A λ-bracket between an element in V(g) and element in V(g)⊗ EndV has to be interpreted as
{aλbC} = {aλb}C ∈ V(g)[λ]⊗ EndV ,
while a λ-bracket between two elements of V(g)⊗ EndV has to be interpreted as
{aBλcD} = {aλc}B ⊗D ∈ V(g)[λ] ⊗ EndV ⊗ EndV .
On V(g)((∂−1))⊗ EndV we also have a natural associative product, defined componentwise:
(a(∂)B)(c(∂)D) = (a(∂) ◦ c(∂)) (BD) ∈ V(g)((∂−1))⊗ EndV .
Similarly, we have a natural associative product, defined componentwise, on V(g)((∂−1))⊗EndV ⊗
EndV .
In Section 9.2, given an element A(∂) = a(∂)B ∈ V(g)((∂−1)) ⊗ EndV , we denote by A∗,1(∂)
its adjoint with respect to the first factor of the tensor product, i.e. A∗,1(∂) = a∗(∂)B.
9.2. Some PVA λ-bracket computations. Let {ui}i∈J be a basis of g compatible with the
grading (6.4), and let {ui}i∈J be the dual basis w.r.t. the trace form. According to the notational
convention described in Section 9.1, we let {Ui}i∈J and {U
i}i∈J be the same dual bases, viewed
as bases of the associative algebra EndV . Consider the matrix differential operator
A(∂) = 1V ∂ +
∑
i∈J
uiU
i ∈ V(g)[∂]⊗ EndV . (9.1)
Let also ΩV ∈ EndV ⊗EndV be the operator of permutation of the two factors: ΩV (u⊗v) = v⊗u,
u, v ∈ V . In terms of basis elements: ΩV =
∑
i∈J Ui⊗U
i. The operator A(∂) satisfies the following
Adler identity, see [DSKV18, Eq.(5.25)],
{A(z)λA(w)} = (1⊗A(w + λ+ ∂))(z − w − λ− ∂)
−1(A∗,1(λ− z)⊗ 1)ΩV
− ΩV (A(z)⊗ (z − w − λ− ∂)
−1A(w)) ∈ V(g)[λ]⊗ EndV ⊗ EndV .
(9.2)
Here the expression (z−w−λ− ∂)−1 is assumed to be expanded in negative powers of z (or of w,
since the RHS will be the same). The verification of (9.2) is a straightforward computation. The
LHS is obviously independent of z and w, hence the RHS is independent of z and w as well.
We shall need in Section 10 a formula for {A(z)λA
−1(w)}, where A−1(w) is the symbol of the
inverse of the operator (9.1) in V(g)((∂−1)) ⊗ EndV . Recall, from [DSKV18, Lem.2.3(g)] that, if
A(∂) and B(∂) are matrix pseudodifferential operators with coefficients in a PVA V and if B(∂) is
invertible, then
{A(z)λB
−1(w)} = −
(
1⊗B−1(w + λ+ ∂)
)
{A(z)λB(w + x)}
(
1⊗
∣∣
x=∂
B−1(w)
)
. (9.3)
Here and further we use the following notation: given a pseudodifferential operator a(∂) =∑N
n=−∞ an∂
n ∈ V((∂−1)) and elements b, c ∈ V , we let:
a(z + x)
(∣∣
x=∂
b)c =
N∑
n=−∞
an((z + ∂)
nb)c ∈ V , (9.4)
where in the RHS we expand, for negative n, in the domain of large z. As a consequence of the
Adler identity (9.2) and equation (9.3), we have (cf. [DSKV16b, Eq.(A.1)])
{A(z)λA
−1(w)} = ΩV
(
A−1(w + λ+ ∂)A(z)⊗ 1V
)
(z − w − λ)−1
− (z − w − λ− ∂)−1
(
A∗,1(λ − z)A−1(w)⊗ 1V
)
ΩV .
(9.5)
9.3. Some formulas for the classical W-algebras. Consider the classical affine W-algebra
W(g, f) defined by (6.6)-(6.7). Recall from [DSKV13, Lem.3.1(b),Cor.3.3(d)] that, for a ∈ g≥ 12
and g ∈ V(g), we have
ρ{aλρ(g)} = ρ{aλg} , (9.6)
while for g, h ∈ V(g) such that ρ(g), ρ(h) ∈ W , we have
{ρ(g)λρ(h)}
W = ρ{gλh} . (9.7)
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9.4. Notation for glN . Fix, as in the previous sections, a partition p = (p1, . . . , pr) of N , with
p1 ≥ · · · ≥ pr > 0, p1 + · · · + pr = N . Let I be the corresponding index set (6.10) of cardinality
N , and let V be the vector space with basis {eα}α∈I . We depict the basis elements eα, α ∈ I, as
the boxes of a symmetric, with respect to the y-axis, pyramid, with r rows of length, from bottom
to top, p1, . . . , pr. For example, for the partition p = (4, 4, 4, 2, 1, 1) of N = 16, the corresponding
pyramid is
. . . (1,2)(1,1)
(6,1)
✲
x0 1-1
1
2
3
2
−
1
2
−
3
2
V−,1
V−,2
V−,3
V+,1
V+,2
V+,3
✛
F
✲
FT
Figure 1.
According to this pictorial description, the basis elements e(a,h), (a, h) ∈ I, are labeled by the row
index a, counting from bottom to top, and the column index h, counting from right to left. In
particular, the x coordinate of the center of the box e(a,h) is χ(a,h) as in (6.12). Let r1 be the
number of rows of the pyramid of maximal length p1, r2 the number of rows of second maximal
length, and so on, up to rs, the number or rows of minimal length. We also let
R0 = 0 and Ri = r1 + · · ·+ ri for 1 ≤ i ≤ s . (9.8)
In particular, Rs = r. Note that the pyramid attached to p consists of s rectangles, of sizes pRi×ri,
i = 1, . . . , s. In the example of Figure 1, we have s = 3, r1 = 3, r2 = 1, r3 = 2, R1 = 3, R2 = 4
and R3 = 6 = r.
According to the notational convention described in Section 9.1, we denote by f ∈ g = gl(V )
the nilpotent element (6.11) of shift to the left, and by F ∈ EndV the same endomorphism, when
viewed as an element of the associative algebra EndV . We also let FT ∈ EndV be the shift to the
right, and X ∈ EndV be the diagonalizable operator with eigenvalues (6.12); in formulas
F (e(a,h)) =
{
e(a,h+1) if h < pa
0 if h = pa
, FT (e(a,h)) =
{
0 if h = 1
e(a,h−1) if h > 1
, X(e(a,h)) = χ(a,h)e(a,h) .
(9.9)
Recall the adχ-eigenspace decomposition (6.4) of g. Analogously, we have the X-eigenspace de-
composition of the vector space V :
V =
⊕
k∈ 12Z
V [k] , V [k] =
{
v ∈ V
∣∣X(v) = kv} , (9.10)
and the corresponding adX-eigenspace decomposition of EndV :
EndV =
⊕
k∈ 12Z
(EndV )[k] , (EndV )[k] =
{
A ∈ g
∣∣ [X,A] = kA} . (9.11)
With a slight abuse of terminology, we shall say that an element A ∈ (EndV )[≥ k] has adX-
eigenvalue greater than or equal to k, similarly for the elements of (EndV )[≤ k]. In the pictorial
description of Figure 1, the endomorphisms in EndV of positive adX eigenvalue move the blocks
of the diagram to the right, while the endomorphisms of negative adX eigenvalue move them to
the left.
Let V+ = ker(F
T ) and V− = ker(F ), which are spanned, respectively, by the rightmost and
leftmost boxes of the pyramid. In particular dim(V−) = dim(V+) = r. They decompose as
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V± =
⊕s
i=1 V±,i, where V±,i is the ri-dimensional vector space spanned by the right/leftmost
boxes in the i-th rectangle, counting from bottom to top (see Figure 1):
V+,i = Span
{
e(a,1)
}
Ri−1<a≤Ri
, V−,i = Span
{
e(a,pa)
}
Ri−1<a≤Ri
. (9.12)
9.5. The matrix differential operatorsW (∂) and Z(∂). Recall the matrix differential operator
W (∂) defined in (6.16). Once we fix the bases (9.12) of V±, we can identify V+ ≃ V− ≃ C
r, and
hence
Hom(V−, V+) ≃Matr×r C . (9.13)
Under this identification, (6.18) becomes
(−∂)p :=
r∑
a=1
E(a,1)(a,pa)(−∂)
pa , (9.14)
while (6.16) becomes the following differential operator
W (∂) =
r∑
a,b=1
min{pa,pb}−1∑
i=0
wba;i(−∂)
iE(a,1),(b,pb) ∈ W(glN , p)[∂]⊗Hom(V−, V+) . (9.15)
It is a matrix differential operator encoding all W-algebra generators (6.15). We have W (∂) =
w(Z(∂)) and Z(∂) = π(W (∂)), where w and π are the differential algebra isomorphisms between
W(glN , p) and V(g
f ) given by Theorem 6.1 (associated to the complementary subspace (6.14) of
[f, g]), and Z(∂) is the following differential operator, encoding the gf -basis (6.13):
Z(∂) =
r∑
a,b=1
min{pa,pb}−1∑
i=0
fba;i(−∂)
iE(a,1),(b,pb) ∈ V(g
f )[∂]⊗Hom(V−, V+) . (9.16)
9.6. The “identity” notation. Let U ⊂ V be a subspace of V , and assume that there is “natural”
splitting V = U ⊕ U ′. (Usually, U is spanned by some basis elements {eα}α∈I0 , for some subset
I0 ⊂ I; in this case U
′ is the span of the remaining basis elements {eα}α∈I\I0 .) We shall denote,
with an abuse of notation, by 1U both the identity map U
∼
−→ U , the inclusion map U →֒ V , and
the projection map (with kernel U ′) V ։ U ; the correct meaning of 1U should be clear from the
context. Likewise, if we further have a subspace U1 ⊂ U with a “natural” splitting U = U1 ⊕ U
′
1,
the same symbol 1U1 can mean not only the three maps identity U1
∼
−→ U1, inclusion U1 →֒ V ,
and projection (with kernel U ′1 ⊕ U
′) V ։ U1, but also the inclusion U1 →֒ U , and the projection
(with kernel U ′1) U ։ U1; again, the correct meaning of 1U1 should be clear from the context. For
example, V± ⊂ V come with the natural splittings
V = V+ ⊕ FV = V− ⊕ F
TV , (9.17)
and, with the notation described above, we have the obvious identities
FFT = 1V − 1V+ = 1FV and F
TF = 1V − 1V− = 1FTV . (9.18)
9.7. Generalized quasi-determinants and the Lax operator L(∂). Let R be a unital as-
sociative algebra and let V be a finite-dimensional vector space, with direct sum decompositions
V = U⊕U ′ =W ⊕W ′. Assume that A ∈ R⊗End(V ) is invertible. Then, according to [DSKV16a,
Prop.4.2], 1WA
−1
1U ∈ R⊗Hom(U,W ) is invertible (with inverse in R⊗Hom(W,U)) if and only
if 1U ′A1W ′ ∈ R⊗Hom(W
′, U ′) is invertible (with inverse in R⊗Hom(U ′,W ′)), and, in this case,
we have
|A|U,W := (1WA
−1
1U )
−1 = 1UA1W −1UA1W ′(1U ′A1W ′ )
−1
1U ′A1W ∈ R⊗Hom(W,U) , (9.19)
which is called the (generalized) quasideterminant of A w.r.t. U andW , cf. [GGRW05, DSKV16a].
Recall also that, given direct sum decompositions U = U1 ⊕ U
′
1 and W = W1 ⊕W
′
1, we have the
following hereditary property of quasideterminants:∣∣|A|U,W ∣∣U1,W1 = |A|U1,W1 , (9.20)
provided that all quasideterminants exist.
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9.8. The Lax operator L(∂) as a quasideterminant. If we apply the map ρ(= ρ⊗1), defined
in (6.5), to the matrix differential operator A(∂), defined in (9.1), we get
ρA(∂) = 1V ∂ + F +
∑
i∈J
≤ 1
2
uiU
i ∈ V(g≤ 12 )[∂]⊗ End(V ) , (9.21)
where ui, i ∈ J≤ 12 , are the basis elements of adχ-eigenvalue less than or equal to
1
2 .
Consider the spaces V±,1 ⊂ V defined in Section 9.4. They are both r1-dimensional and, once
we fix their bases (9.12), we can identify V+,1 ≃ V−,1 ≃ C
r1 , and (cf. (9.13))
Hom(V−,1, V+,1) ≃ Matr1×r1 C . (9.22)
According to [DSKV16b, Thm.5.8], the matrix pseudodifferential operator L(∂), defined in (6.19),
can be obtained, under the identification (9.22), as the quasideterminant of ρA(∂) with respect to
V+,1 and V−,1:
L(∂) = |ρA(∂)|V+,1,V−,1 ∈ W(glN , p)((∂
−1))⊗Hom(V−,1, V+,1) . (9.23)
This result also follows from Proposition 10.8(b).
10. Algorithmic construction of the generator matrix W (∂)
10.1. The matrix T (∂).
Proposition 10.1. The following quasideterminant exists and it is a differential operator:
T (∂) = |ρA(∂)|V+,V− ∈ V(g≤ 12 )[∂]⊗Hom(V−, V+) . (10.1)
Moreover, if we expand it in the standard basis {E(a,1),(b,pb)}
r
a,b=1 of Hom(V−, V+) as T (∂) =∑r
a,b=1 ta,b(∂)E(a,1),(b,pb), then
tab(∂) = −δa,b(−∂)
pa +
(
order <
pa + pb
2
)
. (10.2)
Proof. By (9.21), ρA(∂) is a monic differential operator of order 1, hence its inverse can be com-
puted by geometric series expansion in V(g≤ 12 )((∂
−1))⊗EndV . In order to compute the quaside-
terminant (10.1), we use the RHS of equation (9.19):
T (∂) = 1V+ρA(∂)1V− − 1V+ρA(∂)1FTV (1FV ρA(∂)1FTV )
−1
1FV ρA(∂)1V− , (10.3)
and, for its existence, we need to prove that 1FV ρA(∂)1FT V is invertible. Let {Eαβ}α,β∈I , where
I is as in (6.10), be the standard basis of EndV w.r.t. the basis of V described in Section 9.4,
and, according to the notational convention described in Section 9.1, let {eαβ}α,β∈I be the same
collection of elements, viewed in V(g). In terms of these bases, (9.21) becomes, recalling (6.12),
ρA(∂) =
r∑
a=1
pa∑
i=1
E(a,i),(a,i)∂ +
r∑
a=1
pa−1∑
i=1
E(a,i+1),(a,i) +
r∑
a,b=1
∑
1≤i≤pa,1≤j≤pb(
j−i≥
pb−pa−1
2
) e(b,j),(a,i)E(a,i),(b,j) .
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Hence,
1V+ρA(∂)1V− =
∑
a | pa=1
E(a,1),(a,1)∂ +
r∑
a,b=1
e(b,pb),(a,1)E(a,1),(b,pb) ,
1V+ρA(∂)1FTV =
∑
a | pa>1
E(a,1),(a,1)∂ +
r∑
a,b=1
pb−1∑
j=1(
j≥
pb−pa+1
2
)e(b,j),(a,1)E(a,1),(b,j) ,
1FV ρA(∂)1V− =
∑
a | pa>1
E(a,pa),(a,pa)∂ +
r∑
a,b=1
pa∑
i=2(
i≤
pb+pa+1
2
)e(b,pb),(a,i)E(a,i),(b,pb) ,
1FV ρA(∂)1FT V = 1FV (F + 1V ∂ +
∑
i∈J
≤ 1
2
uiU
i)1FTV =
r∑
a=1
pa−1∑
i=1
E(a,i+1),(a,i)
+
r∑
a=1
pa−1∑
i=2
E(a,i),(a,i)∂ +
r∑
a,b=1
∑
2≤i≤pa,1≤j≤pb−1(
j−i≥
pb−pa−1
2
) e(b,j),(a,i)E(a,i),(b,j) .
(10.4)
Clearly, 1FV F1FTV ∈ Hom(F
TV, FV ) is invertible, with inverse
(1FV F1FTV )
−1 = 1FTV F
T
1FV =
r∑
a=1
pa−1∑
i=1
E(a,i),(a,i+1) ∈ Hom(FV, F
TV ) . (10.5)
Also, note that the differential operator
N(∂) := (1FV F1FTV )
−1
1FV (1V ∂ +
∑
i∈J
uiU
i)1FTV
=
r∑
a,b=1
∑
1≤i≤pa−1,1≤j≤pb−1(
j−i≥
pb−pa+1
2
)
(
δa,bδj,i+1∂ + e(b,j),(a,i+1)
)
E(a,i),(b,j) ∈ V(g≤ 12 )[∂]⊗ End(F
TV )
has strictly positive adX-eigenvalue, hence it is nilpotent. As a result, 1FV ρA(∂)1FTV is invertible,
and its inverse can be computed via a (finite) geometric series expansion,
(1FV ρA(∂)1FT V )
−1 =
∞∑
ℓ=0
(−1)ℓN(∂)ℓ(1FV F1FTV )
−1
=
∞∑
ℓ=0
(−1)ℓ
r∑
a0,...,aℓ=1
∑
i0<pa0 ,...,iℓ<paℓ(
ij−ij−1≥
paj
−paj−1
+1
2 ∀j
)
(
δa1,a0δi1,i0+1∂ + e(a1,i1),(a0,i0+1)
)
. . .
. . .
(
δaℓ,aℓ−1δiℓ,iℓ−1+1∂ + e(aℓ,iℓ),(aℓ−1,iℓ−1+1)
)
E(a0,i0),(aℓ,iℓ+1) .
(10.6)
Note that the above sum is finite since the conditions on i0, . . . , iℓ imply
iℓ − i0 ≥
paℓ − pa0 + ℓ
2
,
which becomes an empty condition for ℓ large enough. This proves, in particular, the existence
of the quasideterminant (10.1), which is the first claim of the proposition. Combining equations
(10.3), (10.4) and (10.6), we get
tab(∂) = δa,bδpa,1∂ + e(b,pb),(a,1)
−
∞∑
ℓ=0
(−1)ℓ
r∑
a0,...,aℓ=1
∑
Iℓ
(
δa,a0δi0,1∂ + e(a0,i0),(a,1)
)(
δa1,a0δi1,i0+1∂ + e(a1,i1),(a0,i0+1)
)
. . .
. . .
(
δaℓ,aℓ−1δiℓ,iℓ−1+1∂ + e(aℓ,iℓ),(aℓ−1,iℓ−1+1)
)(
δaℓ,bδiℓ+1,pb∂ + e(b,pb),(aℓ,iℓ+1)
)
,
(10.7)
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where Iℓ is the set of ℓ-tuples of positive integers (i0, . . . , iℓ) such that ij < paj for all j = 0, . . . , ℓ,
and
i0 ≥
pa0 − pa + 1
2
, ij − ij−1 ≥
paj − paj−1 + 1
2
∀ j = 1, . . . , ℓ , pb − iℓ ≥
pb − paℓ + 1
2
. (10.8)
The contribution to the coefficient of ∂n in (10.7) comes from the summands with ℓ + 2 ≥ n and
with at least n of the indices (aj , ij) such that aj = aj−1 and ij = ij−1 +1, j = 0, . . . , ℓ+1, where
we let (a−1, i−1) = (a, 0) and (aℓ+1, iℓ+1) = (b, pb). In this case, summing the remaining ℓ+ 2− n
inequalities in (10.8) we get
pb − n ≥
pb − pa + ℓ+ 2− n
2
.
This implies, in particular, that n ≤ pa+pb2 . Moreover, the contribution to the coefficient of ∂
n for
n = pa+pb2 can only come from the summand with ℓ + 2 = n and aj = a = b, ij = j + 1, for all
j = 0, . . . , ℓ = pa − 2, which gives −δa,b(−∂)
pa . This proves (10.2). 
Lemma 10.2. For every φ ∈ g, we have
{φλA(z)} = A(z + λ)Φ− ΦA(z) , (10.9)
where, according to the convention introduced in Section 9.1, Φ is the element φ ∈ g, viewed as an
element of EndV .
Proof. By the definition (6.1) of the λ-bracket on the classical affine PVA V(g) and the definition
(9.1) of the matrix differential operator A(∂), we have
{φλA(z)} =
∑
i∈J
{φλui}U
i =
∑
i∈J
(
[φ, ui] + (φ|ui)λ
)
U i =
∑
i∈J
ui[U
i,Φ] + Φλ = A(z + λ)Φ− ΦA(z) .

Lemma 10.3. We have
X(∂) := 1FTV (ρA)
−1(∂)1V+T (∂) ∈ V(g≤ 12 )[∂]⊗ (Hom(V−, F
TV ))
[
≥
1
2
]
, (10.10)
and
Y (∂) := T (∂)1V−(ρA)
−1(∂)1FV ∈ V(g≤ 12 )[∂]⊗ (Hom(FV, V+))
[
≥
1
2
]
, (10.11)
i.e., they are both differential operators of strictly positive adX-eigenvalues.
Proof. We start from the obvious identity 1V = ρA(∂)(ρA)
−1(∂). Recalling the splittings (9.17),
we get
0 = 1FV ρA(∂)(ρA)
−1(∂)1V+ = 1FV ρA(∂)(1V− + 1FTV )(ρA)
−1(∂)1V+
= 1FV ρA(∂)1V−(ρA)
−1(∂)1V+ + 1FV ρA(∂)1FT V (ρA)
−1(∂)1V+
= 1FV ρA(∂)1V−T (∂)
−1 + 1FV ρA(∂)1FT V (ρA)
−1(∂)1V+ .
Hence,
X(∂) = 1FTV (ρA)
−1(∂)1V+T (∂) = −(1FV ρA(∂)1FT V )
−1
1FV ρA(∂)1V− .
By (10.6), we have (1FV ρA(∂)1FTV )
−1 ∈ V(g≤ 12 )[∂]⊗ Hom(FV, F
TV )[≥ 1]. On the other hand,
we obviously have 1FV ρA(∂)1V−ρA(∂) ∈ V(g≤ 12 )[∂]⊗Hom(V−, FV )[≥ −
1
2 ]. Claim (10.10) follows.
Similarly, by the obvious identity 1V = (ρA)
−1(∂)ρA(∂) we have
0 = 1V−(ρA)
−1(∂)ρA(∂)1FT V = T (∂)
−1
1V+ρA(∂)1FTV + 1V−(ρA)
−1(∂)1FV ρA(∂)1FTV ,
from which we get
Y (∂) = T (∂)1V−(ρA)
−1(∂)1FV = −1V+ρA(∂)1FTV (1FV ρA(∂)1FTV )
−1 .
Claim (10.11) follows again by (10.6). 
Proposition 10.4. For every φ ∈ g≥ 12 , the following identity holds:
ρ{φλT (z)} = T (z + λ+ ∂)1V−Φ
(
1V− +X(z)
)
−
(
1V+ + Y (z + λ+ ∂)
)
Φ1V+T (z) , (10.12)
where X(z) and Y (z) are the symbols of the differential operators (10.10) and (10.11).
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Proof. Applying formula (9.3) twice, we get, by the definition (10.1) of T (z),
{φλT (z)} = −T (z + λ+ ∂){φλT
−1(z + x)}(|x=∂T (z))
= −T (z + λ+ ∂)1V−{φλ(ρA)
−1(z + x)}1V+(|x=∂T (z))
= T (z + λ+ ∂)1V−(ρA)
−1(z + λ+ ∂){φλρA(z + x)}(|x=∂ρA
−1(z + ∂)1V+T (z)) .
We then apply equation (9.6) and Lemma 10.2 to get
ρ{φλT (z)} = T (z + λ+ ∂)1V−(ρA)
−1(z + λ+ ∂)ρ{φλA(z + x)}(|x=∂ρA
−1(z + ∂)1V+T (z))
= T (z + λ+ ∂)1V−(ρA)
−1(z + λ+ ∂)
(
ρA(z + λ+ ∂)Φ− ΦρA(z + ∂)
)
ρA−1(z + ∂)1V+T (z)
= T (z + λ+ ∂)1V−ΦρA
−1(z + ∂)1V+T (z)− T (z + λ+ ∂)1V−(ρA)
−1(z + λ+ ∂)Φ1V+T (z) .
Equation (10.12) follows by the definitions (10.10) and (10.11) of X(∂) and Y (∂) and the definition
(10.1) of T (∂). 
Proposition 10.5. We have: πgfT (∂) = −(−∂)
p + Z(∂), where (−∂)p is as in (9.14), and Z(∂)
is the differential operator (9.16).
Proof. Since πgf : V(g)→ V(g
f ) is a differential algebra homomorphism, we have, by the definition
(10.1) of T (∂) and equation (9.21):
πgfT (∂) = |ρfA(∂)|V+,V− ∈ V(g≤ 12 )[∂]⊗Hom(V−, V+) , (10.13)
where
ρfA(∂) := πf (ρA(∂)) = 1V ∂ + F +
r∑
a,b=1
min{pa,pb}−1∑
i=0
fba;iE(a,1),(b,pb−i) . (10.14)
Here we used the dual bases (6.13) of gf and (6.14) of U . By (10.14) we immediately get (cf.
(10.4))
1V+ρfA(∂)1V− =
∑
a | pa=1
E(a,1),(a,1)∂ +
r∑
a,b=1
fba;0E(a,1),(b,pb) ,
1V+ρfA(∂)1FT V =
∑
a | pa>1
E(a,1),(a,1)∂ +
r∑
a,b=1
min{pa,pb}−1∑
i=1
fba;iE(a,1),(b,pb−i) ,
1FV ρfA(∂)1V− =
∑
a | pa>1
E(a,pa),(a,pa)∂ ,
1FV ρfA(∂)1FTV =
r∑
a=1
pa−1∑
i=1
E(a,i+1),(a,i) +
r∑
a=1
pa−1∑
i=2
E(a,i),(a,i)∂ .
(10.15)
Recalling (10.5), we can easily invert the last operator in (10.15) by geometric series expansion:
(
1FV ρfA(∂)1FT V
)−1
=
r∑
a=1
∑
1≤i<j≤pa
E(a,i),(a,j)(−∂)
j−i−1 . (10.16)
We then use equations (10.15) and (10.16), and the formula (9.19) for the quasideterminant (with
U = V+, W = V−, and the complementary subspaces U
′ = FV and W ′ = FTV ), to get
πgfT (∂) = 1V+ρfA(∂)1V− − 1V+ρfA(∂)1FTV (1FV ρfA(∂)1FTV )
−1
1FV ρfA(∂)1V−
= −
r∑
a=1
E(a,1),(a,pa)(−∂)
pa +
r∑
a,b=1
min{pa,pb}−1∑
i=1
fba;i E(a,1),(b,pb)(−∂)
i = −(−∂)p + Z(∂) .

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10.2. Motivational interlude. The present section gives just a motivation for the recursive con-
struction described in Section 10.3; the Bourbakist reader can decide to skip it without any harm.
Our main goal it to find an explicit construction for the matrix differential operator W (∂) ∈
W(glN , p)[∂]⊗Hom(V−, V+) defined in (6.16) (or, equivalently, (9.15)), encoding all theW-algebra
generators. Note that equation (6.19) can be rewritten, in terms of a quasideterminant (9.19),
using the new form (9.15) of W (∂), as
L(∂) = | − (−∂)p +W (∂)|V+,1,V−,1 . (10.17)
Recall also, from Section 9.5 that
πgfW (∂) = Z(∂) . (10.18)
In fact, this equation defines W (∂) uniquely, due to the Structure Theorem 6.1.
On the other hand, in Section 10.1 we introduced the matrix differential operator T (∂) ∈
V(g≤ 12 )[∂]⊗Hom(V−, V+). By its definition (10.1) and the hereditary property (9.20) of quaside-
terminants, we have
L(∂) = |T (∂)|V+,1,V−,1 , (10.19)
while by Proposition 10.5 we have
πgfT (∂) = −(−∂)
p + Z(∂) . (10.20)
Comparing equations (10.17) and (10.19), and equations (10.18) and (10.20), the naive reader
could guess that T (∂) coincides with −(−∂)p+W (∂). Of course this is not true, and there are two
obstructions to it. The first, theoretical, obstruction is that T (∂) does NOT have coefficients in
the W-algebra W(glN , p), but just in the differential algebra V(g≤ 12 ). The second, more practical,
obstruction is that the entries of the matrix T (∂), as differential operators, do not have the same
orders as the corresponding entries of the matrix −(−∂)p+W (∂). Indeed, if we expand both T (∂)
and −(−∂)p +W (∂) it in the standard basis {E(a,1),(b,pb)}
r
a,b=1 of Hom(V−, V+), the coefficient of
E(a,1),(b,pb) in T (∂) is as in (10.2), while, recalling (6.16), the same coefficient in −(−∂)
p +W (∂)
is of the form
− δa,b(−∂)
pa +
(
order ≤ min{pa, pb} − 1
)
. (10.21)
Of course the second obstruction can be easily solved by Gauss elimination, via a recursive con-
struction described in Section 10.3. The good news is that, in solving the second obstruction, the
first obstruction is resolved too, and, as a result, we end up with the matrix −(−∂)p+W (∂). This
will be proved in Section 10.4.
To see how to remove the second obstruction, let us consider a “toy example”. Consider a
2× 2-matrix differential operator
M(∂) =
(
M11(∂) M12(∂)
M21(∂) M22(∂)
)
∈Mat2×2 V [∂] ,
with monic diagonal entries M11(∂) and M22(∂). We want to perform a Gauss elimination to end
up with a new matrix M˜(∂) with the off-diagonal entries of order strictly less than M22(∂). We
perform divisions with reminders in the ring V [∂]:
M12(∂) = Q12(∂)M22(∂) + M˜12(∂) , M21(∂) =M22(∂)Q21(∂) + M˜21(∂) ,
with M˜12(∂) and M˜21(∂) of order strictly less thanM22(∂). Since, by assumption,M22(∂) is monic,
it is invertible in V((∂−1)), and the above equations give
M12(∂)M22(∂)
−1 = Q12(∂) + M˜12(∂)M22(∂)
−1 , M22(∂)
−1M21(∂) = Q21(∂) +M22(∂)
−1M˜21(∂) .
Note that M˜12(∂)M22(∂)
−1 and M22(∂)
−1M˜21(∂) lie in V [[∂
−1]]∂−1. Hence, we get
Q12(∂) =
(
M12(∂)M22(∂)
−1
)
+
, Q21(∂) =
(
M22(∂)
−1M21(∂)
)
+
,
and therefore
M˜12(∂) = M12(∂)−
(
M12(∂)M22(∂)
−1
)
+
M22(∂) , M˜21(∂) = M21(∂)−M22(∂)
(
M22(∂)
−1M21(∂)
)
+
.
27
In conclusion, we can get the desired matrix M˜(∂) by the following elementary row and column
operations:
M˜(∂) =
(
1 −
(
M12(∂)M22(∂)
−1
)
+
0 1
)
M(∂)
(
1 0
−
(
M22(∂)
−1M21(∂)
)
+
1
)
. (10.22)
10.3. Inductive construction of T (k)(∂) and W (k)(∂). Starting with the operator T (∂) in
(10.1), we define recursively, by downward induction, two sequences of operators T (k)(∂) and
W (k)(∂), k = 1, . . . , s, where s is defined in Section 9.4, as follows. We let T (s)(∂) = T (∂),
W (s)(∂) = 1V+,sT (∂)1V−,s , and, for 1 ≤ k ≤ s− 1, we let, inspired by (10.22),
T (k)(∂) = E
(k)
− (∂)T
(k+1)(∂)F
(k)
− (∂) ∈ V(g≤ 12 )[∂]⊗Hom(V−, V+) ,
W (k)(∂) = 1V+,≥kT
(k)(∂)1V−,≥k ∈ V(g≤ 12 )[∂]⊗Hom(V−,≥k, V+,≥k) ,
(10.23)
where
E
(k)
± (∂) = 1V+ ± 1V+,k
(
T (k+1)(∂)W (k+1)(∂)−1
)
+
∈ V(g≤ 12 )[∂]⊗ End(V+) ,
F
(k)
± (∂) = 1V− ±
(
W (k+1)(∂)−1T (k+1)(∂)
)
+
1V−,k ∈ V(g≤ 12 )[∂]⊗ End(V−) .
(10.24)
In order to prove that the above operators are well defined, we need to show that W (k)(∂) is
invertible as a pseudodifferential operator. This is stated in the following proposition.
Proposition 10.6. (a) If we expand T (k)(∂) and W (k)(∂) in the standard basis {E(a,1),(b,pb)}
r
a,b=1
of Hom(V−, V+) as
T (k)(∂) =
r∑
a,b=1
t
(k)
ab (∂)E(a,1),(b,pb) and W
(k)(∂) =
r∑
a,b=Rk−1+1
t
(k)
ab (∂)E(a,1),(b,pb) ,
then (cf. (10.2))
t
(k)
ab (∂) = −δa,b(−∂)
pa +
(
order <
pa + pb
2
)
, (10.25)
and
t
(k)
ab (∂) = −δa,b(−∂)
pa +
(
order ≤ min{pa, pb} − 1
)
if a, b ≥ Rk−1 + 1 . (10.26)
(b) W (k)(∂) is invertible, with inverse in V(g≤ 12 )((∂
−1)) ⊗ Hom(V+,≥k, V−,≥k). If we expand its
inverse in the standard basis of Hom(V+,≥k, V−,≥k) as
W (k)(∂)−1 =
r∑
a,b=Rk−1+1
ω
(k)
ab (∂)E(a,pa),(b,1) ,
then
ω
(k)
ab (∂) = −δa,b(−∂)
−pa +
(
order ≤ −max{pa, pb} − 1
)
. (10.27)
Proof. We prove the proposition by downward induction on k. For k = s, we have T (s)(∂) = T (∂),
hence condition (10.25) is the same as (10.2), and condition (10.26) is the same as (10.25) since, for
a, b ≥ Rs−1 + 1, we have pa = pb (= pr). As a consequence, W
(s)(∂), in matrix form (cf. (9.13)),
has leading term −1rr(−∂)
ps , hence its inverse has leading term −1rs(−∂)
−ps , proving condition
(10.27) for k = s. Next, assume that conditions (a) and (b) hold for T (k+1)(∂) andW (k+1)(∂), and
we will prove them for T (k)(∂) and W (k)(∂). In some sense, if we recall the motivation behind the
recursive formulas (10.23), explained in Section 10.2, these conditions hold by construction. We
give here a formal proof. If a, b 6∈ {Rk−1 + 1, . . . , Rk}, we have t
(k)
ab (∂) = t
(k+1)
ab (∂), hence (10.25)
and (10.26) hold by inductive assumption. If a ∈ {Rk−1 + 1, . . . , Rk} and b 6∈ {Rk−1 + 1, . . . , Rk},
we have, by (10.23),
t
(k)
ab (∂) = t
(k+1)
ab (∂)−
r∑
c,d=Rk+1
(
t(k+1)ac (∂)ω
(k+1)
cd (∂)
)
+
t
(k+1)
db (∂) . (10.28)
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By inductive assumption, t
(k+1)
ab (∂) has order strictly bounded from above by
pa+pb
2 , and each other
summand in the RHS of (10.28) has order strictly bounded from above by pa+pc2 −max{pc, pd}+
pd+pb
2 ≤
pa+pb
2 , proving condition (10.25). Moreover, if b ≥ Rk + 1, we have
r∑
d=Rk+1
ω
(k+1)
cd (∂)t
(k+1)
db (∂) = δcb ,
hence equation (10.28) can be rewritten as
t
(k)
ab (∂) =
r∑
c,d=Rk+1
(
t(k+1)ac (∂)ω
(k+1)
cd (∂)
)
−
t
(k+1)
db (∂) , (10.29)
which, by the inductive assumption, has order strictly bounded from above by min{pd, pb} ≤ pb =
min{pa, pb}, proving condition (10.26). If a 6∈ {Rk−1 + 1, . . . , Rk} and b ∈ {Rk−1 + 1, . . . , Rk}, we
have, by (10.23),
t
(k)
ab (∂) = t
(k+1)
ab (∂)−
r∑
c,d=Rk+1
t(k+1)ac (∂)
(
ω
(k+1)
cd (∂)t
(k+1)
db (∂)
)
+
, (10.30)
and conditions (10.25) and (10.26) are proved in the same way. Finally, if a, b ∈ {Rk−1+1, . . . , Rk}
equation (10.23) gives
t
(k)
ab (∂) = t
(k+1)
ab (∂) +
r∑
c,d,c′,d′=Rk+1
(
t(k+1)ac (∂)ω
(k+1)
cd (∂)
)
+
t
(k+1)
dc′ (∂)
(
ω
(k+1)
c′d′ (∂)t
(k+1)
d′b (∂)
)
+
−
r∑
c,d=Rk+1
(
t(k+1)ac (∂)ω
(k+1)
cd (∂)
)
+
t
(k+1)
db (∂)−
r∑
c,d=Rk+1
t(k+1)ac (∂)
(
ω
(k+1)
cd (∂)t
(k+1)
db (∂)
)
+
.
(10.31)
In this case, pa = pb, hence, by inductive assumption, t
(k+1)
ab (∂) = −δa,b(−∂)
pa+ order ≤ pa − 1,
and all other summands in the RHS of (10.31) have order strictly bounded by pa, proving (10.26).
Next, let us prove claim (b). The matrix
−
r∑
a=Rk−1+1
(−∂)paE(a,1),(a,pa) ∈ C[∂]⊗Hom(V−,≥k, V+,≥k)
is clearly invertible, with inverse
−
r∑
a=Rk−1+1
(−∂)−paE(a,pa),(a,1) ∈ C((∂
−1))⊗Hom(V+,≥k, V−,≥k) .
The inverse of W (k)(∂) in V(g≤ 12 )((∂
−1)) ⊗ Hom(V+,≥k, V−,≥k) can thus be computed by the
geometric series expansion, and the conditions (10.27) on the order of the matrix elements are
immediate consequence of this geometric expansion and of condition (10.26). 
Remark 10.7. In the context of finite W-algebras, the matrix T (∂) defined in (10.1) appeared in
[BK06] (see also [DSFV19] for further details). The inductive construction described in Section
10.3 is analogue to the construction of generators of finite W-algebras in type A using Gauss
factorization of the matrix T (∂) performed in [BK06].
10.4. Properties of T (k)(∂) and W (k)(∂).
Proposition 10.8. (a) If k ≤ ℓ, we have 1V+,≥ℓT
(k)(∂)1V−,≥ℓ = W
(ℓ)(∂).
(b) For every k = 1, . . . , s, we have |T (k)(∂)|V+,1,V−,1 = L(∂).
(c) For every k = 1, . . . , s, we have πgfT
(k)(∂) = −(−∂)p + Z(∂).
Proof. Claim (a) for k = ℓ holds by construction. For k < ℓ, note that 1V±,≥ℓ = 1V±,≥ℓ1V±,≥k+1 ,
hence it suffices to prove the claim for ℓ = k + 1. For this, we have, by (10.23)
1V+,≥k+1T
(k)(∂)1V−,≥k+1 = 1V+,≥k+1E
(k)
− (∂)T
(k+1)(∂)F
(k)
− (∂)1V−,≥k+1
= 1V+,≥k+1T
(k+1)(∂)1V−,≥k+1 = W
(k+1)(∂) ,
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since, obviously, 1V+,≥k+1E
(k)
− (∂) = 1V+,≥k+1 and F
(k)
− (∂)1V−,≥k+1 = 1V−,≥k+1 .
Next, we prove claim (b) by downward induction on k. For k = s it holds by (10.19). For
k = 1, . . . , s− 1, we have, by the definition (9.19) of quasideterminant and by (10.23),
|T (k)(∂)|V+,1,V−,1 =
(
1V−,1T
(k)(∂)−11V+,1
)−1
=
(
1V−,1F
(k)
+ (∂)T
(k+1)(∂)−1E
(k)
+ (∂)1V+,1
)−1
=
(
1V−,1T
(k+1)(∂)−11V+,1
)−1
= |T (k+1)(∂)|V+,1,V−,1 = L(∂) ,
by the inductive assumption. For the third equality we used the obvious identities
1V−,1W
(k+1)(∂)−1 = 0 = W (k+1)(∂)−11V+,1 .
Finally, we prove claim (c). For k = s it holds by Proposition (10.5). Let k = 1, . . . , s− 1. By
the inductive assumption, πgf (T
(k+1)(∂)) = −(−∂)p + Z(∂). Recalling the matrix form (9.14)-
(9.16) of −(−∂)p + Z(∂) and the matrix form (10.27) of W (k+1)(∂)−1, we immediately have that
(−(−∂)p +Z(∂))W (k+1)(∂)−1 and W (k+1)(∂)−1(−(−∂)p +Z(∂)) have negative order in ∂. Hence
πgf
(
T (k+1)(∂)W (k+1)(∂)−1
)
+
= 0 and πgf
(
W (k+1)(∂)−1T (k+1)(∂)
)
+
= 0 ,
so that, by (10.24), πgfE
(k)
± (∂) = 1V+ and πgfF
(k)
± (∂) = 1V− . As a consequence, by (10.23)
πgfT
(k)(∂) = πgfT
(k+1)(∂) = −(−∂)p + Z(∂) ,
proving claim (c). 
For every φ ∈ g≥ 12 , we introduce two auxiliary sequences of operators. Recalling (10.10), (10.11)
and (10.12), we let
X
(s)
φ (λ, ∂) = 1V−Φ(1V− +X(∂)) ∈ V(g≤ 12 )[λ, ∂]⊗ End(V−) ,
Y
(s)
φ (λ, ∂) = −(1V+ + Y (λ+ ∂))Φ1V+ ∈ V(g≤ 12 )[λ, ∂]⊗ End(V+) ,
(10.32)
and, for 1 ≤ k ≤ s− 1, we let, by downward induction on k,
X
(k)
φ (λ, ∂) = F
(k)
+ (λ+ ∂)X
(k+1)
φ (λ, ∂)1V−,<k ∈ V(g≤ 12 )[λ, ∂]⊗ End(V−) ,
Y
(k)
φ (λ, ∂) = 1V+,<kY
(k+1)
φ (λ, ∂)E
(k)
+ (∂) ∈ V(g≤ 12 )[λ, ∂]⊗ End(V+) .
(10.33)
Proposition 10.9. (a) For every φ ∈ g≥ 12 and k = 1, . . . , s, the operators X
(k)(∂) and Y (k)(∂)
have positive adX-eigenvalues.
(b) The following identity holds
ρ{φλT
(k)(z)} = T (k)(λ+ z + ∂)X
(k)
φ (λ, z) + Y
(k)
φ (λ, z + ∂)T
(k)(z) . (10.34)
(c) We have W (k)(∂) ∈ W(glN , p)[∂]⊗Hom(V−,≥k, V+,≥k).
Proof. First, we prove all three claims for k = s. By assumption, Φ has positive adX-eigenvalue,
and, by Lemma 10.3, X(∂) and Y (∂) have positive adX-eigenvalues. As a consequence, X
(s)
φ (∂)
and Y
(s)
φ (∂) have positive adX-eigenvalues as well, proving (a). By the definition (10.32) of
X
(s)
φ (λ, ∂) and Y
(s)
φ (λ, ∂), equation (10.34) for k = s is the same as (10.12), i.e. claim (b) holds. For
(c), note that X
(s)
φ (λ, ∂)1V−,s = 0 and 1V+,sY
(s)
φ (λ, ∂) = 0, since X
(s)
φ and Y
(s)
φ have positive adX-
eigenvalues. Hence, by (10.34) with k = s, we get ρ{φλW
(s)(z)} = 1V+,sρ{φλT
(s)(z)}1V−,s = 0,
proving claim (c) for k = s.
Next, we fix k = 1, . . . , s − 1. We prove claims (a), (b) and (c) by downward induction. By
the inductive assumption, X
(k+1)
φ (∂) and Y
(k+1)
φ (∂) have positive adX-eigenvalues. On the other
hand, recalling (10.24), E
(k)
± (∂) and F
(k)
± (∂) have non-negative adX-eigenvalues, since, obviously,
Hom(V+,≥k+1, V+,k), Hom(V−,k, V−,≥k+1) ⊂ (EndV )[> 0]. As a result, X
(k)
φ (∂) and Y
(k)
φ (∂) have
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strictly positive adX-eigenvalues as well, proving claim (a). Next, we prove claim (b). By (10.23)
and the PVA axioms, we have
ρ{φλT
(k)(z)} = ρ
{
φλE
(k)
− (z + x)T
(k+1)(z + ∂)F
(k)
− (z)
}
= ρ{φλE
(k)
− (z + x)}
(∣∣
x=∂
T (k+1)(z + ∂)F
(k)
− (z)
)
+ E
(k)
− (λ+ z + ∂)ρ{φλT
(k+1)(z + x)}
(∣∣
x=∂
F
(k)
− (z)
)
+ E
(k)
− (λ+ z + ∂)T
(k+1)(λ + z + ∂)ρ{φλF
(k)
− (z)} .
(10.35)
Note that the operators E
(k)
± (∂) are inverse to each other, and the operators F
(k)
± (∂) are inverse
to each other. We then use the inductive assumption (10.34) on ρ{φλT
(k+1)(z)} and equations
(10.23) to rewrite the RHS of (10.35) as
ρ{φλT
(k)(z)} = ρ{φλE
(k)
− (z + x)}
(∣∣
x=∂
E
(k)
+ (z + ∂)T
(k)(z)
)
+ T (k)(λ+ z + ∂)F
(k)
+ (λ+ z + ∂)X
(k+1)
φ (λ, z + ∂)F
(k)
− (z)
+ E
(k)
− (λ+ z + ∂)Y
(k+1)
φ (λ, z + ∂)E
(k)
+ (z + ∂)T
(k)(z)
+ T (k)(λ+ z + ∂)F
(k)
+ (λ+ z + ∂)ρ{φλF
(k)
− (z)} .
(10.36)
Note that equation (10.36) has the form (10.34) with
X
(k)
φ (λ, ∂) = F
(k)
+ (λ+ ∂)X
(k+1)
φ (λ, ∂)F
(k)
− (∂) + F
(k)
+ (λ+ ∂)ρ{φλF
(k)
− (∂)} ,
Y
(k)
φ (λ, ∂) = ρ{φλE
(k)
− (∂)}E
(k)
+ (∂) + E
(k)
− (λ+ ∂)Y
(k+1)
φ (λ, ∂)E
(k)
+ (∂) .
(10.37)
In order to complete the proof, we are left to show that (10.33) and (10.37) coincide. Equivalently,
we need to prove the following two identities
X
(k+1)
φ (λ, ∂)F
(k)
− (∂) + ρ{φλF
(k)
− (∂)} = X
(k+1)
φ (λ, ∂)1V−,<k ,
ρ{φλE
(k)
− (∂)}+ E
(k)
− (λ+ ∂)Y
(k+1)
φ (λ, ∂) = 1V+,<kY
(k+1)
φ (λ, ∂) .
(10.38)
By the inductive assumption (10.33), we haveX
(k+1)
φ (λ, ∂)1V−,≥k+1 = 0 and 1V−,≥k+1Y
(k+1)
φ (λ, ∂) =
0. On the other hand, we obviously have W (k+1)(∂)−1 = 1V−,≥k+1W
(k+1)(∂)−11V+,≥k+1 . Hence
X
(k+1)
φ (λ, ∂)W
(k+1)(∂)−1 = 0 and W (k+1)(∂)−1Y
(k+1)
φ (λ, ∂) = 0 . (10.39)
Hence, by the definition (10.24) of E
(k)
− (∂) and F
(k)
− (∂), we have
X
(k+1)
φ (λ, ∂)F
(k)
− (∂) = X
(k+1)
φ (λ, ∂) and E
(k)
− (λ+ ∂)Y
(k+1)
φ (λ, ∂) = Y
(k+1)
φ (λ, ∂) . (10.40)
Furthermore, by the definition (10.24) of E
(k)
− (∂), and the left Leibniz rule, we have
ρ{φλE
(k)
− (∂)} = −1V+,k
(
ρ{φλT
(k+1)(∂)}W (k+1)(∂)−1
)
+
= −
(
1V+,kY
(k+1)
φ (λ, ∂)T
(k+1)(∂)W (k+1)(∂)−1
)
+
= −1V+,kY
(k+1)
φ (λ, ∂) .
(10.41)
For the first equality in (10.41) we used the fact that, by the inductive assumption (c), W (k+1)(∂)
has coefficients in the W-algebraW(glN , p). For the second equality in (10.41) we used the induc-
tive assumption (10.34) and the first equation (10.39). For the last equality in (10.41) we used the
facts that, by (a), Y
(k+1)
φ (λ, ∂) has positive adX-eigenvalues, so that
1V+,kY
(k+1)
φ (λ, ∂) = 1V+,kY
(k+1)
φ (λ, ∂)1V+,≤k ,
and that, by the definition (10.23) of W (k+1)(∂),
1V+,≤kT
(k+1)(∂)W (k+1)(∂)−1 = W (k+1)(∂)W (k+1)(∂)−1 = 1V+,≤k .
Similarly,
ρ{φλF
(k)
− (∂)} = −
(
W (k+1)(λ+ ∂)−1ρ{φλT
(k+1)(∂)}1V−,k
)
+
= −
(
W (k+1)(λ+ ∂)−1T (k+1)(λ+ ∂)X
(k+1)
φ (λ, ∂)1V−,k
)
+
= −X
(k+1)
φ (λ, ∂)1V−,k .
(10.42)
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Combining (10.40) and (10.42), we get the first equation in (10.38), while combining (10.40) and
(10.41), we get the second equation in (10.38). This proves claim (b). Finally, we prove claim (c).
By (10.33), we have X
(k)
φ (λ, ∂)1V−,≥k = 0 and 1V−,≥kY
(k)
φ (λ, ∂) = 0. Hence, by (10.34),
ρ{φλW
(k)(z)} = 1V+,≥kρ{φλT
(k)(z)}1V−,≥k
= 1V+,≥kT
(k)(λ+ z + ∂)X
(k)
φ (λ, z)1V−,≥k + 1V+,≥kY
(k)
φ (λ, z + ∂)T
(k)(z)1V−,≥k = 0 .

Corollary 10.10. W (1)(∂) = −(−∂)p +W (∂).
Proof. By construction W (1)(∂) = T (1)(∂). By Proposition 10.9(c), W (1)(∂) has coefficients in the
W-algebra W(glN , p). By Proposition 10.8(c), we have πgfT
(1)(∂) = −(−∂)p + Z(∂). Hence, by
the Structure Theorem 6.1,
W (1)(∂) = w(π(W (1)(∂))) = w(πgf (T
(1)(∂))) = −(−∂)p + w(Z(∂)) = −(−∂)p +W (∂) .

11. The matrix W22(∂) does not evolve
Recalling the basis {eα}α∈I of V defined in Section 9.4, we have the direct sum decompositions
V = V±,1 ⊕ V
′
±,1 , (11.1)
where V ′+,1 = Span
{
e(a,h)
∣∣ (a, h) ∈ I s.t. h 6= 1 if a ≤ r1}, and V ′−,1 = Span{e(a,h) ∣∣ (a, h) ∈
I s.t. h 6= pa if a ≤ r1
}
. Consider the subspace Hom(V ′+,1, V
′
−,1) ⊂ EndV , and let g
′ ⊂ g = gl(V )
be the same subspace, viewed as a subspace of the Lie algebra g, and hence of the differential
algebra V(g):
g′ := Hom(V ′+,1, V
′
−,1) ⊂ V(g) . (11.2)
We also denote
g′≤ 12
= g′ ∩ g≤ 12 ⊂ V(g≤
1
2
) . (11.3)
Recalling the definition (9.1) of the differential operator A(∂), it is immediate to see that a basis
of g′ is provided by the matrix entries of the constant term of the operator
1V ′+,1
A(∂)1V ′−,1 ∈ V(g
′)[∂]⊗Hom(V ′−,1, V
′
+,1) . (11.4)
Lemma 11.1. For every v ∈ V(g′), we have {vλ1V−,1A
−1(w)1V+,1} = 0.
Proof. By equation (9.5), we have{
(1V ′+,1A(z)1
′
V−,1)λ(1V−,1A
−1(w)1V+,1)
}
= (1V ′+,1 ⊗ 1V−,1)
{
A(z)λA
−1(w)
}
(1′V−,1 ⊗ 1V+,1)
= ΩV
(
1V−,1A
−1(w + λ+ ∂)A(z)1′V−,1 ⊗ 1V ′+,11V+,1
)
(z − w − λ)−1
− (z − w − λ− ∂)−1
(
1V ′+,1
A∗,1(λ− z)A−1(w)1V+,1 ⊗ 1V−,11
′
V−,1
)
ΩV = 0 ,
since, obviously, 1V ′±,11V±,1 = 0. The claim follows since, as observed in (11.4), the coefficients of
the entries of 1V ′+,1A(z)1
′
V−,1
span g′. 
Proposition 11.2. An element v ∈ V(g′
≤ 12
) ∩W(glN , p) does not evolve w.r.t. the time evolution
given by the Hamiltonian flows (6.22): ∂v∂tj = 0, for all j ∈ Z≥1.
Proof. By the definition (6.7) of the W-algebra λ-bracket and equation (9.23), we have
{vλL
−1(z)}W = {vλ1V−,1(ρA)
−1(z)1V+,1}
W = ρ{vλ1V−,1A
−1(z)1V+,1} = 0 .
For the first equality we used the definition (9.19) of quasideterminant, for the second equality we
used equation (9.7), and the last equality is due to Lemma 11.1. It follows, by the PVA axioms,
that {vλL(z)}
W = 0, and therefore
∂v
∂tj
=
{∫
hj , v}
W =
p1
j
Resz tr
{
L
j
p1 (z)λv}
W |λ=0 = 0 .

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Lemma 11.3. We have 1V+,≥2T (∂)1V−,≥2 ∈ V(g
′
≤ 12
)[∂]⊗Hom(V−,≥2, V+,≥2).
Proof. Note that V+,≥2, FV ⊂ V
′
+,1 and V−,≥2, F
TV ⊂ V ′−,1. As a consequence, all the operators
1V+,≥2ρA(∂)1V−,≥2 , 1V+,≥2ρA(∂)1FT V , 1FV ρA(∂)1V−,≥2 , 1FV ρA(∂)1FTV ,
have coefficients of the entries in V(g′
≤ 12
). The claim follows since, by the definition (9.19) of
quasideterminant, and the definition (10.1) of T (∂),
1V+,≥2T (∂)1V−,≥2 = 1V+,≥2ρA(∂)1V−,≥2−1V+,≥2ρA(∂)1FTV
(
1FV ρA(∂)1FT V
)−1
1FV ρA(∂)1V−,≥2 .

Proposition 11.4. We have 1V+,≥2T
(k)(∂)1V−,≥2 ∈ V(g
′
≤ 12
)[∂] ⊗ Hom(V−,≥2, V+,≥2), for every
k = 1, . . . , s.
Proof. We prove the proposition by downward induction on k. For k = s the claim holds by
Lemma 11.3. For k = 2, . . . , k − 1 we have, by (10.23) and (10.24),
1V+,≥2T
(k)(∂)1V−,≥2 =
(
1V+,≥2 − 1V+,k
(
T (k+1)(∂)W (k+1)(∂)−1
)
+
)
T (k+1)(∂)
×
(
1V−,≥2 −
(
W (k+1)(∂)−1T (k+1)(∂)
)
+
1V−,k
)
.
Since, obviously, W (k+1)(∂)−1 = 1V−,≥2W
(k+1)(∂)−11V+,≥2 , and 1V±,k = 1V±,k1V±,≥2 , we can
use the inductive assumption to conclude that RHS has coefficients in V(g′
≤ 12
), as claimed. Fi-
nally, the claim for k = 1 holds since, by Proposition 10.8(a), we have 1V+,≥2T
(1)(∂)1V−,≥2 =
1V+,≥2T
(2)(∂)1V−,≥2 . 
Corollary 11.5. The coefficients of the entries of the operator 1V+,≥2W (∂)1V−,≥2 do not evolve
w.r.t. the time evolution given by the Hamiltonian flows (6.22):
∂
∂tj
1V+,≥2W (z)1V−,≥2 = 0 for all j ∈ Z≥1 .
Proof. By Corollary 10.10 and equation (10.23), W (∂) = (−∂)p + T (1)(∂). Hence, the claim is an
immediate consequence of Propositions 11.2 and 11.4. 
Remark 11.6. Note that, under the identification (9.13), the submatrix W22(∂) of W (∂) defined
in (6.17) coincides with 1V+,≥2W (∂)1V−,≥2 . Hence, Corollary 11.5 can be restated by saying that
the coefficients of the entries of W22(∂) do not evolve.
12. Lax equations vs Hamiltonian equations associated to the W-algebra W(glN , p)
The present section is devoted to the proof of the following second main result of the paper.
Theorem 12.1. Consider the classical W-algebraW(glN , p) associated to the partition p of N . Let
W (∂) ∈Matr×rW(glN , p)[∂] be the matrix differential operator (6.16) encoding all the W-algebra
generators, which we write in block form as in (6.17). Let L(∂) ∈Matr1×r1 W(glN , p)((∂
−1)) be the
Lax operator defined in (6.19). Then the Hamiltonian evolution equations (6.22) on the W-algebra
are equivalent to the Lax equations (6.23) for the operator L(∂) together with the condition that
the generators in the submatrix W22(∂) do not evolve:
∂
∂tj
W22(∂) = 0 for all j ∈ Z≥1 . (12.1)
In fact, we can write explicitly the evolution of all other generators as follows (j ∈ Z≥1):
∂
∂tj
W12(∂) = R
(j)
12
(∂) ,
∂
∂tj
W21(∂) = −R
(j)
21
(∂) ,
∂
∂tj
W11(∂) =
[
(L(∂)
j
p1 )+,W11(∂)
]
+Q
(j)
12
(∂)W21(∂)−W12(∂)Q
(j)
21
(∂) ,
(12.2)
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where the matrix differential operators R
(j)
12
(∂), R
(j)
21
(∂), Q
(j)
12
(∂), Q
(j)
21
(∂), are uniquely deter-
mined by
(L(∂)
j
p1 )+W12(∂) = Q
(j)
12
(∂)(−(−∂)q +W22(∂)) +R
(j)
12
(∂) ,
W21(∂)(L(∂)
j
p1 )+ = (−(−∂)
q +W22(∂))Q
(j)
21
(∂) +R
(j)
21
(∂) ,
(12.3)
and the conditions that the matrix entries of R
(j)
12
(∂) =
(
R
(j)
ab (∂)
)
1≤a≤r1<b≤r
and of R
(j)
21
(∂) =(
R
(j)
ab (∂)
)
1≤b≤r1<a≤r
have the following bounds on their differential orders:
ord
(
R
(j)
ab (∂)
)
≤ min{pa, pb} − 1 . (12.4)
12.1. A preliminary result on pseudodifferential operators.
Lemma 12.2. Let W be a differential algebra with no zero divisors, and assume that its subalgebra
of constants coincides with the base field C. Let V be a subspace of W such that V ∩ ∂W = 0.
Consider the following vector subspaces of W((∂−1))
V1 = Span
{
a∂−1b
∣∣ a, b ∈ W} , V2 = Span{a∂−1b∂−1c ∣∣ a, c ∈ W , b ∈ V} .
(a) We have a vector space isomorphism W ⊗W
∼
−→ V1, given by a⊗ b 7→ a∂
−1b.
(b) We have a vector space isomorphism W ⊗V ⊗W
∼
−→ V2, given by a⊗ b ⊗ c 7→ a∂
−1b∂−1c.
(c) V1 ∩ V2 = 0.
Proof. Claim (a) is the same as [Car17, Lem.4.4]. The proof of [Car17, Lem.4.8] implies (b) and
(c), which are stronger versions of that lemma. Note also that claim (a) is an alternative version
of Lemma 3.3 of the present paper. 
12.2. Notation for differential order and polynomial degree. We introduce some notation
that we shall use throughout the remainder of Section 12. Consider a matrix differential operator
A(∂) ∈MatW(glN , p)[∂], which we can expand as A(∂) =
∑
i∈Z≥0
Ai∂
i, with Ai ∈ MatW(glN , p).
We say that ordA(∂) = n if An 6= 0 and Ai = 0 for all i > n; we also denote
ordiA(∂) = Ai , i ∈ Z≥0 . (12.5)
Next, recall, by Theorem 6.1, that W(glN , p) is an algebra of differential polynomials, and let
{wα}α∈I be a set of differential generators (with #(I) = dim(g
f )). Denote by w
(n)
α = ∂nwα, for all
α ∈ I and n ∈ Z≥0, and let deg(w
(n)
α ) = 1, which we call the polynomial degree on the W-algebra.
We can expand each coefficient Ai in homogeneous components with respect to the polynomial
degree: Ai =
∑
j∈Z≥0
Aji , where A
j
i is a matrix whose entries are homogeneous polynomials of
degree j. Then, we denote
degj A(∂) =
n∑
i=0
Aji∂
i , j ∈ Z≥0 , (12.6)
the homogeneous component of A(∂) of degree j w.r.t. the polynomial degree of W(glN , p). For
example, deg0A(∂) ∈ C[∂] is the constant term of A(∂), while deg1(A(∂)) has the form
deg1A(∂) =
∑
i∈Z≥0
∑
α∈I
∑
n∈Z≥0
γi,α,nw
(n)
α ∂
i , γi,α,n ∈MatC .
Finally, using the above notation, we set
deg
1
A(∂) :=
∑
α∈I
∑
i∈Z≥0
γi,α,0wα∂
i ∈ Mat
(⊕
α∈I
Cwα
)
[∂] .
In other words, deg
1
(A(∂)) is the projection of A(∂) on the vector space spanned by the gen-
erators {wα}α∈I of W(glN , p). As an example, by the definition (6.16) of the matrix W (∂) ∈
Matr×rW(glN , p)[∂], we have that
degj W (∂) = 0 for j 6= 1 , and deg1W (∂) = deg
1
W (∂) = W (∂) . (12.7)
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12.3. Existence and uniqueness of the Euclidean division (12.3)-(12.4).
Lemma 12.3. (a) For every matrix differential operator B12(∂) ∈ Matr1×(r−r1)W(glN , p)[∂]
there exist unique Q12(∂), R12(∂) ∈ Matr1×(r−r1)W(glN , p)[∂] such that
B12(∂) = Q12(∂)(−(−∂)
q +W22(∂)) +R12(∂) , (12.8)
and the matrix entries of R12(∂) =
(
Rab(∂)
)
1≤a≤r1<b≤r
are such that ord
(
Rab(∂)
)
≤ pb − 1.
(b) For every matrix differential operator B21(∂) ∈ Mat(r−r1)×r1 W(glN , p)[∂] there exist unique
Q21(∂), R21(∂) ∈ Mat(r−r1)×r1 W(glN , p)[∂] such that
B21(∂) = (−(−∂)
q +W22(∂))Q21(∂) +R21(∂) , (12.9)
and the matrix entries of R21(∂) =
(
Rab(∂)
)
1≤b≤r1<a≤r
are such that ord
(
Rab(∂)
)
≤ pa − 1.
Proof. We prove claim (a); the proof of (b) is similar. First, we prove uniqueness. Suppose that
Q12(∂)(−(−∂)
q +W22(∂)) +R12(∂) = Q˜12(∂)(−(−∂)
q +W22(∂)) + R˜12(∂) , (12.10)
with both R12(∂) and R˜12(∂) satisfying the stated bounds on the orders of their matrix entries:
ord(Rab(∂)), ord(R˜ab(∂)) ≤ pb − 1 . (12.11)
Suppose, by contradiction, that (Q12(∂), R12(∂)) 6= (Q˜12(∂), R˜12(∂)), and let n be the smallest
degree at which they do not match:
(degnQ12(∂), deg
nR12(∂)) 6= (deg
n Q˜12(∂), deg
n R˜12(∂)) , (12.12)
and
(degj Q12(∂), deg
j R12(∂)) = (deg
j Q˜12(∂), deg
j R˜12(∂)) if j < n . (12.13)
Taking the n-degree components of both sides of equation (12.10) we get, recalling (12.7),
degn(Q12(∂))(−(−∂)
q) + degn−1(Q12(∂))W22(∂) + deg
n R12(∂)
= degn(Q˜12(∂))(−(−∂)
q) + degn−1(Q˜12(∂))W22(∂) + deg
n R˜12(∂) .
Hence, using (12.13), we get
degn(Q12(∂))(−(−∂)
q) + degnR12(∂) = deg
n(Q˜12(∂))(−(−∂)
q) + degn R˜12(∂) .
Taking the (a, b)-entry of both sides of the above equation, we get
(−1)pb+1 degn(Qab(∂))∂
pb + degnRab(∂) = (−1)
pb+1 degn(Q˜ab(∂))∂
pb + degn(R˜ab(∂)) ,
which clearly implies
degnQab(∂) = deg
n Q˜ab(∂) and deg
nRab(∂) = deg
n R˜ab(∂) ,
by the assumption (12.11). This contradicts (12.12).
Next, we prove the existence of Q12(∂) and R12(∂) by induction on m = ordB12(∂). First note
that, if ordBab(∂) ≤ pb−1 for all 1 ≤ a ≤ r1 < b ≤ r, we can set Q12(∂) = 0 and R12(∂) = B12(∂).
Otherwise, for each a, b, we can uniquely decompose
Bab(∂) = (−1)
pb+1Q0ab(∂)∂
pb +R0ab(∂) , (12.14)
where
ordR0ab(∂) ≤ pb − 1 and ordQ
0
ab(∂) ≤ ordBab(∂)− pb ≤ m− pb . (12.15)
Let Q0
12
(∂) and R0
12
(∂) be the r1 × (r − r1)-matrices with entries Q
0
ab(∂) and R
0
ab(∂) respectively,
so that equation (12.14) can be written in matrix form as
B12(∂) = Q
0
12
(∂)(−(−∂)q) +R0
12
(∂) , (12.16)
Next, consider the matrix differential operator
C12(∂) := Q
0
12
(∂)W22(∂) . (12.17)
By (6.16) and the second inequality in (12.15), its (a, b)-entry has differential order
ordCab(∂) ≤ max
{
ordQ0ac(∂) + ordWcb(∂)
}r
c=r1+1
≤ max
{
m− pc +min{pc, pb} − 1
}r
c=r1+1
≤ m− 1 .
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Hence, ordC12(∂) ≤ m − 1, and we can apply the inductive assumption to get matrices Q
1
12
(∂)
and R1
12
(∂) such that
C12(∂) = Q
1
12
(∂)(−(−∂)q +W22(∂)) +R
1
12
(∂) , (12.18)
with ordR1ab(∂) ≤ pb − 1. Combining equations (12.16), (12.17) and (12.18), we get that equation
(12.8) holds with
Q12(∂) = Q
0
12
(∂)−Q1
12
(∂) and R12(∂) = R
0
12
(∂)−R1
12
(∂) .

Remark 12.4. As a special case of Lemma 12.3, applied to B12(∂) = (L(∂)
j
p1 )+W12(∂) and
B21(∂) = W21(∂)(L(∂)
j
p1 )+, we get that the matrix differential operatorsR
(j)
12
(∂), R
(j)
21
(∂), Q
(j)
12
(∂),
and Q
(j)
21
(∂), in Theorem 12.1 exist and are unique.
12.4. Unique decomposition of certain operators.
Lemma 12.5. Let b ∈ W(glN , p)\
(
C ⊕ ∂W(glN , p)
)
, and let a(∂), a˜(∂), c(∂), c˜(∂) ∈ W(glN , p)[∂]
be such that
a(∂)∂−mb∂−nc(∂) = a˜(∂)∂−mb∂−nc˜(∂) in W(glN , p)((∂
−1)) , (12.19)
for some integers
m > orda(∂), ord a˜(∂) and n > ord c(∂), ord c˜(∂) . (12.20)
Then
a(∂)⊗ c(∂) = a˜(∂)⊗ c˜(∂) in W(glN , p)[∂]⊗W(glN , p)[∂] . (12.21)
Proof. Expand the differential operators a(∂), c(∂), a˜(∂), c˜(∂) as
a(∂) =
m−1∑
i=0
ai∂
i , a˜(∂) =
m−1∑
i=0
a˜i∂
i , c(∂) =
n−1∑
j=0
∂jcj , c˜(∂) =
n−1∑
j=0
∂j c˜j .
Then, equation (12.19) reads
m−1∑
i=0
n−1∑
j=0
(
ai∂
−(m−i)b∂−(n−j)cj − a˜i∂
−(m−i)b∂−(n−j)c˜j
)
= 0 in W(glN , p)((∂
−1)) . (12.22)
For any integer n ≥ 1 we have the following identity of pseudodifferential operators, which can be
easily proved by induction on n:
∂−n =
n−1∑
k=0
(−1)k
k!(n− 1− k)!
xn−1−k∂−1 ◦ xk , where ∂ =
∂
∂x
. (12.23)
Using (12.23), equation (12.22) becomes∑
i,h∈Z≥0
(i+h≤m−1)
∑
j,k∈Z≥0
(j+k≤n−1)
(−1)n+h+k+j+1
h!k!(m− h− i− 1)!(n− k − j − 1)!
×
(
aix
m−h−i−1∂−1bxh+k∂−1cjx
n−k−j−1 − a˜ix
m−h−i−1∂−1bxh+k∂−1c˜jx
n−k−j−1
)
= 0 .
We then apply Lemma 12.2 for the differential algebra W =W(glN , p)[x] to deduce that∑
i,h∈Z≥0
(i+h≤m−1)
∑
j,k∈Z≥0
(j+k≤n−1)
(−1)n+h+k+j+1
h!k!(m− h− i− 1)!(n− k − j − 1)!
×
(
aix
m−h−i−1 ⊗
∫
bxh+k ⊗ cjx
n−k−j−1 − a˜ix
m−h−i−1 ⊗
∫
bxh+k ⊗ c˜jx
n−k−j−1
)
= 0 ,
in the space W ⊗ (W/∂W) ⊗ W . Next, we observe that, under the assumption that b 6∈ C ⊕
∂W(glN , p), the elements {
∫
bxℓ}ℓ∈Z≥0 ⊂ W(glN , p)[x]/∂(W(glN , p)[x]) are linearly independent
over C. Indeed, it is not hard to check that a relation of linear dependence α0
∫
b+ α1
∫
bx+ · · ·+
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αn
∫
bxn = 0, with α0, . . . , αn ∈ C and αn 6= 0, is possible only if b ∈ C⊕ ∂
n+1(W(glN , p)). Hence,
the term with h = k = 0 in the above equation must vanish:(m−1∑
i=0
ai
xm−i−1
(m− i− 1)!
)
⊗
( n−1∑
j=0
cj
(−x)n−j−1
(n− j − 1)!
)
=
(m−1∑
i=0
a˜i
xm−i−1
(m− i− 1)!
)
⊗
( n−1∑
j=0
c˜j
(−x)n−j−1
(n− j − 1)!
)
,
in the space W(glN , p)[x]⊗W(glN , p)[x]. This is of course equivalent to saying that a(∂)⊗ c(∂) =
a˜(∂)⊗ c˜(∂) in the space W(glN , p)[∂]⊗W(glN , p)[∂]. 
Given two (matrix) pseudodifferential operators A(∂) and B(∂), we shall write A(∂) ≡ B(∂) if
they differ by a (matrix) differential operator.
Lemma 12.6. Let W˜12(∂) =
(
W˜ab(∂)
)
1≤a≤r1<b≤r
∈ Matr1×(r−r1)W(glN , p)[∂] and W˜21(∂) =(
W˜ab(∂)
)
1≤b≤r1<a≤r
∈ Mat(r−r1)×r1 W(glN , p)[∂] be such that
ord W˜ab(∂) ≤ min{pa, pb} − 1 for all a, b . (12.24)
Then
W12(∂)
(
− (−∂)q +W22(∂)
)−1
W˜21(∂) ≡ W˜12(∂)
(
− (−∂)q +W22(∂)
)−1
W21(∂) (12.25)
if and only if there exists α ∈ C such that
W˜12(∂) = αW12(∂) , W˜21(∂) = αW21(∂) . (12.26)
Proof. Clearly, (12.26) implies (12.25), so we only have to prove the “only if” part. We then fix
a, b ∈ {1, . . . , r1} and we equate the (a, b)-entry of both sides of (12.25). As a result, we get
Wa2(∂)
(
− (−∂)q +W22(∂)
)−1
W˜2b(∂) ≡ W˜a2(∂)
(
− (−∂)q +W22(∂)
)−1
W2b(∂) . (12.27)
Next, we take the homogeneous component of degree 1 (w.r.t. the polynomial degree ofW(glN , p))
in both sides of (12.27). Recalling (12.7), we get
Wa2(∂)(−∂)
−q deg0(W˜2b(∂)) ≡ deg
0(W˜a2(∂))(−∂)
−qW2b(∂) ,
which can be expanded in terms of matrix coefficients as
r∑
c=r1+1
∑
i,j∈Z≥0
i+j≤pc−1
(
wca;i(−∂)
−pc+i+j deg0(w˜bc;j)− deg
0(w˜ca;i)(−∂)
−pc+i+jwbc;j
)
= 0 .
Using formula (12.23), and applying Lemma 12.2(a) for the differential algebraW =W(glN , p)[x],
we get
r∑
c=r1+1
∑
i,j,k∈Z≥0
i+j+k≤pc−1
(−1)pc−i−j−k
k!(pc − i− j − k − 1)!
×
(
wca;ix
pc−i−j−k−1 ⊗ deg0(w˜bc;j)x
k − deg0(w˜ca;i)x
pc−i−j−k−1 ⊗ wbc;jx
k
)
= 0 ,
in the space W ⊗ W . Since, obviously, wca;ix
ℓ, for c = r1 + 1, . . . , r and ℓ ∈ Z≥0, and x
ℓ, for
ℓ ∈ Z≥0, are all linearly independent in W(glN , p)[x], the above equation immediately implies
deg0(w˜bc;j) = deg
0(w˜ca;i) = 0, for all c, i, j. Hence,
deg0(W˜a2(∂)) = 0 , deg
0(W˜2b(∂)) = 0 .
Next, we take the homogeneous component of degree 3 in both sides of (12.27):
Wa2(∂)(−∂)
−q deg2(W˜2b(∂)) +Wa2(∂)(−∂)
−qW22(∂)(−∂)
−q deg1(W˜2b(∂))
≡deg2(W˜a2(∂))(−∂)
−qW2b(∂) + deg
1(W˜a2(∂))(−∂)
−qW22(∂)(−∂)
−qW2b(∂) .
(12.28)
Consider as above the differential domain W =W(glN , p)[x]. Let V be the subspace of W(glN , p)
spanned by the coefficients of the entries of W22(∂). It is clear that V [x] ∩ ∂W = 0 since the
elements that span V are some of the generators of the differential algebra W(glN , p). Recall the
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spaces V1 and V2 defined in Lemma 12.2. Using formula (12.23), we see that the first terms in
both the LHS and the RHS of (12.28) are in V1 ⊕W(glN , p)[∂]. Therefore
Wa2(∂)(−∂)
−qW22(∂)(−∂)
−q deg1(W˜2b(∂))
≡deg1(W˜a2(∂))(−∂)
−qW22(∂)(−∂)
−qW2b(∂) mod V1 ⊕W(glN , p)[∂].
(12.29)
Let us pick r1 + 1 ≤ c, d ≤ r. Let V˜ be the subspace of V spanned by the elements wef ;k for
(e, f, k) 6= (d, c, 0). By construction V = V˜ ⊕ Cwdc;0. Let V3 and V4 be the following subspaces of
V2:
V3 = {u∂
−1v∂−1w |u,w ∈ W(glN , p)[x], v ∈ V˜[x]},
V4 = {u∂
−1v∂−1w |u,w ∈ W(glN , p)[x], v ∈ wdc;0C[x]}.
It follows from part (b) of Lemma 12.2 that V2 = V3 ⊕ V4. The equation (12.29) is an equation
in V2 ⊕ V1 ⊕W(glN , p)[∂] modulo V1 ⊕W(glN , p)[∂]. We can project it on V4 ⊕ V1 ⊕W(glN , p)[∂]
modulo V1⊕W(glN , p)[∂] using the decomposition V2 = V3⊕V4. It is clear by definition of V3 and
V4 and formula (12.23) that we thus obtain
Wac(∂)(−∂)
−pcwdc;0(−∂)
−pd deg1(W˜db(∂))
≡ deg1(W˜ac(∂))(−∂)
−pcwdc;0(−∂)
−pdWdb(∂) mod V1 ⊕W(glN , p)[∂] .
(12.30)
The differential order of Wac(∂) and deg
1(W˜ac)(∂) (resp. Wdb(∂) and deg
1(W˜db)(∂) is strictly less
than pc (resp. pd) hence both sides of (12.30) are in V4, which means we can remove mod V1 ⊕
W(glN , p)[∂]:
Wac(∂)(−∂)
−pcwdc;0(−∂)
−pd deg1(W˜db(∂))
=deg1(W˜ac(∂))(−∂)
−pcwdc;0(−∂)
−pdWdb(∂).
(12.31)
It follows from Lemma 12.5 that there exists a constant αabcd ∈ C such that
deg1(W˜ac(∂)) = αabcdWac(∂), deg
1(W˜db(∂)) = αabcdWdb(∂).
We deduce from these identities, valid for all 1 ≤ a, b ≤ r1 and all r1 + 1 ≤, c, d ≤ r, that the
constants αabcd are equal to the same constant α. Indeed, one can see from the first identity that
αabcd does not depend on tha pair (b, d) and from the second one that it does not depend on the
pair (a, c). Therefore we have proved that
deg1(W˜12(∂)) = αW12(∂), deg
1(W˜21(∂)) = αW21(∂).
Finally, to remove the deg1 above, we let
Ŵ12(∂) = W˜12(∂))− αW12(∂), Ŵ21(∂) = W˜21(∂))− αW21(∂).
By construction we have deg0(Ŵ12(∂)) = deg
1(Ŵ12(∂)) = deg
0(Ŵ21(∂)) = deg
1(Ŵ21(∂)) = 0.
Moreover, the pair (Ŵ12(∂), Ŵ21(∂)) also satisfies (12.27). Let n ≥ 2 be the smallest integer
such that the pair (degn(Ŵ12(∂)), deg
n(Ŵ21(∂))) is non-zero. Taking the (n + 1)-th homoge-
neous component of (12.27) with (Ŵ12(∂), Ŵ21(∂)), we obtain a contradiction: deg
n(Ŵ12(∂)) =
degn(Ŵ21(∂)) = 0 by exactly the same argument used above to prove that deg
0(W˜12(∂)) =
deg0(W˜21(∂)) = 0. 
12.5. Evolution of W (∂).
Proposition 12.7. In the same setting and notation as of Theorem 12.1, suppose that we have
time evolution in theW-algebra, with time denoted tj, for which W22(∂) does not evolve, i.e. (12.1)
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holds. Then, L(∂) evolves according to the Lax equation (6.23) if and only if there exists α ∈ C
such that
∂
∂tj
W12(∂) = R
(j)
12
(∂) + αW12(∂) ,
∂
∂tj
W21(∂) = −R
(j)
21
(∂)− αW21(∂) ,
∂
∂tj
W11(∂) =
[
(L(∂)
j
p1 )+,W11(∂)
]
+Q
(j)
12
(∂)W21(∂)−W12(∂)Q
(j)
21
(∂) ,
(12.32)
where R
(j)
12
(∂), R
(j)
21
(∂), Q
(j)
12
(∂), Q
(j)
21
(∂), are defined by (12.3)-(12.4) (cf. Lemma 12.3).
Proof. By (6.19) and the assumption (12.1), we have
∂
∂tj
L(∂) =
∂W11
∂tj
(∂)−
∂W12
∂tj
(∂) ◦
(
− (−∂)q +W22(∂)
)−1
◦W21(∂)
−W12(∂) ◦
(
− (−∂)q +W22(∂)
)−1
◦
∂W21
∂tj
(∂) .
(12.33)
It is immediate to check that equations (12.32) and (12.33) imply the Lax equation (6.23), proving
the “if” part. Conversely, by the Lax equation (6.23), we have
∂
∂tj
L(∂) =
[(
L(∂)
j
p1
)
+
,
∂W11
∂tj
(∂)]−
(
L(∂)
j
p1
)
+
W12(∂) ◦
(
− (−∂)q +W22(∂)
)−1
◦W21(∂)
+W12(∂) ◦
(
− (−∂)q +W22(∂)
)−1
◦W21(∂)
(
L(∂)
j
p1
)
+
.
(12.34)
Combining equations (12.33) and (12.34), and using (12.3), we get
W12(∂) ◦
(
− (−∂)q +W22(∂)
)−1(∂W21
∂tj
(∂) +R
(j)
21
(∂)
)
≡ −
(∂W12
∂tj
(∂)−R
(j)
12
(∂)
)(
− (−∂)q +W22(∂)
)−1
W21(∂) ,
modulo Matr1×r1 W(glN , p)[∂]. The claim follows by Lemma 12.6. 
12.6. Proof that α = 0 in (12.32).
Lemma 12.8. In any W-algebra W(g, f), we have:
(a) if u, v ∈ W(g, f) are homogeneous of polynomial degree 1, then deg0{uλv}
W
∣∣
λ=0
= 0;
(b) if u ∈ W(g, f) is homogeneous of polynomial degree 1 and v ∈ W(g, f) is homogeneous of
polynomial degree 2, then deg1{uλv}
W
∣∣
λ=0
= 0 and deg
1
{vλu}
W
∣∣
λ=0
= 0;
(c) deg
1
{uλv}
W
∣∣
λ=0
= deg
1
{deg
1
(u)λdeg
1
(v)}W
∣∣
λ=0
, for every u, v ∈ W;
(d) deg
1
{w(p)λw(q)}
W
∣∣
λ=0
= w([p, q]), for every p, q ∈ gf , where w : gf → W(g, f) is the
isomorphism defined in Theorem 6.1.
Proof. Recall the conformal weight ∆ on W(g, f), defined by ∆(a(n)) = 1 − j + n if a ∈ w(gfj )
(j ≥ 0), ∆(ab) = ∆(a)∆(b); then ∆(a(k)b) = ∆(a) +∆(b)− k− 1 [DSKV14]. We have ∆(u(0)v) =
∆(u) + ∆(v)− 1 ≥ 1, proving (a).
For claim (b), let, without loss of generality, v = v1v2, with v1, v2 ∈ W(g, f) of degree 1. Hence,
by the Leibniz rule,
deg1{uλv}
W = deg0({uλv1}
W)v2 + deg
0({uλv2}
W)v1 .
Setting λ = 0 the RHS vanishes, by claim (a). On the other hand, by the right Leibniz rule,
deg1{vλu}
W = deg0({v1λ+∂u}
W
→)v2 + deg
0({v2λ+∂u}
W
→)v1 .
Setting λ = 0 and applying deg
1
, which amounts to setting ∂ = 0, we get 0, again by claim (a).
Next, we prove claim (c). Every element v ∈ W can be expanded as v = deg0 v + deg1 v +
deg2 v+. . . . Since C is central w.r.t. the λ-bracket, deg0 u and deg0 v do not contribute to {uλv}
W .
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Moreover, by the Leibniz rules, for i, j ≥ 1, {degi uλ deg
j v}W contributes only to degrees greater
than or equal to i+ j − 2. Hence,
deg1{uλv}
W = deg1{deg1 uλ deg
1 v}W + deg1{deg2 uλ deg
1 v}W + deg1{deg1 uλ deg
2 v}W .
As a consequence, using claim (b), we get
deg
1
{uλv}
W
∣∣
λ=0
= deg
1
{deg1 uλ deg
1 v}W
∣∣
λ=0
= deg
1
{deg
1
uλdeg
1
v}W
∣∣
λ=0
,
by sesquilinearity.
Finally, we prove claim (d). We need to distinguish the polynomial degree (12.6) in the W-
algebra W(g, f), which, just for this proof, we denote degW , from the polynomial degree in the
algebra V(g), which we denote degV . Recall from [DSKV14] that
deg0V w(p) = 0 and deg
1
Vw(p) = p for all p ∈ g
f . (12.35)
As a consequence,
deg
1
Vv = deg
1
Vdeg
1
Wv for all v ∈ W(g, f) .
for every v ∈ W(g, f). Moreover, it follows by Theorem 6.1 and equation (12.35) that
deg
1
Wv = w
(
deg
1
Vdeg
1
Wv
)
= w
(
deg
1
Vv
)
for all v ∈ W(g, f) . (12.36)
Then,
deg
1
W{w(p)λw(q)}
W
∣∣
λ=0
= w
(
deg
1
V{w(p)λw(q)}
W
∣∣
λ=0
)
= w
(
deg
1
Vρ{w(p)λw(q)}
∣∣
λ=0
)
.
For the first equality we used equation (12.36), and for the second equality we used the definition
(6.7) of the W-algebra λ-bracket. To conclude the proof of claim (d), we need to show that
deg
1
Vρ{w(p)λw(q)}
∣∣
λ=0
= [p, q] . (12.37)
This can be easily checked using (12.35) and the axioms of Poisson vertex algebras. 
Lemma 12.9. If
{
fab;i | 1 ≤ a, b ≤ r, 0 ≤ i ≤ min{pa, pb}− 1
}
is the basis of gf defined in (6.13),
then
[fab;i, fcd,0] = δb,cδi,pb−1fad;0 − δa,dδi,pa−1fcb;0 . (12.38)
Proof. Straightforward. 
Lemma 12.10. If L(∂) is the Lax operator (6.19), we have
deg0
(
L(∂)
j
p1
)
= (−1)
j
p1
1r1(−∂)
j , (12.39)
and
deg
1(
L(∂)
j
p1
)
= (−1)
j−p1
p1
j
p1
W11(∂)(−∂)
j−p1 . (12.40)
Proof. Applying deg0 to both sides of (6.19) and using (12.7), we get
−1r1(−∂)
p1 = deg0 L(∂) =
(
deg0 L(∂)
1
p1
)p1
,
so that
deg0
(
L(∂)
1
p1
)
= (−1)
1
p1
1r1(−∂) . (12.41)
Equation (12.39) is an immediate consequence of (12.41). Next, applying deg1 to both sides of
(6.19), we get, by (12.41),
W11(∂) = deg
1 L(∂) = deg1
((
L(∂)
1
p1
)p1)
= deg1
(
(−1)
1
p1
1r1(−∂) + deg
1
(
L(∂)
1
p1
))p1
=
p1−1∑
i=0
(−1)
p1−1
p1 (−∂)p1−1−i deg1
(
L(∂)
1
p1
)
(−∂)i .
Hence, further applying deg
1
, we get
W11(∂) = (−1)
p1−1
p1 p1deg
1(
L(∂)
1
p1
)
(−∂)p1−1 ,
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so that
deg
1(
L(∂)
1
p1
)
=
(−1)
1−p1
p1
p1
W11(∂)(−∂)
1−p1 , (12.42)
which is the same as (12.40) for j = 1. Then, using (12.41) and (12.42), we get
deg
1(
L(∂)
j
p1
)
= deg
1(
L(∂)
1
p1
)j
= deg
1(
(−1)
1
p1
1r1(−∂) + deg
1 L(∂)
1
p1
)j
= deg
1
( j−1∑
i=0
(−1)
j−1
p1 (−∂)j−1−i deg1 L(∂)
1
p1 (−∂)i
)
= j(−1)
j−1
p1 deg
1(
L(∂)
1
p1
)
(−∂)j−1 = (−1)
j−p1
p1
j
p1
W11(∂)(−∂)
j−p1 .

Proposition 12.11. In equation (12.32) it must be α = 0.
Proof. We start from the first equation in (12.32), which defines the constant α ∈ C:
∂
∂tj
W12(∂) = R
(j)
12
(∂) + αW12(∂) . (12.43)
We take the order 0 and linear (in the polynomial degree of W(glN , p)) constribution in both sides
of (12.43). For this, denote
W12;0 = ord
0W12(∂) =
(
wba;0
)
1≤a≤r1<b≤r
and R
(j)
12;0 = ord
0R
(j)
12
(∂) .
Then, we get, recalling (12.7),
deg
1( ∂
∂tj
W12;0
)
= deg
1
R
(j)
12;0 + αW12;0 . (12.44)
We compute separately the two terms deg
1( ∂
∂tj
W12;0
)
and deg
1
R
(j)
12;0. For the first one we have,
for 1 ≤ a ≤ r1 < b ≤ r,
deg
1(∂wba;0
∂tj
)
= deg
1(
{
∫
hj , wba;0}
W
)
=
p1
j
deg
1{
Res∂ tr
(
L(∂)
j
p1
)
λ
wba;0
}W ∣∣
λ=0
=
p1
j
deg
1{
Res∂ tr deg
1(
L(∂)
j
p1
)
λ
wba;0
}W ∣∣
λ=0
= (−1)
j−p1
p1 deg
1{
Res∂ tr
(
W11(∂)(−∂)
j−p1
)
λ
wba;0
}W ∣∣
λ=0
.
For the first equality we used the definition of the Hamiltonian equations (6.22), for the second
equality we used the definition (6.21) of the Hamiltonian densities hj , for the third equality we used
Lemma 12.8(c), and for the fourth equality we used equation (12.40). The RHS above obviously
vanishes for j ≥ p1, while, for 1 ≤ j ≤ p1 − 1, it is, by equation (6.15) and Lemma 12.8(d),
−(−1)
j−p1
p1
r1∑
c=1
deg
1{
wcc;p1−j−1λwba;0
}W ∣∣
λ=0
= −(−1)
j−p1
p1
r1∑
c=1
w[fcc;p1−j−1, fba;0] ,
which vanishes by Lemma 12.9, since j 6= 0. Hence,
deg
1( ∂
∂tj
W12;0
)
= 0 . (12.45)
Next, we compute deg
1
R
(j)
12;0. If we take the degree 0 contribution of both sides of the first equation
in (12.3), we get, recalling (12.7),
0 = deg0Q
(j)
12
(∂)(−(−∂)q) + deg0R
(j)
12
(∂) ,
from which we immediately conclude, by (12.4), that
deg0Q
(j)
12
(∂) = 0 and deg0 R
(j)
12
(∂) = 0 .
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We then use this and equation (12.39) to compute the degree 1 contribution of both sides of the
first equation in (12.3):
(−1)
j
p1 (−∂)jW12(∂) = deg
1Q
(j)
12
(∂)(−(−∂)q) + deg1R
(j)
12
(∂) .
Taking the order 0 contribution of both sides, we get
deg1R
(j)
12;0 = (−1)
j(−1)
j
p1 (W12;0)
′...′ ,
where in the RHS we are taking j derivatives. As an immediate consequence, we get
deg
1
R
(j)
12;0 = 0 . (12.46)
Combining (12.44), (12.45) and (12.46), we conclude that α = 0, proving the claim. 
12.7. Proof of Theorem 12.1. By the last assertion in Theorem 6.2, the Hamiltonian equation
(6.22) implies the Lax equation (6.23). Moreover, by Corollary 11.5 (see also Remark 11.6),
equation (6.22) also implies (12.1). Conversely, by Propositions 12.7 and 12.11, the Lax equation
(6.23) and equation (12.1) uniquely determine the evolution of all generators of the W-algebra,
given by equations (12.2). Hence, by uniqueness, this evolution must coincide with the Hamiltonian
equation (6.22). The claim follows.
13. Proof of Theorem 7.1
By Proposition 8.1 the matrix pseudodifferential operator L(m,x, t, ∂) ∈ Matr1×r1 F((∂
−1))
given by (7.2) solves the Lax equations (6.23). Note that equation (7.2) is the same as equation
(6.19), since, by (7.4), we set W22(m,x, t, ∂) = 0; in particular, equation (12.1) obviously holds.
We can thus apply Theorem 12.1 to conclude that W (m,x, t, ∂) ∈ Matr×r F [∂] evolves according
to the Hamiltonian equations (6.22), as claimed.
14. Examples
As a direct application of Theorem 6.2 and Theorem 12.1 we give the integrable hierarchies
associated to the partitions (p, 1, ..., 1) where p > 1 and (p, 2) where p > 2. In the second case, we
only consider the first equation of the hierarchy, so that the explicit evolution of the generators of
the W-algebra can be given.
Example 14.1. Consider the partition p = (p, 1, ..., 1) with r > 1 parts, where p > 1. The generators
of theW-algebraW(glN , p) are given by the coefficients of the (square) matrix differential operator
W (∂) of size r, composed of four blocksW11(∂),W12(∂),W21(∂) andW22(∂) of size 1×1, 1×(r−1),
(r − 1) × 1 and (r − 1) × (r − 1), such that all Wij ’s are order 0 differential operators except for
W11(∂), which is of order p − 1. Since W12(∂), W21(∂) and W22(∂) do not depend on ∂ in this
example, we will simply denote them byW12, W21 andW22. Let n ≥ 1. Consider the evolutionary
derivations d/dtn of W(glN , p) (i.e. commuting with ∂) given by the Hamiltonians∫
hn =
∫
res∂
p
n
L(∂)
n/p
, where L(∂) = −(−∂)p +W11(∂)−W12(1r−1∂ +W22)
−1W21.
We know by Theorem 6.2 that L(∂) evolves according to the Lax equation
dL
dtn
(∂) = [Bn(∂),L(∂)], (14.1)
where Bn(∂) = (L(∂)
n/p
)+. Let Cn(∂), Dn(∂), Rn and Sn be the unique matrix differential
operators such that
Bn(∂)W12 = Cn(∂)(∂ +W22) +Rn,
W21Bn(∂) = (∂ +W22)Dn(∂) + Sn,
(14.2)
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where Rn and Sn are zero order row and column differential operators (no dependence of ∂). Then,
by Theorem 12.1, we can describe explicitly the evolution of the generators ofW(glN , p) as follows:
dW11
dtn
(∂) = [Bn(∂), Ir−1(−∂)
p +W11(∂)]− Cn(∂)W21 +W12Dn(∂),
dW12
dtn
= Rn,
dW21
dtn
= −Sn,
dW22
dtn
= 0.
(14.3)
The zero order differential operators C1, D1, R1 and S1 are given by
C1 = W12, R1 =W
′
12
+ bW12 −W12W22,
D1 = W21, S1 = −W
′
21
+W21b−W22W21.
Note that the set of equations (14.3) can be reduced by letting W22 = 0, in which case we have
dW11
dtn
(∂) = [Bn(∂), (−∂)
p +W11(∂)]− Cn(∂)W21 +W12Dn(∂), (14.4)
dW12
dtn
= Bn(W12), (14.5)
dW21
dtn
= −B∗n(W21). (14.6)
Equations (14.1), (14.5) and (14.6) are precisely the equations of the well-known p-constrained
(r − 1)-vector KP hierarchy (see e.g. [Zhang99]).
Example 14.2. Consider the partition p = (p, 2) where p > 2. The corresponding W-algebra is
generated, as a differential algebra, by the coefficients of the entries of a 2 × 2 matrix W (∂) such
that the orders of the differential operators W11(∂), W12(∂), W21(∂) and W22(∂) are respectively
p− 1, 1, 1 and 1. Explicitly
W12(∂) = −w21;1∂ + w21;0,
W21(∂) = −w12;1∂ + w12;0 = −∂ ◦ w12;1 + w12;0 + w
′
12;1,
W22(∂) = −w22;1∂ + w22;0,
W11(∂) = w11;p−1(−∂)
p−1 + ...+ w11;0.
Let d/dt be the evolutionary derivation ofW(glN , p) associated to the Hamiltonian
∫
h = p
∫
res∂ L(∂)
1/p
,
where
L(∂) = −(−∂)p +W11(∂)−W12(∂)(−∂
2 +W22(∂))
−1W21(∂).
We know by Theorem 6.2 that the pseudodifferential operator L(∂) evolves according to the Lax
equation
dL
dt
(∂) = [B(∂),L(∂)], (14.7)
where B(∂) = −α(∂+ 1pw11;p−1) is the differential part of L(∂)
1/p
. Note that α is a p-th root of −1.
Let c, d be the unique elements of W(glN , p) and R(∂), S(∂) be the unique differential operators
of order 1 such that
B(∂)W12(∂) = c(−∂
2 +W22(∂)) +R(∂),
W21(∂)B(∂) = (−∂
2 +W22(∂))d+ S(∂).
(14.8)
By Theorem 12.1, we can describe the evolution of the generators of W(glN , p) as follows:
dW11
dt
(∂) = [B(∂),−(−∂)p +W11(∂)]− cW21(∂) +W12(∂)d,
dW12
dt
(∂) = R(∂),
dW21
dt
(∂) = −S(∂),
dW22
dt
(∂) = 0.
(14.9)
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Explicitly, R(∂) = d∂ + e and S(∂) = ∂ ◦ f + g are given by
d = α(
1
p
w11;p−1w21;1 + w21;1
′ − w21;0 − w21;1w22;1),
e = −α(
1
p
w11;p−1w21;0 + w21;0
′ + w21;1w22.0),
f = α(
1
p
w11;p−1w12;1 − 2w12;1
′ + w12;0 − w12;1w22;1),
g = α(−
1
p
w11;p−1(w12;0 + w12;1
′) + w12;1
′′ + w12;0
′ + w12;1(w22;0 + w22;1
′)).
(14.10)
Moreover, c = −αw21;1 and d = −αw12;1, hence cW21(∂)−W12(∂)d = α(w12;1w21;0 −w21;1w12;0).
Note that the equations (14.10) can be reduced by letting W22(∂) = 0, in which case they can be
rewritten as
d = α(
1
p
w11;p−1w21;1 + w21;1
′ − w21;0),
e = −α(
1
p
w11;p−1w21;0 + w21;0
′),
f = α(
1
p
w11;p−1w12;1 − 2w12;1
′ + w12;0),
g = α(−
1
p
w11;p−1(w12;0 + w12;1
′) + w12;1
′′ + w12;0
′),
(14.11)
which imply the four evolution equations
dw21;1
dtred
= −α(
1
p
w11;p−1w21;1 + w21;1
′ − w21;0),
dw21;0
dtred
= −α(
1
p
w11;p−1w21;0 + w21;0
′),
dw12;1
dtred
= α(
1
p
w11;p−1w12;1 − 2w12;1
′ + w12;0),
d(w12;0 + w12;1
′)
dtred
= −α(−
1
p
w11;p−1(w12;0 + w12;1
′) + w12;1
′′ + w12;0
′).
(14.12)
In particular,
d
dtred
(−w21;1 + w21;0x) = B(−w21;1 + w21;0x),
d
dtred
(w12;1 + (w
′
12;1 + w12;0)x) = −B
∗(w12;1 + (w
′
12;1 + w12;0)x).
(14.13)
15. Solutions
15.1. Polynomial tau-functions.
Example 15.1. To construct a tau-function for Example 14.1, we let, cf. (2.9),
h = h1 = S(r+1)p+1(t
(1)) +
r∑
i=2
Sr+1(t
(i) + c(i)).
To construct the corresponding Lax equation we let m = (2, 1, 1, . . . , 1), and calculate the following
2r − 1 tau-functions
τ (2,1,...,1)(t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Srp−1(t
(1)) S(r−1)p−1(t
(1)) · · · Sp−1(t
(1)) 0
Srp(t
(1)) S(r−1)p(t
(1)) · · · Sp(t
(1)) 1
Sr(t
(2) + c(2)) Sr−1(t
(2) + c(2)) · · · S1(t
(2) + c(2)) 1
Sr(t
(3) + c(3)) Sr−1(t
(3) + c(3)) · · · S1(t
(3) + c(3)) 1
...
...
...
...
Sr(t
(r) + c(r)) Sr−1(t
(r) + c(r)) · · · S1(t
(r) + c(r)) 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
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τ (3,1,...,1,0,1,...,1)(t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Srp−2(t
(1)) S(r−1)p−2(t
(1)) · · · Sp−2(t
(1)) 0
Srp−1(t
(1)) S(r−1)p−1(t
(1)) · · · Sp−1(t
(1)) 0
Srp(t
(1)) S(r−1)p(t
(1)) · · · Sp(t
(1)) 1
Sr(t
(2) + c(2)) Sr−1(t
(2) + c(2)) · · · S1(t
(2) + c(2)) 1
...
...
...
...
Sr(t
(i−1) + c(i−1)) Sr−1(t
(i−1) + c(i−1)) · · · S1(t
(i−1) + c(i−1)) 1
Sr(t
(i+1) + c(i+1)) Sr−1(t
(i+1) + c(i+1)) · · · S1(t
(i+1) + c(i+1)) 1
...
...
...
...
Sr(t
(r) + c(r)) Sr−1(t
(r) + c(r)) · · · S1(t
(r) + c(r)) 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
τ (1,1,...,1,2,1,...,1)(t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Srp(t
(1)) S(r−1)p(t
(1)) · · · Sp(t
(1)) 1
Sr(t
(2) + c(2)) Sr−1(t
(2) + c(2)) · · · S1(t
(2) + c(2)) 1
...
...
...
...
Sr(t
(i−1) + c(i−1)) Sr−1(t
(i−1) + c(i−1)) · · · S1(t
(i−1) + c(i−1)) 1
Sr−1(t
(i) + c(i)) Sr−2(t
(i) + c(i)) · · · 1 0
Sr(t
(i) + c(i)) Sr−1(t
(i) + c(i)) · · · S1(t
(i) + c(i)) 1
Sr(t
(i+1) + c(i+1)) Sr−1(t
(i+1) + c(i+1)) · · · S1(t
(i+1) + c(i+1)) 1
...
...
...
...
Sr(t
(r) + c(r)) Sr−1(t
(r) + c(r)) · · · S1(t
(r) + c(r)) 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
In the latter two cases we have 0, respectively 2, in the i-th place in the upper index of the tau-
function. Following the procedure of Section 4, let Sk(c
(i)) = αi,k ∈ C, T (t) = τ
(2,1,...,1)(t, 0, . . . , 0),
q(i)(t) = T
(i)(t)
T (t) , r
(i)(t) = −T
(−i)(t)
T (t) , where T
(i)(t) = τ (3,1,...,1,0,1,...,1)(t, 0, . . . , 0) and T (−i)(t) =
τ (1,1,...,1,2,1,...,1)(t, 0, . . . , 0). Then
T (t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Srp−1(t) S(r−1)p−1(t) · · · Sp−1(t) 0
Srp(t) S(r−1)p(t) · · · Sp(t) 1
α2,r α2,r−1 . . . α2,1 1
α3,r α3,r−1 . . . α3,1 1
...
...
...
...
αr,r αr,r−1 . . . αr,1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
T (i)(t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Srp−2(t) S(r−1)p−2(t) · · · Sp−2(t) 0
Srp−1(t) S(r−1)p−1(t) · · · Sp−1(t) 0
Srp(t) S(r−1)p(t) · · · Sp(t) 1
α2,r α2,r−1 · · · α2,1 1
...
...
...
...
αi−1,r αi−1,r−1 · · · αi−1,1 1
αi+1,r αi+1,r−1 · · · αi+1,1
αr,r αr,r−1 · · · αr,1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
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T (−i)(t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Srp(t) S(r−1)p(t) · · · Sp(t) 1
α2,r α2,r−1 . . . α2,1 1
...
...
...
...
αi−1,r αi−1,r−1 · · · αi−1,1 1
αi,r−1 αi,r−2 · · · 1 0
αi,r αi,r−1 · · · αi,1 1
αi+1,r αi+1,r−1 · · · αi+1,1
αr,r αr,r−1 · · · αr,1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Next (cf. (4.1)), Q+11(m, t, z) =
1
T (t)×∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑rp−1
k=0 Srp−k−1(t)z
−k
∑(r−1)p−1
k=0 S(r−1)p−k−1(t)z
−k · · ·
∑p−1
k=0 Sp−k−1(t)z
−k 0∑rp
k=0 Srp−k(t)z
−k
∑(r−1)p
k=0 S(r−1)p−k(t)z
−k · · ·
∑p
k=0 Sp−k(t)z
−k 0
Srp(t
(1)) S(r−1)p(t
(1)) · · · Sp(t
(1)) 1
α2,r α2,r−1 . . . α2,1 1
α3,r α3,r−1 . . . α3,1 1
...
...
...
...
αr,r αr,r−1 . . . αr,1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and Q+11(m, t,−z) =
1
T (t)×∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Srp−1(t)− Srp−2(t)z
−1 S(r−1)p−1(t) − S(r−1)p−2(t)z
−1 · · · Sp−1(t) − Sp−2(t)z
−1 0
Srp(t) − Srp−1(t)z
−1 S(r−1)p(t)− S(r−1)p−1(t)z
−1 · · · Sp(t)− Sp−1(t)z
−1 1
α2,r α2,r−1 . . . α2,1 1
α3,r α3,r−1 . . . α3,1 1
...
...
...
...
αr,r αr,r−1 . . . αr,1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
Let Q±11(m,x, t, z), q
(i)(x, t) and r(i)(x, t) be defined as in (4.4) by replacing t1 by t1 + x. Then
L˜(m,x, t, ∂)
j
p = Q+11(m,x, t, ∂) ◦ ∂
j ◦Q−11(m,x, t, ∂)
∗
and
L˜(m,x, t, ∂)− =
r∑
i=2
q(i)(x, t)∂−1 ◦ r(i)(x, t)
= (q(2)(x, t), . . . , q(r)(x, t))∂−1 ◦ (r(2)(x, t), . . . , r(r)(x, t))T .
Example 15.2. To construct a tau-function for Example 14.2, we let, cf. (2.9), where a ∈ C is
non-zero,
h1 =Sp+3(t
(1)) + S4(t
(2) + c1),
h2 =Sp+2(t
(1)) + aS4(t
(2) + c2).
We will give three tau-functions which are non-zero, viz.
τ (2,2) =
∣∣∣∣∣∣∣∣∣
Sp+1(t
(1)) S1(t
(1)) Sp(t
(1)) 1
Sp+2(t
(1)) S2(t
(1)) Sp+1(t
(1)) S1(t
(1))
S2(t
(2) + c1) 1 aS2(t
(2) + c2) a
S3(t
(2) + c1) S1(t
(2)
c1) aS3(t
(2) + c2) aS1(t
(2) + c2)
∣∣∣∣∣∣∣∣∣ ,
τ (3,1) =
∣∣∣∣∣∣∣∣∣
Sp(t
(1)) 1 Sp−1(t
(1)) 0
Sp+1(t
(1)) S1(t
(1)) Sp(t
(1)) 1
Sp+2(t
(1)) S2(t
(1)) Sp+1(t
(1)) S1(t
(1))
S3(t
(2) + c1) S1(t
(2)
c1) aS3(t
(2) + c2) aS1(t
(2) + c2)
∣∣∣∣∣∣∣∣∣ ,
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τ (1,3) =
∣∣∣∣∣∣∣∣∣
Sp+2(t
(1)) S2(t
(1)) Sp+1(t
(1)) S1(t
(1))
S1(t
(2) + c1) 0 aS1(t
(2) + c2) 0
S2(t
(2) + c1) 1 aS2(t
(2) + c2) a
S3(t
(2) + c1) S1(t
(2)
c1) aS3(t
(2) + c2) aS1(t
(2) + c2)
∣∣∣∣∣∣∣∣∣ .
Now let m = (2, 2), and define αi, βi ∈ C (1 ≤ i ≤ 3), by
αi = Si(c1), βi = Si(c2),
and let T (t) = τ (2,2)(t(1) = t, t(2) = 0), then
T (t) =
∣∣∣∣∣∣∣∣∣
Sp+1(t) S1(t) Sp(t) 1
Sp+2(t) S2(t) Sp+1(t) S1(t)
α2 1 aβ2 a
α3 α1 aβ3 aβ1
∣∣∣∣∣∣∣∣∣
and (cf. (4.1)):
Q+11((2, 2), t, z) =
1
T (t)
∣∣∣∣∣∣∣∣∣∣
∑p+1
k=0 Sp+1−k(t)z
−k S1(t) +
1
z
∑p
k=0 Sp−k(t)z
−k 1∑p+2
k=0 Sp+2−k(t)z
−k S2(t) + S1(t)z
−1 + 1z2
∑p+1
k=0 Sp+1−k(t)z
−k S1(t) +
1
z
α2 1 aβ2 a
α3 α1 aβ3 aβ1
∣∣∣∣∣∣∣∣∣∣
,
Q−11((2, 2), t,−z) =
1
T (t)
∣∣∣∣∣∣∣∣∣
Sp+1(t) − Sp(t)z
−1 S1(t)−
1
z Sp(t)− Sp−1(t)z
−1 1
Sp+2(t)− Sp+1(t)z
−1 S2(t) − S1(t)z
−1 Sp+1(t) − Sp(t)z
−1 S1(t) −
1
z
α2 1 aβ2 a
α3 α1 aβ3 aβ1
∣∣∣∣∣∣∣∣∣ ,
Q+12((2, 2), t, z) = −
z−1
T (t)
∣∣∣∣∣∣∣∣∣∣
Sp(t) 1 Sp−1(t) 0
Sp+1(t) S1(t) Sp(t) 1
Sp+2(t) S2(t) Sp+1(t) S1(t
)
α3 +
α2
z +
α1
z2 +
1
z3 α1 +
1
z a
(
β3 +
β2
z +
β1
z2 +
1
z3
)
a
(
β1 +
1
z
)
∣∣∣∣∣∣∣∣∣∣
,
Q−12((2, 2), t,−z) = −
z−1
T (t)
∣∣∣∣∣∣∣∣∣∣∣
Sp+2(t) S2(t) Sp+1(t) S1(t)
α1 −
1
z 0 a
(
β1 −
1
z
)
0
α2 −
α1
z 1 a
(
β2 −
β1
z
)
a
α3 −
α2
z α1 −
1
z a
(
β3 −
β2
z
)
a
(
β1 −
1
z
)
∣∣∣∣∣∣∣∣∣∣∣
.
Let Sp(x, t) and Q
±
ab((2, 2), x, t, z) be defined as in (4.4) by replacing t1 by t1 + x. Then
L˜((2, 2), x, t, ∂)
j
p = Q+11((2, 2), x, t, ∂) ◦ ∂
j ◦Q−11((2, 2), x, t, ∂)
∗
and
L˜((2, 2), x, t, ∂)− = q1(x, t)∂
−1 ◦ r1(x, t) + q2(x, t)∂
−1 ◦ r2(x, t),
where
q1(x, t) = Q
+
12;1((2, 2), x, t), q2(x, t) = Q
+
12;2((2, 2), x, t),
r1(x, t) = −Q
−
12;2((2, 2), x, t), r2(x, t) = Q
−
12;1((2, 2), x, t).
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Explicitly:
q1(x, t) =−
1
T (x, t)
((α1S1(x, t) − aβ1S2(x, t))Sp(x, t)
2 + α3Sp+1(x, t) + aβ3S1(x, t)Sp+1(x, t)
− aβ1Sp+1(x, t)
2 − aβ3Sp+2(x, t) + Sp(x, t)(−α3S1(x, t) − aβ3S1(x, t)
2 + aβ3S2(x, t)
+ (−α1 + aβ1S1(x, t))Sp+1(x, t) + aβ1Sp+2(x, t)) + Sp−1(x, t)(α3(S1(x, t)
2 − S2(x, t))
+ (−α1S1(x, t) + aβ1S2(x, t))Sp+1(x, t) + (α1 − aβ1S1(x, t))Sp+2(x, t))),
q2(x, t) =−
1
T (x, t)
(S1(x, t) − aS2(x, t))Sp(x, t)
2 + α2Sp+1(x, t) + aβ2S1(x, t)Sp+1(x, t) − aSp+1(x, t)
2
− aβ2Sp+2(x, t) + Sp(x, t)(−α2S1(x, t) − aβ2S1(x, t)
2 + aβ2S2(x, t)
+ (−1 + aS1(x, t))Sp+1(x, t) + aSp+2(x, t)) + Sp−1(x, t)(α2(S1(x, t)
2 − S2(x, t))+
(−S1(x, t) + aS2(x, t))Sp+1(x, t) + (1− aS1(x, t))Sp+2(x, t)),
r1(x, t) =
a
T (x, t)
((α1α2 − α3 − α1β2 + β3)S1(x, t) + a(α3 − α2β1 + β1β2 − β3)S2(x, t)
+ (α1 − β1)Sp+1(x, t) + a(β1 − α1)Sp+2(x, t)),
r2(x, t) =
a
T (x, t)
((α3β1 + α
2
1β2 − α1β3 − α1α2β1)S1(x, t) − a(α3β1 + α2β
2
1 − α1β1β2 + α1β3)S2(x, t)
+ α1(β1 − α1)Sp+1(x, t) + a(α1 − β1)β1Sp+2(x, t)).
15.2. Soliton type tau-functions. In [KvdL03], Section VI, soliton type tau-functions were con-
structed for the multicomponent KP hierarchy. They are not tau-functions of the p-reduced mul-
ticomponent KP hierarchy since the modes of the following expression
Gij(z, w) = (z − w)
−δijQiQ
−1
j z
α
(i)
0 w−α
(j)
0 e
(i)
+ (t, z)e
(j)
+ (t, w)e
(i)
− (
∂
∂t
, z)e
(j)
− (
∂
∂t
, w),
where Q±1i (τ
m(t)) = τm±ej (t), do not lie in the affine Lie algebra of type A
(1)
p1+p2+···+pr−1
. One can
fix this by replacing z and w by ωki z, respectively ω
ℓ
jz, where ωa = e
2πi
pa , 1 ≤ k ≤ pi, 1 ≤ ℓ ≤ pj ,
and k 6= ℓ when i = j. The modes of Gij(ω
k
i z, ω
ℓ
jz) are elements of this affine Lie algebra (see
[KvdL03], Section VII), hence exponentials of such elements lie in the corresponding completed loop
group. This producesN -solitary type solutions of the p-reduced multicomponent KP hierarchy. See
[KvdL03], Section VI and VII, for some more details. Introduce triples (h, i, j), where 1 ≤ h ≤ N ,
1 ≤ i, j ≤ r. Let s = (h, i, j) be such a triple and as = ahij ∈ C. Let σ be the number of inversions
of a tuple of positive integers (i1, i2, . . . , i2m), i.e. σ(i1, i2, . . . , i2m) is the number of pairs (ip, iq)
such that p < q but ip > iq. Introduce the following constants:
c(s1, . . . , sm) =(−1)
σ(i1,j1,i2,...,im,jm)
m∏
p=1
asp((ω
kp
ip
− ω
ℓp
jp
)zhp)
−δip,jp
m∏
q=p+1
(ω
kp
ip
zkp − ω
kq
iq
zhq )
δipiq×
(ω
kp
ip
zkp − ω
ℓq
jq
zhq)
−δipjq (ω
kp
ip
zhp − ω
ℓq
jq
zhq )
δjpjq (ω
kp
ip
zhp − ω
kq
iq
zhq)
−δjpiq
Then the N -soliton type tau-functions ~τ (t) of charge 0 are:
{1}0+
N∑
m=1
∑
1≤h1<···<hm≤N
∑
1≤ip,jp≤r
· · ·
∑
1≤im,jm≤r
{
c(s1, . . . , sm)×
exp
(
m∑
p=1
∞∑
q=1
(
(ωqipt
(ip)
q − ω
q
jp
t(jp)q )z
q
hp
))}ei1−ej2+ei2+···−ejm
.
Here the notation { }m means that this expression is the τm part of the tau-function. (A correction
to [KvdL03], formula (219): r should run from 1 to N , and the triples sa(pa, ia, ja) should satisfy
the condition a < a′ implies pa < pa′ .)
48
References
[BDSK09] Barakat A.; De Sole A.; Kac V. G. Poisson vertex algebras in the theory of Hamiltonian equations,
Japan. J. Math. 4 (2009), n.2, 141-252.
[BK06] Brundan J., Kleshchev A., Shifted Yangians and finite W-algebras, Adv. Math. 200 (2006), n. 1, 136-195.
[Car17] Carpentier S., A sufficient condition for a rational differential operator to generate an integrable system,
Jpn. J. Math. 12 (2017), no. 1, 33-89.
[DJKM81] Date, E; Jimbo, M; Kashiwara, M.; Miwa, T. Operator Approach to the Kadomtsev-Petviashvili Equation
– Transformation Groups for Soliton Equations III, J. Phys. Soc. Jpn. 50, (1981), no. 11, 3806-3812.
[DJKM82] Date, E; Jimbo, M; Kashiwara, M.; Miwa, T. Transformation groups for soliton equations. Euclidean
Lie algebras and reduction of the KP hierarchy, Publ. Res. Inst. Math. Sci. 18 (1982), no. 3, 1077-1110.
[DSFV19] De Sole A., Fedele L., Valeri D., Generators of the quantum finite W -algebras in type A, to appear in
Journal of Algebra and Its Applications, doi:10.1142/S0219498820501753.
[DSKV13] De Sole A.; Kac V. G.; Valeri D., Classical W-algebras and generalized Drinfeld-Sokolov bi-Hamiltonian
systems within the theory of Poisson vertex algebras, Comm. Math.Phys. 323 (2013), n.2, 663–711.
[DSKV14] De Sole A.; Kac V. G.; Valeri D., Structure of classical (finite and affine) W-algebras, J. Eur. Math.
Soc. (JEMS) 18 (2016), no. 9, 1873-1908.
[DSKV16a] De Sole A.; Kac V. G.; Valeri D., A new scheme of integrability for (bi)-Hamiltonian PDE, Comm.
Math. Phys. 347 (2016), n. 2, 449-488.
[DSKV16b] De Sole, A.; Kac, V.G.;Valeri, D. Classical affine W-algebras for glN and associated integrable Hamil-
tonian hierarchies, Comm. Math Phys. 348 (2016), no. 1, 265–319.
[DSKV16c] De Sole, A.; Kac, V.G.;Valeri, D. Structure of classical (finite and affine) W-algebras, J. Eur. Math.
Soc. 18 (2016), n.9, 1873-1908.
[DSKV18] De Sole, A.; Kac, V.G.;Valeri, D. Classical affine W-algebras and the associated integrable Hamiltonian
hierarchies for classical Lie algebras Comm. Math. Phys. 360 (2018), no. 3, 851-918.
[Dic03] Dickey, L. A., Soliton equations and Hamiltonian systems, Second edition. Advanced Series in Mathematical
Physics, 26. World Scientific, 2003.
[DS85] Drinfeld, V., Sokolov, V., Lie algebras and equations of KdV type, Soviet J. Math. 30 (1985), 1975-2036.
[GD76] Gelfand I.M.; Dickey L.A., Fractional powers of operators, and Hamiltonian systems, Funkcional. Anal. i
Prilozen. 10 (1976), no. 4, 13-29.
[GGRW05] Gelfand I.M.; Gelfand S.I.; Retakh, V.; Wilson R.I. Quasideterminants, Adv. Math. 193 (2005) n.1,
56-141.
[KvdL03] Kac, V.G.; van de Leur, J.W. The n-component KP hierarchy and representation theory, in “Integrability,
topological solitons and beyond”, J. Math. Phys. 44 (2003), no. 8, 3245–3293. (First version in “Important
developments in soliton theory”, Springer Series in Nonlinear Dynamics, 1993)
[KvdL19] Kac, V.G.; van de Leur, J.W. Polynomial tau-functions for the multi-component KP hierarchy, PRIMS
(2020). arXiv:1901.07763 [math-ph].
[Sato81] Sato, M. Soliton equations as dynamical systems on a infinite-dimensional Grassmann manifold, RIMS
Kôkyûroku 439 (1981), 30–46 .
[Zhang99] Zhang, Y. On a reduction of the multi-component KP hierarchy, J. Phys. A 32 (1999), no. 36, 6461–6476.
Mathematics Department, Columbia University, USA
E-mail address: sc4278@math.columbia.edu
URL: https://www.simonsfoundation.org/team/sylvain-carpentier/
Dipartimento di Matematica, Sapienza Università di Roma, P.le Aldo Moro 2, 00185 Rome, Italy
E-mail address: desole@mat.uniroma1.it
URL: http://www1.mat.uniroma1.it/~desole
Department of Mathematics, MIT, 77 Massachusetts Ave., Cambridge, MA 02139, USA
E-mail address: kac@math.mit.edu
URL: http://www-math.mit.edu/~kac/
School of Mathematics and Statistics, University of Glasgow, G12 8QQ Glasgow, UK
E-mail address: daniele.valeri@glasgow.ac.uk
URL: https://www.maths.gla.ac.uk/~dvaleri/
Mathematical Institute, Utrecht University, 3508 TA Utrecht, The Netherlands
E-mail address: j.w.vandeleur@uu.nl
URL: http://www.staff.science.uu.nl/~leur0102/
49
