Abstract. In order to improve the computational efficiency of conformal predictor, distance metric learning methods were used in the algorithm. The process of learning was divided into two stages: offline learning and online learning. Firstly, part of the training data was used in distance metric learning to get a space transformation matrix in the offline learning stage; Secondly, standard CP-KNN was conducted on the remaining training data with a nonconformity measure function defined by K nearest neighbors classifier in the transformed space. Experimental results on three UCI datasets demonstrate the efficiency of the new algorithm.
Introduction
In previous studies, K nearest neighbors (KNN) classifier was often used to design the nonconformity measure function for CPs, which is known as CP-KNN algorithm [6] . There are some disadvantages in CP-KNN [8] . Firstly, the nonconformity measure function of CP-KNN is designed in the original space, but the distance metric in the original space can't adapt to most of the practical problems. Secondly, the distance metric is difficult to determine, and Euclidean distance and other distance are not good for many classification problems. Thirdly, it needs to store large amounts of historical data, and frequently search and access the database, so it will cost a lot of time. Especially, when the data sets are huge, the calculation is intolerable in many practical applications.
There are some existing versions of CPs aiming to improve its computational efficiency, e.g. offline learning transductive confidence machine [5] , which is conducted in an offline manner. However, in offline learning, the calibration of CPs can not be guaranteed theoretically. In [7, 9] , Wang HZ and Yang F et al. proposed a hybrid compression CP which used random forest to learn a proximity matrix on part of training data and apply CP-KNN in an online learning manner on the remaining data in the sample space defined by the random forest proximity matrix. Hence the computational efficiency was improved through the transfer of the online learning computational cost to the offline learning. Further, Yang F et al. propose to use adaptive kernel learning on part of the training data and also got both high predictive efficiency and computation efficiency on a fault detection dataset [8] . Different from [10] , which use Multiple Kernel Learning (MKL) methodology to maximize efficiency in the CP framework, the above work mainly focused on improving the learning framework of CPs by dividing the learning process into two parts: offline learning and online learning. And this learning strategy can also be viewed as Mondrian CPs according to [1] .
In this paper, we further present the distance metric learning based Conformal Predictor. Identically, the learning process was divided in to two stages. In the offline learning section, we used part of the training data sets to get a space transformation matrix by distance metric learning methods [11] [12] [13] , and then design the nonconformity measure function with KNN and apply online CP-KNN in the new space.
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Conformal Predictor
Conformal predictor (CP) is a transductive confidence machine (TCM) based on Kolmogorov randomness theory and conducted in online scheme. When one testing example is coming, we assume the example belongs to every possible class, and get several new test sequences. Randomness test is then applied to every test sequence. If the randomness level of a new sequence is relatively high, the corresponding class may be the true label of the testing example. CP treats all the classes whose randomness levels are greater than the specified risk level as prediction results. So CP is region prediction rather than point prediction of the traditional machine learning algorithms [1] .The key problem of the CP algorithm is the design of nonconformity measures for examples, which is the degree of a testing example consistent with each class's distribution.
Distance Metric Learning Algorithms
The KNN rule works well in the design of nonconformity measure in CPs. However the performance of KNN depends crucially on the distance metric. The performances of the KNN could vary greatly on different distance metrics. Usually, Euclidean distances are used as a similarity measure, which is not always the case in most applications. And the distance metric should adapt to the particular applications. We expected that the nonconformity measure with KNN could be more effective in a space learned from the training set. In this paper, we used three distance metric learning methods to get the space transformation matrix. The methods are Large Margin Nearest Neighbors Classifier (LMNN) [11] , Discriminative Component Analysis (DCA) [12] and Local Fisher Discriminant Analysis (LFDA) [13] .
Distance Metric Learning-based Conformal Predictor Algorithm
In this paper, the process of learning is divided into two stages: offline learning and online learning. And the training data set is also randomly divided into two parts: compressed data set and calibration data set.
(i) Offline learning. In the original space, the compressed data set is used with Distance Metric Learning methods (LMNN, LFDA and DCA) to get a space transformation matrix (M). The purpose of this stage is to reduce storage size and the online computational cost by compressing part of the training data into knowledge.
(ii) Online learning. We get a new data space from offline learning stage. The transformation matrix not only increases the class separability of the compressed data set, but also increases the class separability of the calibration data set and the testing data set. The nonconformity measure function which is designed by KNN in the new space will be more effective.
The nonconformity measure function can be defined in the new space as: 
where n Z is a testing example and M is the linear transformation matrix. i A is the nonconformity measure function.
And the output of the prediction:
The nonconformity measure score was calculated as: , testing data n x , k, and the risk level ε ;
Output: the region prediction ε Γ of n x . Step 1. The compressed data set is used with Distance Metric Learning methods to get a space transformation matrix (M);
Step 2. The calibration data set is put into the new space by the space transformation matrix (M);
Step 3. Initialize the region prediction set and the calibration data set: 
Experiment Results
We call the Distance Metric Learning-based Conformal Predictor Algorithms as CP-LMNN, CP-LFDA and CP-DCA respectively. We compared our new algorithms with CP-KNN on three UCI data sets, i.e., SPAM E-mail Database, the Pen-Based Recognition of Handwritten Digits and the Thyroid disease [14] . Four evaluation indicators are used, i.e., certain prediction rate, certain and correct prediction rate, empty prediction rate and exact calibration. The certain prediction rate means the rate of the region predictions which only have one class label. The certain and correct prediction rate denotes the rate of the region predictions which only have one label and the label is just the true class label. The empty prediction rate denotes the rate of the region predictions which have no elements.
Results on SPAM E-mail Database are showed in Fig.1 . The results on the other two datasets are similar to Fig.1 . And the certain and correct prediction rate are shown in Table 1 .The experiments were performed on a laptop machine with a 2.1 GHz core 2 processor. In order to compare the computational efficiency, the CPU time for each experiment is listed in Table 2 . Table 1 shows that the certain and correct prediction rate of the new methods are better than CP-KNN at most confidence levels. The rate of region predictions which only have one label is improved, and most of the predictions are just the true class labels of the testing data. And the average degree of similarity of certain and correct prediction rate and certain prediction rate are also better.
From Table 2 we can see that the time costs of our method on all data sets are less than CP-KNN. Note that, the larger of the compressed data set, the CPU times of CP-LMNN will be less. The compressed data is used in offline learning and would not influence the computation efficiency of online learning. In contrast, as the number of historical data increases, CP-KNN will be very time-consuming. So the new algorithm is suitable for the online learning of huge data sets.
Conclusions
In this paper we propose a distance metric learning based conformal predictor. The new algorithm works well in improving the computational efficiency of CP. And at the same time, the predictive efficiency is also improved by some degree. 
