The influences of environmental factors such as weather on human brain are still largely unknown. A few 2 4 neuroimaging studies have demonstrated seasonal effects, but were limited by their cross-sectional design 2 5 or sample sizes. Most importantly, the stability of MRI scanner hasn't been taken into account, which 2 6 may also be affected by environments. In the current study, we analyzed longitudinal resting-state 2 7 functional MRI (fMRI) data from eight individuals, where the participants were scanned over months to 2 8 years. We applied machine learning regression to use different resting-state parameters, including 2 9 amplitude of low-frequency fluctuations (ALFF), regional homogeneity (ReHo), and functional 3 0 connectivity matrix, to predict different weather and environmental parameters. For a careful control, the 3 1 raw EPI and the anatomical images were also used in the prediction analysis. We first found that daylight 3 2 length and temperatures could be reliability predicted using cross-validation using resting-state 3 3 parameters. However, similar prediction accuracies could also achieved by using one frame of EPI image, 3 4 and even higher accuracies could be achieved by using segmented or even the raw anatomical images. 3 5
information is listed in sessions represents the effective number of sessions after dropout due to missing data or large head 1 0 7 motions. The numbers of volumes represent the number of volumes used in the analysis after removing 1 0 8 the first several volumes. 1 0 9 1 1 0 6 The MRI data from the Kirby sample were scanned using a 3T Philips Achieva scanner. The data 1 1 1 from the Myconnectome sample were scanned using a 3T Siemens Skyra scanner using a 32-channel 1 1 2 head coil. And the data from the Day2day project were scanned using a 3T Siemens Magnetom Trio 1 1 3 scanner using a 12-channel head coil. For each subject, resting-state fMRI data with multiple sessions 1 1 4 were available. Within a subject, the resting-state fMRI were scanned using the same imaging parameters, 1 1 5 but the parameters varied between different sites. Some essential resting-state fMRI parameters are listed 1 1 6
in Table 1 . For more details, we refer the readers to the original articles. 1 1 7
High resolution anatomical MRI images were available for only a few sessions in the Kirby and 1 1 8
Myconnectome datasets for each subject. A MRI image of one session was used to register all the 1 1 9 functional images to standard Montreal Neurological Institute (MNI) space. For the Day2day dataset, 1 2 0 structural MRI images were available for all the sessions. Only the structural MRI image of the last 1 2 1 session of each subject was used to aid preprocessing of the fMRI images. All the structural images of 1 2 2 the Day2day project were also used in the control prediction analysis. 1 2 3
Lastly, we obtained MRI scanner quality assurance agar phantom data from the Day2day site. 1 2 4
The images were scanned between June 2013 and February 2014 with a weekly basis (37 sessions in 1 2 5 total). The data were acquired using gradient echo (GRE) sequence with the same coil as the one used for 1 2 6 acquisition of the human data. Two images were acquired for each session. The parameters include: TR 1 2 7 = 2000 ms; TE = 30 ms; FOV = 22 cm; matrix = 64 x 64; slice number = 28; slice thickness = 4 mm (1 1 2 8 mm gap). 1 2 9 2.2. Environmental data 1 3 0
The fMRI data were acquired from three different cities in two continents, Baltimore USA (Kirby), 1 3 1 Austin USA (Myconnectome), and Berlin Germany (Day2day), which reflect different types of climates. Myconnectome datasets, respectively. We used the following measures, maximum and minimum 1 3 7 temperatures, air pressure, wind speed, humidity, and precipitation. For those with missing data, we also 1 3 8 checked Daily Summaries data from the NOAA website. The weather data for the Day2day dataset were 1 3 9 collected by the German researchers. Daily sunshine hours were not used, because they were not 1 4 0 available for the other datasets. 1 4 1
We also included daylight length in the current analysis. It was already available in the NOAA 1 4 2 Local Climatological Data. For the Day2day data, we calculated the daylight length in Berlin according 1 4 3 to its geographic location through the website of the Astronomical Applications Department of the U.S. 1 4 4
Naval Observatory computes (http://aa.usno.navy.mil/data/docs/Dur_OneYear.php). For the Day2day 1 4 5 dataset, there are also three parameters that reflect local environmental variations, i.e. scanner room 1 4 6 temperature, scanner room humidity, and scanner Helium level. These three parameters were also used in 1 4 7 the prediction analysis when using Day2day data to do prediction. 1 4 8 2.3. MRI data processing 1 4 9 2.3.1. Resting-state fMRI Preprocessing 1 5 0 Data processing and statistical analysis were performed using MATLAB (R2017b). SPM12 1 5 1 (http://www.fil.ion.ucl.ac.uk/spm/ ; RRID:SCR_007037) was used for fMRI data preprocessing. The first 1 5 2 2, 18, and 2 functional images for each session were discarded for Kirby, Myconnectome, and Day2day 1 5 3 datasets, respectively, remaining 198, 500, and 148 images for each session. For each subject, all the 1 5 4 functional images were realigned to the first session. All the prediction analysis was performed in native 1 5 5 space of each subject. The anatomical images were coregistered to the mean functional image, and then 1 5 6 segmented into gray matter (GM), white matter (WM), cerebrospinal fluid (CSF), and other tissues. At 1 5 7 each voxel, Friston's 24 head motion model, the first five principle components from WM signals and the 1 5 8 first five principle components from CSF signals were regressed out, and then a band-pass filtering was 1 5 9 8 applied at frequency of 0.01 and 0.1 Hz. The images were not spatially smoothed, because there was no 1 6 0 voxel-wise univariate analysis involved. 1 6 1 2.3.2. ALFF, ReHo, and connectivity matrices 1 6 2
We calculated three resting-state parameters to represent resting-state brain functions, i.e. amplitude of 1 6 3 low-frequency fluctuation (ALFF) (Zang et al. 2007) and regional homogeneity (ReHo) (Zang et al. 2004) 1 6 4 to represent regional properties, and connectivity matrix to represent inter-regional connectivity property. 1 6 5 ALFF and ReHo were calculated using REST toolbox (Song et al. 2011) . Essentially, ALFF calculated 1 6 6 the power of the time series signals between 0.01 to 0.08 Hz at every voxel, resulting in an ALFF map for 1 6 7 each session. ReHo calculated the correlations of the current voxel with the 26 neighboring voxels, which 1 6 8 also resulted in a ReHo map for each session. The ALFF and ReHo values for each session within the 1 6 9 subject's GM mask were concatenated as a vector for further analysis. The subject specific GM masks 1 7 0 were defined as GM intensity greater than 0.5 based on the segmentation results from the subject's own 1 7 1 anatomical image. Because the GM masks were defined in the native spaces and the fMRI resolution 1 7 2 varies across datasets, the number of within mask voxels also varied (from 20,780 to 55,368). and Biswal 2019). Spherical ROIs were first defined in MNI space with a radius of 8 mm, and 1 7 5 transformed into the native space for each subject. There were in total 13,366 connectivity values (164 x 1 7 6 (164 -1) / 2), which were concatenated as a vector for the prediction analysis. The correlation values 1 7 7
were transformed into Fishers' z scores. 1 7 8 2.3.3. Head motion and other potential confounding variables 1 7 9
To minimize the confounding of head motion in the prediction analysis, we first removed sessions with 1 8 0 large head motions. We calculated frame-wise displacement in translation and rotation directions (Di and 1 8 1 Biswal 2015). A session's data with maximum frame-wise displacement greater than 1 mm or 1 o were 1 8 2 discarded. No sessions were removed in the Kirby data, and seven sessions (7.8%) were removed for the 1 8 3 Myconnectome data. In the Day2day dataset, at most two sessions were removed for each subject. 1 8 4 9 Secondly, we regressed out 24 motion variables using Friston's head motion model (Friston et al. 1996) , 1 8 5 which has been shown to be effective to minimize the effects of head motion on resting-state measures 1 8 6 (Yan, Cheung, et al. 2013) . Lastly, mean frame-wise displacement of both directions were regressed out 1 8 7 from a predicted environmental variable before it was entered into the prediction analysis. For the Day2day dataset, the MPRAGE anatomical MRI images were available for all the sessions. 1 9 0 Therefore, we used the anatomical images as a control condition for weather prediction. The analysis was 1 9 1 also performed in subject's native space. The anatomical images from all the sessions of a subject were 1 9 2 realigned and resliced to the image of the first session. Then each session's image was segmented 1 9 3 separately, and the segmented tissue probability maps of GM, WM, and CSF were obtained in the native 1 9 4 space. We defined GM, WM, and CSF masks as averaged probability greater than 0.5 in respective tissue 1 9 5 type. GM, WM, and CSF probability in their masks were extracted, respectively, to be used in the 1 9 6 prediction analysis. 1 9 7 2.3.5. Phantom image processing 1 9 8
For each session, the two images were realigned, and an averaged image was calculated. Because the 1 9 9 phantom was placed in the similar location, no cross-session registration was performed. We first 2 0 0 calculated correlations between daylight length and image values in every voxel, resulting in a correlation 2 0 1 image. Next, a cubic mask in the center of the image was defined. The signals within the mask were 2 0 2 extracted for the prediction analysis. The goal of the analysis is to estimate the prediction values of resting-state parameters on different 2 0 6 weather or meteorological parameters. The analysis was performed for each of the resting-state 2 0 7 parameters to predict each of the seven weather parameters. And we asked which weather parameters 2 0 8 1 0 could be better predicted by which resting-state parameters. The prediction analysis was all done in a 2 0 9 within-subject manner. Cross-validation was used to evaluate the prediction accuracy. 2 1 0
In addition to use these resting-state parameters, we also performed a series of control analysis to 2 1 1 use other potential confounding parameters to predict the environmental parameters. First, we used the 2 1 2 first fMRI image of each session after realignment to perform prediction analysis. Although the single 2 1 3 image still reflects BOLD effects, it may be more contributed by brain structural variations. Secondly, to 2 1 4 future rule out the structural contribution, we used segmented tissue probabilities of GM, WM, and CSF 2 1 5 from their respective tissue masks to perform prediction analysis. Thirdly, we also extracted raw image 2 1 6 values from the MPRAGE images in the three masks to serve as another control conditions. In addition, a 2 1 7 cuboid mask was also defined for each subject, which was located outside the brain. The raw image 2 1 8 values from the MPRAGE images from the air mask was used to control for baseline MRI signals.
1 9
Finally, since all of the above mentioned analyses indicated prediction values to predict environmental 2 2 0 parameters, especially daylight length, we further analyzed the quality assurance phantom data, and used 2 2 1 the signals in the agar phantom area to perform prediction analysis to predict daylight length. 2 2 2
Machine learning regression analysis 2 2 3
We used linear machine learning regression model to perform prediction analysis. The general form of 2 2 4 the prediction model is a linear regression model as the following: 2 2 5
where y is a 1 x n vector of a predicted weather parameter, X is a n x m matrix of a resting-state parameter, 2 2 7 β is the model parameters, and ε is the residual. N represents the number of observations, which in the 2 2 8 current analysis were the number of sessions for the longitudinal data and the number of subjects for the 2 2 9 cross-subject data. M represents the number of prediction variables, which could be the number of voxels 2 3 0 in the ALFF or ReHo maps (see Table 1 ) or the number of connections (13,366) in the connectivity 2 3 1 matrices. Here, m is much larger than n. Therefore, we used ridge regression to estimate the β 2 3 2 1 1 parameters. Briefly speaking, instead of trying to achieve the goal of minimizing the sum of square 2 3 3 means of the model prediction:
Ridge regression adds one more regularized term:
where λ represents the regularization parameter. The regularization term can constrain the sizes of beta 2 3 8 values, thus preventing over fitting of the model. In the current analysis, we used the MATLAB function 2 3 9 fitrlinear to perform the prediction analysis. There are other methods available, such as LASSO and 2 4 0 elastic net, but a recent study suggested that ridge regression and elastic net can yield similar prediction 2 4 1 accuracies while LASSO might perform worse in the scenario that the number of observations is much 2 4 2 smaller than the number of features (Cui and Gong 2018).
4 3
There are three steps in the prediction analysis, 1) tuning regularization parameter λ to find the 2 4 4 optimal λ (λ tuning), 2) training the model using the training dataset and the optimal λ to obtain a 2 4 5 prediction model β (model training), and 3) estimating prediction accuracy by calculating correlations 2 4 6 between predicted and actual values in a separate testing sample (cross-validation). Cross-validation was 2 4 7 used to make sure that the estimated prediction accuracy was independent from the training data. 2 4 8 Therefore, it is important for the within-subject and cross-subject prediction. For the between-subject 2 4 9 prediction, however, prediction accuracy was estimated from a separate subject; therefore no cross-2 5 0 validation was required.
5 1
Because of the limited number of data in one fold (13 observations in the least case), 3-fold cross-2 5 2 validation was adopted. We used a nested tuning strategy to optimize the parameter λ ( Figure 1A ) (Cui 2 5 3 and Gong 2018). Specifically, we first used 3-fold cross-validation to hold out one third of the data as an 2 5 4 independent testing dataset, and used the remaining two thirds of the data as training and parameter 2 5 5 tuning dataset. The data were first sorted according to the tested weather parameter, and the three folds 2 5 6 1 4 2 9 6 Figure 2 Prediction accuracies to daylight length using the ALFF, Reho, raw EPI maps, and the 2 9 7 combination of EPI with ALFF or EPI. 2 9 8 2 9 9 3.2. Prediction analysis using the anatomical images 3 0 0
If single frame EPI images can predict weather parameter like daylight length, then the question becomes 3 0 1 whether the prediction is due to brain functional activity, structural information, or other factors. We 3 0 2 therefore performed the same prediction analysis using anatomical images, where were available in the 3 0 3 six subject in the Day2day dataset. We first performed prediction analysis using segmented GM, WM, or 3 0 4 CSF images using their respective tissue mask (Figure 3 ). The results showed very similar prediction 3 0 5 patterns for different environmental parameters as using resting-state parameters. That is, the daylight 3 0 6 length and environmental temperatures had the highest prediction accuracies. The prediction accuracies 3 0 7 using all the three tissue probability maps were above 0.5, which were higher than using any resting-state 3 0 8 parameters. However, what more interesting was that even higher prediction accuracies could be 3 0 9 achieved using raw anatomical images in different tissue masks. The prediction accuracies were higher 3 1 0 than 0.6 when using raw anatomical image signals in the GM or CSF masks. Finally, we defined a 3 1 1 cuboid mask outside the brain (see Figure 4A as an example), and used the raw MRI signals in the mask 3 1 2 to perform prediction analysis. Surprisingly, the analysis also showed similar pattern of prediction 3 1 3 s or te
