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, $\mathrm{Q}$-learning , $\mathrm{D}\mathrm{P}$
. ODE $[2,3]$
. , Q-learning Mahadevan[4]










$\{X_{n}, n\geq 0\}$ . $a\in A$ , $i\in S$ $j\in S$
$p(i,a,j)$ , $g(i,a,j)$ . , Al
(1) $\lim_{narrow\infty}\sup_{m}\frac{1}{n}\sum_{\triangleleft}^{n-1}E[g(X_{n},Z_{m},X_{m+1})]$,
.
$\{ Z_{n}\}$ $Z_{n}=v(X_{n})$ $\beta$ .
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101
7\psi AZ \mbox{\boldmath $\varphi$} $\{X_{n}, n\geq 0\}$ jt $\hat{X}\#\infty\ovalbox{\tt\small REJECT}$ \sim v: $Sarrow A\mathit{1}_{\llcorner}’\ovalbox{\tt\small REJECT}$. $l$, C 9 1 6.
R s[5] 6 (1) $\beta$ $V(i):Sarrow R$ $\mathrm{D}\mathrm{P}$
.
(2) $V(i)= \min_{a\mathrm{e}A}[\sum_{jd}p(i,a,j)(g(i,a,j)+V(j))-\beta]$ , $i\in S$ .
, $Q(i,a):S\mathrm{x}Aarrow R$ ,
$v(i)\in \mathrm{A}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{i}\mathrm{n}(Q(i, \cdot))$ . $Q(\cdot, \cdot)$ Q-factor 1,
, $V(i)= \min_{a\mathrm{e}A}Q(i,a)$ . ,
$\mathrm{C}3)$
$Q(i,a)= \sum_{j\mathrm{e}S}p(i,a,j)(g(i,a,j)+\min_{b\mathrm{e}A}Q(j,b))-\beta$, $j\in S,$ $a\in A$ ,
. Q-learning $p(i,a,j)$ ,
$p(i,a, \cdot)$, $i\in S,$ $a\in A$ , $\xi_{t.a}^{n}$
Q-factor .
3Q$\cdot$learning
$\mathrm{D}\mathrm{P}$ (2) RVI(relative vmlue iteration)
(4) $i.\in S$ ,
$V^{n}(i_{0})arrow\beta$, $narrow\infty$ ,
. , $i_{0}\in S$ . , $V^{n}(i)$ $V(i_{0})=\beta$ $\mathrm{D}\mathrm{P}$ (2)
$V(i)$ . , (3) Q-factor
$\mathrm{C}5)$
$Q^{n+1}(i,a)= \sum_{jd}p(i,a,j\mathrm{X}g(i,a,j)+\min_{kA}Q^{n}(j,b))-Q^{n}(i_{0},a_{0})$ , $i\in S,$ $a\in A$ ,
$Q^{n}(i,a)arrow Q(i,a),$ $Q^{n}(i_{0},a_{0})arrow\beta$, $narrow\infty$ ,
. , $i_{0}\in S,$ $a_{0}\in A$ .
(4) , (5) $\beta$ $V(i)$ Q-factor $Q(i,a)$
. , $p(i,a,j)$ $g(i,a,j)$
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$-Q^{n}(i_{0},a_{0})-Q^{n}(i,a)\}$ , $i\in S,$ $a\in A$ .











. , $Q^{n},M^{n}\in R^{d\mathrm{x}r}$ ,
$e=\{\begin{array}{l}\mathrm{l}\mathrm{l}\vdots 1\end{array}\}\in R^{d\mathrm{x}r}$,
. , $3_{n}=\sigma(Q^{m},M^{m}, m\leq n)$ , $n\geq 0$ , J $\{M^{n}, n\geq 1\}$
(8) $E[M^{n+1}|3_{n}]=0$, $E[||M^{n+1}||^{2}|3_{n}]\leq K(1+||Q^{n}||^{2})$
$\text{ }rx\text{ }$ . , ODE 12,3]
(9) $\dot{Q}(t)=T(Q(t))-Q(t)(i_{0},a_{0})e-Q(t)$ ,
103
. Abounadi, Bertsekas and Borkar [1] (7), (8), (9) 1‘ .
1([1] Lemma 3.8)
$\{Q^{n}\}$ \mu h \Lambda /E \sim I\llcorner \acute \sim \parallel 66.
2([1] Theorem 34)
$Q$ \eta (9)oX \Phi ffi \check \sigma 6.
, 1, 2 .
3([1] Theorem 35)
$Q^{n}$ hh 8 \sim Q/ $\mathcal{T}\mathcal{B}$ .
$Q^{n}$ $Q$
, (6) .
, $i\in S,$ $a\in A$ $\xi_{l,a}^{n}$ .
$\{M^{n}, n\geq 1\}$ .
4(J. [6] 4.6.1)
7’ .–$\nearrow l$’ $\{M^{n}, n\geq 1\}$ t A\check $b$
(1) $\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\sum_{n\geq 1}E||M^{n}||^{2}$ $’\emptyset)^{-}\mathcal{O}Rtfb\prime J$, $\beta ff$ $\lim_{n\infty_{m}}\sum_{1}^{n}.M^{n}$ $\ovalbox{\tt\small REJECT}^{\mathrm{j}^{\backslash }}\epsilon.s$. $F$ $L_{2}$ $F$ $\#$
$\mathrm{f}\mathrm{f}t\delta$ .
(2) $\infty$ / $\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT} t\epsilon$ $f\ovalbox{\tt\small REJECT}$ U $\#$ $l \nearrow\backslash F/\int\{u_{n},$ $n\geq 1\}$ / $\chi$, $L.T,$ $\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\sum_{n\geq 1}u_{n}^{-2}E||M^{n}||^{2}$ $\ovalbox{\tt\small REJECT}\grave{\grave{\mathrm{s}}}$
$\ovalbox{\tt\small REJECT} Rth\mathrm{f}\mathrm{f},\lim_{\mathrm{n}arrow\infty}u_{n}^{-1}\sum_{m=1}^{n}M^{n}=0$ $a.s$. $\text{ }\nearrow t\mathcal{B}$ .
1, 2 3 .
5
$Q^{n}$ \mu \beta \Delta kB\acute $\mathit{1}\mathit{3}\mathit{7}\mathrm{C}b$, $E[ \lim_{narrow\infty}Q^{n}]=Q$ 6.
[ ] (7) .
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(10) $Q^{n}=Q^{0}+ \sum_{m=0}^{n}\gamma(m)(T(Q^{m})-Q^{m}(i_{0},a_{0})e-Q^{m})+\sum_{m=0}^{n}\gamma(m)M^{m+1}$ .
(8) 3




. , 4 , $\sum_{1n1}^{n}.\gamma(m)M^{m+1}$ . , $\sum_{n\cdot 1}^{n}\gamma(m)M^{m+1}$
$E[ \lim_{narrow\infty},\sum_{n\cdot 1}^{n}\gamma(m)M^{m+1}]=0$ .
1 $Q^{n}$ , , 2 (10) 1 2 $\mathrm{D}\mathrm{P}$ $Q$
. , $Q^{n}$ , $E[\varliminf_{n*\infty}Q^{\hslash}]=Q$ .
[ ] 4 $\gamma(n)\sum_{n1\Rightarrow 1}^{n}M^{m+1}$ 0 ,
,
$\sum_{n-1}^{n}\gamma(m)M^{m+1}$
, 0 . Abounadi, B4\pi ekas and Borkar [1] 3
$Q^{n}$ $Q$ .
4
, 5 , 2
, (7) .
, $\xi_{l.a}^{n}$ .
$S=\{1,2,\cdots,5\}$ , $A=\{1,2\}$ . , $p(i,a,j)$
$P(\cdot,1,\cdot)=\{\begin{array}{lllll}0.2 0.3 0.3 0\mathrm{l} 0.\mathrm{l}0 0.3 0.3 02 0.20 0 0.4 03 0.30 0 0 05 0.50.\mathrm{l} 0 0 0 0.9\end{array}\}$, $P(\cdot,2,\cdot)=\{\begin{array}{lllll}0.3 0.4 0.2 0\mathrm{l} 00 0.4 0.3 03 00 0 0.5 04 0.\mathrm{l}0 0 0 06 0.4\mathrm{l} 0 0 0 0\end{array}\}$ ’
$g(i,a,j)$
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$g(\cdot,1,\cdot)=\{\begin{array}{llll}11 \mathrm{l} \mathrm{l} 10\mathrm{l}\mathrm{l} \mathrm{l} \mathrm{l} \mathrm{l}0\mathrm{l}\mathrm{l} \mathrm{l} \mathrm{l} \mathrm{l}0\mathrm{l}\mathrm{l} \mathrm{l} \mathrm{l} \mathrm{l}020 \mathrm{l} 1 \mathrm{l} \mathrm{l}0\end{array}\}$, $g(\cdot,2,\cdot)=\{\begin{array}{lllll}2 3 3 3 \mathrm{l}02 3 3 3 \mathrm{l}02 2 3 3 \mathrm{l}02 2 2 2 107 2 2 2 \mathrm{l}0\end{array}\}$




. , $i_{0}=1,$ $a_{0}=1$ Q-factor





, (6) $\mathrm{Q}\cdot \mathrm{f}\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{o}\mathrm{r}$ .
. 1 Q-factor
$Q^{0}(i,a)=0$, $i\in S,$ $a\in A,$ $i_{0}=1,a_{0}=1$ , $\beta$ $Q^{n}(i_{0},a_{0})$
. , $\gamma(n)=\frac{1}{1+n}$ , $Q^{n}(i_{0},a_{0})$
. $\beta=4.195652$ . ,
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$\gamma(n)\ovalbox{\tt\small REJECT}$– , 50 , 5 $\mathrm{D}\mathrm{P}$
$1+n$





. $Q$ (9) $Q^{n}$ $Q$ , 3
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