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Abstract
With the advent of high-throughput technology there has been a large increase in the
availability of biological data, such as interaction data of genes, proteins and metabo-
lites. It is therefore necessary to develop ways in which these data can be efficiently
modelled and analysed. Networks offer a natural modelling framework for complex bio-
logical systems and as such, network theory and related computational approaches have
proven important in bioinformatics. A particular facet of network theory that has been
employed to analyse biological networks is community structure detection. Commu-
nity structure is a modular network topology where communities are defined as groups
of nodes with dense intra-community connections and less dense inter-community con-
nections. Methods to uncover such communities in complex biological networks have
the potential to contribute towards a better understanding of the underlying organi-
sation of a system. Consequently, this thesis focuses on the development of a series
of mathematical programming models to address various manifestations of the commu-
nity structure detection problem. The aim is to produce more information-rich models
that can accurately represent the features of biological systems; with weighted and un-
weighted interactions, disjoint and overlapping communities and network dynamics all
being considered.
First, the detection of disjoint communities in unweighted networks is approached through
a two-stage procedure, known as iMod. A mixed integer nonlinear programming (MINLP)
model optimises modularity to find an initial partition which is then improved by iter-
atively solving a mixed integer quadratic programming (MIQP) model. A comparative
analysis shows that iMod finds globally optimal solutions for networks of up to 512
nodes and outperforms all other methods tested when applied to larger networks. Sub-
sequently, the MINLP model is generalised to weighted networks, known accordingly as
WeiMod. Competitive results are found when WeiMod is compared with several other
well known methods from the literature. Next, the work on disjoint community structure
is extended to find overlapping modules. An MINLP model, known as OverMod, trans-
forms disjoint to overlapping communities through the optimisation of the community
strength metric. OverMod is compared with similar methods from the literature and is
further assessed on protein-protein interaction (PPI) networks to test the method’s abil-
ity to extract meaningful biological results. It is shown that proteins assigned to more
than one module exhibit topological and functional properties indicative of their strate-
gically important role in the organisation of the PPI networks. The work on disjoint and
iv
overlapping community structure concludes with the investigation of a network gener-
ated from sequence, protein interaction and co-expression data, for the fungal pathogen,
Fusarium graminearum. The functional coherence of communities, properties of multi-
clustered genes and aspects of virulence-associated genes are all explored in an attempt
to link topological and functional features.
Finally, the concept of community structure in dynamic networks is explored. Consen-
sus clustering is tackled; defined as detecting a single partition of a dynamic network
that is relevant across multiple snapshots. This is addressed by extending the previously
proposed MIQP and MINLP models such that average modularity across network snap-
shots is now optimised. A comparison is made with a similar method from the literature
showing that the proposed approaches achieve competitive results for small to medium
sized networks.
Overall, this thesis demonstrates that the flexible nature of mathematical programming
lends itself well to developing versatile solution procedures for community structure de-
tection. The method evaluations show the proposed algorithms to be comparable to
other approaches from the literature and able to detect meaningful results in biolog-
ical applications. Finally, the methods described in this thesis have the potential to
infer important topological-functional relationships and help to provide insight into the
organisation and evolution of biological systems.
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With the advent of high-throughput technology, such as microarray technology and yeast
two-hybrid screening, there has been a large increase in the availability of biological data,
such as interaction data of genes, proteins and metabolites. As a result, it is necessary
to develop new ways in which these data, which can exist on a very large scale, can be
efficiently modelled and analysed.
Networks offer a natural modelling framework for complex biological systems. Many
biological systems can be represented as a series of interactions, where nodes represent
biomolecules, such as genes or proteins, and interactions may represent physical or func-
tional associations. Such interactions can be inferred from gene expression experiments,
sequence similarity or even from searching biomedical literature. Once a network rep-
resentation of the system has been generated, analytical tools are required that can
process the data and extract meaningful biological information.
In bioinformatics, network theory and related computational approaches have proven im-
portant in the investigation of biological systems. A particular facet of network theory
that has been employed to analyse biological systems is community structure detection.
Community structure is a modular architecture common to complex systems where com-
munities or modules are defined as groups of nodes with dense intra-module connections
and less dense inter-module connections. The members of such communities usually
share common characteristics or properties or work together towards a particular goal.
1
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Biological networks have been shown to exhibit community structure [28, 74]. A modular
topology confers benefits such as multi-functionality, robustness and ‘evolvability’ of
biological systems [128, 227]. The evolution of community structure in biology has
resulted in the semi-independence of functional units of biomolecules, allowing changes
within modules to occur with minimal disruption to the function of the whole system,
thus promoting robustness [90]. It has also been found that functional modules are
conserved across species, illustrating the role of this topology in the functional evolution
of biological systems [63].
Consequently, identifying communities in biological systems has contributed towards a
better understanding of a biological system as a whole. For example, the communities
identified in a protein-interaction network may represent groups of proteins with similar
function [43, 189] or the gene products of genes responsible for similar diseases [75, 157].
Identifying such communities could lead to the deduction of missing information, such
as protein function or to the identification of potential drug targets. In general, inter-
preting biological systems as networks and decomposing these networks into modular
sub-networks provides a more global view of a biological system and not just its indi-
vidual components. Investigating the mechanisms of biological systems in such a way
can help bridge the gap between molecular and modular biology. Consequently, the de-
velopment of methods that efficiently and accurately identify community structure play
an important role in bioinformatics applications.
The detection of modules or communities has become widely accepted as a means of re-
vealing the underlying properties of complex networks and the development of associated
methodologies has featured in many different research areas. A major breakthrough in
community structure detection methodology was the introduction of a measure known
as modularity; this measure expresses how well defined the community structure of a
particular partition of a network is [148]. Since then, modularity optimisation via a
variety of optimisation techniques has been the basis of many clustering algorithms.
The global optimum value of modularity represents the configuration of a network into
communities with the most dense intra-module connections and the least dense inter-
module connections. However, modularity optimisation is known to be NP-hard [35] and
therefore most methods are devised with the aim of finding good near-optimal solutions
with reasonable computational cost.
The goal in community structure detection method development is not only to create
Chapter 1 Introduction 3
accurate solutions, but also to improve network models through the inclusion of more in-
formative features of complex systems. The standard form of the problem is to partition
an unweighted, undirected network into a series of disjoint communities. However, this
definition may not sufficiently capture the system under study or meet the application
requirements and therefore additional information or constraints may lead to more accu-
rate solutions. Such additional features or criteria may come in the form of weighted or
directed interactions, allowing nodes to belong to more than one module or incorporat-
ing network dynamics. Consequently, community structure detection has a continually
evolving problem statement with the aim of producing more realistic representations
of complex systems. Mathematical programming is a modelling framework suited to
such method evolution with the ability to meet the changing needs of the various man-
ifestations of the community detection problem. The flexible nature of mathematical
programming lends itself well to developing versatile solution procedures.
This thesis focuses on the development and application of mathematical programming
based community structure detection algorithms. Different forms of the problem are
tackled; detecting disjoint and overlapping modules in weighted and unweighted net-
works and characterising the community structure of dynamic networks. Each stage of
the method development is addressed through the evolution and adaptation of optimisa-
tion models. The evaluation procedures undertaken show the methods to be comparable
to other approaches from the literature and able to detect meaningful results in biological
applications. The series of optimisation models described in this thesis have the poten-
tial to infer important topological-functional relationships and help to provide insight
into the organisation and evolution of biological systems.
1.2 Research aims
The overall aim of this thesis is to develop a series of mathematical programming meth-
ods to tackle the community structure detection problem with a view to aiding the
extraction of biologically meaningful results from biomedical data. This aim can be
further decomposed into five core research goals:
• To build on existing modularity optimisation methodology to detect disjoint com-
munities in larger scale as well as weighted networks.
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• To define and implement a solution procedure to the problem of detecting over-
lapping community structure.
• To define and implement a solution procedure to the dynamic community structure
detection problem.
• To evaluate methodology to show comparability with existing methods from the
literature.
• To demonstrate the potential of such methods to find meaningful results in bio-
logical applications.
1.3 Thesis outline
The thesis will unfold as follows. Chapter 2 provides background information on the
topic of complex networks, community structure detection and its significance in bio-
logical systems. Related work is discussed followed by a review of existing modularity
optimisation methods. In particular, a description of a mixed integer quadratic program-
ming (MIQP) model is given, which due to achieving global optimality has scalability
limitations. This method represents the starting point for the methodologies derived
in this thesis. In Chapter 3, the MIQP method is incorporated into a two-stage proce-
dure for detecting disjoint communities with the aim of clustering larger scale networks
than previously. Stage 1 formulates modularity optimisation as a mixed integer non-
linear programming (MINLP) model and Stage 2 involves the iterative application of
the MIQP model. A comparative study is carried out to evaluate the method’s perfor-
mance across several other modularity optimisation methods on a series of benchmark
networks. Chapter 4 goes on to generalise the MINLP model to detect disjoint com-
munity structure in weighted networks and again a comparative study with existing
methodology from the literature is carried out.
Chapter 5 extends previous methodologies to tackle the detection of overlapping com-
munity structure in a two-stage procedure. First, a partition of the network into disjoint
communities is detected. The disjoint communities are then transformed to overlapping
communities via a further MINLP model that optimises a metric known as community
strength. This method is evaluated in an application to protein interaction networks
of two well-annotated organisms, rat and human, where the properties of proteins be-
longing to more than one module are investigated. The method’s potential is further
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investigated in Chapter 6 in an exploratory analysis of an integrated network of a fungal
pathogen with a largely unannotated genome. In particular, focus turns to the charac-
terisation of virulence associated genes in the context of community structure.
In Chapter 7, a further development is considered through the incorporation of network
dynamics into the community structure detection problem. The previous MIQP and
MINLP models described in Chapters 3 and 4 are extended to cluster time series net-
work snapshots simultaneously and are evaluated through a comparative analysis with
a similar method from the literature.
Finally, Chapter 8 concludes the thesis by first giving a brief overview of each chapter.
Next, the research aims outlined above are revisted in order to indicate where they are
addressed in the thesis and to assertain to what degree they are fulfilled. Major contri-
butions of the thesis are then given, followed by discussions regarding the limitations of
the work and the potential avenues of future research.
Chapter 2
Background and related work
The previous chapter outlined the rationale behind the work that will be presented in this
thesis and set out several key goals. The central aim of this work is to develop a series
of mathematical programming methods to tackle the community structure detection
problem with a view to aiding the extraction of biologically meaningful results from
biomedical data. In order to carry out this task, a thorough understanding of the nature
of the problem, the potential applications and the existing methodologies as well as the
possible limitations is required. In this chapter, a review is given of essential background
and related work that underpins this thesis. This includes introducing the topic of
complex networks and their properties and describing the biological systems that these
networks can model. From the properties of complex networks, community structure
is then taken forward and discussed in more detail followed by illustrative examples
of associated key applications in bioinformatics. Finally modularity, a measure of the
degree of community structure exhibited by a complex network, is discussed and an
overview of clustering algorithms based on modularity optimisation is given. Overall,
the information provided in this chapter sets the scene for the starting point of the
research described in the remainder of this thesis.
6
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2.1 Introduction to complex networks
Complex networks can arise from many real world situations such as social interactions,
the Internet, scientific collaborations and biological systems. Despite their obvious dif-
ferences in terms of constituent nodes and interactions, these networks have many simi-
larities in terms of organisation and other topological properties. In order to understand
and analyse these individual networks, it is necessary to understand the nature of com-
plex networks in general as much of their underlying properties are governed by generic
organisation principles. In this section, properties common to most complex networks
are described. Furthermore, examples of biological systems that can be modelled by
complex networks are given.
2.1.1 Properties of complex networks
A network is a graph made up of nodes, which represent some type of entity, joined to-
gether by edges, which represent the associations between the different entities. Through-
out this thesis, the term vertices will be used interchangeably with nodes, and links or
interactions with edges. Complex networks exhibit certain properties including scale-free
distribution of nodes, high clustering coefficients, the small-world property and commu-
nity structure [74]. These characteristics and other essential concepts associated with
complex networks are described below.
First, the most simple of network measures is node degree, k, the number of edges a
node makes with other nodes in the network. This local measure can be transformed
to a global measure of a network by calculating the average node degree of all nodes in
the network. The probability of finding a node in a complex network with a higher than
average degree is greater than in a random network where the probability of having an
edge between a pair of vertices is equal for all possible pairs. Node degree distribution,
P (k), is also commonly used in network description, where P (k) is the number of nodes
in the network with degree k.
A major step towards the understanding of the nature of complex networks was the
discovery that their degree distribution follows a power-law [28]:
P (k) ∼ k−γ (2.1)
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Where generally, 2 < γ < 3. Consequently the networks, known as scale-free networks,
have a relatively small number of highly connected nodes (hubs), with the remaining
nodes having relatively few connections, illustrated in Figure 2.1. A mechanism known
as preferential attachment is responsible for the emergence of this scale-free topology
[28]. This is where networks grow through the connecting of new nodes to existing
nodes with a higher probability of linking to a node with a large degree, analogous to
the “rich get richer” scenario. As a result of the scale-free degree distribution, complex
networks are robust to random perturbations, but weak to targeted attacks on hub nodes
[17]. This robustness is particularly important to biological systems since it promotes
resilience against random mutations [53].
 
Figure 2.1: Visualisation of a scale-free network where hubs and the effect of prefer-
ential attachment can clearly be seen. Figure taken from [122].
Other measures used to describe complex networks include shortest paths between two
nodes and the average shortest path length for an entire network, giving an indication
of the number of steps required to cross a network. If a network can be traversed in a
small number of steps, it is said to exhibit the small world property, commonly known
as the “six degrees of separation” [138]. More specifically, in a small world network, the
distance L between two randomly chosen nodes grows proportionally to the logarithm
of the number of nodes N in the network [210]:
L ∝ logN (2.2)
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The average shortest path length for complex networks is smaller than in random net-
works.
Furthermore, in complex networks, two vertices that are both connected to a third
common vertex have a higher probability of also being connected to each other than
in a random network [74]. This degree of connectivity is measured by the clustering
coefficient of a network, a measure that is defined for both individual nodes and for the
entire network. The clustering coefficient of a node reflects the degree of connectivity
between its immediately connected neighbours and is defined as the number of links
between the nodes within the neighbourhood divided by the number of possible links




di(di − 1) (2.3)
Where Ni is the number of links between the immediate neighbours of node i and di is
the degree of node i. Ci indicates how close the neighbourhood of node i is to being a
clique (i.e. a fully connected graph). Again, this local measure transforms into a global
measure with the average clustering coefficient quantifying the degree of clustering for
the whole network [210].
Finally, complex networks exhibit a property known as community structure, where
there are high concentrations of edges within groups of vertices, and low concentrations
between these groups [148]. Community structure is the main topic of this thesis. An
example of community structure is given in Figure 2.2 where three groups of densly
connected nodes are shown to be loosely connected by a few edges. These groups,
known as modules or clusters or communities, terms which will be used interchange-
ably throughout this thesis, comprise nodes that generally share common properties or
characteristics. Many such groupings exist in society, for example schools, workplaces,
families, villages, countries etc. Furthermore, communities exist as web pages with sim-
ilar topics in the network of the World Wide Web [68], scientists with similar research
interests in collaboration networks [144] and proteins with similar function in protein
interaction networks [189]. Studying community structure allows for the classification
of nodes and can also uncover underlying properties about the organisation and func-
tionality of a system. Consequently many algorithms for the detection of communities
in complex networks have been developed in recent years. A deeper discussion about
aspects of community structure detection, its applications and some of the existing al-
gorithms will feature in Sections 2.2 and 2.3. First however, the other main theme of
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this thesis is the application of community structure detection methods in biological
networks, therefore next a brief introduction is given to the types of biological systems
that exhibit the properties described above and are thus commonly modelled by complex
networks.
 
Figure 2.2: Example of the modular topology of community structure. Dashed lines
represent the border of each module.
2.1.2 Modelling biological systems with complex networks
Biological systems take many different forms, from food webs in ecology to the repre-
sentation of groups of various biochemical reactions in the cell. In recent years, with
the advent of high-throughput technology, such as microarray technology and yeast
two-hybrid screening, there has been a large increase in the availability of biological
interaction data. Networks can be built from measures of sequence similarity, genetic
interactions, gene co-expression, protein interactions, domain interactions and term co-
occurrence in the scientific literature. These complex data can exist on an extremely
large scale and therefore requires efficient tools to facilitate its analysis. Complex net-
works offer a natural modelling framework for the conceptualisation of the intricate
relationships that exist in biological systems. It has been shown that many biological
systems exhibit the properties of complex networks described in the previous section
[74]. As such, network theory and related computational approaches have proven im-
portant in the investigation of biological systems. Below a brief description is given of
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three of the main types of biological systems that can be effectively modelled by network
representations:
• Gene regulatory networks. Transcription factors control the activation or inhibi-
tion of the transcription of genes to mRNA. Transcription factors are themselves
products of genes and therefore in essence, genes are regulating each others’ ex-
pression. These pairings of genes can be modelled in gene regulatory networks
with nodes representing genes and directed edges indicating the direction of flow
from transcription factor to gene, as shown in Figure 2.3. Transcription regulatory
networks have been shown to exhibit a scale-free topology [18].
• Protein interaction networks. Protein-protein interactions (PPIs) occur when two
or more proteins bind to carry out their biological function. There are a multitude
of methods available to detect these interactions, including Co-immunoprecipitation,
yeast two-hybrid screening and tandem affinity purification (TAP). PPI data can
be retrieved from databases such as BioGrid [191], STRING [194], BIND [27] and
DIP [217]. In PPI networks nodes represent proteins and edges represent physical
interactions, i.e. binding. Unlike gene regulatory networks, these mutual interac-
tions can be modelled with undirected edges. PPI networks have also been shown
to be scale-free networks [141].
• Metabolic networks. A large number of metabolic reactions occur at any time
in living cells and the product of one reaction is usually used by another, thus
metabolic reactions are strongly interconnected and form metabolic pathways and
networks. A metabolic reaction is the transformation of chemical substances or
metabolites (reactants) into other substances (products) usually catalysed by en-
zymes. The metabolic network of a particular cell or organism is the complete
network of metabolic reactions. Metabolic reactions have been modelled at var-
ious levels of complexity. For example, a metabolic network can involve three
types of nodes to represent metabolites, reactions and enzymes with two types of
directed edges, one to represent mass flow and the other for catalytic regulation
[16]. However, more simplified versions of the metabolic map also exist. For ex-
ample, the substrate network, where nodes representing reactants are linked by
an undirected edge if they occur in the same reaction [202]. Alternatively, net-
works where nodes are reactions and edges join reactions if they share at least
one metabolite [16]. All of the above network representations have been shown
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to be scale-free [94, 195, 202]. Metabolic pathways can be retrieved from several
databases including EcoCyc [97] and MetaCyc [39].
 
Figure 2.3: Gene regulatory network example: the predicted core transcriptional
regulatory network of the human monocytic cell line THP-1. The arrowed edges indicate
the direction of transcription factor to gene. Figure taken from [40].
In addition to the above networks, biological networks also include (i) domain networks
with domains as nodes and co-occurrence in proteins as links, (ii) phylogenetic trees,
with taxons (species, genes or DNA) joined based on DNA or protein similarity and (iii)
gene expression networks with edges based on the correlations between gene expression
profiles. Furthermore, with the many types of biological data being modelled by a single
framework (i.e. complex networks), it is possible to produce integrated networks with
nodes and interactions from multiple data sources, thus obtaining a wider view of the
structure of the whole cell [132].
In many cases the networks described above comprise thousands of nodes and interac-
tions and therefore their visualisations do not prove informative. For example see the
Caenorhabditis elegans PPI network, an example of a hair ball network, in Figure 2.4.
Consequently analytical tools are required to break down the network into more manage-
able sized units to better comprehend the underlying topology and organisation which
can in turn can lead to a better understanding of how cellular processes are coordinated.
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A higher level interpretation of a biological system can be provided through analysing
its community structure and it follows that the development of accurate algorithms for
uncovering modular topology is an important task. Community structure detection and
its application to biological networks are explored further in the next section.
 
Figure 2.4: Example of a PPI hair ball network: C. elegans protein interaction net-
work where the colour of the nodes indicates the protein’s phylogenetic class. Figure
taken from [16].
2.2 Community structure in complex networks
Community structure was previously introduced in Section 2.1.1 as a property of com-
plex networks. Here the concept is discussed in more detail in terms of its general
applicability and its significance in biological systems, followed by several key examples
of its application in bioinformatics.
2.2.1 The community structure detection problem
Community structure detection has appeared across several disciplines including, social
science, computer science and biology, as a means of analysing complex data and extract-
ing information about the underlying organisation of a system. The most basic version
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of the problem statement is to find the partition of a network into disjoint communities
with the most dense intra-module links and the least dense inter-module links. Many
methods to detect community structure exist, with the aim of finding dense groups of
nodes based purely on network topology. The assumption is that the entities assigned
to the same module based on topological features will also share some non-topological
features. Information taken from the modules derived and the commonality between
members can be used in classification, prediction or assignment of some form of role in
the overall system. Some brief examples are given below.
First, in [167] a network of on-line shoppers, with connections representing co-purchasing
of items, was partitioned into communities representing groups of people with common
interests in books, music or films. This information was then used further to recommend
purchases to buyers based on those made by people with similar tastes. Furthermore,
clustering techniques have identified functionally coherent modules in the yeast PPI
network, grouping proteins with the same or similar biological functions together [43].
The modules were then used to make predictions of unknown functions of some genes
based on the module they belonged to and the functions of its constituent members. A
final example can be seen in the clustering of a network modelling the spread of disease
based on host interactions [179]. Individuals that were found to bridge more than one
community were identified as potential immunisation targets due to their strategic role
in the network. Furthermore, they were found to be more effective targets than simply
targeting highly connected individuals.
These simple examples give an idea of the potential applications of community struc-
ture detection in various areas of research, where, despite obvious differences in subject
matter, the fundamental goal is the same. Next, a well-known motivating example is
described to better illustrate the nature of the problem.
2.2.2 Motivating example: the Zachary Karate Club network
The Zachary Karate Club network [224] is a well-studied network often used in bench-
marking tests for community structure detection method development. The network
models the relationships between 34 members of a karate club in an American univer-
sity in the 1970s, where ties were determined based on the number of situations in and
outside the club in which interactions occurred over a period of three years. Due to a
dispute between the club president and the instructor over the price of karate lessons,
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the original karate club dissolved and two separate clubs were formed according to the
loyalties of the members and the existing friendships.
The aim of any method attempting to identify the community structure of the network
would therefore be to find two modules representing the two newly formed clubs. Since
such methods cluster networks based on topology alone, it is desirable that the known
partition corresponds to that with the most dense connections within communities and
the least dense connections between communities. Therefore a method’s performance
can be evaluated according to how close the predicted community structure is to the
network’s true community structure.
Figure 2.5 (a) shows the full network, with Figure 2.5 (b) showing the known community
structure by assigning a colour to each node according to its community membership.
Nodes 1 and 34, representing the instructor and the president respectively, are high-
lighted. These nodes are also the two most connected nodes in the network, reinforcing
their crucial role in the split. This small example serves to illustrate the basic idea behind
the community structure detection problem, while simultaneously allowing the concept
to be envisaged on a larger scale, e.g. detecting known protein complexes in protein
interaction networks. It follows that focus next turns to the significance of community
structure in biology and specific applications where important insights into biological
systems have been derived.
2.2.3 Community structure in biological systems
Modular structures exist at all levels of biology from the molecular structure of individual
genes to the body plans of whole organisms to entire ecosystems. This section focuses
on the significance of community structure in biological networks at the cellular level;
why do they exhibit this topology and what benefits does this architecture confer to the
overall functioning of the system?
First, community structure can be thought of as a general design concept in engineer-
ing. For example, building complex systems out of simpler components, i.e. modules,
is desirable as the individual components can be tested independently before being in-
tegrated as a complete system. Furthermore, the independent modules carrying out
a specific function as part of a larger global function can be used in more than one
system, therefore reducing developmental time. Finally, if one part breaks down, only
this part needs to be repaired, making the maintenance of such systems easier. Each of
























1 4 2 1
2 0

























1 4 2 1
2 0
2 3 2 2 8
3
(a) 
(b) Instructor President 
Figure 2.5: Karate club network example: (a) the full network; (b) the community
structure of the network, where each colour represents one of the two clubs that were
formed following the breakdown of the original karate club. The instructor and the
president, nodes 1 ad 34 respectively, are identified as the ringleaders of the split.
these factors contribute towards efficiency in design. A modular topology is an efficient
topology. However, biological systems are not designed, they evolve and therefore the
question can be asked if this design concept has been chosen by evolution for the same
reasons; does this efficient design also apply in biology?
Lorenz et al. [128] hypothesise that selective pressures lead the changing environment in
the cell to adopt adaptable frameworks, and in competition among different evolutionary
frameworks, the most efficient dynamics are provided by a modular topology. A network
with community structure comprises components that are internally coherent in terms
of density of links and ideally in terms of function and that are relatively autonomous to
the rest of the network. This leads to systems that are simultaneously both robust and
flexible, characteristics beneficial to the functioning of biological systems. For example,
the robustness of the system is demonstrated in the case where a defect occurs within a
module, e.g. a random mutation. Generally, the effects of the change remain local and
consequently the overall functioning of the entire system is minimally changed [128]. At
the same time, the relative independence of the modules is conducive to the evolution
of a biological system as individual components can evolve independently and as long as
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the communication between modules remains consistent, overall functioning can continue
without disruption [128]. However, it is also noted that the scale-free architecture results
in biological systems being weak to targeted attacks on hubs [53].
This is not the only theory offered as an explanation of the emergence of modularity in
biological systems. For example, it has been suggested that it may be as an effect of
gene duplication [87] or that it is a result of horizontal gene transfer [165, 47] or indeed
that it has in fact no biological significance [208]. Despite difference in opinion regarding
the reason for its existence, it is generally agreed that community structure is present
in biological networks and that it can act as a powerful aid in research. A few examples
that illustrate the potential of community structure detection to uncover meaningful
results in biological networks are discussed next.
2.2.4 Applications of community structure detection in bioinformatics
In this section three examples of the application of community structure detection to
biological networks are described in order to illustrate the relevance of this analytical
approach in bioinformatics. Focus is not yet on the methods used to detect the modules,
but rather on the variety of applications and the ability of the approach to gain insights
into biological systems.
2.2.4.1 Evaluating the functional coherence of modules
Here, a study by Chen and Yuan [43] on the yeast PPI network is described as it features
many common aspects associated with community structure detection applications in
biological networks. These include network generation through the integration of multi-
ple datasets, using experimental information to derive interaction weights and the role of
community structure detection in function prediction. Most importantly however, this
study illustrates one of the most common goals, if not the overall goal, of community
structure detection applications: the detection of biologically coherent modules. Fur-
thermore, the analysis features means of both topological and functional evaluation of
module coherence. A flow chart outlining the various stages of the study is shown in
Figure 2.6.
First, various yeast PPI datasets generated from high throughput techniques were down-
loaded, with each interaction assigned a confidence score. The yeast PPI network was





















Figure 2.6: Outline of the network analysis study by Chen and Yuan [43]: network
construction, community structue detection, module evaluation and function prediction.
constructed by combining all high confidence interactions from all datasets, resulting in
a binary network of 3409 nodes and 10899 edges.
One of the main aims of the application of network analysis tools in biology is to create
more realistic and informative representations of the systems under study. A first step
towards this is including weighted interactions to quantify the strength of association
between nodes, rather than a simple binary representation. In this study, weights were
generated with information gathered from 265 microarray experiments, downloaded from
the Saccaromyces Genome Database (SGD) [45]. Raw expression change ratios, r, were
transformed to z-scores in order to make comparisons across experimental datasets. It
followed that the z-score of a given gene g in microarray experiment m that is changed
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where µ and σ are the mean and standard deviations of the change ratios in experiment
m. The edge weight between two proteins i and j was then defined as the average of





(Zmi − Zmj )
∣∣∣∣∣ (2.5)
where n is the number of microarray datasets used, 265 in this case. wij therefore rep-
resents the dissimilarity between the expression profiles of the two genes, corresponding
to the distance between two nodes in graph theory.
The weights were mapped to the PPI network which was then partitioned using the
pioneering GN algorithm [148]. The method is based on “edge betweenness”, a measure
calculated by the total number of shortest paths that traverse the edge in question (de-
tails of the full algorithm are given in 2.3.1). Chen and Yuan extended the betweenness
measure so that the shortest path calculations were based on the newly generated edge
weights. The GN algorithm detected a partition of the yeast PPI network into 266
modules ranging in size from 5 to 98 nodes. Each of the observed modules were then
validated topologically and functionally as described below.
A measure, known as connectivity density was proposed in order to validate the mod-
ules from a topological perspective. If the in-degree of a node is defined as the number
of connections it makes with nodes in its own module, then connectivity density of a
module is defined as the ratio of total in-degrees to the total number of connections,
where the lower the density, the less likely the observed module is a true module in
the topological sense. It was found that the observed modules were more densely con-
nected than randomly generated control modules, thus validating the authenticity of the
modules and confirming their suitability as candidate functional modules.
The observed modules were then validated in terms of their biological significance. First
the phenotypic similarities between the nodes in a module were used as a measure
of functional coherence. It is assumed that a module performs a relatively coherent
biological function, and therefore it is expected that knocking out any of the genes
in a module will produce a similar phenotype. Here, each gene was represented by
a phenotype vector of length 31 (corresponding to 31 experimental conditions) and
the Euclidean distance was used to calculate a measure of the phenotype difference
between two genes. The average difference of all pairs of genes in a module was used
to calculate the total phenotype divergence of a module, therefore assigning to it a
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measure of functional coherence. It was found that 185/254 modules had phenotype
divergence lower than the average phenotype difference of all the yeast open reading
frames (ORFs). Again, the significance of the results were confirmed by comparing
with 20 randomisation experiments, where overall the controls had a higher phenotype
divergence than the observed modules.
The modules were then compared with known protein complexes from the Comprehen-
sive Yeast Genome Database (CYGD) at MIPS [86] to further evaluate their biological
coherence. Each protein complex was matched against the observed modules and the
maximum overlap was calculated. Results showed that known protein complexes were
to a large extent contained in the observed modules, with many of them identified in
their entirety. Again the results were shown to be significant through randomisation
experiments.
These are two examples of the multiple ways of assessing the level of functional coherence
of a module. A few others are described below.
First, validation can be based on functional homogeneity of a module. The aim is to
determine whether any functional categories (e.g. KEGG pathways [96], GO terms [23])
are over-represented in the set of genes or proteins in a module. The hypergeometric
distribution has been employed to find the probability that a given set of proteins/genes
is enriched by a function purely by chance, through comparison with a reference set of
proteins/genes (e.g. the whole genome of the organism in question). The hypergeometric
distribution gives a p-value for each individual module in a partition for each functional
category tested, and since in general more than one category is tested, these p-values
need to be corrected for multiple testing (e.g. using the Benjamini-Hochberg procedure).
Measures, such as the Clustering Score [204], have been proposed to determine the
functional homogeneity of an overall partition and not just the individual modules.
Consequently, such measures can be used to compare partitions of the same network
found by different methods.
Alternatively, in [132] the Average Information Content of the Most Informative Com-
mon Ancestor (AIC-MICA) is proposed to gauge the degree of commonality of the
proteins in a particular module based on Gene Ontology (GO) annotations [23]. The
GO project offers descriptions of gene products in three structured controlled vocab-
ularies (ontologies): Biological Process (BP), Molecular Function (MF) and Cellular
Component (CC). Each ontology is structured as a directed acyclic graph (DAG), with
general terms at the root of the graph, with annotations becoming more specific as one
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moves lower down the graph. For example, a broad molecular function term is “cat-
alytic activity”, whereas a more specific term on the same branch as catalytic activity
is “adenylate cyclase activity”. Each protein can be annotated with multiple GO terms
for each of the three categories. The information content (IC) of an annotation depends
on its position in the DAG: the closer to the leaves the higher the IC.
The AIC-MICA method identifies a set of representative Most Informative Common
Ancestor (MICA) terms for a module. For each GO term in the ontology, the number
of proteins in the module assigned the annotation is counted. A coverage threshold is
chosen, where only GO terms associated with at least a specified percentage of proteins
in the module are retained, with any redundant terms removed. A trade off is then
made between the level of coverage of a term and the specificity (degree of IC) of that
term. For example a certain GO annotation may be applicable to 90% of the proteins
in a module, but it may be a very general term with low IC, e.g. “cellular process”.
There may be however, a GO term much lower down the tree, with a higher IC that
only covers 70% of the proteins in the module. The MICA term is defined as a GO term,
annotated to a set of proteins (a module), which has the highest possible IC value. The
AIC-MICA statistic itself, given to each module, is an average of their MICA values,
which serves as an indicator of annotation coherence at different levels of coverage. A
higher value would indicate that most of the MICAs for the set are found lower in the
ontology and therefore commonality in annotation is at a level with higher specificity.
The average of AIC-MICA statistic for all clusters in a partition can be taken as a value
of functional coherence for the whole partition and is comparable across partitions of
the same network. The AIC-MICA method is employed to validate a network partition
in Chapter 6, Section 6.3.1.
The functional validation methods described above are two ways in which one can eval-
uate the modules in a partition of a network. The aim is not only to ensure that the
modules found are biologically valid, but also to assign one or more functions to a mod-
ule to indicate the biological purpose of the group of proteins or genes. This assignment
of a consensus function or functions can then be used to predict potential functions for
genes that are as yet unannotated.
In the Chen and Yuan study [43], one module in particular was chosen from the partition
of the yeast PPI network to illustrate how function prediction can be carried out. In a
module of 18 proteins, 11 were annotated by CYGD as playing a role in chromosome
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segregation or spindle pole body, or both, two were annotated as playing a role in mi-
totic cell division, and one annotated with meiosis. Furthermore, two complete protein
complexes were contained in this module: (i) the Ndc80 protein complex, responsible
for proper alignment and attachment of chromosomes and (ii) the DAM1-DUO1 pro-
tein complex, which translates the force generated by microtubule depolarisation into
movement to facilitate chromosome segregation. The authors conclude that this module
is responsible for the separation of chromosomes and cell division functions. Finally,
only one component of the module, at the time of publication, had not been assigned a
definite functional annotation in either CYGD or SGD. The authors therefore predicted
the biological function of this unannotated gene to be chromosome segregation and gave
further evidence to back up the validity of this prediction. In general, such predictions
would then go on to be confirmed or rejected in biological experiments.
The study presented in this section is an example of an early application of community
stucture detection to biological networks, which serves to demonstrate the ability of
clustering techniques to identify biologically relevant modules. This analysis by Chen
and Yuan paved the way for many subsequent similar analyses leading to community
structure detection in biological networks becoming a well-established analytical tool.
2.2.4.2 Functional cartography: universal node role assignment
The high-level view that is provided by the community structure decompostition of
a network can also be utlised to gain information regarding the nature of individual
nodes. Indication of a node’s role in the entire network can be inferred from its position
in the network partition. This was demonstrated in [83] where Guimera` and Amaral
defined a node classification scheme based on the assumption that nodes with the same
role should have similar topological properties. A node’s role is characterised according
to two measures: within-community degree z-score and participation coefficient. The
within-community degree z-score measures how well a node is connected with nodes in





where ki is the number of links node i makes with other nodes in its own module si, ksi
is the average of k over all nodes in si, and σksi is the standard deviation of k in si.
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The participation coefficient measures how uniformly a node’s links are distributed









where NM is the number of modules in the partition, kis is the number of links node i
has with nodes in module s and ki is the degree of node i.
The node classification scheme can be summarised as follows. Based on the within-
community degree z-score, nodes are classified as hubs if z ≥ 2.5 and non-hubs if z < 2.5,
i.e. hubs have a higher number of links with nodes in their own communities than non-
hubs. Non-hubs are then classified into 4 roles: R1, ultra-peripheral nodes (P ≤ 0.05),
R2, peripheral nodes (0.05 < P ≤ 0.62), R3, non-hub connector nodes (0.62 < P ≤ 0.8)
and R4, non-hub kinless nodes (P > 0.8). Hubs are also classified into 3 roles: R5,
provincial hubs (P ≤ 0.3), R6, connector hubs (0.3 < P ≤ 0.75) and R7, global kinless
hubs (P > 0.75).
The above node-role classification scheme was applied to the metabolic networks of
12 organisms: four bacteria, four eukaryotes and four archaea. The networks were
constructed from KEGG pathways [96] where nodes i and j are connected if there is a
chemical reaction where i is the substrate and j is the product, or vice versa, resulting in
undirected interactions. Communities were detected using the stochastic optimisation
technique, simulated annealing.
The nodes in each of the metabolic networks were then assigned roles according to the
classification scheme defined above. For each network, a similar node role distribution
was found, indicating that these universal roles apply generally to metabolism rather
than being species specific. The authors then hypothesised that nodes with different
roles are under different evolutionary constraints and pressures and that nodes with a
more structurally relevant role are more essential and therefore would be more conserved
across species.
To test this hypothesis, the rate of conservation of metabolites with different node cat-
egories was calculated across the different species and the following key results were
found. R1 metabolites, ultra-peripheral nodes, had the highest loss rate. R1 nodes have
a low within-module degree and a low participation coefficient indicating low structural
relevance and therefore this loss rate appears reasonable. Conversely, R6 metabolites
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(connector hubs) were found to have the lowest loss rate which is in agreement with
their high within-module degree and their high participation coefficient. Similarly, R3
metabolites (non-hub connectors) were also found to be highly conserved. Although
characterised by a low degree, their links are distributed among several modules and are
therefore responsible for inter-module communication, similar to R6 nodes. Without R3
and R6 nodes, modules may be poorly connected or unconnected entirely. Therefore
elimination of R3 and R6 nodes would have a large impact on global network fluxes. A
highly structurally relevant role for R3 and R6 nodes explains their high conservation
across species.
R5 nodes (provincial hubs) on the other hand were found to have a high loss rate. R5
nodes have a high degree with links mainly in their module. Therefore if removed, the
pathways in which they involved may be backed up within the module and therefore
their elimination would have a smaller impact that would probably be confined to their
module. The structural differences between R5 nodes with R3 and R6 nodes is reflected
in the difference in rate of conservation.
This application demonstrates the ability of community structure analysis to identify
important and possibly essential nodes in metabolic networks. Where previously hub
and non-hub classification has been shown to indicate essentiality in PPI networks [93],
here Guimera` and Amaral propose a more sophisticated classification scheme to quantify
structural relevance. The authors predict that similar results linking topologcal prop-
erties to functional importance would be found in PPI and other biological networks.
Overall this application illustrates the potential of community structure detection to
determine properties of individual nodes that would be otherwise invisible in a low level
analysis of a network where only individual nodes would be considered.
2.2.4.3 Conservation of protein interactions across species
The previous application considered the conservation of node-roles across species, now
focus turns to the conservations of interactions. Zinman et al. [230] investigate the
conservation of protein interactions in an attempt to explain why a lower rate of con-
servation is observed in comparison to sequence data conservation. To do this, the link
between conservation of protein interactions and the modular topology of PPI networks
was explored.
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A comparative analysis was performed using four model organisms: S. cerevisiae, S.
pombe, C. elegans and D. melanogaster. For each organism co-expression, PPI, genetic
interactions and sequence similarity data were retrieved. For each data type, species-
specific networks were constructed using a probabilistic approach that assigns a score to
each edge based on the likelihood of the two genes that it connects participating in the
same biological process. Subsequently, integrated networks were constructed for each
species by combining all four data sources such that an edge weight on the integrated
network was the sum of the likelihood scores from the four different data source networks.
It follows that if two genes, gA,1 and gA,2 are connected in the integrated network of
species A and they have orthologs in the integrated network of species B, gB,1 and gB,2,
that are also connected, then the edge gA,1 − gA,2 is said to be directly conserved.
First a comparison between S. cerevisiae and S. pombe, two strains of yeast and there-
fore the two closest species in the study, was made. A baseline rate of conservation
of interactions was calculated. 18.11% of interactions in the integrated network of S.
cerevisiae were conserved in the integrated network of S. pombe and 22.18% conserved in
the other direction. This conservation statistic is denoted as 18.11%/22.18%. Next the
link between conservation of interactions and the community structure of the integrated
networks was investigated. The Markov Clustering algorithm (MCL) [62], based on sim-
ulation of random walks was used to partition each of the networks into communities.
The interactions in each of the networks were then classified as “within-module-interactions”
(WMI) and “between-module-interactions” (BMI) according to their position in the
community structure. The definition of conservation was then extended such that if the
interaction itself is not directly conserved but the two orthologs of the genes connected in
species A are in the same module in species B, then this is known as “extended module”
conservation.
It was found that the conservation rate of connected WMIs between S. cerevisiae and
S. pombe was 46.54%/29.94%. For BMIs the rate was 16.17%/20.16%. The rate of con-
servation of WMIs was therefore higher than the baseline found earlier, and conversely,
lower for the BMIs. Randomisation tests found the opposite results, indicating that the
conservation of WMIs was not due to chance.
Extended module conservation was next explored. Again considering WMIs and BMIs
separately, the conservation statistics were 49.66%/31.97% and 16.91%/20.79% respec-
tively. This indicates two possible situations: (i) the interaction in species A does exist
in species B but has not yet been experimentally derived or (ii) the direct interaction no
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longer exists but the functional effect is retained as a result of the modular structure.
Overall the results show that interactions within modules appear more highly conserved
than those that connect modules. The above analysis was repeated for all pairwise
species comparisons and similar results were found.
It is suggested that the rate of conservation of all interactions is decreased due to the
effect of the low rate of conservation of between module interactions, thus offering a po-
tential explanation for the difference seen between sequence similarity conservation and
interaction conservation. Furthermore, it is suggested there there exists an analogous
situation in sequence conservation. The overall sequence similarity between close species
is lower than if only coding regions are considered. This indicates that coding regions
are more likely to remain constant, whereas the intergenic regions have no evolutionary
pressure to stay the same and therefore have a lower rate of sequence conservation. The
same reasoning can be translated to the difference in the conservation of links within
modules and between modules to deduce that there is possibly a strong selective pres-
sure to maintain modular topology of the network. Furthermore, the results are said to
shed light on the relationship between genes associated with very different phenotypes
in close species. That is, although modules are conserved, the interactions between the
modules may change at a higher rate and therefore if a module is involved in a function
in one species, it can then become involved in a different function in another species due
to the changing interactions between modules.
Overall the modular topology detected in the integrated network indicates both robust-
ness, through the conservation of within module links and flexibility, by the changing
interactions between modules. Both are properties which may confer advantages to an
evolving species, supporting the previous discussion in Section 2.2.3. A study by Ryan
et al. has also found similar results [178]. In combining the results in this section, with
the previous results concerning the functional cartography of biological networks (Sec-
tion 6.3.4), one could arrive at the hypothesis that interactions within modules are well
conserved across species and although “connector” nodes generally conserve their role,
their interaction partners can change. Again supporting the description of a modular
topology being both flexible and robust simultaneously.
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2.3 Community structure detection methods
The examples given in the previous section illustrate the value and versatility of com-
munity structure detection as an analytical tool in bioinformatics. Moreover these ap-
plications serve to demonstrate the need for the development of methodologies that can
accurately uncover the modular structure of biological networks. Such methods have
been studied since as far back as the 1970s under the guise of the graph partitioning
problem in computer science. Furthermore, detecting communities via hierarchical clus-
tering has for a long time been widely employed in sociology. More recently, in the last
ten years or so, the problem has been adopted by the physics and applied mathematics
communities. Consequently, a broad range of methodological approaches exists.
Despite the great variation in methodology, the main aim is common among all ap-
proaches: the detection of a set of densely connected communities, preferably at a low
computational cost. This leads to the question of how to define a “good” partition of a
network, and how to determine whether one partition is better or worse than another.
The response to these questions has been to some extent formalised with the introduction
of a measure known as modularity that quantifies how well defined the communities of
a partition of a network are. It followed that community structure detection was trans-
formed into an optimisation problem, where the larger the value of modularity achieved,
the better the partition. Many methods have since been developed to cluster networks
via modularity optimisation. However, modularity optimisation is known to be NP-hard
[35] and therefore efficient algorithms to find global maximum modularity values in large
networks are unlikely to exist. Consequently the majority of methods employ heuristic
optimisation algorithms in order to yield as close to optimal as possible at a reasonable
computational cost.
The method development that will be presented in this thesis is centred on modularity
optimisation. Therefore a review of existing algorithms in this category is now presented.
First an introduction to the modularity metric is given, followed by a summary of some
of the more well known methods, as well as derivative approaches. Finally, despite its
popularity, modularity optimisation has been shown to exhibit some limitations, which
are acknowledged at the end of this section.
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2.3.1 The Girvan-Newman betweenness algorithm and modularity
One of the most popular community structure detection algorithms was proposed by
Girvan and Newman [74] as previously used in the Chen and Yuan study [43]. This
method represented the start of the high level of interest in the problem by physicists.
The Girvan-Newman algorithm (GN) is a divisive clustering algorithm that iteratively
removes edges such that the underlying modules of a network are gradually revealed.
The betweenness of an edge is the number of shortest paths between any two vertices
in the network that run along that edge, giving an indication of the importance of an
edge in the context of the entire network. Within a module, edges are more densely con-
nected than between modules by definition of community structure. Therefore within
a module there are a larger number of paths available between two nodes than there
are between two nodes in different modules. It follows that an edge that lies between
communities will have a large number of shortest paths running along it due to the lack
of alternative paths, which is reflected by a high betweenness value. Therefore removing
edges with a high betweenness value should gradually disconnect modules from the rest
of the network.
The GN algorithm is summarised as follows:
1. Calculate the betweenness score for all edges in the network.
2. Remove the edge with the highest betweenness and recalculate the betweenness
for all edges affected by the removal of the edge.
3. Repeat until no edges remain in the network.
The process can be presented on a dendrogram where all nodes initially belong to one
community and as the algorithm progresses and edges are removed new communities
begin to form (Figure 2.7). A horizontal line on the dendrogram shows the structure of
the partition at different levels of the algorithm (e.g. the cuts at lines A and B in Figure
2.7). The problem then lies in deciding which level of the dendrogram represents the
best partition of the network.
To address this, Girvan and Newman introduced a measure known as modularity, Q,
to evaluate how well-defined the communities of a partition of a network are [148]. A
simple measure of quality is the fraction of all edges that lie within modules compared
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n1 n2 n3 n4 n5 n6 n7 n8 n9 n10 n11 n12 
A 
B 
Figure 2.7: Example output dendrogram from the GN algorithm. The partition
taken at cut A gives the following modules: {n1, n2}, {n3, n4}, {n5, n6, n7, n8} and
{n9, n10, n11, n12}. The communities at cut B are as follows: {n1}, {n2}, {n3}, {n4},
{n5, n6}, {n7, n8}, {n9}, {n10} and {n11, n12}. Once the GN algorithm has terminated
and the dendrogram constructed, the best partition is taken at the cut that corresponds
to the highest value of modularity.
with the fraction that lie between modules, where a larger value of the former indicates
a good partition. However, this measure is maximised when all nodes belong to one
module which is not an interesting outcome. Therefore it was suggested that comparing
the fraction of edges that lie within modules minus the expected value in a null model,
i.e. a network with same degree distribution, but edges placed at random, would give
a good measure of partition quality. A large value of Q indicates that the algorithm
has found a good partition of the network into modules. It has been found that in
general networks with strong community structure have Q between 0.3 and 0.7 [49]. The
modularity measure is based on the assumption that a random network does not exhibit
community structure. However, it has since been found that random networks can
exhibit community structure [85, 169] and therefore a network is said to have community
structure if it has a larger modularity that that of its corresponding randomised network.











where Aij is equal to 1 if there is a link between nodes i and j, di and dj are the
degrees of nodes i and j respectively, L is the total number of edges in the network and
δ(Ci, Cj) is the Kronecker delta function equal to 1 if nodes i and j are in the same
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module, 0 otherwise. The modularity metric was generalised to weighted networks in
[145], discussed in more detail in Chapter 4.
Defining the following variables and summing over modules rather than edges, allows
equation 2.8 to be transformed into the version that will be used in the rest of this thesis:
Yim =
1 if node i belongs to module m0 otherwise
Lm number of links between nodes in module m
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This version of the modularity measure will be used in the method development through-
out this thesis.
According to the GN algorithm, in order to decide what level of the algorithm gives the
best partition of the network, modularity is calculated at each stage on the dendrogram
and the partition with the largest value is chosen as the final partition.
The GN algorithm has proven to be very popular and has been used as the basis of
other clustering methods. For example, Holme et al. [91] modified the algorithm such
that nodes are removed according to the value of node betweenness. More recently, a
modification has been introduced by Sun et al. [193] where edges are not removed but
their length is dynamically increased according to their betweenness. Unfortunately the
GN algorithm has a fairly high computational cost, with the worst case run-time O(m2n)
and for sparse graphs O(n3) where n is the total number of vertices in the graph and
m is the total number of edges. Consequently attempts to reduce the cost have since
been proposed [43, 166, 198]. Most recently, Narayanan et al. [143] have introduced a
step that identifies a near-optimal stopping point such that the full dendrogram does
not have to be produced (i.e. the algorithm can terminate before all edges are removed)
therefore reducing run time.
Following the introduction of modularity as a measure of the quality of community struc-
ture, modularity optimisation has been used as the basis for many clustering methods
via various different optimisation techniques. A few of the most well known methods
are discussed in the remainder of this section.
2.3.2 Greedy optimisation methods
Many greedy optimisation clustering methods exist. A greedy algorithm makes the
locally optimal choice at each stage which results in fast algorithms, although sometimes
at the expense of accuracy. However, the low computational cost is an advantage for
clustering large networks and therefore a trade-off often has to be made.
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One of the first greedy algorithms to optimise modularity was proposed by Newman
[146]. This fast method uses an approximate optimisation strategy which can be applied
to networks with up to a million vertices. The algorithm begins with all nodes belonging
to individual communities. The adjacency matrix, Aij , of a network with n nodes is an
n×n matrix with entries equal to 1 if nodes i and j are connected, zero otherwise. The
adjacency matrix involved in the greedy Newman algorithm is initially of size n×n, but
is updated as the procedure advances. Nodes are progressively grouped together based
on the move that results in the largest increase in modularity. As nodes are joined
together, they create clusters and in turn clusters are then combined, until finally all
nodes belong to one module. The progression of the amalgamation of nodes/clusters
is tracked on the adjacency matrix, updated at each stage. Rows and columns of the
matrix refer to clusters instead of nodes as the algorithm progresses and the entries
become the number of edges that join nodes belonging to two clusters divided by the
total number of links in the network. The progress of the algorithm can be represented
on a dendrogram, as with the GN algorithm, and the level with the highest modularity
is the final partition.
Newmans greedy algorithm does not have a high computational demand (O((m+ n)n)
or O(n2) for sparse graphs) since the change in modularity can be calculated in constant
time and also the algorithm only considers adding nodes to a community where edges
already exist and so this rules out many pairs, especially in a sparse graph. Despite the
benfits of low computational cost, this often comes at the expense of low accuracy.
Clauset et al. [49] (CNM) went on to decrease the complexity of the greedy Newman
method further by increasing the efficienty of the updating of the matrix Aij by using
data structures for sparse matrices, for example, max-heaps, which rearrange the data in
the form of binary trees. The complexity becomes O(md log n) (O(n log2 n) for sparse
networks), where d is the depth of the dendrogram describing the clustering process,
making the algorithm applicable to networks with up to 106 nodes. The CNM method
is included in method comparisons in forthcoming chapters of this thesis.
Greedy optimisation of modularity can lead to large communities forming quickly at
the expenses of smaller ones, which can result in inferior values of modularity [203].
Wakita and Tsurumi [203] proposed a modification of the Newman greedy method that
merges nodes and clusters based on the increase in modularity times a consolodation
ratio factor which peaks for communities of equal size, leading to a trade off between
value of modularity achieved and balance between size of modules. This modification
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lead to better values of modularity than those found by CNM and furthermore resulted
in an increase in speed. Similarly, in order to avoid the formation of large communities,
Schuetz and Caflisch [180] adapted the CNM algorithm such that more than one pair of
nodes/clusters could be merged at each iteration. A refinement step where nodes could
be moved between communities according to the increase in modularity was also added,
leading to larger values of modarity although no increase in speed.
Blondel et al. [34] introduced a greedy iterative method, known as Louvain, that has the
advantages of being computationally fast and accurate. Like with the Newman greedy
method, the Louvain method combines nodes to form communities based on the moves
that result in the maximum increase in modularity. Initially, all nodes are in individual
mouldes and a sequential sweep over all vertices is carried out to determine which nodes
should be merged according on the gain in modularity. After the first sweep, a new meta-
network is formed, such that the communities that have formed become meta-nodes and
the links between the communities are given the weight of the sum of the weights of
the links that join the communities. The agglomerative algorithm is then applied to the
new meta-network, resulting in another meta-network at a higher-level. This is repeated
until no further improvement of modularity is possible. The output of the algorithm is
a series of meta-networks, with the number of nodes decreasing after each pass, where
the meta-nodes correspond to groups of nodes from the original network. The final pass
gives the meta-network that corresponds to the best partition of the original network
into communities. The complexity is O(m) therefore the method is very fast and is
applicable on networks with up to 109 nodes, however it has also been shown to be
accurate despite its greedy nature. The Louvain method is included in comparative
analyses in forthcoming chapters.
The Louvain method has since been modified by De Meo et al. in [54] where nodes and
edges are assigned weights based on a measure known as the k-path centrality which are
then incorporated into the Louvain algorithm. Results found by the modified algorithm
were found to be slightly better than those found by the original algorithm.
2.3.3 Simulated annealing
Guimera` et al. employed the stochastic optimisation technique of simulated annealing
(SA) [83, 137] to detect communities. This is an iterative improvement method that
finds the minimum of a cost function, C, which in the case of network partitioning, is
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the modularity, Q, of the network, and since it requires to be maximised, C = −Q. The
method begins with an arbitrary partition, p0, of the network into between 2 and n− 1
subsets, where n is the total number of nodes in the network. The nodes are randomly
assigned to the subsets but with one subset left empty. The maximum value for mod-
ularity is found by transferring nodes from one subset to another with probability that
depends on the global variable, τ , called the temperature. This transition probability is
defined as follows:
qif = min(1, exp(−(Qi −Qf )/τ)) (2.16)
where Qi is the modularity of the initial partition and Qf is the final modularity once
the transition has been made. τ is monotonously decreased until the minimum of the
cost function is found.
If pk is a module in partition p
0, ni a node in module pk and another random module in
partition p0, pl, are chosen. In the case where pl is not empty, and there is no node nj in
pl that is connected to ni in pk, ni cannot be transferred to pl, another ni is chosen. If
nj does exist or pl is empty, then the following Metropolis Acceptance analysis is carried
out:
1. Calculate the modularity Qi for the partition p
0.
2. Transfer ni from pk to pl, which gives a new partition p
1.
3. Calculate the modularity, Qf for the new partition p
1.
4. The new partition p1 is accepted with the probability qif above.
5. Steps 2 and 3 are repeated with the value of τ decreasing at each time step until
no new configurations of the network are accepted.
SA finds accurate results on small to medium networks and is included in method com-
parisons in forthcoming chapters of this thesis. The complexity of the algorithm cannot
be estimated, as it depends on the parameters chosen for the optimisation, not only on
the graph size [72]. However, like the GN algorithm, it is slow (in fact, it is slower than
GN) and so for large networks is inefficient.
The SA algorithm has been adapted to include an iterative k-means procedure by Liu
and Liu in [126]. Furthermore, in [116], Lee et al. extend the SA algorithm to generate
a global optimisation method by combining aspects of Monte Carlo with minimisation,
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genetic algorithm and SA. Both methods reported better results than those found by
SA alone. Nonetheless, the original SA algorithm is still commonly used in biological
applications (e.g. see [207] and [222]).
2.3.4 Extremal optimisation
Duch and Arenas [60] proposed community structure detection via extremal optimisation
(EO) with the aim of achieving values of modularity comparable with SA, but with
reduced computational complexity. The heuristic method is based on the optimisation
of local variables, expressing the contribution of each unit of the system to the global
objective function to be optimised. In community structure detection, modularity, Q,
is taken to be the global variable and the local variables are the contributions from the
individual nodes to the sum of the modularity, which is then rescaled by the degree of
the node and is called the fitness of the node. The algorithm can be summarised as
follows:
1. Split the nodes randomly into two sets, with the same number of nodes in each
set.
2. The node with the lowest fitness is moved from its set to the other set and the
nodes involved have their fitness recalculated.
3. Repeat the process until the value of Q cannot be improved.
4. Delete the links between the two resulting communities and repeat the process on
them separately.
5. This is continued until the value of Q cannot be improved.
The disadvantage of the EO algorithm is that the initial random partitioning of the
vertices into two communities influences greatly the end result. Consequently, the nodes
are ranked in order of their fitness resulting in the final partition of the network being
much less sensitive to the initial conditions. EO has a computational complexity of
O(n2 log n) and is faster than SA and GN but slower than the greedy algorithms [72].
In general it is thought that EO offers a good trade off between accuracy and speed [72].
The EO algorithm is generalised to weighted networks in [65]. Furthermore, the algo-
rithm has been extended in [26] where the authors propose a method based on EO and
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a random local search agent. It is shown that the results found by the extended version
of the method improve on those found by EO, GN and the greedy Newman method.
2.3.5 Spectral optimisation methods
In [147], a method developed by Newman expresses modularity in terms of the spec-
tral properties of the network. The algorithm computes the leading eigenvector of the
modularity matrix and divides the vertices into two groups depending on the sign of the





where s is a column vector such that si = 1 when node i is in group 1 and -1 if node i is
placed in group 2. B is a real symmetric matrix such that the elements are as follows:
Bij = Aij − kikj
2L
(2.18)
where Aij is equal to 1 if there is a link between nodes i and j, 0 otherwise, and ki and
kj are the degrees of nodes i and j and L is the total number of edges in the network.






(uTi · s)2βi (2.19)
where the ui are the normalised eigenvectors of matrix B and the βi’s are the corre-
sponding eigenvalues. The eigenvalues are labeled such that β1 is the largest, β2 the
second largest and so on.
Vector s is chosen such that the term in Q that involves β1 is given as much weight as
possible, therefore maximising the term involving u1, i.e. maximising the dot product
u1 · s. Since the elements in the vector s have only the values +1 or −1, s is chosen such
that si = 1 if the corresponding element in u1 is positive and si = −1 otherwise. This
means that all the nodes whose corresponding elements in the leading eigenvector u1
that are positive are assigned to group 1 and the remaining nodes are assigned to group
2, giving the partition of the network into two communities.
In order to further divide the network, the spectral algorithm is applied to the two
communities found by the first application. However, it is not sufficient to simply delete
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the edges that link the two communities, therefore an extra contribution, ∆Q, is added
to the modularity each time a group is further divided into two groups with the aim
of maximising ∆Q and dividing the elements in a similar way to above. If no division
exists that gives a positive value for ∆Q then the community should not be divided. The
algorithm ends when the entire network has been divided into indivisible communities.
There are many advantages to this eigenvector-based method. Firstly, when the modu-
larity matrix has no positive eigenvalue, the method is indicating that no good division
of the network exists and thus there is no community structure. Similarly the signal
that a module should no longer be divided is when there is no positive value for ∆Q. In
addition, the elements of the leading eigenvector give a measure of how strong the mem-
bership of the corresponding node is to its group. For example a large positive element
would indicate that the corresponding node plays a central role in the community and
conversely a small element of the eigenvector would indicate that the node is a weaker
member of the community and that it may not definitely belong to this community. This
is demonstrated in the example of the karate club network [224], presented in Chapter 3,
Section 3.3.2.1 where the largest elements of each eigenvector corresponded to the two
ringleaders of the division of the karate club.
Newman’s spectral method is fast and accurate. On a sparse graph the total computa-
tional cost is O(n2 log n), which is faster than the GN algorithm and although slower
than the greedy Newman algorithm, it is shown to obtain more accurate results [147].
However it has been found that this method is less accurate when the number of commu-
nities is greater than two [72]. In [58], Du and Tan use the Newman spectral method in
combination with a refinement step where nodes are moved between modules according
to the increase in modularity to cluster a network of Chinese words.
Ruan and Zhang [176] use the spectral properties of the network Laplacian, L, and
a local refinement step in order to optimise the network modularity in an algorithm
known as QCUT, where the network Laplacian matrix is the diagonal matrix of node
degrees minus the network adjacency matrix. It was observed that k-partitioning of
the network found better partitions than recursive bi-partitioning [150] and therefore
Ruan and Zhang developped QCUT by combining both to benefit from the accuracy of
k-partitioning and the efficiency of bi-partitioning.
The algorithm involves two steps: partitioning and refinement. The partitioning stage
splits the network into a partition with k modules by testing different values of k from
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2 up to a user-defined value l (a small integer). The partitioning algorithm can be
summarised as follows:
1. All nodes in the network are initially in a single module and initial modularity is
set to zero, Q0 = 0.
2. For k = 2, ..., l carry out the following two steps:
(i) Apply the NJW k-partitioning algorithm [150]: compute the k smallest gen-
eralised eigenvectors of the network Laplacian, L, and combine them to form
the columns of matrix Y. Normalise the rows of Y and apply the k-means
algorithm in [61] to group the rows (i.e. nodes) into k clusters.
(ii) Calculate the modularity of the whole network with the new partition, Qk.
3. Choose the k that gives the best value of modularity, Qk. If Qk > Q0, accept this
as the new partition of the network and update Q0 to Qk.
4. For each of the k clusters in the new partition, repeat steps 2 and 3.
5. Repeat steps 2 to 4 until no further improvement of Q is possible.
The refinement stage follows using a local search strategy involving two types of opera-
tions: moving a vertex from one community to another (migration) and combining two
communities to form a single one (merging). The process continues by returning to the
partitioning stage to see if any of the communities affected by the refining stage can be
further partitioned and then continues to alternate between the two stages until neither
stage can improve the value of Q.
Since the Laplacian matrix is in general a sparse matrix this method uses less memory
than the modularity matrix. As a result, QCUT is more efficient for larger networks
than Newmans spectral algorithm. QCUT is included in method comparisons later in
this thesis.
The spectral properties of the network Laplacian had been previously combined with
hierarchical clustering as a network partitioning method by Donetti and Muoz [57].
Spectral methods have also been used recently by Nadakuditi and Newman [142] where
the adjacency matrix, constructed by averaging over the ensemble of a stochastic block
model of the network, and the modularity matrix are both investigated.
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2.3.6 Mathematical programming
In [14], Agarwal and Kempe propose two mathematical programming formulations of
modularity optimisation. The first is an integer linear programming (IP) model with
variables xij equal to 0 if nodes i and j are in the same cluster and equal to 1 otherwise.







where B is the modularity matrix defined in equation 2.18 and L is the total number of
links in the network. Q is optimised subject to the following constraint:
xik ≤ xij + xjk (2.21)
i.e. if nodes i and j are in the same module and nodes j and k are in the same module,
then nodes i and k are also in the same module. Furthermore, an integrality constraint
is imposed on the xij variables, i.e. xij ∈ {0, 1}. The above IP is NP-hard and therefore
the integrality constraint is relaxed such that 0 ≤ xij ≤ 1, then the problem can be
solved in polynomial time. The new LP optimisation problem is solved using the com-
mercial solver CPLEX [13] (see further on in this section for a description of CPLEX).
However, there are now fractional solutions and therefore a rounding step is required.
The rounding step consists of interpreting the xij variables as a distance measure be-
tween nodes i and j, such that the closer xij is to zero, the closer the nodes i and j
are to each other and therefore are more likely to belong to the same community. The
rounding stage is then followed by a post processing refinement step.
Next the authors propose a quadratic programming (QP) formulation of the problem
which splits the network into two clusters and which can then be iteratively reapplied
to each cluster to find further clusters and so on. Variables yi are equal to +1 or −1
depending on which of the two clusters node i belongs to, similar to the Newman spectral






Bij(1 + yiyj) (2.22)
where again, B is as in equation 2.18 and L is the total number of links in the network.
Q is maximised subject to y2i = 1 for all i, which assures that the yi variables are all
equal to ±1. Again the model is NP-complete and therefore the constraint that the yi
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variables must be integer is relaxed. This is done by replacing all yi variables with vectors
yi and each yiyj product with the dot product yi ·yj , resulting in a vector programming
(VP) model which can be solved in polynomial time using semi-definite programming
(SDP) (with solver CSDP). The rounding procedure then consists of choosing a random
(n− 1)-dimensional hyperplane (where n is the number of nodes in the network) to cut
the hypersphere into two halves thus defining two clusters.
Both the IP and the QP formulations have a relatively high computational cost and
are therefore inefficient on large networks. However, both methods find good results in
comparison with the GN algorithm, the Newman spectral algorithm and EO on medium
sized networks.
Neither of the above mathematical programming models can guarantee globally optimal
solutions, however, in [219], Xu et al. formulate the modularity optimisation problem as
a mixed integer quadratic programming (MIQP) model, which due to the convexity of
the model can be solved to global optimality. This method, known as OptMod, is now
described in detail as it is incorporated into the community stucture detection method
development in chapters 3 and 7.







N total number of nodes in the network
L total number of links in the network
M total number of modules in the partition
dn degree of node n
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α minimum module size (if no bounds this can be equal to 1)
β maximum module size (if no bounds this can be equal to N)
 maximum size difference between any pair of modules
Sets
S M most connected nodes
AMn allowable modules for node n
MLl allowable modules for link l
AVm nodes allowed assignment to module m
Bn nodes with higher connectivity than node n
Binary variables
Em =
1 if module m exists;0 otherwise
Ynm =
1 if node n belongs to module m;0 otherwise
Xlm =
1 if link l belongs to module m;0 otherwise
Positive variables
Lm number of links between nodes in module m
Dm sum of the degrees of the nodes in module m
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Q is maximised subject to several constraints described below.









Where, as defined in Section 2.3.1, Lm and Dm are the number of links that lie fully
within module m and the sum of the degrees of the nodes in module m respectively.
Next, OptMod detects a partition of disjoint modules of a network, therefore a constraint
to ensure that each node belongs to only one module is required:∑
m
Ynm = 1 ∀n (2.26)
Link l belongs to module m only if both nodes associated with it, n and e, belong to
module m. And nodes n and e can only belong to module m if module m is in both
AMn and AMe. This condition can be defined in the following three constraints:
Xlm ≤ Ynm ∀l = {n, e},m ∈MLl (2.27)
Xlm ≤ Xem ∀l = {n, e},m ∈MLl (2.28)
Xlm = 0 ∀l,m /∈MLl (2.29)
Where MLl = AMn ∩AMe.
The above is the basic optimisation model. However the authors include several other
constraints to control the difference in size between modules and to tackle the problem
of equivalent solutions therefore reducing computational cost. It is at this point that
the flexibility of mathematical programming is illustrated.
A degeneracy constraint is proposed in order to assure that module m is only allowed to
be in use if the previous module m−1 exists and therefore avoiding equivalent solutions:
Em ≤ Em−1 ∀m = 2, ...,M (2.30)
Chapter 2 Background and related work 43
It follows that module m is not empty (i.e. Em = 1) if the following two constraints
hold at the same time: ∑
l
Xlm ≥ αEm ∀m (2.31)
∑
l
Xlm ≤ βEm ∀m (2.32)
These two constraints also place bounds on the size of the modules, however if this is
not desired, α can be equal to 1 and β equal to the total number of links in the network.
The authors next consider balancing constraints such that the difference in size between
modules is at most . This is safeguarded by the following two constraints:
Lm − Lk ≤ + β(1− Ek) ∀m, k > m (2.33)
Lk − Lm ≤ + β(1− Ek) ∀m, k > m (2.34)
Again, this constraint is optional, depending on the users requirements in a specific
clustering experiment.
Finally, symmetry breaking constraints are included to eliminate equivalent solutions,
i.e. where the following two cases are generated as two separate solutions when they are
in fact equivalent:
Solution 1: m1 = {n1, n2}, m2 = {n3, n4, n5}, m3 = {n6, n7},
Solution 2: m1 = {n3, n4, n5}, m2 = {n6, n7}, m3 = {n1, n2}.
To avoid equivalent solutions produced by re-numbering modules, nodes can only be
assigned to one of a particular set of modules, AMn. To do this, the nodes are first
ordered according to their connectivity. If n1 is the most connected, then it can only
belong to module m1, if n2 is the second most connected then it can be assigned to
modules m1 and m2 and similarly for the remaining M − 2 most connected nodes in set
S. The remaining nodes that are not in set S can be assigned to any of the M modules.
Consequently, constraint 2.26 becomes:∑
m∈AMn
Ynm = 1 ∀n (2.35)
Furthermore, node n can only be allocated to module m (such that m ∈ AMn) if at least
one of the nodes with a higher connectivity than node n (members of the set Bn) which
can be assigned to module m− 1 (also a member of the set AVm−1) has been assigned
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Yem−1 ∀n ≥ 3,m = 3, ..., |AMn| (2.36)
However, the authors of [219] found that the computational cost can be reduced by





Yem−1 ∀n ∈ S, n ≥ 3,m = 3, ..., |AMn| (2.37)
Finally the resulting MIQP model, comprises a concave quadratic objective function
that is maximised subject to a set of linear constraints and mixed binary/continuous














Subject to: Constraints (2.24, 2.25, 2.27-2.35, 2.37)
Lm, Dm ≥ 0 ∀m (2.39)
Em, Xlm, Ynm ∈ {0, 1} ∀n,m, l (2.40)
As mentioned above, OptMod can guarantee globally optimal values of modularity due
to the convexity of the model. In [219] the CPLEX mixed integer optimisation solver
[13] is used to find globally optimal results. CPLEX, which was also mentioned above
to solve the LP model in [14], is a tool that uses constraint programming to solve com-
binatorial optimisation problems such as Linear Programming (LP) and Mixed-Integer
Programming (MIP) problems. The MIP algorithm is an implementation of a branch
and bound search, where the MIP problem is relaxed by dropping the integrality condi-
tions. Therefore in the case of OptMod, the binary variables are no longer binary, but
become continuous variables and the MIQP problem becomes a quadratic programming
(QP) problem, constituting the root of the tree. CPLEX then solves the QP using the
Primal Simplex algorithm or the Dual Simplex algorithm and either:
(i) the solution satisfies the original integrality restrictions and therefore the solution
obtained is optimal,
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(ii) the QP problem is infeasible and therefore so is the original MIQP problem,
(iii) at least one of the integer variables in the solution is fractional in the QP solution.
If option (iii) above is true, then one or more of the fractional variables is chosen and
the tree “branches” to create two or more subproblems. The prior solutions are then
excluded but any feasible integer solutions are not eliminated. These new problems
constitute the “nodes” of a branching tree. A QP problem is solved for each node
created. CPLEX uses a combination of best-first search and “diving” or “plunging” to
explore the nodes.
The authors of [219] report globally optimal solutions for networks of up to only 104
nodes are reported. Therefore, although OptMod is accurate, it is computationally
expensive and therefore its applicability is limited. This limitation was addressed in
[19] by Aloise et al. where an exact column-generation algorithm based on OptMod
was proposed. Many linear programs are too large to consider all the variables explicitly
therefore in column-generation algorithms only a subset of variables are considered when
solving the problem. The original optimisation problem is split into two: the master
problem and an auxilliary problem. The master problem is the original problem with
a reduced set of variables. The auxilliary problem is a problem that is solved in order
to find an entering column for the simplex algorithm (the method used by the CPLEX
solver) where the columns correspond to all nonempty modules. Globally optimal par-
titions were found by the modified version of OptMod for networks of up to 512 nodes.
Therefore, although an improvement on OptMod, this method still exhibits scalability
limitations.
The same group have also incorporated the MIQP formulation of modularity optimisa-
tion into a locally optimal bi-partitioning method which is recursively appplied to split
modules into two groups [36]. Each bi-partition of a module is solved optimally by the
MIQP, but overall the recursive procedure is heuristic and therefore the global optimum
value of modularity cannot be guaranteed. In a comparison with the exact optimisation
of the column-generation method, the locally optimal method achieved sub-optimal re-
sults for all networks tested by both methods. However it is applicable to larger scale
networks than the both of the exact methods described above therefore maybe more
suitable for some clustering experiments.
Overall, mathematical programming offers a flexible modelling framework for develop-
ping clustering algorithms. As is illustrated by OptMod, multiple constraints can be
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included to deal with different user needs, e.g. imposing bounds on module size. Fur-
thermore, as has been seen from the various methods described above, it is possible to
formulate the modularity optimisation problem in a variety of different models. In light
of its amenable nature, mathematical programming will be used in this thesis to develop
methods for tackling the community structure detection problem. More specifically, the
starting point of this method development is the MIQP model, OptMod. The first aim
being to develop a model that can increase the limited scalability of OptMod but that
can retain to some extent the accuracy of the method. This will be explored in Chapter
3.
2.3.7 Summary
In this section a review of the most well-known modularity optimisation methods has
been given. This is an area of research that has attracted a large amount of interest and
as a result a complete review of all existing modularity optimisation methods is beyond
the scope of this thesis. Here the aim was to illustrate the main approaches that have
been taken to solve the modularity optimisation problem and in particular, describe
the pioneering methods that have underpinned much of the method develpoment that
has been carried out since the introduction of modularity. There are of course many
more methods than those described in this chapter and new methods are appearing all
the time, however the well-established methods, such as the GN method, CNM and the
Newman spectral method are still commonly used in applications and are also often used
as a means of benchmarking new methods.
Each method has its own advantages and disadvantages but when choosing a clustering
method, the main consideration is the trade-off between accuracy and computational
cost. For example, greedy methods such as the Newman greedy algorithm and CNM
[49] are very fast and can partition large networks, however generally these methods are
known to be less accurate. However, an exception to the rule is the Louvain method
[34] which is faster than both of the other greedy methods but more accurate and in
fact is accurate in comparison with non-greedy optimisation methods. On the other
hand there are very accurate methods such as SA [83], however applicability is limited
to medium sized networks. And even more extreme are the methods that find globally
optimal values of modularity [219, 19] and therefore suffer even more strongly from
scalability limitations. Consequently methods that are currently being developped aim
to reduce the gap between accuracy and computational cost. However, overall, the choice
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of method should be made based on the network being analysed and specific conditions
of the clustering experiment.
Alternative methods to modularity optimisation also exist. These include:
• A method based on conductance, a measure of how good an individual community
is, also known as the normalised cut metric by Leskovec et al. [118].
• Information theoretic approaches by Rosvall and Bergstrom [173, 174]
• Statistical inference/mixture model approaches by Newman and Leicht [149], Hast-
ings [88], Xu et al. [220] and Zhao et al. [228].
• Methods based on random walks by Pons and Latapy [162], Enright (MCL) [62]
and Cheng et al. [44].
• Pott’s models by Li et al. [120] and Reichardt and Bornholdt [168].
• A method based on stockastic block modelling by Karrer and Newman [98].
This list includes just a few methods out of a very large number of existing non-
modularity based methods and serves only to give an indication of the possible al-
ternatives. However in this thesis various versions of the community structure detection
problem are tackled and in most cases the approaches are based on modularity optimi-
sation and therefore comparative analyses are made with other modularity optimisation
methods. Consequently, related work focuses on modularity associated methodology.
Any additional relevant work will be presented throughout the thesis where appropri-
ate.
It must also be mentioned at this point that modularity optimisation is known to suffer
from three limitations. First, as has been noted previously, modularity optimisation is
NP-hard [35] and therefore developing accurate methods for large networks has proven
to be one of the main challenges. Furthermore, concerns have been expressed regarding
the degeneracy of the solutions found by modularity optimisation. The structure of
partitions with modularity values close to that of the optimal partition can vary signif-
icantly which is problematic since most methods are heuristic and detect sub-optimal
partitions [76]. Finally, it has been found that modularity optimisation suffers from a
resolution limit, where small modules are not always detected [73]. This discovery put in
doubt many of the methods that had previously been developed and consequently there
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exists a large number of methods that attempt to overcome this property, e.g. [21, 121].
Alternatively, from a certain point of view this may not necessarily be a disadvantage.
For example, Lewis et al. [119] argue that each level of community structure in the
yeast PPI network is of biological interest. Therefore they conclude that being able to
probe community structure at varying resolutions offers a deeper understanding of the
modular organisation of biological systems.
The limitations of modularity optimisation and various means of overcoming them will be
discussed in more detail in the final chapter. In the meantime it suffices to be aware that
modularity optimisation may have its drawbacks but is it a widely accepted method and
in fact is one of the most popular methods for community structure detection. Clustering
methods based on modularity optimisation continue to be devloped as the benefits that
they appear to confer often outweigh the disadvantges. Furthermore modularity can
be easily extended to cluster more complex cases, e.g. networks with directed [117] or
weighted [145] interactions. Overall, at the present time, modularity is considered to be
a robust and useful measure that provides a natural, intuitive description of community
structure for a wide range of real life networks. Its optimisation has proven its utility in
many studies and in particular has found meaningful results in biological applications.
It remains therefore a valid route to pursue in community structure detection method
development.
2.4 Conclusions
This chapter has presented the necessary preliminaries for the work that will be described
in the remainder of this thesis. First the main properties of complex networks and the
various types of biological networks that they efficiently model were discussed. Focus
turned to one property in particular: community structure. The community structure
detection problem, its significance in biological systems and key bioinformatics applica-
tions were then described. Finally, modularity was introduced as a metric to quantify
how well-defined the community structure of a network is, followed by a wide range of
associated optimisation based clustering methods. All of the above underpins the work
that will follow from this point onwards.
The applications of community structure detection to biological networks described in
Section 2.2.4 emphasise the importance of clustering methods in bioinformatics and
their capability to extract meaningful biological information. If the role of community
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detection is to continue to feature in biological network analysis, then accurate methods
to carry out the task are required. In particular, models that can effectively reproduce
the complex and intricate relationships that exist in biological systems will be of great
value in bioinformatics research.
The related work that has been discussed in this chapter has dealt with the standard
community structure detection problem: the partitioning of an unweighted network
into a series of disjoint communities. This problem statement represents the starting
point of this thesis. However, the problem statement will continually evolve over the
course of the forthcoming chapters, with several algorithms presented, each taking a step
further towards a more realistic model of community structure. The first modification
of the standard problem is the incorporation of weighted interactions. The clustering
process is then extended in order to allow for overlapping communities where nodes can
belong to more than one module. Finally, dynamics are integrated into the problem and
the challenge of finding communities in networks that change over time is tackled. Each
stage requires a modification or an extension of previous models and this is facilitated by
taking a mathematical programming approach. The amenable nature of this modelling
framework is conducive to the changing requirements of the various manifestations of
the community structure detection problem featured in this thesis.
More precisely, the starting point of the clustering methodology development that will
follow is the MIQP method, OptMod (Section 2.3.6). OptMod addresses the initial
problem statement described above, however its guarantee of global optimality limits its
applicability. The first aim is therefore to develop a mathematical programming method
that detects disjoint partitions but that is applicable to larger scale networks than those
accommodated by OptMod, while still retaining a high level of accuracy. This is now
explored in Chapter 3.
Chapter 3
Detecting disjoint community
structure in complex networks
using integer optimisation
Community structure detection has been widely used as a means of revealing the under-
lying properties of complex networks. Since the adoption of modularity as a measure of
how well defined the community structure of a network is, many methodologies for com-
munity structure detection based on its optimisation have been proposed. Due to the
NP-hard nature of the optimisation problem, developing methods to efficiently detect
satisfactory partitions of large networks has been particularly challenging. Therefore the
search for faster and more accurate clustering methods is an important task. The modu-
larity optimisation problem has previously been formulated as a mixed integer quadratic
programming (MIQP) model. However, due to the guarantee of global optimality, the
method suffers from scalability limitations. In this chapter the aim is therefore to ex-
tend this previous work in order to accurately cluster larger scale networks. To this end,
the MIQP model is incorporated into a novel two-stage mathematical programming ap-
proach where an initial partition of a network is first detected and is then improved
through an iterative optimisation procedure. A comparative analysis shows that despite
no guarantee of optimality, the procedure finds globally optimal solutions on networks
of up to approximately 500 nodes and furthermore outperforms all other methods tested
when applied to larger networks. This chapter not only increases the scalability of the
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existing mathematical programming approach, but also illustrates the ease in which such
a framework can be extended and modified to meet changing experimental requirements.
3.1 Introduction
Topological properties of networks, and more specifically community structure, have
proven important in revealing the underlying organisation of complex networks. The
arrival of modularity [148], a metric to express the quality of community structure
proved to be an important breakthrough in the community structure detection problem.
Modularity measures the difference between the fraction of links within communities
and the expected fraction of the same value when links are allocated randomly on a
network with the same degree distribution. Modularity is discussed in more detail in
Chapter 2, Section 2.3.
The modularity metric has transformed the community structure identification problem
into an optimisation task where community structures can be determined by maximising
the network modularity through various optimisation techniques. A review of existing
methods is given in Chapter 2, Section 2.3, illustrating the diversity of approaches
taken to tackle the optimisation problem. As modularity optimisation is NP-hard [35],
efficient algorithms to find global maximum modularity values in large networks are
unlikely to exist. Therefore, most approaches employ heuristics that aim at finding near-
optimal solutions with modest computational cost. Methods that do achieve globally
optimal solutions have however been proposed [19, 219]. In particular, in [219], Xu
et al. formulated modularity optimisation as a mixed integer quadratic programming
(MIQP) model known as OptMod. Details of the algorithm are given in Chapter 2,
Section 2.3.6. The method was reported to find solutions in small networks with up to
104 nodes therefore demonstrating limited applicability. In this chapter, the aim is to
adopt the mathematical programming framework of the MIQP model and develop the
methodology such that accurately clustering larger scale networks is achievable.
This chapter is structured as follows. In the next section, a novel two-stage mathemat-
ical programming approach, known as iMod, is proposed. Stage 1 comprises a mixed
integer non-linear programming (MINLP) formulation of modularity optimisation that
detects an initial partition of the network. The MINLP model is non-convex and as
such does not guarantee global optimality. Stage 2 therefore incorporates the MIQP
model, OptMod in an iterative improvement procedure. The performance of iMod is
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assessed via a comparative analysis with several methods from the literature on syn-
thetic and real life networks. The methodology presented in this chapter improves on
existing techniques for community structure identification so as to increase efficiency
and applicability. Also demonstrated in this chapter is the flexibility offered by using
mathematical programming as a modelling framework.
3.2 A two-stage mathematical programming model for de-
tecting disjoint communities in complex networks
The work in this chapter has been a collaborative effort with Dr. Gang Xu. Initial model
development and implementation was carried out by Dr. Gang Xu. My contribution to
this chapter has been the generation of synthetic networks, collection of network data,
determining appropriate methods for comparison and finding their implementations,
running all network clustering experiments and the analysis of the results. Specifically,
the work in Section 3.2 is the contribution of Dr. Gang Xu and all other sections in this
Chapter can be ascribed to myself.
The approach presented in this section is a two-stage modularity optimisation proce-
dure, known as iMod, which uncovers disjoint community structure in unweighted and
undirected complex networks. In Stage 1, an MINLP model (MINLP Mod) is formu-
lated to obtain a locally optimal initial solution. In Stage 2, the solution obtained in
the first stage is improved through an iterative optimisation procedure employing the
MIQP model, OptMod [219]. A schematic representation of the entire module detec-
tion strategy, iMod, encompassing Stages 1 and 2 of the computational procedure is
shown in Figure 3.1. Overall, the iMod approach is intended to extend the application
of the mathematical programming framework to larger size networks than previously
attainable by OptMod alone.
3.2.1 Stage 1: detecting the initial partition
As defined in Chapter 2, given an unweighted, undirected network with N nodes and
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Figure 3.1: Flowchart of the iMod algorithm. Full details of Stages 1 and 2 are
described in the text.
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where Lm denotes the number of links in module m and Dm is the degree of all nodes
in module m. Here, modularity optimisation is formulated as an MINLP model with
the objective function as defined in equation 3.1. The indices and parameters associated






CNm the set of nodes, e, that are connected to node n
Parameters
dn degree of node n
L total number of links in the network
Nmax the number of times the MINLP is solved in one run of MINLP Mod
Binary variables
Ynm =
1 if node n belongs to module m0 otherwise
Inm for storing the node-module allocation of the partition with the best value
of modularity in the Nmax solves of the MINLP
Continuous variables
Lm number of links between nodes in module m
Dm sum of the degrees of the nodes in module m
Chapter 3 Detecting disjoint community structure in complex networks using integer
optimisation 55
Modularity is maximised subject to a number of constraints described below. First,
since all modules are disjoint, each node can belong to only one module:∑
m
Ynm = 1 ∀n (3.2)
where Ynm is a binary variable taking the value of 1 if node n is allocated to module
m; 0 otherwise. As previously defined, Dm is equal to the sum of the degrees of nodes





where dn is degree of node n. Finally, a link will be allocated to module m only when
both nodes associated with it are also in module m. Therefore, the total number of links








where CNn is the set of nodes e connected to node n. Overall, the resulting MINLP














subject to: Constraints (3.2-3.4)
Lm, Dm ≥ 0 ∀m (3.6)
Ynm ∈ {0, 1} ∀n,m (3.7)
Since global optimality of non-convex MINLP models cannot be guaranteed, MINLP Mod
is solved for a given number of times, Nmax, each with a different random initial so-
lution. The node-module allocation corresponding to the largest value of modularity
of the Nmax runs is stored in the variable Inm. Using N
max = 100 provides a good
representation of solution space and is used to generate the computational results in
Section 3.3.
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3.2.2 Stage 2: iterative improvement of the initial partition
Having selected the solution with maximum modularity from the Stage 1 (stored in
the variable Inm), the partition can now be improved through the iterative fixing and
releasing of nodes. The idea is to solve a reduced version of the MIQP formulation
of modularity optimisation method, OptMod, as previously proposed in [219]. For full
details of the algorithm, please refer to Chapter 2, Section 2.3.6. The Ynm variables are
fixed according to the partition Inm and sets of nodes are released iteratively, making
them free to be re-allocated to a different module in subsequent solves of the MIQP.
The releasing of a relatively small fraction of nodes reduces the number of variables,
resulting in a more easily solvable model. Here, some additional indices and parameters
associated with Stage 2 are introduced below:
Indices
k the iteration number of each complete round of the solution improvement
procedure
Parameters
M total number of modules in the initial solution from Stage 1
NR total number of nodes released
MAXrm the maximum number of nodes to be released
Averm the average degree of module m, excluding links made with nodes
outside module m
U user defined parameter involved in the calculation of MAXrm
Sets
REm the nodes in module m, where module m contains the nodes currently
released
∆m the nodes in module m that are released
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Variables
Qk the value of modularity after one major iteration of the improvement
procedure, where each module has taken a turn to have its nodes released
Stage 2 begins by fixing the Ynm binary variables according to the partition Inm. An
initial module, m, is chosen, where the set of nodes in the module is denoted by REm.
A subset of nodes in REm is released (or un-fixed), denoted as ∆m, where the size of
∆m is NR. To avoid releasing too many nodes so that the reduced OptMod model is
still reasonably easy to solve, the maximum number of released nodes for module m,





where Averm denotes the average degree in module m without considering the inter-
module links and U is a user-defined parameter. Here, U = 200, which was shown to
provide satisfactory results for all examples studied. As a result, the actual number of
released nodes, NR, is the smaller value between MAXrm and the number of remaining
nodes to be released in REm (i.e. NR = min{|REm|, MAXrm}). In other words, if the
number of nodes in module m is greater than MAXrm, the first NR nodes, ∆m, will be
released and the reduced MIQP solved. Inm is updated and REm becomes REm \∆m.
If the updated REm is still greater than MAX
r
m, a further set of nodes of size NR is
released, otherwise all remaining nodes are released. The reduced MIQP is solved once
again and Inm and REm are updated accordingly. This is repeated until all nodes in the
module have been released at one point and the procedure moves on to the next module.
The set of NR nodes released in modules where the total number of nodes is greater than
NR, is determined as follows. First the nodes are sorted with non-decreasing indices
and then higher priority is assigned to nodes with smaller indices.
The above scheme is applied sequentially to each module in the partition, completing one
round of the solution improvement iteration, k, with the final network modularity value,
Qk. The same strategy starts again, retaining the processing order of the modules, until
no improvement of the modularity value is reported for two successive major iterations.
Here, the Zachary karate network example described in Section 2.2.2 is once again em-
ployed in order to demonstrate the above procedure. First |REm|, Averm, MAXrm and
NR are defined for module 1 (corresponding to the pink nodes in Figure 3.2), where here
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Figure 3.2: Karate club network two-module partition. The pink nodes correspond
to module 1 as described in the example of the iMod iterative procedure.
U = 50 for the purpose of illustration and initially the possible set of nodes to be released






= 504.13 = 12.12
NR = min{|REm1|, MAXrm1} = min{16, 12}
Where MAXrm1 is rounded down to 12.
In other words, module 1 in the known partition of the karate network comprises 16
nodes, which have an average intra-module degree of 4.13. Consequently, the maximum
number of nodes that can be released from module 1 is 12 and therefore on this first
iteration, 12 nodes are released as this is less than the total number of nodes in the
module. If the nodes are to be released in order of non-decreasing indices, then the set
of the first 12 nodes to be released is: ∆m1 = {1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 13, 14}.
At this point, the MIQP model, OptMod, is solved such that all other node-module
allocations are fixed and only nodes in ∆m1 have the possibility of being assigned new
module memberships. The partition is then updated according to the solution found in
this iteration and the corresponding value of modularity is recorded. However, there re-
main nodes in module 1 that have not yet been released in this round of the improvement
procedure. It follows that once again the node-module allocations are fixed and REm1
and consequently, NR are recalculated. The remaining nodes to be released is the set
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REm1 \∆m1 = {17, 18, 20, 22}. Therefore NR = min{|REm1|, MAXrm1} = min{4, 12}
and as such, all four remaining nodes are released and OptMod once again solved.
Again the partition is updated and the corresponding value of Q recorded. Module
1 is now finished with for this round of the improvement procedure, and the above
process is repeated for module 2. Once both modules 1 and 2 have been subject to the
node fixing and releasing scheme, a complete round of the improvement procedure has
been completed. The procedure is then repeated and continues to be repeated until no
improvement of Q is reported for two successive complete rounds.
Comparing the full MIQP model, OptMod, to the reduced MIQP model implemented in
iMod, the latter strategy involves fewer variables and constraints and is therefore more
efficient in the case of larger size networks. Computational results are reported in the
next section.
3.3 Results
In this section, the application of iMod is demonstrated through a comparative analy-
sis with other modularity optimisation module detection methodologies on a series of
synthetic and real network examples. All implementations of iMod are performed in
GAMS (General Algebraic Modelling System) [172] and mathematical models (MINLP
and MIQP) are solved using SBB [1] (see Section 4.4.2.3 for a description) and CPLEX
[13] (see Section 2.3.6 for a description) mixed integer optimisation solvers respectively,
with computational limit of 100000 seconds. All experiments were run remotely on a
bioinformatics Sun Fire X4450 Server running 16 Xeon(R) E7340 processors at 2.4GHz
and 32GB of PC2-5300 667 MHz ECC fully buffered DDR2 memory. The server runs
CentOS Linux release 5.8 OS.
3.3.1 Synthetic networks
The performance of iMod is evaluated on a large number of artificial networks with
known community structure generated according to the experimental design by Newman
and Girvan in [148]. These synthetic networks comprise 128 nodes and are partitioned
into four communities of 32 nodes with degree equal to 16. Additionally, networks with
degree equal to 5 are also considered, as this represents a more realistic estimate of
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the average node degree in the real networks discussed in the forthcoming section (see
Tables 3.1 and 3.4). The idea is that the mixing parameter, µ (the fraction of all links
in a particular module that end outside the module), is varied such that as µ increases,
the modules of the true community structure become less well defined and therefore
less easily detected. Testing for a mixing parameter greater than 0.5 is not deemed
necessary, as it contradicts the definition of community structure, where more intra-
community links than inter-community links should exist. Here the ability of iMod to
extract known community structures is assessed and compared with that of the Louvain
method [34] (see Chapter 2, Section 2.3.2 for details of the Louvain method).
A measure of similarity is required to ascertain how close the detected partition is to
the true partition. In [107], Lancichinetti and Fortunato propose the normalised mutual
information as a measure of similarity between two partitions, which ranges from 0
(for dissimilar) to 1 for identical community structures. This measure is taken from
information theory and intuitively is how much information is needed in order to infer










P (x) logP (x) (3.10)
is the marginal entropy, and
H(X|Y ) = −
∑
x,y




is the conditional entropy. For each cluster x ∈ X, P (x) = nxn , where nx is the number of
nodes in module x and n is the total number of nodes in the network, is the probability
that a node will belong to module x. The joint probability distribution of a node
belonging to module x ∈ X and module y ∈ Y is P (x, y) = |nx∩ny |n . When two partitions
are identical, the conditional entropy is equal to zero, that is, I(X,Y ) is equal to 1. An
implementation of the mutual information measure was downloaded from [69].
100 synthetic networks were generated for each mixing parameter from 0.1 to 0.5 (at
intervals of 0.05) using software downloaded from [70]. Each network is partitioned with
both iMod and Louvain (implementation for Louvain downloaded from [81]) and the
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Figure 3.3: Benchmarking of module detection performance with iMod and Louvain.
Synthetic network examples (128 nodes, 4 modules) were generated with node degrees
of 5 and 16 in (a) and (b) respectively. For each mixing parameter, µ, 100 networks were
assessed. The agreement of modules detected with the known community structure was
expressed via the mutual information measure. Consistently better performance was
noted for iMod.
average mutual information over the 100 networks is calculated. Figure 3.3 (a) and 3.3
(b) report the mutual information plotted against the mixing parameter for the synthetic
networks to illustrate how close these methods are to revealing the known community
structure. Overall, iMod performs better than Louvain in the examples tested. For
node degree equal to 16, iMod and Louvain manage to retrieve the exact partition for
all values of up to 0.35. Thereafter, iMod outperforms Louvain by continuing to extract
the exact partition whereas Louvain’s performance declines rapidly. In the case of degree
equal to 5, iMod achieves higher similarity to the known structure than Louvain for all
values of µ.
3.3.2 Real life networks
The synthetic networks tested above help to demonstrate the accuracy of iMod, however,
the networks remain fairly unrealistic. Therefore, the performance of iMod is now tested
on several real life networks.
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3.3.2.1 Exact optimisation
OptMod finds the global optimum of the modularity maximisation problem and in [219]
solutions for networks up to 104 nodes are reported. Due to the NP-hardness of modular-
ity optimisation, exact solutions remain restricted to small networks. However, in [19],
OptMod is extended using column generation methods for linear integer programming,
giving another method guaranteeing optimality (denoted here as the Exact method).
In [19], Exact is reported to detect globally optimal community structures for networks
with up to 512 nodes. These network sizes and densities are summarised in Table 3.1.
Density is defined as the actual number of edges divided by the possible number of edges,
2L
N(N−1) , where L is the total number of edges and N is the total number of nodes in the
network. The networks are briefly described below.
Overall, 11 examples were used from [19] with varying sizes, inspired from social or
biological relationships, many being well-studied cases in network analysis and related
algorithm development. First is the Zachary karate club network [224], the well-studied
network often used in benchmarking tests for community structure detection method
development, described in Section 2.2.2. Despite the network’s known community struc-
ture comprising two modules, representing the two newly formed karate clubs resulting
from as dispute between the club president and instructor, it has been shown that the
partition of the network with the optimal value of modularity comprises 4 modules [219],
which is the partition that modularity optimisation methods seek to achieve.
The remaining networks are:
• Lusseau’s dolphin dataset describing communications between dolphins during a
field study in Doubtful Sound New Zealand [130, 131].
• Victor Hugo’s Les Miserables dataset, compiled by Knuth [101], describing inter-
actions between characters in the novel of the same name.
• The main connected components of two datasets on classes and relationships from
a software project related to graph drawing (A00 main and A01 main) [2].
• The p53 protein protein interaction (PPI) network [53].
• Krebs’ political book dataset modelling the co-purchasing of books about US pol-
itics from Amazon (Polbooks)[102].
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Network Nodes Links Density
Karate 34 78 0.1390
Dolphin 62 159 0.0841
Les Miserables 77 254 0.0868
A00 main 83 125 0.0367
Protein p53 104 226 0.0422
Polbooks 105 441 0.0808
American football 115 613 0.0935
A01 main 249 635 0.0206
USAir97 332 2126 0.0387
NetScience main 379 914 0.0128
Electronic circuit 512 819 0.0063
Table 3.1: Summary of the test networks used in [19].
• A network modelling the schedule of football games between teams in an American
university league [74].
• A network describing the flight schedule between US airports in 1997 [3].
• The main connected component of a dataset on a coauthorship network of scientists
working on network theory compiled by Newman [147].
• A network describing electronic circuits [20].
iMod is applied to each of the above networks. For each community detection experi-
ment on a particular network, iMod was run 10 times, resetting the seed for the random
number generator each time. iMod is compared with several other modularity optimi-
sation algorithms from the literature. The column generation extension of OptMod [19]
(Exact), is included as a benchmarking method due to the values of modularity reported
in the article being the global optimal values for the test networks in Table 3.2. iMod is
also compared against two greedy agglomerative methods, CNM [49] and Louvain [34],
a spectral partitioning method, QCUT [176] and the stochastic optimisation method,
simulated annealing (SA) [83, 137]. For more details of each methods see Chapter 2,
Section 2.3. The results are shown in Table 3.2, where the values of modularity found by
Exact are those reported in [19]. The software for CNM, Louvain, QCUT and SA, was
downloaded from [48, 81, 175, 105] respectively and as before all experiments were run
remotely on a bioinformatics Sun Fire X4450 Server. For each clustering experiment,
each of the above methods was run once.
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iMod Exact CNM Louvain QCUT SA
Network Best Q M Best Q M Best Q M Best Q M Best Q M Best Q M
Karate 0.4198 4 0.4198 4 0.3807 3 0.4188 4 0.4188 4 0.4198 4
Dolphin 0.5285 5 0.5285 5 0.4955 4 0.5185 5 0.5175 5 0.5268 4
Les Miserables 0.5600 6 0.5600 6 0.5006 5 0.5556 6 0.5600 6 0.5600 6
A00 main 0.5309 9 0.5309 9 0.5239 7 0.5294 9 0.5281 7 0.5253 6
Protein p53 0.5351 7 0.5351 7 0.5205 8 0.5274 7 0.5219 8 0.5299 6
Polbooks 0.5272 5 0.5272 5 0.5020 4 0.5205 4 0.5208 4 0.5272 5
American football 0.6046 10 0.6046 10 0.5773 7 0.6046 10 0.6046 10 0.6044 10
A01 main 0.6329 14 0.6329 14 0.5991 12 0.6270 12 0.6257 13 0.6253 9
USAir97 0.3682 6 0.3682 6 0.3204 7 0.3508 7 0.3665 6 0.3656 6
NetScience main 0.8486 19 0.8486 19 0.8383 19 0.8475 19 0.8467 15 0.8454 16
Electronic circuit 0.8194 12 0.8194 12 0.8056 12 0.7967 15 0.8161 13 0.8039 12
Table 3.2: Computational results comparing the performance of modularity opti-
misation methodologies across several network examples. Globally optimal values of
modularity (as found by Exact in [19]) are denoted in bold.
For each network, Table 3.2 shows the best value of modularity found by iMod over the
10 runs and the number of modules in the partition corresponding to the best value
of modularity. Results show that for each network tested, iMod detects the partition
with the global optimal value of modularity as has been previously found by the Exact
method. Louvain, QCUT and SA also achieve globally optimal solutions for two or three
of the networks but CNM finds only sub optimal solutions. Overall, iMod outperforms
CNM, Louvain, QCUT and SA by achieving globally optimal solutions for the complete
set of test networks. The optimal partitions detected by iMod for four of the networks
are illustrated in Figure 3.4 where each module is represented by a different colour. Due
to the small scale of the networks, these visualisations can show clearly the members of
each module and give a good idea of the modular structures.
A breakdown of the iMod results is presented in Table 3.3. Stage 1 modularity gives the
best and median value of modularity detected by MINLP Mod alone (before applying
the improvement stage) over the 10 runs. Stage 2 modularity shows the best and median
final modularity detected by iMod over the 10 runs. It can be seen that for some of the
smaller networks, MINLP Mod alone can achieve optimal solutions, however as network
size increases, the iterative MIQP stage does indeed improve the final modularity values.
For example, MINLP Mod alone does not find the globally optimal solution for A00
main, but running the full iMod procedure does.
The CPU time of the algorithm is also broken down where the given value for each stage
in Table 3.3 is the average CPU over the 10 runs. In terms of CPU time, MINLP Mod
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Karate: Qopt = 0.4198 Dolphin: Qopt = 0.5285 
Les Miserables: Qopt = 0.5600 Polbooks: Qopt = 0.5272 
Figure 3.4: Visualisations of the optimal partitions detected by iMod for four of the
benchmark networks. Images generated in Cytoscape [187].
increases exponentially with the size of network. However, this is not the case for the
improvement stage due to the nature of the iterative procedure. For example, large
differences in CPU can be seen for the American football and USAir97 networks which
are not related to the size of the networks. Stopping time for Stage 2 depends on
how quickly the criteria that two subsequent runs of the improvement stage achieve
negligibly different values of modularity. Furthermore, the running time for Stage 2 is
also dependent on the number of modules in the partition found by Stage 1, which does
not necessarily depend on network size. Therefore, the increase in modularity offered
by Stage 2 often comes at a large computational cost. For example, in the case of the
American football network, a network of only 115 nodes, Stage 1 has an average CPU
of 19.77 seconds, but the average CPU for Stage 2 is 1312.80. The large increase in
computational cost represents the difference in achieving a sub optimal solution or the
globally optimal solution. This is a clear example of the dilemma between accuracy and
computational cost that is a major challenge in the development of community structure
detection methods.
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Stage 1 Stage 2 CPU (seconds)
Network Best Median Best Median Stage 1 Stage 2 Total
Karate 0.4198 0.4198 0.4198 0.4198 0.28 0.08 0.35
Dolphin 0.5285 0.5276 0.5285 0.5285 0.90 1.62 2.52
Les Miserables 0.5600 0.5560 0.5600 0.5600 2.42 2.33 4.75
A00 main 0.5237 0.5132 0.5309 0.5280 3.99 0.77 4.76
Protein p53 0.5314 0.5208 0.5351 0.5335 2.12 2.34 4.46
Polbooks 0.5272 0.5270 0.5272 0.5272 4.33 306.42 310.75
American football 0.5845 0.5732 0.6046 0.6045 19.77 1312.80 1332.86
A01 main 0.6099 0.5998 0.6329 0.6326 25.75 322.12 347.88
USAir97 0.3609 0.3591 0.3682 0.3675 40.58 63.62 104.20
NetScience main 0.7789 0.7648 0.8486 0.8478 62.31 237.59 299.90
Electronic circuit 0.7127 0.7008 0.8194 0.8187 299.07 208.64 507.71
Table 3.3: Breakdown of the iMod results into Stage 1 modularity (MINLP Mod)
and Stage 2 modularity (final modularity after the improvement stage) for networks in
Table 3.1. Stage 1 gives the best and median value of modularity over the 10 runs and
similarly for Stage 2 modularity. CPU is the average CPU in seconds over the 10 runs
for each stage of the algorithm and the combination of both stages.
3.3.2.2 Locally optimal partitions of larger networks
The comparison with the Exact method limits the analysis to the networks reported
in [19], therefore here iMod is tested on several other networks chosen because of their
biological nature or due to their size. These include four biological networks:
• The transcriptional network of the bacterium Escherichia coli [183].
• The transcriptional network of the yeast Saccharomyces cerevisiae [139].
• The network of metabolic reactions of the nematode Caenorhabditis elegans [94].
• The main connected component of the rat protein protein interaction network
downloaded from BioGrid [191].
Additionally, a network the email communications in a university is included, giving an
example of a much larger network [84]. Network properties are summarised in Table 3.4.
Once again, iMod is compared against widely used modularity optimisation approaches:
CNM, Louvain, QCUT and SA. Results are shown in Table 3.5, where again the best
value of modularity detected by iMod across the 10 runs and corresponding number of
modules are reported.
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Network Nodes Links Density
E. coli 418 519 0.0060
C. elegans 453 2025 0.0198
S. cerevisiae 688 1079 0.0046
Rat PPI 811 946 0.0029
Email 1133 5451 0.0085
Table 3.4: Summary of the additional networks used in the method comparison in
Section 3.3.2.2.
iMod CNM Louvain QCUT SA
Network Best Q M Best Q M Best Q M Best Q M Best Q M
E. coli 0.7815 40 0.7785 40 0.7790 41 0.7761 39 0.7783 40
C. elegans 0.4525 9 0.4061 9 0.4407 9 0.4361 9 0.4375 9
S. cerevisiae 0.7746 27 0.7596 27 0.7641 26 0.7647 27 0.5612 27
Rat PPI 0.8445 22 0.8436 22 0.8429 19 0.8425 18 0 1
Email 0.5789 8 0.5148 12 0.5426 11 0.5762 12 0.5740 9
Table 3.5: Computational results of the networks in Table 3.4 where the best modu-
larity achieved across all methodologies is denoted in bold.
As seen in the previous section, consistently better performance is noted for iMod
throughout all examples studied. Simulated annealing performs well for the E. coli,
C. elegans, and email networks, however running the method on the S. cerevisiae and
rat PPI networks produces unusual results. For the S. cerevisiae network, SA finds 27
modules, in agreement with the other methods but with a much lower value of modu-
larity, however for the rat PPI network, SA places all nodes into one module, resulting
in zero modularity. The reasons for these results are not clear at this stage.
As before the iMod results are now broken down into Stage 1 and Stage 2 modularity
and CPU, shown in Table 3.6. Since the networks studied in this section are generally
larger than those in Table 3.1, in all cases better modularity values are achieved when
the full algorithm is run, demonstrating the value of running the second stage of the
iMod procedure. Similar trends to the previous set of networks are shown in terms of
CPU time. It is concluded therefore that, as is well-known in clustering methods, if
necessary a trade-off must be made between accuracy and computational cost according
to experiment specific requirements. In the context of this thesis however, the aim
is to develop a clustering method that detects high values of modularity and that is
competitive with other modularity optimisation methods. As evidenced through all of
the above synthetic and real network examples, this has been achieved by iMod.
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Stage 1 Stage 2 CPU (seconds)
Network Best Median Best Median Stage 1 Stage 2 Total
E. coli 0.7202 0.7114 0.7815 0.7815 178.14 2144.51 2322.65
C. elegans 0.4290 0.4231 0.4525 0.4507 149.01 3407.93 3556.94
S. cerevisiae 0.7287 0.7131 0.7746 0.7745 320.47 9407.60 9728.07
Rat PPI 0.7856 0.7786 0.8445 0.8431 122.62 209.67 332.29
Email 0.5498 0.5484 0.5789 0.5726 330.99 3780.63 4111.62
Table 3.6: Breakdown of the iMod results into Stage 1 modularity (MINLP Mod)
and Stage 2 modularity (final modularity after the improvement stage) for networks in
Table 3.4. Stage 1 gives the best and median value of modularity over the 10 runs and
similarly for Stage 2 modularity. CPU is the average CPU seconds over the 10 runs for
each stage of the algorithm and the combination of both stages.
Finally, Figure 3.5 shows the full email network visualised in Cytoscape [187]. This is a
good example of the hair ball type network, where, due to a large number of nodes and
links it is difficult to gain any information about the network from its visualisation alone.
Consequently, visualising the partition in the same way as the networks in Figure 3.4 is
not reasonable. Therefore, Figure 3.6, shows the meta-network of the partition of the
email network found by iMod. Here, the meta-nodes clearly show the number of modules
and their relative sizes. Furthermore, the thickness of the meta-links connecting the
meta-nodes is correlated to the number of links between the nodes in the corresponding
modules. The high level view of the network showing the community structure gives a
more informative representation of the network topology than the low level view given by
the full network. This illustrates that uncovering the community structure of a network
is a good first step leading to a better overall understanding of large datasets.
3.3.2.3 Additional results reported in the literature
In addition to the methods tested above, several other modularity optimisation methods
have also reported modularity values for some of the networks tested in this section.
The results shown in Table 3.7 are reported in [147] for the edge betweenness method
of Newman and Girvan (GN) [148], Newman’s spectral method (Spectral) [147] and the
extremal optimisation method of Duch and Arenas (EO) [60]. Once again, in all cases,
iMod achieves higher values of modularity than those reported by these three methods.
This serves as more evidence of the better quality performance of iMod that has been
reported throughout this results section.
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Figure 3.5: Visualisation of the email network in Cytoscape [187]. Good example of
the hair ball network, where nodes and links are so numerous it is difficult to gain much
information about the network structure.
Network iMod GN Spectral EO
Karate 0.420 0.401 0.419 0.419
Dolphin 0.529 0.520 - -
Les Miserables 0.560 0.540 - -
E. coli 0.782 - 0.766 -
C. elegans 0.453 0.403 0.435 0.434
S. cerevisiae 0.775 - 0.759 -
Email 0.579 0.532 0.572 0.574
Table 3.7: Additional results for the GN, Spectral and EO methods reported in [147].










Figure 3.6: Meta-network of the partition of the email network found by iMod where
each meta-node represents a module in the partition and each link is an aggregation of
the links connecting the nodes in the modules. The size of each meta-node is correlated
to the number of nodes in the corresponding module and similarly, the thickness of the
meta-links is correlated to the number of links between each module.
3.4 Discussion and conclusions
Despite the large number of modularity optimisation algorithms that have been devel-
oped for community structure detection, the approach still suffers from the limitation
of NP-hardness. As a result, modularity optimisation tends to lead to either accurate
methods that are only applicable to small to medium sized networks, or heuristic meth-
ods that compromise accuracy in favour of scalability. Therefore the development of
efficient clustering methods remains challenging.
In this chapter, a two-stage mathematical programming approach to network partition-
ing, known as iMod, was proposed. The procedure extends the previous work in which
modularity optimisation is formulated as an MIQP model, guaranteeing global optimal
solutions (OptMod) [219]. The high computational cost limits OptMod to small net-
works and therefore the aim here was to develop the methodology such that the accurate
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clustering of larger networks is attainable. First, modularity optimisation was formu-
lated as an MINLP model, which could be solved to find a good initial partition of the
network. This initial partition is then improved through the iterative solving of the
reduced MIQP model. It was shown through a number of network examples that the
inclusion of the second stage does indeed improve the solutions detected by the MINLP.
In some cases, the increase in modularity came at the expense of a much higher compu-
tational cost due to the nature of the improvement stage of the algorithm. Furthermore,
the CPU time for Stage 2 in relation to network size appears unstable and, even for
a network of only 115 nodes Stage 2 incurred a disproportionately high computational
cost. As discussed in the results section, experiment specific requirements will dictate
if a trade-off must be made between accuracy and speed. However, in this chapter,
the priority lies with achieving higher values of modularity. Future work will consider
means of decreasing computational cost while retaining quality of solution. This may be
achievable through the use of alternative solvers (as is investigated briefly in the next
chapter) or though the inclusion of symmetry breaking constraints in the MINLP in
Stage 1 of iMod, similar to those that appear in OptMod.
A comprehensive comparison was carried out between iMod and several other modu-
larity optimisation methods from the literature. First iMod and four other methods
were compared with an exact optimisation approach previously shown to detect globally
optimal solutions for networks with up to 512 nodes. For each network tested, iMod
detected the globally optimal partition, which in most cases was not achieved by the
other methods. iMod was then applied to several other networks with unknown opti-
mal partitions and once again achieved higher modularity values than all other methods
tested on networks with up to 1133 nodes. Therefore iMod not only demonstrates the
desired improved scalability with respect to OptMod, but also has the ability to achieve
globally optimal solutions in some cases and performs better than several other existing
modularity optimisation methods.
Although iMod performs well in the comparative analysis, improvements may lie in
considering alternative procedures for selecting the nodes to be released and the order
in which they are released and additionally investigating the effect that changing the
processing order of the modules would have on the results. Investigating such aspects
will be included in future work.
Finally, the development of a new clustering algorithm through combining existing and
novel optimisation models in order to increase scalability illustrates the capacity of the
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mathematical programming framework to extend and adapt in order to meet new crite-
ria. It is noted that iMod addresses a basic form of the community structure detection
problem and that more informative models may be required to better represent real
life systems, for example, through the accommodation of weighted interactions, overlap-
ping modules and network dynamics. The flexibility of the modelling framework will be
further explored throughout this thesis as variations of the community structure detec-
tion problem are tackled. As a starting point, Chapter 4 now addresses the problem of
clustering weighted complex networks.
Chapter 4
Detecting disjoint community
structure in weighted complex
networks
Complex networks offer an efficient framework for modelling real life systems and the
analysis of such networks can elucidate underlying properties of a systems organisa-
tion. Consequently, it is desirable to create more realistic models of complex systems
in order to extract more meaningful information from their network representations. A
first step in this direction is accommodating strengths of interactions that indicate the
importance of an association between two entities in a system. In this chapter, with a
view to developing a more informative clustering method, the mixed integer non-linear
programming model (MINLP Mod), which constitutes Stage 1 of the iMod procedure
described in Chapter 3, is generalised to weighted networks. Furthermore, the number
of times that the MINLP is solved in a single clustering experiment is increased and it
is proposed that the approach acts as a stand-alone method, without the improvement
stage featured in iMod. The performance of the method is tested on a series of synthetic
and real networks against competitor approaches from the literature. Results show that
the MINLP formulation of modularity optimisation can find sufficiently accurate results
in order to compete with the other modularity optimisation methods tested, in particu-
lar on weighted networks. However in a comparison with iMod, it is shown that in some
cases, the improvement stage can still add value to final solutions. Finally it is sug-
gested that the MINLP model has the potential to act as a template for tackling various
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aspects of the community structure detection problem and several alternative objective
functions are suggested as replacements for modularity. Overall this chapter represents
a step forward in the development of more accurate and informative clustering models,
therefore contributing towards one of the main goals of this thesis.
4.1 Introduction
Complex networks can arise from different real world situations such as social interac-
tions, the Internet and biological systems. In its most basic form, a complex network is
unweighted (binary), i.e. if a link between two nodes exists, the adjacency of these nodes
is given a value of one, otherwise zero. However, richer network representations can be
implemented, with weights assigned to each link denoting the strength or confidence of
an interaction. For example, in a collaboration network, weights may correspond to the
number of papers co-authored by scientists indicating the strength of their collabora-
tion. Similarly, in a network generated from gene expression data weights can reflect
the degree of correlation between the expression profiles of two genes. In both exam-
ples, homogenous links may not sufficiently capture the true nature of the system being
modelled.
In many early implementations of community structure detection, weights were often
ignored either to simplify the problem or due to algorithm constraints, often discarding
critical information about the nature of the network. However, the importance of taking
weights into account has since been demonstrated [65, 125]. In [65], unweighted and
weighted versions of the same network are clustered and their community structures
compared, showing that the presence of weighted interactions affects the resultant net-
work partition. Moreover, in [125], an iterative scoring method is proposed for assigning
weights to protein protein interactions in order to assess the reliability of the interaction.
It is found that the scoring method can reduce the impact of random noise on the ability
of clustering algorithms to detect known protein complexes, illustrating that including
weights can lead to more accurate solutions. The development of clustering algorithms
that can accommodate weighted interactions is therefore important in the search of more
realistic solution procedures. Consequently, the modularity metric has been generalised
to weighted networks [145] with the result that weighted interactions can now be easily
incorporated into many existing clustering algorithms. It follows that the modularity
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optimisation methods developed in this thesis thus far can also be adapted in order to
cluster weighted networks.
In Chapter 3 the task of detecting disjoint communities in unweighted networks was
approached via a two-step procedure, iMod, comprising the detection of an initial solu-
tion followed by an iterative improvement process. In this chapter the next stage in the
development of this methodology is presented. Here, the MINLP model (MINLP Mod)
comprised in Stage 1 of iMod is generalised to weighted networks and is now known as
WeiMod to reflect this adjustment. Furthermore, it was seen in Chapter 3 that Stage
2 of the iMod procedure often incurred a disproportionately high computational cost,
which was not directly linked to network size. Therefore a second aim of this chapter
is to determine whether the MINLP formulation of modularity optimisation can be a
sufficiently accurate method in its own right, without the inclusion of the improvement
procedure. As such, the MINLP is now solved 1000 times in one run of WeiMod, as
opposed to 100 times in MINLP Mod, in an attempt to compensate for the loss of the
iterative improvement stage.
This chapter is structured as follows. First, background information and related work
are presented, including the definition of modularity applicable to weighted networks.
Next, the MINLP model (WeiMod) that addresses the detection of disjoint community
structure in weighted networks is outlined. The applicability of WeiMod is demonstrated
through a comparative analysis with other modularity optimisation approaches from the
literature on a series of real and synthetic networks. The performance of WeiMod is fur-
ther assessed in a comparison with iMod to determine whether the MINLP method may
still benefit from the improvement step despite the increase in the number of times the
MINLP is solved in a single clustering experiment. Additionally, the results found by
WeiMod are further analysed to consider the significance of the modularity values de-
tected and the choice of commercial MINLP solver. Finally, it is suggested that WeiMod
can offer a general template model for tackling various aspects of the community struc-
ture detection problem, with example alternative objective functions discussed. Overall,
the model presented in this chapter extends previous work through the incorporation of
provisions for weighted interactions therefore representing a first step in the direction of
a more realistic description of complex systems.
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4.2 Background and related work












where Aij is the weight of the edge between nodes i and j, L is the sum of the weights
of all the edges in the network and ki is the strength of node i, i.e. the weighted degree
of node i defined as the sum of the weights of the nodes’ connections with other nodes
in the network. As in the original version of modularity, δ(ci, cj) is the Kronecker delta
function, where the value is 1 if nodes i and j are in the same module; 0 otherwise.
It follows that many clustering algorithms developed to partition unweighted networks
can be easily modified to partition weighted networks. It is noted that some methods
developed after Newman’s weighted modularity definition do not distinguish between
the two cases as the application to both weighted and unweighted networks is implicit.
Therefore the overview of modularity optimisation methods given in Chapter 2, Section
2.3 is relevant to both weighted and unweighted network analysis and should be referred
to for related work corresponding to this chapter. Here, a few brief examples are given
to illustrate the link between clustering unweighted and weighted networks. For more
details of the methods, see Chapter 2.
First, the GN algorithm [74], the original method to adopt modularity as a measure
of the quality of a partition is adapted to cluster weighted networks in [145]. The GN
method is a divisive method based on removing edges according to their betweenness
value. In brief, the transformation is as follows. First the weights of the network are
ignored and the edge betweenness is calculated as normal. Each edge betweenness is
then divided by the weight of the corresponding edge. This is derived from the idea of
mapping the weighted network onto a multi-edge unweighted network such that if an
edge between two nodes has weight 3, then this can be equally represented by three
edges of unit weight between the two nodes. The algorithm proceeds as normal and the
best partition is found by detecting the stage that has the highest modularity according
to equation 4.1. This generalised version of the algorithm does not greatly increase the
computational cost of the original GN algorithm.
The CNM method is a greedy agglomerative clustering algorithm [49]. The method
begins with all nodes belonging to individual clusters. The adjacency matrix, Aij , that
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represents this network at this stage is of size n× n for a network with n nodes. In the
case of unweighted networks, Aij , is equal to 1 if nodes i and j are connected and for
weighted networks, the entry is the weight of the edge between the two nodes. Nodes
are progressively grouped together based on the move that results in the largest increase
in modularity where for weighted networks, the original modularity definition is simply
replaced by equation 4.1. As nodes are joined together, they create clusters and in turn
clusters are then combined, until finally all nodes belong to one module. The progression
of the amalgamation of nodes/clusters is tracked on the adjacency matrix, updated at
each stage. Rows and columns of the matrix refer to clusters instead of nodes as the
algorithm progresses and the entries become the sum of the weights of the edges that
join nodes belonging to two clusters divided by the sum of the weights of all links in the
network. This modification does not increase the running time.
The QCUT algorithm by Ruan and Zhang [176], is based on the network Laplacian
matrix, i.e. the diagonal matrix of node degrees minus the network adjacency matrix.
In the case of weighted networks, node strength is used in the diagonal matrix and edge
weights in the adjacency matrix. No additional computational cost is incurred.
The GN, CNM and QCUT algorithms were originally described as clustering methods for
unweighted networks. The Louvain method [34] on the other hand was directly proposed
as a clustering method for weighted networks, using the definition of modularity given
in equation 4.1 and therefore needs no modification. This is partly due to the fact
that the nature of the algorithm requires it to construct weighted meta-networks to be
re-partitioned iteratively, therefore requiring the ability to cluster weighted networks.
In general modularity optimisation methods, even if not explicitly stated, can be easily
modified to incorporate weighted interactions. In summary, algorithms can be gener-
alised to cluster weighted networks as follows: (i) binary values in adjacency matrices
are replaces with edge weights, (ii) node degree is replaced with node strength and (iii)
the total number of edges in a network is replaced with the sum of the weights of all the
edges in a network. In many cases the transformation results in no extra computational
cost.
It follows that the mathematical programming models presented in Chapter 3 can also
be extended to weighted networks, as is demonstrated in the following section.
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4.3 A mathematical programming model for detecting dis-
joint community structure in weighted and unweighted
networks
In Chapter 3, a two-stage clustering procedure for unweighted networks was proposed.
Stage 1, MINLP Mod, finds a locally optimal value of modularity which is then amelio-
rated in Stage 2 via an iterative improvement stage incorporating the globally optimal
method, OptMod [219]. In this section, Stage 1 is generalised to detect disjoint commu-
nities in weighted networks, with the algorithm now known as WeiMod.
In addition to allowing for weighted interactions, in a further step towards developing a
more informative model, WeiMod also take loops into account, i.e. self-interactions, as
illustrated in Figure 4.1. For example, accounting for loops allows a more precise rep-
resentation of the situation where a transcription factor regulates its own transcription,
i.e. auto-regulation, in gene regulatory networks.
Loop 
Figure 4.1: Example of a network containing a loop, i.e. a self-interaction.
Many of the indices and parameters associated with WeiMod are the same as those in-
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βne weight of the link between nodes n and e
αn weight of the edge node n makes with itself i.e. a loop
dn strength (weighted degree) of node n
L sum of the weights of all edges in the network
Binary variables
Ynm =
1 if node n belongs to module m0 otherwise
Continuous variables
Lm sum of weights of all links among nodes within module m
Dm sum of strengths of the nodes in module m
As before, if modularity is summed across modules rather than nodes, the modularity













Modularity is maximised subject to constraints described below. First, all modules are
disjoint, therefore each node in the network can only belong to one module:∑
m
Ynm = 1 ∀n (4.3)
where Ynm is a binary variable, equal to 1 if node n is allocated to module m and zero





where the strength of a node n is defined as dn = 2αn +
∑
e βne. This is the first
significant difference between MINLP Mod and WeiMod. First, node strength is now
employed instead of node degree but additionally the inclusion of the αn parameter
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accounts for any loops in the network. The weight of the loop at node n ( αn) is counted
twice in the node strength to account for the fact that in the sum of the degrees/strengths
of all nodes in the network, each link is counted twice due to its association with two
nodes. Therefore each loop edge must also be counted twice.
The final constraint is that for an edge to belong to a module, both nodes associated
with it must belong to that module. It follows that the total sum of the weights of all








where node e is connected to node n. Again this differs in two ways from the equivalent
constraint in MINLP Mod. First the equation includes the parameter for the weight of
the edge between nodes n and e, βne. Second, any loops of the nodes in module m are
also accounted for by the inclusion of the αn parameter.
The resulting MINLP model (WeiMod) comprises a non-linear objective function which
is maximised subject to a set of linear and non-linear constraints with a combination of














subject to: Constraints (4.3-4.5)
Lm, Dm ≥ 0 ∀m (4.7)
Ynm ∈ {0, 1} ∀n,m (4.8)
As input, WeiMod takes an undirected, weighted, or unweighted network and an upper
limit for the number of modules and outputs a disjoint partition of the network into
several modules. As with MINLP Mod, WeiMod is non-convex and therefore does not
guarantee global optimality. As such the MINLP model is solved iteratively with a
different random initial solution for a given number of times and the final partition is that
which corresponds to the largest value of modularity. In this chapter it is proposed that
the MINLP formulation of modularity optimisation be applied without the improvement
stage featured in iMod. Consequently, the MINLP model is now solved 1000 times, as
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opposed to 100 times in MINLP Mod, in order to give a better representation of solution
space.
4.4 Results
In this section the performance of WeiMod is compared with three other modularity
optimisation methods from the literature on a series of synthetic and real networks.
Furthermore, WeiMod is compared with the two-stage clustering approach iMod, in
order to determine if increasing the number of times the MINLP is solved compensates
for leaving out the improvement stage of iMod.
All implementations of WeiMod were performed using GAMS (General Algebraic Mod-
elling System) [172]. The MINLP is solved using the SBB (standard branch and bound
method) mixed integer optimisation solver [1] (see Section 4.4.2.3 for a description) and
CONOPT as the default non linear programming (NLP) solver [4], while relative and
absolute gaps are set to zero. The algorithm has a computational limit of 100000 sec-
onds where necessary. All experiments were run remotely on a bioinformatics Sun Fire
X4450 Server running 16 Xeon(R) E7340 processors at 2.4GHz and 32GB of PC2-5300
667 MHz ECC fully buffered DDR2 memory. The server runs CentOS Linux release 5.8
OS.
4.4.1 Synthetic networks
The efficiency of WeiMod is first illustrated through benchmarking on artificial weighted
networks with known community structure, in a similar analysis to that seen in Chapter
3, Section 3.3.1. The synthetic networks are again generated following the design of
Newman and Girvan [148], however in this chapter, the networks are weighted. The
software used to generate the networks is described in [107]. The networks comprise 128
nodes and are partitioned into four communities of 32 nodes each. As in Chapter 3, the
cases of degree equal to 16 and degree equal to 5 are both tested. The performance of
WeiMod in revealing the known community structure is compared with CNM [49], Lou-
vain [34] and QCUT [176], three of the most popular modularity maximisation methods.
For details of each of these methods, see Chapter 2. For all methods, implementations
were downloaded from the corresponding sites [48, 81, 175] and clustering experiments
run remotely on a bioinformatics Sun Fire X4450 Server described above.











































































































Figure 4.2: Benchmarking of module detection performance with WeiMod, CNM,
Louvain and QCUT. Synthetic weighted network examples (128 nodes, 4 modules)
were generated with node degrees of 16 and 5 in (a) and (b) respectively.
The mutual information measure, described in [107], was used to quantify the agreement
between the known and detected community structures. The value of mutual information
ranges from 0 for dissimilar, to 1 for identical community structures. See Chapter 3,
Section 3.3.1 for more details on the MI calculation. 100 synthetic weighted networks
for each value of the mixing parameter, µ, from 0.1 to 0.5 (at intervals of 0.05) were
generated with software downloaded from [71]. As µ increases, the modules become more
difficult to detect and therefore the ability of a method to uncover the correct community
structure is put to the test. Each network is partitioned with the four methods, and
the average mutual information calculated for each method for each value of µ. Figure
4.2 reports the average mutual information values against the mixing parameter for the
synthetic networks to illustrate how close these methods are in revealing the known
community structure.
For degree equal to 16, WeiMod, Louvain and QCUT retrieve the exact partition for
all values of µ up to 0.35. This trend continues for WeiMod and QCUT up to 0.4,
whereas Louvain achieves a value of mutual information less than 1 at 0.4 and the
methods performance starts to decline thereafter. For µ > 0.4, WeiMod marginally
outperforms QCUT by continuing to extract the exact partition at µ = 0.45, whereas
QCUT’s performance starts to decline at this point. CNM performs badly at the start
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but manages to achieve mutual information equal to 1 at µ = 0.25, however the methods
performance then rapidly declines. In the case of degree equal to 5, WeiMod detects
the exact community structure for µ equal to 0.1, 0.15 and 0.2, outperforming all other
methods, none of which detect the exact partition for any value of the mixing parameter
after µ = 0.1. Although WeiMod’s performance declines rapidly from µ = 0.3 onwards,
the average mutual information for WeiMod continues to be larger than for all other
methods. Overall, WeiMod performs better than the other methods tested.
4.4.2 Real Networks
The synthetic networks generated in the previous section can give a good indication of
the accuracy of community structure detection methods, however, these are not realistic
network examples. Therefore, the performance of WeiMod on several real life networks
is now investigated, again in comparison to CNM, Louvain and QCUT and additionally
iMod. Furthermore, the significance of the modularity values detected is verified and
finally, the choice of commercial solver is explored.
4.4.2.1 Method comparison
WeiMod is once again compared with CNM, Louvain, and QCUT on a selection of
weighted and unweighted biological and social networks. Although the main aim of this
chapter is to develop a method to accurately cluster weighted networks, unweighted
networks are also included so that comparisons can be made with iMod without having
to extend OptMod to weighted networks. Table 4.1 shows a summary of the networks,
in terms of number of nodes, number of edges, whether the network is weighted or
unweighted and the network density. Density is defined as the actual number of edges
divided by the possible number of edges, D = 2LN(N−1) , where L is the total number
of edges and N is the total number of nodes in the network. The networks tested are
briefly described below. Weighted networks tested are:
• Victor Hugos Les Miserables dataset, compiled by Knuth [101], describing inter-
actions between characters in the novel of the same name. Weights represent
the number of co-appearances of characters in the novel. The unweighted version
was used in the method comparison in Chapter 3 and is also used below to test
WeiMod.
Chapter 4 Detecting disjoint community structure in weighted complex networks 84
• USAir97 describes the direct flight connections between US airports in 1997 [3].
The unweighted version was used in Chapter 3.
• A second transport network, Airports, from the 500 airports with the highest traffic
obtained from census data [50]. Weights reflect the actual traffic of passengers on
each connection between airports.
• The main component of the weighted protein interaction network of the Caenorhab-
ditis elegans worm with weights based on phenotypic profile similarity [186].
Unweighted networks are also tested in the method comparison, these are:
• The popular Zachary karate network describing the relationships between members
of a karate club that split into two clubs due to a dispute between the administrator
and the trainer [224].
• Lusseau’s dolphin dataset describing communications between dolphins during a
field study in Doubtful Sound New Zealand [130, 131].
• The unweighted version the Les Miserables character network [101].
• Krebs’ political book dataset modelling the co-purchasing of books about US pol-
itics from Amazon (Polbooks) [102].
• A network modelling the schedule of football games between teams in an American
university league [74].
• The p53 protein protein interaction (PPI) network [53].
• The network of the early secretory pathway (ESP) of budding yeast [181].
• The university email communication network [84].
For each community detection experiment, WeiMod is run 10 times, resetting the seed
for the random number generator each time and each of the 10 runs the MINLP is
solved 1000 times. Table 4.2 shows the best and median modularity and the average
CPU across the 10 runs, as well as the number of modules in the partition corresponding
to the best value of modularity. The results from CNM, Louvain and QCUT are also
reported in Table 4.2.
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Network Nodes Links Weighted Density
Les Miserables (1) 77 254 Yes 0.0868
USAir97 332 2126 Yes 0.0387
Airports 500 2980 Yes 0.0239
C. elegans main 889 22652 Yes 0.0574
Karate 34 78 No 0.1390
Dolphin 62 159 No 0.0841
Les Miserables (2) 77 254 No 0.0868
p53 104 226 No 0.0422
Polbooks 105 441 No 0.0808
American football 115 613 No 0.0935
Jazz 198 2742 No 0.1406
Yeast ESP 400 3416 No 0.0428
Email 1133 5451 No 0.0085
Table 4.1: Summary of the networks involved in the method comparison.
WeiMod CNM Louvain QCUT
Network Best Q Median Q M CPU Best Q M Best Q M Best Q M
Les Miserables (1) (w) 0.5667 0.5472 5 12.47 0.5472 5 0.5654 6 0.5667 6
USAir97 (w) 0.2150 0.1936 4 303.83 0.1936 4 0.1957 5 0.2100 4
Airports (w) 0.2855 0.283 13 1540.78 0.283 13 0.2823 13 0.2847 11
C. elegans main (w) 0.3737 0.2924 9 8660.12 0.2924 9 0.3714 12 0.3618 7
Karate 0.4198 0.3807 3 1.30 0.3807 3 0.4188 4 0.4198 4
Dolphin 0.5285 0.4955 4 3.91 0.4955 4 0.5185 5 0.5175 5
Les Miserables (2) 0.5600 0.5006 5 12.34 0.5006 5 0.5556 6 0.5600 6
p53 0.5344 0.5205 8 21.21 0.5205 8 0.5274 7 0.5219 8
Polbooks 0.5272 0.502 4 19.49 0.502 4 0.5205 4 0.5208 4
American football 0.6046 0.5773 7 43.81 0.5773 7 0.6046 10 0.6046 10
Jazz 0.4451 0.4389 4 127.24 0.4389 4 0.4431 4 0.4445 3
Yeast ESP 0.2482 0.2289 7 1277.14 0.2289 7 0.2406 7 0.2405 6
Email 0.5678 0.5633 10 2676.31 0.5148 12 0.5426 11 0.5762 12
Table 4.2: Comparison of method performance for networks studied. Weighted net-
works are denoted with (w), all other networks are unweighted. The best modularity
achieved over all four methods appears in bold text. The number of modules detected
is denoted by M.
Chapter 4 Detecting disjoint community structure in weighted complex networks 86
Results show that for all but one of the networks (the email network), WeiMod achieves
modularity values as good as, but in most cases better, than CNM, Louvain and QCUT.
Moreover, WeiMod finds globally optimal solutions for the karate, dolphin, Les Miser-
ables, polbooks and American football networks. QCUT finds globally optimal solutions
for the karate, Les Miserables and American football networks and Louvain for the Amer-
ican football network. The global optimum values for these networks can be found in
Table 3.2 in Chapter 3. Note that the version of the USAir97 network in Table 3.2 is
unweighted and therefore the value of Q reported to correspond to the globally optimal
partition is not relevant for the version of the network used in this chapter. In the case
of the email network, QCUT detects the partition with the highest value of modularity
and WeiMod the second highest. The email network is the largest of all the networks
tested and therefore this example illustrates a scalability limitation of WeiMod. It is
noted however that WeiMod detects a partition with a higher value of modularity than
the Louvain method, a method known for its efficiency in clustering extremely large
networks [72] and therefore this is still a relatively positive result for WeiMod. Overall
it can be said that WeiMod performs competitively on small to medium sized networks,
(the email network at 1133 nodes is classed as a large network).
It is noted here that, as was mentioned briefly in Section 2.3.7, the degeneracy of the
solutions seen in Table 4.2 is not surprising as it is a known that the structure of parti-
tions with modularity values close to that of the optimal partition can vary significantly
[76]. This is discussed further in Section 8.4.
Overall, discounting the email network, WeiMod performs as good as or better than
the other methods for networks up to size 889 nodes. Furthermore, WeiMod finds the
highest value of modularity for all of the weighted networks, achieving one of the main
aims of this chapter.
WeiMod is now compared with MINLP Mod and the two-stage iMod algorithm. In a
complete run of iMod, the MINLP model in Stage 1 is solved 100 times to detect a good
initial partition of a network before being improved in the second stage. Here however,
the MINLP model in WeiMod is solved 1000 times in order to try and compensate
for the fact that the improvement stage is not included. The results for MINLP Mod
and iMod discussed here can be found in Tables 3.3 and 3.6 in Chapter 3. WeiMod,
MINLP Mod and iMod were all applied to the karate, dolphin, Les Miserables, p53,
polbooks, American football and email networks.
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Globally optimal solutions are known for all of the above networks except for the email
network (Table 3.2 in Chapter 3). These networks are discussed first. WeiMod uncovers
a sub-optimal partition for the p53 network, but globally optimal solutions for the
remaining five networks. MINLP Mod does not detect globally optimal solutions for
the p53 and American football networks, but does for the remaining four networks.
And as has been shown in Chapter 3, iMod achieves globally optimal solutions for all
six of the networks. Therefore, in the case of the American football networks, solving
the MINLP a larger number of times allows the optimal solution to be found without
the help of the improvement stage. However in the case of the p53 network, although
WeiMod finds a larger value of modularity than MINLP Mod it still does not achieve
global optimality, illustrating the value that Stage 2 in iMod contributes to the solution
procedure.
In the case of the email network, WeiMod has already been shown to perform less well
than the QCUT method. Here, it is found that WeiMod achieves a higher value of
modularity than MINLP Mod, which is to be expected due to the larger number of
times the MINLP is solved. However, iMod outperforms both WeiMod and QCUT,
again indicating that increasing the number of times the MINLP is solved does not
sufficiently compensate for the improvement stage in iMod, suggesting that WeiMod
could benefit from such an improvement step.
The performance of WeiMod is now compared with MINLP Mod and iMod in terms
of computational cost. The average CPU values across 10 runs for the three methods
are shown in Table 4.3 and the computational cost of WeiMod is seen to more or less
increase exponentially with network size. Clearly WeiMod has a higher computational
cost than MINLP Mod as the optimisation problem is solved 1000 times instead of 100
times. For the first four networks in Table 4.3, iMod is faster than WeiMod. However,
for the polbooks and American football networks, iMod is approximately 15 and 30
times slower than WeiMod respectively, with both methods detecting globally optimal
solutions for these networks. Less extreme is the case of the email network, where iMod
achieves a higher value of modularity in just over double the time it takes for WeiMod to
terminate. More specifically, the American football network is a relatively small network
with only 115 nodes. WeiMod finds the globally optimum partition in 43.81 CPU seconds
compared with 1332.86 seconds for iMod. As has been discussed in Chapter 3, the CPU
time for iMod is not correlated solely with the number of nodes and edges in a network
due to the nature of the iterative improvement stage. Consequently, CPU time can
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Network WeiMod MINLP Mod iMod
Karate 1.30 0.28 0.35
Dolphin 3.91 0.90 2.52
Les Miserables 12.34 2.42 4.75
p53 21.21 2.12 4.46
Polbooks 19.49 4.33 310.75
American football 43.81 19.77 1332.86
Email 2676.31 330.99 4111.62
Table 4.3: Comparison of CPU for WeiMod, MINLP Mod and iMod on 6 unweighted
networks.
sometimes be highly disproportionate to the size of the network, as demonstrated by
the American football network example above.
Therefore again, the results point to the dilemma of accuracy versus efficiency and the
question of which can be sacrificed. As in Chapter 3, the general aim in this chapter
is to develop methods that achieve high values of modularity. Therefore it is concluded
that the MINLP formulation alone is insufficient and Stage 2 of iMod should also be
generalised to weighted networks in order to improve solutions. However, the issue of the
instability of the computational cost incurred by Stage 2 of iMod should not be ignored
and as such perhaps future work should also focus on ways of improving the efficiency
of WeiMod, rendering it more applicable to larger networks.
Finally, to illustrate the effect that the inclusion of weighted interactions has on solu-
tions found by modularity optimisation, Figure 4.3 shows the partitions of the weighted
and unweighted Les Miserables networks as detected by WeiMod. The difference in
node-module allocation underlines the influence that the edge weights can have on the
community structure, in agreement with [65], confirming the importance of including
weighted edges wherever possible in order to achieve more accurate solutions. More-
over, it is noted in Table 4.2 from the example of the weighted and unweighted Les
Miserables networks that including weighted interactions does not affect CPU time.
4.4.2.2 Randomisation of real networks
The modularity metric is based on the assumption that a random network does not ex-
hibit community structure. Modularity is therefore calculated by comparing the density
of intra modular edges in the network in question with the expected number of intra
modular edges in the corresponding random network. That is, a network with the same
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Figure 4.3: The partitions of the weighted and unweighted versions of the Les Mis-
erables network, as detected by WeiMod, illustrating that including weights effects the
community structure.
number of nodes and the same node degree distribution, but in which the edges have
been randomly re-wired. However, it has been shown that some random networks can
exhibit community structure by chance [85, 169]. Consequently, it is more accurate to
say that a network has community structure if and only if it has a partition with a
larger modularity than that of its randomised counterpart. Here, in order to determine
the significance of the modularity values found by WeiMod in the previous section, the
observed value of modularity is compared to the distribution of modularity values from
corresponding random networks with the same size and same degree distribution.
For each network in Table 4.1, 500 random networks were generated using the link
reshuﬄing function, “rg reshuﬄing w”, from the tnet package in R [156]. This is carried
out by randomly selecting two edges of a network and rewiring them by swapping in-
teraction partners thus creating two new edges, with weights remaining attached to the
reshuﬄed edges. If either of the new edges already exists, the original edges are reformed
and two new edges are selected. The procedure is repeated a number of times until a












Les Miserables (1) 0.4261 1.56E-02 0.5667 9.01
USAIR97 0.2656 4.45E-03 0.2150 -11.35
Airports 0.3688 6.29E-03 0.2855 -13.24
C.elegans 0.1045 8.77E-04 0.3737 306.86
Karate 0.3044 1.47E-02 0.4198 7.87
Dolphin 0.3709 1.12E-02 0.5285 14.11
Les Miserables (2) 0.2896 8.02E-03 0.5600 33.73
p53 0.4041 8.71E-03 0.5344 14.97
Polbooks 0.2890 6.64E-03 0.5272 35.90
Football 0.2757 5.46E-03 0.6046 60.22
Jazz 0.1400 2.06E-03 0.4451 148.26
Yeast ESP 0.1727 3.99E-03 0.2482 18.93
Table 4.4: Partitioning results of the test networks and their corresponding randomi-
sations.
new random network has been generated. Each random network was partitioned using
WeiMod. In order to increase the speed of computation, the MINLP was only solved 100
times (instead of 1000), thereby giving an estimate of modularity. The z-score is used
to measure the deviation of the modularity of the observed network from its random
expectation [208]. A z-score of greater than 1.96 or less than −1.96 is associated with
a p-value of 0.05. Results in Table 4.4 show that in all but two cases (USAir97 and
airports), all of the networks tested do indeed exhibit true community structure, with
z-scores greater than +1.96.
Commonly a value of 0.3 is used to indicate the presence of community structure [49],
however it is only truly present if the value of modularity is larger than the corresponding
randomly re-wired network. In the case of USAir 97 and Airports, using this cut off
would give a true estimate of the significance of the partition found, i.e. these networks
do not have a significantly modular topology. However, for the Yeast ESP network,
despite a partition with a value of modularity lower than 0.3, the network still proves
to be significantly modular. Therefore the presence of community structure cannot be
determined simply by enforcing the above threshold.
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4.4.2.3 Solver comparison
There are two approaches to solving MINLP models. First, the Branch and Bound (BB)
method can be employed, where the relaxed MINLP (RMINLP) is solved. That is, the
integrality constraint is relaxed and the problem is solved as a non-linear programming
(NLP) model. If one of the Ynm variables is non-integer, then the mathematical model is
split into two sub-models by restricting the non-integer Ynm. The sub-models are solved
using the local NLP solutions as the bounds and the bounds on the discrete variables
are continually adjusted. Each time the bounds on the region are tightened a new NLP
is solved starting from the optimal solution of the previous NLP. The procedure stops
when the current feasible region is reduced to a single element, or when the upper bound
for the region matches the lower bound.
Alternatively, Outer Approximation (OA) can be used, where the MINLP model is
linearised and the resulting mixed integer programming (MIP) model is solved which
gives a suggestion for the discrete variables, Ynm, (which in the case of WeiMod is a
binary variable but may equally be specified over a countable set). Then an NLP model
is solved for the fixed Ynm found by the MIP. A further linearisation is then created
using the new solution from the NLP. The procedure stops when the MIP is infeasible
or the NLP solution deteriorates. In summary OA relies on linearisations to reduce each
sub-problem to a smaller feasible set.
OA works well when the MINLP model has a significant combinatorial component and
the NLP models are fairly easy to solve. The BB approach works well on models with few
discrete variables but significant nonlinear components. All MINLP and NLP in prin-
cipal are global optimisation problems. Both OA and BB guarantee global optimality
under generalised convexity.
The results in Sections 4.4.1 and 4.4.2.1 were generated using the SBB MINLP solver,
which implements the BB solution procedure [1]. SBB is based on a combination of
the standard branch and bound method and a standard NLP solver (e.g. CONOPT,
MINOS or SNOPT). For WeiMod, SBB was used with CONOPT, which is the default
NLP solver for SBB in GAMS. A random initial partition is provided and the RMINLP
is solved. If the RMINLP model is unbounded or infeasible, or if it fails, SBB will stop.
If all the Ynm happen to be integers then this will be returned as the optimal integer
solution. Otherwise, then the solution found from solving the initial RMINLP is stored
and the Branch and Bound procedure begins, where bounds on discrete variables are
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tightened to new integer values based on the current non-integer solutions. The WeiMod
model is non-convex and therefore SBB produces a local optimum. As such, the MINLP
is solved a number of times to get a good representation of solution space and the largest
value of modularity is chosen as the final solution.
In GAMS, outer approximation can be implemented through the DICOPT solver [5],
with default MIP solver as CPLEX (see Section 2.3.6 for a description) and default
NLP solver as CONOPT. According to the outer approximation method, the NLP (i.e.
binary variables become continuous) is solved and the MINLP model is then linearised
around this point and then the linear MIP is solved. The discrete variables are then
fixed at the optimal values from the MIP model and the resulting NLP is solved. The
process is repeated until the MIP is infeasible or the NLP solution deteriorates.
To determine whether OA would lead to WeiMod achieving better solutions, each net-
work in Table 4.1 is partitioned again by WeiMod but with DICOPT as the MINLP
solver. Again each experiment was run 10 times, resetting the seed for the random
number generator for each run. A comparison of the new results is made with those
generated using the SBB solver. Table 4.5 shows the best and median modularity and
the average CPU over the 10 runs. The results are analysed in terms of modularity value
detected and in terms of CPU. Results show that overall SBB performs marginally bet-
ter than DICOPT. SBB finds as good as or better modularity for all networks except
the Yeast ESP network and SBB is faster for all networks except the C. elegans, Yeast
ESP and email networks. This is in agreement with a study showing SBB to perform
slightly better then DICOPT [111] when tested on the 250 models in the MINLP world
problem library.
For the moment, SBB appears to produce sufficiently good results with WeiMod proving
itself to be a competitive method against other modularity optimisation methods (Table
4.2). SBB and DICOPT solvers have been tested in this chapter, however many other
MINLP solvers exist, for example, Alpha ECP and BARON (see [6] for a comprehensive
list). Furthermore, it has been found that combining solvers can help to improve method
performance [111]. Consequently, future work will involve the investigation of alterna-
tive MINLP solvers and combinations of such solvers to determine whether WeiMod’s
efficiency can be improved in this manner.
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SBB DICOPT
Network Best Q Median Q CPU Best Q Median Q CPU
Les Miserables (1) 0.5667 0.5667 12.47 0.5667 0.5667 17.97
USAir97 0.2150 0.2130 303.83 0.2144 0.2136 338.62
Airports 0.2855 0.2855 1540.78 0.2855 0.2854 1837.05
C. elegans main 0.3737 0.3726 8660.12 0.3730 0.3725 6223.58
Karate 0.4198 0.4198 1.30 0.4198 0.4198 5.07
Dolphin 0.5285 0.5285 3.91 0.5285 0.5285 10.33
Les Miserables (2) 0.5600 0.5600 12.34 0.5600 0.5600 28.86
p53 0.5344 0.5296 21.21 0.5333 0.5292 49.41
Polbooks 0.5272 0.5272 19.49 0.5272 0.5272 37.26
American football 0.6046 0.6046 43.81 0.6046 0.6046 52.59
Jazz 0.4451 0.4451 127.24 0.4451 0.4451 177.97
Yeast ESP 0.2482 0.2476 1277.136 0.2492 0.2476 419.326
Email 0.5678 0.5633 2676.31 0.5636 0.5608 2393.75
Table 4.5: Comparison of results found by WeiMod when using the SBB solver and
the DICOPT solver.
4.5 Alternative objective functions
One of the reasons that mathematical programming has been employed as the modelling
framework in this thesis is the flexibility it offers. It has been seen in this chapter how
incorporating weighted interactions into an existing MINLP model required a relatively
simple adjustment. It is now proposed that WeiMod can act as a template model
for further clustering methods that tackle various aspects of the community structure
detection problem. In this section, objective functions are described that (i) address
the clustering of directed networks and (ii) offer potential solutions to the resolution
limit problem exhibited by modularity optimisation (mentioned in Chapter 2, Section
2.3.7 and will be discussed in more detail in Chapter 8). Further investigation into new
clustering methods that incorporate these objective functions will feature in future work.
4.5.1 The modularity metric for directed networks
Modularity has a straight forward extension to directed networks where one no longer
considers simply the degree of a node, but its in- and out-degree [117]. For node n,
the in-degree is the number of connections that other nodes in the network make with
n that are directed towards node n and the out-degree is the number of connections
node n makes that are directed towards other nodes. Modularity for directed networks
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where, m is the total number of edges in the network, Aij is the weight between nodes i
and j, dini is the in-degree for node i and d
out
j is the out-degree for node j. Finally, δ(ci, cj)
is the Kronecker delta symbol, which is equal to 1 if nodes i and j are in the same module,
0 otherwise. For weighted networks, in- and out-degree can be replaced by in-strength
and out-strength as defined previously for weighted node degree. The generalisation of
WeiMod to directed networks would accommodate applications to biological networks
with directed interactions. For example, in a transcription network, nodes represent
genes, and a directed edge from gene X to gene Y indicates that the transcription factor
encoded by gene X regulates the transcription of gene Y. An example of such a network
is the transcriptional regulation network of Escherichia coli, described in [183].
4.5.2 Solutions to the resolution limit problem
It has been noted that modularity optimisation suffers from a resolution limit [73]. This
involves combining smaller communities into larger ones to achieve better modularity and
therefore modules smaller than a certain scale may not be found. For more details, see
Chapter 8, Section 8.4. Here, two potential solutions that can be easily incorporated into
the existing WeiMod mathematical model are presented. First, in [121] the quantitative
function, Modularity Density, D, is introduced which is related to the average degree of
the nodes inside a module and the fraction of edges that leave the module. Modularity




L(Vm, Vm)− L(Vm − Vm)
|Vm| (4.10)
where L(Vm, Vm) is the number of edges that lie fully within module m, L(Vm − Vm) is
the number of edges formed between nodes in module m and nodes outside of module m
and |Vm| is the total number of nodes in module m. For weighted networks, the number
of edges in this calculation can be replaced by the sum of the weights of the links that lie
within module m etc. The authors of [121] propose optimisation of modularity density
as a viable alternative to traditional modularity for partitioning networks as it does not
encounter the same resolution limitations.
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Alternatively, in [119], it is suggested that one can probe the community structure of a
network at multiple scales. Modularity is adapted to include a resolution parameter, λ,












where L is the total number of edges in the network, Aij is the weight between nodes
i and j, di is the degree/strength of node i and similarly for dj and δ(ci, cj) is the
Kronecker delta symbol, which is equal to 1 if nodes i and j are in the same module;
0 otherwise. For λ = 0, all nodes belong to the same module and for λ = 1, Qres is
the same as the original Newman modularity[148]. As λ increases, communities split
and become smaller, until all nodes belong to individual communities. Through the
investigation of multiple scales of community structure in protein interaction networks,
the authors of [119] conclude that all scales of community structure may be biologi-
cally meaningful. Therefore partitions detected by modularity optimisation should not
be discounted despite the known resolution limit problem, as each level of community
structure may be informative in its own right.
4.6 Discussion and conclusions
In this chapter, Stage 1 of the iMod clustering procedure from Chapter 3, MINLP Mod,
was generalised to detect disjoint community structure in weighted networks. In addi-
tion to weighted interactions, the new methodology, known as WeiMod, also accommo-
dates loops, i.e. self-interactions. These changes allow for a more realistic abstraction
of the system under study. For example, in biological networks, weights may repre-
sent the strength of correlation between gene expression profiles and loops can model
auto-regulation of a transcription factor. Including such information, or alternatively
choosing not to include it, will generally impact on the resulting community structure
and therefore the accuracy of solutions.
It was also proposed that the MINLP formulation of modularity optimisation could act
as a stand-alone clustering method without the need to include the improvement stage
featured in iMod. In order to improve on solutions found by MINLP Mod in Chapter
3, the number of times that the MINLP is solved for a single clustering experiment
was increased from 100 to 1000. The aims of this chapter were therefore to (i) show
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WeiMod to be competitive in comparison with methods from the literature, in particular
on weighted networks and (ii) determine whether WeiMod could perform as well as iMod
despite the lack of improvement stage.
WeiMod was compared against three well-known modularity optimisation methods on
a series of weighted and unweighted networks of varying sizes. WeiMod detected mod-
ularity values that were as good as or better than those found by all other methods
for networks of up to 889 nodes, achieving globally optimal solutions on several of the
benchmark networks. In particular, WeiMod outperformed all other methods on all
weighted networks tested, achieving one of the main aims of this method re-formulation.
However, WeiMod began to show signs of limitations when clustering the email net-
work, the largest network tested (1133 nodes), indicating the need for improvements to
scalability.
A comparison was also made with MINLP Mod and iMod. It was found that solving
the MINLP 1000 times instead of 100 either achieved the same or improved on results
found by MINLP Mod. However, it was also shown that iMod achieved better mod-
ularity values on two of the networks. In particular, iMod detected a partition of the
email network with a larger modularity than the partitions found by WeiMod and the
three modularity optimisation methods from the literature. These results indicate that,
based on modularity value alone, iMod performs better than WeiMod. The question is
therefore, should Stage 2 of the iMod procedure be extended to weighted networks and
be included as an improvement step after the application of WeiMod? If deciding based
solely on the values of modularity detected, then the answer is yes. However as discussed
in the results section, the disproportionate CPU time sometimes incurred by Stage 2 in
iMod should also be considered. It is concluded that there are three avenues to explore
in terms of future method development: (i) extending OptMod in the same manner
as MINLP Mod and creating a two-stage algorithm to cluster weighted networks, (ii)
investigate means of increasing the efficiency and accuracy of WeiMod alone and (iii)
explore parallel computation.
Possible improvements in efficiency may come from the use of alternative solvers. This
is partially investigated in this chapter by considering the results generated by SBB
with those generated by DICOPT. Although in this case significant differences were
not found, future work will feature the investigation of additional solvers and moreover
the possibility of combining solvers. Furthermore, improvements in efficiency may be
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possible through the implementation of symmetry breaking constraints as seen used in
OptMod [219].
Overall the methodology presented in this chapter represents a small step in the direction
of developing more realistic and informative modelling frameworks. The search for more
accurate models does not stop here; detailed network representations that include direc-
tionality, alternative fitness functions, and the incorporation of dynamic features can all
contribute to future advances in community structure detection. The development of
such models will be facilitated by the flexibility provided by employing a mathematical
programming framework. In the following chapter, the next step in the evolution of the




structure in complex networks
As has been discussed throughout this thesis, community structure detection has proven
to be an important analytical tool in various areas of research. However, the standard
problem of detecting a partition of disjoint modules has been continually adapted to
model more closely the intricate relationships in real life complex systems. For example,
this has been done through the development of community structure detection methods
applicable to networks with weighted interactions, a problem that has been addressed
in Chapter 4. In this chapter, by incorporating the concept of overlapping communities
into the modelling framework, the pursuit of more information rich models of complex
systems is continued. Here, an MINLP method for the transformation of disjoint com-
munities to overlapping communities is proposed. A method evaluation is carried out on
a small benchmark network and a comparative analysis is made with methods from the
literature. The performance of the methodology is further assessed on protein-protein
interaction (PPI) networks to test the method’s ability to extract meaningful biological
results. Results show that proteins assigned to more than one module by the method
exhibit properties indicative of their relevant role in the organisation of the entire system.
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5.1 Introduction
Just as weighted interactions naturally occur in many complex systems, so does the
idea of a node belonging to more than one community. For example, in protein interac-
tion networks, disjoint community structure detection has found functionally coherent
modules [119, 201]. However, in reality, some proteins carry out more than one task or
belong to more than one protein complex [103], a property which, when accommodated,
may lead to more accurate solutions.
Modules are widely regarded as semi-independent functional units within an entire sys-
tem. Overlapping modules can be thought of as a means of allowing systems to co-
ordinate the different tasks being carried out by each module. Additionally, overlapping
modules illustrate the multi-functionality of a node, the idea of a node acting as a bridge
between different functional groups and its role in helping to maintain the structural co-
hesiveness of the system. Nodes with such structurally relevant roles can be seen in
social networks modelling the spread of disease where potential immunisation targets
are the individuals that bridge communities [179]. Here we ask if these ideas translate to
a biological context and do similarly positioned biomolecules also adopt such important
strategic roles? And consequently, how can such nodes be detected?
The question of how to find overlapping communities does not have a straightforward
answer. The overlapping community structure detection problem can be interpreted
differently according to experimental requirements and as a result existing methods
vary to a large degree. Equally, due to the lack of a gold standard, evaluating method
performance and comparing results across methods becomes a complex process. Due
to the introduction of the Newman modularity measure [148], there is to some extent
an agreement on the definition of the disjoint community structure detection problem
and a benchmark for method development. Methods generally aim to find a partition
of a network into densely connected modules, in many cases via the optimisation of
modularity. Apart from the criteria that a node belonging to two modules must be
connected to nodes in both modules, the problem statement of detecting overlapping
communities is much less well defined. The first challenge is therefore to decide how
to interpret the problem in the context of this thesis and define a suitable solution
procedure.
As mentioned above, in the network modelling the spread of disease, nodes at the inter-
sections of modules are structurally relevant in the global functioning of the system. It is
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shown that targeting these nodes can reduce the spread of disease. Translating these con-
cepts to a biological context, the aim becomes finding biomolecules that link functional
units and that if removed or targeted in some way would to a degree disrupt the global
functioning of the system. Equally, this can be thought of as identifying biomolecules
that due to their position in the network contribute towards the maintenance of the
status quo. Therefore, the general overlapping community structure detection problem
is to detect nodes belonging to more than one module that play an integral part in
the overall functioning of the system. More specifically, it is desirable that these nodes
display topological and functional properties reflecting their importance as connectors
within an entire system.
The above problem can be thought of as the next step in the continually evolving
community structure detection problem and as such becomes an extension of previous
work. The approach proposed is therefore a two-stage procedure. First the disjoint
communities of a network are detected using standard clustering methods, allowing
previous work to be capitalised on. In stage two, the nodes that form interactions across
community borders are examined to assess their associations with modules other than
their own. Depending on their potential contribution to the internal structural cohesion
of each module, these nodes are then either assigned to multiple communities or remain
a member of a single community.
The remainder of this chapter unfolds as follows. First an overview of existing methods
is given to illustrate the variety of approaches that have been employed to tackle the
problem. An MINLP model is then proposed to convert disjoint communities of a
network to overlapping communities. The methods performance is first assessed on
the small benchmark karate network and a comparison is made with results from the
literature. The method’s ability to extract meaningful biological results is then evaluated
by considering the overlapping community structure of the PPI networks of rat and
human. Properties of proteins belonging to more than one module are investigated in
order to determine whether the proposed method can indeed assign structurally and
functionally relevant nodes to multiple modules.
5.2 Background and related work
Before giving an overview of existing methodology, some concepts are introduced to make
clear any distinction between overlapping communities and disjoint communities. A node
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that belongs to more than one module is said to be multi-clustered, whereas a node
belonging to a single module is said to be mono-clustered. A cover is the decomposition
of a network into overlapping modules, where nodes can be assigned to multiple modules,
as opposed to a partition where all nodes belong to only one module. A partition is also
known as a hard partition and a cover is known as a soft partition. In some models,
nodes with multiple module membership may participate in each of their modules with
a measure of the strength of belonging, known as the belonging coefficient (BC). In this
way, a node may belong more strongly to one community than another [153, 205, 226].
These concepts feature in the methods described in this section and throughout the
remainder of the chapter.
Although a less well-covered area of research than standard community structure detec-
tion, several methods for detecting overlapping communities have been proposed. As
has been mentioned previously, the problem is open to interpretation and consequently
approaches vary considerably. An overview of some of the existing methods is now given.
One of the pioneering methods for detecting overlapping communities is the Clique
Percolation method, known as CFinder, proposed by Palla et al. [159]. The method
finds a set of k-cliques where a k-clique-community is defined as the union of all k-
cliques that can be reached from each other through a series of adjacent k-cliques. Since
vertices can belong to more than one k-clique, overlapping communities are produced.
A disadvantage of this method is that it is not clear which value of parameter k (where
k defines the number of nodes in the cliques) should be chosen to find optimal solutions.
Additionally, in some cases, nodes may not be assigned a community and therefore for
some applications may not offer satisfactory or relevant solutions. After the introduction
of CFinder, many more methods followed.
In [182], Shen et al. proposed a method based on constructing a maximal clique network
(with k-cliques) from the original network where a detected clique becomes a meta-node
of the maximal clique network. It is then shown that detecting disjoint communities
in the maximal clique network is equivalent to finding an overlapping partition of the
original network. k-cliques are further employed in [140] as initial community cores,
which are then merged based on the increase in a modified definition of modularity
that produces overlapping communities. In [215], Wu et al. use a similar method
to Shang et al. based on optimising the modularity of the maximal clique network in
order to investigate the overlapping communities of the structural brain network. Clique
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detection is also used to detect overlapping communities on the “communicability graph”
of the network in [64].
In [211], Wei et al. first find an initial partition using a spectral bisection method with
multi-level recursion and the initial seed sets are extended using a lazy random walk.
Both Pizzuti [161] and Nicosia et al. [153] use genetic algorithms to detect overlapping
modules. Pizzuti runs the algorithm on the line graph of the original network, optimising
a defined community score. Nicosia et al. optimise a version of Newman’s modularity
that has been extended to incorporate overlapping communities. Similarly, Chen et al.
[42] optimise an adapted modularity measure, based on choosing an initial seed and
expanding based on the strength of the belonging coefficients. In [30] Becker et al.
propose Overlapping Community Generator (OCG), a greedy agglomerative method.
OCG is based on an adapted modularity measure applicable to overlapping communities.
An initial partition of centred cliques is generated, then elements are joined together
progressively based on maximising the increase in the average modularity gain. Becker
et al. find a cover of the human PPI network with OCG and investigate properties of
the multi-clustered proteins.
Newman and Girvan’s well-known GN algorithm [74], the original modularity optimisa-
tion method (Chapter 2, Section 2.3.1), has been modified by Gregory [79] such that ver-
tices can belong to more than one module by splitting themselves according to the spilt
betweenness criteria. Similarly Newman’s greedy agglomerative method [146] (Chapter
2, Section 2.3.2) has been extended in [206] where the greedy algorithm detects a dis-
joint partition and then nodes are assigned more than one module depending on their
contribution to the local modularity. The applicability of the method is demonstrated
on the yeast PPI network. A similar conversion procedure from disjoint to overlapping
communities is described in [216].
In [226], Zhang et al. employ non-negative matrix factorisation (NMF) to detect over-
lapping communities using a feature matrix generated by normalising the kernel matrix
of the network Laplacian. NMF methods are also proposed by Zarei et al. [225] and Lai
et al. [106]. Yu et al. [223] propose Approximate Minimum Degree (AMD) Ordering of
the adjacency matrix followed by Cholesky factorisation, with a sliding window along
the diagonal of the factorised matrix to reveal communities. The method is used to
explore the overlapping community structure of yeast and human PPI networks. In [15],
communities are defined as groups of links rather than nodes where links are merged
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into communities according to the optimisation of a measure known as Partition Den-
sity. This objective function is also optimised in [37] to detect link communities via a
genetic algorithm. Further methods include, a spectral method [134], a label propaga-
tion technique [80] and algorithms based on Markov random walks [136, 95]. Moreover,
the well-known Markov Clustering (MCL) algorithm [200] is extended in [185] to detect
overlapping communities. The method is applied to three different yeast PPI networks
and modules are shown to be more functionally enriched than those found by methods
that detect disjoint modules.
Finally, Lancichinetti et al. [110] and Wang et al. [205] locally optimise the following












i is the total internal degrees of the nodes in module m and
∑
i∈m di is
the total degree of all nodes in module m. In this context, the value of parameter r
controls the extent of overlapping to be detected.
In [110] a community is determined through the maximisation of CS starting from a
node, i, using a greedy optimisation technique of adding/deleting nodes to find the
natural community of node i. In [205], a hard partition is first found and CS is locally
optimised for each module again by adding and deleting nodes. Both methods result in
overlapping communities.
It is clear that a wide variety of approaches exist and in forthcoming sections it is shown
that this variety in methodology is matched by high variability in results, making a
comparative analysis between methods relatively difficult. The first task therefore lies in
choosing an appropriate methodology that is suitable for applications in bioinformatics.
As mentioned in Section 5.1, the aim of this chapter is to develop a method to detect
multi-clustered nodes that connect or bridge semi-independent functional units, with
properties reflecting their structurally relevant role. Since it has been shown previously
that modularity optimisation can find meaningful results in biological networks [115,
119, 201], it is reasonable to adopt the two-stage procedure as seen in [205, 206, 215],
where first a hard partition of the network is detected and then intersections between
modules identified. This allows a large chunk of the problem to be addressed by existing
well-known and well-tested clustering methods. The second stage deals with assessing
the borders of the disjoint communities and finding a suitable method for determining
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the node-module membership of nodes that form links between modules. This solution
procedure is formulated as a mathematical programming method in the following section.
5.3 A mathematical programming model for converting a
partition of disjoint communities to a cover of overlap-
ping communities
In previous work, described in Chapters 3 and 4, modularity optimisation has been for-
mulated as mathematical programming models to detect disjoint communities in com-
plex networks. A natural extension to this work would be to incorporate a version of
modularity that is applicable to overlapping modules (e.g. [153]) as the objective func-
tion in an existing modelling framework. However the disadvantage of this approach
is that such an objective function would have a very large search space, rendering the
method inefficient. Consequently, the previous mathematical programming methods
presented in this thesis are not extended, but instead a novel mixed integer non-linear
programming (MINLP) model, known as OverMod, is proposed. OverMod transforms
a hard partition of a network into a soft partition by optimising the sum of a measure
known as community strength [110, 205] across all modules in the hard partition. The
hard partition can be generated by any appropriate disjoint community structure detec-
tion method according to the user’s preference or the specific network being analysed.
OverMod comprises a mixed integer nonlinear programming (MINLP) model and a
series of post-processing steps to determine multi-clustered nodes and their strength of
belonging to their respective modules. As input, the method requires a weighted or
unweighted, undirected network and a hard partition of the network obtained from any
appropriate clustering method. The procedure is outlined in Figure 5.1. The parameters
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Bm border nodes for module m
ISm isolated nodes for module m
BISm Bm ∪ Sm
Parameters
βne weight of the link between nodes n and e
αn weight of the edge node n makes with itself i.e. a loop
dn strength (weighted degree) of node n
L sum of the weights of all edges in the network
r parameter to control the extent of overlapping
K cut off value for the final selection of multi-clustered nodes
BCnm belonging coefficient of node n in module m
BCnormnm normalised belonging coefficient of node n in module m
Continuous variables
Lm sum of weights of all links among nodes within module m
Dm sum of strengths of the nodes in module m
Binary variables
Y Snm node membership in the soft partition; equal to 1 if node n is in module
m; 0 otherwise.
The sets ISm and Bm are defined according to each module, m, in the hard partition of
the network. ISm is the set of isolated nodes; nodes which belong to module m and do
not interact with nodes outside of module m. Bm is the set of border nodes; nodes in
module m that form links with nodes in other modules. Parameter r controls the extent
of overlapping where a small r corresponds to a greater extent of overlapping.
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The local measure, community strength of module m, CS(m), has been employed in
the detection of overlapping communities in [110] and [205] and is shown in equation
5.1. Here, the measure is defined in terms of the Lm and Dm variables that have been





where Dm is the sum of the strength (weighted degree) of all nodes in module m and
Lm is the sum of the weights of the links that lie fully in module m. The idea is that
since isolated nodes do not connect with nodes in other modules, they would make
little or no contribution to the community strength of modules other than their own.
Consequently, their module membership remains fixed and only border nodes have the
possibility of belonging to multiple modules in the course of the conversion procedure
from hard partition to soft partition. In other words, for all n ∈ ISm, Y Sm is fixed to 1,
and for all n ∈ Nm, Y Sm is assigned a random initial value of 0 or 1, therefore reducing
the number of variables in the optimisation problem thus reducing computational cost.
Unlike in [110] and [205], here CS(m) is simultaneously optimised for all modules in the
input hard partition. It follows that the objective function, CS, is the sum of CS(m)











βneY SnmY Sem +
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n∈BISm





dnY Snm ∀m (5.5)
where dn is the strength of node n and is defined as dn = 2αn +
∑
e βne. Note that
similar to WeiMod this transformation procedure accommodates self-interactions.
In order to account for the overlapping aspect, the following constraint allows each node
to belong to more than one module:∑
m:n∈BISm
Y Snm ≥ 1 ∀n (5.6)




















Border nodes Isolated nodes 
Figure 5.1: Outline of OverMod, the conversion procedure from partition of disjoint
communities to a cover of overlapping communities. The nodes in red are the border
nodes, i.e. nodes that make connections with nodes outside of their own module in the
hard partition. These are the nodes that have the possibility to belong to more than
one during the conversion procedure. The module memberships of the isolated nodes,
i.e. those that only make connections with node in their own community, remain fixed.
The resulting MINLP model comprises a non-linear objective function with a combina-








Subject to: Constraints (5.4-5.6)
Lm, Dm ≥ 0 ∀m (5.8)
Y Snm ∈ {0, 1} ∀n,m (5.9)
Due to the non-convex nature of the model, global optimal solutions cannot be guaran-
teed. Thus, the MINLP is solved iteratively 100 times, each time with a different random
initial solution, giving a good representation of solution space. The largest value of CS
corresponds to the best soft partition.
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Post-processing steps to obtain the final set of multi-clustered nodes involve calculating
the belonging coefficient for each node to each module in the soft partition. This is a
measure of strength of belonging of a node to each module. For each module m and
each node n in the soft partition, BCnm = 0 if either (i) n 6∈ Bm and n 6∈ ISm or (ii)
n ∈ Bm and Y Snm = 0. Alternatively, if (i) n ∈ ISm or (ii) n ∈ Bm and Y Sm = 1
for only one module m in the best soft partition, then BCnm = 1. Finally, if n ∈ Bm
and Y Snm = 1 in the best soft partition for more than one module m, the belonging
coefficient is defined is the difference between the community strength of the module
with node n present and with node n absent:
BCnm = CS(m ∪ {n})− CS(m \ {n}) (5.10)





It follows that any node n with a normalised belonging coefficient not equal to zero or
one is a multi-clustered node.
Finally, multi-clustered nodes can then be filtered according to a user-defined threshold,
K, where 0 ≤ K ≤ 1. The purpose of parameter K is to convert a multi-clustered node
to a mono-clustered node when its BC to one of its modules is above the threshold,
K, allowing the node to belong fully to its dominant module. This is implemented as
follows: for each node n, if the normalised belonging coefficient, BCnormnm , is less than
K for all m, then node n is included in the final set of multi-clustered nodes. K equal
to 1 is the equivalent of not filtering the results. For example, if a multi-clustered node
belongs to two modules, one with BC equal to 0.9 and the other with BC equal to 0.1,
it may be desirable to implement the filtering with K = 0.8. This would result in the
node belonging fully to the first module, which could be seen as the dominant module.
Varying the value of K allows the user to determine the level of strength of belonging
that would qualify a module to be the dominant module for a multi-clustered node,
offering the user more control over the model.
The above procedure can be repeated for a range of values of parameter r. Generally,
as r increases, the multi-clustered nodes found for the current r are a subset of the
multi-clustered nodes from the previous value of r. However, it is noted that slight
discrepancies can appear due to the fact that the MINLP does not guarantee global
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optimum. Indicators of an appropriate range of values for r are discussed in forthcoming
sections.
All implementations of OverMod were performed using GAMS (General Algebraic Mod-
elling System) [172]. The MINLP is solved using the SBB mixed integer optimisation
solver [1] (see Section 4.4.2.3 for a description) and CONOPT as the default NLP solver.
The algorithm has a computational limit of 100000 seconds where necessary. As with
WeiMod, the relative and absolute gaps are set to zero. All experiments were run re-
motely on a bioinformatics Sun Fire X4450 Server running 16 Xeon(R) E7340 processors
at 2.4GHz and 32GB of PC2-5300 667 MHz ECC fully buffered DDR2 memory. The
server runs CentOS Linux release 5.8 OS.
5.4 Computational results on the karate network
In this section some preliminary investigations are made into the performance of Over-
Mod. The problem of detecting overlapping communities is not as well defined as the
standard community structure detection problem, for example due to difficulties in con-
ceptualising a uniform definition of overlapping properties. For this reason, methods and
parameters used vary greatly and comparisons across different methods and benchmark
examples are challenging.
Here, the relatively simple example of the Zachary karate network [224] is used with a
view to illustrating similarities and differences between existing methods and OverMod.
The two module hard partition, shown in 5.2 (a), was generated with WeiMod, the
method outlined in Chapter 4, by setting the upper bound for the number of modules
to two. For each value of parameter r in the range 0.7 to 1.1, OverMod was run on the
hard partition 10 times, resetting the seed for the random number generator each time.
For each of the 10 seeds, the best value of CS and corresponding soft partition were
identical and the variance of CS over the 100 solutions was small.
Table 5.1 shows the results of running WeiMod followed by OverMod on the karate
network for 0.7 ≤ r ≤ 1.1 and 0.6 ≤ K ≤ 1. It is noted that the actual two-module
hard partition found by Zachary [224] differs slightly from the two-module hard partition
found by WeiMod, as can be seen in 5.2 (b). In general, the hard partition used will
affect the results produced by OverMod, however in this case the overlaps generated
using both hard partitions are identical. From Table 5.1 it is clear that varying the
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Figure 5.2: The two-module hard partitions of the karate network. Partition (a) is
the two-module hard partition produced through WeiMod by setting the upper bound
for the number of modules to two. Partition (b) is the actual partition of the karate
network into two communities as found by Zachary [224].
parameters r and K greatly affects the results. Since the size of the overlap is dependent
on the application, it is important to detect covers for a variety of parameter values. The
choice of these parameters rests on the requirements of the experiment and should be
user guided however, in forthcoming sections criteria that can assist in selecting values
of r rationally is discussed.
In order to quantify the variation in the soft partitions found by OverMod and the
methods from the literature, the normalised mutual information (MI) proposed by Lan-
cichinetti and Fortunato [107] is employed. MI, taken from information theory, is a
measure of similarity between two covers and reflects how much information is needed
in order to infer one cover from the other. A value of MI equal to 1 indicates the two
covers or partitions are identical. For more details on the MI measure, see Chapter 3,
Section 3.3.1. In this case, MI is used to determine which values of the parameters r and
K (using all examples in Table 5.1) produce covers with the highest agreement across
the methods from the literature. The three cases from the results with the highest aver-
age MI across all methods appear on the left hand side column of Figure 5.3. The cover
resulting from OverMod with the best agreement across the 8 comparison methods is
shown in (a), with the covers with the second and third best agreement in (b) and (c)
respectively. The figures to the right of the results found by OverMod are the covers
with the same or most similar covers from the literature, according to the value of MI.
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r K Nodes
0.7 1 1, 2, 3, 9, 10, 14, 20, 28, 29, 31, 32, 33, 34
0.9 2, 3, 9, 10, 14, 20, 28, 29, 31, 32, 33, 34
0.8 2, 3, 9, 10, 14, 20, 28, 29, 31, 32, 34
0.7 3, 9, 10, 14, 20, 29, 31, 32
0.6 3, 9, 10, 14, 20, 29, 31
0.8 1 1, 2, 3, 9, 10, 14, 20, 28, 29, 31, 32, 33, 34
0.9 2, 3, 9, 10, 14, 20, 28, 29, 31, 32, 34
0.8 2, 3, 9, 10, 14, 20, 29, 31, 32, 34
0.7 3, 9, 10, 14, 20, 29, 31, 32
0.6 3, 9, 10, 14, 20, 29, 31
0.9 1 2, 3, 9, 10, 14, 20, 28, 29, 31, 32, 33, 34
0.9 3, 9, 10, 14, 20, 28, 29, 31, 32, 34
0.8 3, 9, 10, 14, 20, 29, 31, 32
0.7 3, 9, 10, 20, 29, 31, 32
0.6 9, 10, 29, 31
1 1 3, 9, 10, 31









Table 5.1: Results of the OverMod algorithm on the Zachary karate network for
0.7 ≤ r ≤ 1.1 and 0.6 ≤ K ≤ 1 with the two-module hard partition in Figure 5.2 (a).
By testing OverMod for a range of parameter values for r and K, there is clearly some
strong agreement across the published methods, which can be seen in Figure 5.3. In
particular, nodes 3, 9, 10 and 31 appear to be overlapping most consistently, however
many additional nodes are also multi-clustered by several methods, illustrating that the
variation in methodology can affect results considerably. In the following section a more
thorough investigation of the performance of OverMod is carried out and the inter-
pretation of the overlapping community structure problem in the context of biological
networks is discussed in more depth.
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Figure 5.3: Covers detected by various methods for the two-module hard partition of
the karate network compared with selected OverMod results. Yellow and blue nodes
denote the original modules of the hard partition. Nodes with multiple community
memberships are shown in red. (a) shows the cover from Table 5.1 that had the highest
agreement across the methods, with the closest covers from the literature to the right
of it. Similarly (b) and (c) show the partitions with the second and third highest
agreement across the methods, respectively, with their corresponding covers from the
literature to the right of the figures. The mutual information (MI) values indicate
similarities of each cover from the literature with the OverMod cover to its left.
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5.5 Exploration of the overlapping community structure
of PPI networks
Several methods that detect overlapping community structure have been applied to PPI
networks previously [30, 185, 206, 223]. Except from Becker et al. [30], the properties
of the individual multi-clustered proteins have generally not been explored, with focus
remaining on functional enrichment of modules. In this section, the overlapping com-
munity structures of the rat and human PPI networks are investigated. Hard partitions
of the networks are detected which are subsequently transformed to overlapping com-
munities via the transformation procedure described in Section 5.3. A closer look is
then taken at the characteristics of the proteins that are assigned more than one module
in order to determine whether the proposed methodology detects proteins with proper-
ties indicative of structurally and functionally relevant roles that allow them to act as
connectors between functional modules.
5.5.1 Detecting disjoint community structure
OverMod takes a hard partition of a network and converts it to a soft partition by
examining the nodes that make links across community borders. The hard partition
can come from any suitable community structure detection method depending on user
preference. Both methods used here employ modularity optimisation.
First the rat PPI network is downloaded from BioGRID [191]. The network has 1148
nodes, 1520 links and comprises 118 connected components, including two singletons
and 69 pairs. Only the main component, 811 nodes and 946 interactions, is considered
in this analysis, as the smaller components have no scope for further investigation into
their community structure. A hard partition of the main component was found by
iMod, the modularity optimisation method described in Chapter 3, with 22 modules
and modularity equal to 0.8445. Figure 5.4 (a) shows the rat PPI network and the
meta-network of the hard partition found by iMod. It is clear that there is an uneven
spread of module size, and also that there are few connections between nodes in different
modules and therefore few border nodes (78). To evaluate the robustness of the clustering
method, the network was also partitioned by two other well-known community detection
methods: QCUT [176], a spectral method and Louvain [34], a greedy agglomerative
method (details of both methods can be found in Chapter 2, Section 2.3). QCUT






Figure 5.4: Detecting the hard partition of the (a) rat and (b) human PPI network
with modularity optimisation methods iMod and Louvain respectively.
finds 18 modules with modularity equal to 0.8425 and Louvain detects 19 modules with
modularity equal to 0.8429. The module size distributions of the three partitions are
shown in Figure 5.5. All three partitions contain modules of less than 100 nodes and
one larger module of 169 nodes, supporting the validity of the partition detected by
iMod. However iMod slightly outperforms the other two methods in terms of value
of modularity and therefore the hard partition found by iMod is used in any further
analysis.
The human PPI network, as used in [30], comprises 6171 nodes, 24025 links, 1 main
component (6160 nodes and 24014 links) and 3 smaller disjoint components (sizes 3, 4
and 4 nodes). Due to the larger size of the human PPI network, the community structure
of the main component is detected by Louvain [34] which is known to be efficient and
accurate on very large networks. Louvain finds a partition of the main component into
19 modules with modularity equal to 0.5432. The human PPI network and the meta-
network representing the hard partition found by Louvain are shown in Figure 5.4 (b).
The human PPI network gives a good example of the hair ball image that one often













































































































Size of module 
Figure 5.5: Module size distributions of the hard partitions of the rat PPI network
found by iMod, QCUT and Louvain. All methods detect the module of size 169 nodes
as shown on the far right of each histogram.
encounters with visualisations of large complex networks. Such a visualisation does
not offer much information regarding the structure of the network, however the meta-
network can already offer a greater understanding of the underlying topology. Unlike the
rat PPI network, the module size distribution is more even and there are many more links
connecting nodes in different modules and therefore many more border nodes (4372).
As before, the robustness of the clustering method is evaluated by also partitioning the
method with QCUT [176], which detects a partition of 24 modules with modularity
equal to 0.5430. Louvain finds all but four modules with < 450 nodes and QCUT finds
all but four modules with < 400 nodes, as shown in the module size distributions in
Figure 5.6. Based on the fact that Louvain finds a slightly larger value of modularity,
this hard partition is chosen for further analysis in the next section.
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Figure 5.6: Module size distributions of the hard partitions of the human PPI network
found by Louvain and QCUT.
5.5.2 Converting to overlapping communities with OverMod
First, OverMod converts the hard partition of the Rat PPI network detected by iMod
to a soft partition. As mentioned in the previous section, the hard partition results
in 78 border nodes (nodes with interactions between modules), which are the potential
multi-clustered nodes. That is, the module membership of any non-border node is fixed
and the reduced MINLP is solved with only border nodes having the possibility of being
assigned to multiple modules. Figure 5.7 (a) shows the number of multi-clustered nodes
detected by OverMod for 0.1 ≤ r ≤ 0.8 and 0.6 ≤ K ≤ 1 in the rat network. The range of
r is chosen slightly arbitrarily, however it will be justified in forthcoming sections. Table
5.2 shows the number of modules the multi-clustered nodes belong to for 0.1 ≤ r ≤ 0.8.
It can be seen that as r increases, not only does the number of multi-clustered nodes
decrease, but also the number of modules that they belong to. For r = 0.1, multi-
clustered nodes are seen to belong to up to 8 modules, however in most cases, the
multi-clustered nodes belong to only 2 or 3 modules and for r ≥ 0.6 multi-clustered
nodes belong to at most 2 modules. As K decreases, the number of multi-clustered
nodes also decreases, as any nodes with a dominating module are removed from the set.
Similarly, the hard partition of the human PPI network, detected by Louvain, is con-
verted to a soft partition by OverMod. The hard partition results in 4372 border nodes
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Figure 5.7: Multi-clustered proteins in the (a) rat and (b) human PPI networks
detected by OverMod for various values of r. For each value of r, multi-clustered
proteins are filtered according to threshold K.
Number of modules multi-clustered nodes belong to
r 2 3 4 5 6 7 8
0.1 60 14 1 0 0 1 1
0.2 59 14 1 1 0 0 0
0.3 57 12 0 0 0 0 0
0.4 59 6 0 0 0 0 0
0.5 50 4 0 0 0 0 0
0.6 39 0 0 0 0 0 0
0.7 34 0 0 0 0 0 0
0.8 23 0 0 0 0 0 0
Table 5.2: Distribution of number of modules the multi-clustered nodes detected by
OverMod belong to in the rat PPI network.
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Number of modules multi-clustered nodes belong to
r 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
0.1 1915 1018 524 310 196 132 88 80 35 21 15 12 15 6 3 2
0.2 1915 1018 524 311 195 132 90 80 34 20 15 12 15 6 3 2
0.3 1917 1016 525 311 196 134 91 79 30 21 15 13 14 5 3 2
0.4 1923 1012 526 315 196 137 88 75 27 21 19 11 12 7 2 0
0.5 1940 1022 543 321 202 124 79 55 32 21 14 8 2 0 0 0
0.6 1978 1033 538 305 193 113 74 47 29 19 11 4 1 0 0 0
0.7 2075 1045 505 292 160 93 61 29 22 5 0 0 0 0 0 0
0.8 2243 1016 425 214 90 41 1 0 0 0 0 0 0 0 0 0
0.9 2377 787 246 84 15 2 0 0 0 0 0 0 0 0 0 0
1.0 2019 218 7 0 0 0 0 0 0 0 0 0 0 0 0 0
1.1 1340 31 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 5.3: Distribution of number of modules the multi-clustered nodes detected by
OverMod belong to in the human PPI network.
and 1788 isolated nodes. Figure 5.7 (b) shows the number of multi-clustered nodes
detected by OverMod for 0.1 ≤ r ≤ 1.1. The appropriateness of the range will be in-
vestigated in forthcoming sections. For 0.1 ≤ r ≤ 0.9, more nodes belong to multiple
modules than belong to only one module. However, for 1.0 and 1.1, the converse is
true, unlike the rat PPI network where the number of multi-clustered nodes is always
less than for the mono-clustered nodes. Table 5.3 shows the number of modules the
multi-clustered nodes belong to as r changes. For r = 0.1 the range is from 2 to 17
modules, and as before, as r increases and the overlap between modules decreases and
this range gradually decreases. It is noted that for 0.1 ≤ r ≤ 0.3, all border nodes
are multi-clustered by OverMod and therefore, for any further analysis only results for
r ≥ 0.3 are considered.
5.5.3 Method comparison with CFinder and OCG
Now a comparison of results is made between OverMod and the overlapping the com-
munity structure of the PPI networks found by CFinder [159] and OCG [30].
As already mentioned, the overlapping community structure problem may suffer from
multiple interpretations. This is due to the lack of formalisation of the underlying
problem statement and additionally because of varying user requirements. A wide variety
of methods adopting many different approaches currently exist, as outlined in Section
5.2. This great variation in methodology is reflected in the results, which can be seen
even on a small network such as the Zachary karate network, as shown in Section 5.4.
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It is concluded that a direct comparison between methods may not be a fair evaluation
of performance. Therefore, the aim here is not to compare methods too stringently, but
rather to explore the varying results and determine if there is some level of agreement
across methods. In any case, for the PPI networks tested (and in fact, most real life
networks) the real cover is not known and therefore the aim is to show that according to
the user’s interpretation of the problem, the chosen method finds biologically relevant
solutions. In order to explore the robustness of the approach implemented in OverMod
two methods are investigated: CFinder [159] and the Overlapping Cluster Generator
(OCG) method [30]. CFinder was chosen due to its status as a method pioneering
overlapping community structure detection and OCG as it has been specifically applied
to PPI networks and been shown to detect multi-functional proteins. Additionally, each
method has an implementation that is readily available from the authors. Some details
of the methods are given in Section 5.2.
First, to illustrate the variation in approaches, CFinder and OCG are applied to the
karate network. As can be seen in the Section 5.4, nodes that are allocated more than
one module can vary depending on the method. Despite this, all the results shown
in Figure 5.3 have the basic form of two modules, with some nodes belonging to both
modules. Although in the case of OverMod this is because the hard partition has been
restricted to two modules, it also makes sense as the karate network is known to have two
modules as its community structure is a result of a dispute between two senior members
of the club which led to the original club becoming two separate clubs. CFinder is run
on the network with default parameter values and values of k tested are 3, 4, and 5.
Immediately, the difference between the results of CFinder and the results reported in
the literature is that CFinder fails to cluster all nodes in the network, i.e. some nodes
do not belong to any modules. This is a well known property of the CFinder method. In
summary, the results are as follows. For k = 3, CFinder detects 3 communities, with 2
nodes belonging to two modules (nodes 1 and 32) and 2 nodes belonging to zero modules.
For k = 4, CFinder detects 3 communities, 2 multi-clustered nodes (nodes 33 and 34)
and leaves 22 nodes un-clustered. Finally for k = 5, CFinder detects only 1 module,
leaves 28 nodes belonging to no modules and since there is only 1 community, of course,
there are no overlapping nodes. OCG detects a cover of 21 overlapping modules with
11 multi-clustered nodes: nodes 1, 2, 3, 4, 6, 7, 24, 30, 32, 33, 34. The multi-clustered
nodes belong to between two and 12 modules.
The results of OCG and CFinder clearly differ greatly between themselves, and even
more so from the results from the literature reported in Section 5.4. In particular,
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k Modules Not clustered Mono-clustered Multi-clustered 2 4
3 25 719 87 5 4 1
4 3 799 12 0 - -
5 0 811 0 0 - -
6 0 811 0 0 - -
Table 5.4: CFinder rat PPI network results: number of modules in the soft partition,
number of nodes not assigned a module, number of nodes assigned a single module,
number of nodes assigned multiple modules, breakdown of the number of nodes the
multi-clustered nodes belong to.
CFinder leaves some nodes un-clustered, whereas all other methods considered cluster
all nodes in the network. Equally, one could say that OCG finds too many modules
since it is known that in most other cases the karate network is found to have between 2
and 4 communities. Furthermore, it could be argued that a member of the karate club
belonging to 12 modules is not realistic. However this analysis serves to reinforce that
the aim is not to make a strict comparison between methods as the variation between
results makes this almost impossible, but merely to highlight differences and similarities
between various methodologies and to look for some level of general agreement. The true
evaluation of a method is in its ability to assign relevant nodes to multiple modules, which
will be looked at in the following section. Now, the overlapping community structure of
the two PPI networks, as detected by CFinder and OCG, is now investigated.
CFinder was applied to the main connected components of both PPI networks with
default parameter values. For the rat PPI network, 3 ≤ k ≤ 6 was tested and for the
human PPI network, 3 ≤ k ≤ 9. Tables 5.4 and 5.5 give a summary of the results
for rat and human respectively. In both cases, a large proportion of the nodes are not
assigned a module and the choice of parameter k can clearly considerably change the
soft partition detected. For the rat PPI network, CFinder detects multi-clustered nodes
only when k = 3 and moreover, 719 proteins out of 811 are not clustered. For the
human PPI network, CFinder detects multi-clustered nodes for 3 ≤ k ≤ 6, although the
number of multi-clustered nodes decreases rapidly as k increases. Furthermore, for all k,
over half of the nodes are not assigned a module. This is a well-known property of the
CFinder method, which in some circumstances may not prove a disadvantage. However
it is desirable to make, to some extent, a comparison between methods and it is felt
that a comparison with CFinder would not be valuable with such a large degree of the
networks remaining unclustered. It is therefore concluded that there is no scope in this
study for further investigating the CFinder results.







2 3 4 5 6 7 9
3 364 3313 2370 477 369 79 17 10 2 0 0
4 126 5352 635 173 118 33 12 5 3 1 1
5 31 5893 239 28 19 6 2 1 0 0 0
6 8 6063 88 9 9 0 0 0 0 0 0
7 6 6092 68 0 - - - - - - -
8 4 6123 37 0 - - - - - - -
9 1 6151 9 0 - - - - - - -
Table 5.5: CFinder human PPI network results: number of modules in the soft parti-
tion, number of nodes not assigned a module, number of nodes assigned a single mod-
ule, number of nodes assigned multiple modules, breakdown of the number of nodes
the multi-clustered nodes belong to.
Similarly, OCG is run on the main components of the PPI networks. For the rat PPI
network, OCG detects 510 modules with 146 multi-clustered nodes. Overall this over-
lapping community structure is very different from the soft partition found by running
iMod followed by OverMod, which as determined by the iMod hard partition, has 22
modules. The results also differ greatly by the number of modules the multi-clustered
nodes belong to. For OCG, multi-clustered nodes belong to between 2 to 180 modules,
whereas for OverMod the largest range is from 2 to 8 modules for r = 0.1. This result
reflects the fact that OCG detects a much larger number of communities than either of
the methods used to find hard partitions. For the human PPI network, OCG detects a
cover with 393 modules and 2104 multi-clustered proteins. Again the modular structure
deviates significantly from soft partition found by Louvain followed by OverMod, which
has 19 modules. The multi-clustered nodes belong to between 2 and 53 modules, again
very different to the multi-clustered nodes found by OverMod (2 to 14 modules). How-
ever, unlike CFinder, OCG allocates at least one module to every node in the network
and is therefore more comparable with OverMod.
As said previously the CFinder results deviate too far from those of OverMod and OCG
and therefore are not included in the method comparison. For the rat PPI network, OCG
multi-clusters almost double the number of proteins multi-clustered by OverMod (146
and 77 for r = 0.1 respectively), conversely, OverMod multi-clusters more than double
the number multi-clustered by OCG in the human PPI network. Here, it is noted that
nodes multi-clustered by OverMod are dependent on the hard partition and therefore the
method used to find the hard partition. If the conversion procedure approach is taken
then the user must chose a method to detect the hard partition that they feel is reliable
or suitable to their needs. In this case, modularity optimisation is selected, a method
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Figure 5.8: Comparison of multi-clustered nodes found by OCG and OverMod for
(a) the rat PPI network, and (b) the human PPI network. For each network, for each
value of parameter r in the figure, the set of nodes multi-clustered by OverMod are
always compared with the same set of nodes detected by OCG.
that has been employed by many disjoint community structure detection methods and
which has been shown to find relevant solutions in bioinformatics applications.
Returning to the comparison of methods, Figure 5.8 shows the numbers of proteins that
are multi-clustered by both methods and uniquely by each method. In each case there
is a good level of agreement between the two methods. However, less importance is put
on directly comparing methods in terms of the nodes they find to be multi-clustered
and more on what is the nature of the multi-clustered nodes and do results make sense
in a biological context. Properties of multi-clustered nodes that differentiate them from
mono-clustered nodes are discussed in the next section.
5.5.4 Evaluation of the multi-clustered proteins
If nodes that belong to more than one module are interpreted as bridges or connectors
between functional units one expects them to exhibit properties that reflect such re-
sponsibilities. In this section, node degree and Gene Ontology (GO) annotations [23]
are employed as measures of a node’s structural and functional importance. It is investi-
gated whether, given an appropriate hard partition, OverMod can multi-cluster proteins
that are distinguishable from mono-clustered proteins in terms of these properties. Fur-
thermore, these descriptive features are used to indicate an appropriate range of values
of parameter r for a particular network. Finally, focus is turned to several strongly
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r Multi-clustered Mono-clustered p-value
0.1 7.81 1.76 3.05E-45
0.2 5.12 2.05 3.28E-43
0.3 4.07 2.17 1.77E-37
0.4 3.85 2.20 7.03E-34
0.5 3.30 2.26 4.36E-25
0.6 2.77 2.31 3.81E-15
0.7 2.47 2.33 4.06E-12
0.8 2.22 2.34 2.09E-07
OCG 7.17 1.27 7.26E-100
Table 5.6: Average node degrees of multi- and mono-clustered nodes detected by
OverMod and OCG for the rat PPI network.
multi-clustered proteins to determine whether the proposed methodologies can indeed
highlight some proteins known to be functionally important.
5.5.4.1 Connectivity of multi-clustered proteins
The average node degree of multi-clustered proteins is compared with that of mono-
clustered proteins found by OverMod and OCG for both networks. The population
means are determined to be statistically significantly different or not using the Mann-
Whitney-Wilcoxon U test as implemented in the statistical computing environment R
[164]. Results for the rat PPI network are shown in Table 5.6 for OverMod and OCG.
The MINLP in OverMod was solved for 0.1 ≤ r ≤ 0.8. The average node degree is higher
for multi-clustered proteins than for the mono-clustered proteins for 0.1 ≤ r ≤ 0.7 and
this difference is statistically significant for the same range, where a p-value < 0.01 is
significant. At r = 0.8 the converse is true; mono-clustered proteins have a significantly
higher average degree than multi-clustered proteins. For OCG, the difference between
average node degree of multi-clustered and mono-clustered is also significant.
For the human PPI network, the results are shown in Table 5.7. For OverMod, the av-
erage node degree for the multi-clustered proteins is greater than for the mono-clustered
nodes for 0.3 ≤ r ≤ 1 and this difference is statistically significant for the same range.
At r = 1.1, the average degree of the mono-clustered proteins is significantly higher than
that of the multi-clustered proteins. OCG also finds multi-clustered proteins that have
a significantly higher average connectivity than mono-clustered proteins.
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r Multi-clustered Mono-clustered p-value
0.3 9.71 3.12 < 2.2E-16
0.4 9.71 3.11 < 2.2E-16
0.5 9.71 3.14 < 2.2E-16
0.6 9.71 3.21 9.20E-299
0.7 9.75 3.32 3.41E-279
0.8 9.68 4.24 5.35E-203
0.9 9.64 5.35 1.61E-107
1 8.38 7.46 3.52E-4
1.1 6.22 8.25 6.85E-11
OCG 14.52 4.31 < 2.2E-16
Table 5.7: Average node degrees of multi- and mono-clustered nodes detected by
OverMod and OCG for the human PPI network.
For both networks, OverMod assigns proteins to more than one module that have on
average a higher connectivity than those belonging to only one module for a finite range
of values of parameter r. This idea that multi-clustered proteins are more highly con-
nected than mono-clustered proteins is intuitive, since if proteins lying in the overlapping
sections play a connector role by interacting with two or more modules, it is reasonable
that they are more likely to interact with more partners compared to isolated nodes. It
is noted here that, although the inclusion of the parameter r is advantageous as it offers
the user greater flexibility, it is necessary to determine a reasonable range of values for
each network. Node degree can be used as an indicator for r if it is assumed that nodes
belonging to more than one community should have more interactions than those that
do not as this can act as an indicator of structural importance. Therefore, here it has
been shown that in terms of node degree, the range of values of r that detect significant
differences between multi- and mono-clustered nodes is finite and that for the rat net-
work a reasonable range of values is between 0.1 and 0.7 inclusive and similarly for the
human network, 0.3 to 1 inclusive.
5.5.4.2 Multi-functionality of multi-clustered proteins
Where node degree offers a topological measure for illustrating the structural importance
of multi-clustered proteins, GO annotations can act as a descriptive feature based on
functionality. The Gene Ontology (GO) project offers consistent descriptions of gene
products in three structured controlled vocabularies (ontologies) in terms of associated
biological processes, cellular components and molecular functions. Each ontology is
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structured as a directed acyclic graph, with general terms at the root of the graph,
with annotations becoming more specific as one moves down the graph. For example, a
broad molecular function term is “catalytic activity”, whereas a more specific term on
the same branch as catalytic activity is “adenylate cyclase activity”.
As seen in [30], and in line with the interpretation in this study of multi-clustered nodes
as bridges between modules, one would expect their multi-functionality to be reflected in
the number of GO annotations. To test this hypothesis, the average number of GO terms
annotated to multi- and mono-clustered proteins is compared to determine whether
proteins belonging to more than one module are associated with a significantly higher
number of functions than those belonging to only one module. The combined total of all
three categories of GO terms (ALL GO) as well as each aspect individually (molecular
function, MF, biological process, BP and cellular compartment, CC) are considered.
GO annotations were downloaded for rat and human from [7] and [8] respectively. The
annotations were then filtered to remove any redundant parent terms and each protein
was mapped to its GO terms, where possible. The average number of GO terms (ALL
GO, MF, BP and CC) for the set of multi-clustered proteins and the set of mono-
clustered proteins was then calculated (excluding genes with no GO annotations). The
results are shown for rat and human in Table 5.8 and 5.10 respectively.
For the rat PPI network, multi-clustered proteins have a higher average number of an-
notations for ALL GO, MF, BP and CC for 0.1 ≤ r ≤ 0.9. The difference is statistically
significant for 0.1 ≤ r ≤ 0.7 for ALL GO, MF and BP 0.1 ≤ r ≤ 0.6 for CC, according
to the Mann-Whitney-Wilcoxon U test, as shown in Table 5.9. For OCG, the multi-
clustered proteins have a significantly higher average number of annotations for ALL
GO, MF and CC, but not for BP.
Similarly for the human PPI network, OverMod finds multi-clustered proteins with a
higher average number of GO annotations for ALL GO, MF, BP and CC when 0.3 ≤
r ≤ 1.1, shown in Table 5.10. Table 5.11 shows that the difference in average number
of annotation is significant for 0.3 ≤ r ≤ 1.0. OCG also detects multi-clustered proteins
with a significantly higher average number of annotations for all four categories tested.
The above results indicate that in general, proteins lying in the overlap between commu-
nities possess a wider functional repertoire than those belonging to only one community.
Here, the number of GO annotations of a given protein is taken to indicate a level of
functional importance, therefore these results support to some extent the hypothesis
made in this study that multi-clustered proteins play a crucial functional role in the
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Multi-clustered Mono-clustered
r ALL GO MF BP CC ALL GO MF BP CC
0.1 29.03 6.31 17.43 6.10 18.41 4.34 10.63 4.30
0.2 29.23 6.36 17.59 6.11 18.39 4.34 10.61 4.30
0.3 29.41 6.28 17.81 6.14 18.49 4.36 10.67 4.31
0.4 29.32 6.22 17.93 6.05 18.56 4.38 10.71 4.33
0.5 28.80 6.34 17.61 5.78 18.76 4.40 10.85 4.38
0.6 26.78 6.03 16.21 5.61 19.07 4.45 11.06 4.41
0.7 28.16 6.37 17.41 5.71 19.06 4.45 11.05 4.42
0.8 28.25 6.42 17.83 6.10 19.19 4.48 11.14 4.43
0.9 27.61 6.33 17.19 6.00 19.23 4.48 11.17 4.43
OCG 29.45 6.50 17.43 6.13 17.08 4.06 17.08 4.08
Table 5.8: Average number of GO annotations for rat PPI Network.
r All GO MF BP CC
0.1 1.76E-05 5.49E-06 1.26E-04 2.30E-05
0.2 1.17E-05 2.99E-06 9.19E-05 1.81E-05
0.3 5.18E-06 4.79E-06 3.57E-05 9.26E-06
0.4 2.00E-05 1.51E-05 5.62E-05 4.53E-05
0.5 1.41E-04 1.07E-04 2.26E-04 3.43E-04
0.6 6.28E-03 1.46E-03 6.02E-03 7.55E-03
0.7 8.35E-03 9.07E-04 6.16E-03 1.38E-02
0.8 1.04E-01 2.74E-02 6.71E-02 3.87E-02
0.9 9.54E-02 4.80E-02 6.01E-02 4.90E-02
OCG 6.85E-12 4.52E-12 2.43E-01 2.93E-07
Table 5.9: Significance test results for the difference in population mean for number
of GO terms between overlapping and non-overlapping genes for the rat PPI network.
Significant values are shown in bold.
Multi-clustered Mono-clustered
r ALL GO MF BP CC ALL GO MF BP CC
0.3 14.64 3.36 8.65 3.31 11.42 2.80 6.92 2.59
0.4 14.64 3.36 8.65 3.31 11.41 2.80 6.91 2.59
0.5 14.64 3.37 8.65 3.31 11.42 2.80 6.91 2.59
0.6 14.66 3.37 8.67 3.31 11.40 2.80 6.89 2.60
0.7 14.68 3.37 8.69 3.31 11.46 2.81 6.89 2.62
0.8 14.78 3.37 8.74 3.33 11.67 2.88 7.02 2.66
0.9 15.07 3.40 8.93 3.39 11.89 2.95 7.08 2.72
1.0 15.38 3.41 9.28 3.39 12.83 3.11 7.54 2.96
1.1 14.14 3.24 8.47 3.19 13.73 3.22 8.15 3.11
OCG 16.60 3.61 9.86 3.64 12.21 2.99 7.22 2.83
Table 5.10: Average number of GO annotations for human PPI Network.
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r All GO MF BP CC
0.3 7.03E-26 2.27E-14 1.38E-14 1.25E-22
0.4 6.17E-26 2.44E-14 1.04E-14 1.44E-22
0.5 9.79E-26 2.12E-14 1.29E-14 2.72E-22
0.6 1.98E-26 1.14E-14 3.25E-15 1.08E-21
0.7 8.87E-26 3.98E-14 2.52E-15 9.41E-22
0.8 4.29E-25 2.24E-11 2.75E-14 1.41E-22
0.9 1.78E-27 1.17E-11 2.83E-17 2.21E-22
1.0 2.74E-12 6.26E-06 8.51E-10 3.89E-07
1.1 8.63E-01 9.46E-01 7.60E-01 9.15E-01
OCG 2.48E-35 3.32E-18 4.36E-19 4.57E-30
Table 5.11: Significance test results for the difference in population mean for number
of GO terms between multi- and mono-clustered proteins for the human PPI network.
Significant values are shown in bold.
entire system. Similar to node degree, the assumption of multi-clustered proteins being
more multi-functional than mono-clustered proteins is used to let the number of GO
terms act as an indicator of an appropriate range of values for parameter r. In conclu-
sion, according to this analysis, to be true for all aspects of GO (ALL GO, MF, BP and
CC), an appropriate range for the Rat PPI network is between 0.1 and 0.6 inclusive and
0.3 to 1.0 for the Human PPI network.
5.5.4.3 Strongly multi-clustered proteins
It has been shown that the proteins assigned to multiple modules by OverMod, have a
high average degree and a high average number of biological annotations. Here, a few
specific examples are identified that help to illustrate the methods ability to identify
proteins that are known to be important in some way, e.g. associated with a certain
disease. The most strongly multi-clustered nodes for each value of r are defined as the
nodes that belong to the largest number of modules. Here, the strongly multi-clustered
proteins in the human and rat PPI networks are explored.
Becker et al. [30] found that the top ten most multi-clustered proteins by OCG in the
human PPI network were involved in general regulatory functions, e.g. ubiquitination,
regulation of transcription and signalling, functions that are involved in multiple biolog-
ical processes. Furthermore they found that the multi-clustered proteins are enriched
for proteins involved in cancer. Table 5.12 shows the top ten most multi-clustered by
OCG reported in [30] and the number of modules OverMod assigns them to for each
value of r. For 0.3 ≤ r ≤ 0.8 OverMod multi-clusters all proteins in the top 10, for
Chapter 5 Detecting overlapping community structure in complex networks 128
r
OCG Top Ten 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
UBQL4 16 15 11 10 8 3 1 1
P53 13 13 13 12 10 6 4 2
SMAD2 15 15 12 12 10 7 3 2
EP300 10 10 10 10 9 7 3 1
SMAD3 14 14 12 12 10 7 2 2
SMAD9 15 15 13 11 8 3 2 1
TRAF2 11 11 9 7 6 2 2 2
EGFR 12 12 10 9 9 5 5 2
CBP 8 8 8 8 7 5 3 1
TGFR1 17 15 12 11 9 7 3 1
Table 5.12: The top ten most strongly multi-clustered proteins by OCG as reported
in [30].
r = 0.9, OverMod multi-clusters all but one of the top 10 and for r = 1.0, OverMod
multi-clusters 5 of the top 10.
The proteins most strongly multi-clustered by OverMod for the human PPI network
are now discussed. For 0.3 ≤ r ≤ 1.0, the top few proteins belonging to the largest
number of modules are selected. For example, at r = 0.3, the proteins belonging to 17,
16 and 15 modules are chosen as the most strongly multi-clustered and for r = 0.4, the
proteins belonging to 15 and 16 modules are selected. For 0.3 ≤ r ≤ 1.0, all strongly
multi-clustered proteins are combined and Table 5.13 shows the distribution across the
range of r. Those that were found in the set of most strongly multi-clustered for only
one value of r were removed (this includes all those proteins belonging to 4 modules at
r = 1.0). Some of the proteins in Table 5.13 are discussed below.
Several of the most strongly multi-clustered proteins in the human PPI network are
associated with cancer, in accordance with the results found in [30]. A closer look is
taken at these proteins below. Much of the information regarding the strongly multi-
clustered proteins comes from the UniProt database [199] unless otherwise stated.
• 14-3-3 protein gamma (1433G HUMAN), encoded by the YWHAG gene, is im-
plicated in the regulation of many general and specialized signalling pathways.
Although not directly associated with cancer, it has been shown to interact with
RAF1, which as noted above, is a proto-oncogene.
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r 0.3 0.4 0.5 0.6 0.7 0.8 0.9
UBIQ HUMAN 16 16 14 13 11 0 0
1433G HUMAN 15 15 13 12 10 0 0
HD HUMAN 15 15 13 13 11 0 0
SMAD2 HUMAN 15 15 0 12 10 7 0
CDC2 HUMAN 16 16 14 14 11 7 6
SMAD9 HUMAN 15 15 13 0 0 0 0
ATX1 HUMAN 17 15 0 0 0 0 0
A4 HUMAN 0 0 0 12 10 7 6
RAF1 HUMAN 0 0 13 13 11 7 0
SMAD4 HUMAN 0 0 13 12 10 7 0
EWS HUMAN 15 0 0 0 0 0 0
TGFR1 HUMAN 17 15 0 0 0 7 0
ANDR HUMAN 0 0 0 12 10 7 0
BRCA1 HUMAN 0 0 0 12 11 7 0
CASP3 HUMAN 0 0 0 0 10 7 6
CBL HUMAN 0 0 13 12 10 0 0
GBLP HUMAN 0 0 0 0 10 7 6
P53 HUMAN 0 0 13 12 10 0 0
RB HUMAN 0 0 13 13 10 0 0
SMAD3 HUMAN 0 0 0 12 10 7 0
UBQL4 HUMAN 16 15 0 0 0 0 0
ARRB2 HUMAN 0 0 0 0 0 7 7
CTNB1 HUMAN 0 0 0 12 0 7 0
DYL1 HUMAN 0 0 0 0 10 7 0
KGP1B HUMAN 0 0 0 0 0 7 6
MDM2 HUMAN 0 0 0 0 10 7 0
SKP2 HUMAN 0 0 0 0 0 7 6
TBA4A HUMAN 0 0 0 0 0 7 6
TBB5 HUMAN 0 0 0 0 0 7 6
TF65 HUMAN 0 0 0 0 10 7 0
YAP1 HUMAN 0 0 0 0 0 7 7
ZFYV9 HUMAN 0 0 0 12 10 0 0
Table 5.13: The most strongly multi-clustered proteins in the human PPI network
multi-clustered by OverMod.
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• Mothers against decapentaplegic homolog 2 (SMAD2 HUMAN), encoded by the
SMAD2 gene, is a member of the SMAD family which has been shown to play a
tumour suppressor role in prostate cancer [221].
• Cyclin-dependent kinase 1 (CDC2 HUMAN) is a member of the cyclin-dependent
kinase (CDK) family, a group of multifunctional enzymes involved in regulation
of cell cycle. Loss of cell cycle control is a hallmark of cancer and consequently
CDK1 has been shown to be an effective therapeutic target for inhibitors in cancer
treatment [209].
• The mothers against decapentaplegic homolog 9 protein (SMAD9 HUMAN), en-
coded by the SMAD9 gene, is another member of the SMAD family of proteins.
SMAD9 interacts with the tumour suppressor gene SMAD4, another of the most
strongly multi-clustered proteins mentioned below.
• The RAF proto-oncogene serine/threonine-protein kinase (RAF1 HUMAN), en-
coded by the RAF1 gene, has been suggested as a potential target for the ther-
apeutic intervention of the onset of K-Ras oncogene-driven non-small cell lung
carcinoma (NSCLC) [33].
• The mothers against decapentaplegic homolog 4 protein (SMAD4 HUMAN), en-
coded by the SMAD4 gene, which is a tumour suppressor gene found to be mutated
in many cancers, including pancreatic and colorectal cancer.
• The RNA-binding protein EWS (EWS HUMAN), encoded by the EWSR1 gene,
is involved in various cellular processes, including gene expression, cell signalling,
and RNA processing and transport. Mutations in the EWSR1 gene are known to
cause Ewing sarcoma and various other tumours.
• The androgen receptor (ANDR HUMAN), encoded by the AR gene, is associated
with prostate cancer and has been shown that the inhibition of AR activity may
delay prostate cancer progression [89].
• The breast cancer type 1 susceptibility protein (BRCA1 HUMAN), encoded by the
BRCA1 gene, is responsible for DNA repair. Defects in the gene are associated
with an increase risk of breast cancer and also ovarian and pancreatic cancers. The
BRCA-FA pathway, of which the BRCA1 gene is a component, has been shown to
be a potential target for anti-tumour drugs [124].
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• The E3 ubiquitin-protein ligase CBL (CBL HUMAN), encoded by the CBL gene,
functions as a negative regulator of many signalling pathways involved in cell
signalling and protein ubiquitination. CBL is a proto-oncogene associated with a
number of human cancers, in particular acute myeloid leukemia [38].
• p53 (P53 HUMAN) is a tumour suppressor protein, encoded by the TP53 gene,
which regulates the cell cycle and is well-known to be heavily involved in cancer.
TP53 is mutated or inactivated in over 50% of cancers [155]. It has been shown
that reintroduction of functional p53 into tumours has a therapeutic benefit [190].
• The retinoblastoma-associated protein (RB HUMAN), encoded by the RB1 gene,
is a regulator of cell division that acts and a tumour suppressor. RB1 is mutated
in several cancers including childhood cancer retinoblastoma, bladder cancer and
osteogenic sarcoma. The components of the RB pathway have been proposed as
potential targets for treating cancer [100].
• The mothers against decapentaplegic homolog 3 protein (SMAD3 HUMAN) is
encoded by the SMAD3 gene. Defects to this gene are associated with colorectal
cancer. Furthermore, SMAD3 has been shown to be over expressed in prostate
cancer [129].
• The protein, Catenin beta-1 (CTNB1 HUMAN), is encoded by the CTNNB1 gene.
Defects in this gene are associated with several cancers including colorectal and
ovarian.
It is noted here that it is unsurprising that both p53 and BRAC1 are strongly multi-
clustered as there will be a bias, since they have both been well-explored and therefore
it is likely that more of their interaction partners are known.
Furthermore, the Huntingtin protein (HD HUMAN), which is encoded by the HTT gene,
is responsible for causing Huntington’s disease, a neurodegenerative genetic disorder
where sufferers experience involuntary movements (chorea), general motor impairment,
psychiatric disorders and dementia. Studies have indicated that HTT is a multifunc-
tional protein that plays distinct roles in several biological processes, including synaptic
transmission, intracellular transport and neuronal transcription [135].
Two proteins associated with Alzheimer’s disease appear in the most strongly multi-
clustered set. The Amyloid beta A4 protein (A4 HUMAN) is encoded by the APP
gene. Defects of the APP gene are the cause of Alzheimer’s disease type 1 (Uniprot).
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Regulators of APP expression have been shown to be potential targets for Alzheimer’s
disease therapeutics [127]. Similarly, Caspase-3 (CASP3 HUMAN), a protein encoded
by the CASP3 gene, has been found to be a potential therapeutic target during the early
stages of Alzheimer’s disease [52].
Finally, as also found in [30], proteins associated with ubiquitination are found to be
strongly multi-clustered. Ubiquitination is the process of labelling proteins for degrada-
tion through the addition of an ubiquitin molecule to the target protein. This process
enables the cell to dispose of misfolded or damaged proteins and control the concentra-
tion of essential proteins, and is associated with multiple functions, including cell cycle
regulation, apoptosis and immunity and with cancer and neurodegenerative diseases.
UBIQ HUMAN and UBQL4 HUMAN are both found to be among the strongly multi-
clustered proteins detected by OverMod. Similarly, although only a few proteins are
assigned to more than three modules in the rat PPI network, for r equal to 0.1 and 0.2,
the most strongly multi-clustered protein is associated with ubiquitination, belonging to
8 and 5 modules respectively.
Overall, these examples illustrate the ability of OverMod to recover proteins known
to play important roles in a variety of disease and regulatory processes and reinforces
the potential of the proposed method in pin pointing important nodes in a network.
These organisms are well-annotated therefore much is already known about many of the
multi-clustered proteins that are found, however, the real ability of the method could
be demonstrated when analysing less well annotated organisms.
5.5.5 PPI network analysis discussion and conclusions
In this section, OverMod was applied to the PPI networks of two well-annotated organ-
isms, rat and human, to assess the method’s ability to extract biologically meaningful
results. More specifically, the aim was to determine whether OverMod could multi-
cluster proteins with characteristics that indicate a relevant connector role in the net-
work. OverMod is the second stage in a two-part procedure for detecting the overlapping
community structure of a network, where the first stage involves detecting a hard par-
tition. Here modularity optimisation methods were used to partition the PPI networks
into disjoint communities. It was then the turn of OverMod to convert the disjoint com-
munities into overlapping communities. The MINLP was solved for a range of values of r
and the results evaluated according to the hypothesis that multi-clustered nodes are the
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connectors between functional units (modules) and should therefore exhibit properties
conducive to this role.
It was found that the multi-clustered proteins had a higher average degree and a higher
average number of GO annotations than mono-clustered proteins. Furthermore, these
features were used to suggest a range of values for the overlapping parameter, r. If high
connectivity and high multi-functionality are assumed to be desirable characteristics of
multi-clustered proteins then a range of values of r can be chosen where they possess
these properties. Additionally, several strongly multi-clustered proteins were selected
for further discussion. Many of the most strongly multi-clustered were found to be
associated with cancer, similar to findings in [30]. These results illustrate the ability of
OverMod to recover proteins known to have important properties and therefore indicate
the methods potential to predict functionally important proteins or genes in biological
systems.
Comparisons were made with CFinder [159] and the OCG method [30]. As is discussed
above, CFinder leaves a large proportion of the network un-clustered and therefore
the results were not fully analysed. For both networks, a reasonably large number
of proteins were multi-clustered by both OverMod and OCG. Furthermore, the multi-
clustered proteins found by OCG were also shown to exhibit high connectivity and
multi-functionality. With the exception of one case, where OCG failed to detect multi-
clustered proteins with a higher average number of BP annotations than mono-clustered
proteins in the rat PPI network. However, the real difference in the results is that
OCG detects a much larger number of overlapping modules than any of the modularity
optimisation methods used here. For example, for the karate network, OCG finds a soft
partition of 21 overlapping modules, which is not reasonable for this network. Therefore,
at this point one must make the choice as to which methodology better addresses the
needs of the problem being investigated. In this study, the overlapping community
detection problem is viewed as an extension of previous clustering methods, therefore
the proposed two-stage approach is more appropriate than CFinder or OCG in this
context.
5.6 Discussion and conclusions
In this chapter, a mixed integer non-linear programming (MINLP) model, known as
OverMod, was proposed to convert disjoint communities to overlapping communities.
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OverMod is the second stage in a two-stage approach, where the first stage involves
detecting a hard partition of a network, which is then converted to a soft partition. The
method’s performance was first evaluated on the Zachary karate network. A comparison
was made with results reported in the literature, showing that even on such a small
network, the large variation in existing methodologies is reflected in the results. A deeper
analysis of the nature of the multi-clustered nodes followed with applications on the rat
and human PPI networks. Results showed that multi-clustered proteins were on average
more highly connected and more highly multi-functional than mono-clustered proteins.
Moreover many of the most ‘strongly’ multi-clustered proteins detected were known to
be associated with disease, and in particular cancer. These results corroborate to some
extent the idea that multi-clustered proteins play strategically important roles in the
network, allowing functional units (modules) to interact and regulate functions required
by the system. Future work will investigate other features of the multi-clustered nodes
that reinforce their connecting role. For example, determining whether multi-clustered
proteins contain more domains than mono-clustered proteins. In addition, for the human
PPI network, it will be investigated whether multi-clustered proteins are enriched for
druggable targets according to the druggable genome [177] as has been done in [223].
This will again help to confirm whether the methodology presented here can identify
important nodes and has the potential to contribute to detecting drug targets.
The results of applying hard partitioning methods followed by OverMod to the PPI
networks were compared with two other overlapping community structure detection
methods, CFinder [159] and OCG [30]. The CFinder results were not fully analysed as
the method fails to cluster a large proportion of the nodes, a well-known property of
the method. Therefore it was felt that a comparison with the other methods would be
unfair. It was also felt that CFinder does not tackle the overlapping community structure
detection problem in a way that is satisfactory to the interpretation of the problem in
the context of this study. One of the aims of community structure detection is to
associate nodes with unknown functions or properties with nodes of known functions
or properties. Of course, it doesn’t make sense to associate nodes if there really is
no connection, however it is possibly beneficial to associate the node with the most
likely functional module or modules in order to generate some hypothesis regarding the
nature of a node. In this sense it may be better to be inclusive rather than exclusive
and therefore it is felt that CFinder disregards too much of the information about the
system provided by the network.
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Similarly to OverMod, OCG finds multi-clustered proteins that are more highly con-
nected and are associated with more GO annotations than mono-clustered proteins. In
terms of significance (p-values), the results do not differ greatly between both methods;
the main difference between the results lies in underlying modular structure. For both
PPI networks, the OCG soft partition comprises over 20 times more modules than the
hard partitions used by OverMod. This is down to differences in fundamental method-
ology, in particular, OCG starts its agglomerative procedure with an initial cover of the
network comprising a large number of classes/modules, which are subsequently fused
until one of three stopping criteria is achieved. Consequently, if the criteria is stopped
after a relatively few number of iterations, the resulting number of modules is high.
The number of overlapping modules in the final cover of the network detected by Over-
Mod on the other hand is dependent on the method used to find the hard partition.
In both examples in this study, methods based on modularity optimisation are used, a
well-recognised approach to community structure detection, employed by many meth-
ods. However, the debate about which is the most realistic partition of the network, is
beyond the scope of this chapter and the aim here is to simply show that the proposed
method can identify structurally and functionally relevant nodes, according to the ap-
plication design adopted here. Nonetheless, it can be said that both are valid methods,
and choice of method, really depends on the specific experimental needs of the user.
An advantage of OverMod is that it offers a more informative modelling framework
by calculating belonging coefficients for each node-module association. Both OCG and
CFinder do not provide this deeper level of description of the system. Future work
will include (i) analysing how the belonging coefficients of a multi-clustered gene are
distributed between communities and (ii) identifying genes that are more equally spread
among functional communities than others.
Further benefits of OverMod arise due to the flexible modelling framework. This flex-
ibility comes in part from the inclusion of two parameters: r to control the size of the
overlap and K to filter the results according to the strength of belonging of a node
to its dominant module. Choice of parameters depends on the specific application or
the user’s requirements, however for parameter r, it is shown how the connectivity and
multi-functionality of proteins indicate an appropriate range of values for protein inter-
action networks. The effect of parameter K is not thoroughly investigated here, however
this will be covered in future work. In general, parameter values should be explored in
specific applications. These parameters offer the user more power over their analysis,
which is important when the problem statement is not well defined.
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Further control is offered by the fact that the user can choose any hard partitioning
method, allowing them to use a method that they are familiar with or that they feel is
reliable. This flexibility is illustrated in this chapter as different methods were chosen for
each network: WeiMod for the karate network, iMod for the rat PPI network and Louvain
for the human PPI network. Choice of method was based on network size and the value
of modularity achieved by each method. Furthermore, due to the nature of mathematical
programming models, additional constraints and parameters can be easily implemented,
again leading to the possibility of more accurate and detailed network representations.
For example, prior knowledge of a system could be used, such that nodes with similar
functional annotations could be constrained to be in the same community. In terms of
methodology, introducing symmetry constraints to as has been done in previous models
[219] may improve the efficiency of OverMod. Further improvements to efficiency may
come from using alternative solvers, as described in Chapter 4.
Overall, the detection of overlapping modules allows the intersection of functional mod-
ules to be investigated, the nodes which connect the functional units to be identified and
helps to provide a greater understanding of the underlying mechanisms of the system
under study. It has been shown that the proposed method has the ability to pin point
important proteins/genes, demonstrating its potential in future bioinformatics applica-
tions. The applicability of the procedure outlined in this chapter is now tested further
in an exploratory analysis of a fungal pathogen in the following chapter.
Chapter 6
Exploration of the community
structure of an integrated
network of the fungal pathogen
Fusarium graminearum
Uncovering the densely connected communities of a biological network reveals a high
level view of its constituent functional units. At the same time, investigating the over-
lapping sections between communities offers insights into the roles of individual genes
in the context of the entire network. Both facets of community structure detection
contribute towards a better understanding of the underlying organisation of the biolog-
ical system. In this chapter, these analytical procedures are applied to an integrated
network of the major fungal pathogen of many cereal crops Fusarium graminearum. In-
fections by Fusarium have a significant impact on grain yield and quality and therefore a
deeper understanding of the nature of the pathogen is desired by the agricultural indus-
try. Here, the disjoint and overlapping community structure of the network generated
from sequence, protein interaction and co-expression data is explored in an attempt to
link topological and functional features. More specifically, the functional coherence of
communities, properties of multi-clustered genes and the relationship between virulence-
associated genes and community structure are all examined. This exploratory study is
a first step in deciphering the underlying mechanisms of the pathogen, and moreover,
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it highlights the potential contributions of the methodology described in this thesis in
future bioinformatics applications.
6.1 Introduction
In addition to genome sequence data, a large amount of multiple complimentary types
of biological data is now available for many organisms, such as gene expression, protein
interactions and phenotypic information. Data from various sources can be integrated
to build complex networks where nodes are proteins or other biological entities and
edges capture the intricate associations between them [113, 114]. Integrated networks
can provide a framework to explore topological-functional relationships in biological
systems. Exploring the community structure of such integrated networks can identify
functionally coherent units and give insight into higher levels of biological organisation
[83, 125]. As has been discussed in the previous chapter, proteins can take part in
multiple processes [103] and therefore a better description of the underlying functional
mechanisms may be provided by considering the intersections of communities.
The Ascomycete fungus Fusarium graminearum is a major pathogen of wheat, causing
Fusarium ear blight, Fusarium head blight or Fusarium head scab disease [55, 78]. See
Figure 6.1. The pathogen also infects numerous other cereal crops, including maize,
barley, triticale, rice and oats [78]. Floral infections by Fusarium can have a significant
impact on grain yield and quality. In addition, infection by the fungus leads to con-
tamination by various mycotoxins including deoxynivalenol (DON), making the grain
harmful for human and animal consumption. As wheat constitutes 32% of global cereal
production and provides 20% of the worlds calorific intake [9], research into the disease
process of Fusarium is important due to the potential implications in the agricultural
industry. To facilitate this, the complete genome sequence (with 13,718 protein coding
genes) of Fusarium has been determined [51] and additionally data on gene expression
[214] and predicted protein interactions [229] also exist. The availability of such data
has lead to the construction of an integrated network of the pathogen that combines
sequence, protein interaction and co-expression data [31].
In contrast to rat and human, the highly characterised organisms studied in Chapter 5,
Fusarium is much less well annotated and therefore a much more exploratory study is
now presented. In this chapter the modular structure of the integrated network for Fusar-
ium is explored with the aim of gaining insights into the organisation of the pathogen
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Figure 6.1: Fusarium on wheat. Healthy wheat is to the left, infected wheat is to the
right. Image taken from [10].
at the cellular level. To this end, the detection of disjoint and overlapping community
structure is employed as a means of investigating topological-functional relationships
in the pathogen. Functional coherence of communities, properties of multi-clustered
genes, including connectivity, multi-functionality and number of protein domains are
examined. Additionally the connection of known and predicted virulence genes to com-
munity structure is investigated in an attempt to topologically characterise such genes.
It is hoped that this study can represent a first tentative step into the difficult task of
understanding the disease process of Fusarium. In parallel, the goal is to build on the
evidence from Chapter 5 and further demonstrate the ability of the community struc-
ture detection based methods presented in this thesis to extract meaningful results in
biological networks, leading the way for future bioinformatics applications.
6.2 Methods
The construction of an integrated network for Fusarium graminearum is described in [31].
The network was generated using information from sequence similarity, co-expression
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No. of nodes 2 3 4 5 6 7 9 10 11 16 8364
No. of components 288 101 23 10 5 3 3 2 2 1 1
Table 6.1: Connected components in the integrated network.
and predicted protein interactions (PPI). The sequence similarity network was con-
structed by carrying out pairwise sequence matches of the proteins in version 3.2 of the
Fusarium graminearum annotation [11] implemented on a TimeLogic Tera-BLAST (Ac-
tive Motif Inc., Carlsbad, CA) system with a threshold E-value for bidirectional best hits
of 10−6. Co-expression information was obtained from the publicly available set of Fusar-
ium expression studies from PLEXdb [214] that used Fusarium Affymetrix GeneChip
arrays. Similarity between expression profiles was measured using the weighted Pearson
correlation coefficient, according to the method in [154]. PPI information was taken
from the predicted core PPI in [229]. Two proteins in the network are linked if any of
the following properties are satisfied: (i) a bi-directional sequence similarity BLAST hit
has an expected value of less than 10−6, (ii) the Pearson correlation coefficient of the
two gene expression profiles has an absolute value greater than 0.88, or (iii) there exists
a PPI between the two proteins in the dataset from [229]. Integration of the various
data sources was carried out using the Ondex data integration platform [104, 132].
The network comprises 9521 nodes (proteins), 80997 links and is made up of 439 discon-
nected components. Table 6.1 shows the distribution of sizes of the connected compo-
nents. The disjoint and overlapping community structure of the network is investigated
using methodology that has featured in earlier chapters. The disjoint community struc-
ture of the largest connected component of the network is detected using the greedy
agglomerative method, Louvain [34]. Louvain is chosen due to the large scale of the
network and the low computational cost of the method (for more details see Chapter 2,
Section 2.3.2). The disjoint communities are then converted to overlapping communities
through the application of OverMod, described in Chapter 5. Values of parameter r,
which controls the extent of the overlapping, range from 0.1 to 1.1 inclusive. The results
are presented in the following section.
6.3 Results
In this section the results of the analysis of the integrated network of Fusarium gramin-
earum are presented. First the disjoint community structure is detected and the func-
tional coherence of the modules assessed. The disjoint communities are transformed to
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overlapping communities and like in Chapter 5, the connectivity and multi-functionality
of the multi-clustered proteins are compared with those of the mono-clustered proteins.
In this chapter however, in addition to node degree and number of GO terms, average
number of protein domains of the multi-clustered proteins is also examined. Further-
more, the functional cartography scheme presented in [83] (Chapter 2, Section 2.2.4.2)
is employed in the context of overlapping community structure to assign topological
roles to multi-clustered proteins, thus providing a deeper level of structural description.
Finally the positions of known and predicted pathogenicity-associated genes within mod-
ular structure are explored in an attempt to make a connection between pathogenicity
and structural network properties.
6.3.1 Disjoint community structure detection
This analysis focuses on the largest connected component of the integrated network,
which comprises 8364 nodes and 79931 links, as community structure of smaller com-
ponents is of limited scope. The main component of the network is partitioned by the
Louvain method [34], which detects a partition of 91 disjoint communities with modu-
larity equal to 0.7973. The resultant community structure has an uneven community
size distribution, with 89 communities of size < 500 and 2 large communities with 1007
and 1951 nodes respectively. The module size distribution is shown in Figure 6.2. The
partition found by Louvain is compared with that of QCUT [176] (Chapter 2, Section
2.3.5). QCUT finds a partition with 53 communities (modularity equal to 0.7665), 51 of
which have <500 nodes and two larger communities with 1198 and 2968 nodes (Figure
6.2). This is in agreement with the uneven community structure found by the Louvain
method. Based on Louvain finding the larger value of modularity, this hard partition is
used in the remainder of the analysis.
The disjoint community structure is illustrated by a meta-view of the partition in Figure
6.3, with (i) the size of communities, (ii) the number of shared nodes across communities
in the overlapping community structure (discussed in the following section) and (iii)
their functional content. The functional coherence of a community is assessed by the
Average Information Content of the Most Informative Common Ancestor set (AIC-
MICA) a metric defined in [132]. The information content (IC) of an annotation term
is calculated based on how frequently a particular annotation is found in an annotation
set of a given species. The annotation set used here is the Gene Ontology (GO) [23].
The AIC-MICA approach takes as input a set of entities (i.e. the genes in a module)
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Figure 6.2: The module size distribution of the hard partitions of the F. graminearum
network detected by Louvain and QCUT.
and returns a non-redundant set of MICA terms that are relevant to at least a certain
fraction of the input genes. A trade-off is made between the level of coverage of a term
and the level of specificity of that term. The AIC-MICA statistic, AIC, for a module is
an average of the IC values of any associated terms. For more details, see Chapter 2,
Section 2.2.4.1.
Annotations for all three aspects of GO (biological process (BP), molecular function
(MF) and cellular compartment (CC)) were considered for the communities in the Lou-
vain partition with at least 5 annotated nodes and the AIC-MICA approach was used
to find the most specific terms applicable to at least 60% of the nodes. It is found that
43 communities are assigned a term from the BP aspect of the Gene Ontology, 52 are
assigned a term from the MF aspect of GO and 35 are assigned a term from the CC
aspect of GO. Figure 6.3 shows the corresponding MICA BP terms and their percentage
of coverage for the largest communities. Some highly functionally coherent communi-
ties detected were “transport” and “carbohydrate metabolic process” (communities 3, 31
and 88 respectively, with 100% coverage) and “oxidation-reduction process”, “transport”
and “regulation of transcription, DNA-dependent” (communities 28, 60 and 76 respec-
tively, with coverage >90%). Other communities with a strong functional coherence
correspond to “vitamin transport” (community 78), “nucleotide biosynthetic process”
and “serine family amino acid metabolic process”. Expectedly, larger communities show
less homogeneous functional content and therefore a broader GO term is assigned. For
example community 79, the largest community is assigned the general term “cellular
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Figure 6.3: The meta-view of the hard partition of the main component detected
by the Louvain method, where nodes represent communities. The thickness of the
links between the communities corresponds to the number of genes that are shared
between communities in the overlapping community structure discussed in Section 6.3.2.
For the larger communities, the MICA (BP) term is shown next to the corresponding
community and the corresponding percentage of coverage (visualisation generated in
Ondex [104, 132]). Figure taken from [31].
process”. Overall, the hard partition detected by the Louvain method appears to find
some strongly biologically coherent communities.
6.3.2 Overlapping community structure
The hard partition of the main connected component is converted to a soft partition
with overlapping communities using the mathematical programming method, OverMod,
described in Chapter 5. The hard partition results in 3877 border nodes (nodes which in-
teract with nodes in other modules), which are the potential multi-clustered nodes. The
community membership of the remaining 4487 isolated nodes that are only associated
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Figure 6.4: Multi-clustered nodes detected by OverMod for 0.1 ≤ r ≤ 1.1.
to intra-community edges, are fixed and do not change in the course of the conversion
procedure. In other words, the MINLP in OverMod is solved with only border nodes
allowed to be assigned to multiple communities. Figure 6.4 shows the results for r rang-
ing from 0.1 to 1.1 with K = 1 (the only value of K considered throughout this section).
The suitability of this range is discussed in forthcoming sections. Table 6.2 shows how
the number of communities that a multi-clustered node belongs to changes with r. It
is found that at r = 0.1 the multi-clustered nodes belong to up to 13 communities,
but as r increases, and the extent of overlap decreases, this range also decreases. At
r = 1.1 multi-clustered nodes only belong to two communities maximum. Properties
that characterise the nodes multi-clustered by OverMod are discussed in the following
sections.
6.3.3 Evaluation of the multi-clustered genes
Here, like with the rat and human PPI networks in Chapter 5, the connectivity and multi-
functionality of the multi-clustered proteins in the integrated Fusarium network are
explored. These features are once again used as indicators of topological and functional
relevance of the role of multi-clustered proteins in the entire network. However in this
analysis, the number of protein domains is also considered. Furthermore, an appropriate
range of values for the overlapping parameter, r, can be proposed based on the results.
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r 2 3 4 5 6 7 8 9 10 11 12 13
0.1 2191 860 421 208 97 36 23 19 3 3 2 1
0.2 2193 886 392 206 67 36 19 12 2 0 0 0
0.3 2228 873 343 148 55 22 6 3 0 0 0 0
0.4 2297 804 263 96 29 0 0 0 0 0 0 0
0.5 2330 718 208 66 4 0 0 0 0 0 0 0
0.6 2354 512 106 22 0 0 0 0 0 0 0 0
0.7 2305 319 59 14 0 0 0 0 0 0 0 0
0.8 2135 217 14 0 0 0 0 0 0 0 0 0
0.9 1868 138 1 0 0 0 0 0 0 0 0 0
1 960 16 0 0 0 0 0 0 0 0 0 0
1.1 601 0 0 0 0 0 0 0 0 0 0 0
Table 6.2: Number of communities the multi-clustered nodes detected by OverMod
belong to for 0.1 ≤ r ≤ 1.1.
r Multi-clustered Mono-clustered p-value
0.1 27.43 11.97 < 2.2e-16
0.2 27.15 12.38 < 2.2e-16
0.3 26.82 13.06 < 2.2e-16
0.4 26.98 13.46 < 2.2e-16
0.5 27.37 13.66 < 2.2e-16
0.6 28.13 14.09 < 2.2e-16
0.7 28.33 14.73 < 2.2e-16
0.8 29.34 15.08 < 2.2e-16
0.9 28.91 16.02 < 2.2e-16
1 26.67 18.11 < 2.2e-16
1.1 31.95 18.12 < 2.2e-16
Table 6.3: Significance values of the difference between the average node degree of
multi- and mono-clustered nodes detected by OverMod.
First the average degree of the nodes with multiple community membership is compared
with the equivalent values for nodes that belong to only one community. For 0.1 ≤
r ≤ 1.1, multi-clustered nodes have a higher average degree than the mono-clustered
nodes (Table 6.3). The population means are determined to be statistically significantly
different or not using the Mann-Whitney-Wilcoxon U test as implemented in the R
statistical computing environment [172], where a p-value < 0.01 is significant. For all
values of r tested, the average node degree of the multi-clustered nodes is significantly
larger than the average degree of the mono-clustered nodes with all p-values < 2−16
(Table 6.3). This result shows that, similarly to the rat and human PPI networks,
multi-clustered genes detected by OverMod in the Fusarium network tend to have a
higher number of interactions than those that belong to only one community.
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r All GO MF BP CC
0.1 6.18E-06 9.73E-02 1.61E-05 4.04E-03
0.2 3.40E-05 2.94E-01 1.44E-05 8.89E-04
0.3 1.04E-04 3.03E-01 6.43E-06 1.06E-03
0.4 1.62E-04 2.31E-01 4.40E-06 1.06E-03
0.5 1.95E-03 1.23E-01 2.09E-05 7.37E-04
0.6 7.23E-03 5.35E-01 1.29E-03 5.33E-04
0.7 7.74E-04 9.28E-01 5.96E-04 9.05E-04
0.8 3.48E-04 3.95E-01 5.72E-05 1.84E-03
0.9 4.92E-03 4.94E-01 4.91E-07 1.03E-04
Table 6.4: The significance values of the difference between the average number of
GO annotations for multi- and mono-clustered nodes.
As in Chapter 5, Gene Ontology annotations are again employed as a representation of
functional importance, where one expects multi-clustered genes to be associated with a
higher number of GO annotations than those belonging to only one community. The
number of GO terms annotated to multi-clustered genes is compared to that of mono-
clustered genes to determine which group appears to be more highly multi-functional.
The annotations are taken from the MIPS Fusarium database [12] and were filtered to
remove any redundant parent terms. The Fusarium genome has 4915 genes annotated
with 13,883 non-redundant GO terms from all three aspects of GO (BP, MF and CC). As
mentioned previously, the complete genome sequence comprises 13,718 protein coding
genes and therefore only roughly a third of the genome is annotated. In the integrated
network, 4311 proteins are annotated with at least one aspect and 4251 have no annota-
tions. When broken down into the three aspects, there are more proteins unannotated
than annotated in the network.
Each gene in the main component of the Fusarium network is mapped to its GO terms
where possible. The average number of GO terms for all three GO categories combined
(ALL GO) and for BP, MF and CC is calculated (excluding those with no GO terms).
The results are shown in Table 6.4. For ALL GO, BP and CC the multi-clustered
proteins have a statistically significantly higher average number of GO terms than the
mono-clustered proteins, for 0.1 ≤ r ≤ 0.9. For MF, the average number of GO terms
for the multi-clustered proteins is not significantly higher than mono-clustered nodes for
all values of r. The above analysis is possibly influenced by a lack of comprehensive
annotations and therefore was carried out keeping in mind that the functional nature
of much of the network is unknown. Such an observation leads the way for future work
on function prediction through network analysis methods for example, as described in
Chapter 2, Section 2.2.4.1.
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r Multi-clustered Mono-clustered p-value
0.1 1.4366 1.2746 1.73E-12
0.2 1.4402 1.2737 1.50E-13
0.3 1.4464 1.2742 5.66E-15
0.4 1.4492 1.2784 2.47E-13
0.5 1.4483 1.2847 2.95E-11
0.6 1.4599 1.2869 7.02E-12
0.7 1.4734 1.2883 6.15E-14
0.8 1.4788 1.2969 3.54E-10
0.9 1.4638 1.3123 3.67E-07
1.0 1.4261 1.3408 2.20E-03
Table 6.5: The significance value of the difference between the average number of
protein domains for multi- and mono-clustered proteins.
In addition to the average number of GO terms, the average number of distinct protein
domains is also considered. A protein domain is a section of a protein sequence that is
functionally independent entity from the rest of the sequence. A domain may appear in
several different proteins and may be recombined in different arrangements with other
domains to create proteins with different biological functions. The number of domains
that a protein contains can therefore be associated with its degree of multi-functionality.
The protein domain information was also downloaded from the MIPS Fusarium database
[12]. Genes with no Pfam annotation were removed and only distinct domain annotations
for each gene were retained. It is found that the multi-clustered proteins have on average
a higher number of distinct protein domains than mono-clustered proteins for 0.1 ≤ r ≤
1.0 (Table 6.5). These results are also represented in Figure 6.5, where it can be seen
more clearly that the multi-clustered proteins have the highest average number of protein
domains at r = 0.8, after which this begins to decrease. Indicating that despite the values
remaining significantly higher for multi-clustered proteins at r = 0.9 and r = 1.0 than for
mono-clustered proteins, this is potentially a cut off point for r. Overall, this result is a
reflection of the multi-functionality of multi-clustered proteins that was already derived
in the GO terms analysis above and contributes to the hypothesis that multi-clustered
proteins are more functionally relevant than mono-clustered proteins.
As seen in Chapter 5, the above features can indicate a suitable range of values for r
based on the assumptions that the multi-clustered nodes identified by OverMod should
exhibit properties that give evidence of their topological and functional relevance. In
terms of node degree, these results suggest that the full range of values for r is reasonable
for this network. In terms of multi-functionality: (i) number of protein domains indicate
0.1 to 1.0 and (ii) GO terms (using the ALL GO count) indicate a range of 0.1 to 0.9.
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Figure 6.5: The plot shows the average number of protein domains of the multi-
clustered (blue solid line) and the mono-clustered (red dashed line) proteins. It can be
seen that the values for the multi-clustered proteins reaches a maximum at r = 0.8.
Taking all three measures into account, an appropriate range of values for r for the
Fusarium network is 0.1 ≤ r ≤ 0.9.
Overall, the results show that once again the combination of modularity optimisation
method plus OverMod can successfully assign proteins to multiple modules with prop-
erties reflecting their important position in the system.
6.3.4 Functional cartography of multi-clustered genes
Throughout this study it is hypothesised that multi-clustered nodes play an important
role topologically and functionally in the network, considering them as bridges or com-
municators between functional units, helping to maintain the structure of the system.
This idea has been reinforced by showing that in the integrated network of Fusarium,
multi-clustered proteins on average (i) are more connected than mono-clustered nodes,
(ii) for some aspects of the Gene Ontology, have more functional annotations and (iii)
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contain more protein domains than mono-clustered proteins. Here, the overlapping com-
munity structure of the network is related to a node role classification scheme proposed
in [83] where each node is assigned a role based on its position in the hard partition
of the network. A node’s role is characterised according to two measures: within-
community degree z-score and participation coefficient. The within-community degree
z-score measures how well a node is connected with nodes in its own community and the
participation coefficient measures how uniformly the nodes links are distributed among
the other communities in the partition. More details can be found in Chapter 2, Section
2.2.4.2.
The node classification scheme can be summarised as follows. Based on the within-
community degree z-score, nodes are classified as hubs and non-hubs, where hubs have
a higher number of links with nodes in their own communities. Non-hubs are then
classified into 4 roles: R1, ultra-peripheral nodes, R2, peripheral nodes, R3, non-hub
connector nodes and R4, non-hub kinless nodes. Hubs are also classified into 3 roles:
R5, provincial hubs, R6, connector hubs and R7, global kinless hubs. Both R3 and
R6 nodes are labelled connector nodes according to the classification scheme as they
have by definition a large participation coefficient, indicating a high distribution of links
with communities other than their own. Consequently, the removal of these nodes may
result in poorly connected communities or even the disconnection of communities and
therefore impacting on the global structure of the network. On the application of the
classification scheme to metabolic networks of 12 organisms it was found that R3 and
R6 nodes are the most preserved across the species tested, suggesting that their role is
more structurally relevant or in some cases essential. Similar results are predicted for
other systems, including protein interaction and gene regulation networks [83].
Node roles are assigned to the Fusarium network based on the hard partition detected
by Louvain in Section 6.3.1. The distribution of node role types is shown in Table 6.6.
There are no R4 and R7 nodes, which is noted in [83] to be common. It is determined
whether the proportion of R3 and R6 nodes is significantly higher in multi-clustered than
mono-clustered nodes indicating that the multi-clustered nodes can indeed be described
as connectors. For 0.1 ≤ r ≤ 0.4, all 165 R3 nodes and all 50 R6 nodes belong to the
set of multi-clustered nodes. For 0.1 ≤ r ≤ 1, there are either all R3 nodes in the set
of multi-clustered node or a higher proportion of R3 nodes in the multi-clustered set
than the mono-clustered set. For R6 nodes, the range is 0.1 ≤ r ≤ 1.1. It is found that,
according to the Fisher’s exact test, there is a significantly higher proportion of R3 and
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Role types R1 R2 R3 R4 R5 R6 R7
No. of nodes 4669 3323 165 0 157 50 0
Table 6.6: Node role type distribution.













































Table 6.7: The FDR-adjusted p-values for difference in proportion of R3 and R6 nodes
in multi- and mono-clustered sets (significant values shown in bold).
R6 nodes in the multi-clustered nodes for 0.3 ≤ r ≤ 0.8 and 0.6 ≤ r ≤ 0.9 respectively
(FDR-adjusted p-value < 0.01 is significant, Table 6.7).
The node classification scheme is employed to help better describe the topological nature
of nodes that lie within the intersections of communities, offering a more sophisticated
description than node degree alone. It is found that nodes described as connectors
are significantly enriched in the multi-clustered nodes. These are node roles that have
previously been shown to be more structurally relevant than other node roles in biological
networks [83]. This goes some way to supporting claims that multi-clustered nodes play
an important part in anchoring the communities of the network and thus contributing
to the global functioning of the system. Furthermore, OverMod is successfully detecting
such nodes.
Finally, R3 and R6 roles represent topologically very good examples of what is thought
of as a multi-clustered node in this context. Therefore it is possible to implement the
stricter criteria that R3 and R6 nodes should be enriched in the set of multi-clustered
nodes detected by OverMod to suggest bounds on the range of appropriate values of
r. Therefore, in the case of the Fusarium network, values of r from 0.6 to 0.8 inclusive
would ensure the multi-clustered nodes were significantly enriched with connector nodes.
6.3.5 Verified virulence genes
The following analysis makes a preliminary attempt at linking the modular structure of
the Fusarium graminearum network to known virulence genes. As described in [31], a
set of 98 experimentally verified virulence (VV) genes known to be involved in differ-
ent aspects of the infection and disease formation process of Fusarium, e.g. via gene
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Community
no.
7 16 28 39 51 52 56 57 64 71 75 76 79 80 82
No. of VVs 1 1 5 1 1 3 2 1 1 2 4 6 39 7 1
BP AIC - 27.5 3.62 2.07 4.48 1.2 2.07 3.62 - - 1.29 5.76 1.29 4.88 1.29
Table 6.8: Distribution of the verified virulence (VV) nodes among communities and
corresponding biological process average information content (BP AIC).
knockout experiments, have either been extracted from the Pathogen-Host Interaction
database (PHI-base) [212, 213] or manually obtained from the scientific literature. Here
these virulence-associated genes are placed in the context of the community structure
of the integrated network. Of the 98 VV genes, 79 are found to map to the integrated
network, of which 75 are in the main component.
The distribution of the VV nodes in the disjoint communities detected by Louvain is
first considered. These nodes appear in only 15 of the 91 communities (Table 6.8),
with the largest community (community 79, Figure 6.3) containing over half of the
VV nodes (39 out of 75). For each of the 15 communities, it is determined if the
community has a statistically significant higher proportion of VV nodes than the rest
of the network using Fishers exact test (an FDR-adjusted p-value < 0.01 is significant).
Only the largest community and another of size 48 (community 80 in Figure 6.3), with
7 VV nodes, encompass a statistically significant high proportion of the proteins (FDR
adjusted p-values 8.38E-07 and 1.35E-06 respectively). Although community 79 does
contain a significant number of VV nodes, the corresponding BP MICA term, “cellular
process”, has an AIC of only 1.29 (Table 6.8), indicating that this is highly functionally
diverse. Community 80 however is more coherent with an AIC of 4.88 (Table 6.8), and
its BP MICA term is “regulation of metabolic process”. The 7 VV genes in community
80 are all predicted to be transcription factors of the Zinc finger (Cys2His2) type [188].
Therefore module 80 not only has a relatively good degree of coherence in terms of
its overall function (AIC equal to 4.88), but also in terms of its association with the
infection process.
Due to the disproportionately large size of community 79 it is further partitioned in order
to determine whether some underlying sub-community structure exists and the distri-
bution of the VV nodes in this new hard partition is examined. The Louvain method
detects a partition with 19 communities. The 39 VV nodes that are in community 79
in the hard partition of the original network are found in 8 of the communities of the
re-partitioned community 79 (Table 6.9). Again, checking for overrepresentation of VV
nodes in the individual communities shows that no community is significantly enriched.
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Community number 1 5 7 9 14 15 16 17
No. of VV proteins 9 3 2 2 5 12 5 1
Table 6.9: Distribution of verified virulence (VV) proteins in the hard partition of
community 79.
r 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
No. of VV proteins 40 40 39 37 35 32 26 25 24 3 1
Table 6.10: The number of verified virulence (VV) genes that belong to more than
one community for 0.1 ≤ r ≤ 1.1.
This may be a result of the fact that proteins involved in virulence tend to belong to
a wide range of processes, reflecting overall complexity of the infection process. This is
demonstrated in PHI-base [212, 213], where many proteins are annotated with a “gen-
eral” functional role such as metabolism, signal transduction and transcription and less
with a specific function such as toxin biosynthesis or infection structure formation.
Next the connection between multiple community membership and the VV genes is
considered. For 0.1 ≤ r ≤ 1.1 , the number of VV genes that are found by OverMod
to belong to more than one community are shown in Table 6.10. The VV genes were
not seen to be significantly overrepresented in either the multi-clustered genes or the
mono-clustered genes for all values of r. Despite statistical tests showing no significant
results here, the number of VV genes is relatively small and it is noted that roughly
half of the VV genes are multi-clustered for 0.1 ≤ r ≤ 0.4, an encouraging number that
may increase in the future as more virulence-associated genes become known. Therefore
a potential association of virulence genes to multiple modules should not be ruled out
completely, a possibility that is further explored in the next section by considering genes
that have been recently predicted to be related to virulence.
6.3.6 Predicted virulence genes
Considering the connection of a set of predicted virulence genes with the community
structure of the Fusarium network further develops the result from the previous section.
In a further study, potential virulence-associated genes were predicted using a guilt-by-
association procedure [133]. Genes connected with at least two verified virulence (VV)
genes in the integrated network were predicted to be involved in the Fusarium disease
process, based on the assumption that genes important to the virulence procedure are
more likely to be connected to other genes with similar properties [126]. This assumption
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was verified in [133] through permuting node labels 10000 times in order to find an
estimate of how likely it is that a gene annotated to be involved in virulence is connected
with at least two others. It was observed that the probability is significantly higher than
would be expected by chance. The prediction strategy generated 215 potential virulence
genes that are connected to at least two and up to 8 VV genes.
It was found in the previous section that the VV genes did not show a significant tendency
to belong to multiple communities although it was noted that for 0.1 ≤ r ≤ 0.4 nearly
half of the VV genes belonged to more than one community. However, the small number
of VV genes makes it difficult to ascribe biological significance to these results. This
previous result is now developed through the investigation of the topological nature of
the 215 predicted virulence genes. It is found that 164 out of the 215 are in the largest
module of the hard partition of the network (community 79 of size 1951 nodes), which
also contains 33 VV genes. This module was shown to be significantly enriched for VV
genes, and therefore, it makes sense that a large number of the predictions also belong
to this community due the nature of the guilt-by-association procedure. The module
memberships of the predictions are now explored to determine whether they have a
tendency to belong to more than one module. According to the Fishers exact test, a
statistically significant proportion (p-value < 0.01) of the prediction genes belong to
more than one module for r in the range of 0.1 to 0.9 inclusive (p-values shown in Table
6.11). For r equal to 1 and 1.1, a larger proportion of the mono-clustered genes are
predicted to be associated with virulence. This result may be due to the fact that multi-
clustered genes tend to be more connected than genes belonging to only one module and
therefore have a higher chance of being connected to the VV genes. However, it may
also indicate that the genes predicted as being associated with virulence do indeed have
a tendency to be multi-clustered.
Again, due to small number of VV genes, it is hard to make any solid conclusions
about the nature of virulence-associated genes. However, this small development of the
investigation from the previous section is already promising and one would expect that
the inclusion of more experimental data would increase the utility of this approach.
6.4 Discussion and conclusions
In this chapter, the disjoint and overlapping community structure of an integrated net-
work for the globally important plant pathogenic fungus, Fusarium graminearum, was
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Table 6.11: The number of predicted virulence genes that are multi-clustered and
their significance scores.
explored. As a major threat to the yield of wheat and other cereal crops, research into
the disease process of Fusarium is important due to the potential implications in the
agricultural industry.
The integrated network of Fusarium brings together interactions from three data sources
with the aim of building a more informative and reliable network than that of a single
data source. The detection of the disjoint community structure revealed several coherent
functional units according to the commonality of the GO annotations of member genes.
Topological and functional properties of proteins belonging to more than one community
were compared with those belonging to only one. Results show that proteins in the
intersection between two or more communities tend to be more highly connected than
mono-clustered proteins. Furthermore, a deeper level of topological description of the
multi-clustered proteins was offered by the node role classification scheme in [83]. It was
shown that the set of multi-clustered nodes are enriched with nodes with connector roles,
with such nodes having previously been shown to be structurally relevant in biological
networks in [83]. Additionally, the functional properties of the multi-clustered proteins
in terms of number of GO annotations were explored. For all three aspects of GO
combined (ALL GO) and for BP and CC multi-clustered proteins had a higher average
number of annotations than proteins belonging to only one community, although the
same trend was not seen for MF. The difference in the extent of multi-functionality
was also reflected in the higher average number of domains contained in multi-clustered
proteins. The GO annotation results for Fusarium are not as strong as for the rat and
human PPI networks in Chapter 5. This may be in part due to the fact that Fusarium
is a much less well-annotated organism. However, some significant results are still found
and one would expect them to improve as more information about the pathogen becomes
available. In the meantime, the fact that so much of the nature of Fusarium is unknown
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makes it an ideal organism for exploratory analysis, where network tools such as those
described in this study can be used to generate hypotheses concerning functional aspects
of the organism.
Finally, the connection of the known virulence genes to the disjoint modular topology
of the network was investigated. It was observed that the VV nodes were concentrated
in two communities suggesting that the pathogenicity process is linked to particular
pathways, rather than being distributed throughout the network. The relationship of
the verified virulence genes to the overlapping community structure was also determined,
although the VV genes were not shown to be significantly multi-clustered. However, in
addition to the VV genes, the topological nature of 215 genes predicted to be associated
with the disease process was also explored. It was found that the predictions did tend
to belong to more than one module. Although this may be as a result of the means in
which they were predicted, it may also indicate a tendency of virulence-associated genes
to belong to more than one module.
Although there are no concrete conclusions regarding the virulence genes and their
connection to the community structure of the network, this analysis can be seen as a
first step in the direction of a more in-depth study, where candidate virulence genes can
be predicted and verified in future experiments. It is also noted that within the set of
known virulence-associated genes there may be a bias in reflecting particular classes of
proteins that have been investigated experimentally, for example intracellular signalling
and transcription-associated proteins. Therefore, network analyses and systems biology
strategies such as the one presented in this chapter offer the possibility of planning future
experiments using a more rational basis.
As mentioned above, the network analysed contains information from multiple hetero-
geneous data sources and some of the data sources may be of better quality than others.
A way of improving the study would be to include weighted edges in the network. This
might provide a more accurate and informative description of the community structure
of the organism. A simple approach weights the edges heuristically depending on the
number of data sources that suggest an association subject to the various thresholds
chosen, this can be regarded as an indication of reliability of an interaction. As has been
shown in Chapter 4, community structure detection of a weighted network may result
in a different partition as compared to the equivalent binary network. Such effects can
be addressed in future work.
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The motivation behind this study was to gain a better understanding of the cellular
organisation of the fungal pathogen, Fusarium graminearum. Network analysis tools
were used to investigate the underlying mechanisms of the fungus from a community
structure perspective. As the number of VV proteins increases, analytical methods
featured in this study could prove promising in predicting more virulence-associated
genes and gaining insights into infection-related pathways. Overall, this chapter has
shown that the methodologies presented throughout this thesis thus far have the ability
to extract meaningful biological results and therefore have the potential to play an




The network representations of complex systems that have so far featured in this thesis
have been static. However, in reality many complex systems are constantly evolving.
Consequently, static networks may not offer a sufficiently true to life abstraction of a
complex system. Over the course of the previous chapters, the aim has been to develop
more realistic modelling frameworks, first through the incorporation of weighted inter-
actions, followed by allowing communities to overlap. The next challenge in community
structure detection is therefore integrating network dynamics into clustering models.
In this chapter, consensus clustering of dynamic networks is tackled; defined as detecting
a single partition of a dynamic network that is relevant across multiple snapshots. This
is addressed by extending previous MIQP and MINLP models featured in Chapters
3 and 4 such that average modularity across network snapshots is now optimised. A
comparison is made with a similar method from the literature on four dynamic networks
showing that the proposed approaches achieve competitive results for small to medium
sized networks, although scalability limitations are encountered. Overall, this chapter
represents the next step in the search for a more true to life representation of community
structure and identifies future work that will contribute towards its continuation.
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7.1 Introduction
As discussed throughout this thesis, network analysis and related computational ap-
proaches, in particular community structure detection, have proven to be important
tools in the investigation of the principles governing complex systems. Until now, such
techniques have been discussed in the context of static networks. That is, networks that
either represent a snapshot of a system at a certain point in time or an aggregation of
data over multiple time points. However, in reality networks are not static; nodes and
interactions can be created or equally they can cease to exist. For example, in social
networks friendships are made and broken. In a business, employees retire and new
members of staff are employed. Furthermore, in biological systems, not all interactions
take place at the same time, depending upon spatial, temporal or environmental con-
ditions [163]. The changes which occur at the node and interaction level are reflected
at the global level, i.e. the community structure. Similar to nodes and interactions,
modules can be created or destroyed and can even be split or merged together. Con-
sequently, incorporating temporal information into network modelling frameworks may
lead to a more accurate understanding of the underlying nature of a complex system.
It follows that the current challenge in community structure detection is the identification
of modules in dynamic networks. A dynamic network is defined as a series of network
snapshots at two or more time points where time can represent seconds, days, years
or even, in a biological context, phylogenetic distance. The problem has already been
studied in various ways, some of which will be discussed in the following section. Here,
the aim of dynamic network clustering is to find a single partition of a dynamic network
that is relevant at multiple time points, i.e. consensus clustering, with the reasoning
that the most important or persistent modules will be uncovered.
This chapter unfolds as follows. First an overview of existing methods for community
structure detection in dynamic networks is given. The consensus clustering problem is
then tackled by proposing modifications to previous MIQP and MINLP formulations of
modularity optimisation such that the objective function is now the average modularity
across multiple time points. Both methods are compared with a similar algorithm from
the literature on four test networks. Overall, this chapter lays the foundations of poten-
tial solutions to the problem of community detection in dynamic networks and outlines
the next steps that will feature in future work.
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7.2 Related work
The dynamic clustering problem has been approached in several different ways. Here a
summary of a few existing methods is given.
First, the idea of detecting a single partition for a series of snapshots has been explored.
In [25], Aynaud and Guillaume propose two methods for detecting a consensus partition
for a dynamic network over a given period of time, where the partition is to some extent
relevant at each time step. In the first method, an average representation of the network
snapshots, the sum graph, is produced by combining all snapshots and weighting each
edge by the length of time that it exists. The sum graph is then partitioned using
the Louvain method [34] (see Chapter 2, Section 2.3.2), but can equally be partitioned
using any other static network clustering algorithm. This first method is known as the
sum-method. The second approach, although similar, but not equivalent, optimises the
average-modularity across all snapshots of the network simultaneously by a modified
version of the Louvain method. In the adapted version of the clustering algorithm, the
average modularity gain is optimised where this is the average of the static modularity
gains for each snapshot. In the original version of the Louvain method, once modularity
can no longer be increased, a meta-network is constructed where the communities become
the meta-nodes and the edges are weighted according to the number of links between
communities. Here, in the dynamic version of the method, the same transformation
from network to meta-network is applied to each snapshot in the dynamic network
independently, thus creating a new dynamic network of meta-snapshots. Then, like
with the original Louvain method, the above steps are repeated. This method is known
as the “Average-method” and the consensus partition is known as a multi-step partition.
It is shown by the authors that although considering one consensus partition for several
snapshots would not be as relevant at specific time points as clustering each individual
snapshot would be, the proposed methodologies can still find partitions with equal level
of relevance over several time points.
Alternatively, many approaches cluster the static snapshot networks independently and
employ various methods of comparison between partitions to quantify change in com-
munity structure or follow the evolution of communities. Palla et al. [158] use the clique
percolation method to detect the overlapping community structure of each snapshot
network. Communities are matched across time points by partitioning the network that
is the union of two consecutive networks and measures are proposed for tracing the evo-
lution of a community and for predicting its lifetime. Similar approaches are used in [66]
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and [92]. Sun et al. [192] adopt the Minimum Description Length (MDL) principle to
group similar network snapshots into time segments and detect change points represent-
ing drastic discontinuities in the network dynamics. Information theory principles are
used to detect communities through minimising the encoding cost. Duan et al. group
together similarly weighted directed network snapshots into time segments according to
similarity between partitions [59]. Asur et al. use MCL to partition snapshots indepen-
dently and, similar to the idea of change points in the MDL method, critical events in
the evolution of a network are identified [24].
The ideas of consensus partitioning and comparing partitions across time points are
combined by Lancichinetti and Fortunato [109]. It is first suggested as a method for
tackling the instability of partitions in static networks found by the same method (see
the discussion on solution degeneracy in Chapter 8, Section 8.4). However, it is shown
that the procedure can equally be used to detect partitions in dynamic networks. The
idea is that each snapshot is clustered and then a consensus partition is generated for
the first r snapshots, i.e. from t1, t2, . . . , tr and then from t2, . . . , tr + 1 etc. (i.e.
a moving time window) to form a series of consensus partitions for overlapping time
points. The modules from each of the different consensus partitions are then related
over time points using the Jaccard measure.
Where snapshots are clustered individually, historic community structure is not taken
into account. It has been proposed, however, that the community structure of the
network at time t should not be taken as independent of the community structure of the
network at time t − 1. In other words, a network at time t is clustered with respect to
a known partition of the network at t − 1. Such methods preserve previously acquired
information about the community structure and in some cases enforce smoothness across
partitions. This can also be thought of as updating or maintaining a partition, where
changes to a network can be broken down into a series of simple events: addition or
removal of a node or an edge. Not only does this reduce variation between partitions at
different time steps, it also, in some cases avoids clustering from scratch at each time
point.
Chakrabarti et al. [41] propose the first evolutionary clustering method and introduce
the idea of temporal smoothness, where the snapshot quality measure (e.g. modularity)
is maximised at the current time point and a distance measure, the history cost (e.g.
mutual information, rand index etc.) between the current network and the network at
the previous time point is minimised. In this way, a trade off is made between remaining
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faithful to the current data, but minimising the variation between the current partition
and the previous one. Go¨rke et al. [77] maximise a combination of modularity and
the rand index with some node-module allocations from the partition at t − 1 fixed
and the remaining nodes free to be reallocated, according to various prep strategies.
They find that maintaining a dynamic clustering rather than recomputing from scratch
results in higher modularities and due to the fixing of node-module allocations, reduces
computational cost. Similar approaches can be seen in [46, 99, 123, 152, 151]. Chi et
al. take a spectral approach to evolutionary clustering in [46]. In [123], Lin et al. solve
the evolutionary clustering problem from a Bayesian perspective. In [152], Nguyen et
al. first find a base partition of the network at t0 with the Louvain method [34] and the
update the partition at each subsequent time point according the addition/removal of
nodes/interactions. The same group similarly tackle overlapping community structure in
dynamic networks in [151]. In [99], Kim and Han find smooth communities by modelling
dynamic networks as a collection of particles called nano-communities and a community
as a densely connected subset of particles called a quasi-l-clique-by-clique. Using a cost
embedding technique, modularity is then optimised.
Community structure detection in dynamic networks has also been applied in a biological
context. In biological networks, dynamics can represent evolutionary time or short time
steps within a specific organism. In [67], it is shown that over evolutionary time, protein
interaction networks become more modular by clustering a present day yeast protein
interaction and ancestor networks obtained through orthologous categorisation of the
yeast open reading frames (ORFs). Yeast is again explored in [196], where it is found
that communities in networks generated from time course gene expression data are more
biologically informative than communities detected from a static PPI network. These
networks, known as TC-PINs (Time Course Protein Interaction Networks), are used in
the method comparison in Section 7.3.3.3.
These two examples illustrate the potential applications of dynamic clustering of biolog-
ical networks and emphasise the need for more accurate and robust methods to improve
such analyses. This chapter proposes a solution procedure to tackle the consensus clus-
tering approach to the dynamic clustering problem, as seen in [25] and [109], which is
addressed in the following section.
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7.3 Simultaneous clustering of multiple network snapshots
In previous chapters, mathematical programming models have been developed to detect
communities in unweighted networks, weighted networks as well as to detect overlapping
modules. Here, similar modelling frameworks are employed to detect a consensus parti-
tion of a dynamic network by optimising the average modularity across time points. The
approach is illustrated in Figure 7.1. In [25], it is suggested that a consensus partition is
relevant to some degree at each time point in the dynamic network and will represent the
most presistent functional groups. Furthermore, in the case where a dynamic network is
generated from noisy data, simultaneous clustering may compensate for effects produced
by false positive and false negative interactions, assuming that the false positives and
false negatives are indeed random. For example, microarray data is known to have a
high rate of false positives and false negatives. It is possible that in time series gene
expression data, two or more interactions which do occur simultaneously are detected at
separate time points. Therefore, these associations would be missed if the gene expres-
sion networks generated for each time point were clustered individually. It is therefore
proposed that simultaneous clustering may lead to uncovering functional groups that are
important to the whole dyamic process being modelled and also associations between
groups of nodes that may have been otherwise missed.
In this section, the problem of simultaneously clustering multiple network snapshots
is formulated as two different mathematical programming models. The first method
globally optimises the average modularity measure while the second finds locally opti-
mal solutions. A comparative analysis is made with a similar method by Aynaud and
Guillaume [25] on four dynamic network examples.
7.3.1 Exact simultaneous clustering: DynOptMod
Here, the MIQP modularity optimisation framework, OptMod [219] (described in Chap-
ter 2, Section 2.3.6), is extended to optimise the average modularity over several network
snapshots. The input is a series of undirected, binary network snapshots and the out-
put is a consensus partition of the network. The new mathematical model, known as
DynOptMod, and its associated indices and parameters are presented below:
Indices
n, e nodes (the union of all network snapshots)
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(a)  (b) 
(c) 
Figure 7.1: Simultaneous clustering: (a) Shows the partition of the snapshot of the
network at time t1. The network is then modified; node 5 is removed and node 11
is added as well as various changes to edges. (b) shows the partition of the snapshot
of the network at time t2. (c) shows the combination of both networks, where bolder
edges are edges that appear at both time points and darker nodes are the nodes that
do not appear at both time points. The partition in (c) is the consensus partition of
both networks, that is, the partition representing the community structure over the two
time points. The consensus partition differs from both individual snapshot partitions
such that a compromise has been found between the two partitions.




βlt equal to 1 if the link l exists at time t
dnt degree of node n at time t
Lt number of edges in the network at time t
T total number of time points
M total number of available modules
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Ltotal total number of links over all time points
Sets
S M most connected nodes
AMn allowable modules for node n
AVm allowable nodes for module m
LMl allowable modules for link l
Bn nodes with higher connectivity than node n
Continuous variables
Lmt number of links in module m at time t
Dmt degree of module m at time t
Binary variables
Em =
1 if module m exists;0 otherwise
Ynm =
1 if node n belongs to module m;0 otherwise
Xlm =
1 if link l belongs to module m;0 otherwise
The objective function is the average modularity across all snapshots in the dynamic

















Qave is maximised subject to several constraints which are described below.
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dntYnm ∀m, t (7.3)
where equation 7.2 is the sum of the weight of the edges in module m at time t and
equation 7.3 is the sum of the degree of the nodes in module m at time t.
The clustering problem has returned to detecting a partition of disjoint communities,
therefore the following constraint ensures each node belongs to exactly one module:∑
m
Ynm = 1 ∀n (7.4)
However, as with OptMod, nodes are allocated to certain modules according to their
connectivity. In order to avoid equivalent solutions produced by re-numbering modules,
nodes can only be assigned to a particular set of modules, AMn. To do this, the nodes
are first ordered according to their connectivity. The connectivity of a node in this case
is calculated by summing the degree of a node over all time points. If n1 is the most
connected, then it can only belong to module m1, if n2 is the second most connected
then it can be assigned to modules m1 and m2 and similarly for the remaining M − 2
most connected nodes in set S. The remaining nodes that are not in set S can be
assigned to any of the M modules. Therefore constraint 7.4 becomes:∑
m∈AMn
Ynm = 1 ∀n (7.5)
DynOptMod assigns a link l to a module m if both nodes associated with it, n and e,
are also assigned to module m. In light of the above, this is only true if m is in both
the sets AMn and AMe, resulting in the following three constraints:
Xlm ≤ Ynm ∀m ∈MLl, l = {n, e} (7.6)
Xlm ≤ Yem ∀m ∈MLl, l = {n, e} (7.7)
Xlm = 0 ∀l,m /∈MLl (7.8)
where MLl = AMn ∩AMe.
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A number of additional constraints are included in the model and are formulated math-
ematically below. First, a degeneracy constraint is included to enforce that module m
is only allowed to exist when the previous module, m-1 exists:
Em ≤ Em−1 ∀m = 2, ...,M (7.9)
i.e. if module m−1 is empty, module m is also empty. Module m is not empty if module
m exists (i.e. Em = 1) and the following two constraints are active at the same time:∑
l
Xlm ≤ LtotalEm ∀m (7.10)
∑
l
Xlm ≥ Em ∀m (7.11)
That is, module m contains at least 1 link if active (i.e. Em = 1), and at most all
links in the network (here we are not concerned with imposing bounds on the size of the
modules, as described in Chapter 2, Section 2.3.6).
Furthermore, node n can only be allocated to module m (such that m ∈ AMn) if at least
one of the nodes with a higher connectivity than node n (members of the set Bn) which
can be assigned to module m− 1 (also a member of the set AVm−1) has been assigned




Yem−1 ∀n ≥ 3,m = 3, ..., |AMn| (7.12)
In [219], it is claimed that computational cost can be reduced by only considering the




Yem−1 ∀n ∈ S, n ≥ 3,m = 3, ..., |AMn| (7.13)
The resulting MIQP model, DynOptMod, comprises a concave quadratic objective func-
tion that is maximised subject to a set of linear constraints and mixed binary/continuous
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subject to: Constraints (7.2, 7.3, 7.5-7.11 and 7.13)
Lmt, Dmt ≥ 0 ∀m, t (7.15)
Em, Xlm, Ynm ∈ {0, 1} ∀n,m, l (7.16)
DynOptMod is implemented in GAMS [172] and the CPLEX mixed integer optimisation
solver [13] (see Section 2.3.6 for a description) with 0% margin of optimality solves the
proposed model to global optimality through the branch-and-bound procedure. Com-
putational results are shown in Section 7.3.3.
7.3.2 Locally optimal simultaneous clustering: SimMod
The previous method, DynOptMod, optimises the average modularity to global opti-
mality and therefore like OptMod, is likely to suffer from scalability limitations. With
this in mind, the dynamic network clustering problem of detecting a consensus partition
across multiple network snapshots is now formulated as an MINLP model.
The method described in Chapter 4, WeiMod, is now extended such that two or more
networks are clustered simultaneously. As with DynOptMod, the input is a series of
undirected network snapshots, the average modularity over all time points is optimised
and the output is a single partition associated with each snapshot. Like with WeiMod,
the input networks can have weighted interactions and nodes can have self-interactions
(loops). The new model, known as SimMod, and its associated indices and parameters
are presented below:
Indices




βnet weight of the link between nodes n and e at time t
dnt strength of node n at time t
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αnt the weight of the loop of node n at time t
Lt sum of the weights of all edges in the network at time t
T total number of time points
Continuous variables
Lmt the sum of the weights of the links that are in module m at time t
Dmt the sum of the weighted degrees of nodes in module m at time t
Binary variables
Ynm =
1 if node n belongs to module m;0 otherwise
The objective function is the average modularity over all time steps (as defined for
DynOptMod in equation 7.14) and is optimised subject to the constraints described
below.
First, all modules are disjoint, and therefore each node in the network can only be
allocated to one module: ∑
m
Ynm = 1 ∀n (7.17)
The objective function involves two continuous variables, Dmt and Lmt. The total degree




dntYnm ∀m, t (7.18)
where the weighted degree of a node n is defined as dnt = 2αnt +
∑
e βnet.
Finally, a link is in module m at time t if both of its associated nodes, n and e, are also
in m. Therefore, the total sum of the weights of all links in module m at time t, Lmt, is








βnetYnmYem ∀m, t (7.19)
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where node e is connected to node n at time t.
The resulting MINLP model (SimMod) comprises a non-linear objective function with


















subject to: Constraints (7.17-7.19 )
Lmt, Dmt ≥ 0 ∀m, t (7.21)
Ynm ∈ {0, 1} ∀n,m (7.22)
SimMod is a non-convex model and as such finds locally optimal solutions. Therefore,
the MINLP is solved iteratively 100 times, each time with a different random initial
solution to give a good representation of solution space. The best partition is taken as
the solution with the largest value of Qave. SimMod is implemented in GAMS (General
Algebraic Modelling System) [172] with the SBB mixed integer optimisation solver [1]
(see Section 4.4.2.3 for a description) and CONOPT as the default NLP solver while
relative and absolute gaps set to zero. Computational results are presented in Section
7.3.3
7.3.3 Computational results of DynOptMod and SimMod
In this section, a comparative analysis between DynOptMod, SimMod and the Average-
method of Aynaud and Guillaume [25] is presented. The Average-method also optimises
average modularity via a greedy optimisation method based on the Louvain method. At
this point the evaluation criteria is based uniqely on the value of average modularity
detected by each method. An implementation of the Average-method was downloaded
from [82]. All experiments were run remotely on a bioinformatics Sun Fire X4450 Server
running 16 Xeon(R) E7340 processors at 2.4GHz and 32GB of PC2-5300 667 MHz ECC
fully buffered DDR2 memory. The server runs CentOS Linux release 5.8 OS. Results for
four dynamic networks of varying size and nature are presented below.
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Time Nodes Links Density Q (OptMod) Modules
t1 34 78 0.1390 0.4198 4
t2 33 75 0.1420 0.4066 4
t3 32 63 0.1270 0.4015 4
t4 31 62 0.1333 0.4010 4
t5 30 59 0.1356 0.3885 4
t6 29 57 0.1404 0.3744 4
t7 28 51 0.1349 0.3258 3
t8 27 50 0.1425 0.3214 3
t9 20 30 0.1579 0.2733 3
t10 19 29 0.1696 0.2646 3
t11 18 27 0.1765 0.2407 2
t12 17 25 0.1838 0.2200 2
t13 16 24 0.200 0.2075 2
t14 15 21 0.200 0.2211 2
t15 14 19 0.2088 0.2368 2
t16 13 16 0.2051 0.2500 2
t17 9 9 0.2500 0.2716 2
Table 7.1: Summary of the dynamic karate network snapshots, with optimal partition
found by OptMod [219].
7.3.3.1 The dynamic karate network
The Average-method software includes a test dynamic network with 17 snapshots, where
the network at time t1 is the karate network [224] and time points t2 to t17 are modified
versions of the original network. Each subsequent network is a subset of nodes and
links from the previous network. The snapshot networks are described in Table 7.1,
with number of nodes, links, snapshot density and optimal modularity as detected by
OptMod [219].
Tests were carried out on (i) the first two snapshots, (ii) the first 3 snapshots, (iii)
the first 10 snapshots and finally (iv) all 17 snapshots of the dynamic karate network.
The results for DynOptMod, SimMod and Average-method are shown in Table 7.2.
The values of average modularity found by DynOptMod are the global optimum values,
therefore it can be seen that SimMod also finds the global optimum for the four tests.
The Average-method finds suboptimal results for tests (i) and (ii) but globally optimal
solutions for tests (iii) and (iv). Table 7.2 also shows CPU time for each experiment
for DynOptMod and SimMod. Unsurprisingly DynOptMod is significantly more com-
putationally expensive than SimMod, especially in tests (iii) and (iv). For this small
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DynOptMod SimMod Average-method
Qave Modules CPU Qave Modules CPU Qave Modules
t1− t2 0.4120 4 3.00 0.4120 4 0.33 0.4090 4
t1− t3 0.4057 4 3.73 0.4057 4 0.60 0.4026 4
t1− t10 0.3698 4 121.47 0.3698 4 2.06 0.3698 4
t1− t17 0.3190 4 182.07 0.3190 4 3.97 0.3190 4
Table 7.2: Comparison of DynOptMod, SimMod and Average-method on the dynamic
karate test network.
example this is not a problem however, as with OptMod it is expected that DynOptMod
will show scalability limitations as network size or snapshot number increases.
The small example of the karate dynamic network has been constructed for the purpose
of testing these methods but is an unrealistic example, therefore now three real life
dynamic networks are considered.
7.3.3.2 The Enron email dynamic network
The Enron email dynamic network is commonly used as a benchmarking network for
dynamic clustering method development. A brief summary of the background of the
data is given below.
In just 15 years the Enron Corporation, an American energy, commodities, and services
company, became the seventh largest business organisation in the USA, with 21,000
employees in over 40 countries. However, in 2001, Enron filed for bankruptcy and found
itself under investigation by the US Securities and Exchange Commission (SEederal
Energy Regulatory Commission (FERC) over illegal accounting and business practicC)
and the Fes. For a detailed description of the Enron story, see [56]. Subsequently, a
corpus of emails between around 150 employees including CEOs Jeffrey Skilling and
Kenneth Lay, was publicly released by the FERC. The Enron email dataset comprises
emails from a core set of 151 employees distributed in over 3000 folders. These folders
contain emails to/from employees outwith the core set as many emails have more than
one recipient, but since the complete email information of only 151 employees is available,
only emails that were sent to/from core employees are used in constructing a dynamic
network of email communication in the company.
Tests on DynOptMod, SimMod and the Average-method were carried out using a cleaned
up version of the dataset by Shetty and Adibi [184]. An email communication network
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was constructed for each month from January 2001 up to and including January 2002.
During this period, the following major events occurred [56]:
• August 2001: Skilling resigned as CEO and former CEO Lay takes the position.
• October 2001: The Enron crisis fully breaks out and the stock market responds
with an immediate drop and incessant decrease in Enron’s shares.
• November 2001: Investigation fully underway.
• December 2001: Enron files for Bankruptcy.
• January 2002: Lay resigns as CEO.
Weighted snapshot networks were constructed from the dataset where the weight of an
interaction between two employees is the number of emails they exchanged in that month.
The network snapshots are described in Table 7.3. In each of the following network
clustering experiments only the main component of each snapshot was considered. Note
that the network snapshot at 2001-10 is significantly more dense than any of the other
months, this corresponds to the time when the full Enron crisis broke out in full and
stock market shares begin to rapidly drop.
For a more accurate analysis, weighted interactions should be taken into consideration.
For example, the densities of the unweighted snapshots are more or less the same for
each month, but there is much more deviation for the weighted networks (Table 7.3)
and therefore the presence of weights or not should affect the final results. However,
the downloaded implementation of Average-method is applicable to unweighted net-
works only and therefore in order to make a fair comparison, the networks are treated
as binary, where a link exists when at least one email has been exchanged between the
two employees in the corresponding month. As a preliminary test, the first three snap-
shot networks are clustered simultaneously (2001-01, 2001-02 and 2001-03), followed by
clustering all snapshots. The results can be seen in Table 7.4.
First, as predicted from the high CPU time on the small dynamic karate network, cluster-
ing all 13 network snapshots proves to be too computationally expensive for DynOptMod
and the experiment is terminated by the solver as resource limits are reached (100000
seconds). Therefore it is concluded that DynOptMod is really only useful in the case of
benchmarking the locally optimal methods on smaller networks to gauge how well they
perform. For any larger networks, DynOptMod will not be included in the comparison.













2001-01 95 828 4 85 815 0.2283
2001-02 92 1227 1 92 1227 0.2931
2001-03 94 1419 2 92 1418 0.3387
2001-04 107 1396 2 105 1395 0.2555
2001-05 123 1464 2 121 1463 0.2015
2001-06 120 736 1 120 736 0.1031
2001-07 107 1089 1 107 1089 0.1920
2001-08 130 1776 1 130 1776 0.2118
2001-09 128 2544 1 128 2544 0.3130
2001-10 133 7287 1 133 7287 0.8301
2001-11 127 5105 1 127 5105 0.2631
2001-12 113 1688 1 113 1688 0.2668
2002-01 111 2265 2 109 2264 0.3846
Table 7.3: Monthly network snapshots of email interactions between the core set of
151 Enron employees.
2001-01 to 2001-03 2001-01 to 2002-01
Method Qave CPU Modules Qave CPU Modules
DynOptMod 0.6185 2.30e04 5 - - -
SimMod 0.6185 3.31 5 0.6175 60.05 8
Average-method 0.6157 - 5 0.5481 - 7
Table 7.4: Results of SimMod, DynOptMod and Average-method for the unweighted
Enron networks.
Second, it is found that in both cases SimMod achieves marginally higher average mod-
ularity than the Average-method. Furthermore, for the first three snapshots SimMod
achieves the global optimum where the Average-method does not.
7.3.3.3 Application to biological dynamic networks
In this section, SimMod and Average-method are applied to two biological dynamic net-
works that have been constructed from gene expression data. At this point in the method
development, concern lies only with the method’s ability to maximise average modular-
ity and therefore evaluation of the biological significance of the consensus partitions will
be considered at a later time.
The first dynamic network comprises 6 snapshot networks generated from gene co-
expression data obtained from the ArrayExpress database [160] (Accession Number:
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E-GEOD-76). The dataset consists of time course experiments monitoring 18 mice un-
dergoing surgical intervention for pressure-overload induced hypertrophy and 18 sham-
operated controls. Measurements were taken at 1 hour, 4 hours, 24 hours, 48 hours,
1 week, and 8 weeks post surgery. The raw expression values were normalised and
filtered and the correlation of gene expression between samples were calculated and out-
liers removed. Overall, 4348 genes across 35 samples were found to be differentially
expressed and considered for network inference. Pairwise gene co-expression matrices
were constructed for each time point. Pairwise similarity in gene expression vectors was
calculated by the Pearson correlation coefficient. Gene pairs that were correlated above
a certain threshold were used to construct an undirected unweighted network, where
nodes correspond to genes and links represent co-expression between genes.
The resulting 6 network snapshots are clustered by both SimMod and Average-method.
SimMod finds a consensus partition of 5 modules with Qave = 0.2448 and Average-
method finds a partition of 6 modules with Qave = 0.1897. Again, SimMod shows an
improvement in results compared to Average-method. However, it is noted that in the
case of both networks, the value of average modularity is relatively low; it is generally
considered that a value of modularity equal to 0.3 indicates the presence of community
structure [49], therefore a similar value for average modularity could also be assumed.
This may be due to the fact that the network at 1 week is very dense with more than
half the possible interactions existing (0.5879) and therefore may not be very modular
and as such effects the whole consensus partition. In any case, here the methods are
being evaluated with regard to value of average modularity, and in this case SimMod
outperforms Average-method.
The biological meaning of the results was briefly investigated by looking at the functional
enrichment of GO terms in each of the consensus modules. Initial results did not show
the consensus modules to be significantly enriched for any functions. There are a few
possible explanations, including the fact that there is very little overlap between these
network snapshots, i.e. many nodes and links do not appear at multiple time points, and
therefore this data may not be suitable for this type of analysis but may be more suited
to evolutionary clustering where focus is on tracking the changes in community structure
over time rather than the commonality. Furthermore, the problem could lie with the data
and the fact that with gene expression data, there may be missing or false information.
Equally it may be necessary to re-think the way in which the networks are constructed.
However, only tentative steps were taken to biologically evaluate these results due to
time constraints, and therefore currently, other than assessing the method’s performance
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Snapshot Nodes Links Density
1 hour 483 5250 0.0451
4 hours 361 12527 0.1928
24 hours 590 18583 0.1069
48 hours 633 35998 0.1800
1 week 45 582 0.5879
8 weeks 200 5129 0.2577
Table 7.5: Summary of the time course gene co-expression network snapshots.
Snapshot Nodes Links Density
TC-PIN 1 3450 14413 0.0024
TC-PIN 2 3404 14038 0.0024
TC-PIN 3 3460 15082 0.0025
Table 7.6: Summary of the first three TC-PINs.
based on value of average modularity obtained, no conclusions are made regarding the
utility of the method for biological applications based on these findings.
Finally time course yeast protein interaction networks (TC-PINs) as described in [196]
are considered. A static PPI network of S. cerevisiae was downloaded from the Databse
of interacting proteins (DIP) [217] comprising 4,950 proteins and 21,788 links. Microar-
ray data with gene with expression measured at 36 time points was obtained from Gene
Expression Omnibus [29] (Accession Number GSE3431). Networks, known as Time
Course Protein Interaction Networks (TC-PINs), were constructed for each time point
by creating interactions if two interacting proteins in the static PPI network were also
expressed above a certain level at that particular time point.
These network snapshots are significantly larger than previously tested networks and
therefore only the first three TC-PINs are clustered in order to determine whether
the methods are applicable to such large networks. The three network snapshots are
summarised in Table 7.6. SimMod finds a consensus partition of 25 modules with
Qave = 0.4995 and Average-method finds a partition of 24 modules with Qave = 0.5189.
Therefore in this case, Average-method outperforms SimMod, which demonstrates the
MINLP method’s limitations in terms of scalability. In Chapter 4, WeiMod also shows
signs of limitations in the case of the email network. Therefore scalability clearly presents
a challenge for the mathematical programming models presented in this thesis. This will
be discussed further in Chapter 8, Section 8.5.
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It is again emphasised that this section serves only to evaluate the applicability of
SimMod in comparison with Average-method and further analysis into whether the con-
sensus partitions are biologically meaningful in these specific experiments and biological
networks in general, will feature in future work.
7.4 Discussion and conclusions
In this chapter, two mathematical programming models were proposed to detect con-
sensus partitions of dynamic complex networks. DynOptMod and SimMod, extended
previous algorithms to simultaneously cluster a series of dynamic network snapshots by
optimising average modularity across all time points.
A comparative analysis between DynOptMod, SimMod and a similar method from the
literature, Average-method [25], was carried out. The simultaneous clustering methods
were evaluated in terms of their ability to optimise Qave. First, it was found that
DynOptMod, like OptMod, was only applicable to smaller networks due to the high
computational cost of the MIQP model. Second, improvements were shown by SimMod
over the Average-method on small to medium sized dynamic networks. However, for
the largest dynamic network, the TC-PINs, Average-method was shown to outperform
SimMod. Since the Average-method is a modified version of Louvain [34], which is known
to be fast and accurate, it is unsurprising that Average-method also performs well on
large dynamic networks. Overall, SimMod was shown to be a competitive method for
clustering medium sized dynamic networks.
It is noted that there is a large difference in size between the second largest network
(generated from mouse gene expression data) and the TC-PINs. Further tests on inter-
mediate sized dynamic networks are required to determine more precisely the limitations
of SimMod. In general, scalability limitations of the mathematical programming models
presented in this thesis is a recurring issue, as it is with many modularity optimisation
methods. The added complication in the case of dynamic networks is that not only the
number of nodes, but also the number of snapshots have to be considered. Means of
improving scalability will feature in future work and are discussed further in Chapter 8,
Section 8.5.
Chapter 7 Community structure detection in dynamic networks 177
In parallel to assessing the capabilities of DynOptMod and SimMod as optimisation
models, the meaningfulness of simulataneous clustering as an approach to dynamic net-
work analysis must also be considered; what does the consensus partition signify for a
dynamic network? In [25], optimising the average modularity is said to uncover modules
that are to some extent relevant at each time point and that correspond to the most
persistant or prominent modules over the observed time period. For example, in the case
of the Enron dynamic network the modules of the consensus partition may represent the
groups of employees that remained faithful to one another during the crisis. As such,
these modules may uncover information about which employees were in league with each
other and therefore assist with any investigation. The meaningfulness of the results of
the biological networks can be investigated by considering functional annotations. For
example, the modules of the concensus partition may be enriched for certain biological
pathways or functions. If so, it may be that these represent the most relevant biological
functions in the process being modelled by the dynamic network. Overall, the results
from simultaneous clustering may offer a more global view of the dynamic network.
However, major events or changes such as those outlined for the Enron network in Section
7.3.3.2 cannot be detected by a consensus partition. Equally, simultaneous clustering
cannot track the evolution of modules. For example, in biological networks, it is of
interest whether the modules enriched for certain biological functions remain constant
throughout time, or whether the main biological functions change during the observation
period. Such questions can be better addressed by evolutionary clustering.
As described in Section 7.2, evolutionary clustering is the partitioning of a network
at the current time point while taking into consideration partitions from one or more
previous time points. Future work could be envisaged towards the implementation of
such an approach using a mathematical programming framework.
Clearly, dynamic networks can be approached in different ways depending on what type
of questions are being asked about the system. It is therefore necessary to first define
the problem statement of a specific experiment in order to decide which route to take. In
summary, the steps required to advance the work presented in this chapter include appli-
cations to evaluate the results by SimMod, improvements to the method’s scalability and
finally implement a mathematical programming model to tackle the evolutionary clus-
tering problem. Overall the methods presented in this chapter represent the first steps
in addressing the concept of community structure in the context of dynamic networks
and leave a clear pathway of further investigation.
Chapter 8
Conclusions
This thesis has investigated the problem of community structure detection in complex
networks and in particular its relevance within the context of biological systems. A
series of mathematical programming models have been developed to address various
manifestations of the community structure detection problem. First the detection of
disjoint communities in weighted and binary networks was tackled. This work was
then extended to allow for the detection of overlapping modules. Finally, the concept of
community structure in dynamic networks was explored. Where applicable, comparative
analyses were carried out with methods from the literature. Results showed the proposed
algorithms to be competitive with the associated approaches. Furthermore biological
evaluations were undertaken to demonstrate the ability of the methodology to extract
meaningful results in biological applications.
This chapter concludes the thesis. First, a brief overview of each chapter is given. Next,
the research aims outlined in Chapter 1 are revisted in order to indicate where they have
been addressed in the thesis and to assertain to what degree they have been fulfilled.
Major contributions of the thesis are then detailed, followed by discussions regarding
the limitations of the work and the potential avenues of future research. Finally, some
concluding remarks are provided.
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8.1 Overview of thesis
Chapter 1 introduced the general topic of research undertaken in this thesis; briefly
explaining the rationale behind the work and placing the community structure detection
problem in a bioinformatics context. This was followed by the outlining of the key
research goals.
Chapter 2 provided a detailed review of essential background and related work. First an
introduction to complex networks and their properties was given, followed by a descrip-
tion of several types of biological systems that can be modelled by complex networks.
Community structure was then further discussed and in particular its significance to
biological networks and example applications were described. Finally, the modularity
measure was introduced and a review of modularity optimisation methods was given.
Chapter 3 tackled the problem of detecting a partition of disjoint communities in un-
weighted networks. An existing MIQP modularity optimisation model was incorporated
into a novel two-stage mathematical programming approach known as iMod. An initial
partition was first detected via an MINLP modularity optimisation formulation which
was then improved through the iterative application of the MIQP algorithm. A compar-
ative analysis showed that despite no guarantee of optimality, iMod achieved globally
optimal solutions on networks with up to 512 nodes and furthermore outperformed all
other methods tested when applied to larger networks up to 1133 nodes.
Chapter 4 saw the generalisation to weighted networks of the MINLP modularity opti-
misation model in Stage 1 of the iMod procedure, creating a clustering method known
as WeiMod. Iteratively solving the MINLP 1000 times for each clustering experiment
showed WeiMod to perform as well as, but in most cases better than three other mod-
ularity optimisation methods from the literature on weighted and unweighted networks
with up to 889 nodes. However it was found that iMod performed better than WeiMod
on unweighted networks, and in particular on a large network with 1133 nodes. The
main conclusion is that WeiMod is a competitive method for clustering medium sized
weighted and unweighted networks (defined loosely here as having < 900 nodes), however
its scalability remains a point for consideration in future work.
Chapter 5 tackled the problem of detecting overlapping communities in complex net-
works. A two-stage procedure was proposed which first involved the detction of a hard
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partition followed by the transformation of the disjoint communities to overlapping com-
munities through an MINLP model. A method comparison for the karate network illus-
trated that results are highly variable across methods. Evaluations on two PPI networks
found that the two-stage procedure assigned highly connected and multi-functional pro-
teins to multiple modules. Moreover, many of the most strongly multi-clustered pro-
teins were associated with disease, including cancer. Results suggest that the proposed
methodology has the potential to detect structually and functionally important nodes
in biological networks.
Chapter 6 investigated the disjoint and overlapping community structure of an integrated
network of the major fungal pathogen Fusarium graminearum. The functional coherence
of communities, properties of multi-clustered genes and the relationship of verified and
predicted virulence-associated genes with community structure were all examined. This
study was a first step in deciphering the underlying mechanisms of the pathogen. The
analysis served to highlight the potential contributions of the methodology described in
this thesis in future bioinformatics applications.
Chapter 7 addressed the final stage of the method development in this thesis by in-
vestigating the application of community structure detection to dynamic networks. A
consensus clustering approach was taken to tackle the problem through the extension
of previous MIQP and MINLP models to optimise the average modularity across net-
work snapshots. Results showed the proposed methods to achieve competitive results
for small to medium sized networks, although scalability limitations were encountered.
However, evaluations of the significance of consensus partitions in a biological context
are now required.
8.2 Research aims revisited
In Chapter 2, five research aims were outlined. These are now revisited in this section
in order to ascertain how effectively they have been fulfilled.
• To build on existing modularity optimisation methodology to detect disjoint com-
munities in larger scale as well as weighted networks.
This goal was addressed in Chapters 3 and 4. The first step was tackled in Chap-
ter 3 where the aim was to increase the scalability of the globally optimal MIQP
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clustering algorithm, OptMod [219]. Although this required sacrificing the guar-
antee of optimality, the resulting method, iMod, still managed to retain OptMod’s
accuracy to some extent. iMod was shown to obtain globally optimal solutions
for networks up to 512, an increase in scalability from networks of up to 104
nodes (OptMod alone). Furthermore, on networks with up to 1133 nodes, iMod
found better sub-optimal results than four other modularity optimisation methods.
Therefore, the first part of this research aim was achieved.
Weighted networks were addressed in Chapter 4. The decision was made not to
include the MIQP component of the iMod procedure and to explore the capabilities
of the MINLP formulation of modularity optimisation in its own right. WeiMod
was shown to outperform methods from the literature on weighted networks with
up to 889 nodes. However iMod was found to achieve better values of modularity
than WeiMod on certain unweighted networks, most importantly on a network
of 1133 nodes. Therefore in terms of clustering medium sized weighted networks
(< 900 nodes), WeiMod has met the second part of this research aim. However
the fact that iMod offers more accurate solutions on unweighted networks means
that clustering larger weighted networks will feature in future work.
• To define and implement a solution procedure to the problem of detecting overlap-
ping community structure.
This aim was tackled in Chapter 5. The main challenge was to first define the
problem statement. The route taken was a two-stage procedure which capitalised
on previous clustering algorithms to first detect a disjoint partition which could
then be transformed into a cover of overlapping communities via an MINLP model,
known as OverMod. Evaluations of this method were not straight forward due to
the variability of results shown across methods. However, applications to biological
networks demonstrated the ability of the procedure to assign proteins to multiple
modules which exhibited properties compatible with the general concept of a multi-
clustered protein in the context of this thesis. It is therefore concluded that this
research aim was met although further applications in biological networks will
ascertain more robustly the capabilities of this methodology.
• To define and implement a solution procedure to the dynamic community structure
detection problem.
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This research aim was investigated in Chapter 7. Again, as with the overlapping
community detection task, the iniital challenge was to determine which defini-
tion of the problem to explore. The consensus clustering approach was taken and
MIQP (DynOptMod) and MINLP (SimMod) models were formulated. DynOpt-
Mod showed scalability limitations, which were expected since it guarantees global
optimality. SimMod was shown to be a competitive method for clustering medium
sized dynamic networks however also exhibited scalability limitations. Overall,
Chapter 7 presented the first steps into clustering dynamic networks. Applications
are required to verify the meaningfulness of the consensus partition in a biological
context and therefore this research goal is still a matter of on-going work.
• To evaluate methodology to show comparability with existing methods from the
literature.
This research aim is covered in all chapters apart from Chapter 6. This aim refers
generally to comparing the methodologies in this thesis against other methods
from the literature based on the ability to optimise the objective functions. It
was possible to do this for iMod, WeiMod, DynOptMod and SimMod as methods
with the same objective functions exist. For iMod and WeiMod (Chapters 3 and
4 respectively) there were many comparison methods to chose from due to the
multitude of existing modularity optimisation methods. The methods chosen rep-
resented a variety of optimisation techniques and were well-established methods.
The performance of both iMod and WeiMod was demonstrated on synthetic as well
as a number of real life networks. Similarly, a direct comparison for DynOptMod
and SimMod in Chapter 7 was possible with the Average-method of Aynaud and
Guillaume [25] on four dynamic networks. Overall, comparisons with associated
methods from the literature showed that each method performed very well within
specific limits. For example, iMod and WeiMod found the best solutions in the
synthetic network analysis and for real networks with up to 1133 and 889 nodes
respectively. DynOptMod guarantees globally optimal solutions and therefore for
some small cases detected the best solutions but scalability soon became a prob-
lem. Similarly on certain networks SimMod found the best solutions, but for the
dynamic network with the largest snapshot networks Average-method performed
better.
A direct comparison was more difficult for OverMod since results first depend
on the algorithm used to find the hard partition, and second there are no other
methods with an identical objective function. A method comparison with the
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karate network was carried out in order to illustrate the large variability in results
between overlapping clustering methods and indicated that a direct comparison
between methods may not be very helpful but context specific evaluations are
required instead, which is tackled in the final research aim below.
• To demonstrate the potential of such methods to find meaningful results in biological
applications.
The final research aim was addressed in Chapters 5 and 6. Functional enrichment
analysis of modules detected by modularity optimisation is regularly carried out
and has shown the appoach to find biologically meaningful results [43, 115, 119].
Therefore focus here was on analysing the less applied and relatively new ap-
proach of detecting overlapping modules. Several previous studies have assessed
the functional enrichment of overlapping communities to illustrate that they are
more biologically coherent than non-overlapping communities [185, 206, 223]. A
different route was taken in this thesis; properties of the multi-clustered nodes were
investigated in an attempt to characterise the type of node (protein, gene etc.) that
is likely to anchor functional units. First, OverMod was shown to multi-cluster
proteins in the human and rat PPI networks that were on average more highly
connected and more multi-functional than mono-clustered proteins. The method-
ology was then applied to the integrated network of Fusarium graminearum. Again
multi-clustered nodes were shown to be highly connected and involved in more bi-
ological functions but furthermore, were shown to contain more protein domains
and to be enriched for nodes with ‘connector’ roles, according to definitions in [83].
The properties found reflected the idea that nodes which link modules do indeed
play some strategic role in the overall functioning of the network. Therefore, these
specific applications demonstrated that OverMod could find biologically meaning-
ful results, therefore contributing to the achievement of this research aim. However
future work will be largely aimed at more applications to thoroughly investigate
the ability of OverMod to detect ‘important’ nodes.
8.3 Contributions
Key contributions of this thesis are listed below.
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• Extended the use of an existing mathematical programming approach to find dis-
joint communities in medium to large sized networks.
• Extended the use of mathematical programming models to find disjoint partitions
of weighted networks.
• Developed a two-stage mathematical programming procedure to transform disjoint
to overlapping communities.
• Extended two mathematical programming models to simultaneously cluster mul-
tiple network snapshots.
• Demonstrated that the procedure for detecting overlapping communities could
multi-cluster proteins with properties indicating their topological and functional
importance through biological and agriculture case studies.
8.4 Limitations
It has been previously acknowledged that modularity optimisation suffers from three
limitations: NP-hardness [35], a resolution limit [73] and degeneracy of solutions [76].
These limitations are briefly discussed below.
• NP-hardness affects the scalability of the modularity-based methods presented in
this thesis and as is mentioned below in Section 8.5, this will be addressed in
future work. The NP-hardness of modularity optimisation ultimately results in a
trade-off being made between accuracy and efficiency of clustering methods and
as such, methods should be chosen according to experiment-specific requirements.
• The resolution limit in modularity optimisation results in the failure to detect
communities that are smaller than a certain limit [73]. Although it may be pos-
sible that a module of any size comprises smaller modules, it is found that it is
more likely to be the case if the number of intra-community links is less than or
equal to
√
2L where L is the total number of links in the network. A few methods
have been proposed to overcome this including: an alternative objective func-
tion known as ‘modularity density’ [121], recursive partitioning of sub-networks
[176, 218], re-weighting of network interactions [32] and multi-resolution meth-
ods that incorporate a tuneable parameter in the modularity objective function
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[22, 119, 170, 171, 197]. However, it has recently been shown that the resolution
limit also exists for multi-resolution techniques and it is in fact likely to be a general
problem for all methods based on global optimisation [108]. This could indicate
that in general, alternative methods may also exhibit some form of disadvantage
or limitation as of yet undiscovered. Therefore, the aspect that leans in favour
of modularity optimisaiton is that it is well-established and whereas new meth-
ods have not as yet been evaluated as thoroughly in as many different contexts,
modularity has already proven itself to be an informative measure.
• Modularity optimisation solutions have been found to suffer from degeneracy. It
has been shown that partitions that have modularity values close to the optimal
partition can show great structural variation [76]. Furthermore, as the number
of modules in a partition increases, the number of possible close-to-optimal par-
titions grows at least exponentially. The degenerate solutions are a result of the
modularity function not strongly penalising partitions that merge modules. As the
number of modules increases, the penalty (change in Q) for merging two modules
vanishes. Consequently, it is unclear which of these equally ‘good’ or probable par-
titions is the correct or more meaningful without any external information about
the network other than purely based on the interactions. However, less emphasis
is put on the degeneracy of solutions in the clustering literature compared with
the interest in the resolution limit and therefore, for the same reasons as above,
modularity optimisation should not be dismissed due to this limitation.
The above limitations have raised doubts about the ability of modularity-based ap-
proaches to cluster complex networks. However, modularity optimisation has proven its
utility and is well-established and commonly used. In particular, as has been indicated
at several points throughout this thesis, clustering methods based on modularity opti-
misation have found informative results in biological applications. Therefore, as long as
one is aware of the existence of the limitations when interpreting results, it is still rea-
sonable to continue to invest time in developing modularity-based clustering methods.
Overall, regarding the methodologies proposed in this thesis, their true advantages and
disadvantages will be uncovered in more context-specific applications.
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8.5 Future work
Future work will involve the extension and improvement of the methodologies presented
in this thesis. One of the main outcomes of the method evaluations was that scalability
is a problem for most of the proposed models. Biological networks can range from a few
hundred to a few thousand, or even tens of thousands of nodes. Since the clustering
procedures in this thesis have been developed with bioinformatics applications in mind,
increasing method efficiency is required. For WeiMod there are two avenues for possible
future work: (i) generalise the MIQP formulation of modularity optimisation and make
a fully generalised iMod procedure for clustering weighted networks or (ii) focus on
reducing the computational cost of WeiMod. Despite iMod having been shown to be
more accurate than WeiMod on unweighted networks, the former is not necessarily the
preferable option as results in Chapter 3 identified that Stage 2 of the iMod method is
often unstable in terms of computational cost. Therefore efforts may be better directed
at improving the efficiency of WeiMod.
Contributions to the improvement of the scalability of WeiMod may come from using
alternative MINLP solvers. Several are available through GAMS [6]. This is touched
on briefly in Chapter 4 where a comparison is made between SBB and DICOPT. For
these two solvers, results did not show much variation, however future work will further
investigate alternative solvers, as well as explore the possibility of combining solvers. In
addition, the effect of parallel processing can be investigated. Further improvements to
scalability may come from including symmetry breaking constraints in order to avoid
equivalent solutions, such as those seen in OptMod [219]. The scalability limitations of
WeiMod and the corresponding future work apply equally to SimMod. However, the
added consideration with dynamic networks is the effect of the number of snapshots as
well as the number of nodes in each of the snapshots. Therefore resolving scalability
issues for SimMod may prove a more difficult task.
Future work will also involve the continuation of the method development that has been
presented in this thesis, i.e. continuing the seach for more realistic community structure
modelling frameworks. For example in Chapter 4, Section 4.5 objective functions are
suggested to (i) cluster directed networks and (ii) overcome the resolution limit. The
proposed measures can easily replace standard modularity in the WeiMod mathematical
model.
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Furthermore, at the end of Chapter 7, the idea of evolutionary clustering is suggested as
the next solution to clustering dynamic networks. Formally, an evolutionary clustering
algorithm is given the current state and the previous state of a dynamic network, Gt
and Gt−1 respectively and a partition of the network at time t−1 as input and returns a
partition of the current network at time t. This problem statement can be formulated as
a mathematical model where the objective function comprises the modularity measure
of the network at the current time point plus a preservation coefficient, measuring the
proportion of node pairs occurring together in the same module at time t and in the
partition of time t − 1. Additionally, ways in which the evolution of a module can be
tracked across network snapshots should also be investigated.
Moreover, this is not the end of the method development; future directions are still to be
considered. A possible option is to incorporate prior biological knowedge into the models
in order to achieve more accurate solutions. For example, nodes with similar functional
annotations could be constrained to be in the same community [112]. Such constraints
could be easily implemented within the mathematical programming framework that has
been employed throughout the thesis.
Biological applications will also feature in future work in order to first, evaluate more
robustly the cababilities of the methodologies, but also to use the methods to generate
hypotheses which can possibly be validated in experimental investigations.
More specifically, future work involving OverMod will investigate features of multi-
clustered nodes, other than those considered in Chapters 5 and 6, that reinforce their
role as connectors and their influential position. For example, for the human PPI net-
work, it can be investigated whether multi-clustered proteins are enriched for druggable
targets according to the druggable genome [177] as has been done in [223]. This will
again indicate whether OverMod has the potential to identify important nodes, such as
drug targets.
Furthermore, the application pipeline outlined in Chapter 6 can be executed on better
annotated organisms. If more virulence associated genes are known, or equally a signif-
icant number of genes with other important properties, the analysis may arrive at more
concrete conclusions.
Finally, the biological significance of clustering dynamic networks will be explored. As
this area of investigation is still relatively in its infancy, it is not yet clear what form
such future work will take. However questions that will be considered include: (i) what
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do the modules of a consensus partition represent, are they indeed enriched for the most
important biological functions in the process being modelled and (ii) does community
structure change over time, and if so what biological changes do the topological changes
correspond to? The clustering of dynamic biological networks presents a large area of
consideration for future work.
8.6 Concluding remarks
This thesis has advanced the use of mathematical programming in community struc-
ture detection. Several stages of an evolving problem statement have been addressed
resulting in more accurate modelling frameworks for the detection of communities in
complex networks. Furthermore, the proposed methodologies show improvements on
similar existing approaches.
Additionally, these methodological developments go a long way to represent many of
the intricate relationships that exist in complex biological systems. Evidence of this
can been seen in applications in biological and agricultural case studies. The promising
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