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GRADIENT ESTIMATES OF DIRICHLET HEAT KERNELS FOR
UNIMODAL LE´VY PROCESSES
TADEUSZ KULCZYCKI AND MICHA L RYZNAR
Abstract. Under some mild assumptions on the Le´vy measure and the symbol
we obtain gradient estimates of Dirichlet heat kernels for pure-jump isotropic
unimodal Le´vy processes in Rd.
1. Introduction
The Dirichlet heat kernels for Le´vy processes have been intensively studied in
recent years. Qualitatively sharp estimates for classical Dirichlet heat kernels for
the Brownian motion were established in 2002 by Zhang [38] for C1,1 domains and
in 2003 by Varopoulos [34] for Lipschitz domains. Upper bound for the Dirichlet
heat kernels for the isotropic stable processes were given in 2006 by Siudeja [31]
for convex sets. He used some ideas from [21]. In 2008 Chen, Kim and Song [9]
obtained sharp, two sided estimates for the Dirichlet heat kernels for the isotropic
stable process for C1,1 open sets. In 2009 Bogdan, Grzywny and Ryznar [4] showed
similar results for κ-fat open sets. Gradual extensions were then obtained for some
subordinate Brownian motions [6, 7, 8], for Le´vy processes with comparable Le´vy
measure [17] and unimodal Le´vy processes satisfying some scaling conditions [3].
The aim of this paper is to obtain gradient estimates of Dirichlet heat kernels
for unimodal Le´vy processes whose symbols satisfy some scaling conditions and
Le´vy measures satisfy some regularity conditions. The main result is the following
theorem.
Theorem 1.1. Let X = (Xt, t ≥ 0) be a pure-jump isotropic Le´vy process in Rd with
the characteristic exponent ψ, which satisfies WLSC(α, θ0, C) and WUSC(α, θ0, C)
for some α > 0, α ∈ (0, 2), θ0 ≥ 0, and C,C > 0. We assume that the Le´vy
measure of X is infinite and has the strictly positive density ν(x) = ν(|x|), ν(r) is
nonincreasing, absolutely continuous such that −ν ′(r)/r is nonincreasing, it satisfies
ν(r) ≤ aν(r + 1), r ≥ 1 for some constant a.
Let D ⊂ Rd be an open, nonempty set and pD(t, x, y) be the Dirichlet heat kernel
for X on D. Then ∇x pD(t, x, y) exists for any x, y ∈ D, t > 0 and we have
|∇x pD(t, x, y)| ≤ c
[
1
δD(x) ∧ 1 ∨ ψ
−(1/t)
]
pD(t, x, y), x, y ∈ D, t ∈ (0, 1], (1)
where c = c(d, ψ), δD(x) = dist(x,D
c) and ψ− denotes the generalized inverse of
ψ∗(r) = supρ∈[0,r]ψ(ρ).
The notation used in the formulation of the above theorem is explained in Pre-
liminaries.
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By the semigroup property one easily gets
Corollary 1.2. If X and D satisfy assumptions of Theorem 1.1 then we have
|∇x pD(t, x, y)| ≤ c
[
1
δD(x) ∧ 1 ∨ ψ
−(1)
]
pD(t, x, y), x, y ∈ D, t ∈ [1,∞),
where c = c(d, ψ).
Analogous gradient estimates of the classical Dirichlet heat kernel were obtained
in 2006 by Zhang [37, Theorem 2.1]. Note that Zhang’s estimates have different
shape than estimates obtained in Theorem 1.1. Namely, in Zhang’s estimate there
is an additional term |x−y|/√t. This is caused by a different behaviour of Dirichlet
heat kernels for pure-jump Le´vy processes and the classical one.
The Dirichlet semigroup of the process X on the domain D ⊂ Rd is given by
PDt f(x) =
∫
D
pD(t, x, y)f(y) dy, x ∈ D, t > 0.
Directly from Theorem 1.1 we get
Corollary 1.3. Let X, D satisfy assumptions of Theorem 1.1 and f be nonnegative,
measurable and bounded on Rd. Then ∇x PDt f(x) exists for any t > 0, x ∈ D and
we have
|∇x PDt f(x)| ≤ c
[
1
δD(x) ∧ 1 ∨ ψ
−(1/t)
]
PDt f(x), x, y ∈ D, t ∈ (0, 1],
where c = c(d, ψ).
Note that we have a simple estimate PDt f(x) ≤ P x(τD > t)‖f‖∞ and for bounded,
sufficiently smooth (C1,1) domains D sharp estimates of P x(τD > t) are known [3,
Theorem 4.5].
Gradient estimates of PDt f for Dirichlet semigroups corresponding to diffusion
processes X whose generators are second-order elliptic operators have been inten-
sively studied see e.g. [35, 11], [24, Chapter 3]. The main motivation of such
estimates comes from well-known connections with stochastic differential equations
see e.g. [16, 33].
Estimates of |∇x Ptf(x)|, where {Pt}t>0 is the semigroup of a free Le´vy process
were obtained in 2012 by Schilling, Sztonyk, Wang [29, Theorem 1.3]. Ptf is given
by Ptf(x) =
∫
pt(x− y)f(y) dy, where pt(x) is the transition density of the process
X . Interesting estimates of derivatives of pt were obtained in [29] and [15]. The
gradient estimates |∇x Ptf(x)| from [29] were applied to study stochastic differential
equations driven by Le´vy processes in [25].
In 2011 estimates of ‖DPtf‖ were obtained by Priola and Zabczyk in [27, Theorem
4.14, (5.19)] for the semigroup {Pt}t>0 of the solution to a nonlinear stochastic partial
differential equation
dXt = AXt dt+ F (Xt) dt+ dZt
in a real seperable Hilbert space driven by an infinite dimensional, cylindrical stable
process Z (D is here a Fre´chet derivative). The results of that paper apply to
stochastic heat equation with Dirichlet boundary conditions, see [27, Example 5.5].
It is also worth pointing out that Da Prato, Goldys and Zabczyk in [10, Corollary on
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page 437] obtained estimates of |DP Ot f(x)| where {P Ot }t>0 is the Dirichlet semigroup
of the process X on O, X is the solution of a linear stochastic equation
dX = AX dt+ dW
in a separable Hilbert space H driven by a Wiener process W on H , and O is an
open subset of H .
The paper is organized as follows. In Section 2 we introduce the notation and
collect known facts needed in the sequel. In Section 3 we provide some auxiliary
estimates of the heat kernel and the Le´vy measure. The main section of the paper
is Section 4 in which we prove Theorem 1.1. The next section contains examples
of processes which satisfy assumptions of Theorem 1.1. In Appendix we provide a
proof of Theorem 2.5 which is an extension of Theorem 4.5 in [3].
2. Preliminaries
In the whole paper we use a convention that for a radial function f : Rd → R
we write f(x) = f(r), if x ∈ Rd and |x| = r. All constants appearing in this paper
are positive and finite. We write κ = κ(a, . . . , z) to emphasize that κ depends only
on a, . . . , z. We adopt the convention that constants denoted by c (or c1, c2) may
change their value from one use to another. We write f(x) ≈ g(x) for x ∈ A and say
f and g are comparable for x ∈ A if f, g ≥ 0 on A and there is a number c ≥ 1, called
comparability constant, such that c−1f(x) ≤ g(x) ≤ cf(x) for x ∈ A. For x ∈ Rd
and r > 0 we let B(x, r) = {y ∈ Rd : |y− x| < r}. We denote a∧ b = min(a, b) and
a ∨ b = max(a, b) for a, b ∈ R. When D ⊂ Rd is an open set we denote by B(D) a
family of Borel subsets of D.
A Borel measure on Rd is called isotropic unimodal if on Rd \ {0} it is abso-
lutely continuous with respect to the Lebesgue measure and has a finite, radial,
radially nonincreasing density function. Such measures may have an atom at the
origin. A Le´vy process X = (Xt, t ≥ 0) is called isotropic unimodal if its transition
probability pt(dx) is isotropic unimodal for all t > 0. Unimodal isotropic pure-
jump Le´vy processes are characterized [36] by unimodal isotropic Le´vy measures
ν(dx) = ν(x) dx = ν(|x|) dx.
The characteristic exponent of X is given by
ψ(ξ) =
∫
Rd
(1− cos〈ξ, x〉) ν(dx), ξ ∈ Rd.
In the whole paper we assume that X is a pure-jump isotropic unimodal Le´vy
process in Rd with the characteristic exponent ψ and that the Le´vy measure of X
is infinite. We also assume that the following Hartman-Wintner condition holds
lim
|x|→∞
ψ(x)
log |x| =∞. (2)
This guarantees that for any t > 0, pt(dx) has a radial, radially nonincreasing density
function pt(x), which is bounded and smooth on R
d.
The derivative ν ′(r) is understood as a function (defined a.e. on (0,∞)) such
that ν(r) = − ∫∞
r
ν ′(ρ)dρ, r > 0. In fact, under the assumption that −ν ′(r)/r is
nonincreasing on the set where it is defined, we can always take a version which is well
defined for each point r > 0 and −ν ′(r)/r is nonincreasing on (0,∞). Throughout
the whole paper we use that meaning of ν ′(r). Note also that if ν(r) is convex then
−ν ′(r)/r is nonincreasing (in the above sense).
4 T. KULCZYCKI AND M. RYZNAR
Now we recall the definition of scaling conditions (cf. [2]). Let ϕ be a non-
negative, non-zero function on [0,∞). We say that ϕ satisfies a weak lower scaling
condition WLSC(α, θ0, C) (and write ϕ ∈ WLSC(α, θ0, C) or ϕ ∈ WLSC) if there
are numbers α > 0, θ0 ≥ 0 and C > 0 such that
ϕ(λθ) ≥ Cλαϕ(θ), for λ ≥ 1, θ ≥ θ0.
We say that ϕ satisfies a weak upper scaling condition WUSC(α, θ0, C) (and write
ϕ ∈ WUSC(α, θ0, C) or ϕ ∈ WUSC) if there are numbers α ∈ (0, 2), θ0 ≥ 0 and
C > 0 such that
ϕ(λθ) ≤ Cλαϕ(θ), for λ ≥ 1, θ ≥ θ0.
Note that the condition ψ ∈WLSC(α, θ0, C) implies (2).
Recall that the maximal characteristic function is defined by ψ∗(r) = supρ∈[0,r]ψ(ρ),
r ≥ 0. We define its generalized inverse ψ− : [0,∞)→ [0,∞] by
ψ−(x) = inf{y ≥ 0 : ψ∗(y) ≥ x}, 0 ≤ x <∞,
with the convention that inf ∅ =∞. It is well known [2, Proposition 2] (see also [12,
Proposition 1])
ψ(r) ≤ ψ∗(r) ≤ π2ψ(r), r ≥ 0. (3)
In the paper we will use the renewal function V of the properly normalized as-
cending ladder-height process of X
(1)
t , where X
(1)
t is the first coordinate of Xt. The
ladder-height process is a subordinator with the Laplace exponent
κ(ξ) = exp
{
1
π
∫ ∞
0
logψ(ξζ)
1 + ζ2
dζ
}
, ξ ≥ 0,
and V (x) is its potential measure of the half-line (−∞, x). The Laplace transform
of V is given by ∫ ∞
0
V (x)e−ξx dx =
1
ξκ(ξ)
, ξ > 0.
For a detailed discussion of the properties of V we refer the reader to [30]. We have
V (x) = 0 for x ≤ 0 and V (∞) := limr→∞ V (r) =∞. V is subadditive, that is
V (x+ y) ≤ V (x) + V (y), x, y ∈ R.
It is known that V is absolutely continuous on (0,∞) and strictly increasing on
(0,∞). We will use V and its inverse function V −1 in the estimates of heat kernels.
By [1, Proof of Proposition 2.4] we have
c1ψ
(
1
r
)
≤ 1
V 2(r)
≤ c2ψ
(
1
r
)
, r > 0, (4)
where c1, c2 are absolute constants. It is clear that
r < V −1(
√
t) ⇐⇒ V 2(r) < t, r, t > 0, (5)
and
r < V −1(
√
t) ⇐⇒ t
V 2(r)rd
> [V −1(
√
t)]−d, r, t > 0. (6)
If ψ ∈WLSC and ψ ∈WUSC then by (3), (4) we get for any t ∈ (0, 1]
1
V −1(
√
t)
≈ ψ−
(
1
t
)
, (7)
where the comparability constant depends only on ψ.
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By (4), [3, (1.9)], [3, Remark 1.4] and arguments similar to the justification of [3,
(1.8)] we obtain the following scaling properties V −1.
Lemma 2.1. Let ψ satisfy WLSC(α, θ0, C) and WUSC(α, θ0, C) for some α > 0,
α ∈ (0, 2), θ0 ≥ 0, and C,C > 0. Then there exists c1 = c1(d, ψ) such that
V −1(ηω) ≥ c1η2/αV −1(ω), for η ∈ (0, 1], ω ∈ (0, 1],
Now we introduce the condition (H), the reader is referred to [3] for a detailed
exposition.
Definition 2.2. We say that condition (H) holds if for every r > 0 there is Hr ≥ 1
such that
V (z)− V (y) ≤ HrV ′(x)(z − y) whenever 0 < x ≤ y ≤ z ≤ 5x ≤ 5r.
We may assume that r → Hr is nondecreasing. It is known [1, Section 7.1] that
if ψ ∈WLSC and ψ ∈WUSC then (H) holds.
As usual for any x ∈ Rd we denote by Ex, P x the expectation and the probability
measure for the process starting from x. Let D ⊂ Rd be an open, nonempty set. By
τD = inf{t ≥ 0 : Xt /∈ D} we denote the first exit time of the process X from D.
We define a killed process XDt by X
D
t = Xt if t < τD and X
D
t = ∂ otherwise, where
∂ is some point adjoined to D. The transition density for XDt on D is given by
pD(t, x, y) = pt(x− y)−Ex(pt−τD(y −X(τD)), τD < t), t > 0, x, y ∈ D.
pD(t, x, y) is called the Dirichlet heat kernel for the process X on the set D. For
any t > 0 we put pD(t, x, y) = 0 if x /∈ D or y /∈ D. It is well known that
pD(t, x, y) = pD(t, y, x) for any t > 0, x, y ∈ D. The Dirichlet semigroup {PDt }t>0
of X on an open set D ⊂ Rd is defined by
PDt f(x) = E
x(f(Xt), τD > t), x ∈ D, (8)
for any measurable, bounded function f : D → R. It is well known that PDt f(x) =∫
D
pD(t, x, y)f(y) dy, x ∈ D, t > 0.
The corresponding Green function is defined by
GD(x, y) =
∫ ∞
0
pD(t, x, y) dt, x, y ∈ D, x 6= y,
GD(x, x) =∞, x ∈ D, GD(x, y) = 0 if x /∈ D or y /∈ D.
Let D ⊂ Rd be a bounded, open, nonempty set. The distribution P x(X(τD) ∈ ·)
is called the harmonic measure with respect to X . The harmonic measure for Borel
sets A ⊂ (D)c is given by the Ikeda-Watanabe formula [14]
P x(X(τD) ∈ A) =
∫
A
∫
D
GD(x, y)ν(y − z) dy dz, x ∈ D. (9)
When D ⊂ Rd is a bounded, open Lipschitz set then we have [32], [26]
P x(X(τD) ∈ ∂D) = 0, x ∈ D. (10)
It follows that for such sets D the Ikeda-Watanabe formula (9) holds for any Borel
set A ⊂ Dc. Let D ⊂ Rd be a bounded, open, nonempty set. For any s > 0, x ∈ D,
z ∈ (D)c put
hD(x, s, z) =
∫
D
pD(s, x, y)ν(y − z) dy. (11)
6 T. KULCZYCKI AND M. RYZNAR
By Ikeda-Watanabe formula [14] and standard arguments (see e.g. [21, proof of
Proposition 2.5]) for any Borel sets A ⊂ (0,∞), B ⊂ (D)c we have
P x(τD ∈ A,X(τD) ∈ B) =
∫
A
∫
B
hD(x, s, z) dz ds, x ∈ D. (12)
If (10) holds then we can take B ⊂ Dc in (12).
The main tool used in the proof of Theorem 1.1 is the so-called difference process
already constructed in [20] (cf. also [19]). For the Reader convenience we recall
its definition and basic properties from [20, Section 4]. We will use the following
notation xˆ = (−x1, x2, . . . , xd) for x = (x1, x2, . . . , xd), D+ = {(x1, x2, . . . , xd) ∈
D : x1 > 0}, D− = {(x1, x2, . . . , xd) ∈ D : x1 < 0} for D ⊂ Rd. For any t > 0,
x, y ∈ Rd+ put
p˜t(x, y) = pt(x− y)− pt(xˆ− y).
Now let us define P˜t(x,A), t ≥ 0, x ∈ Rd+, A ∈ B(Rd+) by P˜t(x,A) =
∫
A
p˜t(x, y) dy,
t > 0, and P˜0(x, ·) = δx. Let us augment Rd+ by an extra point ∂ so that Rd+ ∪ {∂}
is a one-point compactification of Rd+. We extend P˜t(x,A) to a Markov transition
function on Rd+ ∪ {∂} by setting
P˜t(x,A) =
{
P˜t(x,A ∩Rd+) + 1A(∂)(1 − P˜t(x,Rd+)), for x ∈ Rd+,
1A(∂), for x = ∂,
(13)
for any A ⊂ Rd+ ∪ {∂} which is in the σ-algebra in Rd+ ∪ {∂} generated by B(Rd+).
Then [20, Section 4] there exists a Hunt process X˜ = (X˜t, t ≥ 0) with the state space
R
d
+∪{∂} and the transition function P˜t(x,A). We call it the difference process. We
will denote by P˜ x, E˜x the probability and the expected value with respect to the
process X˜ starting from x.
We say that D ⊂ Rd satisfies the outer cone condition if for any z ∈ ∂D there
exist r > 0 and a cone A with vertex z such that A ∩ B(z, r) ⊂ Dc.
Let D ⊂ Rd+ be an open, nonempty set satisfying the outer cone condition. For
any t > 0, x, y ∈ D we put
p˜D(t, x, y) = p˜t(x, y)− E˜x
(
p˜t−τD(X˜(τD), y), t > τD
)
,
where τD = inf{t ≥ 0 : X˜t /∈ D}. For any Borel A ⊂ D, x ∈ D and t > 0 we have
P˜ x(X˜t ∈ A, τD > t) =
∫
A
p˜D(t, x, y) dy.
We say that a set D ⊂ Rd is symmetric if for any x ∈ D we have xˆ ∈ D.
Let D ⊂ Rd be an open, nonempty, symmetric set satisfying the outer cone
condition. For any t > 0, x, y ∈ D+, we have
p˜D+(t, x, y) = pD(t, x, y)− pD(t, xˆ, y).
It follows that
0 ≤ pD(t, x, y)− pD(t, xˆ, y) ≤ pt(x− y)− pt(xˆ− y), (14)
for any t > 0, x, y ∈ D+. We define the Green function for X˜t and D+ by
G˜D+(x, y) =
∫ ∞
0
p˜D+(t, x, y) dt, x, y ∈ D+,
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G˜D+(x, x) = ∞, x ∈ D+, G˜D+(x, y) = 0 if x /∈ D+ or y /∈ D+. For any x, y ∈ D+,
x 6= y and a Borel set A ⊂ Rd+ put
ν˜(x, y) = lim
t→0
p˜t(x, y)
t
= ν(x− y)− ν(xˆ− y)
and ν˜(x,A) =
∫
A
ν˜(x, y) dy. We call ν˜(x,A) the Le´vy measure for the process X˜ .
If D ⊂ Rd is a symmetric, open, nonempty, bounded Lipschitz set then for a Borel
set B ⊂ Rd+ \D and x ∈ D+ we have
P˜ x
(
X˜(τD+) ∈ B
)
=
∫
D+
G˜D+(x, y)
∫
B
ν˜(y, z) dz dy. (15)
For any s > 0, x ∈ D+, z ∈ Rd+ \D+ put
h˜D(x, s, z) =
∫
D+
p˜D+(s, x, y)ν˜(y, z) dy.
By (15) and standard arguments (see e.g. [21, proof of Proposition 2.5]) for any
Borel sets A ⊂ (0,∞), B ⊂ Rd+ \D+ we have
P˜ x(τD ∈ A, X˜(τD) ∈ B) =
∫
A
∫
B
h˜D(x, s, z) dz ds, x ∈ D+. (16)
Lemma 5.2 in [20] gives
Lemma 2.3. Let X be a process which satisfies assumptions of Theorem 1.1. Then
for any v, z ∈ Rd+ we have
ν˜(v, z) ≤ c|z − zˆ| ν(v − z)
1 ∧ |v − z|
(
1 +
|v − zˆ|
|v − z|
)
,
where c = c(d, ψ).
For any open bounded setD ⊂ Rd and any t > 0 the operators PDt (defined by (8))
acting on L2(D) are Hilbert-Schmidt operators. From general theory of semigroups
it is well known that there exists a sequence of eigenvalues 0 < λD1 < λ
D
2 ≤ λD3 ≤ . . .,
limn→∞ λ
D
n =∞ and an orthonormal basis of eigenfunctions {ϕDn }∞n=1 such that
PDt ϕ
D
n (x) = exp(−λDn t)ϕDn (x), t > 0, x ∈ D, n ∈ N.
The following lemma was proved in [3].
Lemma 2.4. Let D be an open bounded set containing a ball of radius R > 0. Then
1
8
(
R
diamD
)2
≤ λD1 V 2(R) ≤ c
(
diamD
R
)d/2
,
where c = c(d).
For R > 0, by Lemma 2.4, we get
λ
B(0,R)
1 ≈
1
V 2(R)
, (17)
where the comparability constant depends only on d.
The following result is the partial extension of Theorem 4.5 in [3]. Recall that for
any set D ⊂ Rd and x ∈ Rd, δD(x) = dist(x,Dc).
8 T. KULCZYCKI AND M. RYZNAR
Theorem 2.5. Let R > 0 and put λ1(R) = λ
B(0,R)
1 . If ψ ∈ WLSC(α, θ0, C) ∩
WUSC(α, θ0, C), for some α > 0, α ∈ (0, 2), θ0 ≥ 0, C,C > 0 and the Le´vy
measure has strictly positive density then we have
c−11 P
x
(
τB(0,R) >
t
2
)
P
y
(
τB(0,R) >
t
2
)
pt∧V 2(R)(x− y)
≤ pB(0,R)(t, x, y) ≤ c1Px
(
τB(0,R) >
t
2
)
P
y
(
τB(0,R) >
t
2
)
pt∧V 2(R)(x− y)
and
c−12 e
−λ1(R)t
(
V (δB(0,R)(x))√
t ∧ V (R) ∧ 1
)
≤ Px (τB(0,R) > t) ≤ c2e−λ1(R)t
(
V (δB(0,R)(x))√
t ∧ V (R) ∧ 1
)
for all x, y ∈ B(0, R) and t > 0. The constants c1, c2 depend on R, d and ψ. They
are nondecreasing with respect to R.
Let R ∈ (0, 1]. An immediate corollary of Theorem 2.5, (17) and subadditivity of
V is the following comparability
pB(0,R)(t, x, y) ≈ pt(x− y), t ≤ V 2(R), x, y ∈ B(0, 3R/4). (18)
The comparability constant depends only on d and ψ.
3. Auxiliary estimates of the heat kernel and the Le´vy measure
In this section we present some estimates of pt(r) and ν(r) which will be needed
in the sequel.
The following estimate follows from [13, Corollary 2.12].
Lemma 3.1. For any r, t > 0 we have
pt(r) ≥ ctν(r) exp
( −c1t
V 2(r)
)
,
where c = c(d), c1 = c1(d).
The next lemma follows from [2, Corollary 7].
Lemma 3.2. For any r, t > 0 we have
pt(r) ≤
(
pt(0) ∧ ct
V 2(r)rd
)
,
where c = c(d).
The next two lemmas are easy consequences of the results from [2] and [3].
Lemma 3.3. Let ψ satisfy WLSC(α, θ0, C) for some α > 0, θ0 ≥ 0, and C > 0.
Then for any T > 0 there exists c = c(d, ψ, T ) such that for any t ∈ (0, T ] we have
pt(0) ≤ c[V −1(
√
t)]−d.
Proof. By [3, Lemma 1.6] there exists T0 = T0(d, ψ) and c1 = c1(d, ψ) such that for
any t ∈ (0, T0] we have
pt(0) ≤ c1[V −1(
√
t)]−d.
On the other hand for any t ∈ (T0, T ] we have
pt(0) ≤ pT0(0) ≤ pT0(0)
[V −1(
√
T )]d
[V −1(
√
t)]d
.
GRADIENT ESTIMATES OF DIRICHLET HEAT KERNELS FOR LE´VY PROCESSES 9

Lemma 3.4. Let ψ satisfy WLSC(α, θ0, C) and WUSC(α, θ0, C) for some α > 0,
α ∈ (0, 2), θ0 ≥ 0, and C,C > 0. We assume also that the Le´vy measure has strictly
positive density. Then for any R0 > 0 there exist c1 = c1(d, ψ, R0), c2 = c2(d) such
that for any r ∈ (0, R0] we have
c1
V 2(r)rd
≤ ν(r) ≤ c2
V 2(r)rd
.
Proof. The upper bound follows from Lemma 3.2.
By [2, Corollary 22] and (4) there exists r0 = r0(d, ψ) and c1 = c1(d, ψ) such that
for any r ∈ (0, r0] we have
ν(r) ≥ c1
V 2(r)rd
.
Hence, for any r ∈ (r0, R0] we obtain
ν(r) ≥ ν(R0) ≥ ν(R0)V
2(r0)r
d
0
V 2(r)rd
.

Remark 3.5. Note that under the assumptions of Lemma 3.4, for any R > 0, there
exists c = c(d, ψ, R) such that the Le´vy measure satisfies ν(r) ≤ cν(2r) for any
0 < r ≤ R.
Lemma 3.6. Let ψ satisfy WLSC(α, θ0, C) and WUSC(α, θ0, C) for some α > 0,
α ∈ (0, 2), θ0 ≥ 0, and C,C > 0. We assume also that the Le´vy measure has strictly
positive density. Fix R > 0. If t ∈ (0, 1 ∨ V 2(R)], r > 0 and r < V −1(√t) then
pt(r) ≈ [V −1(
√
t)]−d, (19)
if t > 0, r ∈ [0, R] and r ≥ V −1(√t) then
pt(r) ≈ t
V 2(r)rd
. (20)
For any t ∈ (0, 1 ∨ V 2(R)], r ∈ [0, R] we have
pt(r) ≈ min
{
[V −1(
√
t)]−d,
t
V 2(r)rd
}
. (21)
The comparability constants depend only on d, ψ and R.
Proof. In view of (6) it is enough to show (19) and (20).
Case 1. r < V −1(
√
t), t ∈ (0, 1 ∨ V 2(R)], r > 0.
By the fact that r → pt(r) is nonincreasing and Lemma 3.1 we get
pt(r) ≥ pt(V −1(
√
t)) ≥ ctν(V −1(√t)) exp
( −c1t
V 2(V −1(
√
t))
)
. (22)
Note that V 2(V −1(
√
t)) = t. Using this and Lemma 3.4 (applied for R0 = R ∨
V −1(1)) we get that the right hand side of (22) is bounded from below by
ct
V 2(V −1(
√
t))[V −1(
√
t)]d
= c[V −1(
√
t)]−d.
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On the other hand, by Lemma 3.2 and Lemma 3.3 (applied for T = 1 ∨ V 2(R))
we get
pt(r) ≤ pt(0) ≤ c[V −1(
√
t)]−d.
Case 2. r ≥ V −1(√t), t > 0, r ∈ [0, R].
Note that by (5) we have t/V 2(r) ≤ 1. Using this, Lemma 3.1 and Lemma 3.4 we
get
pt(r) ≥ ctν(r) exp
( −c1t
V 2(r)
)
≥ ct
V 2(r)rd
.
By Lemma 3.2 we obtain
pt(r) ≤ ct
V 2(r)rd
.

In the sequel we need estimates of d
dr
pt(r). They are based on the following result.
Theorem 3.7. [20, Theorem 1.5] Let X be a pure-jump isotropic Le´vy process in
R
d with the characteristic exponent ψ. We assume that its Le´vy measure is infi-
nite and has the density ν(x) = ν(|x|) such that ν(r) is nonincreasing, absolutely
continuous and −ν ′(r)/r is nonincreasing. We denote transition densities of X by
pt(x) = pt(|x|). Then there exists a Le´vy process X(d+2)t in Rd+2 with the charac-
teristic exponent ψ(d+2)(ξ) = ψ(|ξ|), ξ ∈ Rd+2 and the radial, radially nonincreasing
transition density p
(d+2)
t (x) = p
(d+2)
t (|x|) satisfying
p
(d+2)
t (r) =
−1
2πr
d
dr
pt(r), r > 0. (23)
Moreover, p
(d+2)
t is continuous at any x 6= 0.
Lemma 3.8. Let X satisfy assumptions of Theorem 1.1. Then the assumptions of
Theorem 3.7 are satisfied. Denote by X
(d+2)
t , ν
(d+2)(x), ψ(d+2)(x) the corresponding
process in Rd+2, the density of its Le´vy measure and its characteristic exponent,
respectively. Then X
(d+2)
t is a pure-jump isotropic unimodal Le´vy process in R
d+2,
its Le´vy measure is infinite and satisfies
∀R > 0 ν(d+2)(R) > 0. (24)
ψ(d+2) satisfies WLSC(α, θ0, C) and WUSC(α, θ0, C).
Proof. The assumptions of Theorem 3.7 are clearly satisfied. The fact that X
(d+2)
t is
a pure-jump isotropic unimodal Le´vy process in Rd+2 follows directly from Theorem
3.7. The properties of ψ(d+2) are also clear because ψ(d+2)(|x|) = ψ(|x|). The
fact that the Le´vy measure of X
(d+2)
t is infinite is stated in [20, proof of Theorem
1.5]. Now we will justify (24). Since X
(d+2)
t is isotropic unimodal we know that
r → ν(d+2)(r) is nonincreasing. By [20, proof of Theorem 1.5] we have
ν(d+2)(r) =
−1
2πr
dν
dr
(r), r > 0.
If ν(d+2)(R) = 0 for some R > 0 then ν(d+2)(r) = 0 for all r ≥ R. But then we would
have ν(r) = 0 for all r ≥ R which contradicts assumptions in Theorem 1.1. 
Using Theorem 3.7 and Lemmas 3.8, 3.6 we obtain
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Lemma 3.9. Let X satisfy assumptions of Theorem 1.1. Fix R > 0. If t ∈ (0, 1],
r > 0 and r < V −1(
√
t) then∣∣∣∣ ddrpt(r)
∣∣∣∣ ≈ r[V −1(√t)]−d−2,
if t > 0, r ∈ (0, R] and r ≥ V −1(√t) then∣∣∣∣ ddrpt(r)
∣∣∣∣ ≈ tV 2(r)rd+1 .
For any t ∈ (0, 1], r ∈ (0, R] we have∣∣∣∣ ddrpt(r)
∣∣∣∣ ≈ rmin
{
[V −1(
√
t)]−d−2,
t
V 2(r)rd+2
}
.
The comparability constants depend only on d, ψ and R.
4. Gradient estimates
In this section we prove Theorem 1.1. In the whole section we suppose that the
process X satisfies assumptions of this theorem.
Lemma 4.1. For any t ∈ (0, 1], r ∈ (0, 2] we have∣∣∣∣ ddrpt(r)
∣∣∣∣ ≤ c
(
pt(r)
r
∧ pt(r)
V −1(
√
t)
)
,
where c = c(d, ψ).
Proof. Case 1. r < V −1(
√
t).
By Lemmas 3.6 and 3.9 we get∣∣∣∣ ddrpt(r)
∣∣∣∣ ≈ r[V −1(√t)]−d−2 ≤ c[V −1(√t)]−d−1 ≈ pt(r)V −1(√t) =
(
pt(r)
r
∧ pt(r)
V −1(
√
t)
)
.
Case 2. r ≥ V −1(√t).
By Lemmas 3.6 and 3.9 we get∣∣∣∣ ddrpt(r)
∣∣∣∣ ≈ tV 2(r)rd+1 ≈ pt(r)r =
(
pt(r)
r
∧ pt(r)
V −1(
√
t)
)
.

Lemma 4.2. For any t ∈ (0, 1], x, y ∈ B+(0, 1) we have
0 ≤ pt(x− y)− pt(xˆ− y) ≤ c|xˆ− x|
(
pt(x− y)
|x− y| ∧
pt(x− y)
V −1(
√
t)
)
,
where c = c(d, ψ).
Proof. The inequality pt(x− y)− pt(xˆ− y) ≥ 0 is clear because |xˆ− y| ≥ |x− y|.
We also have
pt(x− y)− pt(xˆ− y) = pt(|x− y|)− pt(|xˆ− y|)
= (|x− y| − |xˆ− y|)Dpt(|x− y|+ ξ), (25)
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where ξ ∈ (0, |xˆ−y|− |x−y|) and Dpt(r) = ddrpt(r). By Lemma 4.1 this is bounded
from above by
c|xˆ− x|
(
pt(|x− y|+ ξ)
|x− y|+ ξ ∧
pt(|x− y|+ ξ)
V −1(
√
t)
)
≤ c|xˆ− x|
(
pt(x− y)
|x− y| ∧
pt(x− y)
V −1(
√
t)
)
.

Recall that for r > 0, B = B(0, r), t > 0, x, y ∈ B+ we have
p˜B+(t, x, y) = pB(t, x, y)− pB(t, xˆ, y).
Lemma 4.3. Let r ∈ (0, 1], B = B(0, r), x ∈ B+(0, r/16), y ∈ B+. Then for any
t ∈ (0, 1] we have
0 ≤ p˜B+(t, x, y) ≤ c|xˆ− x|
(
1
r
∨ 1
V −1(
√
t)
)
pB(t, x, y),
where c = c(d, ψ).
Proof. Let t0 = V
2(r) ∧ t
2
and t1 = t− t0. By the semigroup property and (14)
p˜B+(t, x, y) =
∫
B+
p˜B+(t0, x, w)p˜B+(t1, w, y) dw
≤
∫
B+
(pB(t0, x, w)− pB(t0, xˆ, w))pB(t1, w, y) dw
≤
∫
B+
(pt0(x− w)− pt0(xˆ− w))pB(t1, w, y) dw
≤ c |xˆ− x|
V −1(
√
t0)
∫
B+
pt0(x− w)pB(t1, w, y) dw (26)
where the last step follows from Lemma 4.2.
By Theorem 2.5, for w ∈ B+, we have
pB(t1, y, w) ≤ cPy
(
τB >
t1
2
)
P
w
(
τB >
t1
2
)
pt1∧V 2(r)(y − w),
and since |x| ≤ r/16 we get
P
w
(
τB >
t1
2
)
≤ cPx
(
τB >
t1
2
)
.
Applying the last two estimates to (26) we obtain
p˜B+(t, x, y) ≤ c |xˆ− x|
V −1(
√
t0)
P
x
(
τB >
t1
2
)
P
y
(
τB >
t1
2
)
pt0+(t1∧V 2(r))(x− y).
Note that t0 + (t1 ∧ V 2(r)) ≈ t ∧ V 2(r), which implies, by Lemma 3.6, that
pt0+(t1∧V 2(r))(x− y) ≈ pt∧V 2(r)(x− y).
Moreover,
P
x
(
τB >
t1
2
)
≈ Px
(
τB >
t
2
)
, Py
(
τB >
t1
2
)
≈ Py
(
τB >
t
2
)
,
which follows from Theorem 2.5 and (17).
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Finally, we infer that
p˜B+(t, x, y) ≤ c
|xˆ− x|
V −1(
√
t0)
pt∧V 2(r)(x− y)Px
(
τB >
t
2
)
P
y
(
τB >
t
2
)
.
Note that V −1(
√
t0) = r ∧ V −1(
√
t/2). By scaling properties of V −1 from Lemma
2.1 we get
1
V −1(
√
t0)
=
1
r
∨ 1
V −1(
√
t/2)
≤ c
(
1
r
∨ 1
V −1(
√
t)
)
.
Observing, again by Theorem 2.5, that we have
pB(t, x, y) ≈ pt∧V 2(r)(x− y)P x
(
τB >
t
2
)
P y
(
τB >
t
2
)
we complete the proof. 
Lemma 4.4. Let r ∈ (0, 1], B = B(0, r), x ∈ B+(0, r/16), x = |x|e1, y ∈
B+(0, r/4). Then for every t ∈ (0, 1] we have
p˜B+(t, x, y) ≤ c
|x− xˆ|
|y| pB(t, x, y), (27)
where c = c(d, ψ).
Proof. Case 1. |y| ≤ 4|x|.
We have
p˜B+(t, x, y) ≤ pB(t, x, y) ≤
2|x− xˆ|
|y| pB(t, x, y).
Case 2. |y| > 4|x|, t ≤ V 2(|x− y|).
Note that |y − x| ≈ |y|. By (14), Lemma 4.2 and (18) we get (27).
Case 3. |y| > 4|x|, t > V 2(|x− y|).
By Lemma 4.3 we arrive at
p˜B+(t, x, y) ≤ c|xˆ− x|
(
1
r
∨ 1
V −1(
√
V 2(|x− y|))
)
pB(t, x, y) ≤ c |x− xˆ||y| pB(t, x, y).

Lemma 4.5. Let r ∈ (0, 1], t ∈ (0, 1], B = B(0, r), x ∈ B+(0, r/16), y ∈ B+ \
B+(0, r/4). Then
p˜B+(t, x, y) ≤ c
|xˆ− x|
r
pB(t, x, y),
where c = c(d, ψ).
Proof. Note that for t ∈ (V 2(r) ∧ 1, 1] we have
1
V −1(
√
t)
≤ 1
V −1(
√
V 2(r))
=
1
r
.
Hence the assertion of the lemma for t ∈ (V 2(r) ∧ 1, 1] follows from Lemma 4.3. So
we may assume that t ∈ (0, V 2(r) ∧ 1].
Observe that |x−y| ≥ 3r/16. If y ∈ B+(0, 3r/4)\B+(0, r/4) then by (14), Lemma
4.2 and (18) we get
p˜B+(t, x, y) ≤ c
|xˆ− x|
r
pt(x− y) ≤ c |xˆ− x|
r
pB(t, x, y),
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so we may assume that y ∈ B+ \B+(0, 3r/4).
Let D∗ = B(0, r) \B(0, r/2), D0 = {z ∈ Rd+ : r/4 ≤ |z| ≤ r/2}, D1 = B+(0, 4|x|)
and D2 = B+(0, r/4). By standard arguments (the strong Markov property of X˜
and (16)) we have
p˜B+(t, x, y) =
∫
D∗+
∫ t
0
p˜D∗+(s, y, w)
∫
B+\D∗+
ν˜(w, z)p˜B+(t− s, z, x)dz ds dw.
Splitting the integration we obtain
p˜B+(t, x, y) =
∫
D∗+
∫ t
0
p˜D∗+(s, y, w)
∫
D0
ν˜(w, z)p˜B+(t− s, z, x)dz ds dw
+
∫
D∗+
∫ t
0
p˜D∗+(s, y, w)
∫
D1
ν˜(w, z)p˜B+(t− s, z, x) dz ds dw
+
∫
D∗+
∫ t
0
p˜D∗+(s, y, w)
∫
D2\D1
ν˜(w, z)p˜B+(t− s, z, x) dz ds dw
= I + II + III.
First we estimate I. By (14) and Lemma 4.2, for r/4 ≤ |z| ≤ r/2, s ∈ (0, t), we
have
p˜B+(t− s, z, x) ≤ c|x− xˆ|
pt−s(x− z)
|x− z| .
Since |x−z| ≈ |x−y| ≈ r, by Lemma 3.6 and the subadditivity of V , this is bounded
from above by
c|x− xˆ|pt(x− y)
r
.
Hence, using the estimate P y(r/4 ≤ |X(τD∗)| ≤ r/2) ≤ cV (δB(y))V (r) [20, see Lemma
5.7], we obtain
I ≤ c |x− xˆ|
r
pt(x− y)
∫
D∗
∫ t
0
pD∗(s, y, w)
∫
D0
ν(w − z) dz ds dw
≤ c |x− xˆ|
r
pt(x− y)P y(r/4 ≤ |X(τD∗)| ≤ r/2)
≤ c |x− xˆ|
r
pt(x− y)V (δB(y))
V (r)
≤ c |x− xˆ|
r
pB(t, x, y),
where the last step follows from Theorem 2.5 and (17).
By Lemmas 2.3, 3.4 and the subadditivity of V we obtain
ν˜(w, z) ≤ c|z|ν(w − z)
r
≈ |z|ν(x− y)
r
, (28)
for w ∈ D∗+ and z ∈ D2. In particular, ν˜(w, z) ≤ cr |x− xˆ|ν(w − z), for w ∈ D∗+ and
z ∈ D1. Hence, we get
II ≤ c |x− xˆ|
r
∫
D∗
∫ t
0
pD∗(s, y, w)
∫
D1
ν(w − z)pB(t− s, z, x) dz ds dw
≤ c |x− xˆ|
r
pB(t, y, x).
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Next, using (14) and Lemma 4.2, for s ∈ (0, t), z ∈ D2 \D1 we get
p˜B+(t− s, z, x) ≤ c
|x− xˆ|
|x− z|pt−s(x− z) ≤ c
|x− xˆ|
|z| pt−s(x− z). (29)
Moreover, since 0 < t ≤ V 2(r), by (18), for s ∈ (0, t), z ∈ D2 \D1 we get
pt−s(x− z) ≈ pB(t− s, z, x). (30)
Combining (28), (29) and (30) we obtain
III ≤ c |x− xˆ|
r
∫
D∗+
∫ t
0
p˜D∗+(s, y, w)
∫
D2\D1
ν(w − z)pB(t− s, z, x) dz ds dw
≤ c |x− xˆ|
r
∫
D∗
∫ t
0
pD∗(s, y, w)
∫
D2\D1
ν(w − z)pB(t− s, z, x) dz ds dw
≤ c |x− xˆ|
r
pB(t, y, x).
The proof is completed. 
Proposition 4.6. Let D be an open set, 0 ∈ D and r = δD(0) ∧ 1. Let x =
|x|e1, |x| < r/16 and y ∈ D. For any t ∈ (0, 1] we have
|pD(t, x, y)− pD(t, xˆ, y)| ≤ c|xˆ− x|
[
1
r
∨ 1
V −1(
√
t)
]
pD(t, x, y), (31)
where c = c(d, ψ).
Proof. We set B = B(0, r) and we put
kD(t, x, y) =
∫
B
∫ t
0
pB(s, x, w)
∫
D\B
ν(w − z)pD(t− s, z, y) dz ds dw.
By standard arguments (the strong Markov property and (12))
pD(t, x, y) = pB(t, x, y) + kD(t, x, y).
Lemma 4.3 yields the estimate
|pB(t, x, y)− pB(t, xˆ, y)| ≤ c|xˆ− x|
[
1
r
∨ 1
V −1(
√
t)
]
pD(t, x, y). (32)
Next, we estimate |kD(t, x, y)− kD(t, xˆ, y)|. For s ∈ (0, t), w ∈ B, let
gs(w) =
∫
D\B
ν(w − z)pD(t− s, z, y) dz.
Note that for w ∈ B+(0, r/4) and z ∈ D \B we have, due to Lemma 2.3,
|ν(w − z)− ν(wˆ − z)| ≤ c |w|
r
ν(w − z).
Hence, for s ∈ (0, t), w ∈ B+(0, r/4),
|gs(w)− gs(wˆ)| ≤
∫
D\B
|ν(w − z)− ν(wˆ − z)|pD(t− s, z, y) dz
≤ c |w|
r
∫
D\B
ν(w − z)pD(t− s, z, y) dz
= c
|w|
r
gs(w). (33)
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By simple manipulations we obtain
kD(t, x, y)− kD(t, xˆ, y) =
∫
B+
∫ t
0
(pB(s, x, w)− pB(s, xˆ, w))(gs(w)− gs(wˆ)) ds dw
=
∫
B+(0,r/4)
∫ t
0
+
∫
B+\B+(0,r/4)
∫ t
0
= I + II.
By Lemma 4.4 and (33) we get
|I| ≤ c
∫
B+(0,r/4)
∫ t
0
(pB(s, x, w)− pB(s, xˆ, w)) |w|
r
gs(w) ds dw
≤ c |x− xˆ|
r
∫
B(0,r/4)
∫ t
0
pB(s, x, w)gs(w) ds dw
≤ c |x− xˆ|
r
kD(t, x, y).
Note that by Theorem 2.5, the subadditivity of V and Lemma 3.6, for s ∈ (0, t)
and w ∈ B \B(0, r/4), we have
pB(s, x, w) ≈ pB(s, 0, w).
Using this and Lemma 4.5 we get
|II| ≤ c |x− xˆ|
r
∫
B
∫ t
0
pB(s, 0, w)(gs(w) + gs(wˆ)) ds dw
= 2c
|x− xˆ|
r
∫
B
∫ t
0
pB(s, 0, w)gs(w) ds dw
≈ |x− xˆ|
r
∫
B
∫ t
0
pB(s, x, w)gs(w) ds dw
=
|x− xˆ|
r
kD(t, x, y).
Hence,
|kD(t, x, y)− kD(t, xˆ, y)| ≤ c |x− xˆ|
r
kD(t, x, y)
which combined with the estimate (32) completes the proof.

Lemma 4.7. Let D ⊂ Rd be an open set. ∇xpD(t, x, y) is well defined for any t > 0,
x, y ∈ D.
Proof. Recall that
pD(t, x, y) = pt(x− y)−Ey(pt−τD(X(τD)− x), τD < t), t > 0, x, y ∈ D.
Since ψ satisfies the Hartman-Wintner condition it is well known that for each t > 0
the function x → pt(x) has derivatives of all orders on Rd [18, Lemma 3.1]. By
Theorem 3.7 and Lemma 3.2 for any s ∈ (0, t), x ∈ D, ∇xps(x − X(τD)) is well
defined and
|∇xps(x−X(τD))| ≤ ct
V 2(δD(x))δ
d+1
D (x)
,
where c = c(d, ψ).
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So by the bounded convergence theorem ∇xEy(pt−τD(X(τD)− x), τD < t) is well
defined for any t > 0, x, y ∈ D. 
proof of Theorem 1.1. The existence of ∇xpD(t, x, y) follows from Lemma 4.7.
Denote DipD(t, x, y) =
∂
∂xi
pD(t, x, y). Choose z, y ∈ D and put r = δD(z)∧ 1. We
will estimate D1pD(t, z, y). Estimates for DipD(t, z, y), i 6= 1 may be obtained in
the same way. We may assume that z = 0. Choose ε ∈ (0, r/16). Putting x = he1,
(h ∈ (0, ε)) in (31) we obtain
sup
0<h<ε
∣∣∣∣pD(t, he1, y)− pD(t,−he1, y)2h
∣∣∣∣ ≤ c
[
1
r
∨ 1
V −1(
√
t)
]
sup
0<h<ε
pD(t, he1, y),
which implies
|D1pD(t, z, y)| ≤ c
[
1
r
∨ 1
V −1(
√
t)
]
pD(t, z, y).
Finally using (7) we obtain (1). 
5. Examples
Example 5.1. Let X be the isotropic α-stable process in Rd, α ∈ (0, 2), d ∈ N. We
have ψ(x) = |x|α and ν(x) = Cd,α|x|−d−α, where Cd,α = 2αΓ((d+α)/2)πd/2|Γ(−α/2)| . It is clear that
X satisfies assumptions of Theorem 1.1. Hence, for any open, nonempty set D ⊂ Rd
we have
|∇x pD(t, x, y)| ≤ c
δD(x) ∧ t1/α pD(t, x, y), x, y ∈ D, t ∈ (0, 1], (34)
where c = c(d, α).
Example 5.2. Let X be the the relativistic process in Rd, (see e.g. [5], [28]). We
have ψ(x) =
√|x|2 +m2 −m, m > 0,
ν(x) = 2
1−d
2 π
−d−1
2 m
d+1
2 |x|−d−12 K d+1
2
(m|x|),
where Ks(r), s ∈ R, is the modified Bessel function of the second kind with index s
(called also Macdonald function), given by
Ks(r) = 2
−1−srs
∫ ∞
0
e−ue−r
2/(4u)u−1−s du, r > 0.
The generator of this process m − √m2 −∆ is called the relativistic Hamiltonian
and it is used in some models of mathematical physics (see e.g. [23]). One can check
that X satisfies assumptions of Theorem 1.1. Hence, for any open, nonempty set
D ⊂ Rd we have
|∇x pD(t, x, y)| ≤ c
δD(x) ∧ t pD(t, x, y), x, y ∈ D, t ∈ (0, 1], (35)
where c = c(d,m).
Example 5.3. Let Xt = BSt where B is the Brownian motion in R
d (with a generator
∆) and S is an independent subordinator with the Laplace exponent φ. We assume
that the Levy measure of the subordinator S is infinite, φ is a complete Bernstein
function and it satisfies
c1λ
α/2ℓ(λ) ≤ φ(λ) ≤ c2λα/2ℓ(λ), λ ≥ 1, (36)
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where 0 < α < 2, ℓ varies slowly at infinity, i.e. ∀x > 0 limλ→∞ ℓ(λx)ℓ(λ) = 1. (Clearly
processes from Examples 5.1, 5.2 satisfies these assumptions).
We have ψ(x) = φ(|x|2). By (36) ψ satisfies WLSC(α, θ0, C) and WUSC(α, θ0, C)
for some α > 0, α ∈ (0, 2), θ0 ≥ 0, and C,C > 0. The assumptions concerning the
Le´vy measure in Theorem 1.1 are satisfied by [20, Proposition 1.3 and the proof of
Example 7.1].
Hence, for any open, nonempty set D ⊂ Rd we have
|∇x pD(t, x, y)| ≤ c
[
1
δD(x) ∧ 1 ∨
√
φ−1(1/t)
]
pD(t, x, y), x, y ∈ D, t ∈ (0, 1],
(37)
where c = c(d, φ).
The process in the next example is not a subordinate Brownian motion cf. [20,
Example 7.4].
Example 5.4. Let {Xt} be the pure-jump isotropic Le´vy process in Rd with the Le´vy
measure ν(dx) = ν(|x|) dx given by the formula
ν(r) =
{
Ad,αr
−d−α for r ∈ (0, 1]
c1e
−c2r for r ∈ (1,∞)
where Ad,αr
−d−α is the Le´vy density for the isotropic α-stable process in Rd, α ∈
(0, 2), d ∈ N and c1 = Ad,αed+α > 0, c2 = d + α > 0 are chosen so that ν(r) ∈
C1(0,∞).
Note that ψ(x) =
∫
Rd
(1−cos〈x, y〉) ν(dy) behaves for |x| ≥ 1 like the characteristic
exponent for the isotropic α-stable process so it satisfies
c1|x|α ≤ ψ(x) ≤ c2|x|α, |x| ≥ 1,
where c1 = c1(d, α), c2 = c2(d, α). Hence, ψ ∈WLSC(α, 1, C))∩WUSC(α, 1, C) for
some C,C > 0.
The assumptions concerning the Le´vy measure in Theorem 1.1 are easy to check.
Note that we have ψ−(x) ≈ |x|1/α for |x| ≥ 1, where the comparability constant
depends only on d and α. Hence, for any open, nonempty set D ⊂ Rd we have
|∇x pD(t, x, y)| ≤ c
δD(x) ∧ t1/α pD(t, x, y), x, y ∈ D, t ∈ (0, 1], (38)
where c = c(d, α).
6. Appendix
The section is devoted to the proof of Theorem 2.5. A similar result for smooth
bounded domains was proved in [3, Theorem 4.5], but the dependence of constants
therein seems to be unclear and one can not infer uniform estimates of the Dirichlet
heat kernels as in Theorem 2.5. We follow the arguments from the proof [3, Theorem
4.5], but we pay more attention to the behaviour of the constants. To make the
exposition self-contained we need to introduce some notation and to cite several
results obtained in [1, 3]. For R > 0 we denote BR = B(0, R). Let α > 0. For R > 0
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we introduce the following quantities:
CR = inf
y≥x≥ 1
R
ψ(y)
ψ(x)
(
x
y
)α
;
C˜R = inf
0<t≤V 2(R),|x|≤R
pt(x)
pt/2(0) ∧ tV 2(|x|)|x|d
;
CR = 1 ∧ inf
0<t≤V 2(|x|),|x|≤R
pt(x)
t
V 2(|x|)|x|d;
C∗R = inf
|x|≤R
ν(x)V 2(|x|)|x|d;
IR = inf
0<ρ≤R/2
ν(BR \Bρ)V 2(ρ).
Remark 6.1. At first we observe that if there exists R > 0 such that CR > 0
then we get ψ ∈ WLSC(α, 1
R
, CR). Consequently, due to [2, Lemma 12], CR > 0
for any R > 0. On the other hand, if there exists R > 0 and C > 0 such that
ψ ∈WLSC(α, 1
R
, C) then we get CR ≥ C.
Remark 6.2. If R > 0, ψ ∈ WLSC(α, θ0, C) ∩WUSC(α, θ0, C), for some α > 0,
α ∈ (0, 2), θ0 ≥ 0, C,C > 0 and the Le´vy measure has strictly positive density then
the constants C˜R, CR, C
∗
R, IR are strictly positive. Indeed, by Lemma 3.4 we get
C∗R > 0. By Lemma 3.6 we get C˜R ∧ CR > 0. Moreover, by elementary calculations
IR ≥ c(d)C∗R and CR ≥ c(d)C˜R.
Lemma 6.3. [3, Lemma 1.6] If ψ ∈WLSC(α, θ0, C), r > 0 and 0 < t ≤ rV 2(1/θ0),
then
c2e
−c1r
[
V −1
(√
t/r
)]−d
≤ pt(0) ≤ c3
(
1 + (Cr)−1−d/α
) [
V −1
(√
t/r
)]−d
,
where c1 is an absolute constant, c2 = c2(d) and c3 = c3(d, α).
Corollary 6.4. Let R > 0 and 0 < r ≤ 1. Under the assumptions of the previous
lemma there are c1 = c1(d) and c2 = c2(d, α) such that
c1
1
Rd
≤ prV 2(R)(0) ≤ c2 1
(CRr)
1+d/α
1
Rd
.
Proof. If ψ ∈WLSC(α, θ0, C) then CR > 0 and ψ ∈WLSC(α, 1/R,CR). Therefore,
the conclusion follows from Lemma 6.3 with θ0 = 1/R,C = CR ≤ 1. 
Lemma 6.5. [1, Proposition 6.1] Let the condition (H) hold. There are c1 = c1(d) <
1 and c2 = c2(d) such that for R > 0,
P
x(τBR > t) ≥ c2
IR
HR
(
V (δBR(x))√
t
∧ 1
)
, 0 < t ≤ c1V 2(R), x ∈ Rd.
Lemma 6.6. [3, Corollary 2.8] Let D be open and convex. If ψ ∈WLSC(α, θ0, C),
t > 0, |x− y| < 1/θ0 and x, y ∈ D, then there is a constant C = C(d, α) such that
for all t > 0,
pD(t, x, y) ≤ C
C2(1+d)/α+1
(
V (δD(x))√
t
∧ 1
)(
V (δD(y))√
t
∧ 1
)
×
(
pt/2(0) ∧ t
V 2(|x− y|)|x− y|d
)
.
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Lemma 6.7. [3, Lemma 4.2]Let D be a bounded open set and t0 > 0. For t ≥ t0
and x, y ∈ D,
pD (t, x, y) ≤ |D| (pt0/4(0))2 Px
(
τD >
t0
4
)
P
y
(
τD >
t0
4
)
eλ1t0e−λ1t
where λ1 = λ
D
1 and |D| is the volume of D.
To get the uniform lower bound of the heat kernel we use the following result,
which is a direct consequence of [3, Theorem 3.3].
Lemma 6.8. Let R > 0. Assume that ψ ∈ WLSC(α, θ0, C) ∩WUSC(α, θ0, C), for
some α > 0, α ∈ (0, 2), θ0 ≥ 0, C,C > 0 and the Le´vy measure has strictly positive
density. Then there exist c = c(d) < 1, c1 = c1(d, α) such that
pBR(t, x, y) ≥
c1(CR)
1+d/α(CR)
9+d/α
H2R
(
V (δBR(x))√
t
∧ 1
)(
V (δBR(y))√
t
∧ 1
)
×(pt/2(0) ∧ [t ν(2|x− y|)]),
provided 0 < t ≤ cV 2(R)CR and x, y ∈ BR.
To deal with the lower bound for large t we use the following result.
Lemma 6.9. [3, Lemma 4.3] Let D be a bounded open set. If t0 > 0 and c∗ > 0 are
such that
pD
(
t0
2
, x, y
)
≥ c∗Px
(
τD >
t0
2
)
P
y
(
τD >
t0
2
)
, x, y ∈ D, (39)
then for t ≥ t0 and x, y ∈ D,
pD(t, x, y) ≥
(
c∗√|D|pt0/2(0)
)2
e−λ1t0Px
(
τD >
t0
2
)
P
y
(
τD >
t0
2
)
e−λ1t.
Now, we are in a position to prove Theorem 2.5.
Proof of Theorem 2.5. Fix R > 0. In the whole proof we understand that all in-
equalities hold for all x, y ∈ BR. Observe that ψ ∈WLSC(α, 12R , C2R). Hence, using
Lemma 6.6 for D = BR, we find a constant c1 = c1(d, α) such that for any t > 0,
pBR(t, x, y) ≤
c1
C
2(1+d)/α+1
2R
(
V (δBR(x))√
t
∧ 1
)(
V (δBR(y))√
t
∧ 1
)
×
(
pt/2(0) ∧ t
V 2(|x− y|)|x− y|d
)
. (40)
Let t0 = V
2(R), λ1 = λ
B(0,R)
1 . By Lemma 2.4, λ1t0 ≤ c(d). Moreover, for t ≤ t0 we
have the estimate(
pt/2(0) ∧ t
V 2(|x− y|)|x− y|d
)
≤ 1
C˜2R
pt(x− y).
Consequently, applying (40), for t ≤ t0 we obtain
pBR(t, x, y) ≤
c2
C˜2RC
2(1+d)/α+1
2R
(
V (δBR(x))√
t
∧ 1
)(
V (δBR(y))√
t
∧ 1
)
×pt(x− y)e−λ1t (41)
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with c2 = c2(d, α).
Next, we deal with t ≥ t0. By Corollary 6.4 with r = 1/4, pt0/4(0) ≤ c3C1+d/αR
1
Rd
where c3 = c3(d, α). Moreover, subadditivity of V yields
1
Rd
≤ 2d+2
C2R
pV 2(R)(2R) ≤
2d+2
C2R
pV 2(R)(x− y). Applying Lemma 6.7 for D = BR with t0 = V 2(R), we obtain for
t ≥ t0,
pBR (t, x, y) ≤
c4
C2RC
2(1+d/α)
R
pV 2(R)(x− y)Px
(
τD >
t0
4
)
P
y
(
τD >
t0
4
)
e−λ1t
where c4 = c4(d, α). We also have (see [22, Theorem 3.1])
P
x(τBR > t) ≤ c5
(
V (δBR(x))√
t
∧ 1
)
(42)
for an absolute constant c5. Hence, for t ≥ t0 = V 2(R), we arrive at
pBR (t, x, y) ≤
c6
C2RC
2(1+d/α)
R
pV 2(R)(x−y)
(
V (δBR(x))√
t ∧ V (R) ∧ 1
)(
V (δBR(y))√
t ∧ V (R) ∧ 1
)
e−λ1t
(43)
with c6 = c6(d, α).
Therefore, by (41) and (43), we can find AR =
c6
C2RC
2(1+d/α)
R
+ c2
C˜2RC
2(1+d)/α+1
2R
such
that for all t > 0
pBR (t, x, y) ≤ ARpt∧V 2(R)(x− y)
(
V (δBR(x))√
t ∧ V (R) ∧ 1
)(
V (δBR(y))√
t ∧ V (R) ∧ 1
)
e−λ1t,
which is the desired uniform upper bound, since finite AR is nondecreasing with R.
Integrating the above bound with respect to y over BR we obtain
P
x(τBR > t) ≤ AR
(
V (δBR(x))√
t ∧ V (R) ∧ 1
)
e−λ1t.
Now, we deal with the lower bound. By Lemma 6.8 there are c7 = c7(d) < 1, c8 =
c8(d, α) such that
pBR(t, x, y) ≥
c8(CR)
1+d/α(CR)
9+d/α
H2R
(
V (δBR(x))√
t
∧ 1
)(
V (δBR(y))√
t
∧ 1
)
×(pt/2(0) ∧ t ν(2|x− y|)),
provided 0 < t ≤ c7V 2(R)CR.
Next, using subadditivity of V , we observe that
ν(2|x− y|) ≥ C
∗
4R
2d+2V 2(|x− y|)|x− y|d .
Therefore, by the estimate (see Lemma 3.2),
pt/2(0) ∧ t
V 2(|x− y|)|x− y|d ≥ c9pt(x− y)
with c9 = c9(d), we obtain
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pBR(t, x, y) ≥
c8(CR)
1+d/α(CR)
9+d/α
H2R
c9
(
1 ∧ C
∗
4R
2d+2
)(
V (δBR(x))√
t
∧ 1
)
×
(
V (δBR(y))√
t
∧ 1
)
pt(x− y), (44)
provided 0 < t ≤ c7V 2(R)CR. Applying (42) we have
pBR(t, x, y) ≥
c8(CR)
1+d/α(CR)
9+d/α
(c5HR)2
c9
(
1 ∧ C
∗
4R
2d+2
)
P
x(τBR > t)P
y(τBR > t)pt(x− y).
In particular, taking t0 = c7V
2(R)CR ≤ V 2(R), we have
pBR(t0/2, x, y) ≥
c8(CR)
1+d/α(CR)
9+d/α
(c5HR)2
c9
(
1 ∧ C
∗
4R
2d+2
)
pt0/2(2R)
×Px(τBR > t0/2)Py(τBR > t0/2).
To extend the estimate (44) to t ≥ t0 we apply Lemma 6.9 with
c∗ =
c8(CR)
1+d/α(CR)
9+d/α
(c5HR)2
c9
(
1 ∧ C
∗
4R
2d+2
)
pt0/2(2R).
Hence, for t ≥ t0 we have
pBR(t, x, y) ≥
(
c∗√|BR|pt0/2(0)
)2
e−λ1t0Px
(
τBR >
t0
2
)
P
y
(
τBR >
t0
2
)
e−λ1t. (45)
Next, by Lemma 3.1, there are constants c10 = c10(d), c11 = c11(d) such that
pt0/2(2R) ≥ c10t0ν(2R) exp
( −c11t0
V 2(2R)
)
.
Since ν(2R) ≥ C∗2R
(2R)dV 2(2R)
by monotonicity and subadditivity of V ,
c7CR
4
=
t0
4V 2(R)
≤ t0
V 2(2R)
≤ c7CR ≤ 1,
so there are c12 = c12(d) such that
pt0/2(2R) ≥ c12
C∗2RCR
Rd
.
By Corolarry 6.4 with r = (1/2)c7CR, pt0/2(0) ≤ c13(CRCR)1+d/α
1
Rd
with c13 = c13(d, α).
This implies that
(
pt0/2(2R)√|BR|pt0/2(0)
)2
≥ c14
[
(CRCR)
1+d/αC∗2RCR
]2 1
Rd
(46)
with c14 = c14(d, α).
On the other hand for all t ≥ t0,
pt∧V 2(R)(x− y) ≤ pt0/2(0) ≤
c13
(CRCR)
1+d/α
1
Rd
(47)
.
Combining (46) and (47) we obtain for t ≥ t0,
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(
pt0/2(2R)√|BR|pt0/2(0)
)2
≥ c15(C∗2RCR)2(CRCR)3+3d/αpt∧V 2(R)(x− y) (48)
with c15 = c15(d, α).
Note also that λ1t0 = λ1V
2(R)c7CR ≤ c, where c = c(d, α). Hence, by (45) and
(48), for t ≥ t0 we have
pBR(t, x, y) ≥
c16(C
∗
2R)
2C
5+5d/α
R (CR)
23+5d/α
H4R
(
1 ∧ C
∗
4R
2d+2
)2
×Px
(
τBR >
t0
2
)
P
y
(
τBR >
t0
2
)
e−λ1tpt∧V 2(R)(x− y) (49)
with c16 = c16(d, α). Due to Lemma 6.5, and since IR ≥ c(d)C∗2R, we have the lower
bound
P
x(τBR > t) ≥ c17
C∗2R
HR
(
V (δBR(x))√
t
∧ 1
)
for t ≤ c18V 2(R) with c17 = c17(d) and c18 = c18(d). Recall that t0 = c7V 2(R)CR ≤
c7V
2(R). We may assume that the constant c7 is smaller than c18. Hence
P
x(τBR > t0) ≥ c17
C∗2R
HR
(
V (δBR(x))√
t0
∧ 1
)
,
which combined with (49) yields for t ≥ t0,
pBR (t, x, y) ≥
c19(C
∗
2R)
4C
5+5d/α
R (CR)
23+5d/α
H6R
(
1 ∧ C
∗
4R
2d+2
)2
pt∧V 2(R)(x− y)
×
(
V (δBR(x))√
t ∧ V (R) ∧ 1
)(
V (δBR(y))√
t ∧ V (R) ∧ 1
)
e−λ1t (50)
with c19 = c19(d, α). If we set
A
∗
R =
(
(CR)
1+d/α(CR)
9+d/α
H2R
∧ (C
∗
2R)
4C
5+5d/α
R (CR)
23+5d/α
H6R
)(
1 ∧ C
∗
4R
2d+2
)2
,
then combining (50) with (44) there is c20 = c20(d, α) such that
pBR (t, x, y) ≥ c20A∗R pt∧V 2(R)(x− y)
(
V (δBR(x))√
t ∧ V (R) ∧ 1
)(
V (δBR(y))√
t ∧ V (R) ∧ 1
)
e−λ1t,
(51)
for t > 0. It is clear that A∗R is nonincreasing in R, so the proof of the lower bound
of pBR is completed.
To finish the proof we need to show a lower bound for Px(τBR > t). By Lemma
6.5 it is clear that it is enough to consider t ≥ c21V 2(R) for some c21 = c21(d) < 1.
Note that t ∧ V 2(R) = c22V 2(R) for some c21 ≤ c22 ≤ 1. We have
pt∧V 2(R)(x− y) ≥ pc22V 2(R)(2R) ≥
C2Rc22V
2(R)
V 2(2R)(2R)d
≥ c21C2R
4(2R)d
.
Moreover for |y| ≤ R/2 and t ≥ t0,(
V (δBR(y))√
t ∧ V (R) ∧ 1
)
≥ 1/2.
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Integrating pBR (t, x, y) over BR/2 with respect to y and applying (51) provides the
desired bound for Px(τBR > t). 
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