We investigate dynamical system having a special structure namely a codimension-one invariant manifold that is preserved under the variation of parameters. We derive conditions such that bifurcations of codimension-one and of codimension-two occur in the system. The normal forms of these bifurcations are derived explicitly. Both local and global bifurcations are analysed and yield the transcritical bifurcation as the codimension-one bifurcation while the saddle-nodetranscritical interaction and the Hopf-transcritical interactions as the codimension-two bifurcations. The unfolding of this degeneracy is also analysed and reveal global bifurcations such as homoclinic and heteroclinic bifurcations. We apply our results to a modified Lotka Volterra model and to an infection model in HIV diseases.
Introduction
As remarked in [Wiggins, 2003, chapter 13] , a special structure in dynamical systems greatly constrains the type of dynamics that are allowed, and it also provides techniques of analysis that are particular to dynamical systems with the special structure. These particular special structures are also important because they arise in a variety of applications. One important example of a dynamical system possessing a special structure is the Hamiltonian vector field. Over the past years there has been a great deal of research on Hamiltonian systems. There are two directions regarding research on Hamiltonian dynamical systems. The first is about the geometrical structure of Hamiltonian's equations while the second is concerned with the dynamical properties. An excellent book on classical mechanics, for example [Abraham & Marsden, 1978; Arnold, 1978] will outline the background for both view points. We also recommend [Meyer et al., 2009] and other references therein for the latest research on Hamiltonian dynamics.
Another example of a system with a special structure is a vector field possessing a symmetry. This is also a broad research area in the dynamical systems theory. Symmetry plays an essential role in studying the theory and applications of dynamical systems, in particular the influence of symmetry on normal forms, bifurcation diagrams, amongst others, see [Vanderbauwhede, 1982] . The symmetry property is very useful in reducing the complexity of dynamical systems as in [Tuwankotta & Verhulst, 2000/01; Pucacco & Marchesiello, 2014] . One type of symmetry that often arises in applications is the reversing symmetry (see [Roberts & Quispel, 1992; Lamb, 1992; Munthe-Kaas et al., 2014] ). The reversing symmetry is also studied in bifurcation theories [Lamb et al., 2005] , and in physics [Lamb & Roberts, 1998 ]. In this paper we focus on one type of dynamical systems having a codimension-one invariant manifold that is independent of parameters.
This type of dynamical systems occurs frequently in applications especially in the mathematical models for population biology [Jansen, 2001; Saputra et al., 2010a; De Witte et al., 2014] and for the spread of diseases [Chitnis et al., 2006; Llensa et al., 2014] . It is because in population models, if a species dies out it cannot be regenerated therefore it is always natural to have coordinate axes as the invariant manifold. Another application that has the invariant manifold that is independent of parameters is a dynamical system that is transformed into its polar form. In the polar coordinate, it is natural to have the symmetry r → −r. This dynamical systems occurs frequently in applications, for example, the normal form of Hopf, that of saddle-Hopf bifurcations (see [Kuznetsov, 1998] ), a system of coupled oscillators that has been studied in great details (see [Tuwankotta, 2003] for the introduction and [Adi- Kusumo et al., 2008; Tuwankotta et al., 2013] for the latest result).
Another motivation for studying dynamical systems with this special structure is the following. Consider the following dynamical system [Strogatz, 1994] :
When r = −1, the equilibrium x = 0 has a zero eigenvalue. In a generic setting, everytime an equilibrium undergoes a zero eigenvalue, the saddle-node bifurcation appears. Instead, in this case we have a pitchfork bifurcation. The reason is that the vector field is degenerate as the quadratic normal form is zero. On the other hand, we see that the above vector field is invariant under the change of variables x → −x. This special structure is independent of parameter variations. Hence, every one dimensional vector field that has this symmetry will have a pitchfork when the fixed point has a zero eigenvalue degeneracy. We will try to investigate our problem in a similar setting which is to exploit the special structure of dynamical systems.
Setting up the problem
Let us first define our problem. Suppose that we have smooth dynamical systems and we would like to perform bifurcation analysis of the dynamics. Consider an n-dimensional vector field,ẋ = f(x), where x ∈ R n and f ∈ C k (R n ) for some k, having a codimension-one invariant manifold that exists for all values of parameters. A codimension-one invariant manifold is an invariant sub-manifold M of dimension n−1 inside an n-dimensional manifold. We are interested in a local bifurcation analysis near an equilibrium. Without loss of generality, the equilibrium is the origin, 0 and near 0, the ambient manifold is R n and the invariant manifold is R n−1 , given in coordinates of the original manifold by saying M = {(x 1 , x 2 , . . . , x n−1 , y)|y = 0} if (x 1 , x 2 , . . . , x n−1 , y) are the R n coordinates. We assume that any smooth codimension-one manifold can be rectified this way.
Suppose we have a one-dimensional dynamical system having a codimension-one invariant manifold. The origin, 0 will be the invariant manifold and locally, our dynamical system is defined as follows, y = yf (y), y ∈ R, where f (y) is a smooth function in R.
In n-dimensional case, suppose the vector fieldẋ = f(x) ∈ R n has a codimension-one invariant manifold, then the vector field can be written as follows, x 1 = f 1 (x 1 , x 2 , . . . , x n−1 , y), x 2 = f 2 (x 1 , x 2 , . . . , x n−1 , y), . . .
x n−1 = f n−1 (x 1 , x 2 , . . . , x n−1 , y), y = yf n (x 1 , x 2 , . . . , x n−1 , y).
(
The manifold M is invariant with respect to the above differential equation, (i.e. M is said to be invariant under the vector fieldξ = φ(ξ) if for any ξ 0 ∈ M ⊂ R n we have ξ(t, ξ 0 ) ∈ M for all t ∈ R).
Let us look at the n × n Jacobian matrix of the system (1), evaluated at the origin 0, 
∂f n−1
The eigenvalues of the above matrix are f n (0) and all eigenvalues of the submatrix formed by removing the nth row and the nth column of the matrix (2) as follow:
∂f 1 ∂x 2 (0) . . . 
∂f n−1 ∂x 2 (0) . . .
The simplest degeneracies are a single-zero eigenvalue and a pair of purely imaginary eigenvalues. We start with the following proposition.
Proposition 1. The center manifold of an equilibrium having a single-zero eigenvalue or a pair of purely imaginary eigenvalue of the matrix (3) lies inside the codimension-one invariant manifold.
This proposition is due to the fact that if the solution is inside the invariant manifold, then it will stay in the invariant manifold all the time. The main goal of this paper is to analyse all the low codimension bifurcations of equilibria and perhaps periodic orbits in such a way that the property of having an invariant manifold M is always preserved and the manifold remains the same. First we classify all possible low codimension bifurcations. We only discuss codimension-one and codimension-two bifurcations. Codimension-one bifurcations have two types of degeneracy, namely a single zero eigenvalue and a pair of purely imaginary eigenvalues. In general systems, these conditions yield the saddle-node and the Hopf bifurcations respectively. However, as the system has a codimension-one invariant manifold we may not have such bifurcations. We will not discuss the cases where the center manifold lies entirely in the invariant manifold M as they will correspond to the generic bifurcations. Since the complex pair of eigenvalues can only come from the matrix (3) the center manifold of the pair of purely imaginary eigenvalues degeneracy lies inside the invariant manifold M . Thus, we shall not analyse the Hopf bifurcation. If the single-zero eigenvalue comes from the matrix (3) it will also not be of interest for the same reason. Hence the only degeneracy for a codimension-one bifurcation that we are going to discuss is a single-zero eigenvalue degeneracy where f n (0) = 0.
Codimension-two bifurcations give us more possibilities. We start with the same degeneracy as the codimension-one bifurcation have, but now there is an additional degeneracy in the nonlinear terms of the normal form, especially in the quadratic coefficient. We then also consider cases in which the linear part of the vector field is doubly degenerate. The eigenvalues of the matrix (3) now have degeneracies, whether they are zero or purely imaginary. Combined with the first single-zero degeneracy, the center manifold will not lie entirely inside the invariant manifold. These additional degeneracies also allow the system to have codimension-two (or higher) bifurcations. We discuss the double zero eigenvalue degeneracy and the single zero eigenvalue combined with a pair of purely imaginary eigenvalues. In the general system, the former corresponds to the Bogdanov-Takens bifurcation while the latter is known as the saddle-node Hopf bifurcation.
Local codimension-one bifurcations of equilibria
As we analyse earlier, that a local codimension-one bifurcation of equilibria involves only a single zero degeneracy since a pair of purely imaginary eigenvalues is not the case of interest. Suppose thatẋ = f(x) is an n-dimensional vector field with a codimension-one invariant manifold. Suppose that we have a single zero degeneracy, i.e. the Jacobian matrix Df(0) has a single-zero eigenvalue degeneracy. We assume that there is no other degeneracy. Recall that the case of interest of a singlezero eigenvalue degeneracy occurs when f n (0) = 0. Using the Center Manifold Theorem, we reduce the dimension of our system as follows,ẏ = yf (y) = f (y) y ∈ R, wheref (y) = f n (x 1 (y), . . . , x n−1 (y), y). The Taylor expansion of the functionf (y) is given by,
where a 0 = 0 due to
dy (0) = 0 and a 1 = 0 since there is no other degeneracy. Thus, we have a onedimensional vector field,ẏ
The vector field above is already in the normal form. We truncate the terms of order 3 and higher, and rescale the coordinate by the following transformation;
where s = ±1, depending on the sign of a 1 . The phase portrait of this vector field is easy to determined as this is a one-dimensional vector field. If we take s = 1 then the origin is asymptotically stable from the left hand side and unstable from the right hand side. The next step is to unfold this degeneracy by adding parameters in our system. The candidate for our unfolding is a family of vector fields depending on one parameter as follows,ẏ
We can verify that a bifurcation occurs when µ = 0 by checking the single-zero eigenvalue degeneracy of this bifurcation, f (0, 0) = 0 and ∂f ∂y (0, 0) = 0.
Our next task is to do a local bifurcation analysis. We choose the case where s = −1, while we leave out the other case where s = 1, since it can be derived by the same method. We start by computing fixed points of the vector field (5),ŷ = 0 andỹ = µ.
We then compute the first derivative to find the linear stability of each fixed point, ∂f ∂y y=ŷ = µ and ∂f ∂y y=ỹ = −µ.
Hence for µ < 0, the fixed point y =ŷ is stable and y =ỹ is unstable. Those two fixed points coalesce at µ = 0 and, for µ > 0, the fixed point y =ŷ is unstable and y =ỹ is stable. Thus, an exchange of stabilities has occurred at µ = 0. This type of bifurcation is the so-called the transcritical bifurcation. It is straightforward to check the non-degeneracy conditions of this bifurcation at µ = 0,
The phase portraits of (5) where s = −1 as µ varies are depicted in Figure 1 . The complete bifurcation diagrams of system (5) are also depicted in Figure 2 , in which there are two curves of fixed point that pass through the origin, (y, µ) = (0, 0). Global dynamics does not occur in this one-dimensional case. Our final step is now to analyse whether or not higher order terms qualitatively affect the local dynamics near (y, µ) = (0, 0) of the vector field (5). Let us consider a one-parameter family of one-dimensional vector fields,ẏ = f (y, µ) = yf (y, µ),
As the fixed points y =ŷ and y =ỹ are hyperbolic, they will persist for small perturbations from higher order terms. Moreover, by the Implicit Function Theorem, the higher order terms do not significantly change the fixed point curves in the bifurcation diagram depicted in Figure 2 . We conclude that the addition of higher order terms does not introduce any new dynamical phenomena.
We now summarize our result. Let us consider a general one-parameter family of n-dimensional vector fieldsẋ = f(x, µ), x ∈ R n and µ ∈ R having the following properties:
(1) it has a codimension-one invariant manifold M , preserved under a variation of µ, (2) when µ = 0 the system undergoes only a single-zero degeneracy and (3) the one-dimensional center manifold of this singularity is transversal to the codimension-one invariant manifold.
Then this vector field undergoes a transcritical bifurcation. 
Higher order degeneracy
In the previous section, we considered a local codimension-one bifurcation as a result of a single-zero eigenvalue degeneracy. It turns out that we have a transcritical bifurcation. In this section we discuss a codimension-two bifurcation of an equilibrium that has more than one degeneracy. We consider a single zero degeneracy combined with an additional higher order term degeneracy of the second derivative. We assume that these are the only degeneracies. Using the Center Manifold Theorem, we can reduce the system that has a codimension-one invariant manifold to the one-dimensional center manifold below:
where f (0) = df (y) dy (0) = 0 and
dy 2 (0) = 0 due to the singularities we assume. The Taylor expansion of the functionf isf
where a 0 = a 1 = 0. Thus we have a normal form of the codimension-two bifurcation of a single-zero eigenvalue with a second order degeneracy:
where a 2 = 0 since there is no other degeneracy. Inside the bracket in the equation above, we truncate terms of order three and higher and rescale the coordinate by the following transformation:
where s = ±1, depending on the sign of a 2 . The dynamics of this vector field are determined by s. We can draw the phase portraits of the above vector field. The system has one fixed point which is asymptotically stable when s = −1 and unstable when s = 1. We illustrate these phase portraits in Figure 3 . We now wish to unfold all the possible behaviour near the fixed point by perturbing this system with parameters provided that we preserve the invariant manifold. All these dynamics can be captured by the addition of the lower order term µ 1 + µ 2 y, so that an unfolding of this degeneracy is represented bẏ y = y(µ 1 + µ 2 y + sy 2 ).
First we compute the fixed points of the system (7):
where we take the case s = −1 and leave out the case s = 1 as we have the following symmetry,
Hence we always have y 0 = 0 as our fixed point while the other fixed points can be found by computing:
From the local analysis above, we conclude that when the term µ 2 2 + 4µ 1 is positive there are three fixed points and when µ 2 2 + 4µ 1 is negative we have the origin as the only fixed point. Furthermore, when the O O Fig. 3 . The dynamics in the neighbourhood of the origin of the system (6) where s = −1 (left) and s = 1 (right) term µ 2 2 + 4µ 1 is zero, the fixed points y 1 and y 2 collide into one equilibrium in a saddle-node bifurcation. We set f (y, µ 1 ) = y(µ 1 + µ 2 y − y 2 ). We now check conditions of this bifurcation at µ 1 = −µ 2 2 /4, ∂f ∂y
Hence, we conclude that a non-degenerate saddle-node bifurcation occurs along the curve µ 2 2 + 4µ 1 = 0 but µ 2 = 0.
When µ 1 = 0 and µ 2 < 0 (µ 2 > 0, respectively), the equilibrium y 1 (y 2 , respectively) coincides with y 0 . The stabilities of these fixed points are determined by:
Then we compute the eigenvalues of both equilibria,
We consider case when µ 2 > 0. When µ 1 > 0 the equilibrium y = y 0 is unstable as its eigenvalue is positive and the equilibrium y = y 2 is stable as its eigenvalue is negative. On the other hand, when µ 1 < 0 the equilibria y = 0 and y = y 1 are stable and unstable respectively. Hence, an exchange of stabilities occurs as they coincide when µ 1 = 0 in a transcritical bifurcation. We check the non-degeneracy conditions of this bifurcation,
to conclude that a non-degenerate transcritical bifurcation occurs along the curve µ 1 = 0 but µ 2 = 0. Thus, we shall have two bifurcation curves in our parameter space, which are the saddle-node and transcritical bifurcations. Both bifurcation curves coincide when µ 1 = µ 2 = 0 at which the degeneracy of a single-zero eigenvalue with a second order degeneracy occurs. All these dynamics are illustrated in Figure  4 . We have an interaction of the saddle-node and the transcritical bifurcations at (µ 1 , µ 2 ) = (0, 0).
We now analyse the effect of higher order terms. First we put them back in (7),
where y, µ 1 , µ 2 ∈ R. The addition of higher order terms does not affect the existence and the stability of the fixed points (y = y 0 , y = y 1 and y = y 2 ) because of the fact that they are hyperbolic. We do not consider other fixed points as they are sufficiently far from the origin. Then, by using the Implicit Function Theorem for a sufficiently small neighbourhood of (µ 1 , µ 2 ) = (0, 0), higher order terms do not affect the local bifurcation curves which are transcritical and saddle-node bifurcations. We summarize our result. Let us consider a general two-parameter family of n-dimensional vector fields, i.e.ẋ = f(x, µ 1 , µ 2 ), x ∈ R n and µ 1 , µ 2 ∈ R having the following properties:
(1) it has a codimension-one invariant manifold M , which is preserved under a two-parameter variation.
(2) when (µ 1 , µ 2 ) = (0, 0) the system undergoes only a single-zero and a second order degeneracies, and (3) the one-dimensional center manifold of this singularity is transversal to the codimension-one invariant manifold.
Then this vector field undergoes a codimension-two bifurcation that involves an interaction of the saddlenode and the transcritical bifurcations. (7) when s = −1. We have four topologically different areas, which are separated by saddle-node (SN) and transcritical (TC) bifurcations. The solid dots and the circle dots in each phase portraits represent asymptotically stable equilibria and unstable equilibria respectively. The full lines represent lines of bifurcation. In contrast, the dotted line just represents an axis.
Double zero eigenvalue degeneracy
In this section, we consider the derivation of codimension two bifurcation of an equilibrium having a double zero degeneracy. We assume that these are the only degeneracies. Firstly, we derive the simplest form of vector field having this degeneracy and depict the phase portraits. Then we unfold all bifurcations and lastly we consider the effect of higher order term of the normal form.
Normal form derivation
Consider the equation (1). We know that a codimension-one bifurcation (i.e. the transcritical bifurcation) occurs when
The other degeneracy possibly comes from the matrix (3). This is the case in this section, where in particular we consider a double-zero eigenvalue degeneracy. The linear part obtained from the Jordan canonical form of the system with a double-zero eigenvalue degeneracy is given by,
We work on a two-dimensional system since the center manifold of this degeneracy is two-dimensional, thus we have a system of two differential equations,
where
where k is an integer greater than zero. We shall do a normalization to find a coordinate system in which our dynamical system is as simple as possible. To start the normalization treatment of a system having a codimension-one invariant manifold, we consider the range of the operator ad A = [., A] that is spanned by these four vectors:
These vectors are, respectively, the Lie brackets of the linear part of (8) with the five standard basis vectors for H 2 (R 2 ), which is the space of the polynomial vector fields of degree 2, having a codimension-one invariant manifold, (note that the Lie bracket acting on the third term below is identically zero),
Thus, the set of vectors below,
spans a complementary subspace of the range of the operator ad A. Hence, the normal form of (8) can be written as:
We assume that there is no other degeneracy, which means that the quadratic coefficients of the normal form above, a and b do not vanish. We initially neglect terms of order three and higher to have a two-dimensional normal form:ẋ = y + ax 2 , y = y(bx).
(10)
Phase portrait of normal forms with a double zero degeneracy
We would like to sketch the dynamics of the system (10) near the origin. Using the following transformation:
we get a new system,v
which is a codimension-three Bogdanov-Takens degeneracy (see Bazykin et al., 1989] ). The normal form of the codimension-three Bogdanov-Takens bifurcation is given bẏ
where B 1 = 0. The topological dynamics near the origin of the system above (12) are distinguished as follows:
• saddle case 1 > 0, any B and D;
• focus case 1 < 0 and B 2 + 8 1 < 0;
• elliptic case 1 < 0 and B 2 + 8 1 > 0.
The bifurcation is defined to be regular if the parameters satisfy another extra condition below,
Applying the information above to the equation (11) we perform a simple calculation to get a classification for (10),
• saddle case ab < 0,
where 2a + b = 0 since the codimension-three Bogdanov-Takens bifurcation does not allow the coefficients of "vw" and "v 3 " in the normal form (11) to be zero. One may notice that our bifurcation seems more degenerate due to a violation of the condition (13). It is mainly because we truncate the higher order terms of the normal form (9) that affects the topological dynamics of our vector field. We shall discuss this later on in this section. However in our classification, we do not have the focus case. This fact is expected due to the existence of the invariant manifold. The schematic phase portraits can be seen in Figure 5 .
Local bifurcation
In our attempt to unfold this degeneracy we consider a two-parameter family which will provide all possible perturbations of the equilibrium. We now have,
where µ 1 , µ 2 are the unfolding parameters. We can do some scaling to normalize the coefficients a and b, however it does not hurt to leave them as they are for now. Without loss of generality we assume a > 0 as the system above is equivariant with respect to the following symmetry,
A local analysis will show us that there are two fixed points inside the invariant manifold.
For the saddle case (b < 0) and the elliptic case (b > 0), when µ 1 < 0 we have these two fixed points. As we vary µ 1 , at the point µ 1 = 0, these two fixed points collide to form a simple equilibrium, (x, y) = (0, 0). Thus we have a saddle-node bifurcation curve in the parameter space defined below,
There is another fixed point which is
As the parameters are varied, the fixed point (x, y) 3 coincides with one of the equilibria (x, y) 1,2 that are inside the invariant manifold and they exchange stability. Thus we find a parabola {(µ 1 , µ 2 )|µ 1 + a b 2 µ 2 2 = 0} is a condition for the transcritical bifurcation, at which the fixed point (x, y) 3 coincides with one of the equilibria inside the invariant manifold and exchanges stability.
Saddle case
Elliptic case (14) with µ 1 and µ 2 as parameters for the saddle case (ab < 0). SN, TC and HB represent saddle-node, transcritical and Hopf bifurcations, respectively.
We compute the Jacobian matrix of the system (14),
This matrix can be used to find a candidate for a Hopf bifurcation by computing at the trace and the determinant of the matrix above evaluated at the fixed point (x, y) 3 , since the other equilibria, (x, y) 1 and (x, y) 2 are not able to undergo a Hopf bifurcation. The Hopf bifurcation is formed by equating the trace of the matrix (18) to zero, provided that the determinant of the same matrix is positive. These computations,
give conditions {µ 2 = 0|µ 1 < 0} and {µ 2 = 0|µ 1 > 0} for a Hopf bifurcation in the saddle and elliptic cases, respectively. We now give, bifurcations sets and phase portraits for both cases (saddle and elliptic). Note that these bifurcation diagrams are partial, since we have not included a global bifurcation analysis where we may be able to see heteroclinic or homoclinic bifurcations.
The bifurcation diagram for the saddle case is depicted in Figure 6 . First there are two bifurcation curves, which are saddle-node and transcritical bifurcations. As we cross the saddle-node line two equilibria appear and as we intersect the transcritical curve the fixed point (x, y) 3 that is not on the invariant axis coincides with one of the equilibria on the invariant axis and exchanges stability. There is also a Hopf bifurcation curve, at which the fixed point changes its stability. We now verify this Hopf bifurcation to show that this bifurcation is degenerate. We compute the first Lyapunov coefficient [Kuznetsov, 1998 ] of this Hopf bifurcation (using µ 2 = 0). First we shall translate the equilibrium of the system (14) that undergoes bifurcation to the origin, using the following transformation:
to get a new system in the form,ẋ
, where bµ 1 > 0. Using the system above, we determine that the first Lyapunov coefficient of the Hopf bifurcation above is zero. This implies that the terms of at least cubic order in our normal form must be included. In fact, for µ 2 = 0 (where the Hopf bifurcation occurs) the system (14) is completely integrable, since the function
is constant along the solution of (14),
This integral function holds if 2a − b = 0, however if this is not the case we still have an integral but it will not be of this form. This implies that when the degenerate Hopf bifurcation occurs in our system, we will have infinitely many periodic orbits and a heteroclinic link between two saddle equilibria that are living inside the codimension-one invariant manifold. This can be seen in the phase portrait of Figure 6 , when µ 2 = 0 and µ 1 < 0.
The bifurcation diagram for the elliptic case is depicted in Figure 7 . We still have curves of saddlenode and transcritical bifurcations, however a Hopf bifurcation occurs at the other side of the plane (when µ 2 = 0 and µ 1 > 0). The Hopf bifurcation is again degenerate since it is undetermined by the quadratic normal form. Furthermore, the system is also completely integrable with the same integral function (19) when µ 2 = 0 at which the Hopf bifurcation occurs. We still have the fact that there are infinitely many periodic orbits, but we do not have a global bifurcation phenomenon. This permits us to conclude the local unfolding analysis of system (10).
We now address the effect of higher order terms in our planar system and show that some results we have "survive" while others do not. Consider the vector field (14) with additional higher order terms:
By performing computations on the equations above we immediately find that the number of fixed points of the system (20) is more than the number of fixed points of the system without higher order terms (14) since the degree of the fixed point equations is higher. However, we are only interested in the neighbourhood of (µ 1 , µ 2 ) = (0, 0). Hence, we have the same number of equilibria involved between the system (14) and (20) locally near (µ 1 , µ 2 ) = (0, 0). Moreover, as those fixed points near the origin are hyperbolic, they will persist for small perturbations from higher order terms as well as their stability. Then, by the Implicit Function Theorem, small perturbations of higher order terms do not significantly change the local bifurcation curves in the bifurcation diagram. However, we now will see that the presence of higher order terms affects the local dynamics. In order to show that, we shall only add the cubic terms in the equation (20) as follows:
where c, d = 0. We shall show that local bifurcations will survive while some local dynamics will not.
Lemma 1. The saddle-node and the transcritical bifurcations occur in the system (21). They are locally topologically equivalent with those of system (14). (14) with µ 1 and µ 2 as parameters for the elliptic case (ab > 0). SN, TC and HB represent saddle-node, transcritical and Hopf bifurcations, respectively.
Proof. We shall first discuss the saddle-node bifurcation. The saddle-node bifurcation is obtained by the elimination of x from the two equations below,
where a, c = 0. The first equation above comes from the equation that is used to find fixed points that are living inside the codimension-one invariant manifold and the latter equation is the stability equation of the fixed points. Eliminating x we get two curves in parameter space that give saddle-node bifurcations,
However, we do not consider the bifurcation curve in the part of parameter space that is outside the neighbourhood of the origin, (µ 1 , µ 2 ) = (0, 0), thus we are only interested in the first saddle-node bifurcation curve, µ 1 = 0. This curve, in fact is the same curve as the saddle-node bifurcation curve of system (14), thus we have proved the first part of this lemma.
To prove the second part of this lemma, we consider these two equations,
where a, b, c, d = 0. The first equation comes from the equation, used to find the condition for the fixed point to cross the invariant manifold, coincide and exchange stability with the fixed point that is inside the manifold, y = 0, while the second equation comes from the condition that the eigenvalue of the Jacobian matrix evaluated at the critical fixed point is zero. Eliminating x from the two equations above gives us a curve of transcritical bifurcation in the parameter space µ 1 − µ 2 . We want to prove that this bifurcation curve is topologically equivalent to the transcritical bifurcation curve of system (14). We consider the equations above as a non-linear system of two equations with coordinates (x, µ 1 , µ 2 ) as follows,
The solution of the non-linear system above is a curve, passing through the origin since (0, 0, 0) satisfies the equations above. The Jacobian matrix of the non-linear system above evaluated at the origin,
has rank two since the determinant of the sub-matrix below is not zero, det 0 1 1 0 = 0.
In this case, the Implicit Function Theorem provides the local existence of two smooth functions, µ 1 (x) and µ 2 (x) for x sufficiently near the origin,
These functions in fact define a curve γ ⊂ R 2 that is the transcritical bifurcation curve in the parameter space µ 1 − µ 2 , parameterized by an interval of x near zero. This curve, moreover has the following characteristics: it is tangent to the saddle-node bifurcation line µ 1 = 0,
it passes the origin (µ 1 , µ 2 ) = (0, 0), and the sign of µ 1 -coordinate is negative for a > 0 for sufficiently small x near zero. These characteristics are also the case for the transcritical bifurcation of system (14). We now have a rough picture of this transcritical bifurcation curve. And now we want to construct a local homeomorphism of the parameter plane that maps this curve into the corresponding transcritical bifurcation curve of system (14) as shown in Figures 6 and 7 for saddle and elliptic cases, respectively. The idea is to use the property of the parametrization of the curve γ and the fact that the transcritical curve of (14) can also be parameterized by the same interval. The Implicit Function Theorem guarantees that the parametrization of the curve γ is locally one-to-one. Using this property, we can construct an inverse transformation to map a point in the curve γ to the interval near x = 0. Finally, the image of this inverse parametrization is mapped to the parabolic curve of the transcritical bifurcation of the system (14). Thus, we have shown that the transcritical bifurcation curve of (21) is locally topologically equivalent with that of system (14).
Lemma 2. Consider system (21) with a > 0. A Hopf bifurcation occurs when µ 2 = 0, µ 1 < 0 for the saddle case and µ 2 = 0, µ 1 > 0 for the elliptic case. This Hopf bifurcation is non-degenerate.
Proof. The first equation for the Hopf bifurcation is obtained by evaluating the critical equilibrium that is not on the invariant manifold. Thus y = 0 in the equation (21), and it implies that µ 2 + bx + dx 2 must be equal to zero. We now have to compute the trace of the Jacobian matrix of system (21) evaluated at the critical equilibrium that undergoes a Hopf bifurcation, along with the condition that the Jacobian matrix must have a positive determinant. Hence we have the following non-linear system:
where a, b, c, d = 0. The second equation above gives us two solutions; x = 0 and x = −2a/3c. However the latter gives us a Hopf bifurcation that is far enough from the origin. Hence this is not the case that we want to discuss. Thus, we shall consider the solution x = 0 that gives us Hopf bifurcation conditions; µ 2 = 0, µ 1 < 0 for the saddle case (b < 0) and µ 2 = 0, µ 1 > 0 for the elliptic case (b > 0). We also check TC SN the non-degeneracy of the Hopf bifurcation by computing the first Lyapunov coefficient of the normal form of Hopf degeneracy. Translating the equilibrium of the system (21) that undergoes a Hopf bifurcation to the origin using the transformation, (x, y) → (x,ỹ) = ( √ bµ 1 x, y + µ 1 ), we get a new system as follows,
where bµ 1 > 0. Using the system above, we obtain the first Lyapunov coefficient,
which is normally non-zero for every cubic term. Thus the Hopf bifurcation of system (21) is non-degenerate.
Thus, we have shown that local bifurcations such as transcritical, saddle-node and Hopf persist for small perturbations of cubic terms. However, we notice that the Hopf bifurcation is now non-degenerate as a result of cubic order terms. In the next section, we will show that the addition of cubic terms will change the local dynamics and give birth to a global bifurcation.
Global bifurcation
From the two lemmas above we conclude that the basic local bifurcations survive. Now we shall see that the presence of cubic terms affects the local dynamics. We shall take an example of the saddle case where we include the cubic terms. We assume that the sign of the coefficients of the cubic terms are both positive. We draw a bifurcation diagram and the phase portraits corresponding to system (21) it with Figure 6 , we see that the fixed point that undergoes a Hopf bifurcation is unstable when the parameters are above the Hopf bifurcation line. However, we see a significant difference between the two figures. When the parameters are exactly at the Hopf line, we have two different phase portraits. In Figure  6 the fixed point is stable (but not assymptotically stable), however in the system with higher order terms (see Figure 8 ) the fixed point is unstable. We also see a new phase portrait that we never saw before when the parameters are slightly below the Hopf line. The fixed point is stable, which agrees with our analysis, however there is an unstable limit cycle in the system with higher order terms. Hence, there must be an additional global bifurcation curve in this area (below the Hopf line) since this phase portrait is not homeomorphic with the other phase portrait from the same area. The saddle equilibria that are inside the codimension-one invariant manifold and the equilibrium that undergoes Hopf bifurcation do not change their topological types, and thus a global bifurcation must take place. We have to note that the significant differences of the phase portraits depend on the signs of the cubic terms, c and d. If we change the sign of either c or d then the occurrence of limit cycle may happen in the area above the Hopf bifurcation line.
On the other hand, for the elliptic case, the significant difference between (10) and (21) is the existence of an isolated limit cycle in the area below the Hopf bifurcation line in the latter case (compare Figures  7 and 9) . We assume that the signs of the coefficients of the cubic terms are both negative. When the parameters are in that area, the phase portrait always has a stable limit cycle. This cycle collapses when the parameters cross the saddle-node bifurcation, µ 1 = 0. Hence, different from the saddle case we do not expect a global bifurcation taking place in this diagram.
We go back to the saddle-case to locate a global bifurcation taking place in our diagram, we let a = 1 and b = −1. We rescale the coordinate along with the unfolding parameters as follows,
and rescale the time t → t, so that (21) becomeṡ
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Note that for = 0 we have a system that is completely integrable, with an integral as follows,
We take an example of the saddle case, where a = 1 and b = −1. Furthermore, without loss of generality we set α 1 = −1 since the case of interest occurs when µ 1 < 0. The variation of µ 1 < 0 is obtained as varies. We now consider the system (23) multiplied by the integrating factor v l−1 where l = −2a/b,
The above system is a dilated version of the vector field (23) for v > 0, thus the solution curves of (23) are topologically equivalent to those of (24). We would like to show that for small and suitable choices of (α 2 , c, d), the isolated level curve (i.e. heteroclinic orbit) is preserved. First we set the system above in a vector notation,ẇ
Applying the Melnikov method and Green's theorem, we deduce that given a closed curve Γ we have int Γ
trace Dl(w, α 2 ) dw = 0, for a chosen α 2 where the trace of Dl is given by
We automatically have trace Dk = 0, since it is integrable. We therefore must find a value, K such that F −1 (K) is a heteroclinic curve Γ K . It turns out that the value K = 0 corresponds to the heteroclinic orbit. Gathering all the information above and the facts that we have a = 1, b = −1 and α 1 = −1, we have to integrate where the closed curve Γ K is given by This equation determines the location of the heteroclinic bifurcation in our parameter space (up to order ), and in terms of the variables used before scaling, we obtain the equation for the heteroclinic bifurcation curve:
We have proven the following lemma.
Lemma 3. There is a curve in the bifurcation diagram of system (21), corresponding to a heteroclinic bifurcation and having the following representation,
Thus, the complete bifurcation diagrams of (21) for the saddle and the elliptic cases are depicted in Figure  10 and 9, respectively. Let us summarize our results. Let us assume a general two-parameter family of an n-dimensional vector field, i.e.ẋ = f(x, µ 1 , µ 2 ), x ∈ R n and µ 1 , µ 2 ∈ R having the following properties:
(1) it has a codimension-one invariant manifold M , which is preserved under a two-parameter variations.
(2) when (µ 1 , µ 2 ) = (0, 0) the system undergoes only a double-zero degeneracy, and (3) the center manifold of this singularity does not lie inside the codimension-one invariant manifold.
Then this vector field undergoes a codimension-two bifurcation that involves a saddle-node bifurcation, a transcritical bifurcation and a Hopf bifurcation.
A single-zero and a pair of purely imaginary eigenvalues
In this section, we provide an analysis of the remaining bifurcation of codimension-two that occurs in a system having a codimension-one invariant manifold. We discuss the problem of a single-zero and a pair of purely imaginary eigenvalues degeneracies. We work on a three-dimensional system since we can reduce the dimension of the system by a center manifold reduction. When we deal with a pair of purely imaginary eigenvalues, it is always convenient to work in polar coordinates, which we will do in a moment. Moreover, we will see that we can reduce the three-dimensional system into a two-dimensional system by removing the angle part of our system under some assumptions. Thus, most of the analyse in this section are mainly planar. We will translate some of the results we obtain in the planar analysis to the three dimensional system. Some complex dynamics shall appear since some assumptions that previously applied do not apply anymore.
The Jordan canonical form of the linear part of our system will be:
Thus we have a three-dimensional system as follows,
Using the method of normal form, we can remove some nonlinear terms in the equation above. Moreover, the normal form can be conveniently written in the cylindrical polar coordinates as follows,
provided that all the normal form coefficients are non-zero. It turns out that the θ-dependence in the r and y components of the vector field can be removed to order k for k arbitrarily large. This is important since we can truncate our equation to some order and ignore theθ part of our vector field. Then we perform a local bifurcation analysis on the r, y parts of the vector field. In some sense, for r, y sufficiently small, the r − y plane can be thought of as a Poincaré map for the full three-dimensional system. We thus remove theθ part and truncate terms of order four and higher, r = a 1 ry + a 2 r 3 + a 3 ry 2 , y = y(b 1 y + b 2 r 2 + b 3 y 2 ).
Before we do further analysis on the system above we shall do another transformation that helps reduce the number of parameters we have. We introduce a new coordinate by the following transformation:
and compute the vector field (28) with respect to the new coordinate:
The remainder terms have order at least four in (s, w), hence we ignore these higher order terms. We now choose (g, h, i, j) to make (30) as simple as possible. The new cubic coefficients introduced in the above system depend linearly on (g, h, i, j) as described by the matrix:
where v is (g, h, i, j) and Mv has the components (−a 1 h, −b 1 g + a 1 i − a 1 j, −2a 1 h + 2b 1 h, −b 1 j) which is added to the components s 3 , sw 2 , s 2 w and w 3 . The matrix has rank three with a kernel spanned by the vector (a 1 , 0, b 1 , 0). Consequently, we may choose v such that Mv is equal to (0, a 3 , 0, b 3 ) since this vector is in the range of M. Thus, we can assume that the coefficients of sw 2 and w 3 are zero and consider only the cubic perturbation (s 3 , s 2 w) as follows:ṙ = a 1 ry + a 2 r 3 , y = y(b 1 y + b 2 r 2 ).
(32)
Phase portraits of normal forms with a Hopf-zero degeneracy
We consider the equation (32) and scale the above system by the following transformation:
Then the equation (32) becomesṙ = α(a 1rȳ αβ + a 2r
We set β = −b 1 and α = |b 2 | and drop the bars, thus it yieldṡ r = a 1 ry + a 2 r 3 , y = y(−y + sr 2 ),
where s = ±1. The coefficients, a 1 , a 2 are different from those of the equation (32), however we keep the same notations for convenience. They can be positive or negative, but will be assumed to be non-zero. We also need a 1 − a 2 = 0 as will be explained below. We note that we have two invariant manifolds in this case, one is y = 0 (our codimension-one invariant manifold) and one is r = 0 as a result of the symmetry (r, y) → (−r, y). Thus we only need to consider half the r − y plane due to this symmetry. We also have another symmetry that involves some parameters which is (s, y, t, a 2 ) → −(s, y, t, a 2 ).
As a consequence, we can set s = −1 without further considering the case s = 1 since it follows from the symmetry above. We now want to classify the phase portraits of (35) near the origin. Consider the r − y half plane, r ≥ 0 . We shall divide cases here, firstly we blow the area y > 0 up and then the area y < 0. In the area y > 0, we perform the first blowing-up:
leading toṘ
By means of polar blowing-up R = ρ cos θ and Y = ρ sin θ, we get:
where ρ ≥ 0 and θ ∈ [0, π 2 ]. There are three possible equilibria on ρ = 0, which are: (i) ρ = 0, θ = 0, whose linearization matrix is:
, whose linearization matrix is:
. The Jacobian matrix evaluated at this equilibrium is
Hence there are six areas in the a 1 − a 2 plane that will yield qualitatively different phase portraits of (39) which are We note that the third equilibrium (0, α) does not appear in the area 1, 2 and 6. Performing the phase portrait analysis and the blowing-down transformation we get six qualitatively different phase portraits near the origin of (32). We take an example that is illustrated in Figure 11 . We choose the area 3. Using all the computations above we know that the equilibria (θ = 0) and (θ = π 2 ) are stable in the ρ−direction and unstable in the θ−direction. In this area, the equilibrium (θ = α) also appears and is stable in all directions. We then do the blowing-down transformation to have the phase portrait for this area.
We now blow the second area (y < 0) up. We perform the following transformation:
Then we get,Ṙ
We then do the second blowing-up which is the polar one; R = ρ cos θ and Y = ρ sin θ to get:
where ρ ≥ 0 and θ ∈ [0, . The correspondence Jacobian matrices for these three equilibria are:
.
As the previous blowing-up above, we also have six different areas in the a 1 − a 2 plane. However, we need to consider the sign of (a 1 − a 2 ) now since the third equilibrium appears in the areas 1,2 and 6 where the sign of the term (a 1 − a 2 ) comes into play. Thus, we divide areas 1,2 and 6 considering the sign of (a 1 − a 2 ), So we have a total of nine qualitatively different phase portraits for y < 0. Combined with the case y > 0 we obtain the qualitative phase portraits for the singularity of a single-zero eigenvalue and a pair of purely imaginary eigenvalue in the system having a codimension-one invariant manifold for different values of a 1 and a 2 as represented in Figure 12 .
Bifurcation analysis of Hopf-zero normal forms
We now study the unfolding of (35) with respect to the nine cases we have got above. First we require that the symmetry (r, y) → (−r, y) and the codimension-one invariant manifold are preserved under the perturbation of parameters. The local unfolding of this singularity is given by: r = µ 1 r + a 1 ry + a 2 r 3 , y = y(µ 2 − y − r 2 ).
We immediately notice that there are possibly four equilibria;
• E 0 = (r 0 , y 0 ) = (0, 0),
≥ 0 and
Note that the fixed point E 0 is the origin, the fixed point E 1 is the one on the y−axis and the fixed point E 2 is the one on the r−axis. Thus, we have a line {(µ 1 , µ 2 )|µ 2 = 0} which is a transcritical bifurcation, which is a condition for fixed points E 0 and E 1 to coincide and exchange their stabilities. Another bifurcation line is a pitchfork bifurcation line {(µ 1 , µ 2 )|µ 1 = 0}. When the sign of − µ 1 a 2
is positive there appears an equilibrium E 2 on the invariant manifold, y = 0. Another equilibrium, E 3 also appears through the secondary pitchfork bifurcation, which occurs on the bifurcation line, {(µ 1 , µ 2 )|µ 1 + a 1 µ 2 = 0}. When
is greater than zero, this equilibrium appears. Finally, the transcritical bifurcation between the fixed points E 2 and E 3 occurs on the following line, {(µ 1 , µ 2 )|µ 1 + a 2 µ 2 = 0}, provided that the sign of − µ 1 a 2 and µ 1 +a 1 µ 2 a 1 −a 2 are both positive.
Up to this point, we have already four bifurcation lines for arbitrary values of a 1 and a 2 . The behaviour of the phase portraits in all cases are also relatively simple since we have not considered Hopf bifurcations. Among all the equilibria, E 3 is the only fixed point that can undergo a Hopf bifurcation. This is mainly because the eigenvalues of the linearization matrices evaluated at E 0 , E 1 , and E 2 are always real. The linearization matrix evaluated at the equilibrium E 3 is:
with the trace,
and the determinant,
To detect a Hopf bifurcation we need the trace of (44) to be zero and the determinant of (44) to be positive. It turns out that a Hopf bifurcation cannot occur in cases 1b, 2a, 3, 4 and 6a. This is mainly because the Hopf bifurcation line (equation (45) is equal to zero) lies in the area where the sign of the determinant (46) is negative. On the other hand, a Hopf bifurcation occurs in cases 1a, 2b, 5 and 6b. We will now describe these bifurcations in bifurcation diagrams. We recall that, we have nine qualitatively different phase portraits when µ 1 = µ 2 = 0, and that came from dividing the a 1 − a 2 plane into nine regions by these four lines: a 1 = − 1 2 , a 2 = − 1 2 , a 2 = 0 and a 1 − a 2 = 0. However, when unfolding system (43), we can reduce the number of cases that we have. This can be done mainly because the equations a 1 = − 1 2 and a 2 = − 1 2 do not play roles in the unfolding program as they do not affect the stability of the four equilibria when we cross these lines, a 1 = − 1 2 and a 2 = − 1 2 . We only require that a 1 , a 2 and a 1 − a 2 are not zero. Thus, there are only four cases that will be considered here, which are (I) a 2 > 0 and a 1 − a 2 > 0, (II) a 2 > 0 and a 1 − a 2 < 0 (III) a 2 < 0 and a 1 − a 2 > 0, and (IV) a 2 < 0 and a 1 − a 2 < 0.
As a result cases 1b and 4 from the first classification in Figure 11 can be combined into one unfolding (case (II)) since their unfolding are not distinguishable. This is also true for cases 2a, 3 and 6a that are combined in case (III) and also cases 2b, 5 and 6b in case (IV).
We begin with the unfolding of case (I). As analysed above, in this case we have two transcritical bifurcation lines and two pitchfork bifurcation lines along with a Hopf bifurcation curve. We can see the schematic bifurcation diagram and the schematic phase portraits in each area in Figure 13 . However, the normal form of (43) does not suffice to determine the type of the Hopf bifurcation in this case as we see in this figure. The dynamics of the system above the Hopf line changes quite drastically when we cross the Hopf line. When parameters lie on the Hopf bifurcation line, we have an integrable-like phase portrait in which we see infinitely many periodic solutions.
We now turn to cases (II) and (III). These unfoldings are relatively simple since these cases (1b, 2a, 3, 4 and 6a) do not undergo Hopf bifurcation in their unfoldings. One can see the bifurcation diagrams for these cases in Figure 14 and Figure 15 , respectively. These bifurcation diagrams are depicted by assuming a 1 > − 1 2 , a 2 > 0, a 1 − a 2 < 0 for case (II) and a 1 − > 1 2 , a 2 < 0, a 1 − a 2 > 0 for case (III). Our final case, case (IV) which includes cases 2b, 5 and 6b in the classification of (35), is rather complicated, as a Hopf bifurcation plays a role here. As noticed in the previous analysis in case (I), the Hopf bifurcation in this case is degenerate. One can see that the equilibrium E 3 drastically changes from a stable fixed point to an unstable fixed point. The dynamics around it also change significantly. It is mainly because, when the parameters µ 1 and µ 2 are on the Hopf bifurcation line, we have an integrablelike phase portrait where we see infinitely many periodic solutions. This problem will disappear if we add other normal form coefficients. We note that the fact that the Hopf bifurcation line lies inside the second quadrant (µ 1 < 0, µ 2 > 0) is because we depict this schematic bifurcation diagram by assuming
. If we vary a 1 and a 2 , provided that we are still inside case (IV), we shall have all the bifurcations that we had before, however the Hopf bifurcation will take place in a different quadrant in the parameter space.
We now want to consider the effect of higher order terms. As those fixed points near the origin are hyperbolic, they will persist for small perturbations from higher order terms as well as their stability. Then, by the Implicit Function Theorem, small perturbations of higher order terms do not significantly change the local bifurcation curves in the bifurcation diagram. However, some results do not survive and in order to show that, we shall discuss the vector field in cases (I) and (IV) by restoring the remaining normal form coefficients.ṙ = µ 1 r + a 1 ry + a 2 r 3 + a 3 ry 2 , y = y(µ 2 − y − r 2 + b 3 y 2 ).
The equilibria E 0 and E 2 are not affected by the presence of new normal form coefficients. The equilibria E 1 and E 3 also remain there, even though their locations in the phase portrait are slightly affected. The coordinate of E 1 is obtained by solving these equations below, Solving the system below gives us the coordinates of E 3 , µ 2 − y − r 2 + b 3 y 2 = 0 and µ 1 + a 1 y + a 2 r 2 + a 3 y 2 = 0.
Thus we obtain the approximate coordinates for both fixed points,
• E 1 = (r 1 , y 1 ) = (0, µ 2 + O(|µ 2 |)) and
• E 3 = (r 3 , y 3 ) = (
The system (47) may have another equilibrium, that comes from solving (49), as they are quadratic equations. We do not worry about this equilibrium since it is located outside any sufficiently small neighbourhood of the origin of the phase plane and does not interact with any of our E k , k = 0, . . . , 3. The first transcritical bifurcation occurs when the y-coordinate of the fixed point E 1 goes to zero. Thus, the transcritical bifurcation line µ 2 = 0 is not affected by the addition of new normal form coefficients. This is also the case for the first pitchfork bifurcation µ 1 = 0, at which the equilibrium E 2 branches from E 0 . The second pitchfork bifurcation, which is a bifurcation between E 1 and E 3 , is slightly affected. We can see this by investigating the fact that this bifurcation occurs when the r-coordinate of the fixed point E 3 goes to zero at
Since we are only interested in analysing the phase portrait in the neighbourhood of the origin, the curve of this bifurcation does not qualitatively change. The second transcritical bifurcation, at which the equilibrium E 3 coincides with E 2 and exchanges stability, occurs when the y-coordinate of the fixed point E 3 goes to zero. The location of this bifurcation is µ 1 + a 2 µ 2 = 0. It turns out that new normal form coefficients do not affect the second transcritical bifurcation. Finally, we compute the location of the Hopf bifurcation of (47). The trace and the determinant of the Jacobian (35)). TC and PF represent transcritical and pitchfork bifurcations respectively. matrix of system (47) evaluated at the fixed point E 3 are respectively,
We conclude that these normal form coefficients do not significantly affect the local bifurcation curves that are presented in Figures 13-16 . However, the addition of these higher order terms permits us to have global bifurcations such as the birth of an isolated limit cycle, or a heteroclinic orbit, provided that the Hopf bifurcation exists in some of those cases. We present the complete bifurcation diagrams of system (47) for cases (I) and (IV) as these cases are the cases that exhibit global bifurcations. The bifurcation diagram of case (I) is depicted in Figure 17 . We have a new phase portrait as a result of a global bifurcation curve, which is in fact a heteroclinic bifurcation. If we start from the area above the Hopf bifurcation curve, the corresponding fixed point is unstable. When we cross the Hopf bifurcation the equilibrium is now asymptotically stable, and there appears an unstable isolated limit cycle. Then we go down to cross the heteroclinic bifurcation and the limit cycle collapses as we have a heteroclinic link between the fixed points E 1 and E 2 as illustrated in Figure 18 . We note that the heteroclinic bifurcation curve takes place below the Hopf bifurcation curve as we assume that the signs of the coefficients are a 3 < 0 and b 3 > 0, respectively.
The bifurcation diagram for case (IV) can be seen in Figure 19 . We compare this figure to the bifurcation diagram of the truncated system (43) in Figure 16 . We see that the phase portrait of area 5 of the truncated system is not topologically equivalent with that of the system (47). We consider the phase portraits in the area above the Hopf bifurcation in Figure 19 . As we cross the Hopf bifurcation line, the equilibrium changes (35)). TC, PF and HB represent transcritical, pitchfork and Hopf bifurcations, respectively. stability and a stable isolated limit cycle appears. As we go down to cross the transcritical bifurcation, the period of the limit cycle tends to infinity. The cycle is collapsed and we have no more periodic orbit. All these phenomena are obtained by assuming the signs of the coefficients a 3 and b 3 are respectively a 3 > 0 and b 3 < 0. As the signs of these coefficients change, the dynamics of the phase portraits near the Hopf bifurcation curve will also change. Thus we have a complete unfolding of a planar system (47) in the neighbourhood of a single-zero and a purely imaginary degeneracy (µ 1 = µ 2 = 0). Up to this point the unfoldings of these four cases of the planar system (47) are essentially complete.
Before going to translate the results we have to the three dimensional system (26) we shall derive the equation of a global bifurcation of case (I) in Figure 17 . The analysis now proceeds in a manner parallel to the analysis of the global bifurcation in the previous section of the double-zero degeneracy. We shall rescale the variables r and y along with the unfolding parameters:
and rescale time t → t, so that (47) becomeṡ
So now our problem becomes a perturbation of an integrable system:
with an integral (for a 1 , a 2 = 0 and for a 1 , a 2 = − 1 2 ):
. We recall that the case of interest which exhibits a heteroclinic bifurcation is case (I) where we have a 2 > 0 and a 1 − a 2 > 0. Without loss of generality we can set β 1 = −1 since Hopf bifurcation occurs when the sign of µ 1 is negative, see Figure 13 . The variation of µ 1 is obtained as is varied. It is more convenient to work with the system (51) multiplied by the integrating factor
Applying Melnikov theory and Green's theorem, if we have a closed curve Γ for some value β 2 then we have the following equation:
). However, in order to locate the global bifurcation taking place in our bifurcation diagram, we shall take an example of case (I). We choose a 1 = 3/2 and a 2 = 1/2 to get:
Then we have to integrate: to find the value of β 2 . A closed curve Γ is given by the following equation: Putting back the parameters used before scaling (50), we obtain the location of the global bifurcation curve in our parameter space,
This bifurcation curve is depicted in Figure 17 .
Implications in the three dimensional system
In this section, we are going to translate all results previously obtained in the unfolded planar system (47) to the unfolded three dimensional system below,
Firstly we consider the truncated system above where higher order terms are not included. We shall analyse what the fixed points in planar system are going to be in the truncated three-dimensional system above. And then we shall translate those bifurcations that occur in the planar system to the truncated threedimensional system. And lastly we shall consider global dynamics in the planar systems such as the birth of an isolated limit cycle and a heteroclinic bifurcation. However, we may have cases that some of the dynamics disappears once we have perturbations of higher order terms and non-S 1 symmetric terms. The fixed points that are on the y-axis, E 0 and E 1 , correspond to fixed points in the full system, while the fixed points that are not on the y−axis which are E 2 and E 3 correspond to limit cycles in the three dimensional space. The stabilities of these fixed points and these limit cycles are the same as those of fixed points in the planar system. Moreover, if these fixed points and limit cycles are hyperbolic, they will persist for small perturbations such as higher order terms, though the equilibrium on the y−axis may leave if there is a non-S 1 symmetric perturbation.
The transcritical bifurcation between E 0 and E 1 will become another transcritical bifurcation for system (57). The pitchfork bifurcation in which the fixed point E 2 starts to appear now becomes a Hopf bifurcation in the full system. This agrees with the fact that the fixed point E 2 is actually a limit cycle in the full system. Note that the limit cycle E 2 lies inside the invariant manifold y = 0. The secondary pitchfork bifurcation, in which the equilibrium E 3 comes into view, is now a Hopf bifurcation. A second transcritical bifurcation, in which the equilibria E 2 and E 3 coincide and exchange their stability, is now a transcritical bifurcation between two periodic solutions. To our best knowledge, this case rarely occurs in the general system. We depict an example of these dynamics translated to the full system in Figure 20 . We now translate the Hopf bifurcation of fixed point E 3 in the planar system. It turns out that it becomes a Hopf bifurcation of a periodic orbit that is a so-called the Neimark-Sacker bifurcation. Furthermore, the closed orbit in the planar system represents an invariant torus in the three-dimensional system. The heteroclinic link that is depicted in Figure 18 corresponds to a half sphere in the full system.
Recall that the previous implications for the three-dimensional system concern the truncated system (57) where we do not have the perturbation of the higher order terms. The addition of higher order terms does not affect the existence and the stability of the fixed points and the periodic orbits for sufficiently small ||(µ 1 , µ 2 )|| because of the fact that they are hyperbolic. Then, by using the Implicit Function Theorem for a sufficiently small neighbourhood of (µ 1 , µ 2 ) = (0, 0), higher order terms do not affect the local bifurcation curves which are transcritical, Hopf and Neimark-Sacker bifurcations. However, adding higher-order terms will result in topologically non-equivalent bifurcation diagrams as the truncated system has some degenerate features that disappear under perturbations by these higher order terms.
Let us first explain a simple case that is sensitive to the addition of higher order terms. Consider the phase portrait of case (II), depicted in Figure 14 in area 2. It has two saddle-type equilibria on the y−axis. This axis in fact is invariant due to the S 1 symmetry that connects the one-dimensional stable manifold of one fixed point to the one-dimensional unstable manifold of the other; thus we have a heteroclinic link for all values of µ 1 and µ 2 in this region. The addition of general higher-order terms or in particular, the addition of non-S 1 symmetric terms will make the link disappear. Thus, generically we do not have Fig. 20 . Three-dimensional flow with respect to the flow in planar system. We see that E 0 and E 1 stay as fixed points and E 2 and E 3 become periodic solutions.
a heteroclinic link between these two fixed points. We note that this phenomenon does not occur only in case (II) but also in all cases where we have two saddle-type equilibria on the y−axis.
The other dynamics that most likely disappears is the global bifurcation phenomenon. Let us consider the heteroclinic orbit in Figure 18 . We know that in R 3 the heteroclinic link becomes a sphere that is cut in half by the codimension-one invariant manifold possessed by the system. The half sphere is formed by the two-dimensional unstable manifold of the fixed point E 1 and the two-dimensional stable manifold of the fixed point E 2 . Thus this half sphere is a result of two surfaces perfectly coinciding. This is an extremely degenerate structure that most likely disappears when higher order terms are added. Generally either we have no intersection at all between these two-dimensional manifolds or, we have a transversal intersection of these manifolds which leads to a transversal heteroclinic orbit in the three dimensional system.
The other phenomenon that previously did not occur and is now possible is the Shilnikov homoclinic bifurcation. Let us consider the fixed point E 1 in Figure 18 . The addition of higher order terms can destroy the S 1 symmetry, thus the y− axis is no longer invariant. Then the stable manifold of this fixed point, which previously lies inside the y−axis, can coincide with the unstable manifold of the same fixed point forming a homoclinic orbit. This bifurcation can possibly lead to exotic dynamics such as chaotic dynamics.
As we discussed earlier, an invariant torus appears through a non-degenerate Neimark-Sacker bifurcation. Under a variation of parameters, a quasi-periodic orbit is born and dies, this is called a phase locking of a periodic orbit. This is another exotic dynamics that can be investigated. To end this discussion we note that we do not prove the existence of these dynamics, we only mention that the dynamics described above can possibly occur.
Let us summarize our results. Let us assume a general two-parameter family of an n-dimensional vector field, i.e.ẋ = f(x, µ 1 , µ 2 ), x ∈ R n and µ 1 , µ 2 ∈ R having the following properties:
(2) when (µ 1 , µ 2 ) = (0, 0) the system undergoes only a single-zero degeneracy and a pair purely imaginary eigenvalue, (3) the center manifold of this singularity does not lie inside the codimension-one invariant manifold.
Then this vector field undergoes a codimension-two bifurcation that involves a transcritical bifurcation, and a Hopf bifurcation.
Applications

Lotka Volterra systems with a constant term
We refer to [Saputra et al., 2010b] , in which codimension-two bifurcations that are discussed in previous sections occur. These bifurcations are so-called the first interaction and the second interaction of saddle-node and transcritical bifurcations respectively. Consider the following model.
The system above describe the population dynamics of two species with additional constant term on the first species that serves as a constant migration or harvesting. The parameters e and b 2 are the bifurcation parameters while the other parameters are fixed b 1 = 15, a 11 = −5, a 12 = −3, a 21 = 2, a 22 = −1.
Notice that the system above has a codimension one invariant manifold that is preserved under the parameters variation, which is M = {(x 1 , x 2 ) ∈ R 2 , x 2 = 0}. We expect that the above system exhibits bifurcations that are presented in this paper. We shall discuss the case where the value of parameters are e = − 2475 256 , b 2 = − 30 16 , and the critical fixed point has the coordinate:
The Jacobian matrix evaluated at this equilibirum is
which clearly has a single zero eigenvalue. Let us now compute the center manifold reduction to see the degeneracy in the quadratic term. We translate the critical equilibrium to the origin and transform the resulting system such that the linear part is in diagonal form we obtain:
The above system has a one dimensional manifold which can be represented locally as follows
for δ sufficiently small. The dynamics in the center manifold is governed bẏ
It should be clear that the second order derivative of the above system is zero, confirming that at this parameter values, the system (58) satisfies conditions in the section 3 and exhibits codimension two bifurcation mentioned. There is also another codimension two bifurcation this system has. The bifurcation occurs at e = − 45 4 , b 2 = −3, and the critical equilibrium is
At this value of parameter, the Jacobian matrix is given by
which obviously has a double zero degeneracy. This confirming that the conditions in the section 4 are satisfied and we expect this system to have bifurcation presented before. We presented the bifurcation diagram that is organized by the codimension two points described above in Fig. 21 . There are ST 1 and ST 2 where this system exhibits a double zero degeneracy and a single zero eigenvalue with higher degeneracy,g respectively. From the figure, we can see that the system (58) has the same topological bifurcation curves around the codimension two points. The bifurcation curves emanating from ST 1 are similar to those in the saddle case of double zero degeneracy (see Sec. 4). There are interactions of saddle-node, transcritical and Hopf bifurcations as well as heteroclinic connection. In the second codimension two point, the local bifurcation curves around ST 2 are similar to those in the higher order degeneracy (see Sec. 3), which involve saddle-node and transcritical bifurcations.
HIV infection model
Consider the following model proposed by [Yu et al., 2014] ,
The above system represents the dynamics of HIV infection model where the state variables are uninfected cells (x), infected cells (y), population of virus (v). The other state variables are the CTL response cells (w) and the CTL effector cells (z), which are called the cytotoxic T lymphocytes (CTLs). It is said that the immune system is able to respond to viral infections through these cells. The system above has a codimension one invariant manifold M = {(x, y, v, w, z) ∈ R 5 , w = 0}. The bifurcation parameters are d and b while the other parameters are fixed as follows: λ = 0.75, β = 0.0075, a = 0.5, p = 1, k = 100, u = 8, c = q = h = 0.1.
For more information about what these parameters means, and unit of all these parameters, we invite the reader to look at [Yu et al., 2014] and all other references therein.
Since this is a five dimensional system, the invariant manifold M we are interested is four dimensional, we expect to have a single zero eigenvalue and a pair of purely imaginary eigenvalues degeneracy. The center manifold of this degeneracy, which is three dimensional, cannot be inside the invariant manifold M , λ 4 = 0, λ 5 = − 1 10 , which has a single zero eigenvalue and a pair of purely imaginary eigenvalues. Eigenvector computation will show that the center manifold of this degeneracy does not lie entirely inside M , which is what we want. This confirms that the system (59) at these parameter values satisfies conditions in Sec. 5 and exhibit a codimension two bifurcation, which is the interaction of Hopf and transcritical bifurcation. Let us now describe the local dynamics around the codimension two point. There are four cases described in detail in Sec. 5 and this example belongs to the case one where there are transcritical and Hopf bifurcations of fixed point and also there are transcritical and torus bifurcation of periodic orbit. The vertical bifurcation curve, which is a Hopf bifurcation (HB), is a degeneracy of an equilibrium living on the invariant manifold. The transcritical bifurcation (TC) occurs when this equilibrium collides with another equilibrium which is not on the invariant manifold. The latter equilibrium also exhibits a Hopf bifurcation. From both Hopf bifurcations, there are two limit cycles resulted, one is on the invariant manifold and the other is off the invariant manifold. They could coincide and exchange stabilities due to transcritical bifurcation of limit cycles (TLC). The limit cycles that is off the invariant manifold could also undergo a torus bifurcation (Tor). This opens up a window of opportunity to an exotic dynamics like quasi periodic dynamics or even chaotic dynamics.
Concluding remark
We would like to begin with remarks. The Lie bracket operator ad A = [ . ,A] that we used the section 4 is used in detail in [Guckenheimer & Holmes, 1990, chapter 3] and also in [Broer et al., 1991, chapter 6] . We also note that the topological classification and the unfolding of the degenerate Bogdanov-Takens bifurcation of codimension three have been completely analysed by while the computation of the normal form of the general system with a codimension-three Bogdanov-Takens bifurcation has been obtained by [Kuznetsov, 2005] . Also the theory of Melnikov method that is used to locate a global bifurcation has been used by many people, for instance [Guckenheimer & Holmes, 1990, chapter 4] . The blowing-up method that we used in this section was first introduced by [Takens, 1974] . That paper provided the blowing-up for a double-zero, a single-zero combined with a pair of purely imaginary, and two pairs of purely imaginary cases. This method is also explained in great detail in [Broer et al., 1991] in which polar blowing-up as well as directional blowing-up are discussed. In this paper, we have performed a successive polar and directional blowing-ups.
In this paper, we show that the bifurcations of a system with a special structure (i.e. a codimensionone invariant manifold) are different from those of a general dynamical system. We showed that a codimension-one invariant manifold structure gives rise to interesting bifurcations, which in particular are one codimension-one bifurcation and two codimension-two bifurcations. For each bifurcation, the normal form of a system with a codimension-one invariant manifold is derived and treated by the same methods as the normal form of a general dynamical system. Thus, most of the analysis of each bifurcation here is analogous to the analysis of bifurcations of a general dynamical system. The higher order degeneracy occurring in a general dynamical systems (i.e. systems without a special structure) gives rise to a cusp bifurcation. The details about it can be seen in any bifurcation textbooks [Guckenheimer & Holmes, 1990; Kuznetsov, 1998 ]. While, a double-zero degeneracy occuring in a general system gives rise to a codimension-two Bogdanov-Takens bifurcation, which has been studied in great detail [Guckenheimer & Holmes, 1990, chapter 7] . The single-zero combined with a purely imaginary degeneracy that occurs in the general system gives us the so-called Fold-Hopf bifurcation. The truncated system of this degeneracy is studied in great detail in many bifurcation text books [Kuznetsov, 1998 ]. The reader can also read more information about the implications of the truncated system for the full three dimensional system in these books.
In the double-zero degeneracy, we have shown that bifurcations in the system having a codimension-one invariant manifold are different than bifurcations that are normally present in the generic case. Furthermore, with the present of the special structure, the degeneracies of this bifucation is similar to the codimensionthree Bogdanov-Takens bifurcation. To the author's knowledge this is the second time the codimensionthree Bogdanov Takens bifurcation appears in the application other than one that has been discussed in [Baer et al., 2006] . In 1969, Shilnikov described a bifurcation involving a homoclinic orbit from a saddle-type equilibrium. Shilnikov proved that the existence of such an orbit, commonly referred to as the Shilnikov homoclinic bifurcation, leads to the existence of infinitely many periodic orbits, one of the routes to chaos. A good reconstruction of Shilnikov bifurcation from the single-zero combined with a purely imaginary degeneracy is explained in great detail in [Wiggins, 2003] . The Shilnikov bifurcation is also found in an application [van Veen & Liley, 2006] . Other than Shilnikov bifurcation another interesting bifurcation is the existence of a quasi-periodic orbit on the surface of an invariant torus. This can be constructed from the Fold-Hopf bifurcation, which has been studied in detail by [Scheurle & Marsden, 1984] . Other than Shilnikov bifurcation, we can also investigate bifurcations of periodic orbits. For general dynamical systems, [De Witte et al., 2014] has derived normal forms and Lyapunov exponents of codimension two bifurcation of limit cycles.
Our results can be applied directly to a system that possesses the same special structure which is a codimension-one invariant manifold. We also require that this manifold is preserved under a variation of parameters. We had two examples in the previous section, one is a modified two dimensional LotkaVolterra system which exhibits a higher order degeneracy and a double zero degeneracy. The other is an HIV infection model that consists of five dimensional ODE. With the help of a numerical continuation software, so called AUTO-07p [Doedel et al., 2008] , we are able to show that this system exhibits a single zero and a purely imaginary eigenvalues degeneracy. Both examples agree with our analysis before.
