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ABSTRACT OF THE DISSERTATION 
Understanding the Influence of Genetic Variation on Transcriptional Regulation in Humans and Other 
Metazoans 
by 
Dylan Derik Skola 
Doctor of Philosophy in Bioinformatics and Systems Biology 
University of California San Diego, 2019 
Professor Christopher K. Glass, Chair 
Professor Wei Wang, Co-Chair 
The processes of transcriptional regulation have been implicated as key mechanisms by which 
changes in genotype, whether among human populations or between species, give rise to the diversity of 
phenotypes observed in nature, but a full understanding of how transcriptional regulation responds to 
genetic variation remains elusive. In the last decade, the use of high-throughput sequencing to assess read-
outs of transcriptional regulatory activity such as transcription factor binding using chromatin 
xi
immunoprecipitation followed by sequencing (ChIP-seq) and gene expression using RNA-seq has enabled 
quantitative genome-wide investigations of these processes. 
Previous studies of differences in transcriptional regulation between species supported a model in 
which mammalian transcriptional regulation exhibited greater plasticity and rate of change compared to 
Drosophila, which comported with known differences in population size and generation time. However, by 
re-analyzing these data with a common framework, we find that gene expression and the binding patterns 
of all studied transcription factors, except for the chromatin organizer CTCF, diverge at indistinguishable 
rates in mammals, birds and fruit flies, suggesting the existence of a transcriptional regulatory “clock” in 
analogy to the molecular clock observed in protein sequences.  
We next examined the role of the external environment in determining the transcriptional regulatory 
programs of microglia, a CNS-specific macrophage cell type. In both mice and humans, we find that the 
signals from the brain environment crucially determine both the enhancer landscape and gene expression 
programs that are significantly enriched for genes associated with neurological disease in humans. 
Substantial differences between human and mouse microglia and between ex vivo and in vitro cells argue 
for improved model systems to understand the role of microglia in human health. 
Finally, differences in elements of transcriptional regulation such as transcription factor binding, 
and histone tail modifications have been observed to cluster in contiguous regions called cis-regulatory 
domains (CRDs). We developed algorithms for efficiently identifying genomic regions that are significantly 
enriched in quantitative trait differences such as ChIP-seq peak intensity. We applied this algorithm to data 
from five strains of laboratory mice and observed a concordance of CRD activity levels with clustered 
differences in chromatin activation state. 
xii
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Evidence for a common evolutionary rate
in metazoan transcriptional networks
Anne-Ruxandra Carvunis†, Tina Wang†, Dylan Skola†, Alice Yu, Jonathan Chen,
Jason F Kreisberg, Trey Ideker*
Department of Medicine, University of California, San Diego, La Jolla, United States
Abstract Genome sequences diverge more rapidly in mammals than in other animal lineages,
such as birds or insects. However, the effect of this rapid divergence on transcriptional evolution
remains unclear. Recent reports have indicated a faster divergence of transcription factor binding
in mammals than in insects, but others found the reverse for mRNA expression. Here, we show that
these conflicting interpretations resulted from differing methodologies. We performed an
integrated analysis of transcriptional network evolution by examining mRNA expression,
transcription factor binding and cis-regulatory motifs across >25 animal species, including
mammals, birds and insects. Strikingly, we found that transcriptional networks evolve at a common
rate across the three animal lineages. Furthermore, differences in rates of genome divergence were
greatly reduced when restricting comparisons to chromatin-accessible sequences. The evolution of
transcription is thus decoupled from the global rate of genome sequence evolution, suggesting
that a small fraction of the genome regulates transcription.
DOI: 10.7554/eLife.11615.001
Introduction
A long-standing question in biology is what fraction of the genome regulates transcription
(ENCODE Project Consortium, 2012; Graur et al., 2013; Niu and Jiang, 2013; Kellis et al., 2014).
Recent studies of chromatin structure have implicated half of the human genome in regulatory inter-
actions (ENCODE Project Consortium, 2012). Comparative genomic studies, however, have shown
that less than 10% of the human genome is evolutionarily conserved (Siepel et al., 2005), suggesting
that many of the experimentally-detected interactions are not functional (Graur et al., 2013). Recent
studies have measured the association between sequence changes and changes in transcript levels,
epigenetic modifications or binding of transcription factors regulating specific gene sets (gene-spe-
cific transcription factors, GSTF) (Cookson et al., 2009; McVicker et al., 2013; Kasowski et al.,
2010; 2013; Heinz et al., 2013; Villar et al., 2014; Wong et al., 2015; Brem et al., 2002;
Chan et al., 2009; Shibata et al., 2012). These experiments demonstrated that genomic sequences
can influence transcription even in the absence of evolutionary conservation. For instance, some
repetitive elements previously thought to be ’junk’ DNA have been shown to effectively regulate
gene expression (Rebollo et al., 2012). The rapid evolution of repetitive and other rapidly-evolving
sequences could cause pervasive rewiring of transcriptional networks through creation and destruc-
tion of regulatory motifs (Villar et al., 2014). Such rapid transcriptional evolution would set mam-
mals apart from other metazoans like birds or insects, whose genomes contain far fewer repetitive
elements (Taft et al., 2007) and tend to be more constrained (Siepel et al., 2005; Zhang et al.,
2014).
A few studies have attempted to assess whether transcriptional networks evolve more rapidly in
mammals than in insects from the fruit fly genus Drosophila. These studies have reached conflicting
conclusions. When examining the evolution of GSTF binding, chromatin immuno-precipitation (ChIP)
studies in mammalian livers have generally described faster divergence rates than similar studies in
Carvunis et al. eLife 2015;4:e11615. DOI: 10.7554/eLife.11615
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fly embryos (Villar et al., 2014; Stefflova et al., 2013). However, divergence rates were estimated
with different analytical methods in the different ChIP studies (Supplementary file 1) (Villar et al.,
2014; Bardet et al., 2012). Another study found that gene expression levels may diverge at a slower
rate in mammals than in flies, by comparing genome-wide correlations of mRNA abundances esti-
mated by RNA sequencing (RNA-seq) for mammals but by a mixture of technologies for flies includ-
ing microarrays (Coolon et al., 2014). Although the inconsistencies between these conclusions may
indicate that the evolution of transcriptional networks is fundamentally different in mammals and
insects, they may also reflect a sensitivity of evolutionary rate estimations to technical methodology.
Here, we jointly examined the evolution of gene expression levels and the underlying genome-
wide changes in GSTF binding and cis-regulatory sequences using consistent methodologies both
within and across various animal lineages.
Results
We assembled a comparative genomics platform encompassing >40 publicly available datasets
spanning >25 organisms representative of the Mammalia (mammals), Aves (birds) and Insecta
(insects) phylogenetic classes (Figure 1—figure supplement 1). We designed a statistical framework
to objectively compare the rates of divergence of these various datasets across lineages. In brief, an
exponential model describing evolutionary divergence under a common, lineage-naı¨ve rate was eval-
uated against a lineage-aware model, accounting for both statistical significance and effect size (Fig-
ure 1; Materials and methods). We assessed the power of this statistical framework using
simulations and found that it could detect differences in divergence rates with high sensitivity (Mate-
rials and methods; Figure 1—figure supplement 2).
As a baseline, we first performed a comparative analysis of the evolution of genome sequences.
We randomly sampled genomic segments from designated reference genomes: Mus musculus
domesticus (C57BL/6) for mammals, Gallus gallus for birds and Drosophila melanogaster for insects.
The rates at which genomic segments that retained homologs with the other species within each
lineage accumulate nucleotide substitutions were then estimated and compared using our statistical
framework. Segments retaining homologs displayed high sequence conservation across all three lin-
eages, although our framework detected a slightly but significantly faster divergence in insects than
in mammals or birds (P<0.05; Figure 2—figure supplement 1). Next, we compared the rates at
which randomly sampled genomic segments lost homology with the other species within each line-
age. We observed a much larger difference in evolutionary rates across lineages using this measure
eLife digest The genetic information that makes each individual unique is encoded in DNA
molecules. Cells read this molecular instruction manual by a process called transcription, in which
proteins called transcription factors bind to DNA in specific places and regulate which sections of
the DNA will be expressed. These ’transcripts’ are active molecules that determine the cell’s – and
ultimately the individual’s – characteristics. However, it is not well understood how alterations in the
DNA of different individuals or species can lead to changes in where the transcription factors bind,
and in which transcripts are expressed.
Carvunis, Wang, Skola et al. set out to determine if there is a relationship between how often
DNA changes and how often transcription changes during the evolution of animals. The experiments
examined the abundance of transcripts in the cells of a variety of animal species with close or distant
evolutionary relationships. For example, the house mouse was compared to a close relative called
the Algerian mouse, to another species of rodent (rat) and to humans.
The experiments show that the changes in transcript abundances are happening at similar rates in
mammals, birds and insects, even though DNA changes at very different rates in these groups of
animals. This similarity was also observed for other aspects of transcription, such as in changes to
where transcription factors bind to DNA. The next challenges are to find out what makes
transcription evolve at such similar rates in these groups of animals, and whether these findings
extend to other species and to other processes in cells.
DOI: 10.7554/eLife.11615.002
Carvunis et al. eLife 2015;4:e11615. DOI: 10.7554/eLife.11615
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(P<0.05; Figure 2; Figure 2—figure supplement 2). For instance, after 100 million years (Myrs) of
evolution, only ~30% of mammalian segments retained homology, whereas >60% of bird and insect
segments did. These findings recapitulated previous observations according to which genome
sequences are less constrained in mammals than in insects (Siepel et al., 2005) or birds
(Zhang et al., 2014).
Figure 1. Statistical framework to evaluate differences in evolutionary rates of change. Throughout this study we
frequently evaluated whether the rate of evolutionary divergence of a given layer of transcriptional regulation
differs between lineages. Our approach is equivalent to asking: if the lineage labels were hidden, would one be
able to tell that the data points correspond to several lineages or would they seem equally likely to belong to a
common distribution? (a, b) Depict an example of statistically indistinguishable evolutionary rates. Without lineage
labels (a), the similarity data are modeled by an exponential decay as well as with lineage labels (b). Adding
lineage labels does not significantly improve the fit. (c, d) Depict an example of statistically different evolutionary
rates. Adding lineage labels (d) significantly improves the fit of an exponential decay model over unlabeled data
(c).
DOI: 10.7554/eLife.11615.003
The following figure supplements are available for figure 1:
Figure supplement 1. Comparative genomics platform for studying transcriptional network evolution across three
metazoan lineages.
DOI: 10.7554/eLife.11615.004
Figure supplement 2. Power of the statistical framework to evaluate differences in evolutionary rates.
DOI: 10.7554/eLife.11615.005
Carvunis et al. eLife 2015;4:e11615. DOI: 10.7554/eLife.11615
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We then studied the evolution of gene expression levels, using exclusively RNA-seq datasets. In
mammals and birds, these datasets were generated from adult livers; in insects, they were from
whole bodies of adult female fruit flies (Materials and methods; Figure 3—source data 1). After
determining expression levels for each gene in each species using a common data processing pipe-
line, we correlated the expression levels of genes in the reference species with the expression levels
of their one-to-one orthologs in all other species within the same lineage (Materials and methods).
We found that correlations of gene expression levels decreased over time at similar rates that were
statistically indistinguishable: a lineage-naı¨ve model describing the evolution of gene expression lev-
els under a common rate fitted the data as well as a lineage-aware model (Figure 3). This result was
robust to changes in correlation metrics or inclusion/exclusion of poorly expressed genes (Figure 3—
figure supplement 1).
Several lines of evidence suggest that gene expression levels can remain relatively stable even as
the genomic locations bound by GSTFs change rapidly over time (Wong et al., 2015; Chan et al.,
2009; Paris et al., 2013). Therefore, we next examined the evolution of GSTF binding patterns. We
considered all GSTFs that were profiled using ChIP followed by massively parallel sequencing (ChIP-
seq) in at least three related species, where separate ChIPs were performed per species. GSTFs
Figure 2. Genomic sequences evolve more rapidly in mammals than in birds and insects. The evolutionary
retention of 5000 randomly sampled 75 bp segments was averaged over 20 trials. Organisms compared to
reference species are as follows: M. musculus domesticus (AJ), M. musculus castaneus, M. spretus, rat, guinea pig,
rabbit, human, chimpanzee and dog for Mammalia; turkey, zebrafinch and flycatcher for Aves; D. simulans, D.
erecta, D. yakuba, D. ananassae, D. pseudoobscura, D. virilis, D. willistoni and D. grimshawi for Insecta. Colored
dashed lines: lineage-specific exponential fits, here and in all following displays. The trends were robust to
variations in segment length and sequence similarity filters (Figure 2—figure supplement 2).
DOI: 10.7554/eLife.11615.006
The following figure supplements are available for figure 2:
Figure supplement 1. Genomic segments retaining homologs are highly conserved at the nucleotide level.
DOI: 10.7554/eLife.11615.007
Figure supplement 2. Retention of genomic segments is robust to changes in sampled region size and sequence
identity threshold.
DOI: 10.7554/eLife.11615.008
Carvunis et al. eLife 2015;4:e11615. DOI: 10.7554/eLife.11615
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meeting these requirements were Twist and Giant in fruit fly embryos, and CEBPA, FOXA1 and
HNF4A in mammalian livers (Materials and methods; Figure 4—source data 1; Supplementary file
1). We aimed to measure cross-species similarity in GSTF occupancy with a unified analytical method
across all of these datasets. Despite the widespread use of ChIP-seq, there is no consensus on the
appropriate analytical method (Wilbanks and Facciotti, 2010). ChIP-seq analysis pipelines typically
discretize continuous occupancy profiles into a set of occupied segments (’peaks’), but this step
requires choosing a signal processing algorithm (a peak caller) and associated parameters
(Figure 4a). Further comparison of occupied segments across species requires additional analytical
choices (Figure 4a), some of which can strongly influence downstream findings (Bardet et al., 2012).
To explore the impact of these choices, we processed all ChIP-seq data using systematic combi-
nations of parameters representative of, and expanding from, previous studies (Supplementary file
1) (Landt et al., 2012). In total, we executed 108 analytical pipelines to compare divergence rates
across 6 pairs of GSTFs (2 in insects each compared with 3 in mammals), the occupancy profiles of
which were examined in 3–7 species per lineage (Materials and methods). The values of the esti-
mated rates varied greatly from one combination of parameters to the next (Figure 4b,c). However,
in the majority of cases (56–78% over the 6 comparisons), GSTF binding patterns diverged at
Figure 3. Gene expression levels diverge at a common rate in mammals, birds and insects. Gene expression levels
were derived independently from two RNA-seq experiments for each reference species and then correlated
against each other and against gene expression levels derived from individual experiments in other species within
the same lineage. Black dashed line: lineage-naı¨ve exponential fit of all the data, without differentiating the
lineages, here and in all following displays. Organisms compared to reference species are as follows: M. musculus
castaneus, M. spretus, rat, human and gorilla for Mammalia; turkey, duck and flycatcher for Aves; D. simulans, D.
yakuba, D. ananassae and D. pseudoobscura for Insecta.
DOI: 10.7554/eLife.11615.009
The following source data and figure supplement are available for figure 3:
Source data 1. Accession numbers used in RNA-seq analyses.
DOI: 10.7554/eLife.11615.010
Figure supplement 1. The common evolutionary rate of gene expression levels presented in Figure 3 is robust to
changes in correlation metrics or expression threshold.
DOI: 10.7554/eLife.11615.011
Carvunis et al. eLife 2015;4:e11615. DOI: 10.7554/eLife.11615
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Figure 4. GSTF occupancy diverges at a common rate in mammals and insects. (a) Estimating shared GSTF
occupancy across species requires multiple parameter choices. This diagram summarizes the main steps involved
in comparing GSTF-occupied segments across species, showing a representative sample of choices at each step
(steps represented by purple shapes, specific choices by the first letter bolded). The detailed methods and
specific choices illustrated here and implemented in panels b–d are described in Materials and methods. (b, c) An
example of different analytical choices leading to different results despite starting from the same underlying data.
Organisms compared to reference species are as follows: M. musculus domesticus (AJ), M. musculus castaneus, M.
spretus, rat, human and dog for Mammalia; D. simulans, D. erecta, D. yakuba, D. ananassae and D.
pseudoobscura for Insecta. (d) Most combinations of choices yield indistinguishable evolutionary rates of GSTF
binding patterns across lineages. The comparison of Twist and CEBPA is enlarged to show the color labels
corresponding to the statistical interpretation regarding relative evolutionary rates. (e) A genome-wide comparison
Figure 4 continued on next page
Carvunis et al. eLife 2015;4:e11615. DOI: 10.7554/eLife.11615
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statistically indistinguishable rates in mammals and insects (Figure 4d; Figure 4—source data 2).
Although the computed divergence rates were sensitive to technical methodology (Figure 4—figure
supplement 1), for a given method the results were generally similar across lineages for all of the
five GSTFs investigated.
To substantiate these findings, we devised a method to compare genome-wide occupancy pro-
files at single-nucleotide resolution without discretization. We correlated occupancy profiles
between pairs of species across all nucleotides where genomes aligned, after accounting for the dif-
ferences in sequencing depth, read length and fragment size across datasets (Materials and meth-
ods). Again, we found indistinguishable divergence rates, regardless of which GSTF or lineage was
examined (Figure 4e). After 100 Myrs of evolution, the correlation of GSTF occupancy profiles was
0.10 in mammals and 0.13 in insects. As a control, we also applied this method to CTCF, a pleiotro-
pic DNA-binding protein that acts as chromatin insulator and looping factor (Ohlsson et al., 2010).
In mammals, patterns of DNA occupancy have been shown to be more conserved for CTCF than for
GSTFs using unified analytical methods (Schmidt et al., 2012). In contrast, CTCF DNA occupancy
was shown to diverge rapidly in insects, perhaps due to the existence of other insulator proteins
(Villar et al., 2014; Ni et al., 2012). Our analysis successfully recapitulated this difference
(Figure 4f), demonstrating that the common evolutionary rate observed among GSTFs (Figure 4e)
was not an artifact of our method for profile correlation.
The similarity of divergence rates observed across lineages for gene expression levels (Figure 3)
and GSTF binding patterns (Figure 4) was unexpected given the rapid evolution of genomic sequen-
ces in mammals relative to insects (Siepel et al., 2005) or birds (Zhang et al., 2014) (Figure 2). We
therefore further examined these trends at the level of cis-regulatory sequences. First, we consid-
ered the DNA sequence motifs thought to be specifically recognized by the mammalian and insect
GSTFs included in the previous ChIP-seq analysis (Figure 4). We identified locations with significant
matches to these motifs throughout the genomes of the reference species and estimated how fre-
quently these loci retained the same motifs relative to background expectations (Materials and
methods). We found similar, indistinguishable retention rates in mammals and insects (Figure 5a).
Next, we studied the evolution of a broader set of motifs corresponding to GSTFs shared between
M. musculus and D. melanogaster. We found that these motifs were retained at similar rates across
lineages relative to background expectations in 8 out of 12 cases (one example shown in Figure 5b;
all other cases in Figure 5—figure supplement 1).
Most active cis-regulatory sequences are located in genomic regions with accessible chromatin
(Hesselberth et al., 2009). A recent study showed that chromatin-accessible sequences were signifi-
cantly more conserved between human and mouse than expected by chance (Yue et al., 2014). We
expanded this analysis to a wide range of species by using chromatin-accessible sequences identi-
fied by DNAse I hypersensitivity in M. musculus livers, D. melanogaster embryos and G. gallus MSB-
1 cells (Materials and methods). We performed the segment sampling procedure described previ-
ously (Figure 2), after excluding genes and promoter regions since they typically are highly con-
served (Materials and methods). Whereas inaccessible segments lost homology much faster in
mammals than in insects and birds (P<0.05; Figure 5c), accessible segments retained homologs at
more similar rates in the three lineages (Figure 5d; Figure 5—figure supplement 2). We still
Figure 4 continued
of GSTF occupancy profiles at single-nucleotide resolution shows indistinguishable evolutionary rates for CEBPA,
HNF4A and FOXA1 in mammals, and for Twist and Giant in insects. PCC: Pearson correlation coefficient. (f) CTCF
occupancy is highly conserved in mammals. Transparent points and lines are identical as in panel e. Hexagons
correspond to cross-species correlations of CTCF occupancy at single-nucleotide resolution.
DOI: 10.7554/eLife.11615.012
The following source data and figure supplement are available for figure 4:
Source data 1. Accession numbers used in ChIP-seq analyses.
DOI: 10.7554/eLife.11615.013
Source data 2. 648 segment-based ChIP analyses.
DOI: 10.7554/eLife.11615.014
Figure supplement 1. Measured GSTF binding divergence rates are influenced by parameter choices.
DOI: 10.7554/eLife.11615.015
Carvunis et al. eLife 2015;4:e11615. DOI: 10.7554/eLife.11615
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detected statistically significant differences across lineages (P<0.05), but the effect sizes were con-
siderably smaller than for inaccessible segments. For instance, ~60% of segments retained homology
after 100 Myrs in birds and insects, independently of accessibility, whereas ~50% of chromatin-acces-
sible segments and only ~20% of inaccessible segments did so in mammals.
Figure 5. Regulatory sequences diverge at similar rates across lineages. (a) The motifs for CEBPA, HNF4A and
FOXA1 in mammals and for Twist and Giant in insects are retained at a common rate. Organisms compared to
reference species are the same as Figure 4. (b) The motifs for GSTFs shared in mammals and insects are retained
at common rates. One example is shown here for the motifs corresponding to PHO (FBgn0002521) in D.
melanogaster and YY1 (ENSMUSG00000021264) in M. musculus, which are orthologous GSTFs. Eleven other cases
of motif evolution for shared GSTFs conserved in mammals and insects are shown in Figure 5—figure
supplement 1. Organisms compared to reference species are as in Figure 4. (c, d) Chromatin-accessible
sequences are retained at similar rates in mammals, birds and insects. Analyses were performed as in Figure 2,
limiting sampling to the inaccessible (c) and accessible (d) portions of the intergenic regions. Organisms
compared to reference species are the same as Figure 2. The trends were robust to variations in segment length
and sequence similarity filters (Figure 5—figure supplement 2).
DOI: 10.7554/eLife.11615.016
The following figure supplements are available for figure 5:
Figure supplement 1. Conservation of cis-regulatory motifs for GSTFs conserved across insects and mammals.
DOI: 10.7554/eLife.11615.017
Figure supplement 2. Retention of intergenic genomic segments in accessible and inaccessible chromatin is
robust to changes in sampled region size and sequence identity threshold.
DOI: 10.7554/eLife.11615.018
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Discussion
To our knowledge, the analyses presented here represent the most comprehensive study conducted
to date on the evolution of transcriptional networks across animal lineages. By applying unified ana-
lytical methods to data from different lineages, we were able to glean novel insights into the evolu-
tion of transcription in animals. We observed that gene expression levels, GSTF binding patterns,
regulatory motifs and chromatin-accessible sequences each diverged at rates that were similar
across mammals, birds and insects. These unexpected results reconcile previously conflicting find-
ings (Villar et al., 2014; Coolon et al., 2014), highlighting the importance of unified study method-
ologies and providing evidence for a common evolutionary rate in metazoan transcriptional
networks.
Most functional genomics studies have focused on humans and model organisms such as D. mela-
nogaster or M. musculus, which are distantly related to each other. However, data on closely related
species, like those which we collected in this study, are needed to investigate the dynamics of
molecular network evolution. Unfortunately, such data remain scarce, leading to important limita-
tions of our work. We only investigated three lineages and six to twelve organisms per lineage with
non-uniform coverage over evolutionary time. In addition, we only examined a small number of tis-
sues for each lineage and a total of five GSTFs (none in birds). The generalizability of our observa-
tions thus remains to be further evaluated as more data becomes available. Despite these
limitations, our finding that transcriptional networks evolve at a common rate per year across animal
lineages was strikingly robust across data layers.
The underlying mechanisms responsible for this concordance of evolutionary rates are unclear.
Mammals, birds and insects exhibit wide differences in the features that are traditionally associated
with evolutionary rates, such as generation times and breeding sizes. Populations with small breed-
ing sizes, such as mammals, are thought to be more prone to genetic drift (Ohta, 1992). This theory
accounts for the abundance of repetitive elements and the rapid evolution of genomic sequences in
mammals relative to insects, which have much larger breeding sizes. If the same theoretical princi-
ples also governed the evolution of transcriptional networks, we would have expected that transcrip-
tion would evolve more rapidly in mammals than in insects. Instead, our results show that the
evolution of transcriptional networks, whether slow (e.g. transcript levels) or fast (e.g. GSTF binding),
is decoupled from the lineage-specific features that govern genome sequence evolution.
One potential model could be that repetitive and rapidly-evolving sequences, which make up the
majority of the mammalian genome (Siepel et al., 2005; Taft et al., 2007), play a negligible role in
the global regulation of gene expression. Rather, chromatin-accessible regions may represent the
only portion of the mammalian genome that effectively regulates transcription. We observed that
chromatin-accessible regions diverge much more slowly than other non-coding sequences in mam-
mals, consistent with previous findings (Yue et al., 2014). These differences in divergence rates,
however, were not found in birds and insects. As a result, chromatin-accessible regions in mammals
are conserved at levels similar to those in birds and insects, in contrast to the genome as a whole.
According to this model, the similar rates of evolution of chromatin-accessible sequences would con-
strain the dynamics of transcriptional evolution to be similar across lineages. The regulatory potential
of repetitive and other rapidly-evolving elements could be rendered functionally inconsequential by
silencing, or could be concentrated on controlling the expression of genetic elements that we did
not investigate, such as non-coding RNAs or species-specific genes (Sundaram et al., 2014).
An alternative model could be that the sequences that control transcriptional regulation in birds
and insects evolve particularly rapidly within otherwise stable genomes. In these organisms, tran-
scriptional networks would diverge under the action of natural selection, through specific single
nucleotide substitutions resulting in rapid compensatory turnover (He et al., 2011a). In mammals,
transcriptional networks would diverge in a largely neutral fashion driven for instance by
transposable elements (Sundaram et al., 2014). In this case, similar rates of transcriptional diver-
gence across lineages would arise through very different evolutionary processes.
Importantly, none of the aforementioned models account for the differences in generation times
between lineages. Evolutionary changes occurring based on chronological time and not generation
time has also been observed for many protein-coding sequences. Observations such as these led to
the molecular clock theory (Kumar, 2005). The mechanisms through which environmental forces
entrain these chronological evolutionary clocks remain to be elucidated (Kumar, 2005).
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Materials and methods
Genome and annotation sources
We downloaded genome sequences for organisms belonging to three metazoan lineages: mammals,
birds and insects. The mammalian and insect genome sequences were downloaded from the UCSC
Genome Bioinformatics website (Rosenbloom et al., 2015): mm9 for Mus musculus domesticus, rn5
for Rattus norvegicus and hg19 for Homo sapiens; dm3 for Drosophila melanogaster, droSim1 for
Drosophila simulans, droEre2 for Drosophila erecta, droYak2 for Drosophila yakuba, droAna3 for
Drosophila ananassae and dp4 for Drosophila pseudoobscura. Genomes for mice strains and species
not available from the UCSC Genome Bioinformatics site (M. musculus domesticus [AJ], M. musculus
castaneus and M. spretus) were downloaded from (Stefflova et al., 2013). We downloaded bird
genome sequences from Ensembl version 80 BioMart (Cunningham et al., 2015): galGal4 for Gallus
gallus, Turkey_2.01 for Meleagris gallopavo, taeGut3.2.4 for Taeniopygia guttata and FicAlb_1.4 for
Ficedula albicollis. Protein-coding gene names and symbols along with associated transcripts
sequences were obtained from FlyBase (dos Santos et al., 2015) for insect species (dmel-r5.46,
dsim-r1.4, dere-r1.3, dyak-r1.3, dana-r1.3 and dpse-r2.30), from Ensembl version 80 BioMart for bird
species and from Ensembl version 59 BioMart for mammalian species (Cunningham et al., 2015).
For M. spretus and M. musculus castaneus, we used the same transcript annotations as for M. mus-
culus. Within the genomes of our designated reference organisms (M. musculus domesticus, G. gal-
lus and D. melanogaster), we defined promoters as the region 0-2 kb upstream of transcription start
site and delineated intergenic regions as regions that did not overlap annotated genes or pro-
moters. Chromatin accessibility tracks used in Figure 5c,d and Figure 5—figure supplement 2 were
downloaded from the UCSC bioinformatics website (Rosenbloom et al., 2015) for M. musculus
domesticus and D. melanogaster, and obtained from (He et al., 2014) for G. gallus. We restricted
our analyses to the sequences or annotations in, or homologous to, the well-defined chromosome
scaffolds of the reference organism. Specific reference chromosomes analyzed are as follows: G. gal-
lus (1–28, Z, W), D. melanogaster (2L, 2R, 3L, 3R, 4, X) and M. musculus (1–19, X, Y).
Homology and evolutionary relationships
We obtained orthology relationships between protein-coding genes using Ensembl COMPARA
(Vilella et al., 2009), matching the Ensembl versions used for protein coding genes for each species
described above. These relationships were used in Figure 3, Figure 3—figure supplement 1,
Figure 5b and Figure 5—figure supplement 1. Homology between genomic segments was
assigned using the LiftOver tool (Rosenbloom et al., 2015), for all analyses presented in Figures 2,
4 and 5 and associated figure supplements, with the exception of the nucleotide-resolution analysis
of GSTF occupancy profiles presented in Figure 4e,f. We used pre-computed chain files from UCSC
matching the genome versions listed above when chains were readily available (Rosenbloom et al.,
2015). When chain files were not available, we built chain files to map the UCSC M. musculus
C57BL/6 mm9 to the genomes of M. musculus domesticus AJ, Mus musculus castaneus and Mus
spretus, as well as to map the Ensembl 80 galGal4 to the genomes of M. gallopavo, F. albicollis and
T. guttata (Figure 1—figure supplement 1). These chains were constructed by following the steps
recommended by UCSC (Supplementary file 2) (http://genomewiki.ucsc.edu/index.php/
Whole_genome_alignment_howto).
For the nucleotide-resolution analysis of GSTF occupancy profiles, we assigned homology rela-
tionships using the chain files, or, in the case of mice strains, using genome mapping tables from
(Stefflova et al., 2013). We filtered the chain files to obtain one-to-one unambiguous mappings by
retaining only highest scoring alignment for each position. These filtered mappings were then used
to transfer data to from any organism onto the corresponding reference genome. Regions in the ref-
erence species genome lacking one-to-one unambiguous mappings were excluded from analysis.
To define evolutionary distances separating species in Myrs, we chose published estimates gener-
ated as homogenously as possible within each lineage using a combination of sequence alignments
and fossil records. All distances between insect species were taken from (Tamura et al., 2004); all
distances between bird species were taken from (Lu et al., 2015); distances between mammalian
species were taken from (Stefflova et al., 2013) and TimeTree (Hedges, 2009).
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Data sources
For RNA-seq analyses (Figure 3; Figure 3—figure supplement 1), sequencing data for the refer-
ence species corresponding to two experiments performed independently by different research
groups, and, when possible, representing different genotypes, were downloaded from public reposi-
tories. For M. musculus domesticus, we used data from (Goncalves et al., 2012; Sugathan and
Waxman, 2013), for G. gallus we used data from (Brawand et al., 2011) and (Coble et al., 2014),
for D. melanogaster we used data from (ENCODE Project Consortium, 2012; Chen et al., 2014).
Other species included were M. musculus castaneus (Goncalves et al., 2012), M. spretus
(Wong et al., 2015), R. norvegicus (Gong et al., 2014), H. sapiens (ENCODE Project Consortium,
2012; Lin et al., 2014), G. gorilla (Brawand et al., 2011), D. simulans (Chen et al., 2014), D. yakuba
(Chen et al., 2014), D. ananassae (Chen et al., 2014), D. pseudoobscura (Chen et al., 2014), M. gal-
lopavo (Monson et al., 2014), A. platyrhynchos (Huang et al., 2013) and F. albicollis
(Uebbing et al., 2013). Specific accession numbers are listed in Figure 3—source data 1.
For ChIP-seq analyses (Figure 4), we downloaded data for FOXA1 in M. musculus domesticus
(C57BL/6) (Stefflova et al., 2013), M. musculus domesticus (AJ) (Stefflova et al., 2013), M. muscu-
lus castaneus (Stefflova et al., 2013), M. spretus (Stefflova et al., 2013) and R. norvegicus
(Stefflova et al., 2013); HNF4A and CEBPA in M. musculus domesticus (C57BL/6) (Stefflova et al.,
2013), M. musculus domesticus (AJ) (Stefflova et al., 2013), M. musculus castaneus
(Stefflova et al., 2013), M. spretus (Stefflova et al., 2013), R. norvegicus (Stefflova et al., 2013),
H. sapiens (Schmidt et al., 2010) and C. familiaris (Schmidt et al., 2010); Twist in D. melanogaster
(He et al., 2011b), D. simulans (He et al., 2011b), D. erecta (He et al., 2011b), D. yakuba (He et al.,
2011b), D. ananassae (He et al., 2011b) and D. pseudoobscura (He et al., 2011b); Giant in D. mela-
nogaster (Paris et al., 2013; Bradley et al., 2010), D. yakuba (Bradley et al., 2010) and D. pseu-
doobscura (Paris et al., 2013). We also gathered data for CTCF in M. musculus domesticus (C57BL/
6) (Schmidt et al., 2012), R. norvegicus (Schmidt et al., 2012), H. sapiens (Schmidt et al., 2012), C.
familiaris (Schmidt et al., 2012), D. melanogaster (Ni et al., 2012), D. simulans (Ni et al., 2012), D.
yakuba (Ni et al., 2012) and D. pseudoobscura (Ni et al., 2012). Accession numbers corresponding
to the specific experimental replicates and control samples are listed in Figure 4—source data 1.
For motif analyses (Figure 5a,b; Figure 5—figure supplement 1), we gathered known position-
weight matrixes from the JASPAR database (Mathelier et al., 2014) and the Fly Factor survey
(Zhu et al., 2011). We focused on the motifs corresponding to Twist and Giant in D. melanogaster,
to CEBPA, HNF4A and FOXA1 in M. musculus domesticus, and on a set of 12 other motifs corre-
sponding to GSTFs conserved across mammals and insects. This set was constructed by download-
ing all Core A vertebrata motifs from JASPAR (Mathelier et al., 2014), identifying those
corresponding to conserved GSTFs with one-to-one orthologs between M. musculus domesticus
and D. melanogaster using COMPARA (Vilella et al., 2009), and filtering the list down to those 12
instances where a position-weight matrix was also described in Fly Factor (Zhu et al., 2011) and
were not already analyzed.
Comparing evolutionary rates
We developed a statistical framework to compare evolutionary rates between lineages, and imple-
mented it in R (Development Core Team, 2011). This framework takes as inputs: measures of pair-
wise cross-species similarity (e.g. correlation of gene expression or sequence conservation), pairwise
cross-species evolutionary distances and lineage labels. Conceptually, the framework estimates both
a statistical significance and an effect size to determine whether rates of evolutionary divergence are
indistinguishable or different between lineages (Figure 1).
In practice, we model evolutionary divergence by an exponential decay in log-linear space. First,
the nls function in R is applied to the log-transformed cross-species similarity data as a function of
evolutionary distances to derive the following linear models:
. a lineage-naı¨ve model that estimates a shared intercept and slope for all the data without
specifying the lineage labels
. a lineage-aware model that estimates a shared intercept for all the data and lineage-specific
slopes based on lineage labels
. lineage-specific models that estimate intercept and slope individually for each lineage
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Second, an R function written in-house to handle nls model structures estimates the significance
level of an ANOVA with a likelihood ratio test comparing the lineage-naı¨ve and the lineage-aware
model. Third, we define the effect size as the predicted absolute difference in similarity between
lineage pairs after 100 Myrs of divergence as estimated from the lineage-specific models. We con-
sider that the framework detected a difference between evolutionary divergence rates when the sig-
nificance level is <0.05 and the effect size is >5%.
We chose to use an exponential decay function because it is the simplest evolutionary model that
fit all our input measures of cross-species similarity reasonably well. We chose to model the expo-
nential decay in log-linear space because we noted that a simple exponential decay in linear space
failed to capture the conservation observed between distant species (mouse versus human at 91
Myrs and dog at 97.4 Myrs) when analyzing the evolutionary dynamics of GSTF binding (Figure 4)
and motif retention (Figure 5). We hypothesize that these data layers likely follow a more complex
decay model, but we did not want to explore this with our current data set to avoid over-fitting.
The power of our statistical framework was assessed by simulating data for two lineages with
measure of cross-species similarity decaying exponentially at different rates over time (Figure 1—fig-
ure supplement 2). We fixed one lineage to decay at set rates: 0.007, 0.005 and 0.003. We
fixed the second lineage to be faster by a range of given differences. Over 1000 simulations, we
sampled two values from a normal distribution centered on the expected values from the set expo-
nential decay rates corresponding to the evolutionary distances shown in Figure 4b, with standard
deviations set at 0.5% or 5%. Our framework detected an absolute rate difference of 0.001 in 39.3%
of simulations and an absolute rate difference of 0.003 in 88.9% of simulations when the standard
deviation was high (5%). When the standard deviation was low (0.5%), our framework detected an
absolute rate difference of 0.001 in 25.7% of simulations and an absolute rate difference of 0.003 in
100% of simulations.
Gene expression evolutionary rates (related to Figure 3)
Analysis of gene expression evolutionary rates was performed in four steps. First, we preprocessed
the raw RNA sequencing data downloaded for public data sources. Second, we quantified the abun-
dance of all annotated transcripts corresponding to protein-coding genes. Third, we estimated
cross-species similarity by correlating transcript abundances at the genome-scale. Finally, we used
these cross-species similarity estimates as input to our statistical framework to evaluate a common
model against a lineage-aware model.
RNA sequencing data were first preprocessed using FastQC (www.bioinformatics.babraham.ac.
uk/projects/fastqc/) and Trimmomatic (Bolger et al., 2014). In order to quantify transcript abundan-
ces, we then used the program Sailfish (Patro et al., 2014) (1) to build transcriptome indices for
each species using the transcriptome sequences described above, using the parameters ’-p 8 -k 20’;
and (2) to quantify transcript abundance using the transcriptome indices with the parameters ’-p 8 -l
"T=PE:O=><:S=U"’ for samples with paired-end reads and ’-p 8 –l "T=SE:S=U”’ for samples with
single-end reads. The bias-corrected transcripts per million (TPM) abundances estimated by Sailfish
were then summed over the transcripts corresponding to the same gene locus.
To estimate cross-species similarities in gene expression levels, for each lineage, we used R
(Development Core Team, 2011) to build a matrix containing the gene expression values for all the
protein-coding genes of the reference organism and their one-to-one orthologs across other organ-
isms within each lineage. We discarded instances where the abundance of a particular gene locus
was less than or equal to 5 TPM. We then calculated the Spearman’s rank correlation for the expres-
sion of all genes between the reference and all other organisms within each lineage and plotted
these correlations as against the evolutionary distance separating each organism pair (Figure 3). We
also repeated the calculations using Kendall’s rank correlation coefficient and Pearson’s product-
moment correlation on log2-transformed expression values (Figure 3—figure supplement 1a,b).
Finally, we calculated Spearman’s correlations among all genes including those with less than 5 TPM
(Figure 3—figure supplement 1c). All these scenarios were evaluated using our statistical frame-
work. None indicated that a lineage-aware model described the data better than a common model.
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GSTF occupancy – segment-resolution (related to Figure 4a–d)
The first step of all our occupancy analyses was to align the ChIP-seq reads to the corresponding
genomes in order to obtain occupancy profiles (Figure 4a). For each accession (Figure 4—source
data 1), the sequencing reads were aligned to reference genomes using Bowtie2 version 2.2.4
(Langmead and Salzberg, 2012) with the parameters ’-very-sensitive -N 1.’ Reads containing the
’XS:’ field (multi-mappers) were removed. Reads having the same start site were presumed to be
PCR duplicates and removed using the ’rmdup’ command of SAMtools version 1.1 (Li et al., 2009).
The filtered reads were then converted to tagAlign format. The tagAlign files corresponding to
CEBPA, HNF4A, FOXA1, Twist and Giant were then processed using 108 different segment-resolu-
tion methods and one nucleotide-resolution method; the tagAlign files corresponding to CTCF were
only processed using the nucleotide-resolution method. The nucleotide-resolution method is
described below and relates to Figure 4e,f.
The aim of our segment-resolution analyses was to examine how robust the evolution of GSTF
binding patterns was across 108 different analysis pipelines (Figure 4a–d). We implemented all these
pipelines, which follow the same general framework and differ only in the choice of 5 parameters,
described and underlined below.
First, the occupancy profiles in the tagAlign files were discretized into candidate occupied seg-
ments using a peak caller algorithm that aims at identifying segments where the ChIP sample is
enriched in reads relative to the control sample. We implemented two peak callers: MACS version 2
(M) (Zhang et al., 2008) and SPP (S) (Kharchenko et al., 2008).
The occupied segments were then selected from the candidate set using a quality filter: stringent
(S), lenient (L) or asymmetric (A). When using MACS2 (Zhang et al., 2008) as a peak caller, lenient
segments were called using a p-value cutoff of 105 (default) and merged across replicates when
available using the merge function in BEDTools (Quinlan and Hall, 2010). Stringent segments were
called using a p-value cutoff of 1022 and intersected across replicates when replicates were avail-
able. The intersection procedure, inspired from (Stefflova et al., 2013), used BEDTools
(Quinlan and Hall, 2010) to implement the following two steps: (1) merge the two replicates and (2)
select the merged segments corresponding to at least one segment in each original replicate. When
using SPP (Kharchenko et al., 2008) as a peak caller, lenient segments were called using a q-value
of 102 (default), and merged across replicates when available (Quinlan and Hall, 2010). Stringent
segments were called by selecting all candidate segments assigned to the lowest possible q-value in
the sample, then intersected across replicates when available using the same intersection procedure.
The asymmetric quality filter, inspired by (Bardet et al., 2012; He et al., 2011b), indicates that seg-
ments were called stringently in the reference species and leniently in the other organism.
The coordinates of the occupied segments called in the reference organism were projected onto
the other organism’s genome using the LiftOver tool from the UCSC genome browser
(Rosenbloom et al., 2015) and specifying a sequence similarity filter through the minMatch parame-
ter. We used 3 different minMatch thresholds: stringent (S: 0.95 default), lenient (L: 0.5), and none
(N: 0.001).
After cross-species coordinate projection, a reference subset was chosen to define the set of ref-
erence-occupied segments that would be further analyzed. Three choices were implemented: all ref-
erence-occupied segments independently of whether they map to any other species (A); for each
pair of species, only reference-occupied segments with a homolog in the second species (P); only
reference-occupied segments that had homologs across all the other species considered within the
lineage (S).
The projected coordinates of the reference subset were then overlapped with the coordinates of
the occupied segments in the other species using the intersect function in BEDTools (Quinlan and
Hall, 2010). The overlap requirement was either lenient (L; default parameter of 1 bp) or stringent
(S; required a reciprocal overlap of half of the segments length: ’-f 0.5 -r’).
We systematically executed all combinations of the aforementioned 2 peak callers, 3 quality fil-
ters, 3 sequence similarity filters, 3 reference subsets, and 2 overlap requirements, yielding a total of
108 pipelines. The output of each pipeline was the fraction of reference subset segments that over-
lapped segments occupied in the others species (i.e. segments retaining occupancy between the
two species). This output was used as a cross-species similarity measure for GSTF binding patterns.
We analyzed these similarity measures for 6 pairs of GSTFs (Twist and Giant were each compared to
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FOXA1, CEBPA and HNF4A) using our statistical framework. Two GSTFs were considered to diverge
differently from each other over time when 1) the significance of the test was less than 0.05 and 2)
the effect size was greater than 5%. In summary we found that the choice of parameters greatly
influenced what the evolutionary dynamics of a given GSTF looked like (Figure 4b,c) but that in gen-
eral the rate of divergence of mammal and insects GSTFs were statistically indistinguishable
(Figure 4d). The results of these tests for all GSTF pairs considered across 108 pipelines are
reported in Figure 4—source data 2 and summarized as pie-charts in Figure 4. Observations about
general trends of parameters and evolutionary divergence are further elaborated in Figure 4—fig-
ure supplement 1.
As a control we also conducted an analysis between FOXA1 and CEBPA since FOXA1 lacks data
past 20 Myrs of evolutionary divergence, whereas for all others GSTFs we have broader
coverage across the 100 Myrs range. We applied the same statistical framework to the within-line-
age comparison between FOXA1 and CEBPA and detected that FOXA1 evolves faster than CEBPA
in 74/108 instances. We believe that most of these detected differences are artifacts because the
conservation of binding patterns for FOXA1 and CEBPA is in fact highly correlated throughout all
combinations of parameters when restricting analyses to data points up to 20 Myrs (Pearson’s r =
0.96). We suspect that this type of artifact also affects the results of comparing FOXA1 with Twist or
Giant (Figure 4d).
GSTF occupancy – nucleotide-resolution (related to Figure 4e,f)
In order to compare occupancy profiles directly without discretizing them into occupied segments
and unoccupied segments, we correlated sets of imputed fragment density vectors across species.
The inputs to this method were the tagAlign files described above. To generate these vectors we
first estimated the mean fragment size using a method adapted from (Kharchenko et al., 2008),
whereby the mean fragment size is computed as the number of base pairs of offset between the
positive and negative strands that maximizes the Pearson’s correlation coefficient of their mapped
read density. We used a modified approach that considered only the density of 5’ read start sites on
each strand, rather than the density of the entire read. The first peak of the cross-correlation values
was identified by approximating the first derivative by the finite difference method, smoothing the
derivative values with a Gaussian kernel of bandwidth 10, and identifying the first downward zero-
crossing of the curve. This position was used as the estimated mean fragment size L. We created
imputed fragments by extending each read start site by L base pairs in the 3’ direction. We then cal-
culated a fragment density vector for each chromosome as the number of such imputed fragments
that overlap each genomic position. When multiple replicates were available, replicates were
merged by adding the fragment density vectors.
In order to minimize bias introduced by the presence of unmappable regions, we implemented a
masking scheme that adaptively normalizes each dataset depending on the read length and esti-
mated fragment size of each sequencing run. First, all possible error-free reads of a given length
were generated synthetically and aligned back to the genome using Bowtie2 2.2.4 with the following
parameters: ’-r -N 0 -D 0 -R 0 –dpad 0 –score-min “C,0,-1”’. Any multi-mapping reads with the ‘XS:’
flag were removed and the 5’ and 3’-most positions of the remaining read alignments recorded. The
imputed fragment densities computed from the ChIP data were then normalized by dividing the
density at each position by the fraction of positions within L base pairs upstream that were covered
by the start site (5’ for positive-strand density and 3’ for negative-strand density) of a uniquely-
mapped genomic read. Positions with 0 uniquely-mappable read start sites within L base pairs
upstream were excluded from further analysis.
In order to compare between species, we transferred data from query organisms to the reference
genome using the one-to-one filtered chain files described previously, and calculated the Pearson’s
correlation between the concatenated chromosome vectors of reference and reference-mapped
query data. The evolution of the correlation was modeled and compared using the statistical frame-
work described above.
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Genome sequence evolutionary rates (related to Figure 2 and
Figure 5c,d)
We calculated the percentage of randomly sampled segments retaining homology. Within the
genomes of the reference species, we delineated the boundaries of the regions from which to sam-
ple: whole genome (Figure 2; Figure 2—figure supplement 1), intergenic regions in accessible
chromatin and intergenic regions in inaccessible chromatin (Figure 5; Figure 5—figure supplement
2). We used the BEDTools shuffle command (Quinlan and Hall, 2010) to randomize the locations of
5000 segments of 75 bp length within the delineated boundaries using the option ’-noOverlapping’.
The resulting 5000 shuffled segments were then mapped across species using the LiftOver tool with
minMatch parameter 0.001 (Rosenbloom et al., 2015). We then calculated the percentage of seg-
ments that were successfully mapped (i.e. retained homology), excluding segments that mapped to
a region longer than 1000 bp. The entire simulation was repeated 20 times, starting each time with
different sets of 5000 segments. The percentages of segments retaining homology were recorded
for each of the 20 simulations, and averaged for each pair of species. These averages were plotted
and used as inputs for our statistical framework. Varying the minMatch parameter of the LiftOver
tool to 0.5 and segment length to 150 bp allowed us to verify that the observed trends were robust
to sequence similarity thresholds and length sampled (Figure 2—figure supplement 2; Figure 5—
figure supplement 2).
Nucleotide substitution rate within retained genomic segments (related
to Figure 2—figure supplement 1)
The nucleotide sequences of the genomic segments from Figure 2 that retained enough homology
to undergo a pairwise alignment were extracted using the getfasta function of BEDTools
(Quinlan and Hall, 2010). These sequences were then pairwise aligned using EMBOSS suite’s imple-
mentation of Smith-Waterman local alignment (Rice et al., 2000). Default values for gap open pen-
alty (10), gap extend penalty (0.5) and scoring matrix (EDNAFULL) were used to dynamically choose
the best local alignment between reference and query sequences. For each cross-species compari-
son, we calculated the average percent identity of the ungapped alignments of all the segments
across 20 randomizations. This procedure yielded values similar to those described previously for
the mouse / human (Waterston et al., 2002) and D. melanogaster / D. pseudoobscura comparisons
(Richards et al., 2005). The average percent identity of ungapped alignments were used as inputs
for our statistical framework, revealing that a model that incorporates lineage labels significantly
improved fit to the data relative to a common model (P<0.05; Figure 2—figure supplement 1).
Motif evolutionary rates (related to Figure 5a,b)
Using the FIMO tool (Grant et al., 2011) in the MEME suite (Bailey et al., 2009), the genomes of D.
melanogaster and M. musculus domesticus were scanned for matches to experimentally-determined
position-weight matrixes corresponding to the GSTFs of interest. Motif matches were called signifi-
cant according to the default threshold of FIMO, P<104. The genomic coordinates of significant
motif matches were mapped to the other species within the same lineage using LiftOver (minMatch
0.001). The corresponding coordinates (Mapped) were then extended by 50 bp, and the resulting
segments were scanned for motif occurrence (Mappedwithmotif). In order to estimate background
expectation, we randomly shuffled the locations of the Mapped segments and scanned these shuf-
fled segments for motifs (ShuffledMappedwithmotif). The percentage of motifs retained relative to
background was calculated as:
F ¼
Mappedwithmotif ShuffledMappedwithmotif
Mapped
100
The percentages F were then used as measures of cross-species similarity to estimate whether a
lineage-aware model would describe the evolution of DNA binding motifs better than a common
model (Figure 5—figure supplement 1).
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CHAPTER 2: AN ENVIRONMENT-DEPENDENT TRANSCRIPTIONAL NETWORK SPECIFIES 
HUMAN MICROGLIA IDENTITY 
Abstract 
Microglia play essential roles in central nervous system (CNS) homeostasis and influence 
diverse aspects of neuronal function. However, the transcriptional mechanisms that specify human 
microglia phenotypes are largely unknown. We examine the transcriptomes and epigenetic landscapes 
of human microglia isolated from surgically resected brain tissue ex vivo and following transition to an 
in vitro environment.  Transfer to a tissue culture environment results in rapid and extensive 
downregulation of microglia-specific genes that are induced in primitive mouse macrophages following 
migration into the fetal brain. Substantial subsets of these genes exhibit altered expression in 
neurodegenerative and behavioral diseases and are associated with non-coding risk variants. These 
findings reveal an environment-dependent transcriptional network specifying microglia-specific 
programs of gene expression and facilitate efforts to understand the roles of microglia in human disease.  
Introduction 
Microglia are the resident macrophage population of the central nervous system (CNS) that 
perform functions required for typical development, as well as homeostasis, plasticity, immunity and 
repair (1-5). Dysregulation of microglia functions contribute to the pathogenesis of neurodegenerative 
diseases, including Alzheimer’s disease (AD) (6-8), Parkinson’s disease (PD) (9-12) and Huntington’s 
disease (HD) (13-15). In addition, microglia may play roles in neurodevelopmental and psychiatric 
diseases such as autism, schizophrenia (Scz) and depression (16, 17). Collectively, these observations 
provide a compelling incentive to define the mechanisms that control microglia functions and to 
investigate the potential to alter these functions for therapeutic purposes.  
Microglia possess distinctive ontogeny, morphology, gene expression patterns, and functional 
characteristics and account for 5-20% of all glial cells, depending on brain regions. Studies in mice 
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indicate that microglia are derived from yolk sac progenitor cells that populate the brain early in 
development (18, 19). Microglia share many traits with other subsets of resident tissue macrophages, 
including dependence on the Csf1 receptor for differentiation and survival (18, 20), a requirement for 
PU.1 as an essential lineage-determining transcription factor (LDTF) (21, 22), highly efficient 
phagocytic and tissue debris clearance abilities (2, 5), and the ability to quickly trigger an inflammatory 
response following detection of pathogens or tissue damage (23).  
Microglia also express hundreds of genes at higher levels than other macrophage subsets (24-
26) which may be influenced by factors present in the CNS microenvironment (25, 27). This integration 
of CNS-derived environmental factors with gene regulation in microglia suggests a mechanism by which 
the brain environment influences the activity and functions of one of its primary support cells. In 
particular, microglia function in the developmental refinement of synaptic networks (28) and elaboration 
of neuromodulatory factors for adult motor learning (29). Thus, alterations in the brain 
microenvironment may lead to pathogenic programs of gene expression in microglia.  
Insights into mechanisms that control the development and function of specific cell types can 
be obtained by analyses of their enhancer repertoires and corresponding epigenetic landscapes (30). 
Microglial enhancers are primed by relatively simple combinations of LDTFs within each cell type (31, 
32) to become sites of activity of broadly expressed signal-dependent transcription factors (SDTFs) and 
integrate cellular signaling pathways with DNA. DNA sequences within cell-specific enhancers provide 
information about the identities of key LDTFs and the activity states of signaling pathways that control 
the functions of SDTFs (31, 33-35). Furthermore, the locations of enhancers provide insights into how 
non-coding genetic variation may affect cellular phenotypes (32, 36-38). 
Human microglia transcriptomes 
Microglia were isolated from brain tissue resected for treatment of epilepsy, brain tumors or 
acute ischemic events in 19 individuals. For patients with epilepsy, the resected tissue provided did not 
include the brain area displaying the strongest epileptogenic activity. Although most specimens from   
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Figure 2.1: Human microglia transcriptomes. (A) Heat map of mRNA expression values determined in 
microglia isolated from 19 individuals and in cortex from 5 of these individuals. 881 genes exhibiting > 
10-fold higher average expression in microglia compared to cortex are indicated at the top of the heat 
map. (B) Individual variation in gene expression of the 30 most highly expressed genes in human 
microglia. (C) Enrichment of the 881 microglia-enriched genes upregulated in HIV-associated 
neurocognitive disorder (HAND) in centrum semiovale (CS) (48), upregulated in schizophrenia (SCZ) 
in the anterior prefrontal cortex (PFC) (49), positively correlated with Braak stage of AD in PFC (50), 
upregulated or downregulated in PD in cortex (51), upregulated in frontotemporal lobar degeneration 
(FTLD) in frontal cortex (52), or upregulated in AD in the CA1 region of the brain (53). (D) Pie chart 
depicting the relative expression of genes associated with AD risk variants in brain cortex and microglia. 
(E) Combined bar graphs and dot plots of the TPM expression levels of the 21 most highly expressed 
genes associated with AD risk variants in microglia and cortex. Red stars indicate significant differential 
expression (> 2-fold, FDR 0.05).  
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individuals with epilepsy exhibited some degree of cortical dysplasia, three samples were determined to 
be histologically normal. For patients with brain tumors (8), samples were considered to be tumor 
negative by pathological examination. The two brain samples resected to treat acute ischemic injuries 
were from individuals who had no prior evidence of brain pathology. None of the samples displayed 
evidence of pathological microgliosis, marked by loss of tiled distribution, process retraction and 
enlarged cell bodies, despite the occasional presence of reactive cells.  
Tissues were immediately placed on ice and processed for microglia isolation within a few hours 
of surgical resection (25). A microglia-rich cell fraction was isolated by Percoll gradient centrifugation 
and further purified by FACS, with final gating on live CD11b+CD45LowCD64+CX3CR1High single cells. 
This strategy excluded cells expressing moderate to high levels of CD45, which were present in variable 
amounts depending on the specific sample. Microglia were then triaged to specific analysis workflows 
depending on yields and depth of existing data sets. For five individuals, RNA-seq was also performed 
from a portion of the intact cortical brain tissue used to isolate microglia (hereafter referred to as 
“cortex”).  
Isolated microglia exhibited a high degree of viability and RNA integrity.  In one case, brain 
tissue was simultaneously obtained from the occipital and parietal lobes of the same individual, enabling 
independent isolation of microglia from each region. RNA expression levels for these two samples 
exhibited a Pearson correlation coefficient of 0.929. In a second case, an individual underwent sequential 
surgical resections approximately one year apart. The RNA expression levels in microglia obtained from 
this individual at these two time points exhibited a Pearson correlation coefficient of 0.905. On the basis 
of these observations the variance in gene expression observed in these samples likely overestimates the 
variance in the isolation of microglia and implies a high degree of precision in the RNA-Seq data set. 
Comparisons of the RNA-seq profiles of any two individuals for genes expressed > 2 log2 transcripts 
per million (TPM) yielded Pearson correlation coefficients of approximately 0.8, as exemplified by a 
comparison of microglia isolated from a 1-year-old female patient diagnosed with atypical rhabdoid 
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tumor to microglia isolated from a 7-year-old female patient with epilepsy. When all transcripts were 
considered (i.e., including genes expressed at ≤ 2 log2 TPM), Pearson correlation coefficients were in 
the range of 0.94 to 0.98, indicating no substantial outliers among samples. RNA-Seq data indicated low 
to absent levels of neuronal, astrocyte, oligodendrocyte and endothelial-specific genes, confirming 
insignificant levels of contaminating cells.  
Hierarchical clustering of expressed genes from all microglia samples in comparison to cortex 
is illustrated in Figure 2.1A.  While there are likely to be alterations in gene expression related to disease, 
no strong patterns emerged that were related to diagnosis or age, perhaps due in part to exclusion of 
most reactive cells at the time of sorting. A small set of genes exhibited significant sex-specific 
differences in gene expression, and these were mostly confined to X- and Y-linked genes. Relative 
expression values for the 30 most highly expressed genes across each of the patients are illustrated in 
Figure 2.1B, indicating substantial individual variation for some transcripts. This analysis confirmed 
that human microglia expressed very high levels of numerous genes associated with regulation of 
microglia ramification and motility, including the fractalkine receptor CX3CR1, purinergic receptor 
P2RY12, and genes involved in synaptic remodeling, such as complement factors C3, C1QA, C1QB, 
and C1QC. 
Nearly all studies of differentially regulated genes in human neurodegenerative or behavioral 
disorders are based on RNA profiling of intact tissue. As gene expression profiles for individual cell 
types in the human brain are poorly characterized, it is difficult to assign cell types responsible for 
disease-related changes. Using a stringent cutoff of 10-fold increased expression relative to cortex tissue 
at a false discovery rate (FDR) of 0.05, we defined a microglial gene signature in the human brain 
comprising 881 transcripts (Fig. 2.1A). We then intersected this gene list with 46 publicly available data 
sets for differentially regulated genes in neurodegenerative and behavioral disorders derived from 
microarray or RNA-seq analysis of intact tissue (39-53). Two-sided Fisher’s exact tests revealed 
significant enrichment or depletion of microglia signature genes in 28 of the 46 data sets. For example,   
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Figure 2.2: Comparison of human and mouse microglia transcriptomes. (A) Scatter plot depicting 
mRNA expression levels of mouse and human genes with one-to-one orthologs, highlighting 
significantly differentially expressed genes in human (blue) and mouse microglia (green) (> 10-fold, 
FDR 0.05). (B)  Identification of a mouse microglia gene signature consisting of 900 mRNAs expressed 
> 10-fold higher in microglia (FDR 0.05) compared to the average expression values of macrophages 
from skin, lung, liver, and kidney. (C) Functional annotations of the microglia gene signature. (D) 
Scatter plot depicting mRNAs expression levels of human and mouse microglia with orthologs 
intersected with the microglia gene signature expression profile from (B). Genes with conserved 
expression are depicted in red, genes more highly expressed in human are in blue, and genes more highly 
expressed in mice are in green. (E) Pie chart showing relative expression of genes associated with AD 
risk alleles in human and mouse microglia. (F) Combined bar graphs and dot plots illustrating the 
expression of the top 21 most abundant genes associated with AD risk variants in human and mouse 
microglia (average TPM-rank ordered). Red stars indicate significant differential expression (> 2-fold, 
FDR 0.05). 
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hundreds of genes in the microglia gene signature exhibited significant overlaps with sets of genes that 
were positively correlated with Braak stage in AD, were upregulated in frontotemporal lobar 
degeneration (FTLD) in frontal cortex, were upregulated in HIV-associated neurocognitive disorder 
(HAND) or were upregulated in Scz (Fig. 2.1C). Interestingly, distinct subsets of the microglia signature 
gene set were upregulated or downregulated in cortex in PD (Fig. 2.1C). 
Characterization of the microglia transcriptome, in conjunction with parallel whole brain 
cortical gene expression profiling, also enabled evaluation of the relative expression levels of genes 
associated with AD, PD, multiple sclerosis (MS) and Scz risk alleles (54). Many of these genes were 
preferentially expressed in microglia, with the relative proportion varying by disorder (Fig. 2.1D). With 
respect to AD, for example, expression for 28 of 48 AD genes was higher in microglia, including 
TREM2, SORL1, INPP5D, MEF2C and CD33 (Figure 2.1F). For MS, 48 of 81 genes associated with 
risk alleles were preferentially expressed in microglia. In contrast, approximately one third of the genes 
associated with PD and Scz risk alleles exhibited preferential expression in microglia. As the risk alleles 
for these disorders are largely non-overlapping, these findings suggest different roles of microglia in 
each disorder context.  
The extent to which findings in mice and humans are similar can vary depending on the system 
evaluated (55). We compared average transcript levels of human microglia mRNAs with orthologous 
mRNAs microglia isolated from 7- to 10-week old male C57BL/6 mice using an identical protocol (25) 
(Fig. 2.2A). Overall, the microglia transcriptome comparison between the two species revealed overall 
similarities in patterns of gene expression (Pearson’s r = 0.806), with the majority of orthologous gene 
pairs (13,253 of 15,768) expressed within a 4-fold range. Nonetheless, this analysis also revealed genes 
with substantial species-specific bias in expression magnitude. At a cutoff of 10-fold difference and an 
FDR of 0.05, 400 orthologous mRNAs were preferentially expressed in human microglia and 293 
mRNAs were more highly expressed in mouse microglia (Fig. 2.2A). Notable examples included higher 
expression in human microglia of regulators of the complement system (e.g., C2, C3, VSIG4, 
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SERPING1) and genes involved in brain structure development, including SYNDIG1, GLDN, 
CTTNBP2, and ROBO3. In contrast, genes more highly expressed in mouse microglia included Hexb, 
Sparc, and Sall3.  Of the subset of these genes that also exhibited microglia-specific expression, a similar 
species-specific pattern of expression was observed in the intact cortical tissue used for microglia 
isolation, indicating that these differences were not a consequence of the isolation procedure. 
We compared the levels of mRNA transcripts in C57BL/6 microglia with different resident 
tissue macrophage populations (26, 56) and observed 900 mRNAs with levels of expression in microglia 
that were 10-fold greater than the mean expression levels in the other macrophage subsets at a FDR of 
< 0.05 (Fig. 2.2B). This definition captures a mouse microglia gene signature set that is larger but mostly 
inclusive of previously described microglia signature sets (27, 57, 58). Gene ontology analysis of this 
extended microglia gene signature returned significant functional enrichment for CNS-related categories 
such as regulation of neurogenesis, synaptic signaling, CNS development, response to transforming 
growth factor beta (TGF- β), regulation of neurotransmitter transport, etc. (Fig. 2.2C). RNA-Seq data 
sets are not available for a sufficient number of human resident macrophage populations to generate a 
corresponding human microglia signature gene list. However, the relative expression levels of the 
human and mouse orthologous genes corresponding to the mouse microglia signature genes revealed 
that ~53 % (477 of 900) of the genes that were highly specific to microglia in the mouse were expressed 
at comparable levels in human microglia (Fig. 2.2D).  
Comparing the expression of genes linked to human neurodegenerative and behavioral 
disorders, of the 39 AD-associated and expressed genes, 11 were higher in human microglia whereas 
three were increased in mouse microglia (Fig. 2.2E). Interestingly, of the top 25 most expressed, two 
genes, APOC1 and MPZL1, were essentially not expressed in C57BL/6 microglia; the expression of a 
third one, SORL1, was nearly 20 times lower in mouse than human (Fig. 2.2F). PD-associated genes 
also displayed similar human vs mouse distributions. PD-associated genes SNCA, LRRK2, CD46, and 
CXCL12 were expressed to a greater extent in human microglia than mouse microglia. Collectively,  
33
Figure 2.3: Active genomic regulatory regions of human microglia. (A) ATAC-seq and ChIP-seq data 
sets for PU.1, H3K27ac and H3K4me2 in the vicinity of the BIN1 gene locus. Each color represents a 
different individual. rs6733839 is a significant risk allele associated with AD and is located within a 
region highly bound by PU.1. (B) Motifs enriched at distal ATAC-seq peaks associated with H3K4me2 
in human and mouse microglia. (C) Heat map of mRNA expression values of most highly expressed 
transcription factors recognizing motifs shown in panel B. (D) Heat map of mRNA expression values 
of transcription factors associated with super-enhancers in human and mouse microglia. (E) Scatter plot 
depicting mRNA expression values of orthologous genes encoding transcription factors in human and 
mouse microglia relative to overall transcriptome profiles (gray dots). Orthologous transcription factors 
similarly expressed are denoted in black, and transcription factors more highly expressed (> 10-fold 
change, FDR 0.05) in human are colored in blue, and those more elevated in mice are colored in green. 
(F) Scatter plot of H3K27ac tag counts at human and mouse promoters. Promoters associated with RNA 
transcripts expressed 10-fold higher in human microglia are colored in blue and promoters associated 
with RNA transcripts expressed 10-fold higher in mouse microglia are colored in green. 
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these results highlight human vs. mouse similarities and differences in the expression profile of core 
microglia genes  
Enhancer landscape of human microglia 
We performed ATAC-Seq to define open regions of chromatin and ChIP-Seq for H3K4me2 and 
H3K27ac to define regions of poised/active and active chromatin, respectively, in both human and 
mouse microglia. Mouse ATAC-seq data was aligned with previous H3K4me2 and H3K27ac data (25). 
ChIP-seq and ATAC-seq data were highly correlated across human individuals and mouse biological 
replicates.  A representative UCSC genome browser track for human microglia data in the vicinity of 
the BIN1 gene is illustrated in Figure 2.3A, and for CX3CR1 and TREM2 in Figure S10A. rs6733839 is 
a non-coding risk allele for AD (59) that lies within an enhancer-like region approximately 25 kb 
upstream of the BIN1 transcriptional start site, suggesting regulatory function. De novo motif analysis 
of ATAC-seq peaks associated with H3K4me2 was performed to identify the most highly enriched 
transcription factor recognition motifs associated with poised or active chromatin. These analyses 
returned very similar motifs for both mouse and human microglia. A dominant signature was observed 
for PU.1 in both species, with highly significant enrichment also observed for motifs assigned to CTCF, 
IRF, RUNX, MEF2, C/EBP, AP-1, SMAD and MAF factors (Fig. 2.3B).  
Expression levels of transcription factors recognizing the motifs identified in Figure 2.3B are 
illustrated in Figure 2.3C. SPI1 (encoding PU.1) was the most highly expressed ETS domain 
transcription factor, and the top motifs were nearly perfect matches for its consensus recognition 
sequence. The assignment of the second most enriched motif to CTCF was unexpected because CTCF 
is ubiquitously expressed and is thought to primarily play roles in the organization of broad domains of 
chromatin architecture. However, the identified motif was nearly a perfect match for the CTCF 
consensus recognition site and CTCF was the only transcription factor expressed in microglia known to 
recognize this motif. In contrast, the remaining motifs were clearly recognized by multiple related 
members of transcription factor families that were reliably co-expressed in microglia. 
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We used H3K27ac as a means of identifying super-enhancers (SEs), which are regions of the 
genome exhibiting a disproportionately high density of active regulatory marks and transcription factor 
binding (60-62). Common SEs were associated with genes that are known to play essential roles in the 
development and function of virtually all macrophages whereas mouse microglia-specific SEs were 
associated with genes known to play restricted or selected roles in this cell type (25). Corresponding 
analysis of the H3K27acHigh regions in human microglia identified ~700 SEs that were also associated 
with active regions of the genome overlapping or in close proximity to genes highly expressed in or 
specific to microglia, including CX3CR1, P2RY12 and TMEM119. The intersection of transcription 
factor genes associated with SEs in human and mouse microglia captured many of the transcription 
factors illustrated in Figure 2.3C. An additional 35 factors were associated with SEs, some of which 
have been linked to functional roles in microglia, including SALL1, STAT3 and RELA (Fig. 2.3D). These 
factors also exhibited similar expression levels in mouse and human microglia.  
Evaluation of mRNAs annotated as encoding orthologous transcription factors indicated similar 
expression levels in human and mouse for the great majority. However, using a 10-fold cutoff at an FDR 
of 0.05, 20 factors were preferentially expressed in human microglia, including CIITA, RUNX2, EGR3, 
and NR4A2. In contrast 16 factors were preferentially expressed in mouse microglia, including Sall3 and 
Smad1, (Fig. 2.3E). 
To establish the relationship between enriched motifs and actual transcription factor binding, 
we performed ChIP-seq for PU.1 in microglia isolated from six individuals. These experiments yielded 
a highly consistent pattern of genomic binding (Fig. 2.3A), with PU.1 being localized at 51.2% of 
ATAC-seq-defined regions of open chromatin associated with H3K4me2 and at 60.9% of regions 
exhibiting these features plus H3K27ac. De novo motif enrichment analysis identified the PU.1 motif 
as the top hit, followed by motifs for IRF, AP-1, MEF2, C/EBP and RUNX (Fig.3 B). Similar results 
were observed for Pu.1 binding sites in mouse microglia. The frequency distribution of many of these 
motifs is consistent with the corresponding transcription factors forming ternary complexes with PU.1   
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Figure 2.4: Influence of tissue culture environment on microglia gene expression. (A) Comparison of 
gene expression of ex vivo microglia from two individuals (panel i), effect of transition to an in vitro 
environment in presence of IL-34 for seven days on microglia from each individual (panels ii and iii), 
and comparison of in vitro gene expression profiles (panel iv). (B) Scatter plot illustrating effects of 
culture environment on the conserved microglial gene signature (red) in human microglia. (C) Pie chart 
of the gene associated with AD risk variants that are expressed in ex vivo or in vitro microglia above a 
log2 (TPM +1) value of 2. Genes more highly expressed ex vivo are in blue and gene more highly 
expressed in vitro are in purple. (D) Combined bar graphs and dot plots of the 21 most expressed genes, 
indicating effects of in vitro culture on expression of genes associated with AD risk alleles. Red stars 
indicate significant differential expression (> 2-fold, FDR 0.05). (E) Heat map illustrating changes in 
microglia gene expression 6, 24 h and 7 days after transfer to culture environment.  
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(e.g., the IRF motif) or functioning as collaborative binding partners (e.g., CTCF, AP-1 and RUNX 
motifs). 
We also investigated the relationships between PU.1 binding, open chromatin, and H3K27ac 
for genes that are highly differentially expressed between human and mouse and human microglia. 
H3K27ac at promoters was strongly correlated with differential gene expression (Fig. 2.3F). Differential 
gene expression and H3K27ac were also associated with species-specific PU.1 binding and ATAC-seq 
signal exemplified by the SALL1, SPARC, VSIG4 and APOC1 loci. Collectively, these findings provide 
evidence that the transcriptional mechanisms that control gene expression are largely conserved between 
human and mouse microglia and that differences in gene expression are primarily driven by species-
specific organization of cis regulatory elements at target genes. However, as a small number of 
transcription factors thought to play important roles in microglia are divergently expressed, such as 
CIITA and RUNX2 proteins, there is also the potential for significant trans effects at the subsets of genes 
regulated by these factors.  
 Alterations of the human microglia transcriptome in vitro  
Tissue environment has emerged as an important determinant of microglia identity, but many 
studies of microglia are performed in vitro. Transcriptomic analysis of mouse microglia transferred to a 
tissue culture environment for seven days documented significant changes in expression of hundreds of 
genes, with a preferential reduction in expression of microglia-specific genes (25).  Similar to what was 
observed with mouse microglia, transfer of human microglia to the in vitro environment resulted in 
significant changes in the expression of thousands of genes. Responses of human microglia isolated 
from different individuals to the in vitro environment were concordant (Fig. 2.4A,iv). For the individuals 
with both ex vivo and in vitro samples available, gene expression within culture conditions (mean 
Pearson correlation = 0.95) was more correlated (p = 0.008 by permutation test) than between the ex 
vivo and in vitro samples of the same individual (mean Pearson correlation = 0.89). A paired analysis 
of samples for which both ex vivo and 7-day in vitro microglia populations were obtained revealed more 
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than 300 genes induced greater than 10-fold and more than 700 genes that were repressed more than 10-
fold in vitro (FDR = 0.05). At a 2-fold cutoff, 2,263 genes were upregulated in vitro and 3,702 genes 
were downregulated at (FDR = 0.05).  Thirty-three percent of the conserved signature gene set and 31% 
of the genes associated with AD risk variants exhibited more than two-fold reduction in expression (Figs 
2.4B, C, and D). A similar proportion (30%) of genes associated with PD also displayed such reduction 
in vitro, whereas more limited changes for genes associated with MS and Scz were observed. 
We performed RNA-Seq in human microglia at 6, 24 and 168 h following transfer to tissue 
culture. Highly dynamic responses were observed beginning at 6 h and lasting throughout the time 
course (Fig. 2.4D). Cultured microglia remained positive for Iba1 staining, whereas no expression of 
markers for astrocytes or neurons was observed, indicating that changes in RNA expression were not 
due to contaminating cells. 1957 mRNAs were induced more than 4-fold by 6 h following plating. Gene 
ontology analysis of highly induced genes indicated strong enrichment for terms related to inflammation 
and stress responses. Remarkably, more than 2,000 genes were downregulated more than 4-fold at 6 h 
following plating, with some genes exhibiting partial recovery at the seven-day time point (Fig. 4E). 
Downregulated genes were strongly enriched for terms related to immune cell function and signaling, 
as well as immune, blood vessel and brain development. Similar observations of genes expression over 
time were made in mouse microglia cultured for 6 h, 24 h and 7 days.  
An environment-dependent transcriptional network 
The perturbation in gene expression resulting from the transition to an in vitro environment 
provided an opportunity to gain insight into the transcriptional network controlling human microglia 
identity in vivo. While SPI1 levels increased slightly, the majority of the mRNAs encoding transcription 
factors recognizing enriched motifs in microglia enhancers exhibited significant reductions in vitro. In 
particular, AP-1 and Mef2 family members, as well as MAF, RUNX, and SMAD3 were highly sensitive 
to the environmental perturbation (Fig. 2.5A). Similarly, the majority of transcription factors associated 
with SEs were also downregulated (Fig. 2.5B).   
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Figure 2.5: Environment-dependent enhancer landscapes. (A) Heat map illustrating the effect of culture 
environment on human and mouse microglia mRNA expression of transcription factors recognizing 
motifs highly enriched ex vivo. (B) Heat map illustrating the effect of culture environment on human 
and mouse microglia on mRNA expression of transcription factors associated with super-enhancers ex 
vivo. (C) UCSC browser visualization of regulatory elements near genes SPI1 and P2RY12, and the 
SALL1 SE in human microglia. Top panels display regions of accessible chromatin in microglia ex vivo, 
as defined by ATAC-seq. Bottom panels display H3K27ac abundance ex vivo (blue) and in vitro 
(yellow). (D) Fractions of ATAC-seq + H3K27ac regions in human microglia exhibiting similar, gained 
or reduced H3K27ac signal after transfer to a culture environment for seven days. (E) Venn diagram of 
super-enhancers identified in ex vivo and in vitro human microglia based on H3K27ac signal. (F) Motifs 
enrichment at distal accessible chromatin regions in ex vivo human microglia defined by ATAC-seq 
that are associated with 2-fold loss of H3K27ac signals following maintenance in culture environment 
for seven days.  
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We performed ATAC-Seq and ChIP-Seq for H3K27ac in microglia placed into culture for seven 
days (Fig. 2.5C). Overall, of the 31,164 ATAC-Seq peaks associated with at least 16 normalized 
H3K27ac tags (i.e., high confidence sites), ~14% exhibited a loss of H3K27ac, and ~20% a gain of 
H3K27ac (Fig. 2.5D), indicating remodeling of the regulatory landscape in vitro. Extending this 
analysis, 424 of the 740 SEs defined ex vivo were lost and 541 new SEs were observed (Fig. 2.5E). De 
novo motif analysis of the ATAC-Seq peaks associated with a > 2-fold decrease in H3K27ac returned 
recognition elements for PU.1, IRF, CTCF, AP-1, SMAD and MEF2 motifs as the most significantly 
enriched (Fig. 2.5F); consistent with PU.1 establishing microglia enhancers and reduced expression 
and/or activity of many of the collaborative and signal dependent factors recognizing these motifs (Fig. 
2.5A). Notably, loss of the SMAD motif is consistent with reduced TGF-β signaling in the in vitro 
environment. 
We compared the expression of the mouse orthologues of transcription factors with primitive 
yolk sac macrophages and their progeny in developing and adult mouse brain (63). A subset of mRNAs 
encoding these factors were expressed in primitive macrophages and maintained high levels of 
expression in brain microglia (Fig. 2.6A). In contrast, an alternative subset of factors that recognize 
DNA recognition motifs enriched in microglia enhancers and/or were preferentially expressed in adult 
human and mouse microglia exhibited increases in expression from the embryonic to the adult stage of 
brain development (Fig. 2.6A). Notably, a majority of the adult microglia transcription factors exhibiting 
reduced expression following transfer to the in vitro environment were induced following migration of 
primitive macrophages into the developing brain, consistent with their induction by local environmental 
factors. 
We compared the set of genes robustly upregulated during brain development in mouse 
microglia to those consistently downregulated upon transition to the in vitro environment. A highly 
significant overlap was observed: of 3,517 genes that increased during development, 1,459 intersected 
with the 2,398 genes “down” in culture (p < 1E-308; Fig. 2.6B). This illustrates that a significant 
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component of the microglia-unique signature that emerges during development is downregulated in 
vitro.  
The correlation between genes upregulated in fetal microglia compared to yolk sac macrophages 
and genes downregulated upon transfer of adult microglia to an in vitro environment provided evidence 
that the changes observed in vitro result from loss of signals that are part of the brain environment. We 
cultured mouse microglia in vitro for seven days and treated them TGF-β1 cytokine (Figs. 6C, S15), 
which is necessary for maintenance of the in vivo mouse microglia phenotype (27, 64). Of the 2,398 
genes downregulated > 2- fold in vitro, TGF-β1 induced expression > 2-fold of 429, including Sall1, 
Tmem119, and P2ry12. Corresponding studies of TGF-β1 treatment of human microglia in vitro yielded 
similar results, although variation between individuals limited the number of genes achieving statistical 
significance following correction for multiple testing. Nonetheless, SALL1 was among the genes 
exhibiting significant upregulation. Because of the relatively modest effects of TGF -β1, we evaluated 
several other tissue culture conditions to investigate whether any might be more effective in maintaining 
an ex vivo gene expression signature. Although most treatment conditions produced some effect on gene 
expression, none resulted in retention of the ex vivo molecular phenotype. It has not yet been possible 
to maintain primary human microglia in a serum free environment. Recent studies have derived 
microglia like cells from human iPSCs in a defined media that more closely resembles cerebrospinal 
fluid (65). However, these cells exhibit a transcriptomic phenotype that is much more similar to human 
microglia cultured in vitro than ex vivo microglia. 
Lastly, we investigated whether genes expressed at least 10-fold higher in ex vivo microglia 
compared to brain cortex tissue and that are associated with differentially regulated genes in 
neurodegenerative or behavioral disorders (Fig. 2.1C) were environment-sensitive. Of the non-
redundant set of 291 microglia transcripts associated with differentially regulated genes in AD, PD, 
HAND, SCZ or FTD, 117 were downregulated in vitro, while 29 were upregulated in vitro (Fig. 2.6D). 
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Figure 2.6: A network of developmentally programmed and environment-dependent transcription 
factors establishes microglia identity and function. (A) Heat map displaying changes in mRNA 
expression of key microglia transcription as a function of development of the mouse brain. (B) Venn 
diagram illustrating significant overlap of mouse microglia genes repressed (> 2-fold, FDR 0.05) in 
culture and genes that increased (> 2-fold, FDR 0.05) in expression during brain development. p-value 
of the overlap is provided (Fisher’s Exact test). (C) Venn diagram illustrating significant overlap of 
mouse microglia genes repressed (> 2-fold, FDR 0.05) in culture after seven days and genes 
maintained/induced (> 2-fold, FDR 0.05) by chronic stimulation with TGF-β1. p-value of the overlap is 
provided (Fisher’s Exact test). (D) Pie chart of microglia-enriched genes compared to brain cortex 
overlapping with differentially expressed genes in neurodegenerative or behavioral diseases from Fig. 
2.1C color-coded according to whether they are increased, decreased or unchanged after transfer to a 
tissue culture environment. (E) Diagram illustrating main features of transcription factor network 
regulating microglia cell identity and functions.  
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These observations provide evidence that differential expression of microglia-enriched genes in these 
disorders is at least partially due to changes in brain environment. 
Discussion 
The transcriptomes and epigenomic features of human microglia show that disease status, age, 
sex, and treatment history had a relatively minor influence on the overall pattern of gene expression. It 
is thus likely that the composite transcriptomic and epigenomic profiles identified largely capture a 
representative human microglial gene signature and its underlying network of genomic regulatory 
elements. We find that mouse and human microglia transcriptomes are largely conserved but to also 
exhibit large differences in the expression of several hundred genes that appear to be primarily driven 
by cis-regulatory differences.  
Genetic evidence suggests that microglia dysregulation is a core feature of numerous chronic 
neurodegenerative and psychiatric diseases. To this end, our profiling of the human microglia 
transcriptome enabled us to estimate a weighted influence of microglia on the development of different 
brain disorders. In addition, by defining a microglial gene signature in the human brain, it is possible to 
link alterations in gene expression in neurodegenerative and behavioral disorders to alterations in the 
number and/or function of microglia.  The observation that the microglial gene signature overlaps with 
genes that are both up- and downregulated in PD provides strong evidence that differential gene 
expression at the whole tissue level reflects changes in microglia gene expression and not simply 
changes in the microglia population number.  This interpretation is further reinforced by the observation 
that many of the microglia-enriched genes that change in the context of neurodegenerative and 
behavioral disorders also show significant changes in expression upon transfer to an in vitro 
environment. Although we also observed substantial individual variation in genes linked to disease risk, 
more individuals will be required to power analyses linking genetic variation to gene expression. 
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Examining differences in ex vivo and in vitro microglia, we observe rapid and profound 
alterations in gene expression by 6 h, characterized by activation of genes associated with acute 
inflammatory responses and decreased expression of genes associated with diverse immune functions. 
The incomplete recovery of downregulated genes at seven days was at least in part due to the absence 
of brain-specific signals. At present, the spectrum of brain-specific signals that are necessary to maintain 
microglia phenotypes remain largely unknown but this highlights the limitations of investigating 
microglia biology in a tissue culture setting.  Importantly, current efforts to reprogram various starting 
cell populations to microglia-like cells largely achieve an in vitro phenotype. It is likely that more 
complex culture conditions, such as co-culture with neurons and astrocytes in three-dimensional or 
organoid contexts, will be required to more precisely model the in vivo phenotype. Integration of these 
findings with recent studies of yolk sac and embryonic microglia (56, 63) suggest a model by which 
intersecting developmentally determined and environment-dependent transcriptional networks establish 
microglia identity and function (Fig. 2.6E). We speculate that regulatory elements are targets of 
environmental perturbations associated with disease and are also important sites of action of natural 
genetic variation.  
In sum, our work demonstrates that human and mouse microglia display relatively well-
conserved transcriptomic and epigenomic phenotypes and provides a critical resource that will allow for 
a better understanding of mouse models of human brain disorders, guide reprogramming efforts for 
generation of human microglia in vitro, and enable a better interpretation of the functions of disease 
variants associated with disorders of the central nervous system.  
Methods 
Human tissue 
Microglia were isolated from brain tissue (in excess of that needed for pathological diagnosis) 
resected for treatment of epilepsy, brain tumors, or acute ischemia in 19 individuals. Brain tissue was 
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obtained with informed consent under a protocol approved by the UC San Diego and Rady Children’s 
Hospital Institutional Review Board. Resected brain tissue was immediately placed on ice and 
transferred to the laboratory for microglia isolation within three hours after resection.  
Human and mouse microglia isolation  
Resected human brain tissues and mouse brains were homogenized by gentle mechanical 
dissociation, as performed in Gosselin et al. (25). Microglia were then enriched by Percoll gradient, 
washed, and staining with cell surface markers for final purification by flow cytometry, using a BD 
Influx cell sorter. Human microglia were defined as live/DAPI- CD11b+CD45LowCD64+CX3CR1High 
single cells. C57BL/6 mouse microglia were defined as live/DAPI- CD11b+CD45Low single cells. 
Primary culture of isolated microglia 
Isolated microglia were maintained in culture for 6 h, 24 h, or 7 days. Culture media consisted 
of DMEM/F12 (Life Technologies, 113300-032) supplemented with 5% FBS (heat inactivated, Omega 
Scientific, FB-12) and 1x Anti-Anti (Life Technologies, 152240-062). No media changes were 
performed for the duration of the culture experiments. CSF1R ligand Interleukin-34 (R&D, human 
5265-IL-010; mouse 5195-ML-010) was supplemented daily at a concentration of 20 ng/ml. For 
experiments investigating the effects of TGF-β1 on microglia gene expression in culture, recombinant 
human or mouse TGF-β1 cytokine (R&D, human 240-B-002; mouse 7666-MB-005) was added daily at 
a concentration of 10 ng/ml. 
RNA-seq library preparation: Isolation and fragmentation of poly(A) RNA, and synthesis of 
cDNA  
Isolated microglia were pelleted and put into 150 µl lysis/Oligo d(T) Magnetic Beads binding 
buffer and stored at -80°C until processing. For human brain cortical RNA, 500 ng of RNA was diluted 
with proper volume of 2x lysis/ Oligo d(T) Magnetic Beads binding buffer to a final concentration of 
1x lysis/Oligo d(T) Magnetic Beads binding buffer.  mRNAs were enriched by incubation with Oligo 
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d(T) Magnetic Beads (NEB, S1419S) and then fragmented/eluted by incubation at 94 °C for 9 min. 
cDNA was then synthesized with Superscript III (first-strand synthesis; Life Technologies kit 18080-
044) and then DNA Polymerase I (second-strand synthesis; Enzymatics P7050L) 
Chromatin immunoprecipitation 
For ChIP-seq experiments, a cross-linking step with paraformaldehyde was performed 
immediately after staining but before microglia sorting. Chromatin immunoprecipitation for histone 
modification H3K4me2, H3K27ac and transcription factor PU.1 was performed as described in Gosselin 
et al. (25). 
RNA-seq and ChIP-seq final library preparation and sequencing 
Sequencing libraries were prepared from recovered DNA (ChIP) or generated cDNA (RNA) by 
blunting, A-tailing, and adapter ligation as previously described in Heinz et al. (31). Prior to final PCR 
amplification, RNA-seq libraries were digested by 30 min of incubation at 37°C with Uracil DNA 
Glycosylase. RNA-seq and ChIP-seq libraries were single-end sequenced for 51 cycles on an Illumina 
HiSeq 4000 or NextSeq 500 (Illumina, San Diego, CA) according to manufacturer’s instruction. 
Data Analysis 
Preprocessing  
FASTQ files from sequencing experiments were mapped to either the UCSC genome build hg38 
(for human) or mm10 (for mouse). STAR with default parameters was used to map RNA-seq 
experiments. Bowtie2 with default parameters was used to map ATAC-seq and ChIP-seq experiments. 
HOMER was used to convert aligned reads into “tag directories” for further analysis. 
RNA-seq 
The “analyzeRepeats” function of HOMER was used to generate a table of read counts for each 
experiment using the parameters “-raw -count exons -strand both -condenseGenes” and a table of 
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transcripts per million (TPM) values using “-tpm -normMatrix 1e7 -count exons -strand both -
condenseGenes.” The base-2 logarithm of the TPM values was taken after adding a pseudocount of 1 
TPM to each gene. Within-species differential gene expression analysis was performed using the R 
package limma using the voom normalization. Mapping of orthologous genes between species was done 
using the one-to-one orthologs from the Ensembl (version 84) Compara database. 
ChIP-seq 
Tag directories for the ChIP-seq experiments were combined into an ex vivo and in vitro pools 
for each target in both mouse and human. The tag directories for the input DNA were likewise combined. 
Peaks were then called on the pooled tags with the pooled input DNA as background using HOMER’s 
“findPeaks” command with the following parameters for the PU.1 ChIP-seq: “-style factor -size 200 -
minDist 200” and the following parameters for the H3K27ac and H3K4me2 ChIP-seq: “-style histone -
size 500 -minDist 1000 -region.” The “-tbp” parameter was set to the number of replicates in the pool.  
Motif enrichment 
Peaks were considered overlapping if their coordinates overlapped by at least one base pair. De 
novo motif enrichment analysis was performed on ATAC-seq and PU.1 ChIP-seq peaks that overlapped 
either H3K4me2 (ATAC-seq) or H3K27ac (PU.1), using HOMER’s “findMotifsGenome” command 
with the following parameters: “-size given -len 14,12,10,8 -mask.” 
Acknowledgments 
We thank J. Collier for technical assistance, L. Van Ael for her assistance with manuscript 
preparation, and M.L. Gage for her assistance with manuscript editing. We also thank D. Malicki for 
assistance in obtaining patient samples for Iba-1 immunohistological analysis. We thank J. A. Miller 
from the Allen Institute for Brain Science for assistance with the analysis of brain disease-associated 
gene sets. These studies were supported by the Larry L. Hillbloom Foundation and NIH grants 
NS096170, DK063491 and GM085764. DG was supported by a Canadian Institute of Health Research 
52
fellowship and a Multiple Sclerosis Society of Canada fellowship. DS was supported by UCSD 
institutional predoctoral training grant (T32DK007541). IRH was supported by University Medical 
Center Groningen Institutional postdoctoral traveling grant, the Dutch MS Research Foundation, and 
the Gemmy and Mibeth Tichelaar Foundation. JCMS was supported by the DFG (SCHL2102/1-1.) CKG 
is supported by the Ben and Wanda Hildyard Chair in Hereditary Diseases. Author contribution: DG, 
NGC, FHG and CKG conceived the study. NGC coordinated tissue acquisition, clinical chart review 
and IRB approval. MLL and DGG consented patients and resected and evaluated brain tissue. DG and 
JCMS isolated microglia, with assistance from BNJ, MP and AA. DG, JCMS, CO, CF and MPP 
performed microglia sorting. JCMS isolated monocytes. NGC and MP performed histological analyses. 
DG performed culture experiments. DG, JCMS, and ES prepared, respectively, microglia, monocyte, 
and intact brain sequencing libraries. DG and CO analyzed flow cytometry data. DG, DS, IRH and CKG 
analyzed sequencing data. DG, IHR, DS and CKG wrote the manuscript, with contribution from NGG, 
RMR and FHG. 
Chapter 2, in full, is a reprint of the material as it appears in Gosselin D, Skola D, Coufal NG, 
Holtman IR, Schlachetzki JCM, Sajti E, Jaeger BN, O’Connor C, Fitzpatrick C, Pasillas MP, Pena M, 
Adair A, Gonda DD, Levy ML, Ransohoff RM, Gage FH, Glass CK. An environment-dependent 
transcriptional network specifies human microglia identity. Science. 2017 Jun 23;356(6344). The 
dissertation author was a primary investigator and author of this paper. 
Bibliography 
[1] Rivest, S. (2009). Regulation of innate immune responses in the brain. Nature Reviews
Immunology 9, 429–439.
[2] Katsumoto, A., Lu, H., Miranda, A.S., and Ransohoff, R.M. (2014). Ontogeny and functions of
CNS macrophages. J Immunol 193, 2615–2621.
[3] Shemer, A., Erny, D., Jung, S., and Prinz, M. (2015). Microglia Plasticity During Health and
Disease: An Immunological Perspective. Trends in Immunology 36, 614–624.
53
[4] Schafer, D.P., and Stevens, B. (2015). Microglia Function in Central Nervous System 
Development and Plasticity. Cold Spring Harb Perspect Biol 7, a020545. 
[5] Casano, A.M., and Peri, F. (2015). Microglia: Multitasking Specialists of the Brain. 
Developmental Cell 32, 469–477. 
[6] Malm, T.M., Jay, T.R., and Landreth, G.E. (2015). The Evolving Biology of Microglia in 
Alzheimer’s Disease. Neurotherapeutics 12, 81–93. 
[7] Derecki, N.C., Katzmarski, N., Kipnis, J., and Meyer-Luehmann, M. (2014). Microglia as a 
critical player in both developmental and late-life CNS pathologies. Acta Neuropathol 128, 333–
345. 
[8] Mosher, K.I., and Wyss-Coray, T. (2014). Microglial Dysfunction in Brain Aging and 
Alzheimer’s Disease. Biochem Pharmacol 88, 594–604. 
[9] Hirsch, E.C., Vyas, S., and Hunot, S. (2012). Neuroinflammation in Parkinson’s disease. 
Parkinsonism & Related Disorders 18, S210–S212. 
[10] Croisier, E., Moran, L.B., Dexter, D.T., Pearce, R.K., and Graeber, M.B. (2005). Microglial 
inflammation in the parkinsonian substantia nigra: relationship to alpha-synuclein deposition. 
Journal of Neuroinflammation 2, 14. 
[11] Collins, L.M., Toulouse, A., Connor, T.J., and Nolan, Y.M. (2012). Contributions of central and 
systemic inflammation to the pathophysiology of Parkinson’s disease. Neuropharmacology 62, 
2154–2168. 
[12] Saijo, K., Winner, B., Carson, C.T., Collier, J.G., Boyer, L., Rosenfeld, M.G., Gage, F.H., and 
Glass, C.K. (2009). A Nurr1/CoREST pathway in microglia and astrocytes protects 
dopaminergic neurons from inflammation-induced death. Cell 137, 47–59. 
[13] Crotti, A., Benner, C., Kerman, B., Gosselin, D., Lagier-Tourenne, C., Zuccato, C., Cattaneo, 
E., Gage, F.H., Cleveland, D.W., and Glass, C.K. (2014). Mutant Huntingtin promotes 
autonomous microglia activation via myeloid lineage-determining factors. Nat Neurosci 17, 
513–521. 
[14] Politis, M., Pavese, N., Tai, Y.F., Kiferle, L., Mason, S.L., Brooks, D.J., Tabrizi, S.J., Barker, 
R.A., and Piccini, P. (2011). Microglial activation in regions related to cognitive function 
predicts disease onset in Huntington’s disease: A multimodal imaging study. Human Brain 
Mapping 32, 258–270. 
[15] Tai, Y.F., Pavese, N., Gerhard, A., Tabrizi, S.J., Barker, R.A., Brooks, D.J., and Piccini, P. 
(2007). Microglial activation in presymptomatic Huntington’s disease gene carriers. Brain 130, 
1759–1766. 
[16] Bilimoria, P.M., and Stevens, B. (2015). Microglia function during brain development: New 
insights from animal models. Brain Research 1617, 7–17. 
[17] Frick, L.R., Williams, K., and Pittenger, C. (2013). Microglial Dysregulation in Psychiatric 
Disease. Clin Dev Immunol 2013. 
54
[18] Ginhoux, F., Greter, M., Leboeuf, M., Nandi, S., See, P., Gokhan, S., Mehler, M.F., Conway, 
S.J., Ng, L.G., Stanley, E.R., Samokhvalov, I.M., and Merad, M. (2010). Fate mapping analysis 
reveals that adult microglia derive from primitive macrophages. Science 330, 841–845. 
[19] Schulz, C., Perdiguero, E.G., Chorro, L., Szabo-Rogers, H., Cagnard, N., Kierdorf, K., Prinz, 
M., Wu, B., Jacobsen, S.E.W., Pollard, J.W., Frampton, J., Liu, K.J., and Geissmann, F. (2012). 
A Lineage of Myeloid Cells Independent of Myb and Hematopoietic Stem Cells. Science 336, 
86–90. 
[20] Elmore, M.R.P., Najafi, A.R., Koike, M.A., Dagher, N.N., Spangenberg, E.E., Rice, R.A., 
Kitazawa, M., Matusow, B., Nguyen, H., West, B.L., and Green, K.N. (2014). Colony-
Stimulating Factor 1 Receptor Signaling Is Necessary for Microglia Viability, Unmasking a 
Microglia Progenitor Cell in the Adult Brain. Neuron 82, 380–397. 
[21] Smith, A.M., Gibbons, H.M., Oldfield, R.L., Bergin, P.M., Mee, E.W., Faull, R.L.M., and 
Dragunow, M. (2013). The transcription factor PU.1 is critical for viability and function of 
human brain microglia. Glia 61, 929–942. 
[22] Kierdorf, K., Erny, D., Goldmann, T., Sander, V., Schulz, C., Perdiguero, E.G., Wieghofer, P., 
Heinrich, A., Riemke, P., Hölscher, C., Müller, D.N., Luckow, B., Brocker, T., Debowski, K., 
Fritz, G., Opdenakker, G., Diefenbach, A., Biber, K., Heikenwalder, M., Geissmann, F., 
Rosenbauer, F., and Prinz, M. (2013). Microglia emerge from erythromyeloid precursors via 
Pu.1- and Irf8-dependent pathways. Nat. Neurosci. 16, 273–280. 
[23] Glass, C.K., Saijo, K., Winner, B., Marchetto, M.C., and Gage, F.H. (2010). Mechanisms 
Underlying Inflammation in Neurodegeneration. Cell 140, 918–934. 
[24] Gautier, E.L., Shay, T., Miller, J., Greter, M., Jakubzick, C., Ivanov, S., Helft, J., Chow, A., 
Elpek, K.G., Gordonov, S., Mazloom, A.R., Ma’ayan, A., Chua, W.-J., Hansen, T.H., Turley, 
S.J., Merad, M., Randolph, G.J., the Immunological Genome Consortium, Gautier, E.L., 
Jakubzick, C., Randolph, G.J., Best, A.J., Knell, J., Goldrath, A., Miller, J., Brown, B., Merad, 
M., Jojic, V., Koller, D., Cohen, N., Brennan, P., Brenner, M., Shay, T., Regev, A., Fletcher, 
A., Elpek, K., Bellemare-Pelletier, A., Malhotra, D., Turley, S., Jianu, R., Laidlaw, D., Collins, 
J., Narayan, K., Sylvia, K., Kang, J., Gazit, R., Garrison, B.S., Rossi, D.J., Kim, F., Rao, T.N., 
Wagers, A., Shinton, S.A., Hardy, R.R., Monach, P., Bezman, N.A., Sun, J.C., Kim, C.C., 
Lanier, L.L., Heng, T., Kreslavsky, T., Painter, M., Ericson, J., Davis, S., Mathis, D., and 
Benoist, C. (2012). Gene-expression profiles and transcriptional regulatory pathways that 
underlie the identity and diversity of mouse tissue macrophages. Nature Immunology 13, 1118–
1128. 
[25] Gosselin, D., Link, V.M., Romanoski, C.E., Fonseca, G.J., Eichenfield, D.Z., Spann, N.J., 
Stender, J.D., Chun, H.B., Garner, H., Geissmann, F., and Glass, C.K. (2014). Environment 
drives selection and function of enhancers controlling tissue-specific macrophage identities. 
Cell 159, 1327–1340. 
[26] Lavin, Y., Winter, D., Blecher-Gonen, R., David, E., Keren-Shaul, H., Merad, M., Jung, S., and 
Amit, I. (2014). Tissue-Resident Macrophage Enhancer Landscapes Are Shaped by the Local 
Microenvironment. Cell 159, 1312–1326. 
55
[27] Butovsky, O., Jedrychowski, M.P., Moore, C.S., Cialic, R., Lanser, A.J., Gabriely, G., 
Koeglsperger, T., Dake, B., Wu, P.M., Doykan, C.E., Fanek, Z., Liu, L., Chen, Z., Rothstein, 
J.D., Ransohoff, R.M., Gygi, S.P., Antel, J.P., and Weiner, H.L. (2014). Identification of a 
Unique TGF-β Dependent Molecular and Functional Signature in Microglia. Nat Neurosci 17, 
131–143. 
[28] Schafer, D.P., Lehrman, E.K., Kautzman, A.G., Koyama, R., Mardinly, A.R., Yamasaki, R., 
Ransohoff, R.M., Greenberg, M.E., Barres, B.A., and Stevens, B. (2012). Microglia Sculpt 
Postnatal Neural Circuits in an Activity and Complement-Dependent Manner. Neuron 74, 691–
705. 
[29] Parkhurst, C.N., Yang, G., Ninan, I., Savas, J.N., Yates, J.R., Lafaille, J.J., Hempstead, B.L., 
Littman, D.R., and Gan, W.-B. (2013). Microglia Promote Learning-Dependent Synapse 
Formation through Brain-Derived Neurotrophic Factor. Cell 155, 1596–1609. 
[30] Heinz, S., Romanoski, C.E., Benner, C., and Glass, C.K. (2015). The selection and function of 
cell type-specific enhancers. Nat. Rev. Mol. Cell Biol. 16, 144–154. 
[31] Heinz, S., Benner, C., Spann, N., Bertolino, E., Lin, Y.C., Laslo, P., Cheng, J.X., Murre, C., 
Singh, H., and Glass, C.K. (2010). Simple Combinations of Lineage-Determining Transcription 
Factors Prime cis-Regulatory Elements Required for Macrophage and B Cell Identities. 
Molecular Cell 38, 576–589. 
[32] Heinz, S., Romanoski, C.E., Benner, C., Allison, K.A., Kaikkonen, M.U., Orozco, L.D., and 
Glass, C.K. (2013). Effect of natural genetic variation on enhancer selection and function. 
Nature 503, 487–492. 
[33] Kaikkonen, M.U., Spann, N., Heinz, S., Romanoski, C.E., Allison, K.A., Stender, J.D., Chun, 
H.B., Tough, D.F., Prinjha, R.K., Benner, C., and Glass, C.K. (2013). Remodeling of the 
enhancer landscape during macrophage activation is coupled to enhancer transcription. Mol Cell 
51, 310–325. 
[34] Kundaje, A., Meuleman, W., Ernst, J., Bilenky, M., Yen, A., Kheradpour, P., Zhang, Z., Heravi-
Moussavi, A., Liu, Y., Amin, V., Ziller, M.J., Whitaker, J.W., Schultz, M.D., Sandstrom, R.S., 
Eaton, M.L., Wu, Y.-C., Wang, J., Ward, L.D., Sarkar, A., Quon, G., Pfenning, A., Wang, X., 
Claussnitzer, M., Coarfa, C., Harris, R.A., Shoresh, N., Epstein, C.B., Gjoneska, E., Leung, D., 
Xie, W., Hawkins, R.D., Lister, R., Hong, C., Gascard, P., Mungall, A.J., Moore, R., Chuah, E., 
Tam, A., Canfield, T.K., Hansen, R.S., Kaul, R., Sabo, P.J., Bansal, M.S., Carles, A., Dixon, 
J.R., Farh, K.-H., Feizi, S., Karlic, R., Kim, A.-R., Kulkarni, A., Li, D., Lowdon, R., Mercer, 
T.R., Neph, S.J., Onuchic, V., Polak, P., Rajagopal, N., Ray, P., Sallari, R.C., Siebenthall, K.T., 
Sinnott-Armstrong, N., Stevens, M., Thurman, R.E., Wu, J., Zhang, B., Zhou, X., Beaudet, A.E., 
Boyer, L.A., De Jager, P., Farnham, P.J., Fisher, S.J., Haussler, D., Jones, S., Li, W., Marra, M., 
McManus, M.T., Sunyaev, S., Thomson, J.A., Tlsty, T.D., Tsai, L.-H., Wang, W., Waterland, 
R.A., Zhang, M., Chadwick, L.H., Bernstein, B.E., Costello, J.F., Ecker, J.R., Hirst, M., 
Meissner, A., Milosavljevic, A., Ren, B., Stamatoyannopoulos, J.A., Wang, T., and Kellis, M. 
(2015). Integrative analysis of 111 reference human epigenomes. Nature 518, 317–330. 
[35] Romanoski, C.E., Glass, C.K., Stunnenberg, H.G., Wilson, L., and Almouzni, G. (2015). 
Epigenomics: Roadmap for regulation. Nature 518, 314–316. 
56
[36] Kasowski, M., Kyriazopoulou-Panagiotopoulou, S., Grubert, F., Zaugg, J.B., Kundaje, A., Liu,
Y., Boyle, A.P., Zhang, Q.C., Zakharia, F., Spacek, D.V., Li, J., Xie, D., Olarerin-George, A.,
Steinmetz, L.M., Hogenesch, J.B., Kellis, M., Batzoglou, S., and Snyder, M. (2013). Extensive
Variation in Chromatin States Across Humans. Science 342, 750–752.
[37] McVicker, G., van de Geijn, B., Degner, J.F., Cain, C.E., Banovich, N.E., Raj, A., Lewellen,
N., Myrthil, M., Gilad, Y., and Pritchard, J.K. (2013). Identification of Genetic Variants That
Affect Histone Modifications in Human Cells. Science 342, 747–749.
[38] Kilpinen, H., Waszak, S.M., Gschwind, A.R., Raghav, S.K., Witwicki, R.M., Orioli, A.,
Migliavacca, E., Wiederkehr, M., Gutierrez-Arcelus, M., Panousis, N.I., Yurovsky, A.,
Lappalainen, T., Romano-Palumbo, L., Planchon, A., Bielser, D., Bryois, J., Padioleau, I., Udin,
G., Thurnheer, S., Hacker, D., Core, L.J., Lis, J.T., Hernandez, N., Reymond, A., Deplancke,
B., and Dermitzakis, E.T. (2013). Coordinated Effects of Sequence Variation on DNA Binding,
Chromatin Structure, and Transcription. Science 342, 744–747.
[39] Avramopoulos, D., Szymanski, M., Wang, R., and Bassett, S. (2011). Gene expression reveals
overlap between normal aging and Alzheimer’s disease genes. Neurobiol Aging 32, 2319.e27-
2319.e34.
[40] Blalock, E.M., Geddes, J.W., Chen, K.C., Porter, N.M., Markesbery, W.R., and Landfield, P.W.
(2004). Incipient Alzheimer’s disease: Microarray correlation analyses reveal major
transcriptional and tumor suppressor responses. Proc Natl Acad Sci U S A 101, 2173–2178.
[41] Capurro, A., Bodea, L.-G., Schaefer, P., Luthi-Carter, R., and Perreau, V.M. (2015).
Computational deconvolution of genome wide expression data from Parkinson’s and
Huntington’s disease brain tissues using population-specific expression analysis. Front
Neurosci 8.
[42] Colangelo, V., Schurr, J., Ball, M.J., Pelaez, R.P., Bazan, N.G., and Lukiw, W.J. (2002). Gene
expression profiling of 12633 genes in Alzheimer hippocampal CA1: Transcription and
neurotrophic factor down-regulation and up-regulation of apoptotic and pro-inflammatory
signaling. Journal of Neuroscience Research 70, 462–473.
[43] Liang, W.S., Dunckley, T., Beach, T.G., Grover, A., Mastroeni, D., Ramsey, K., Caselli, R.J.,
Kukull, W.A., McKeel, D., Morris, J.C., Hulette, C.M., Schmechel, D., Reiman, E.M., Rogers,
J., and Stephan, D.A. (2008). Altered neuronal gene expression in brain regions differentially
affected by Alzheimer’s disease: a reference data set. Physiol Genomics 33, 240–256.
[44] McClintick, J.N., Brooks, A.I., Deng, L., Liang, L., Wang, J.C., Kapoor, M., Xuei, X., Foroud,
T., Tischfield, J.A., and Edenberg, H.J. (2014). Ethanol treatment of lymphoblastoid cell lines
from alcoholics and non-alcoholics causes many subtle changes in gene expression. Alcohol 48,
603–610.
[45] Mishra, M., Paunesku, T., Woloschak, G.E., Siddique, T., Zhu, L. (Julie), Lin, S., Greco, K.,
and Bigio, E.H. (2007). Gene expression analysis of frontotemporal lobar degeneration of the
motor neuron disease type with ubiquitinated inclusions. Acta Neuropathol 114, 81–94.
57
[46] Satoh, J., Yamamoto, Y., Asahina, N., Kitano, S., and Kino, Y. (2014). RNA-Seq Data Mining: 
Downregulation of NeuroD6 Serves as a Possible Biomarker for Alzheimer’s Disease Brains. 
Dis Markers 2014. 
[47] Webster, J.A., Gibbs, J.R., Clarke, J., Ray, M., Zhang, W., Holmans, P., Rohrer, K., Zhao, A., 
Marlowe, L., Kaleem, M., McCorquodale, D.S., Cuello, C., Leung, D., Bryden, L., Nath, P., 
Zismann, V.L., Joshipura, K., Huentelman, M.J., Hu-Lince, D., Coon, K.D., Craig, D.W., 
Pearson, J.V., Heward, C.B., Reiman, E.M., Stephan, D., Hardy, J., and Myers, A.J. (2009). 
Genetic Control of Human Brain Transcript Expression in Alzheimer Disease. Am J Hum Genet 
84, 445–458. 
[48] Borjabad, A., Morgello, S., Chao, W., Kim, S.-Y., Brooks, A.I., Murray, J., Potash, M.J., and 
Volsky, D.J. (2011). Significant Effects of Antiretroviral Therapy on Global Gene Expression 
in Brain Tissues of Patients with HIV-1-Associated Neurocognitive Disorders. PLoS Pathog 7. 
[49] Maycox, P.R., Kelly, F., Taylor, A., Bates, S., Reid, J., Logendra, R., Barnes, M.R., Larminie, 
C., Jones, N., Lennon, M., Davies, C., Hagan, J.J., Scorer, C.A., Angelinetta, C., Akbar, T., 
Hirsch, S., Mortimer, A.M., Barnes, T.R.E., and de Belleroche, J. (2009). Analysis of gene 
expression in two large schizophrenia cohorts identifies multiple changes associated with nerve 
terminal function. Molecular Psychiatry 14, 1083–1094. 
[50] Zhang, B., Gaiteri, C., Bodea, L.-G., Wang, Z., McElwee, J., Podtelezhnikov, A.A., Zhang, C., 
Xie, T., Tran, L., Dobrin, R., Fluder, E., Clurman, B., Melquist, S., Narayanan, M., Suver, C., 
Shah, H., Mahajan, M., Gillis, T., Mysore, J., MacDonald, M.E., Lamb, J.R., Bennett, D.A., 
Molony, C., Stone, D.J., Gudnason, V., Myers, A.J., Schadt, E.E., Neumann, H., Zhu, J., and 
Emilsson, V. (2013). Integrated systems approach identifies genetic nodes and networks in late-
onset Alzheimer’s disease. Cell 153, 707–720. 
[51] Riley, B.E., Gardai, S.J., Emig-Agius, D., Bessarabova, M., Ivliev, A.E., Schüle, B., Alexander, 
J., Wallace, W., Halliday, G.M., Langston, J.W., Braxton, S., Yednock, T., Shaler, T., and 
Johnston, J.A. (2014). Systems-Based Analyses of Brain Regions Functionally Impacted in 
Parkinson’s Disease Reveals Underlying Causal Mechanisms. PLoS One 9. 
[52] Chen-Plotkin, A.S., Geser, F., Plotkin, J.B., Clark, C.M., Kwong, L.K., Yuan, W., Grossman, 
M., Van Deerlin, V.M., Trojanowski, J.Q., and Lee, V.M.-Y. (2008). Variations in the 
progranulin gene affect global gene expression in frontotemporal lobar degeneration. Hum Mol 
Genet 17, 1349–1362. 
[53] Miller, J.A., Woltjer, R.L., Goodenbour, J.M., Horvath, S., and Geschwind, D.H. (2013). Genes 
and pathways underlying regional and cell type changes in Alzheimer’s disease. Genome Med 
5, 48. 
[54] Welter, D., MacArthur, J., Morales, J., Burdett, T., Hall, P., Junkins, H., Klemm, A., Flicek, P., 
Manolio, T., Hindorff, L., and Parkinson, H. (2014). The NHGRI GWAS Catalog, a curated 
resource of SNP-trait associations. Nucleic Acids Res 42, D1001–D1006. 
[55] Burns, T.C., Li, M.D., Mehta, S., Awad, A.J., and Morgan, A.A. (2015). Mouse models rarely 
mimic the transcriptome of human neurodegenerative diseases: A systematic bioinformatics-
based critique of preclinical models. European Journal of Pharmacology 759, 101–117. 
58
[56] Mass, E., Ballesteros, I., Farlik, M., Halbritter, F., Günther, P., Crozet, L., Jacome-Galarza, 
C.E., Händler, K., Klughammer, J., Kobayashi, Y., Gomez-Perdiguero, E., Schultze, J.L., 
Beyer, M., Bock, C., and Geissmann, F. (2016). Specification of tissue-resident macrophages 
during organogenesis. Science 353. 
[57] Chiu, I.M., Morimoto, E.T.A., Goodarzi, H., Liao, J.T., O’Keeffe, S., Phatnani, H.P., Muratet, 
M., Carroll, M.C., Levy, S., Tavazoie, S., Myers, R.M., and Maniatis, T. (2013). A 
Neurodegeneration-Specific Gene-Expression Signature of Acutely Isolated Microglia from an 
Amyotrophic Lateral Sclerosis Mouse Model. Cell Reports 4, 385–401. 
[58] Hickman, S.E., Kingery, N.D., Ohsumi, T., Borowsky, M., Wang, L., Means, T.K., and Khoury, 
J.E. (2013). The Microglial Sensome Revealed by Direct RNA Sequencing. Nat Neurosci 16, 
1896–1905. 
[59] Lambert, J.C., Ibrahim-Verbaas, C.A., Harold, D., Naj, A.C., Sims, R., Bellenguez, C., 
DeStafano, A.L., Bis, J.C., Beecham, G.W., Grenier-Boley, B., Russo, G., Thorton-Wells, T.A., 
Jones, N., Smith, A.V., Chouraki, V., Thomas, C., Ikram, M.A., Zelenika, D., Vardarajan, B.N., 
Kamatani, Y., Lin, C.F., Gerrish, A., Schmidt, H., Kunkle, B., Dunstan, M.L., Ruiz, A., 
Bihoreau, M.T., Choi, S.H., Reitz, C., Pasquier, F., Cruchaga, C., Craig, D., Amin, N., Berr, C., 
Lopez, O.L., De Jager, P.L., Deramecourt, V., Johnston, J.A., Evans, D., Lovestone, S., 
Letenneur, L., Morón, F.J., Rubinsztein, D.C., Eiriksdottir, G., Sleegers, K., Goate, A.M., 
Fiévet, N., Huentelman, M.W., Gill, M., Brown, K., Kamboh, M.I., Keller, L., Barberger-
Gateau, P., McGuiness, B., Larson, E.B., Green, R., Myers, A.J., Dufouil, C., Todd, S., Wallon, 
D., Love, S., Rogaeva, E., Gallacher, J., St George-Hyslop, P., Clarimon, J., Lleo, A., Bayer, 
A., Tsuang, D.W., Yu, L., Tsolaki, M., Bossù, P., Spalletta, G., Proitsi, P., Collinge, J., Sorbi, 
S., Sanchez-Garcia, F., Fox, N.C., Hardy, J., Deniz Naranjo, M.C., Bosco, P., Clarke, R., 
Brayne, C., Galimberti, D., Mancuso, M., Matthews, F., European Alzheimer’s Disease 
Initiative (EADI), Genetic and Environmental Risk in Alzheimer’s Disease, Alzheimer’s 
Disease Genetic Consortium, Cohorts for Heart and Aging Research in Genomic Epidemiology, 
Moebus, S., Mecocci, P., Del Zompo, M., Maier, W., Hampel, H., Pilotto, A., Bullido, M., 
Panza, F., Caffarra, P., Nacmias, B., Gilbert, J.R., Mayhaus, M., Lannefelt, L., Hakonarson, H., 
Pichler, S., Carrasquillo, M.M., Ingelsson, M., Beekly, D., Alvarez, V., Zou, F., Valladares, O., 
Younkin, S.G., Coto, E., Hamilton-Nelson, K.L., Gu, W., Razquin, C., Pastor, P., Mateo, I., 
Owen, M.J., Faber, K.M., Jonsson, P.V., Combarros, O., O’Donovan, M.C., Cantwell, L.B., 
Soininen, H., Blacker, D., Mead, S., Mosley, T.H., Bennett, D.A., Harris, T.B., Fratiglioni, L., 
Holmes, C., de Bruijn, R.F., Passmore, P., Montine, T.J., Bettens, K., Rotter, J.I., Brice, A., 
Morgan, K., Foroud, T.M., Kukull, W.A., Hannequin, D., Powell, J.F., Nalls, M.A., Ritchie, K., 
Lunetta, K.L., Kauwe, J.S., Boerwinkle, E., Riemenschneider, M., Boada, M., Hiltuenen, M., 
Martin, E.R., Schmidt, R., Rujescu, D., Wang, L.S., Dartigues, J.F., Mayeux, R., Tzourio, C., 
Hofman, A., Nöthen, M.M., Graff, C., Psaty, B.M., Jones, L., Haines, J.L., Holmans, P.A., 
Lathrop, M., Pericak-Vance, M.A., Launer, L.J., Farrer, L.A., van Duijn, C.M., Van 
Broeckhoven, C., Moskvina, V., Seshadri, S., Williams, J., Schellenberg, G.D., and Amouyel, 
P. (2013). Meta-analysis of 74,046 individuals identifies 11 new susceptibility loci for 
Alzheimer’s disease. Nat. Genet. 45, 1452–1458. 
[60] Whyte, W.A., Orlando, D.A., Hnisz, D., Abraham, B.J., Lin, C.Y., Kagey, M.H., Rahl, P.B., 
Lee, T.I., and Young, R.A. (2013). Master Transcription Factors and Mediator Establish Super-
Enhancers at Key Cell Identity Genes. Cell 153, 307–319. 
59
[61] Lovén, J., Hoke, H.A., Lin, C.Y., Lau, A., Orlando, D.A., Vakoc, C.R., Bradner, J.E., Lee, T.I.,
and Young, R.A. (2013). Selective Inhibition of Tumor Oncogenes by Disruption of Super-
Enhancers. Cell 153, 320–334.
[62] Hnisz, D., Abraham, B.J., Lee, T.I., Lau, A., Saint-André, V., Sigova, A.A., Hoke, H.A., and
Young, R.A. (2013). Super-Enhancers in the Control of Cell Identity and Disease. Cell 155,
934–947.
[63] Matcovitch-Natan, O., Winter, D.R., Giladi, A., Aguilar, S.V., Spinrad, A., Sarrazin, S., Ben-
Yehuda, H., David, E., González, F.Z., Perrin, P., Keren-Shaul, H., Gury, M., Lara-Astaiso, D.,
Thaiss, C.A., Cohen, M., Halpern, K.B., Baruch, K., Deczkowska, A., Lorenzo-Vivas, E.,
Itzkovitz, S., Elinav, E., Sieweke, M.H., Schwartz, M., and Amit, I. (2016). Microglia
development follows a stepwise program to regulate brain homeostasis. Science 353, aad8670.
[64] Buttgereit, A., Lelios, I., Yu, X., Vrohlings, M., Krakoski, N.R., Gautier, E.L., Nishinakamura,
R., Becher, B., and Greter, M. (2016). Sall1 is a transcriptional regulator defining microglia
identity and function. Nature Immunology 17, 1397–1406.
[65] Muffat, J., Li, Y., Yuan, B., Mitalipova, M., Omer, A., Corcoran, S., Bakiasi, G., Tsai, L.-H.,
Aubourg, P., Ransohoff, R.M., and Jaenisch, R. (2016). Efficient derivation of microglia-like
cells from human pluripotent stem cells. Nat. Med. 22, 1358–1367.
60
 Chapter 2, in full, is a reprint of the material as it appears in Gosselin, D., Skola, D., Coufal, N.G., 
Holtman, I.R., Schlachetzki, J.C.M., Sajti, E., Jaeger, B.N., O’Connor, C., Fitzpatrick, C., Pasillas, M.P., 
Pena, M., Adair, A., Gonda, D.D., Levy, M.L., Ransohoff, R.M., Gage, F.H., and Glass, C.K. (2017). An 
environment-dependent transcriptional network specifies human microglia identity. Science 356. The 
dissertation author was a primary investigator and author of this paper. 
 
 
 
 
61
CHAPTER 3: PEAS: DETECTION OF CLUSTERED DIFFERENCES IN GENOMIC DATA
Abstract
Motivation: Studies of genetically-distinct individuals have shown that differences in marks of
transcriptional regulation such as chromatin accesibility, transcription factor binding and histone mod-
ifications are often proximally clustered along the genome. These proximal clusters, which have been
labeled as cis-regulatory domains (CRDs), are thought to reflect topological features of the genome and
may demarcate functional units linking genetic variation to transcriptional regulation. The problem of
distinguishing CRDs from background variation is computationally difficult and current methods rely on
greedy approaches with ad-hoc parameters and do not provide an assessment of statistical significance,
an important consideration for investigating CRDs in small sample cohorts.
Results: We developed a software package, PEAS (Proximal Enrichment by Approximated Sampling),
to identify CRDs from a small number of samples (as few as two distinct genetic backgrounds) using a
robust statistical approach. PEAS uses methods for efficient and accurate estimation of empirical distri-
butions to quantify the significance of enriched regions, followed by a dynamic programming algorithm
to identify the minimum likelihood set of non-overlapping enriched regions. We used it to identify clus-
ters of proximally-enriched differences in the histone mark H3K27ac between two mouse strains as well
as proximally-enriched regions of correlation in this mark across five mouse strains. We find that differ-
ences in histone acetylation between two mouse strains form signficant clusters that overlap closely with
differences in the first principal component of their Hi-C correlation matrices.
Availability: PEAS is written in Python and is available at https://pypi.org/project/PEAS/.
Methods for approximating empirical distributions are implemented in C and Python and are available at
https://pypi.org/project/empdist/.
Introduction
Studies of chromatin accessibility using assay for transposase-accessible chromatin using se-
quencing (ATAC-seq) (2) as well as assays of transcription factor binding and histone and histone tail
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modifications using chromatin immunoprecipitation followed by sequencing (ChIP-seq) (9) in the pres-
ence of genomic variation have shown that inter-individual differences in the magnitude of these marks
often form proximal clusters along the genome. Correlating ATAC-seq profiles of activated T-cells from
105 human individuals demonstrated patterns of coordinated variation at multiple scales that closely
matched the correlation pattern of Hi-C interactions for those regions (7). Profiling of lymphoblas-
toid cell lines (LCLs) from hundreds of human individuals revealed modules of coordinated variation
that preferentially clustered within chromatin contact domains and that were associated with sequence
variation in TF-bound regions of cis-regulatory elements (18; 4). A smaller-scale approach using bone-
marrow-derived macrophages from five strains of laboratory mice revealed modules of coordinated regu-
lation across multiple data types (11). Several of these studies have sought to computationally determine
the boundaries of these modules of genetic variation, known variously as variable chromatin modules
(VCMs) (18), cis-coaccessibility networks (CCANs) (16), or cis-regulatory domains (CRDs) (4; 11).
However, current methods used to identify CRDs suffer from a lack of robustness and statistical
rigor, which limits their interpretability and applicability. The general approach is to first compute, in a
pairwise fashion, some measure of correlation of the activation (as measured by normalized ATAC-seq
or ChIP-seq tag counts over multiple samples) between genomic loci. Given these correlations between
individual loci, the computational challenge is to define sets of loci that exhibit mutually correlated
behavior while excluding loci that vary in an uncoordinated fashion. To date this has been done by
applying a threshold on the mean correlation of loci enclosed by the CRD. For example, after computing
the pairwise correlation of peaks with their neighbors in a 250-peak window, Delaneau and colleagues
(4) perform hierarchical clustering on the rows of the correlation matrix and cut the dendrogram into
CRDs using the following heuristics:
1. The mean pairwise (absolute) correlation of peaks in the CRD must be more than twice the mean
correlation of all peaks in the chromosome
2. The mean correlation of the peaks at the boundaries of the CRDs with the internal CRD peaks
must be greater than twice the mean correlation of all peaks with the the first and last peaks on the
chromosome.
3. The CRD must enclose at least two non-overlapping merged chromatin features
63
Quantify
H3K27ac ChIP-seq in five mouse strains
BALB – C57 ∆ Pearson correlation
Vector PEAS Matrix PEAS
Figure 3.1: Workflow for identifying CRDs with PEAS. First, ATAC-seq or ChIP-seq tags are quantified
at non-overlapping loci across multiple samples, which could represent different genetic background,
stimulation conditions, tissue types, developmental trajectory, etc. After normalization, two samples can
be compared to produce a vector of differences which is analyzed using the Vector PEAS approach to
find statistically-significant regions of coordinated difference. Alternatively, the pairwise correlations of
the per-sample magnitudes can be computed and the resulting matrix analyzed using the Matrix PEAS
approach to find enriched or depleted regions of correlation.
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Such a method is obviously sensitive to the particular distribution of correlation values across
the chromosome. Statistically, the first rule is equivalent to setting a p-value threshold of 1 − F (2µ).
However, the value of F (2µ) and therefore the equivalent p-value will vary greatly depending on the
underlying distribution. If all the peaks across that chromosome exhibit inflated correlation as a result of
biological effects or technical artifacts then the proportion of regions exceeding 2µ will be quite different
than if correlations are depressed because of technical noise. Another obvious consequences is that, if the
mean correlation across all peaks is greater than 0.5 then no regions will be defined as CRDs. Likewise
the arbitrary use of the first and last peak on the chromosome to define the null expectation of edge
correlation is sensitive to the particular sequence of peaks on that chromosome.
In Pliner et al. (16), the authors apply a similar approach to single-cell ATAC-seq data that
varies along a developmental trajectory, first smoothing individual cells into related clusters, then using
graphical LASSO to compute a regularized correlation of the accessibility of sites within 500 kb. After
hierarchical clustering, CCANs are identified as clusters whose mean correlation exceeds a user-defined
threshold. Although this avoids the pitfalls of using 2µ, as above, it introduces an additional free param-
eter that is sensitive to data quality (e.g. random technical noise will reduce observed correlations and
systematic technical error will increase it).
While the use of hierarchical clustering in previous approaches allows for the identification of
non-contiguous CRDs, the data explored with these methods have consisted of relatively large sample
cohorts derived from dozens or hundreds of genetically distinct individuals. In order to power investiga-
tions of this phenomena in difficult-to-obtain human primary cells, methods are required that can reliably
and robustly identify CRDs in smaller sample sets.
Approach
In this article we present a method, proximal enrichment by approximated sampling (PEAS),
that allows researchers to quantify the significance of CRDs under a simple null model that requires
no assumptions about the distribution of individual relationships (and therefore places less stringent
demands on data normalization). Applying a p-value cutoff is a familiar process and the meaning of a
given threshold is data-independent and easily comprehended. Accurate computations of p-values also
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allow the use of methods for correcting for multiple hypothesis testing - an important consideration
in genome-wide searches. By including the constraint that CRDs must comprise linearly-contiguous
regions we reduce the potential for false positives which enables discovery with small sample sizes.
The method can be applied to the results of an assay such as ATAC-seq or ChIP-seq that generates
quantitative data at various locations across the genome. After performing the same assay in different
contexts (for example, on cells from genetically-distinct individuals or in the presence and absence of
some stimulus) and quantifying the results at the same loci, the resulting data table can be processed with
PEAS in two ways (figure 3.1): first, to identify CRDs using differences between a single pair of samples
in an approach we refer to as Vector PEAS (figure 3.3), or using correlations between loci across three
or more samples in an approach refered to as Matrix PEAS (figure 3.4).
Data
We downloaded two replicates each of ATAC-seq and ChIP-seq for acetylation on histone 3
lysine 27 (H3K27ac) sequencing reads for unstimulated bone-marrow-derived macrophages (BMDMs)
from five strains of mice (C57, BALB, NOD, PWK, and SPRET) that had been aligned and lifted over
to mm10 coordinates (11). We generated tag directories using HOMER with the parameter -tbp 1 (to
eliminate PCR duplicates), pooled the replicates and called 200 bp peaks on the pooled ATAC-seq data
using HOMER (8). We used the merge function of bedtools (17) to merge the coordinates of overlapping
peaks across the strains. Finally, we used the annotatePeaks command of HOMER to count the H3K27ac
ChIP-seq reads in a 400 bp window around the center of each merged ATAC-seq peak. The read counts
were normalized to give each strain a total of 10 million reads in peaks.
To compute the SPRET-C57 ∆ vector we added a pseudocount of 5 to the normalized tag counts,
took the base-2 logarithm and subtracted the logarithm of the pseudocount (to ensure that tag counts of
zero had a value of zero after normalization. We then subtracted the C57 values from the SPRET values
to produce the ∆ vector. To compute the five-strain correlation matrix we computed the pairwise Pearson
correlation of the normalized (but not log-transformed) tag count vectors at each locus.
From the same study we also obtained the Hi-C data generated in SPRET and C57 BMDMs (11)
and used HOMER’s AnalyzeHiC command with a bin-size of 20 kbp and spacing of 10 kbp (“super-
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Figure 3.2: (A) Distributions of means of the chromosome 19 H3K27ac ChIP-seq SPRET-C57 ∆ vector
for regions of the indicated size along chromosome 19 (“true scores”), together with the ground truth
null distributions. Cross-hatched area indicates region of right tail where p-values estimated using the
1,000 permutation will have unacceptable variance. (B) The same distributions computed for all means
of pairwise Pearson correlations of chromosome 19 inter-strain H3K27ac ChIP-seq tag counts. (C,D)
The maximum quantile of the observed region scores whose significance can be computed using null
distributions derived from the indicated number of shuffles of chromosome 19 for the H3K27ac ChIP-
seq SPRET-C57 ∆ vector (C) and pairwise Pearson correlations of inter-strain H3K27ac ChIP-seq tag
counts (D).
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resolution mode”) to generate normalized count matrices for each chromosome in each strain. We then
computed the Pearson correlation of the columns of this matrix to generate a Hi-C correlation matrix for
each chromosome in each strain. The first principle component of each correlation matrix was computed
and oriented so that positive values correspond to ‘A’ compartments (5).
Methods
Vector PEAS finds significant regions of extreme values in a sequence of observations
Consider an ordered sequence of n observations ~x = (x)n1 , in this example: differences in nor-
malized H3K27ac ChIP-seq tag counts between SPRET and C57 strains of mice along chromosome 19.
We want to identify subsequences (x)ji of this sequence that consist of adjacent genomic loci that exhibit
scores that are unlikely under the null hypothesis that the order of the observations is not important.
The first step is to compute an upper-triangular matrix S containing the scores for all possible
subsequences of ~x:
Si,j = f
(
(x)ji
)
(1)
where f is a function that generates a scalar summary statistic for a given subsequence.
Possible scoring functions include the mean, minimum and maximum. These can be computed
using dynamic programming in O(n2) time. For the max function (the min is analogous) the following
recurrence relation is used:

i < j max((x)ji ) = max
(
max
(
(x)j−1i
)
,max
(
(x)ji+1
))
i = j max((x)ji ) = xi
(2)
To compute the means of all possible subsequences we first compute their sums using the recur-
rence relation:
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Vector PEAS
Compute 
singleton 
distribution
Compute region 
means
Threshold, 
compute 
optimal set
Convolve to get region 
mean null distributions
Compute p-values of 
region means
Figure 3.3: Workflow for vector PEAS. The means of all contiguous regions of the input ∆ vector are
calculated to obtain a score matrix. A histogram approximation of the distribution of vector elements is
repeatedly convolved with itself to generate null distributions that are then used to compute the p-value
of each region mean. Finally, a dynamic programming algorithm is used to find the minimum likelihood
set of non-overlapping regions that meet the threshold criteria.
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
i < j
∑
(x)ji =
∑
(x)j−1i +
∑
(x)ji+1 −
∑
(x)j−1i+1
i = j
∑
(x)ji = xi
(3)
then:
¯(x)
j
i =
∑
(x)ji
j − i+ 1 (4)
Although multiple scoring functions are implemented in empdist, for simplicity we will con-
sider only the mean scoring function for the remainder of this manuscript.
Once we have computed the score matrix S, the next step is to compute the significance of the
score of each region under the null hypothesis. Rather than make assumptions regarding the distribution
of differences between sequence elements, we test only the significance of their local enrichment by
using the scores of shuffled sequences as a null distribution. Since more extreme scores will occur more
frequently by chance in smaller subsequences, a separate null distribution must be computed for each
subsequence length.
To do so, we adopt an empirical approach to computing the nulls that relies on the fact that the
distribution of the sum of two independent random variables is the convolution of the distributions of
the original variables. In the case of empirical distributions of continuous random variables, we can ap-
proximate their probability distribution by generating frequency histograms of the data. For a histogram
approximation with b bins, the cumulative frequency at each bin can be pre-computed, allowing accurate
estimates of empirical p-values to be returned in the O(log b) time required to find the appropriate bin
rather than directly from the data in O(log n) time.
Expectation of arithmetic operations on independent random variables
We can compute the distribution of the sum Z of two random variables X and Y by convolution
of their histogram approximations:
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Matrix PEAS
shuffle
Threshold 
& compute 
optimal set
Compute 
shuffled means
Compute p-values of 
region means
Compute region 
means
Fit piecewise distributions
Figure 3.4: Workflow for matrix PEAS. The means of all contiguous regions are calculated to obtain a
score matrix. The correlation matrix is repeatedly shuffled and the resulting region means produce an
empirical null distribution for each region size. A piecewise null distribution consisting of a histogram
center and generalized Pareto tails is fit to each empirical null distribution and used to compute the p-
value of each region mean in the unshuffled data. Finally, a dynamic programming algorithm is used to
find the minimum likelihood set of non-overlapping regions that meet the threshold criteria.
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fZ(z) =
maxX∑
k=minX
fX(k)fY (z − k) (5)
The support of the resulting histogram then becomes
(minX + minY,maxX + maxY ) (6)
Simple manipulations of the support of each distribution allow implementation of the negation,
min and max operators.
Let ~Y = (Y1, ..., Yn) represent a vector of random variables whose ith component represents the
sum of i elements drawn randomly without replacement from x. Y1 is then the empirical distribution of x
and by generating a histogram approximation to that distribution, the distribution of Yi can be predicted
by convolution of f(Yi−1) with f(Y1). The distribution of the mean of a random sample of size r is then
f(Yr)
r .
Although binning introduces some quantization error, this method retains accuracy even after
hundreds of repeated convolutions, in part because the number of bins is allowed to grow throughout the
convolution, and the increasing resolution mitigates the propagated error. If the number of bins becomes
computationally intractable, the histograms can be resampled to a lower resolution at the expense of
some accuracy.
Piecewise hybrid approximation of empirical distributions (Matrix PEAS)
We next consider the related problem of finding contiguous regions of observations whose el-
ements are enriched or depleted in some pairwise relationship relative to expectation under a shuffled
null distribution. In the case of CRDs this relationship is the Pearson correlation between sample-wise
data vectors across genomic loci but the problem and solution are general for any matrix of pairwise
relationships among ordered observations.
LetX be a matrix of observations such thatXi,j represents the relationship between ordered loci
i and j. As we do for the vector method, we first compute a score matrix S efficiently using modified
versions of the recurrence relations given in equations 2 and 3 that incorporate an additional term for the
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Figure 3.5: (A,B) Negative log10 pˆ values as a function of region score for various size regions of
the chromosome 19 H3K27ac ChIP-seq SPRET-C57 ∆ vector (A) and pairwise Pearson correlations
of chromosome 19 inter-strain H3K27ac ChIP-seq tag counts (B). Estimations are computed using 32
independently-generated 1,000 shuffle empirical distributions (pˆ1000), a theoretical normal distribution
fit to the 1,000 shuffle data, a 100,000 shuffle empirical distribution (pˆ100000) as well as the two methods
presented in this article: estimation using convolution of histograms (convolved, (A) only) and using a
piecewise tail approximation (piecewise TA, (B) only). Regions of the score distribution that cannot be
confidently predicted at CVp < 0.05 using the 100,000 shuffle data are shaded in blue and those that can-
not be confidently predicted at CVp < 0.05 using the 1,000 shuffle data are shaded in green. Estimations
deriving from the 32 x 1,000 shuffle data are plotted as the range between the first and third quartiles.
(C,D) Maximum deviation of estimated log pˆ values using the indicated method from those estimated
using the 100,000 shuffle data set for the chromosome 19 H3K27ac ChIP-seq SPRET-C57 ∆ vector (C)
and pairwise Pearson correlations of chromosome 19 inter-strain H3K27ac ChIP-seq tag counts (D).
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pairwise relations. In order to account for situations where adjacent loci may have artificially-inflated
correlations (for example in some types of Hi-C correlation) we allow the user to specify the minimum
diagonal k (equivalent to a region size of k + 1) to be included in the region scores. So, for example the
sum matrix is computed with the recurrence relation:

j − i− k > 1 Si,j = Si,j−1 + Si+1,j − Si+1,j−1 +Xi,j
j − i− k = 1 Si,j = Si,j−1 + Si+1,j +Xi,j
j − i− k = 0 Si,j = Xi,j
(7)
Since most pairwise metrics of interest will be at least partially transitive (e.g. if region a is
correlated with region b and b is correlated with region c then region a is more likely to be correlated
with c), the assumption of independence that enabled the histogram convolution approach to the one-
dimensional problem no longer holds. A common approach to such problems is to generate empirical
null distributions by permutation testing, where a randomized null model is run repeatedly to generate
data to which the observed value is compared to estimate the likelihood of the observation under the null
hypothesis.
The minimum p-value that can be computed by empirical estimation with n samples is 1n . How-
ever, the variance in the estimates of p-values at the limit may be unacceptably high. Since an empirical
pˆ estimates p by the the proportion of samples more extreme than the queried data point, we can use the
standard error of the proportion to compute the expected standard deviation in the estimates of a given
value of p:
SEpˆ =
√
pˆ(1− pˆ)
n
(8)
If we set an acceptable threshold for the coefficient of variation of pˆ as CVpˆ =
SEpˆ
pˆ then the
minimum number of samples needed to achieve an expected CVpˆ is:
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n = d 1
CV 2pˆ pˆ
e − 1 (9)
Similarly, we can compute the minimum p-value that can be estimated at a given CVpˆ threshold:
pˆmin =
1
CV 2pˆ n+ 1
(10)
We can obtain n unique null samples either by sampling configurations without replacement or,
for d samples with replacement the expected number of unique samples is:
E(n) = |U | −
(
1− 1|U |
)d
(11)
where U is the universe of possible samples. For the case of a contiguous region of size r taken from a
shuffled vector of size m the size of U is simply the binomial coefficient
(
m
r
)
.
We can then estimate p-values using a standard approximation (because under H0 the observed
value arises from the null distribution and should therefore be included) (3) as:
pˆ =
c+ 1
n+ 1
(12)
where c is the number of null distribution samples with a value less extreme than the observation.
Phipson and Smyth (15) give a formula for an exact p-value when sampling with replacement
that accounts for the duplication of samples discussed above, but whenm >> r, |U | grows exponentially
with respect to r and then E(n) → d for realistic d, this correction is only useful at the smallest region
sizes. Since their method involves computing a binomial cumulative probability distribution for each
sample, for efficiency we simply use equation 11 to correct n when estimating p-value error by sampling
with replacement.
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From (9) it can be seen that the empirical significance estimation procedure is exponential in the
logarithm of the minimum p-value obtained. Depending on the distribution of values to be tested, this
means that accurately quantifying the significance of the most extreme points can become computation-
ally infeasible (figure 3.2B and D).
Instead, we adopt an approach that involves performing a reasonably small number of permuta-
tions to generate an initial empirical distribution, then fitting theoretical distributions to the tails of the
distribution. Following (10) we use the generalized Pareto distribution by default, though any distribu-
tion in the SciPy stats library (12; 14) may be specified. This approach can be used to estimate p values
in ranges that would be completely refractory to straightforward permutation testing.
As in the vector method, we require a distinct null distribution for each considered region size.
Therefore we generate an initial set of empirical distributions by repeatedly shuffling the row and column
indices in parallel (such that the order of loci is randomized but the pairwise relationships between loci
are preserved) and computing a null score matrix S0 for each shuffle. We generate the null distributions
for each region size from the corresponding diagonals of the S0 matrices. The number of matrix shuf-
flings is determined according to the size of the matrix such that the maximum region size tested will
have at least 10,000 permuted data points.
Implementation of empirical distribution methods
The histogram approximation method is implemented as a Python class in the empdist pack-
age with an interface that mirrors most of the methods of the frozen continuous variable classes in the
Scipy stats module, but which also implements standard arithmetic operations between instances using
the convolution approach. As of version 0.19.0 Scipy provides an rv histogram class with similar
functionality but it does not implement the standard approximation for p-value reporting (which can
result in values of 0) and, crucially, it does not support operations for computing expected arithmetic
outcomes via convolution. Additionally, the empdist package provides helper functions for computing
the expected distribution of the minimum and maximum of two empirical distributions. The dynamic
programming methods for computing region scores are implemented in C for performance reasons.
The piecewise hybrid method is implemented as an additional Python class in the empdist
package. The support of the distribution is divided into a left tail, central region and right tail and the
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cutoffs dividing the three regions are computed as the values at which an empirical p-value exceeds a
given CVpˆ threshold (default 0.05), for the number of samples being fit (the user can also input the
expected number of unique samples, as above, if it differs from the number of input samples). The central
region between the tail cutoffs is modeled using the histogram-based empirical distribution described
above, while the left and right tails are modeled with generalized Pareto distributions. These distributions
are fit over the set of input data that is between the 0.9 quantile (0.1 for the left tail) and the most extreme
confident quantile for a givenCVpˆ threshold. The fit is accomplished using a nested approach that speeds
up the parameter search and improves its robustness compared to a naive approach. It also incorporates
penalty terms to ensure that the support of the resulting distribution encloses the range of values (region
scores) to be tested. The following procedure is given for the right tail; an equivalent procedure is
followed for the left tail, fitting negated copies of the smallest quantiles:
A) Compute the empirical p-values using the fit data for 100 evenly-spaced points over the range be-
tween the 0.9 quantile and the quantile of the minimum p-value obtainable for the given number of
sampled points at the specified CV threshold.
B) Use the Nelder-Mead algorithm (13) to find a shape parameter that maximizes the Pearson correlation
of the target data values and the quantile function of a generalized Pareto distribution for the target p-
values. The correlation score is penalized with a constant term if the support of the distribution fails
to enclose the tail cutoff value and / or the maximum score to be quantified plus a variable penalty
that is proportional to the difference between the support endpoint and the required support endpoint.
C) Using the optimal shape parameter discovered above, compute the corresponding location and scale
parameters.
D) Use the Nelder-Mead algorithm to simultaneously optimize the shape, location and scale parameters
of a generalized Pareto distribution that minimizes the squared error of the log survival function of
the target data points with the log of the target empirical p-values. This optimization is initialized
with the parameter values from the previous step.
77
Determining significant sets of non-overlapping regions of proximal enrichment
Once null distributions have been generated using either the convolution of histograms method
(as for vector input) or the tail approximation method (as for matrix input) for each region size, the log
p-values are computed (either right-tailed, left-tailed or for both tails, depending on user input) for each
element of S to generate a corresponding matrix P of− log p-values, with the ith diagonal corresponding
to regions of size i+ 1.
User-specified thresholds for minimum and maximum size, minimum absolute score and max-
imum p-value are then applied and matrix elements of P corresponding to invalid regions under these
criteria are set to 0.
The next challenge is to choose, from many possible combinations, a set of non-overlapping
significant regions. To do this, we seek to maximize the sum of negative log p-values in the set, which is
equivalent to finding a minimum likelihood set with Fisher’s method of combining independent p-values
by multiplication (6) (although nearby p-values in the matrix are clearly not independent). We use a
dynamic programming approach to accomplish this in O(N2) time. If we consider the matrix P as the
adjacency matrix of a directed graph such that Pi,j represents an edge between locus i and locus j ∀j > i,
d(i) is the distance of the longest path from 0 to locus i and Ti is the set of upstream neighbors of i, then:
d(i) = max(d(i− 1) + 1, d(j) + Pi,j∀j ∈ Ti) (13)
which by solving and simultaneously recording a backtrack vector we can obtain the set of non-
overlapping regions with a minimum product of p-values.
Finally, we allow a user-specified bias parameter α, with a default value of 2, to which the -log
p-values are raised prior to determination of the optimal region set. This has the effect of choosing fewer
numbers of larger regions at higher values of α and larger numbers of smaller regions at lower values.
P-values are reported as well as adjusted p-values generated using the Benjamini-Hochberg
method (1) (with a default false discovery rate threshold of 0.05) across all chromosomes.
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Results
Performance of Vector PEAS
To establish a ground truth dataset we shuffled the chromosome 19 H3K27ac SPRET - C57 peak
delta vector 100,000 times, generated score matrices from the shuffled vectors and used the resulting
empirical null distribution of region means to compute p-values. Since each shuffle generates N − r
samples, this resulted in approximately 5 × 108 samples per region size, a process which took 23 hours
on a server equipped with a 28-core Intel Xeon processor. For test sets we also generated 32 distinct
datasets using 1,000 shuffles each of the delta vector in (each dataset was computed in approximately
13 minutes). We then fit normal distributions to the 1,000 permutations datasets and generated predicted
distributions using the convolution of histograms method described above.
As can be seen in figure 3.5B, the − log10 p-values computed with the convolution approach
(Vector PEAS, “convolved”) track the empirical values from 100,000 shuffle ground truth set while the
normal approximations are inaccurate at small region sizes, consistent with the leptokurtic distributions
there, but becomes a good estimator for large region sizes, consistent with the central limit theorem.
This performance is also reflected in the maximum error computed over the range for which the 100,000
permutation set is reliable (figure 3.5C). The empirical − log10 p-values derived from the 1,000 shuffle
dataset closely match the ground truth values up to the maximum value that can be computed with
CVp < 0.05 (see equation 10), but then become unstable, whereas the convolved predictions continue
tracking the ground truth values up to the ground truth confidence limit, and remain on that trend even
after the point where we canot make confident predictions using the the ground truth permutations.
Comparing the − log10 p values for the convolved and normal approximations against the empirical
− log10 p values over the confident range of scores (figure 3.5) likewise shows good agreement for the
convolution method across the region sizes and poor performance of the normal approximation at small
region sizes.
We used Vector PEAS to call CRDs on the on the 19 H3K27ac ChIP-seq SPRET-C57 ∆ autoso-
mal chromosome vectors with a p-value threshold of 0.005, an FDR threshold of 0.05, a minimum size
of 3 and α set to 2 (figure 3.6) resulting in a set of genome-wide set of 2438 H3K27ac CRDs. We also
called CRDs on the SPRET-C57 Hi-C PC1 ∆ vectors (after first smoothing large-scale deviations by
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taking the residuals of a LOWESS regression with a 10 MB window. See figure 3.8) using the same pa-
rameters, resulting in a set of 2211 PC1 CRDs. Of the total, 72.6 % of the ∆ H3K27ac CRDs overlapped
at least one ∆ PC1 CRD, and 59.5 % of the ∆ PC1 CRDs overlapped at least one ∆ H3K27ac CRD. The
majority (70.3 %) of the 2044 pairwise overlap events were concordant (between ∆ CRDs with the same
sign, indicating inter-specific change in the same direction) (figure 3.7A). This concordance is consistent
with the increased activation state of regulatory regions in A compartments. Concordant overlapping
CRDs had higher absolute score values (figure 3.7B, Mann-Whitney p-values: 1.84× 10−15 for ∆ PC1
CRDs, 1.8×10−3 for ∆ H3K27ac CRDs). 51 of the 2044 overlap events had a Jaccard coefficient greater
than 0.75, indicating a very close correspondence of their boundaries, and 49 of these were concordant.
Such a close overlap may represent a chromatin domain whose activity is altered by changes in cis or
trans regulatory features between species. Alternatively, a shift in chromatin compartment membership
between the species may have altered the accessibility of intra-domain binding sites that then resulted in
decreases in the H3K27ac mark.
Performance of Matrix PEAS
Analogously to the procedure used for evaluating the performance of Vector PEAS, above, we
generated a ground truth set using 100,000 shuffled correlation matrices and 32 smaller datasets us-
ing 1,000 shuffled matrices. A normal distribution was fit to each of the 32 smaller datasets, as well as a
piecewise tail approximation distribution as used in Matrix PEAS. The relative accuracy of the− log10 p-
values computed by the various approaches compared to the ground truth set can be observed in figures
3.5B and 3.5D, with the piecewise tail approximation (TA) approach of Matrix PEAS robustly approxi-
mating the tail behavior of the empirical distributions over the range for which the ground truth data gives
confident estimation. Beyond this confident assessment range (the double-crosshatched region of 3.5B),
the log10 p-values maintain a reasonable trend but exhibit a high variance at larger region sizes because
the very long tail must be extrapolated from a small number of data points in the central region. While
this variance is undesirable, it remains preferable to alternative methods of p-value estimation that are
either computationally-intractable (naive permutation) or very inaccurate (theoretical distributions esti-
mated over the entire dataset, e.g. normal). To some extent this variance can be reduced by increasing the
number of permutations used to fit the piecewise TA distribution. In contrast to the application of Vector
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Figure 3.6: CRDs (as boxes) and input data for SPRET and C57 BMDMs over a section of chromosome
19. CRDs are called with vector PEAS from differences in log-transformed H3K27ac peak heights and
on the difference in z-scores of the first principle component of the Hi-C correlation matrices. CRDs are
shaded with red for regions greater in SPRET, and in blue for regions greater in C57. Corresponding
normalized ChIP-seq read profiles as well as the Hi-C PC1 z-scores are shown above the CRDs.
PEAS, the normal distribution is a reasonable fit to the data at small region sizes, but becomes much
worse at larger sizes. This is because of the excess of positive correlation values at large region sizes in
the true correlation matrices, which create null distributions having reasonable kurtosis but skewed to the
large positive tail.
Discussion
The related approaches of PEAS offer a number of advantages over existing methods. First,
they compute the statistical significance of candidate CRDs, thus providing a straightforward way for
researchers to stratify findings and determine thresholds on the basis of confidence rather than arbitrary
heuristics. By using an empirical approach it does so without requiring any assumptions about the
distributions of the underlying data and easily accommodates unusual distributions, reducing upstream
requirements for data normalization. By approximating a large permutation test, it can compute very
small p-values with a reasonable computation time (< 1 hr on a single-core machine).
A common approach for computing significance in similar situations is to use a computationally-
tractable theoretical distribution such as a Gaussian and rely on the central limit theorem to ensure a
reasonable fit to the data. Indeed, the distributions of the scores of the largest regions, comprising the
mean of many random variables, do approach normality. However, as we have shown, this convergence
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Figure 3.7: (A) Relative density of H3K27ac CRD scores vs. HiC PC1 CRD scores for overlapping
CRDs genomewide. (B) Differences in score distributions for concordant vs. discordant overlapping
H3K27ac and PC1 CRDs genomewide.
to normality is slow enough that p-values computed in the significant tail region will be incorrect by
many orders of magnitude. Even small errors in p-values can have dramatic effects on the family-wise
error rate when combined in multiple testing contexts (15). Methods of combining p-values are similarly
dependent on accurate estimations.
One shortcoming of the PEAS methods is that, unlike methods that rely on an initial hierarchical
clustering step, PEAS is not able to detect trans regions of coordinated change on non-contiguous re-
gions of a chromosome or across chromosomes. However, by focusing solely on cis regions we greatly
reduce the vulnerability to false positives that would occur when searching for trans interactions using
correlations between a handful of samples.
Although the methods shown have been demonstrated using a peak-based approach, they work
equally well when dealing with read counts over equal-sized bins tiled evenly across the genome. Such
binned approaches have the advantage of implicitly taking genomic distance into account, unlike peak-
based methods.
In addition to offering a robust solution to the original motivating problem of identifying CRDs,
the methods are generalizable to any ordered observation vector or matrix and may be useful in other
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Figure 3.8: SPRET-C57 Hi-C PC1 ∆ vectors for each chromosome alongside the corresponding residuals
of a 10 MB window LOWESS regression.
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contexts, e.g. identifying copy number variants from contiguous regions of deviation in read counts
along a chromosome.
Conclusion
We present a software package that implementation two different methods for efficiently esti-
mating empirical distributions to allow accurate computation of p-values for data quantiles that would be
infeasible to assess using naive permutation testing: using histogram convolution to accurately predict
the outcome of arithmetic operations on independent empirical distributions and using tail approxima-
tions to extrapolate the results of a small number of permutationsin cases where independence does not
hold. We present a software package, PEAS, that applies these methods to the general problem of com-
puting the significance of enriched or depleted regions along an ordered vector or matrix, respectively,
as well as to the specific case of finding CRDs in genomic data using small sample sizes.
The PEAS method is the first, to our knowledge, that provides the ability to delineate both vector
and matrix CRDs using their likelihood under a simple null model free of assumptions about the distribu-
tion of individual region scores and without relying on arbitrary heuristics. It offers fast performance and
flexibility with the ability to threshold on multiple metrics (mean score, p-value, minimum and maximum
size) simultaneously and allows the user to override the default settings of most parameters.
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CHAPTER 4: CONCLUSIONS 
The processes of gene regulation are central to the development, differentiation and functioning of 
every cell, and, like every cellular system, the organization and operation of these regulatory processes is 
ultimately dictated by the DNA content of the organism’s genome. Despite decades of intense study, 
however, the ability to predict the functional consequences of a change in regulatory sequence remains 
poor, especially in complex multicellular life forms such as humans that are of intense interest to medical 
science. 
 Sequence variation as a consequence of mutation exists between individuals of the same species 
as well as between populations of different species, giving rise to phenotypic differences along the same 
axes. Therefore, studying the differences in transcriptional regulation at the inter-organismal level can 
illuminate our understanding of how sequence variation in humans modulates disease risk and other key 
phenotypic traits.  
Population genetics provides a quantitative theoretical framework for analyzing the processes by 
which acquired mutations change in frequency and become fixed in a population, collectively known as 
evolution. According to the nearly-neutral model of Tomoko Ohta (1,2), most trait mutations are expected 
to be slightly deleterious. Since organisms with larger populations such as fruit flies are expected to be less 
susceptible to genetic drift, they will be more effective at purging these slightly deleterious mutations and 
therefore evolve more slowly than mammals. As this work and others have shown, this holds true for 
genomic sequence at a global level (Figure 1.2).  
Since differences in transcriptional regulation are ultimately a consequence of genetic variation, 
we would therefore expect that transcriptional regulation to evolve more slowly in fruit flies as well, and 
prior to this work the field of gene regulatory evolution had accepted that these relative differences were 
borne out by comparative studies of transcription factor binding (3). However, as we have shown, these 
rate differences were primarily a consequence of divergent analysis methods, and when analyzed with 
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common methods this consensus was overturned by the surprising result that rates of transcriptional 
evolution are not significantly different between these clades.  
This finding of similar rates of evolution per calendar year is reminiscent of similar observations 
in protein sequences during the dawn of modern molecular biology that became known as the “molecular 
clock”. Such observations were explained by a completely neutral model of evolution in which the overall 
rate of fixation is independent of the effective population size. However, this explanation still does not 
account for the differences in generation time between clades, which in mice are approximately seven times 
as long as those of fruit flies (and even longer for larger mammals). 
Although sequence diverges faster for mammals when computed over the entire genome, the rates 
of homology loss per year are indistinguishable between clades when restricted to accessible chromatin as 
measured by DNAse-seq (Figure 1.5d). This finding, however, fails to explain why changes in accessible 
chromatin, which are presumably more likely to result in a regulatory molecular phenotypic change, would 
be more neutral than sequence changes in inaccessible chromatin. 
Clearly, a more detailed examination of the types and locations of sequences changes across species 
would help unravel the apparent contradictions arising under population genetic explanations, particularly 
a partitioning of sequence changes by the predicted effect on transcription factor motifs. At the same time, 
quantifying the binding patterns of more transcription factors across more organisms should reveal the 
conditions under which evolutionary divergence proceeds at different rates (with one example already 
provided by the highly-pleiotropic factor CTCF). 
 In addition to being of medical interest for their potential role in neuroinflammation, brain 
development. and neurodegeneration, microglia provide a useful model system for testing predictions about 
the role of tissue environment in specifying cell-type-specific landscapes of enhancer activation. Previous 
work had shown differences in both enhancer activation and gene expression between microglia and 
macrophages isolated from peritoneum of mice (4) that suggested a role for environment-dependent 
signaling in their regulation. Extending these comparisons to include both freshly-isolated ex vivo microglia 
as well as in vitro culture of the same cells provides additional evidence that a subset of transcription factors 
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act to transduce signals from the tissue environment and that these factors act in collaboration with lineage-
determining factors specified during the process of development and differentiation to produce unique 
tissue-specific programs of gene regulation (Figures 2.4, 2.5, 2.6). 
 Extending these observations from mice to human microglia demonstrated that the importance of 
tissue environment for enhancer activation is broadly applicable and potentially medically-relevant. Gene 
expression and enhancer landscapes between mouse and human microglia were remarkably well-conserved 
for one-to-one orthologous genes (with the notable exception of a few divergently-regulated pathways 
including the apolipoprotein gene families), supporting the relevance of mouse model systems for studying 
microglia function (Figure 2.2). 
 Finally, we showed that substantial and significant overlap exists between subsets of genes which 
are preferentially-expressed in microglia compared to bulk brain tissue, are upregulated late in development 
after transition to the brain environment (Figure 2.6A), are lost during transition to in vitro culture (Figures 
2.4C, 2.6B,D), are implicated in neurodegenerative disease (Figure 2.1C), and are associated with 
Alzheimer’s disease-related GWAS hits (Figure 2.1D), supporting a model in which microglia play 
important roles in disease progression through the subset of genes that is expressed in as a function of both 
cell identity the local tissue environment.  
 Finally, an investigation of the observation that adjacent ChIP-seq peaks and accessible chromatin 
regions often exhibit proximal clusters of divergence (labeled CRDs) even in the absence of motif-altering 
sequence variants led to the development of new tools for efficiently predicting empirical distributions 
arising from permutation of vector data, or for extrapolating the tails of distributions of permuted matrices 
to allow rapid quantification of extreme p-values. In particular, the method of predicting vector distributions 
through histogram convolution is a general one and may have applications outside of the gene-regulatory 
context in which it was originally developed.  
 We used these empirical distribution tools as components of algorithms we developed for 
quantifying the significance of unusually-enriched clusters of divergence along tracks of genomic data 
among several strains of mice and found a correspondence of clustered regions of divergence between 
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H3K27ac data and the first principal component of the corresponding Hi-C matrices. However, the full 
exploration of the biological significance of these regions is outside the scope of this work and much 
remains to be done in order to elucidate the mechanisms underlying this phenomenon and their connection 
to genetic variation. The advent of an efficient and robust tool for identifying CRDs should enable multiple 
new lines of investigation in this field. 
 In addition to the specific advances detailed above, it is my hope that this work has demonstrated 
the broad utility of studying differences in gene regulation between organisms, both as a framework for 
probing the mechanisms of such regulation, as well as for understanding the consequences of human genetic 
variation on downstream molecular phenotypes. 
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