Abstract. In this paper, we apply ideas of Dijkgraaf and Witten [31, 6] on 3 dimensional topological quantum field theory to arithmetic curves, that is, the spectra of rings of integers in algebraic number fields. In the first three sections, we define classical Chern-Simons actions on spaces of Galois representations. In the subsequent sections, we give formulas for computation in a small class of cases and point towards some arithmetic applications.
The purpose of this paper is to cast in concrete mathematical form the ideas presented in the preprint [17] . The reader is referred to that paper for motivation and speculation. Since there is no plan to submit it for separate publication, we repeat here the basic constructions before going on to a family of examples. This paper adheres, however, to a rather strict mathematical presentation. As we remind the reader below, the analogies in the background have come to be somewhat well-known under the heading of 'arithmetic topology'. The emphasis of this paper, however, will be less on analogies, and more on the possibility that specific technical tools of topology and physics can be imported into number theory.
Let X = Spec(O F ), the spectrum of the ring of integers in a number field F . We assume that F is totally imaginary. Denote by G m the étale sheaf that associates to a scheme the units in the global sections of its coordinate ring. We have the following canonical isomorphism ( [20, p. 538] ):
This map is deduced from the 'invariant' map of local class field theory. We will therefore use the same name for a range of isomorphisms having the same essential nature, for example, ( * * ) inv :
where Z p (1) = lim ← −i µ p i , and µ n ⊂ G m is the sheaf of n-th roots of 1. This follows from the exact sequence
That is, according to loc. cit.,
while by op. cit., p. 551, we have
for i ≥ 1. If we break up the above into two short exact sequences,
we deduce H 2 (X, K n ) = 0, from which it follows that
the n-torsion inside Q/Z. Taking the inverse limit over n = p i gives the second isomorphism above. The pro-sheaf Z p (1) is a very familiar coefficient system for étale cohomology and ( * * ) is reminiscent of the fundamental class of a compact oriented three manifold for singular cohomology. Such an analogy was noted by Mazur around 50 years ago [21] and has been developed rather systematically by a number of mathematicians, notably, Masanori Morishita [23] . Within this circle of ideas is included the analogy between knots and primes, whereby the map Spec(O F /P v ) X from the residue field of a prime P v should be similar to the inclusion of a knot. Let F v be the completion of F at the prime v and O Fv its valuation ring. If one takes this analogy seriously (as did Morishita) , the map Spec(O Fv ) → X, should be similar to the inclusion of a handle-body around the knot, whereas Spec(F v ) → X resembles the inclusion of its boundary torus 1 . Given a finite set S of primes, we consider the scheme
Since a link complement is homotopic to the complement of a tubular neighbourhood, the analogy is then forced on us between X S and a three manifold with boundary given by a union of tori, one for each 'knot' in S. These of course are basic morphisms in 3 dimensional topological quantum field theory [1] . From this perspective, perhaps the coefficient system G m of the first isomorphism should have example). That is, we will compute the Chern-Simons invariant of a representation ρ of π using a suitable decomposition
and restrictions of π to X S and the Spec(O Fv ).
To describe the construction, we need more notations. We assume that all primes of F dividing n are in the finite set of primes S. Let 
On the other hand, for each v ∈ S, we can pull back ρ to a local unramified representation ρ Section 4 is devoted to a proof of Theorem 1.1. The key point of this formula is that CS c ([ρ]) can be computed as the difference between two trivialisations of the torsor, a ramified global trivialisation and an unramified local trivialisation.
In Section 5, we use this theorem to compute the Chern-Simons action for a class of examples. It is amusing to note the form of the action when A is finite cyclic. That is, let A = Z/nZ, α ∈ H 1 (A, Z/nZ) the class of the identity, and β ∈ H 2 (A, Z/nZ) the class of the extension
Then β = δα, where δ :
is the boundary map arising from the extension. Put
in close analogy to the formulas of abelian Chern-Simons theory.
However, our computations are not limited to the case where A is an abelian cyclic group. Along similar lines, we will provide an infinite family of number fields F and representations ρ such that CS c ([ρ]) is non-vanishing for [ρ] ∈ M(A) with a different class c ∈ H 3 (A, Z/2Z) and both abelian A (see Propositions 5.14, 5.16, and 5.19) and non-abelian A (see Proposition 5.23).
In Section 6, we provide arithmetic applications to a class of Galois embedding problems using the fact that the existence of an unramified extension forces a Chern-Simons invariant to be zero.
In this paper, we do not develop a p-adic theory in the case where the boundary is empty. In future papers, we hope to apply local trivialisations using Selmer complexes to remedy this omission and complete the theory begun in Section 3. To get actual p-adic functions, one needs of course to come to an understanding of explicit cohomology classes on p-adic Lie groups, possibly by way of the theory of Lazard [18] . Suitable quantisations of the theory of this paper in a manner amenable to arithmetic applications will be explored as well in future work, as in [3] , where a precise arithmetic analogue of a 'path-integral formula' for arithmetic linking numbers is proved. In that preprint, a connection is made also to the class invariant homomorphism from additive Galois module structure theory. A pro-p version of this homomorphism is related to p-adic L-functions and heights, providing some evidence for the speculation from [17] .
The arithmetic Chern-Simons action: boundaries
We keep the notations as in the introduction. We will now employ a cocycle c ∈ Z 3 (A, Z/nZ) to associate a 1 n Z/Z-torsor to each point of Y loc S (A) in an A Sequivariant manner. We use the notation
for the continuous cochains,
for the cocycles, and
for the coboundaries. In particular, we have the coboundary map (see Appendix A for the sign convention)
where Ad av refers to the conjugation action. To define the arithmetic Chern-Simons line associated to ρ S , we need the intermediate object
S . This is a torsor for
. We then use the sum map Σ :
The natural map H(ρ S ) → L(ρ S ) will also be denoted by the sum symbol Σ.
In fact, L extends to a functor from M loc S (A) to the category of 1 n Z/Z-torsors. To carry out this extension, we just need to extend H to a functor to H 2 S -torsors. According to Appendices A and B, for a = (a v ) v∈S ∈ A S and each v, there is an
Also,
Hence, given a :
to be the map induced by
S , and by the formula above, it is clear that H is a functor. That is, ab will send x to
while if we apply b first, we get
which then goes via a to 
Proof. By assumption, Ad a ρ = ρ, and hence,
Hence, by the reciprocity law for
By the argument of [7, p . 439], we see that there is a
of invariant sections for the functor L glob depending only on the orbit [ρ] . This is the set of families of elements
as ρ ′ runs over [ρ] with the property that every morphism a :
is the inverse limit of the L glob (ρ ′ ) with respect to the indexing category [ρ] .
A different choice β ′ will be related by
Thus, the class CS c ([ρ]) is independent of the choice of β and defines a global section 
In this section, we will be somewhat more careful with this isomorphism. Also, it will be necessary to make some assumptions on the representations that are allowed.
Let A be a p-adic Lie group, e.g., GL n (Z p ). Assume A is equipped with an open homomorphism t : A → Γ := Z × p and define A n to be the kernel of the composite map
In this section, we denote by Y S (A) the continuous homomorphisms We now fix a continuous cohomology class
where
We represent c by a cocycle in
, which we will also denote by c. Given
] as a continuous representation of π S , where the action is left multiplication via t • ρ. We denote this representation by
Here, Z p [[Γ] ] written without the subscript refers to the action via the cyclotomic character of π S (with s = 1 in the earlier notation). The isomorphism is defined as follows. If t • ρ = χ s , then we have the isomorphism
that sends γ to γ s . On the other hand, we also have
that sends γ to γ ⊗ γζ (1) . Thus, ζ ρ can be taken as the inverse of the first followed by the second.
Combining these considerations, we get an element
] ρv as a representation of π v for each v, and we get π v -equivariant isomorphisms
We also use the notation
for the isomorphism given by the product of the ζ ρv .
It will be convenient to again denote by C 
The augmentation map a : Λ → Z p (1) for each v can be used to push this out to a torsor
which then can be pushed out with the sum map Σ :
As before, we can turn this into a functor L(·, Z p ) on M loc S (A), taking into account the action of (A ∞ ) S . By composing with the restriction functor
We now choose an element β ∈ C 2 (π S , Λ) such that
to define the p-adic Chern-Simons action
The argument that this action is independent of β and equivariant is also the same as before, giving us an element
Towards computation: the decomposition formula
In this section, we indicate how one might go about computing the arithmetic Chern-Simons invariant in the unramified case with finite coefficients. That is, we assume we are in the setting of Section 1. We provide a proof of Theorem 1.1 in a slightly generalized setting.
Let X = Spec(O F ) and M a continuous representation of π = π 1 (X, b) regarded as a locally constant sheaf on X. Assume M = lim ← − M i with M i finite representations such that there is a finite set T of primes in O F containing all primes dividing the order of any
We denote by ρ T (resp. ρ v ) the composition of κ T (resp. k v ) with
Finally, we write P v for the maximal ideal of O F corresponding to the prime v and r v for the restriction map of cochains or cohomology classes from π T to π v .
Denote by C * c (π T , M ) the complex defined as a mapping fiber
As in [10, p. 20] , since there are no real places in F , there is a quasi-isomorphism
where j : U → X is the inclusion. But there is also an exact sequence
where i : T → X is the closed immersion complementary to j. Thus, we get an exact sequence
, from which we get an isomorphism
We interpret this as a statement that the cohomology of X
can be identified with cohomology of a 'compactification' of U with respect to the 'boundary', that is, the union of the Spec(
There is also the exact sequence
We can use this to compute the invariant of z when M = µ n . (Note that F contains µ n and hence it is in fact isomorphic to the constant sheaf Z/nZ.) We have to lift z to a collection of classes x v ∈ H 2 (π v , µ n ) and then take the sum
This is independent of the choice of the x v by the reciprocity law (cf. [20, p. 541] ). The lifting process may be described as follows. The map
We then put
As before, we start with a class c ∈ H 
. This can then be lifted to a canonical class in
Now we trivialise κ * T (w) globally as above, that is, by the choice of
, and we compute
Thus, for a given homomorphism ρ : π → A, it suffices to find various trivialisations of ρ * (c) after restriction to π T and to π v for v ∈ T .
• We are free to choose a finite set T of primes in a convenient way as long as T contains all primes dividing n. And then, for any v ∈ T , solve
• For chosen T , solve
and we set
Then, we have the decomposition formula
In the case M = µ n and S = T , a finite set of primes in O F containing all primes dividing n, a simple inspection implies that
Thus, the formula ( †) provides a proof of Theorem 1.1. In general, b −,v and b +,v are not cocycles but their difference is. This corresponds to the fact that
and
are not an element of 1 n Z/Z but their difference is. A few remarks about this method:
1. Underlying this is the fact that the compact support cohomology H 3 c (U, µ n ) can be computed relative to the somewhat fictitious boundary of U or as relative cohomology H 3 (X, T ; µ n ). Choosing the unramified local trivialisations corresponds to this latter representation.
2. To summarise the main idea again, starting from a cocycle z ∈ Z 3 (π, µ n ) we have canonical unramified trivialisations at each v and a non-canonical global ramified trivialisation.
The invariant of z measures the discrepancy between the unramified local trivialisations and a ramified global trivialisation. The fact that the non-canonicality of the global trivialisation is unimportant follows from the reciprocity law (cf. [20, p. 541] ).
3. The description above that computes the invariant by comparing the local unramified trivialisation with the global ramified one is a precise analogue of the so-called 'gluing formula' for Chern-Simons invariants when applied to ρ * (c) for a representation ρ : π → Z/nZ and a 3-cocycle c on Z/nZ.
Examples
In this section, we provide several explicit examples of computation of CS c ([ρ]). We still assume that we are in the setting of Section 1.
General strategy.
To compute the arithmetic Chern-Simons invariants, we essentially use the decomposition formula ( †) in Section 4. The most difficult part in the above method is finding an element b + ∈ C 2 (π T , µ n ) that gives a global trivialisation.
To simplify our problem, we assume that a cocycle c ∈ Z 3 (A, µ n ) is defined by the cup product:
We note that if we take a section σ of ϕ that sends e A to e Γ , then
. As discussed in Section 1, this assumption is vacuous if A = Z/nZ.
To find b −,v and b +,v in the decomposition formula ( †), we first trivialise ǫ in π v and π T , respectively. Namely, let
Here, the precise choice of γ −,v will be unimportant, except it should be unramified and normalised so that γ −,v (e A ) = 0. Hence, we will be inexplicit below about this choice. Again, let γ +,v = r v (γ + ). Then, we have
. Therefore, we can find
In summary, we get the following formula.
Theorem 5.1. For ρ and c as above, we have
So, to evaluate the arithmetic Chern-Simons action, we need to study • a trivialisation of certain pullback of a 2-cocycle ǫ, and • the local invariant of a cup product of two characters on π v .
In the following two subsections, we will see how this idea can be realised.
5.2.
Trivialisation of a pullback of ǫ. As before, let ǫ ∈ Z 2 (A, Z/nZ) denote a 2-cocycle representing an extension
with a section σ such that σ(e A ) = e Γ .
Suppose that we have the following commutative diagram of group homomorphisms:
Then, we can easily trivialise f
Proof. First, we note that γ(g) ∈ Ker(ϕ) because ϕ • σ is the identity and ϕ • f = f . By definition and the fact that Ker(ϕ) is in the center of Γ,
Therefore the first claim follows. Also, γ(e A ) = 0 because σ(f (e A )) = σ(e A ) = e Γ and f (e A ) = e Γ . Finally, for any g ∈ Ker(f ), γ(g) = − f (g), so it is a homomorphism because f is a homomorphism and the image of f | Ker(f ) , which is contained in Z/nZ, is abelian.
Remark 5.3. In Diagram (⋆), we can take A = Γ, f = ϕ and f is the identity. For the rest of this section, we always fix such a choice.
Local invariant computation.
In this subsection, we investigate several conditions to ensure
Lemma 5.4. Suppose that φ is unramified, i.e., φ factors through
if one of the following holds.
(1) φ = 1, the trivial character.
(2) ψ is unramified.
n ) and the result follows.
If v does not divide n, then we can prove more.
Lemma 5.5. Assume that v does not divide n. And assume that φ is an unramified generator of
Proof. Using a fixed primitive n-th root ζ of unity, we fix an isomorphism
and using η, we get natural isomorphisms
In this proof, we will regard φ as an element of Hom(π v , 1 n Z/Z) and ψ as one of Hom(π v , µ n ) using the above isomorphisms.
If ψ is unramified, inv v (φ ∪ ψ) = 0 by the above lemma. Since µ n ⊂ F v , by the Kummer theory we can find an element a ∈ F * v such that δ(a) = ψ, where
Since φ is an unramified generator, φ(Frob) = t n for some t ∈ (Z/nZ) × , where Frob is a lift of the Frobenius in
Combining the above two results, we obtain
Remark 5.6. When n = 2, the above lemmas are enough for the computation of local invariants.
Construction of examples.
From now on, we assume that n = 2.
As a corollary of Section 5.2, if we have the following commutative diagrams
then we get
Thus we can explicitly compute CS c ([ρ]) using the previous strategy when we are in the following situation:
Assumption 5.7.
(1) F is a totally imaginary field.
(2) c = α ∪ ǫ with α : A → µ 2 surjective, and ǫ representing an extension
There are Galois extensions of F : • F α is the fixed field of the kernel of the composition
and hence we get a commutative diagram
Suppose we are in the above assumption. Let S be the set of primes of O F ramified in F + , and S 2 the set of primes of O F dividing 2. Then by our assumption, S ∩S 2 = ∅. Let T = S ∪ S 2 . Then, we can find a global trivialisation γ + of ρ * T (ǫ) from the following commutative diagram 
Since ψ v := γ +,v − γ −,v and we always take γ −,v unramified, 
and r is the number of primes in S which are inert in F α .
Proof. The first equality follows from Theorem 5.1. Thus, it suffices to compute Therefore to provide an example of calculation of the arithmetic Chern-Simons invariants, it suffices to construct a tower of fields satisfying Assumption 5.7, which is essentially the embedding problem in the inverse Galois theory. Instead, we will consider the similar problems over Q, which are much easier to solve (or find from the table). Then, we will construct a tower satisfying Assumption 5.7 from a tower of fields over Q. 
Assumption 5.9. Suppose we have a number field L with its subfield
Proof. First, it is clear that F is totally imaginary. Next, since
Since the discriminant of L is odd, L/K is unramified at the primes above 2, and so is LF/KF . Finally, it suffices to show that KF/F is unramified everywhere. Since
is unramified everywhere, K/Q is only ramified at the primes dividing D. (Note that the discriminant of K is odd, hence it is unramified at 2.) Moreover, the ramification degree of any prime divisor p of D is 2, and the same is true for F/Q. Since p is odd, KF/F is unramified at the primes above p by Abhyankar's lemma [5, Theorem 1], which implies our claim. 
, where N = (−|D| · t)/M . Then, we have the following commutative 5 We may consider when d L is even. Then later, it is not clear that F L/F K is unramified at the primes above 2. Some choices of t (for F ) can make it ramified. Then, it is hard to determine the value of local invariants unless 2 splits in F α /F . 6 Here, we always take that d K is odd because we cannot use Abhyankar's lemma when p = 2, and hence we may not remove ramification in the extension F K/F at the primes above 2. In some nice situation, we may directly prove that F ( √ D)/F is unramified at the primes above 2 even though D is even. If so, our assumption on d K can be removed.
diagram:
For a prime p, let ℘ denote a prime of O F lying above p. We want to understand the splitting behaviour of ℘ in F α .
Lemma 5.12. Let p be an odd prime. (1) Assume that p divides Dt. Then
Proof.
(1) In this case, p is ramified in F , and p is ramified either in Q 1 or in Q 2 . Without loss of generality, let p is ramified in Q 2 . Then, ℘ is inert in F α if and only if p is inert in Q 1 from the above commutative diagram. 
K be the norm (to Q) of the relative discriminant of L/K. Then, L/K is precisely ramified at the primes dividing D L , and hence
(Note that S is the set of primes in O F that ramify in F + .) Let s be the number of prime divisors of (D L , D), which are inert either in Q 1 or in Q 2 . Then, we have the following.
Theorem 5.13. Assume that we have ρ and c as above. Then,
Proof. First, we show that We remark that the computation of s is completely easy because Q 1 /Q and Q 2 /Q are just quadratic fields. And this also illustrates that we only need information on the primes dividing (D L , D) for the computation. Let p be a prime congruent to 1 modulo 4. Then, we can take L as the degree 4 subfield of Q(µ p ), and
, where t is a positive squarefree integer prime to p. (Then, F ∩ L = Q.) Proposition 5.14. Let ρ and c be chosen so that
Proof. By Theorem 5.13, it suffices to check whether p is inert in Q( √ −t). If it is inert, then CS c ([ρ]) = 1 2 , and 0 otherwise. Since p ≡ 1 (mod 4), the result follows.
5.6. Case 2: non-cyclic abelian group. Let A = V 4 := Z/2Z × Z/2Z, the Klein four group, and Γ = Q 8 = Q, the quaternion group. To find Galois extensions L/K/Q in Assumption 5.9, we first study quaternion extensions of Q in general.
Proposition 5.15. Let L/Q be a Galois extension whose Galois group is isomorphic to
And since Q has a unique subgroup of order 2, which is normal, K/Q is Galois and Gal(K/Q) ≃ Z/2Z×Z/2Z. Therefore
, where d 1 and d 2 are products of prime discriminants. If L is totally real, then K must be totally real as well. If L is not totally real, then the complex conjugation generates a subgroup of Gal(L/Q) of order 2. Since Q has a unique subgroup of order 2, K must be a fixed field of the complex conjugation, which implies that K is totally real. So, d 1 and d 2 can be taken as positive squarefree integers. Moreover, since they are products of prime discriminants and odd,
is ramified at the primes dividing p. By [19, Corollary 3] , L/K is ramified at the primes above p and hence p divides D L . By the same argument, the claim follows when p is a divisor of d 2 , which does not divide d 1 . Let p be a prime divisor of (d 1 , d 2 ) . Then, since
p 2 ) and p does not divide d1d2 p 2 , the result follows by the same argument as above. Now, let d 1 and d 2 be two squarefree positive integers such that
, where t is a positive squarefree integer prime to
all quadratic subfields of L are contained in K, which is totally real. Since Hom(A, µ 2 ) is of order 4, there are three quadratic subfield of F K over F :
, and
Proposition 5.16. Let ρ and c
Proof. By the above lemma and Theorem 5.13, it suffices to compute the number of prime divisors of
Therefore, the number of such prime divisors of d 1 is odd if and only if
Similarly, the number of prime divisors of d 2 , which are inert in Q 1 , is odd if and only if
7 This is not a vacuous condition. In fact, there is a Q-extension L containing Q( √ 21, √ 33) [34] .
Thus, we have
The remaining two cases can easily be done by the same method as above.
We can find Galois extensions L/K/Q satisfying the above assumptions from the database. Here, we take L/K/Q from the LMFDB [35] as follows. Let
be an irreducible polynomial over Q, and β be a root of g(x). Let
, where t is a positive squarefree integer prime to 5 · 29. 
.
Now, we provide another example. Let L/K/Q from the the LMFDB [36] as follows. Let
Let F = Q( √ −105 · t), where t is a positive squarefree integer prime to 105. 8, 10, 11, 13, 19 (mod 21) . 
, and F 3 := F ( √ 21).
Proposition 5.19. Let ρ and c
Proof. Since D L = 3 2 , the result follows from Theorem 5.13.
Case 3: non-abelian group.
Let A = S 4 , the symmetric group of degree 4. Then,
Thus, there is a unique surjective map α : A ։ µ 2 and three non-trivial central extensions Γ i of A by Z/2Z: F 3 ) , the general linear group of degree 2 over F 3 .
− S 4 , the transitive group '16T 65' in [32] .
det S 4 , corresponding to the cup product of the signature with itself.
Let ǫ i be a cocycle representing the extension
In this subsection, we will consider the first two cases. There are another descriptions of the groups Γ 1 and Γ 2 . Let 
Proof. Since the extension
is not, the ramification index of p in L/Q is 4, and
On the other hand, since p is odd, L/Q is tamely ramified at p and hence I p must be cyclic, which is a contradiction. Therefore (D L , D) = 1 and hence the result follows by Theorem 5.13.
We can find several examples of such towers from the LMFDB. Let
be irreducible polynomials over Q ([38, 39]), and let L (resp. K) be the the splitting field of
, where t is a squarefree integer prime to 283, and t > 1.
Corollary 5.21. Let ρ and c be chosen so that
Let K be the splitting field of
Then, Gal(L/Q) ≃ Γ = Γ 2 and Gal(K/Q) ≃ S 4 = A. 8 (See [32, 33] .) Lemma 5.22. We have the following.
e., L/K is ramified at the primes above 2777.
Proof. For simplicity, let E := Q( √ 2777) and p = 2777.
(1) Since S 4 has a unique subgroup of order 12, K has a unique quadratic subfield
and so does L. On the other hand, since Γ has also a unique subgroup of order 24, E is a unique quadratic subfield of L.
the ramification index of p in Q(β i )/Q is 4. Since L = ∪Q(β i ) and p is odd, the ramification index of p in L/Q is 4 by Abhyankar's lemma. Since L/Q is tamely ramified at p, the inertia subgroup I p of Gal(L/Q) ≃ Γ is cyclic of order 4. Since Γ has a unique subgroup C of order 2, I p contains C. Thus, L/M is ramified at the primes above p, where M is the fixed field of C in
L.
Since E/Q is also ramified at p, M/E is unramified at the primes above p, and hence M/E is unramified everywhere. 
Note that the class group of E is Z/3Z. Let H be the Hilbert class field of E. Then, the class group of H is Thus, we can take D = 2777. Let F = Q( √ −2777 · t) for a positive squarefree integer t prime to 2777. Then, F ∩ L = Q because L has a unique quadratic subfield Q( √ 2777), which is real.
Proposition 5.23. Let ρ and c be chosen so that
, the result follows from Theorem 5.13.
Remark 5.24. Even in the non-abelian case, we have infinite family of non-vanishing arithmetic Chern-Simons invariants!
Application
In this section, we give a simple arithmetic application of our computation. Namely, we show non-solvability of a certain case of the embedding problem based on our examples of non-vanishing arithmetic Chern-Simons invariants.
For an odd prime p, let p * = (−1)
where p i , q j are distinct odd prime numbers, and d 1 , d 2 > 0. Let
Proof. Note that (−1) ∆(d1,d2) = 1≤i≤s 1≤j≤t pi qj . Since d 1 is positive, the number of prime divisors of d 1 , which are congruent to 3 modulo 4 is even. And the same is true for d 2 . Thus by the quadratic reciprocity law,
By taking product for all 1 ≤ i ≤ s, we get the result.
A referee of an earlier version of this paper has pointed out that this result can also be obtained using the theorem 9 d 2 ) = 1, which gives us a contradiction.) So this proposition should be viewed as a new perspective rather than a new result. In fact, propositions 6.2 and 6.4 deal with a class of embedding problems wherein the existence of an unramified extension forces a Chern-Simons invariant to be zero. The outline of proof together with the explicit formulas for computing the Chern-Simons invariant should make clear that even the simplest Z/2Z-valued case is likely to have a non-trivial range of applications. We consider the point of view presented here as a simple and rough analogue of the classical theorem of Herbrand, whereby the existence of certain unramified extensions of cyclotomic fields forces some L-values to be congruent to zero ([28, §6.3] ). In future papers, we hope to discuss this analogy in greater detail and investigate the possibility of 'converse Herbrand' type results in the spirit of Ribet's theorem [26] .
Proof. Suppose that there does exist such a field L/Q satisfying all the given properties above. Choose a prime ℓ such that
• ℓ ≡ 3 (mod 4).
• 
. Then by direct computation using the quadratic reciprocity law, we get
Thus by the above lemma, we get d 2 ) = 1. This follows from the following proposition which is already known to experts (e.g. [27] ). For the sake of readers, we provide a complete proof as well.
Proof. Let p be a prime divisor of d 2 , which is congruent to 3 modulo 4. Suppose that 
, this is a contradiction and hence the result follows.
Appendix A. Conjugation on group cochains
We compute cohomology of a topological group G with coefficients in a topological abelian group M with continuous G-action using the complex whose component of degree i is C i (G, M ), the continuous maps from
We denote by
the images and the kernels of the differentials, the coboundaries and the cocycles, respectively. The cohomology is then defined as
There is a natural right action of G on the cochains given by
where Ad a refers to the conjugation action of a on G i .
Lemma A.1. The G action on cochains commutes with d:
for all a ∈ G.
We also use the notation (
It is well known that this action is trivial on cohomology. We wish to show the construction of explicit h a with the property that c a = c + dh a for cocycles of degree 1, 2, and 3. The first two are relatively straightforward, but degree 3 is somewhat delicate. In degree 1, first note that c(e) = c(ee) = c(e) + ec(e) = c(e) + c(e), so that c(e) = 0. Next, 0 = c(e) = c(gg
, and hence, c(g
From this, we get c
That is, M ) and a ∈ G, we can associate an
in such a way that
Proof. This is clear for i = 0 and we have shown above the construction of h 
. We prove the statement using induction on i, which we now assume to be ≥ 2. For a module M , we have the exact sequence
where C 1 (G, M ) has the right regular action of G and N = C 1 (G, M )/M . Here, we give C 1 (G, M ) the topology of pointwise convergence. There is a canonical linear splitting s : N → C 1 (G, M ) with image the group of functions f such that f (e) = 0, using which we topologise N . According to [24, Proof of 2.5], the G-
, that is, 10 The notation there for
One difference is that Mostow uses the complex E * (G, M ) of equivariant homogeneous cochains in the definition of cohomology. However, the isomorphism E n → C n that sends f (g 0 , g 1 , . . . , gn) to f (1, g 1 , g 1 g 2 , . . . , g 1 g 2 · · · gn) identifies the two definitions. This is the usual comparison map one uses for discrete groups, which clearly preserves continuity.
Then the image of h a in N is zero, so h a takes values in M , and dh a = c a − c. Now we check property (2) . Note that
. From this, we deduce
from which we get
It is useful to visualise the category
B.3. Cohomology of categories. We will use multiplicative notation for morphisms in a category, namely, the composition of g : x → y with h : y → z is denoted gh : x → z. Let C be a small category and M a left C-module, that is, a functor M : C op → Ab, x → M x , to the category of abelian groups (or your favorite linear category). Note that when G is as above, this is nothing but a left G-module in the usual sense. For an arrow g : x → y in C, we denote the induced map
denote the set of all n-tuples g of composable arrows in C,
We refer to such a g as an n-cell in C; this is the same thing as a functor [n] → C, which we will denote, by abuse of notation, again by g. An n-chain in C is an element in the free abelian group C n (C, Z) generated by the set C
[n] of n-cells. For an n-cell g as above, we let sg ∈ Ob C denote the source of g 1 . By an n-cochain on C with values in M we mean a map f that assigns to any n-cell g ∈ C
[n] an element in M sg . Note that, by linear extension, we can evaluate f on any n-chain in which all n-cells share a common source point. The n-cochains form an abelian group C n (C, M ). The cohomology groups H n (C, M ), n ≥ 0, are defined using the cohomology complex C
• (C, M ):
is defined by
A left G-module M in the usual sense gives rise to a left module on G, which we denote again by M . We sometimes denote C
Note that the corresponding cohomology groups coincide with the group cohomology H n (G, M ). The cohomology complex C
• (C, M ) and the cohomology groups H n (C, M ) are functorial in M . They are also functorial in C in the following sense. A functor ϕ : D → C gives rise to a D-module ϕ
We have a map of complexes
which gives rise to the maps
on cohomology, for all n ≥ 0.
B.4. Definition of the cochains h a,f . The flexibility we gain by working with chains on general categories allows us to import standard ideas from topology to this setting. The following definition of the cochains h a,f is an imitation of a well known construction in topology.
Let f ∈ C n+1 (G, M ) be an (n+1)-cochain, and a ∈ G an element. Let H a : G×[1] → G be the corresponding natural transformation. We define h a,f ∈ C n (G, M ) by
Here, g ∈ C [n] is an n-cell in G, so g × [1] is an (n + 1)-chain in G × [1] , namely, the cylinder over g.
To be more precise, we are using the notation g× where P runs over (length n + k) paths starting from (0, 0) and ending in (n, k). Note that such paths correspond to (k, n) shuffles; |P | stands for the parity of the shuffle (which is the same as the number of squares above the path in the n × k grid).
The most economical way to describe the relations between various h a,f is in terms of the cohomology complex of the right module
Here, Hom stands for the enriched hom in the category of chain complexes, and the right action of G on M • is induced from the right action f → f a of G on the C
• (G, M ) sitting on the right. The differential on M • is defined by
where |u| is the degree of the homogeneous u ∈ C • (G, M ). Note that, for every a ∈ G ×k , we have h a,f ∈ M −k . This defines a k-cochain on G of degree −k with values in M
• ,
We set h (−1) := 0. Note that h (0) is the element in M 0 corresponding to the identity map id : C
• (G, M ) → C • (G, M ). The relations between various h a,f can be packaged in a simple differential relation. As in the case k = 0 discussed in Proposition B.1, this proposition can be proved using a variant of Stokes' formula for cochains. More explicitly, let f ∈ C n+k (G, M ) be an (n + k)-cochain. Then, Proposition B.2 states that, for every a ∈ G ×(k+1) , we have the following equality of n-cochains: i) For k = 0, the statement is that, for every cocycle f , f − f a is a coboundary. In fact, it is the coboundary of −h f,a . We have already seen this in Proposition B.1. ii) For k = 1, the statement is that, for every cocycle f , the cochain where x P is the (n + k)-tuple obtained by the following procedure. Recall that P is a path from (0, 0) to (n, k) in the n by k grid. The l th component x P l of x P is determined by the l th segment on the path P . Namely, suppose that the coordinates of the starting point of this segment are (s, t). Then, The sign of the path is determined by the parity of the number of squares in the n by k grid that sit above the path P (in this case 15).
