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1. Introduction and summary of results
In the study of character theory and the cohomology of finite dimensional representations of semisimple Lie algebras and
groups, one sees that highest weightmodules play a central role. Thesemodules play amore indirect role in the construction
of the discrete series representations and in the study of the interplay between Jacquet modules and the principal series
representations. In a somewhat more mysterious way one can use highest weight modules defined over a commutative
algebra over a field k to derive information about the structure of modules defined over k. This seems to first have been done
by Shapovalov in his fundamental calculation of the determinant of the natural invariant form defined on a Verma module
(see [1].) Another important application of the use of Lie theory defined a commutative ring is given by Jantzen in his proof
of the Character Sum Formula [2]. Follow upwork of Gabber and Joseph in the setting of Lie theory over a commutative ring,
study the relationship between two Verma modules whose highest weights differ by a Weyl group reflection.
This article may be viewed as an extension and refinement of the articles [3,4]. These articles study noncommutative
localization of highest weight modules. This article may be viewed as an extension of what was begun there. As such the
introductory remarks made there also apply here. In particular one of the main results from [3] proves that any invariant
form on F⊗M is the orthogonal sum of indecomposable submodules. In this article the extension to our setting of this result
is 8.8.4. This orthogonality result then has many applications to filtrations which appear as an example in Section 9.
The motivation for Section 9 is to first of all show that the description of filtrations of indecomposable modules in the
category RCi ismanageable. One of ourmain objectives in futurework is to use the symmetry properties of invariant forms on
modules in the category RCi and the description in given in section nine, to obtain information relating the Jantzen filtrations
of Vermamodules (for an arbitrary Uv(g) containing the ‘‘reductive’’ Ui ⊃ Uv(sl2)) whose highest weights differ by a simple
reflection.
Let now v be an indeterminate and k a field of characteristic zero. Let U be the quantized enveloping algebra defined over
k(v)with generators K±1, E, F and relations
[E, F ] = K − K
−1
v − v−1 , KEK
−1 = v2E,
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KFK−1 = v−2F and KK−1 = K−1K = 1.
LetU0 be the subalgebra generated byK±1 and let B be the subalgebra generated byU0 and E. More preciselywe are following
the notation given in [4] where we take I = {i}, i · i = 2, Y = Z[I] ∼= Z, X = hom(Z[I],Z) ∼= Z, F = Fi, E = Ei, and K = Ki.
Most of the proofs of the results in this article hold for any commutative algebra R overQ(v)[T±1]- the exceptions are in
the proof of our main result and in Section 9. In these sections we need to use the field of fractionsK of R and thus we need
R to be an integral domain overQ(v)[T±1]. For example we can take it to be the power series ring in T − 1 with coefficients
in k(v) i.e.
R = k(v)[[T − 1]] := lim←
k(v)[T , T−1]
(T − 1)i
where k is a field of characteristic zero. Let s be an involution of R satisfying T → T−1. For R = k(v)[[T − 1]] we take it to
be the involution that sends T to T−1 = 1/(1+ (T − 1)) =∑i≥0(−1)i(T − 1)i. Let the subscript R denote the extension of
scalars from k(v) to R, e.g. RU = R⊗k(v) U. For any representation pi : RU→ End(A) of RU we can twist the representation
in two ways by composing with automorphisms of RU. The first is pi ◦ (s ⊗ 1) while the second is pi ◦ (1 ⊗ Θ) for any
automorphismΘ of U. We designate the corresponding RU-modules by As and AΘ . Twisting the action by both s andΘ we
obtain the composite (As)Θ = (AΘ)s which we denote by AsΘ .
Letm denote the homomorphism of RU0 onto Rwithm(K) = T . For λ ∈ Z letm+ λ denote the homomorphism of U0 to
R with (m + λ)(K) = Tvλ. We use the additive notation m + λ to indicate that this map originated in the classical setting
from an addition of two algebra homomorphisms. It however is not a sum of two homomorphisms but rather a product. Let
Rm+λ be the corresponding RB-module and define the Verma module
RM(m+ λ) = RU⊗RB Rm+λ−ρ . (1)
Let ρ1 : U→ U be the algebra isomorphism determined by the assignment
ρ1(E) = −vF , ρ1(F) = −v−1E, ρ1(K) = K−1. (2)
Define also an algebra anti-automorphism % : U→ U by
%(E) = vKF , %(F) = vK−1E, %(Kµ) = Kµ. (3)
These maps are related through the antipode S of U by % = %1S.
For RU-modules M,N and F , let P(M,N) and P(M,N,F ) denote the space of R-bilinear maps of M × N to R and F
respectively, with the following invariance condition:∑
x(1) ∗ φ(Sx(3) · a, %(x(2))b) = e(x)φ(a, b) (4)
where ∆ ⊗ 1 ◦ ∆(x) = ∑ x(1) ⊗ x(2) ⊗ x(3) is the Sweedler notation, e : U→ k(v) is the counit and ∗ denotes the action
twisted by ρ1; in other words x ∗ n := ρ1(x)n. If we let homRU(A, B) denote the set of module RU-module homomorphisms,
then one can check on generators of RU that P(M,N,F ) ∼= homRU(M⊗R Nρ1 , RF %) (see [5, 3.10.6]). Formula (4) corrects
an error in [4, 6.2.2]. Let P(N) = P(N,N) denote the R-module of invariant forms on N .
For the rest of the introduction we let M denote the RU Verma module with highest weight Tv−1; i.e. M = M(m) and
let F and E be any two finite dimensional U-modules. A natural parameterization for P(M ⊗ RF ) was given in [4]. Fix an
invariant form φM on M normalized as in (89). For each RU-module homomorphism β : RE ⊗R F ρ1 → RU define what we
call the induced form χβ,φM by the formula, for e∈R E, f ∈R F , m, n ∈ N ,
χβ,φM (m⊗ e, n⊗ f ) = φM(m, β(e⊗ f ) ∗ n). (5)
Proposition 1. Suppose β : RF ⊗ RF ρ1 → RU is a module homomorphism with RU having the adjoint action. Then M ⊗ RF
decomposes as the χβ,φM -orthogonal sum of indecomposable RU-modules.
We now begin the description of our main result: Recall from [4] we define a cycle (for A) to be a pair (A,Ψ ) where A is
a U (or RU) module and Ψ is a module homomorphism
Ψ : AsT
′−1
pi → A. (6)
Here Api is defined to be AF/ιA where ι : A → AF is the canonical embedding of the module A into its localization AF
with respect to root vector F i.e. with respect to the multiplicative set {F n | n ∈ N}. Note that modules of the form AsT
′−1
pi
above appear naturally in othermathematical work (see [6] and [7]) besides our own (see [4]). We choose a homomorphism
Ψ : MF → M and set
Ψ¯ := Ψ ⊗ sT ′′1 ◦ L−1 : (Mpi ⊗ E)sT
′−1 → M ⊗ E . (7)
B.L. Cox, T.J. Enright / Journal of Pure and Applied Algebra 214 (2010) 1017–1048 1019
(The linear map L is defined in Lusztig’s book [9]—see also (25).) Let I : P(M⊗E,N⊗F )→ homRU(M⊗E ⊗ (N⊗F )ρ1 , R)
be the canonical isomorphism with I(χ)(a ⊗ b) = χ(a, b). Note that a ⊗ b ∈ M ⊗ E ⊗ (N ⊗ F )ρ1 on the left-hand side,
while (a, b) ∈ M ⊗ E × N ⊗ F on the right-hand side. A ρ invariant pairing χ ∈ P(M ⊗ E,N ⊗ F ) has an induced pairing
χF ∈ P((M ⊗ E)F , (N ⊗F )F ) on the which in turn descends to a pairing on χpi ∈ P((M ⊗ E)pi , (N ⊗F )F ) (see Theorem 15,
Proposition 16 and [4]). Define χ 7→ χ ] in End R(P(M ⊗ E,N ⊗ F )) by
I(χ ])(Ψ¯ (a)⊗ Ψ¯ (b)) := s ◦ I(χpi ) ◦ L(a⊗ b) (8)
for a ∈ (M ⊗ E)sT
′−1
pi , b ∈ (N ⊗ F )sT
′−1ρ1
pi and χ ∈ P(M ⊗ E,N ⊗ F ).
Let Fm and Fn be X-admissible finite dimensional U-modules given in Lemma 18 with basis u
(m)
k , 0 ≤ k ≤ m. Let RF(U)
denote the ad-locally finite part of RU. Fix a homomorphism β :R Fm⊗R F ρ1n → RF(U)which has the form (70)
β =
∑
m,n,k
rm,nk β
m,n
2k (9)
where rm,nk ∈ R, and βm,n2r is defined by
β
m,n
2r (u
(m+n−2q)) = δ2r,m+n−2qE(r)K−r . (10)
Our main symmetry result on induced forms is Theorem 38:
Theorem 2. Let M be the Verma module of highest weight Tv−1 (so that λ = 0) and assume that β :R Fm⊗R F ρ1n → RF(U)
has the form (10). If φ is a RU-invariant pairing on M satisfying s ◦ φpi ◦ L = φ ◦ (Ψ ⊗ Ψ ), then
χ
]
β,φ = χsβ,φ . (11)
Most of the results in Sections 1–7 are used in the proof of this theorem.
LetΠ = {α, β} be the set of simple roots and γ ∈ Π for g = sl(3) or sp(4). In the last section we give examples of how
one can relate the Shapovalov form for Uv(g), to the Shapovalov form on a reductive subalgebra U(a) generated Eα, Fα, Kγ ,
γ ∈ Π . In particular we explicitly describe the coefficients rm,nk for particular β that appear in the study of these Shapovalov
forms. We will expand on this study in future work.
2. q-Calculus
2.1. Definitions
As many before us have done, form ∈ Zwe define
[m] := v
m − v−m
v − v−1 ,
[m](n) := [m] · [m− 1] · · · [m− n+ 1]
[m]! := [m](m), [0]! := 1[m
n
]
=
{ [m](n)
[n]! for n ≥ 0
0 if n < 0.
For j ≥ 0, Gauss’ versions of the Binomial Theorem are
j∏
l=1
(1− zv2(l−1)) =
j∑
k=0
(−1)k
[
j
k
]
vk(j−1)zk (12)
and
j∏
l=1
(1− zv2(l−1))−1 =
∞∑
k=0
(−1)k
[−j
k
]
vk(j−1)zk. (13)
See [8, 1.157, 1.158]. For r ∈ Z define
[T ; r] := v
rT − v−rT−1
v − v−1 , (14)
[T ; r](j) := [T ; r][T ; r − 1] · · · [T ; r − j+ 1], [T ; r](0) := [T ; r](0) := 1, if j > 0,
[T ; r](j) := [T ; r + 1] · · · [T ; r + j][
T ; r
j
]
:=
{[T ; r](j)/[j]! if j ≥ 0
0 if j < 0. (15)
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Note that [T ; λ](k) is invertible in R for λ ≥ 0 and [T ; λ + 1](k) is invertible provided λ + 1 ≥ k or λ < 0 (k ≥ 0). On the
other hand [T ; λ + 1](k) is divisible by T − 1 and not by (T − 1)2 for k > λ + 1 due to the fact that [T , r] is divisible by
exactly (T − 1)i where i = 0 if r 6= 0 and i = 1 for r = 0. A useful related computation is
[r]![T ; r]−1(r) ≡
(
1+
(
r − 2{1}
r∑
k=1
vk
[k]
)
(T − 1)
)
mod (T − 1)2 (16)
where {1} = v − v−1. Indeed
[T ; k]−1 = T [k]−1
(∑
i≥0
(
vk
1− vk
)i
(T − 1)i
)(∑
j≥0
(−1)j
(
vk
1+ vk
)j
(T − 1)j
)
.
This implies (16) above.
2.2. Identities
Two useful formulae for us will be[
s− u
r
]
=
∑
p
(−1)pv±(p(s−u−r+1)+ru)
[
u
p
] [
s− p
r − p
]
(17)
[
u+ v + r − 1
r
]
=
∑
p
v±(p(u+v)−ru)
[
u+ p− 1
p
] [
v + r − p− 1
r − p
]
(18)
which come from [8, 1.160a, 1.161a], respectively.
We have a yet another variant of the Binomial Theorem:
Lemma 3.
vk(n+1−k)[T ; 2k− n− 1](k) =
k∑
j=0
(−1)jvj(n−2k+1)T−j
[
k
j
]
[n− k+ j](j)[T ; k](k−j).
Proof. The proof follows from an application of Gauss’ binomial theorem and (17). 
Lemma 4 (Chu–Vandermonde formula). For integers k and r with 0 ≤ k ≤ r we have
k∑
l=0
(−1)lvl(r−k+1)
[
T ; k
l
] [
T ; r + k− l
k− l
]
= v−k2T−k
[ r
k
]
. (19)
Proof. The proof is obtained by using the Taylor series expansion in T together with Gauss’ binomial theorem. 
3. U-algebra automorphisms and intertwining maps
3.1
Following Lusztig, [9, Chapter 5], we let C ′ denote the category whose objects are Z- graded U-modules M = ⊕n∈ZMn
such that
(i) E, F act locally nilpotently onM ,
(ii) Km = vnm for allm ∈ Mn.
Fix e = ±1 and letM ∈ C ′. Define Lusztig’s automorphisms T ′e, T ′′e : M → M by
T ′e(m) :=
∑
a,b,c;a−b+c=n
(−1)bve(−ac+b)F (a)E(b)F (c)m, (20)
and
T ′′e (m) :=
∑
a,b,c;−a+b−c=n
(−1)bve(−ac+b)E(a)F (b)E(c)m (21)
form ∈ Mn. In the above E(a) := Ea/[a]! is the ath divided power of E.
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Lusztig defined automorphisms T ′e and T ′′e on U by
T ′e(E
(p)) = (−1)pvep(p−1)K epF (p), T ′e(F (p)) = (−1)pv−ep(p−1)E(p)K−ep
and
T ′′−e(E
(p)) = (−1)pvep(p−1)F (p)K−ep, T ′′−e(F (p)) = (−1)pv−ep(p−1)K epE(p).
One can check on generators that
ρ1 ◦ T ′−1 = T ′−1 ◦ ρ1. (22)
IfM is in C ′, x ∈ U andm ∈ M , then we have
Θ(x ·m) = Θ(x)Θm (23)
forΘ = T ′e orΘ = T ′′e (see [9, 37.1.2]). The last identity can be interpreted to say thatΘ andΘ ⊗ s are intertwining maps;
Θ : M → MΘ Θ ⊗ s : RM → RMΘ⊗s. (24)
To simplify notation we shall sometimes write sΘ in place ofΘ ⊗ s.
We now describe the explicit action ofΘ onM .
Lemma 5 ([9, Prop. 5.2.2]). Let m ≥ 0 and j, h ∈ [0,m] be such that j+ h = m.
(a) If η ∈ Mm is such that Eη = 0, then T ′e(F (j)η) = (−1)jve(jh+j)F (h)η.
(b) If ζ ∈ M−m is such that Fζ = 0, then T ′′e (E(j)ζ ) = (−1)jve(jh+j)E(h)ζ .
Let F(U)denote the ad-locally finite submodule ofU.Weknow from [10] that F(U) is tensor product of harmonic elements
H and the center Z(U). HereH = ⊕m∈ZH2m andH2m = adU(EK−1).
There is another category that we will need and it is defined as follows: Let M be a RU-module. One says that M is RU0-
semisimple ifM is the direct sum of R-modulesMµ where K acts by T vµ, µ ∈ Z; i.e. by weightm+ µ. Then CR denotes the
category of RU-modulesM for which F acts locally nilpotently andM is RU0-semisimple.
ForM and N two objects in C ′ or one of them is in RC, Lusztig defined the linear map L : M ⊗ N → M ⊗ N given by
L(x⊗ y) =
∑
n
(−1)nv−n(n−1)/2{n}F (n)x⊗ E(n)y (25)
where {n} :=∏na=1(va − v−a) and {0} := 1. One can show
L−1(x⊗ y) =
∑
n
vn(n−1)/2{n}F (n)x⊗ E(n)y.
Lemma 6 ([9]). Let M and N be two objects in C ′. Then T ′′1 L(z) = (T ′′1 ⊗ T ′′1 )(z) for all z ∈ M ⊗ N.
Lemma 7. Let M be a module in CR and N a module in C ′. Then for x ∈ M t and y ∈ N s we have
FL(x⊗ y) = L(x⊗ Fy+ vsFx⊗ y)
EL(x⊗ y) = L(Ex⊗ y+ v−tT−1x⊗ Ey).
Proof. Let¯ : k(v) → k(v) be the Q-algebra isomorphism given by sending v to v−1. More over let¯ : U → U denote the
unique Q-algebra homomorphism defined by
E¯ = E, F¯ = F , K¯µ = K−µ, fu = f¯ u¯, f ∈ k(v), u ∈ U.
From [9, Theorem 4.1.2], we have∆(u)L = L∆(u¯) for any u ∈ U. Let x ∈ M t and y ∈ E s. In particular we deduce
FL(x⊗ y) = L∆(F)(x⊗ y) = L(vsFx⊗ y+ x⊗ Fy).
Similarly EL(x⊗ y) = L(Ex⊗ y+ v−tT−1x⊗ Ey). 
Corollary 8. Let M be a module in CR and E a module in C ′. Then L defines an isomorphism of the U-module MT
′−1 ⊗ E T ′−1 onto
(M ⊗ E)T ′−1 .
Proof. The proof follows from a direct calculation on weight vectors inM and E . 
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Remark. It seems that one should be able to prove Corollary 8 through the use of Lemma 6, however one must take into
account that T ′e may not be defined onM .
Set
L−1 =
∑
p
(−1)pv3 p(p−1)2 {p}E(p)K pF (p), (26)
and
L =
∑
p
v−3
p(p−1)
2 {p}E(p)K−pF (p) (27)
and note that L and L−1 are well defined operators on lowest weight modules. These maps are similar to some operators
defined by Kashiwara. See for example theΠt in [9, 16.1].
Lemma 9. Suppose that M and N be highest weight modules with ψM : MsT
′−1
pi → M, ψN : N sT
′−1
pi → N are RU-module homo-
morphisms and φ a ρ-invariant form on M × N. Then
φ ◦ (ψM ⊗ ψN) ◦ L−1 = φ ◦ (ψM ⊗ ψN) ◦ (L−1 ⊗ 1). (28)
Proof. Letm ∈ Mpi , n ∈ Nρ1pi and let ∗ denote the action on Nρ1pi so that x∗ n = ρ1(x)nwhere juxtaposition means the action
on Npi . Recall L−1 is defined on Mpi ⊗R Nρ1pi , but one can view it as an RU-module homomorphism from (Mpi ⊗R Nρ1pi )sT ′−1 to
M
sT ′−1
pi ⊗R(N sT
′−1
pi )
ρ1 . Hence the left-hand side of (28) is in Hom RU((Mpi ⊗R Nρ1pi )sT
′−1 , R). Now
φ ◦ (ψM ⊗ ψN) ◦ L−1(m⊗ n) =
∑
p≥0
v
p(p−1)
2 {p}φ(ψM(F (p)m), ψN(E(p) ∗ n))
=
∑
p≥0
v
p(p−1)
2 {p}φ(ρ(T ′′1 ρ1E(p))ψN(F (p)m), ψ(n))
=
∑
p≥0
v
p(p−1)
2 {p}φ(ψM(T ′−1ρT ′′1 ρ1(E(p))F (p)m), ψN(n))
= φ (ψM (L−1m) , ψN(n))
since T ′−1ρT
′′
1 ρ1(E
(p)) = (−1)pvp(p−1)E(p)K p. 
A similar argument shows that if that F and E are finite dimensional U-modules with T ′′1 : F T
′−1 → F , T ′′1 : E T
′−1 → E ,
U-module homomorphisms and φ a ρ-invariant form on F × E , then
φ ◦ (T ′′1 ⊗ T ′′1 ) ◦ L−1 = φ ◦ (T ′′1 ⊗ T ′′1 ) ◦ (L−1 ⊗ 1). (29)
Observe that ρ(L−1) = L−1.
On the other hand
φ ◦ L = φ ◦ (L⊗ 1). (30)
Indeed
φ ◦ L(m⊗ n) =
∑
p≥0
(−1)pv −p(p−1)2 {p}φ(F (p)m, E(p) ∗ n)
=
∑
p≥0
(−1)pv −p(p−1)2 {p}φ(ρ(ρ1E(p))(F (p)m), n)
=
∑
p≥0
v
−3p(p−1)
2 {p}φ(E(p)K−pF (p)m, n).
Similarly we have ρ(L) = L. Observe that L = L−1 where ¯ : U → U is the automorphism of Q-algebras defined by
E = E, F = F , K = K−1 and fx = f x for f ∈ k(v), x ∈ U. Here v = v−1 with ¯ fixing Q. See [9, 3.1.12] for more details.
Moreover we can prove that L−1 is an intertwining map i.e. L−1 : MT ′1pi → MT
′−1
pi is a module homomorphism for M a
highest weight module:
Lemma 10. T ′−1(u)L−1 = L−1T ′1(u) as operators on Mpi for all u ∈ RU. From this we also get T ′1(u)L = LT ′−1(u) for all u.
Proof. The proof follows from a direct calculation on generators of U. 
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4. Invariant forms and liftings
4.1
Elements of P(M,N) are called invariant pairings and for M = N , set P(M) = P(M,M) and call the elements invariant
forms onM .
Lemma 11. (1) For RU-modules M,N and F ,
P(M,N,F ) ∼= hom
RU
(M⊗R Nρ1 , RF %) (31)
(2) If F = R is the trivial RU-module, then the condition φ ∈ P(M,N), is equivalent to
φ(u a, b) = φ(a, ρ(u)b) (32)
for all a ∈ M, b ∈ N and u ∈ U.
Proof. The first statement follows from [5, 3.10.6] and the second follows from a computation using the generators ofU. 
Lemma 12. Let M and N be finite dimensional U-modules in C ′ and φ an invariant pairing. Then, for m ∈ RM, n ∈ RN, φ(T ′′e m,
T ′′−en) = φ(m, n).
Proof. We may assumeM and N are irreducible with highest weight ν. Using the basis in (Section 2.1), h+ j = ν, and the
invariance of φ we get
φ(T ′′e F
(j)η, T ′′−eF
(j)η) = φ(F (h)η, F (h)η) = φ(F (j)η, F (j)η)
where we have used [9, Cor. 3.1.9], in the third line. 
Note that if φ(η, η) = 1, then for 0 ≤ j ≤ ν, the calculation required for the proof above shows that
φ(F (j)η, F (j)η) = vj2−νj
[
ν
j
]
. (33)
For the proof of some future results we must be explicit about the definition of the ‘‘R-matrix’’ fR : A ⊗ E → E ⊗ A:
Recall that a U-module M is said to be integrable if for any m ∈ M and all i ∈ I , there exists a positive integer N such that
E(n)i m = 0 = F (n)i m for all n ≥ N , andM = ⊕λ∈X Mλ where for any µ ∈ Y , λ ∈ X andm ∈ Mλ one has Kµm = v〈µ,λ〉m. Let
R denote a commutative algebra over the ring Q(v)[T±1] (such as in the introduction) and let f : X × X → R be a function
such that
f (ζ , ζ ′ ± i′) = f (ζ , ζ ′)v∓〈i,ζ 〉(i·i/2) (34)
f (ζ ± i′, ζ ′) = f (ζ , ζ ′)v∓〈i,ζ ′〉(i·i/2)T∓(i·i)/2 (35)
for all ζ , ζ ′ ∈ X and all i ∈ I (see [9, 32.1.3]or [5, 3.15]).
Such a function f exists: Let H denote a set of coset representatives of X/Z[I], let c : H × H → Z denote an arbitrary
function and set
f (h+ ν, h′ + ν ′) := vc(h,h
′)−∑
i
νi〈i,h′〉(i·i)/2−
∑
i
ν′i 〈i,h〉(i·i)/2−ν·ν′
T−
∑
νi(i·i)/2
for h, h′ ∈ H and ν, ν ′ ∈ Z[I].
Theorem 13 ([9, 32.1.5] or [5, 3.14]). If E is an integrable RUmodule and A ∈ CR, then for each f satisfying (34) and (35), there
exists an isomorphism fR : A⊗ E → E ⊗ A.
The map τ : A ⊗ B → B ⊗ A for any two modules A and B denotes the twist map τ(a ⊗ b) = b ⊗ a. Define ∏f ∈
End R(RE ⊗ RF ⊗RM) by∏f (e ⊗ e′ ⊗ m) = f (λ, λ′)e ⊗ e′ ⊗ m for m ∈ Mλ′ and e ⊗ e′ ∈ (E ⊗ RF )λ. Lastly we define
χ ∈ End R(RE ⊗ RF ⊗RM) by
χ(e⊗ e′ ⊗m) =
∑
ν
∑
b,b′∈Bν
pb,b′b−(e⊗ e′)⊗ b′+m
where pb,b′ = pb′,b ∈ R, and Bν is a subset of f. Then fR is defined to be equal to χ ◦∏f ◦τ . The proof that it is an U-module
homomorphism is almost exactly the same as in [9, 32.1.5] or [5, 3.14], which the exception that onemust take into account
thatM is in the category CR instead of RC ′.
(The above formula for 6.2.1 corrects the corresponding 6.2.1 in the earlier version of [4].)
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In the case that I = {i} and X = Y = Zwith i = 1 ∈ Y , i′ = 2 ∈ X , the linear map L (see (25)) coincides with χ (Lusztig
uses the notationΘ where we use χ—see [9, 4.1.4]). Moreover since X = Z ⊃ 2Z = Z[i] there are only two cosets in X/Z[i].
In this case the function f above can be defined by
f (h+ ν, h′ + ν ′) := v−
∑
i
νi〈i,h′〉(i·i)/2−
∑
i
ν′i 〈i,h〉(i·i)/2−ν·ν′
T−
∑
νi(i·i)/2 (36)
for all h, h′ = 0, 1 and ν, ν ′ ∈ 2Z. So for example fR−1 is given by
fR
−1(e⊗m) = s ◦Π−1f ◦ L−1(e⊗m)
=
∑
n≥0
vn(n−1)/2{n}s ◦Π−1f F (n)e⊗ E(n)m
=
∑
n≥0
f (λ− 2n, λ′ + 2n)−1vn(n−1)/2{n}E(n)m⊗ F (n)e
= f (λ, λ′)−1
∑
n≥0
vn(λ−λ
′)−2n2+n(n−1)/2T−n{n}E(n)m⊗ F (n)e (37)
for e ∈ Eλ andm ∈ Mλ′ .
Let E and F be finite dimensional U-modules and τ :R E ⊗R F ρ1 → U, a U-module homomorphism into U, where U is a
module under the adjoint action. Suppose φ is a pairing of M and N . Define ψτ ,φ to be the invariant pairing of M⊗R E and
N ⊗R F defined by the formula, for e ∈ E, f ∈ F ,m ∈ M , and n ∈ N ,
ψτ ,φ(m⊗ e, n⊗ f ) = φ(m, τ (e⊗ f ) ∗ n). (38)
HereF ρ1 is a twist of the representationF by ρ1. We call the pairingψτ ,φ the pairing induced by τ and φ. In the cases when
M,N and φ are fixed we write ψτ in place of ψτ ,φ and say this pairing is induced by τ .
4.2
A result from [4] shows that in the setting of Verma modules the collection of maps τ is a natural set of parameters for
invariant forms.
Proposition 14. Suppose U is of finite type and E and F are finite dimensional U-modules. Let M be an RU-Verma module and
φ the Shapovalov form on M. Then every invariant pairing of M⊗R E and M⊗R F is induced by φ.
4.3
Theorem 15 (Lifting Theorem). Let A and B be modules in CR and φ ∈ P%(A, B). Then φ uniquely determines an invariant form
φF ∈ P%(AF , BF ) which is determined by the following properties:
(1) φF vanishes on the subspaces ιA× BF and AF × ιB.
(2) For each µ ∈ Z with µ + 1 = r ∈ N, and any vectors a ∈ A and b ∈ B both of weight m + µ with  ∈ {1, s} and
E a = E b = 0,
φF (F−1a, F−1b) = v−r+1 ι[T ; 0]
ι[T ; r − 1] φ(a, b). (39)
Proposition 16. The form φF induces an %-invariant bilinear map on Api × Bpi which we denote by φpi .
4.4
At times the subscript notation for lifted forms will be inconvenient and so we shall also use the symbol loc for the
localization of both forms and modules. We write loc(φ) and loc(A) in place of φF and AF .
For invariant forms we find that induction and localization commute in the following sense.
Proposition 17 ([4, Prop 7.5]). Suppose A and B are objects inCR. Then φF and φpi are RU-invariant; i.e. φF ∈ P%(AF , BF ) , φpi ∈
P%(Api , Bpi ) .
5. Quantum Clebsch–Gordan decomposition
5.1. Bases and symmetries
Form ∈ Z, letFm denote the finite dimensional irreduciblemodule of highest weight vm with highest weight vector u(m).
For k any non-negative integer set u(m)k = F (k)u(m) and u(m)−1 = 0.
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In particular
T ′′1 (u
(m)
j ) = (−1)m−jv(m−j)(j+1)u(m)m−j
and
K pu(m)j = vp(m−2j)u(m)j , F (p)u(m)j =
[
p+ j
j
]
u(m)j+p, E
(p)u(m)j =
[
m+ p− j
p
]
u(m)j−p. (40)
Lemma 18 (Clebsch–Gordan, [11,12]). For any two non-negative integers m and n, there is an isomorphism of U-modules
Fm+n ⊕ Fm+n−2 ⊕ · · · ⊕ F|m−n| ∼= Fm ⊗ Fn.
Moreover the isomorphism may be defined on highest weight vectors by
Φ(u(m+n−2p)) =
p∑
k=0
(−1)kv(k−p)(m−p−k+1) [n− p+ k](k)[m](k) u
(m)
k ⊗ u(n)p−k (41)
where 0 ≤ p ≤ min{m, n}.
Proof. First note |m− n| ≤ m+ n− 2p ≤ m+ n so that 0 ≤ p ≤ min{m, n}. The element Φ(u(m+n−2p)) certainly has the
right weight and it is straightforward to check that EΦ(u(m+n−2p)) = 0. 
Corollary 19. For any two non-negative integers m, n, and p ≤ min{m, n},
Φ(u(m+n−2p)m+n−2p ) = vp(n−m)
p∑
k=0
(−1)p+kv−k(n+k−2p+1) [n+ k− p](k)[m](k) u
(m)
m−k ⊗ u(n)n+k−p.
Lemma 20. The map ϕ : F ρ1m → Fm given by ϕ(u(m)k ) = (−v)−ku(m)m−k is an isomorphism.
Proof. This is a straightforward calculation on weight vectors and generators of U. 
Corollary 21. Let m and n be two non-negative integers. Then there is an isomorphism of U-modules
Fm+n ⊕ Fm+n−2 ⊕ · · · ⊕ F|m−n| ∼= Fm ⊗ F ρ1n .
Moreover for m ≥ n, this isomorphism can defined on highest weight vectors by
Φ(u(m+n−2p)) =
p∑
k=0
(−1)n−p [n− p+ k]![m− k]![n− p]![m]! v
(k−p)(2+m)+p2−k2+nu(m)k ⊗ u(n)n−p+k
(the action on the second factor u(n)l is twisted by the automorphism ρ1).
Proof. This follows from the isomorphism φ : F ρ1n → Fn which sends u(n)n+k−p to (−v)p−n−ku(n)p−k. 
Since we have two bases {u(m)i ⊗ u(n)j | 0 ≤ i ≤ m, 0 ≤ j ≤ n}, and {u(m+n−2p)k | 0 ≤ p ≤ n, 0 ≤ k ≤ m + n − 2p} of
Fm ⊗ Fn, we can relate them by the quantum Clebsch–Gordan coefficients or quantum 3j-symbols;
u(m+n−2p)k =
∑
0≤i≤m,0≤j≤n,i+j=p+k
[
m n m+ n− 2p
i j k
]
u(m)i ⊗ u(n)j .
Consider now the ρ-invariant forms (33) on Fm and Fn, both denoted by (, ), normalized so that their highest weight
vectors have norm 1. Define the symmetric invariant bilinear form on 〈, 〉 on Fm ⊗ Fn given by the tensor product of the
two forms (the resulting pairing is ρ-invariant). Assume that the forms on Fm and Fn are normalized so that their highest
weight vectors u(m) and u(n) have norm 1. In this case
〈u(m+n−2p), u(m+n−2p)〉 = vp (2 p−2m−1) [n]![m+ n− p+ 1]![m− p]![m]![p]![m+ n− 2p+ 1]![n− p]!
where we have used formula (18) for p ≤ min{m, n}.
The same proof that gave us (33) now implies for p ≤ min{m, n},
‖u(m+n−2p)k ‖2 := vp (2 p−2m−1)−(m+n−2p−k)k
[
n
p
] [
m+ n− p+ 1
p
] [
m+ n− 2p
k
]
[
m
p
] .
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Proposition 22 ([12]).
(i). The basis {u(m+n−2p)k } of Fm ⊗ Fn is orthogonal.
(ii). For 0 ≤ i ≤ m, and 0 ≤ j ≤ n,
u(m)i ⊗ u(n)j = vmj+ni−2ij
[m
i
] [n
j
]
×
min{m,n}∑
p=0
[i+ j− p]![m+ n− i− j− p]!
vp(m+n−p)‖u(m+n−2p)‖2[m+ n− 2p]!
[
m n m+ n− 2p
i j i+ j− p
]
u(m+n−2p)i+j−p .
In Fm ⊗ Fnρ1 (recall φ(u(n)j ) = (−v)−ju(n)n−j)
u(m)i ⊗ u(n)j = (−1)jvm(n−j)+ni−2i(n−j)−j
[m
i
] [ n
n− j
]min{m,n}∑
p=0
v−p(m+n−p)
‖u(m+n−2p)‖2
× [n+ i− j− p]![m− i+ j− p]![m+ n− 2p]!
[
m n m+ n− 2p
i n− j n+ i− j− p
]
u(m+n−2p)n+i−j−p . (42)
Proof. First we observe that
vm+n−2p−2k〈u(m+n−2p)k , u(m+n−2p)l 〉 = 〈Ku(m+n−2p)k , u(m+n−2p)l 〉
= 〈u(m+n−2p)k , Ku(m+n−2p)l 〉
= vm+n−2p−2l〈u(m+n−2p)k , u(m+n−2p)l 〉
we get 〈u(m+n−2p)k , u(m+n−2p)l 〉 = 0 for k 6= l. Now suppose p 6= q. Then the pairing (, ) on Fm ⊗ Fn induces a module
homomorphism from F (m+n−2p) → ((F (m+n−2q))ρ)∗. Since these two irreducible modules are not isomorphic for p 6= q,
we must have
〈u(m+n−2p)k , u(m+n−2q)l 〉 = 0,
for all k and l.
The second formula follows from the fact that if we write
u(m)i ⊗ u(n)j =
m+n
2∑
p= |m−n|2
c ijp u
(m+n−2p)
i+j−p ,
and if we set k = i+ j− p,
c ijp 〈u(m+n−2p)k , u(m+n−2p)k 〉 = 〈u(m)i ⊗ u(m)j , u(m+n−2p)k 〉
=
[
m n m+ n− 2p
i j k
]
(u(m)i , u
(m)
i )(u
(n)
j , u
(n)
j )
= vi(i−m)+j(j−n)
[
m n m+ n− 2p
i j k
] [m
i
] [n
j
]
. 
Lemma 23. For m and p non-negative integers, one has
L−1u(m)m−p = v2p(p−1−m)u(m)m−p (43)
and
Lu(m)m−p = v−2p(p−1−m)u(m)m−p. (44)
These two equations explain the labeling of L−1 and L i.e. they really are inverses when restricted to finite dimensional X-
admissible modules.
Proof. This follows directly from Lemma 10. 
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Corollary 24. Suppose m, n, k and p are non-negative integers with cm,ni,j ∈ k(v) and
u¯ =
∑
i+j=p+k
cm,ni,j u
(m)
i ⊗ u(n)j .
Then
T ′′1L
−1u¯ =
∑
i+j=p+k
dm,ni,j u
(m)
i ⊗ u(n)j , (45)
where
dm,nr,s = (−1)r+svr(r−m−1)+s(s−n−1)
∑
p≥0
(−1)pv− p(p−1)2 +p(2p+m−n−2r+2s) {p} cm,nm−r+p,n−s−p
[
r
p
] [
n− s
p
]
. (46)
Proof. Due to the invariance of the form 〈, 〉we get
dm,nr,s v
r(r−m)+s(s−n)
[m
r
] [n
s
]
= dm,nr,s (u(m)r , u(m)r )(u(n)s , u(n)s )
= 〈T ′′1L−1u¯, u(m)r ⊗ u(n)s 〉 = 〈T ′′1L−1u¯, T ′′1 T ′−1(u(m)r ⊗ u(n)s )〉
= 〈LL−1u¯⊗ T ′−1(u(m)r ⊗ u(n)s )〉 by (29)
= 〈u¯, T ′−1(u(m)r ⊗ u(n)s )〉 by (30)
= 〈u¯, L(T ′−1(u(m)r )⊗ T ′−1(u(n)s ))〉
= (−1)r+svr(2r−2m−1)+s(2s−2n−1)
∑
p≥0
(−1)pv− p(p−1)2 +p(2p+m−n−2r+2s) {p} cm,nm−r+p,n−s−p
[
r
p
] [
n− s
p
] [m
r
] [n
s
]
. 
6. Basis and the Intertwining mapL
6.1. Bases of the Verma modules M(m± λ)
For s ≥ 1, and any lowest weight vector η of weight Tvλ+ρ , set
F (−k)η := T ′−1(F (k))η = vk(k−1)F−kK k[K ;−1](k)η = vk(λ+k)T k[T ; λ](k)F−kη (47)
as
T ′−1(E
(k)) = (−1)kv−k(k−1)K−kF (k), T ′−1(F (k)) = (−1)kvk(k−1)E(k)K k.
Lemma 25. Suppose r, s ∈ Z, s > r ≥ 0, ζ is a highest weight vector of weight Tvλ−ρ and η is a lowest weight vector of weight
Tvλ+ρ . Then
E(r)F (s)ζ =
[
T ; λ− ρ + r − s
r
]
F (s−r)ζ , F (r)F (s)ζ =
[
r + s
r
]
F (s+r)ζ , (48)
and
F (r)F (−s)η = vr(λ+2s−r)T r
[
T ; λ+ s
r
]
F (r−s)η, (49)
E(r)F (−s)η = (−1)rv−r(λ+r+2s)T−r
[
r + s
r
]
F (−r−s)η, (50)
n = λ− ρ.
Define indexing sets Iλ and I−λ by Iλ = {n−2, n−4, . . .}, I−λ = {−n,−n−2, . . .}where n = λ+1. One should compare
the previous result with
Lemma 26 ([4], 2.2). Now for integers j ∈ Iλ (resp. I−λ) set kj = n−2−j2 and lj = −n−j2 and define basis vectors for M(m+ λ) and
M(m− λ) bywλ,j = F kj ⊗ 1m+λ−% andw−λ,j = F lj ⊗ 1m−λ−ρ . The action of RU is given by
Kwλ,j = Tvλ−1−2kjwλ,j, Fwλ,j = wλ,j−2, (51)
Kw−λ,j = Tv−λ−1−2ljw−λ,j, Fw−λ,j = w−λ,j−2, (52)
Ewλ,j = [kj][T ;−lj]wλ,j+2, Ew−λ,j = [lj][T ;−kj]w−λ,j+2. (53)
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6.2
For any U-module A let AF denote the localization of A with respect to the multiplicative set in U generated by F . If F
acts without torsion on A (we shall assume this throughout) then A injects into AF and we have the short exact sequence of
U-modules: 0→ A→ AF → Api → 0.
Lemma 27 (Mackey). Let M = RU⊗RB Rm+λ−ρ be a Verma module of highest weight m+ λ− ρ (see [4, 1.7]) and suppose that
E is a X-admissible (hence a free R-module of finite rank). Then Mpi ⊗R E is generated as an RU-module by Rm⊗ E where m is a
lowest weight vector in Mpi .
Proof. First note thatM⊗R E can be identified with its image inMF ⊗R E due to the fact that it is torsion free with respect
to the action of F . The lemma then follows from the series of isomorphisms:
Mpi ⊗R E ∼= (MF ⊗R E)/(M⊗R E) ∼= (M⊗R E)F/(M⊗R E)
∼= (RU⊗RB(Rm+λ−ρ ⊗R E))F/(RU⊗RB(Rm+λ−ρ ⊗R E))
= (RU⊗RB(Rm+λ−ρ ⊗R E))pi .
The first isomorphism follows as tensoring the short exact sequence
0→ M → MF → Mpi → 0
with E (a finite rank free R-module), leads to a short exact sequence. The second isomorphism comes from [4, Theorem 3.9])
where it is implemented by 1 ⊗ e 7→ 1 ⊗ 1 ⊗ e where e ∈ E . The third isomorphism comes from Mackey’s Isomorphism
Theorem and it is implemented by 1⊗ 1⊗ e 7→ 1⊗ 1⊗ e. 
6.3. Highest and lowest weight decompositions
Lemma 28. Suppose n− 2p = r with n and r non-negative integers. Then
wr,r−1 =
∑
0≤k≤p
[n− p+ k](k)v−k2
T−k[T−1; k](k) F
(k)w0,−1 ⊗ u(n)p−k (54)
is a highest weight vector of weight Tvr−1 in M ⊗ F and
w−r,−r−1 =
∑
0≤k≤n−p
[p+ k](k)v−k2
T−k[T−1; k](k) F
(k)w0,−1 ⊗ u(n)n−p−k (55)
is a highest weight vector of weight Tv−r−1 in M ⊗ F . In Mpi ⊗ F ,
mr,r+1 =
∑
0≤k≤n−p
(−1)k [p+ k](k)v
−k(−r+2k+1)
T k[T ; k](k) F
(−k)m0,1 ⊗ u(n)p+k (56)
is a lowest weight vector of lowest weight Tvr+1. Moreover
m−r,−r+1 =
∑
0≤k≤p
(−1)k [n− p+ k](k)v
−k(r+2k+1)
T k[T ; k](k) F
(−k)m0,1 ⊗ u(n)n−p+k, (57)
is a lowest weight vector in Mpi ⊗ F of lowest weight Tv−r+1.
Proof. Observe that the second identity can be obtained from the first by replacing pwith n− p. This implies that if we set
σ = σ(, n, p) =
{
p if  = 1,
n− p if  = −1,
and
a,n,p(k) = (−1)k [σ + k](k)T k[T ; k](k) ,
then
mr,r+1 =
∑
0≤k≤n−σ
v−k(−r+2k+1)a,n,p(k)F (−k)m0,1 ⊗ u(n)σ+k. (58)
The first equality follows using (40) and Lemma 25.
B.L. Cox, T.J. Enright / Journal of Pure and Applied Algebra 214 (2010) 1017–1048 1029
On the other hand a direct calculation shows Fmr,r+1 = 0. Using
m−r,−r+1 =
∑
0≤k≤p
AkF (−k)m0,1 ⊗ u(n)n+k−p
and Fm−r,−r+1 = 0 we get
Ak = (−1)k v
−k(r+2k+1)[n+ k− p](k)
T k[T ; k](k) A0. 
Note that by the definition ofL, one has
L(mr,r+1) = mr,r+1, L(m−r,−r+1) = m−r,−r+1. (59)
Corollary 29. Suppose n− 2p = r with n and r non-negative integers. If we let mr,r+1 (resp. m−r,−r+1) denote a lowest weight
vector in Mpi ⊗ F of lowest weight Tvr+1 (resp. Tv−r+1), then
L−1(mr,r+1) = v−2(n−p)(p+1)
n−p∑
s=0
(−1)s v
s(1−r)[p+ s](s)
T s[T , s](s) F
(−s)m0,1 ⊗ u(n)p+s, (60)
L−1(m−r,−r+1) = v−2p(n−p+1)
p∑
s=0
vs(1+r)[n− p+ s](s)
T s[T , s](s) F
(−s)m0,1 ⊗ u(n)n−p+s. (61)
As in the previous lemma the second identity can be obtained from the first by replacing p with n − p. Using the above
definition of σ and a,n,p(k)we get
L−1(mr,r+1) = v−2(n−σ)(σ+1)
n−σ∑
s=0
(−1)svs(1−r)a,n,p(k)F (−s)m0,1 ⊗ u(n)σ+s.
Proof. Define coefficients Bs and Cs through
L−1(mr,r+1) =
n−p∑
s=0
BsF (−s)m0,1 ⊗ u(n)p+s, and
L−1(m−r,−r+1) =
p∑
s=0
CsF (−s)m0,1 ⊗ u(n)s+n−p.
Now
0 = L−1(Fmr,r+1) = −(K ⊗ K)(T ′−1(E)⊗ 1+ K−1 ⊗ T ′−1(E))L−1(mr,r+1).
Thus
0 = −
n−p∑
s=1
(
Bs[T ; s] + Bs−1T−1v1−n+2p[p+ s]
)
F (1−s)m0,1 ⊗ u(n)p+s,
and
0 = −
p∑
s=1
(
Cs[T ; s] + Cs−1T−1vn−2p+1[n− p+ s]
)
F (1−s)m0,1 ⊗ u(n)s+n−p.
Hence
Bs = −Bs−1 v
1−n+2p[p+ s]
T [T , s] = (−1)
s v
s(1−r)[p+ s](s)
T s[T , s](s) B0
Cs = −Cs−1 v
n−2p+1[n− p+ s]
T [T , s] = (−1)
s v
s(r+1)[n− p+ s](s)
T s[T , s](s) C0.
In particular Bn−p = (−1)n−p v
(n−p)(1−r)[n](n−p)
Tn−p[T ;n−p](n−p) B0. On the other hand
L−1(mr,r+1) =
∑
0≤k≤n−p
(−1)k [p+ k](k)v
k(r−2k−1)
T k[T ; k](k) L
−1
(
F (−k)m0,1 ⊗ u(n)p+k
)
=
n−p∑
s=0
n−p∑
k=s
(−1)k [p+ k](k)[T ; s](s)[k− s]!
[
n− p− s
k− s
]
vk(r−2k−1)+
(k−s)(k−s−1)
2 +(k−s)(k+s){k− s}T−sF (−s)m0,1 ⊗ u(n)p+s.
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A very similar calculation shows
L−1(m−r,−r+1) =
p∑
s=0
p∑
k=s
(−1)k [n− p+ k](k)[T ; s](s)[k− s]!
[
p− s
k− s
]
v−k(r+2k+1)+
(k−s)(k−s−1)
2 +(k−s)(k+s)
×{k− s}T−sF (−s)m0,1 ⊗ u(n)n−p+s.
When s = n− pwe get F (−s)m0,1 ⊗ u(n)p+s has a coefficient
Bn−p = (−1)n−p [n](n−p)v
(n−p)(−n−1)
T n−p[T ; n− p](n−p) = (−1)
n−p v
(n−p)(1−r)[n](n−p)
T n−p[T ; n− p](n−p) B0.
Thus B0 = v(n−p)(r−n−2) = v−2(n−p)(p+1),
Bs = (−1)s v
s(1−r)−2(n−p)(p+1)[p+ s](s)
T s[T , s](s) .
Similarly setting s = p, we get
Cp = (−1)p [n](p)T p[T ; p](p) v
−p(r+2p+1) = (−1)p [n](p)
T p[T ; p](p) v
p(r+1)C0
so that C0 = v−2p(r+p+1) = v−2p(n−p+1).
This proves the two identities. 
Corollary 30. For 0 ≤ s ≤ n− p,
vs(1−r)+2(p−n)(p+1)[p+ s](s) =
n−p∑
k=s
(−1)k+s [p+ k](k)[k− s]!
[
n− p− s
k− s
]
vk(r−2k−1)+
(k−s)(3k+s−1)
2 {k− s}. (62)
7. Maps into the harmonics
7.1. Harmonics
For m, n, r integers with m + n even, |m − n| ≤ 2r ≤ m + n, we let βm,n2r : Fm ⊗ F ρ1n → F(U), be the U-module
homomorphism determined by
β
m,n
2r (u
(m+n−2q)) = δ2r,m+n−2qE(r)K−r (63)
where L2r := imβm,n2r . We know from [10] that F(U) ∼= H ⊗ Z(U) where H = ⊕n∈NL2n is the space of harmonics, and
L2n ∼= F2n. So the βm,n2r have their image inH .
Proposition 31. Suppose η is a lowest weight vector of weight Tvλ+ρ and let m and n be non-negative integers. Then for all
0 ≤ i ≤ m, 0 ≤ j ≤ n and for allmax{|m−n2 |, |m−n2 − i+ j|} ≤ r ≤ m+n2 , we have
ρ1
(
β
m,n
2r (u
(m)
i ⊗ u(n)j )
)
F (−c)η = (−1)jvm(n−j)+ni−2i(n−j)−j+r2− (m+n)
2
4
[m
i
] [n
j
]
×
[
m n 2r
i n− j n−m
2
+ r + i− j
]
‖u(2r)‖2
[
2r
n−m
2
+ r + i− j
] (v2λ+2+i−j+ n−m2 +4cT 2)j−i+m−n2
×
i−j+ n−m2 +r∑
l=0
(−1)r−lvl(r+j−i+m−n2 +1)
[
i− j+ n−m2 + c
i− j+ n−m2 + r − l
][
T ; λ+ l+ c
r
] [
l+ c
l
]
F (j−i+
m−n
2 −c)η
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and
ρ1
(
T ′−1β
m,n
2r (u
(m)
i ⊗ u(n)j )
)
F (−c)η = (−1)jvm(n−j)+ni−2i(n−j)−j+r2− (m+n)
2
4
[m
i
] [n
j
]
×‖u(2r)‖−2
[
m n 2r
i n− j n−m
2
+ r + i− j
]
[
2r
n−m
2
+ r + i− j
] (v2 c+λT )i−j+ n−m2
×
i−j+ n−m2 +r∑
l=0
(−1)r−lvl(r+j−i+m−n2 +1)
[
T ; λ+ c
l
][ T ; λ+ r + c − l
i− j+ n−m
2
+ r − l
][
r + c − l
r
]
F (i−j+
n−m
2 −c)η.
Proof. From [5], 4.18(5), we have for any a, b ∈ N,
ad F (a)(E(b)K−b) =
a∑
m=0
(−1)a−mv−(a−1)(a−m)F (m)E(b)K−bF (a−m)K a.
This implies
ρ1
(
ad F (a)(E(b)K−b)
)
F (−c)η =
a∑
m=0
(−1)a−mv−(a−1)(a−m)ρ1
(
F (m)E(b)K−bF (a−m)K a
)
F (−c)η
= (v2λ+2+a−b+4cT 2)b−a
∑
m
(−1)b−mvm(2b−a+1)
[
a− b+ c
a−m
] [
T ; λ+m+ c
b
] [
m+ c
m
]
F (b−c−a)η,
and since ρ1 ◦ T ′−1 = T ′−1 ◦ ρ1, we get
ρ1
(
T ′−1ad F
(a)(E(b)K−b)
)
F (−c)η =
a∑
m=0
(−1)a−mv−(a−1)(a−m)T ′−1ρ1
(
F (m)E(b)K−bF (a−m)K a
)
F (−c)η
= (−v2 c+λT )a−b
∑
m
(−1)a−mvm(2b−a+1)
[
T ; λ+ c
m
] [
T ; λ+ b+ c −m
a−m
] [
b+ c −m
b
]
F (a−c−b)η
where we have used (25) and the calculation
T ′−1(E
(m))T ′−1(F
(b))T ′−1(K
b)T ′−1(E
(a−m))T ′−1(K
−a) = (−1)b+ava(a+1)+b(b−1−2m)F (m)E(b)F (a−m).
By the Clebsch–Gordan decomposition Lemma 18
ρ1
(
β
m,n
2r (u
(m)
i ⊗ u(n)j )
)
F (−c)η = (−1)jvm(n−j)+ni−2i(n−j)−j+r2− (m+n)
2
4
[m
i
] [n
j
]
×‖u(2r)‖−2
[
m n 2r
i n− j n−m
2
+ r + i− j
]
[
2r
n−m
2
+ r + i− j
] (v2λ+2+i−j+ n−m2 +4cT 2)j−i+m−n2
×
i−j+ n−m2 +r∑
l=0
(−1)r−lvl(r+j−i+m−n2 +1)
[
i− j+ n−m2 + c
i− j+ n−m2 + r − l
][
T ; λ+ l+ c
r
] [
l+ c
l
]
F (j−i+
m−n
2 −c)η
for max{|m−n2 |, |m−n2 − i+ j|} ≤ r ≤ m+n2 , and
ρ1
(
T ′−1β
m,n
2r (u
(m)
i ⊗ u(n)j )
)
F (−c)η = (−1)jvm(n−j)+ni−2i(n−j)−j+r2− (m+n)
2
4
[m
i
] [n
j
]
×‖u(2r)‖−2
[
m n 2r
i n− j n−m
2
+ r + i− j
]
[
2r
n−m
2
+ r + i− j
] (v2 c+λT )i−j+ n−m2
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×
i−j+ n−m2 +r∑
l=0
(−1)r−lvl(r+j−i+m−n2 +1)
[
T ; λ+ c
l
][ T ; λ+ r + c − l
i− j+ n−m
2
+ r − l
][
r + c − l
r
]
F (i−j+
n−m
2 −c)η. 
Corollary 32. If m = n and i = j, then we get
ρ1
(
β
m,n
2r (u
(m)
i ⊗ u(m)i )
)
F (c)ζ = (−1)iv2i(i−m−1)+r2
[m
i
]2 [m m 2ri m− i r
]
‖u(2r)‖2
[
2r
r
]
×
r∑
l=0
(−1)l−rv(l−r)(r−1)
[
T ; λ− ρ − c + r − l
r − l
] [
l+ c
r
] [
T ; λ− ρ − c
l
]
F (c)ζ .
The proof of the following result is similar to Proposition 31 and so is omitted.
Corollary 33. Let m and n be non-negative integers. Then for all 0 ≤ i ≤ m, 0 ≤ j ≤ n and for allmax{|m−n2 |, |m−n2 − i+ j|} ≤
r ≤ m+n2 ,
ρ1
(
β
m,n
2r (u
(m)
i ⊗ u(n)j )
)
u(k)s = (−1)i+
n−m
2 vm(n−j)+ni−2i(n−j)−j+r
2− (m+n)24 +(j−i− n−m2 )(k−2s+1)
[m
i
] [n
j
]
×‖u(2r)‖−2
[
m n 2r
i n− j n−m
2
+ r + i− j
]
[
2r
n−m
2
+ r + i− j
] i−j+ n−m2 +r∑
q=0
(−1)qv−(i−j+ n−m2 −r−1)q
[
k+ q− s
q
] [
r + s− q
s− q
]
×
[
k+ i− j+ n−m2 − s
i− j+ n−m2 + r − q
]
u(k)
s−i+j− n−m2
. 
8. Symmetry properties of induced forms
8.1. Twisted action of R
We shall twist by an automorphism of RU in the setting of RU-modules. Let θ be an automorphism of RU. Then for any
RU-module RE define a new RU-module RE θ with set equal to that of RE and action given by : for e ∈ RE and x ∈ RU the
action of x on e equals θ(x)e. For any RU-module A, let Asθ denote the module with action  on Asθ defined as follows: For
a ∈ A and x ∈ RU,
x  a = sθ(x) a.
Lemma 34. Suppose φ is a %-invariant R-valued pairing of RU-modules A and B. Then s ◦ φ is a %-invariant pairing of As and
Bs. Furthermore if either A or B is ad F locally finite, then s ◦ φ ◦ L a ρpi -invariant pairing of AsT ′−1 and BsT ′−1 . Also φ and φ ◦ L
respectively are %-invariant pairings of these two pairs taking values in the R-module Rs..
Proof. By Corollary 8 the map L : AT ′−1 ⊗ BT ′−1 → (A ⊗ B)T ′−1 is an RU-module homomorphism. Now we know that φ ∈
Hom RU(A ⊗ Bρ1 , R) is a module homomorphism and so after twisting the action we get φ ∈ Hom RU((A ⊗ Bρ1)T
′−1 , R).
Composing with swe have s ◦ φ ◦ L ∈ Hom RU(AT
′−1 ⊗ Bρ1T ′−1 , Rs) is a U-module homomorphism that is s-linear. To make it
R-linear we twist the action on AT
′−1 and Bρ1T
′−1 by s. Indeed let ] denote the action of R twisted by s. For r ∈ R, a ∈ AT ′−1 and
b ∈ Bρ1T ′−1 , since s2 = 1, s ◦ φ(r]a, b) = s ◦ φ(s(r)a, b) = rφ(a, b) = s ◦ φ(a, r]b). 
Recall from [4]wedefine a cycle (forA) to be a pair (A,Ψ )whereA is aU (or RU)module andΨ is amodule homomorphism
Ψ : AsT
′−1
pi → A. (64)
We say that the cycle is nondegeneratewhenever Ψ is an isomorphism and that A admits a nondegenerate cyclewhen such a
pair exists with Ψ an isomorphism.
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Throughout the following, suppose
Ψ : (Api )sT ′−1 → A,
is a nondegenerate cycle. For example if we return to the setting of Section 1 one and set M equal to the Verma module
with highest weight Tv−1: i.e. M = M(m), then MsT
′−1
pi is isomorphic to M itself. Then we choose maps Ψ : MF → M . For
a ∈ M, x ∈ RU, Ψ (sT ′−1(x) · a) = x · Ψ (a). More precisely
Lemma 35. Let m be a lowest weight vector in Mpi of weight Tv andΨ (m) the highest weight vector in M of weight Tv−1 where
F−1Ψ (m) ≡ m mod ιM. The map Ψ : (Mpi )sT ′−1 → M given by
Ψ (F−km) = (−1)
kv−k2T k
[k]![T ;−1](k) F
kΨ (m)
for k ≥ 0 is an RU-module isomorphism.
The above can be rewritten as
Ψ (F (−k)m) = F (k)Ψ (m).
Proof. The proof is straightforward and so is omitted. 
Set
Ψ¯ := Ψ ⊗ sT ′′1 ◦ L−1 : (Mpi ⊗ E)sT
′−1 → M ⊗ E . (65)
Let i : P(M ⊗ E,N ⊗ F ) → homRU(M ⊗ E ⊗ (N ⊗ F )ρ1 , R) be the canonical isomorphism with i(χ)(a ⊗ b) = χ(a, b).
Note that a⊗ b ∈ M ⊗ E ⊗ (N ⊗ F )ρ1 on the left-hand side, while (a, b) ∈ M ⊗ E × N ⊗ F on the right-hand side. Define
χ 7→ χ ] in End (P(M ⊗ E,N ⊗ F )) by
i(χ ])(Ψ¯ (a)⊗ Ψ¯ (b)) := s ◦ i(χpi ) ◦ L(a⊗ b) (66)
for a ∈ (M⊗ E)sT
′−1
pi , b ∈ (N ⊗F )sT
′−1ρ1
pi and χ ∈ P(M⊗ E,N ⊗F ). Recall that when one evaluates L on the right-hand side,
one has
L(a⊗ b) =
∑
n
(−1)nv−n(n−1)/2{n}F (n)a⊗ E(n)b
where F (n)a is evaluated using the untwisted action and E(n)b is evaluated with the action twisted only by ρ1. Note also
that as a linear map L ∈ End ((M ⊗ E)pi ⊗ (N ⊗ F )ρ1pi ) is well defined as F acts locally nilpotently on (M ⊗ E)pi . We
can view L : (M ⊗ E)sT
′−1
pi ⊗ (N ⊗ F )sT
′−1ρ1
pi → ((M ⊗ E)pi ⊗ (N ⊗ F )ρ1pi )sT ′−1 as a module isomorphism (see (22) and
Corollary 8). Then s ◦ ι(χpi ) ◦ L : (M ⊗ E)sT
′−1
pi ⊗ (N ⊗ F )sT
′−1ρ1
pi → R is a module homomorphism. Indeed ι(χpi ) ∈ homRU
((M ⊗ E)pi ⊗ (N ⊗ F )ρ1pi , R), which implies ι(χpi ) ∈ homRU(((M ⊗ E)pi ⊗ (N ⊗ F )ρ1pi )sT
′−1 , Rs). This gives us ι(χpi ) ◦ L ∈
homRU((M ⊗ E)
sT ′−1
pi ⊗ (N ⊗ F )ρ1sT ′−1 , Rs).
If we suppress the map ι, then we can write (66) as
χ ](Ψ¯ (a), Ψ¯ (b)) := s ◦ χpi ◦ L(a⊗ b)
were we view a ∈ (M ⊗ E)sT
′−1
pi with b ∈ (N ⊗ F )sT
′−1
pi on the left-hand side of the equality and b ∈ (N ⊗ F )sT
′−1ρ1
pi on the
right-hand side.
More explicitly we can show that χ ] ∈ P(M ⊗ E,N ⊗ F ) by the following calculation for x ∈ RU:∑
χ#(S(x(2))Ψ¯ (a), %(x(1))Ψ¯ (b)) =
∑
χ#(Ψ¯ (T ′−1S(x(2))a), Ψ¯ (T
′
−1%(x(1))b))
=
∑
s ◦ χpi ◦ L(T ′−1S(x(2))a⊗ T ′−1%(x(1))b)
= s ◦ χpi (T ′−1S(x)L(a⊗ b))
= e(x)s ◦ χpi ◦ L(a⊗ b)
= e(x)χ#(Ψ¯ (a), Ψ¯ (b))
where the third equality is from Corollary 8, and the fourth equality is due to the fact that χpi is ρ-invariant.
Lemma 36. Let φ be the Shapovalov form on the Verma module M of highest weight Tv−1 and Ψ the cycle in Lemma 35. Then
s ◦ φpi ◦ L = φ ◦ Ψ ⊗ Ψ .
In other words φ] = φ.
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Proof. Let w be a fixed highest weight vector of M of highest weight Tv−1 such that Ψ (m) = w with m a lowest weight
vector inMpi . Recall φ#(Ψ (a),Ψ (b)) = s◦φpi ◦ L(a⊗b) for a, b ∈ Mpi and that the argument above shows φ# is ρ-invariant.
Observe now
φ#(w,w) = φ#(Ψ (m),Ψ (m)) = s ◦ φpi ◦ L(m⊗m)
= s ◦ φpi (m,m) asm is a lowest weight vector
= φ(Ψ (m),Ψ (m)) = φ(w,w) by (39).
Since φ# and φ agree on the generatorw = Ψ (m) ofM , the ρ-invariance property proves that they agree everywhere. 
If φ is a ρ-invariant form onF ×E , whereF and E are two finite dimensionalU-modules in the categoryC ′ we define in
a similar manner the ρ-invariant form φ] onF ×E given by ι(φ])(T ′′1 (a)⊗ T ′′1 (b)) := ι(φ)◦ L(a⊗b). IfF = E is irreducible
with a highest weight vector u(m), then
ι(φ])(u(m) ⊗ u(m)) = ι(φ])(T ′′1 (u(m)m )⊗ T ′′1 (u(m)m ))
= ι(φ)(u(m)m ⊗ u(m)m ) = ι(φ)(u(m) ⊗ u(m)). (67)
The second equality comes from the definition of L and last equality is due to (33). Thus φ] = φ. This implies that if
F = ⊕i Fni with ni distinct and E = ⊕j Fmj with mj distinct nonnegative integers, then φ =
∑
i,j,ni=mj φi where φi is a
ρ-invariant nondegenerate form on Fni and zero on the other summands Fnk , k 6= i, and we still have φ] = φ.
For four finite dimensional X-admissible U-modules E , F ,M andN and invariant form φ onM × N we can define for
each U-module homomorphism β : E ⊗ F ρ1 → U the induced form φβ by the formula, for e ∈ E, f ∈ F ,m ∈M, n ∈ N ,
φβ(m⊗ e, n⊗ f ) = φ(m, ρ1(β(e⊗ f ))n). (68)
This is similar to the definition (5).
Lemma 37. For m, n, σ , l and r non-negative integers with 0 ≤ σ ≤ n and |m− n| ≤ 2r ≤ m+ n, one has
v
2n+n2−(2m+m2)
4 +n−2 σ+r(r+1)
n−σ∑
k=0
(−1)kv− k(k+2l+3)2 (v − v−1)k
×
[
r − k
l
] [r + k]![σ + k](k)
[k]!
[
n
σ + k
][ m n 2r
m− n
2
+ σ n− k− σ r − k
]
= (−1)m+n2 +r
n−σ∑
k=0
v
k(3+k−2l+4σ−2n+2r)
2 (v − v−1)k
×
[
r − k
l− k
] [r + k]![σ + k](k)
[k]!
[
n
σ + k
][ m n 2r
m+ n
2
− σ σ + k r + k
]
. (69)
Proof. The result follows from a rather tedious calculation using φ = ( , ), the normalized nondegenerate form on Fa, and
Corollary 33. 
8.2
In this section we suppose Fm and Fn are the X-admissible finite dimensional U-modules given in Lemma 18. For any
homomorphism β :R Fm⊗R F ρ1n → RF(U)which has the form
β =
∑
m,n,k
rm,nk β
m,n
2k (70)
where rm,nk ∈ R, observe that s ◦ β has the same form.
Theorem 38. Let M be the Verma module of highest weight Tv−1 (so that λ = 0) and assume that β :R Fm⊗R F ρ1n → RF(U)
has the form (70). If φ is a RU-invariant pairing on M satisfying s ◦ φpi ◦ L = φ ◦ (Ψ ⊗ Ψ ), then
χ
]
β,φ = χsβ,φ . (71)
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Proof. Since χ ]β,φ is R-linear in β we can reduce to the case that β = aβm,n2r for some a ∈ R. Let us choose basis {F (−k)m0,1|
k ∈ N}, {u(m)i | 0 ≤ i ≤ m}, {u(n)i | 0 ≤ i ≤ n}, respectively for M = N , Fm and Fn, where m0,1 is a lowest weight vector of
weight Tv that generatesMpi , and u(m) and u(n) are highest weight vectors of weights vm and vn.
Now the elementm0,1⊗ u(m) generates (M⊗Fm)sT
′−1
pi (see Lemma 27), so we can reduce the proof of the identity further
to showing that
χ
]
β,φ(Ψ¯ (m0,1 ⊗ u(m)), Ψ¯ (F (−k)ζ ⊗ u(n)i )) = χsβ,φ(Ψ¯ (m0,1 ⊗ u(m)), Ψ¯ (F (−k)ζ ⊗ u(n)i )) (72)
for all k ∈ N and 0 ≤ j ≤ n. Indeed since both sides are invariant, if w ∈ (M ⊗ Fm)sT
′−1
pi , then there exists u ∈ RU such that
w = uΨ¯ (m0,1 ⊗ u(m)) and hence
χ
]
β,φ(w, Ψ¯ (F
(−k)m0,1 ⊗ u(n)j )) = χ ]β,φ(uΨ¯ (m0,1 ⊗ u(m)), F (−k)m0,1 ⊗ u(n)j )
= χ ]β,φ(Ψ¯ (m0,1 ⊗ u(m)), ρ(u)Ψ¯ (F (−k)m0,1 ⊗ u(n)j ))
= χsβ,φ(Ψ¯ (m0,1 ⊗ u(m)), ρ(u)Ψ¯ (F (−k)m0,1 ⊗ u(n)j ))
= χsβ,φ(uΨ¯ (m0,1 ⊗ u(m)), Ψ¯ (F (−k)m0,1 ⊗ u(n)j ))
= χsβ,φ(w, Ψ¯ (F (−k)m0,1 ⊗ u(n)j )).
Here the third equality would be true as ρ(u)Ψ¯ (F (−k)m0,1⊗u(n)j ) is a linear combination of other Ψ¯ (F (−l)m0,1⊗u(n)s ). Recall
thatK is the field of fractions of R. By [4,3, Lemma 4.2], to prove (72), we need to show
Kχ
]
β,φ(Ψ¯ (m0,1 ⊗ u(m)), Ψ¯ (F (−k)m0,1 ⊗ u(n)i )) = Kχsβ,φ(Ψ¯ (m0,1 ⊗ u(m)), Ψ¯ (F (−k)m0,1 ⊗ u(n)i )). (73)
Now KMpi ⊗ En is a direct sum of lowest weight irreducible Verma modules with lowest weight vectormr ′,r ′+1 of weight
Tvr
′+1, where  = ±1 and r ′ = n − 2p, 0 ≤ p ≤ n. From this fact we get that F (−k)m0,1 ⊗ u(n)j is aK-linear combination
of E(i)mr ′,r ′+1. Hence we need to show
Kχ
]
β,φ(Ψ¯ (m0,1 ⊗ u(m)), Ψ¯ (E(i)mr ′,r ′+1)) = Kχsβ,φ(Ψ¯ (m0,1 ⊗ u(m)), Ψ¯ (E(i)mr ′,r ′+1))
for all r ′,  and i with r ′ + 2i = m. Using the invariance of the two forms and the fact that m0,1 is a lowest weight vector,
proving the above identity is equivalent to verifying
Kχ
]
β,φ(Ψ¯ (m0,1 ⊗ u(m)i ), Ψ¯ (mr ′,r ′+1)) = Kχsβ,φ(Ψ¯ (m0,1 ⊗ u(m)i ),Ψ (mr ′,r ′+1)).
Recall the definition of σ(, n, p) and a,n,p(k) from (57). Then
χ
]
β,φ(Ψ¯ (m0,1 ⊗ u(m)i ), Ψ¯ (mr ′,r ′+1)) = s ◦ χβ,φpi ◦ L(m0,1 ⊗ u(m)i ,mr ′,r ′+1)
=
∑
q
(−1)qv− q(q−1)2 {q}s ◦ χβ,φpi (F (q)(m0,1 ⊗ u(m)i ), E(q) ∗ (mr ′,r ′+1))
= s ◦ χβ,φpi (m0,1 ⊗ u(m)i ,L(mr ′,r ′+1))
= s ◦ χβ,φpi (m0,1 ⊗ u(m)i ,mr ′,r ′+1)
= s ◦ φpi (m0,1,
∑
k
a,n,p(k)()ρ1(β(u
(m)
i ⊗ u(n)k+σ ))F (−k)m0,1)
= φ(Ψ (L−1m0,1),Ψ (
∑
k
a,n,p(k)ρ1(β(u
(m)
i ⊗ u(n)k+σ ))F (−k)m0,1))
= φ
(
Ψ (m0,1),Ψ
(∑
k
a,n,p(k)ρ1(β(u
(m)
i ⊗ u(n)k+σ ))F (−k)m0,1
))
.
The seventh equality is due to the fact that L−1m0,1 = m0,1. We may assume that σ − i + m−n2 = 0, as distinct root
spaces are orthogonal. On the other hand
χsβ,φ(Ψ¯ (m0,1 ⊗ u(m)i ), Ψ¯ (mr,r+1)) = v−2(n−σ)(σ+1)
n−σ∑
s=0
vs(1−(n−2p))a,n,p(k)
×φ
(
Ψ (m0,1),Ψ
((
ρ1 ◦ T ′−1 ◦ β
) (
T ′′1 (u
(m)
i )⊗ T ′′1 (u(n)σ+k
))
F (−k)m0,1)
)
.
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Weused the reduction to sβ = β and the fact that ρ1◦T ′−1 = T ′−1◦ρ1. Consequently the two sides of (71) are equal provided
n−σ∑
k=0
a,n,p(k)ρ1(β(u
(m)
i ⊗ u(n)k+σ ))F (−k)m0,1 = v−2(n−σ)(σ+1)
n−σ∑
k=0
vs(1−(n−2p))a,n,p(k)
× (ρ1 ◦ T ′−1 ◦ β) (T ′′1 (u(m)i )⊗ T ′′1 (u(n)σ+k)) F (−k)m0,1. (74)
We will now expand out the two sides and eventually show that they are equal. We begin with a calculation for the
left-hand side.
ρ1
(
β
m,n
2r (u
(m)
i ⊗ u(n)k+σ )
)
F (−k)m0,1 = (−1)σvk(2k+2i−m)+(m−i)n− (m+n)
2
4 +(2i−1−m)σ+r(1+2r)
[m
i
] [ n
k+ σ
]
×‖u(2r)‖−2
[
m n 2r
i n− k− σ r − k
] [r − k]![r + k]!
[2r]! T
2k
[
T ; r
r
] [ r
k
]
m0,1.
This implies
∑
k
a,n,pρ1(β(u
(m)
i ⊗ u(n)k+σ ))F (−k)m0,1 = (−1)σ
v(2i−1−m)σ+r(1+2r)+(m−i)n−
(m+n)2
4
‖u(2r)‖2
[m
i
]
[T ; r](r)
×
min{n−σ ,r}∑
k=0
(−1)kv−k
[
n
k+ σ
] [σ + k](k)
[T ; k](k)
[r + k]!
[k]![2r]!
[
m n 2r
i n− k− σ r − k
]
T km0,1
by Lemma 28 and Proposition 31. The right-hand side is
v−2(n−σ)(σ+1)
n−σ∑
k=0
(−1)k v
k(1−n+2σ)[σ + k](k)
T k[T , k](k)
(
ρ1 ◦ T ′−1 ◦ β
) (
T ′′1 (u
(m)
i )⊗ T ′′1 (u(n)σ+k)
)
F (−k)m0,1
×
k+r∑
l=0
(−1)r−lvl(r−k+1)
[
T ; k
l
] [
T ; r + k− l
r + k− l
] [
r + k− l
r
]
m0,1
= (−1)m−i+r v
i(i−1)+m−2 n+mn+σ(σ+2−m−n)+r2− (m+n)24
‖u(2r)‖2
[m
i
]
[T ; r](r)
×
∑
k
(−1)k [σ + k](k)v
k(1+2 i−m)
T k[T ; k](k)
[
n
σ + k
] [r + k]!
[k]![2r]!
[
m n 2r
m− i σ + k r + k
]
m0,1
which follows from the Chu–Vandermonde formula, Lemma 4.
Thus to prove they are equal we need for 2σ − 2i+m− n = 0 and |m− n| ≤ 2r ≤ m+ n, that
v(2σ−n−1)σ+r(1+r)+(
m+n
2 −σ)n
n−σ∑
k=0
(−1)kv−k [σ + k](k)[r]!
[
n
σ + k
] [ r
k
] [r − k]![r + k]!
[2r]!
×
[
m n 2r
m− n
2
+ σ n− k− σ r − k
]
[T ; r](r−k)T k
= (−1)m+n2 +r
min{r,n−σ }∑
k=0
(−1)kvk(1+2σ−n) [σ + k](k)[r]!
[
n
σ + k
] [ r
k
] [r − k]![r + k]!
[2r]!
×
[
m n 2r
m+ n
2
− σ σ + k r + k
]
[T ; r](r−k)T−k.
In order to prove that these are equal we need to expand in powers of T and then show that the coefficients are equal:
v
2 n+n2−(2m+m2)
4 +n−2σ+ 3r(r+1)2
∑
l≥0
(−1)lv−l(r+1)
n−σ∑
k=0
(−1)k [r + k]![n− σ − k]![k]!
[
m n 2r
m− n
2
+ σ n− k− σ r − k
]
× v
− k(k+2l+3)2
(v − v−1)r−k
[
r − k
l
]
T r−2l
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= (−1)m+n2 +rv r(r+1)2
∑
l≥0
(−1)lv−l(r+1)
n−σ∑
k=0
v
k(3+k−2l+4σ−2n+2r)
2
(v − v−1)r−k
[r + k]!
[n− σ − k]![k]!
×
[
m n 2r
m+ n
2
− σ σ + k r + k
][
r − k
l− k
]
T r−2l.
This reduces to the following identity between Clebsch–Gordan coefficients that must hold for all m, n with m + n even,
0 ≤ l ≤ r , |m− n| ≤ 2r ≤ m+ n, 0 ≤ σ ≤ n:
v
2n+n2−(2m+m2)
4 +n−2 σ+r(r+1)
n−σ∑
k=0
(−1)kv− k(k+2l+3)2 (v − v−1)k [σ + k](k)[r + k]![k]!
×
[
n
σ + k
] [
r − k
l
][ m n 2r
m− n
2
+ σ n− k− σ r − k
]
= (−1)m+n2 +r
n−σ∑
k=0
v
k(3+k−2l+4σ−2n+2r)
2 (v − v−1)k [σ + k](k)[r + k]![k]!
×
[
n
σ + k
] [
r − k
l− k
][ m n 2r
m+ n
2
− σ σ + k r + k
]
. (75)
The above identity follows from Lemma 37. 
8.3
Let us return to the setting of section one. Fix a finite dimensional X-admissible U-moduleF with highest weight vn and
letM be the Verma module of highest weight Tv−1. We recall from [4, Section 2] the modules P(m+ λ) := Pm+λ defined as
follows: Let Io denote the ideal in R generated by [T ; 0] and let Ro := R/Io.
Lemma 39 ([4], Lemma 2.4). Assume that the elements [T ; r], r ∈ Z∗, are units in R. Suppose λ ∈ X with 〈i, λ〉 ∈ N∗. Set
M =RMm+λ and Ms=RMm+sλ. Then there exists a nonsplit extension P =R Pm+λ with short exact sequences;
0→ M → P → Ms → 0,
0→ M +Ms → P→R◦ Mm+sλ → 0.
Moreover P is a free R-module with basis {[T ; 0]wλ,j : j ∈ Iλ}∪{aj : j ∈ Isλ}. The action of RU is given on thewλ,j by the identities
in (51)–(53) and the action on the aj is given as follows:
Kµaj = T v〈µ,sλ−ρ−lj i′〉aj , Fiaj = aj−2 (76)
Eiaj = [lj][T ;−kj]aj+2 + [kj − lj][T ; 0]wλ,j+2. (77)
(See Lemma 26 for notation.)
Then we have the decomposition M⊗R F = ∑i P(m + i) where the sum is over the non-negative weights of F and by
convention we set P(m) = M(m) due to the fact that the Verma module M(m) and the modules P(m + i) are projective
modules in the classical setting. Set Pi = P(m+ i) and following the notation of [3, 3.6] let Zi equal the set of integers with
the opposite parity to i. For j ∈ Zι, set z ij = wλ,j + w−λ,j. Then for i ∈ N∗, the set {[T ; 0]wλ,j : j ∈ Zi} ∪ {z ij : j ∈ Zι} is an
R basis for the localization Pi,F . Also the action of RU is given by the formulas in Lemma 26 as well as the formulas: for all
indices j ∈ Zλ,
Kµz ij = T v〈µ,sλ−ρ−lji
′〉z ij ,
Fz ij = z ij−2,
Ezj = [lj][T ;−kj]z ij+2 + [kj − lj][T ; 0]wλ,j+2.
Fix a positive weight vr of F and let P = Pr . Set L equal to the m − r-th weight space of P . Then L is a free rank two
R-module with basis {zr−r−1, [T ; 0]wr,−r−1}. Define an s-linear map Γ on L and constants a±r by the formula:
Γ ([T ; 0]wr,−r−1) = Ψ¯ ([T ; 0]wr,r+1) = ar [T ; 0]w−r,−r−1. (78)
This s-linear map Γ is the mechanism by which we analyze the symmetries which arise through the exchange of
L∩ ([T ; 0] ·M(m+ r)) and L∩ ([T ; 0] ·M(m− r)). This is a fundamental calculation for all of which follows. Set Γ = [r]! Γ .
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Lemma 40. Let  = ±1. For a, b ∈ L ∩M(m+ r), we have:
χ ](Γ a,Γ b) = 1
T r [r]![T−; r](r) sχ(a, b) and χ
](Γ a,Γ b) = u sχ(a, b),
where u is a unit and u ≡ 1 mod (T − 1).
Proof. Using the defining identity for localization [4, 4.3.2], we obtain, for any invariant form χ on P and  = ±1,
a2r χ
]([T ; 0]w−r,−r−1, [T ; 0]w−r,−r−1) = χ ](Γ [T ; 0]wr,−r−1,Γ [T ; 0]wr,−r−1)
= sχF ([T ; 0]wr,r+1, [T ; 0]wr,r+1)
= 1
T r [r]![T−; r](r) sχ([T ; 0]wr,−r−1, [T ; 0]wr,−r−1).
This implies the lemma. 
8.4
Now we turn to the delicate calculation of the constant a±r .
Lemma 41. We may choose a basis for Pr satisfying the relations in (26) and (77), dependent only on the cycle Ψ¯ , and such that
the constants a±r are uniquely determined by the three relations:
a−r = s ar , a2r =
1
[r]![T−1; r](r) and ar ≡
(−1)r+1
[r]! mod T − 1.
Corollary 42. For  = ±1, Γ ([T ; 0]wr,−r−1] = br,[T ; 0]w−r,−r−1 , where br, is the unit determined by conditions:
b2r, =
[r]!
[T−; r](r) and br, ≡ −1− α(r)(T − 1) mod (T − 1)
2
where α(r) = r2 − {1}−1
∑r
s=1
vs
[s] (see (16)). Moreover Γ induces a k(v)-linear map on L/ (T − 1) · L given by the matrix(
1 −α(r){1}
0 1
)
. (79)
Moreover, if x ∈ M(m+ r) and [T ; 0] · x is an R-basis vector for L ∩ M(m+ r), then {[T ; 0] · x, x + Γ x} is an R-basis
for L and x + Γ x generates the RU-submodule Pr .
Proof. The first identity is a direct consequence of the lemma. As for the second set z = zr−r−1 and w± = w±r,−r−1 and
let pi denote the projection pi : L→ L/ (T − 1) · L. Then L has R-basis {[T ; 0]w+, z} and since z = w+ + w−, we obtain
pi([T ; 0]w+) = −pi([T ; 0]w−). So Γ ([T ; 0]w+) = br,1[T ; 0]w− ≡ −br,1[T ; 0]w+ ≡ [T ; 0]w+ mod (T − 1) · L. This gives
the first column in the matrix.
From the s-linearity of Γ and the congruence for the unit br, we obtain:
Γ z = −br,1w− − br,−1w+ ≡ z + α(r)((T − 1)w− − (T − 1)w+)
≡ z − 2α(r)(T − 1)w+ ≡ z − α(r){1}[T ; 0]w+ mod (T − 1) · L.
To prove the identity for α(r) just solve b2r, = [r]![T− ;r](r) using (16). Finally a short calculation shows that the transition
matrix from the basis {z, [T ; 0]w} to {w + Γw, [T ; 0]w} is(
1+ [T ; 0]u 0
−u 1
)
(80)
where u is the unit
(−br, − 1)/[T ; 0] ≡  α(r)T (v − v
−1)
1+ T ≡

2
α(r){1} mod (T − 1).
If [T ; 0] · x is a basis vector of L ∩ M(m + r) then x = uw for some unit u and the transition matrix takes the form as in
(80), with the unit u replaced by the element of R equal to (−(su)br, − u)/[T ; 0]. The determinant of this matrix is a unit
which implies we have a basis. This completes the proof of the corollary. 
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Proof. We begin with any basis satisfying Lemma 26 and (77) and let a±r be given by (78). Since the vector zrr+1 projects
to a cyclic vector of its generalized eigenspace in Mpi ⊗R F , we find that Ψ (zrr+1) = −arw−r,−r−1 − a−rwr,−r−1 is a cyclic
vector of P . Thus both a±r are units and ar ≡ a−r mod T − 1. Any automorphism κ is given by multiples of the identity
β · 1 on M(m + r) and γ · 1 on M(m − r) with both β and γ units and β ≡ γ mod T − 1. Set w = wr,−r−1. Then
Γ (κw+) = Γ (βw+) = sβΓ (w+) = − sβγ arκw− and similarly, Γ (κw−) = − sγβ a−rκw+. From the preceding remark
sar
a−r ≡ 1 mod T − 1 and so we set sγ equal to the square root of this quotient which is also congruent to 1 mod T − 1. Put
β = 1. If κ is the automorphism of P corresponding to this choice of β and γ , then applying κ to the original basis of P gives
a basis for which the constants a±r satisfy the first identity of the lemma a−r = s ar .
Fix a form φM on M with φM = φ]M and let φF be an invariant form on F . Set φ = φM ⊗ φF . Using the invariance
(Proposition 16) for φpi we now check that φ = φ]. As in the proof of Theorem 38 we need only check on certain basis
vectors:
φ](Ψ¯ (m0,1 ⊗ u(n)), Ψ¯ (F (−i)m0,1 ⊗ u(n)i )) = sφpi ◦ L(m0,1 ⊗ u(n) ⊗ F (−i)m0,1 ⊗ u(n)i )
=
∑
p
v−p(p−1)/2{p}
∑
p=r ′+r ′′
vp−r
′r ′′s[φM,pi (m0,1, F (r ′)F (−i)m0,1)φF (u(n)p , K−r
′
F (r
′′)u(n)i )] by [4, Theorem 5.1]
= v2 i2−i n
∑
p
v
−p(p−3)
2 +p(i−n)+p2{p}
[
p
p− i
] [
n
p
]
T−i
[
T−1; i
i
]
s[φM,pi (m0,1,m0,1)] by Lemma 25 and (33)
= v2 i2−i n
∑
p
v
p(p+3)
2 +p(i−n){p}
[
n− i
p− i
]
T−i
[n
i
] [T−1; i
i
]
φM(Ψ (m0,1),Ψ (m0,1)).
On the other hand
φ(Ψ¯ (m0,1 ⊗ u(n)), Ψ¯ (F (−i)m0,1 ⊗ u(n)i )) = v
i(i−1)
2 +i2+2n{i}T−i
[n
i
] [T−1; i
i
]
φM(Ψ (m0,1),Ψ (m0,1))φF (u(n), u(n)).
Now if we use Corollary 30 with p = 0 and replace k by p and s by iwe get
vi(1−r)−2n{i} =
n∑
p=i
(−1)p+ivp(r−2p−1)+ (p−i)(3p+i−1)2 {p}
[
n− i
p− i
]
.
Using the automorphism of k(v) induced by v 7→ v−1 we get
v2n−i(1−r){i} = v i2−i2
n∑
p=i
v
p2+3p
2 +p (i−r){p}
[
n− i
p− i
]
.
Taking r = n then
v2i
2−i n∑
p
v
p(p+3)
2 +p(i−n){p}
[
n− i
p− i
]
= v2n+i2+ i2−i2 {i}.
This completes the proof that φ = φ].
Now from (78),
a2r φ
](w−r,−r−1, w−r,−r−1) = sφpi (wr,r+1, wr,r+1)
= 1[r]!T r [T−; r](r) sφ(wr,−r−1, wr,−r−1).
Using this identity twice with φ = φ] we obtain:
a4r = (ar sa−r)2 =
(
1
[r]![T−1; r](r−1)
)2
. (81)
This gives the second identity of Lemma 41 up to a sign. The correct sign is implied by the third identity which we now
prove. 
8.5
To verify the correct choice of sign for the third identity we shall need some preliminary lemmas. Let M ′ denote the
span of all the weight subspaces of M other than the highest weight space. Let δ denote the projection of M⊗R F onto
w0,−1 ⊗ F with kernel M ′⊗R F . Define constants c± by the relations: δ(wr,r−1) ≡ c+w0,−1 ⊗ u(n)k mod M ′⊗R F and
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δ(w−r,−r−1) ≡ c−w0,−1 ⊗ u(n)l mod M ′⊗R F where n − 2p − 1 = r − 1 and n − 2l − 1 = −r − 1. For any integer t set
zt = w0,−1 ⊗ u(n)t . In a similar fashion define the projection δ∨ of MF ⊗R F onto w0,1⊗R F with kernel M∨⊗R F and M∨
equal to the span of all weight subspaces inMF for weights other thanm+ 1.
Lemma 43. For r a non-negative integer
δ∨(wr,r+1) = c+ v
(n−k)(k+1)[T−1; 2k− n− 1](p)
[T−1; p](p) w0,1 ⊗ u
(n)
p , (82)
− c−[l]! ≡
c+
[p]! mod T − 1,
and δ(Ψ¯wr,r+1) ≡ c− (−1)
r+1v2l(l−r+1)
[r]! zl mod (T − 1) · Pr .
Proof. Let F be an U-module that is X-admissible and finite dimensional, then we have the expansion (see [4, 3.9.1])
F−s ⊗ a⊗ e 7→
∑
j∈N
(−1)j
[
j+ s− 1
s− 1
]
i
v−j(j+s)F−j−sa⊗ F jK j+se. (83)
Recall from Lemma 28
wr,r−1 = c+
∑
0≤j≤p
[n− p+ j](j)v−j2
T−j[T−1; j](j) F
(j)w0,−1 ⊗ u(n)p−j (84)
for r = n− 2p. Then
F−1wr,r−1 = c+
p∑
j=0
v−j
2+(j+1)(n−2p+2j) [n− p+ j](j)
T−j[T−1; j](j)[j]![p− j]!
×
(∑
l∈N
(−1)lv−l(l+1)[p− j+ l]!F j−l−1w0,−1 ⊗ u(n)p−j+l
)
.
Set u = w0,1 ⊗ u(n)p .
δ∨(F−1wr,r−1) = c+v
(n−p)(p+1)
[T−1; p](p) [T
−1; 2p− n− 1](p) · u.
Here we have used the binomial identity given in Lemma 3. This implies
wr,r+1 = F−1wr,r−1 = c+v
(n−p)(p+1)
[T−1; p](p) [T
−1; 2p− n− 1](p)mr,r+1.
Thus by (60)
Ψ¯ (wr,r+1) = (−1)n−p sc+v
−(n−p)(p+1)
[T ; p](p) [T ; 2p− n− 1](p)
n−p∑
s=0
vs(1−r)+(n−p−s)(p+s+1)[p+ s](s)
T−s[T−1, s](s) F
(s)w0,−1 ⊗ u(n)n−p−s
= (−1)n−p sc+[T ; p](p) [T ; 2p− n− 1](p)
n−p∑
s=0
v−s2 [p+ s](s)
T−s[T−1, s](s) F
(s)w0,−1 ⊗ u(n)n−p−s
= (−1)n−p sc+[T ; p](p) [T ; 2p− n− 1](p)w−r,−r−1.
In Pr we know from the basis that F rwr,r−1 ≡ −w−r,−r−1 mod (T − 1) · Pr . Since the action of F commutes with δ, we
obtain: [p]! c− ≡ −[l]! c+ mod T − 1. For the last identity of the lemma apply δ to the equation above. We get
δ(Ψ¯wr,r+1) ≡ (−1)r+1c− 1[r]! zl.
Here we use r + p = l = n− p and [T ; r] ≡ [r] mod (T − 1). 
We now return to the proof of the congruence. Since Ψ (wr,r−1) = −arw−r,−r−1 we can calculate the constant ar as the
ratio of δ(Ψ (wr,r+1)) and δ(w−r,−r−1). From (43) we find the ratio is congruent to (−1)
r+1
[r]! mod T − 1. This completes the
proof of Lemma 41.
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8.6
Recall from Section 3 the category RCi and note that any module N in the category is the direct sum of generalized
eigenspaces for the Casimir element [13] in the sense that N = ∑N (±r) where the sum is over N and N (±r) contains all
highest weight vectors in N with weightsm+ r−1 andm− r−1. Note that the N (±) need not be generated by their highest
weight vectors. The decomposition in Section 8.3, M⊗R F ≡ ∑ Pi where the sum is over the non-negative weights of RF
is such a decomposition. In this case (M⊗R F )(±i) = Pi. The Casimir elementΩ0 of RU by
Ω0 = FE + vK − 2+ v
−1K−1
(v − v−1)2 .
Let N (r) (resp. N (−r)) denote the submodule of N where the Casimir element acts by the scaler
c(λ) = v
r−1T − 2+ v−r+1T−1
(v − v−1)2 resp. c(sλ) =
v−r+1T − 2+ vr−1T−1
(v − v−1)2 .
8.7
We now turn to the general case where F is a finite dimensional U-module but not necessarily irreducible. We extend
the definition of the s-linear maps Γ and Γ defined in (78) as follows. DecomposeM⊗R F into generalized eigenspaces for
the Casimir (M⊗R F )(±r) and letLr denote them− r−1weight subspace of (M⊗R F )(±r). Then setL =∑Lr . Decompose
F = ∑Fnj into irreducible RU modules. Then M⊗R F = ∑M⊗R Fnj and so we obtain s-linear extensions also denoted
Γ and Γ from L ∩ (M⊗R Fj) to all of L. Set (M⊗R F )(+) := ⊕r∈N∗ M⊗R F (r)
Proposition 44. Suppose φ is any invariant form on M⊗R F with φ = ±φ]. Let {wj, j ∈ J} be an R-basis for the highest
weight space of (M⊗R F )(0) and {ui, i ∈ I} a basis of weight vectors for the E-invariant weight spaces of weight m + t for
t < −1. Set Mj equal to the RU-module generated by wj and Ql the RU-module generated by (T − 1)−1(ul + Γ (ul)). Then
M⊗R F = ∑jMj ⊕∑l Ql where each Mj ∼= M(m) and if ul has weight m − t, then Ql ∼= P(m + t). Moreover, if the basis
vectorswj and ul are φ-orthogonal then the sum is an orthogonal sum of RU-modules.
Proof. Since M⊗R F = ∑M⊗R Fj we may apply Corollary 42 to each summand to obtain an R-basis of weight vectors
{[T , 0] · xi} for L ∩ (M⊗R F )(+) for which {[T , 0] · xi, xi + Γ xi} is a basis for L and the RU-module generated by L is the
direct sum of the submodules generated by the vectors xi+Γ xi. If xi has weightm+ ti− 1 then RU · (xi+Γ xi) ∼= P(m+ ti)
and the intersection of this module with L has R-basis {[T ; 0] · xi, xi + Γ xi}.
Now let A denote the transitionmatrix from the basis {[T ; 0]·ui, i ∈ I} to the basis {[T ; 0]·xi, i ∈ I}. Then the determinant
of A is a unit of R. The block matrix(
sA 0
B A
)
, for [T ; 0] · B = A− sA (85)
is the transition matrix from {ui + Γ ui, [T ; 0] · ui} to {xi + Γ xi, [T ; 0] · xi}. The determinant is a unit and so the former set
is a basis of L. From this we concludeM⊗R F =∑jMj ⊕∑i Qi and each L ∩ Qi has R-basis {ui + Γ ui, [T ; 0] · ui}. So if the
basis vectors wj and ui are φ-orthogonal then the sum L = ∑j L ∩ Mj ⊕∑i L ∩ Qi is an orthogonal sum. It follows that
M⊗R F =∑jMj ⊕∑i Qi is an orthogonal sum. 
8.8. Diagonalizing forms
Fix a non-zero form φ on A, a free R-module of rank n. Choose an integer d1 with φ(A, A) = Rpid1 and choose vectors a1
and a′1 with φ(a1, a
′
1) = pid1 .
Lemma 45. Suppose the form φ is not zero. Set A1 = {a ∈ A|φ(a, a′1) = 0} and A′1 = {a ∈ A|φ(a1, a) = 0}. Then we have
direct sum decompositions
Ra1 ⊕ A1 ∼= A ∼= Ra′1 ⊕ A′1.
Moreover if φ is symmetric we may choose a unit of R, u1 with u1a1 = a′1.
Proof. For a ∈ A define
P(x) = x− φ(x, a
′
1)
φ(a1, a′1)
a1,
P ′(x) = x− φ(a1, x)
φ(a1, a′1)
a′1.
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Then P (resp. P ′) is the projection of A onto A1 (resp. A′1). We have
x = P(x)+ φ(x, a
′
1)
φ(a1, a′1)
a1, x = P ′(x)+ φ(a1, x)
φ(a1, a′1)
a′1.
Since a1 6∈ A and a′1 6∈ A′, these are the desired decompositions. Now suppose thatφ is symmetric. Consider the line between
a1 and a′1, bt = ta1 + (1− t)a′1. Then φ(bt , bt) = t2φ(a1, a1)+ 2t(1− t)φ(a1, a′1)+ (1− t)2φ(a′1, a′1). Since t2, 2t(1− t),
and (1− t)2 are linearly independent if we are not in characteristic two we can find an open set of t in the base field so that
we have equality of ideals Rφ(bt , bt) = φ(A, A). Alternatively first suppose φ(a1, a1) = u2pid1 with u2 a unit. Then we have
φ(a1, u−12 a1) = pid1 and we have proved the remaining statement. Similarly φ(a′1, a′1) = u′2pid1 with u′2 a unit leads to the
same conclusion. Lastly we suppose φ(a1, a1) = u2pid2 and φ(a′1, a′1) = u′2pid′2 with d2, d′2 > d1. Then
φ(bt , bt) = t2φ(a1, a1)+ 2t(1− t)φ(a1, a′1)+ (1− t)2φ(a′1, a′1)
= (2t(1− t)+ t2u2pid2−d1 + (1− t)2u′2pid
′
2−d1)pid1
= utpid1
where ut is a unit for t 6= 0, 1.
From this we find a unit u1 ∈ R such that φ(bt , u1bt) = u1φ(bt , bt) = pid1 . 
Directly as a corollary to this lemma we have
Corollary 46. There exist integers m ≤ n and di, 1 ≤ i ≤ m and two bases for A, {ai|1 ≤ i ≤ n} and {a′i|1 ≤ i ≤ n} with the
following property
φ(ai, a′j) =
{
δi,jpi
di i ≤ m,
0 m < i ≤ n.
Moreover if φ is symmetric we may choose the bases so that a′i = uiai for some choice of units ui, 1 ≤ i ≤ n.
Proof. If the form is zero then any two bases will suffice. So assume φ is not zero and apply the lemma obtaining vectors
a1, a′1 and submodules A1, A
′
1. Proceed inductively and assume for some t with 1 ≤ t ≤ n− 1 andm′ ≤ m, we have chosen
integers di and vectors {ai} and {a′i}which satisfy the conditions
φ(ai, a′j) = δi,j pidi i ≤ t
φ(ai, a′j) = δi,j pidi i ≤ m′
φ(ai, a′j) = 0, m < i ≤ t.
Also assume that for At = {a ∈ A|φ(a, a′i) = 0, 1 ≤ i ≤ t} and A′t = {a ∈ A|φ(ai, a) = 0, 1 ≤ i ≤ t}, we have direct sum
decompositions∑
1≤i≤t
Rai ⊕ At ∼= A ∼=
∑
1≤i≤t
Ra′i ⊕ A′t .
Now choose at+1 and a′t+1 so that φ(at+1, a
′
t+1) = φ(At , A′t). Then applying the lemma gives the following decomposition:
Rat+1 ⊕ At+1 ∼= At , Ra′t+1 ⊕ A′t+1 ∼= A′t . This completes the inductive step which in turn proves the corollary. 
Corollary 47. Suppose φ is symmetric. There exist integers m ≤ n and di and units ui of R, 1 ≤ i ≤ m and a basis for A, {ai},
such that φ is represented by the diagonal n× n matrix S with entries:
Si,i = ui pidi for i ≤ m, and Si,i = 0 i > m
S = diag(u1pid1 , . . . , umpidm , 0, . . . , 0).
Note that we cannot get rid of the units in the symmetric form case since doing so would require a square root of each
unit ui. These square roots may not lie in the ring R.
Proposition 48. Suppose φ is any invariant symmetric form on M⊗R F with φ = ±φ]. Then M⊗R F admits an orthogonal
decomposition with each summand an indecomposable RU-module and isomorphic to M or some P(m+ t) for t ∈ N∗.
Proof. Since R is a discrete valuation ring wemay choose an orthogonal R-basis for the free R-module L∩(M⊗R F )(+). 
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9. Filtrations
9.1
We continue with the notation of the previous section. LetM be a module in the category CR (see Section 3) and let φ be
a ρ-invariant form onM . DefineM j := {m ∈ M : φ(m,M) ⊂ ((T−1)j)}. Then {M j}j∈N is a filtration ofM by RU-modules. Set
M = M/(T−1)·M and letM = M0 ⊃ M1 ⊃ · · · ⊃ Mr be the induced filtration ofM , withM i = (Mi+(T−1)·M)/(T−1)·M .
This is called the Jantzen filtration,M i, ofM relative to the form φ. Jantzen formulated a conjecture, now proven, relating the
Jantzen filtration on a Verma of highest weight wλ with the Jantzen filtration on a Verma module of highest weight wsαλ
where sα is a simple reflection andwsα > w (see [2,14]).
In particular let φ be an invariant form onM⊗R F =∑i Pi. Now φ induces a filtration onM⊗R F by
(M⊗R F )i = {v ∈ M⊗R F |φ(v,M⊗R F ) ⊂ (T − 1)i · R}. (86)
9.2
Let notation be as in (8.3) with P = Pr and L equal to them− r − 1 weight subspace of P . Suppose P = A0 ⊃ A1 ⊃ · · · ⊃
At = 0 is a filtration. Then since the U-module P/(T − 1) · P contains only the two proper subspacesM(±r)we can choose
constants a ≥ b ≥ c , so that
P = A0 = · · · = Aa
∪
M(r) ∼= Aa+1 = · · · = Ab
∪
M(−r) ∼= Ab+1 = · · · = Ac
∪
Ac+1 = 0.
(87)
In this case we say that the filtration is of type (a, b, c). When a = b = c we use the convention P = M(0).
Recall from Section 8.3 the bases w±r,−r−1 of the m− r − 1 weight space ofM(±r) and the basis {zr,−r−1 = wr,−r−1 +
w−r,−r−1, [T ; 0]wr,−r−1} of them− r − 1 weight space of P . Fix r and for convenience set
w+ = wr,−r−1, w− = w−r,−r−1, z = w+ + w−. (88)
Let φ± denote the Shapovalov form on the Verma moduleM±r and normalized by the identities
φ+(w+, w+) = 1 φ−(w−, w−) = 1. (89)
Now choose constants b± ∈ Rwith φ|P = b+φ++b−φ−. Then the restriction of φ toL is given by thematrixMwith respect
to the basis {z, [T ; 0]w+}
M =
(
φ(z, z) φ(z, [T ; 0]w+)
φ([T ; 0]w+, z) φ([T ; 0]w+, [T ; 0]w+)
)
=
(
b+ + b− [T ; 0]b+
[T ; 0]b+ [T ; 0]2b+
)
.
Define the order of elements a ∈ K by ord(a) = n if a ∈ R(T − 1)n and a 6∈ R(T − 1)n+1. For a matrix define the order
to be the minimum of the orders of the matrix entries. For any matricesA andB with entries in R, ord(AB) ≥ ordA and if
detA is a unit then ord(AB) = ord(B).
The type of the filtration on P can now be determined easily by the constants b±. The result separates into three cases.
Lemma 49. (a) Suppose ord(b+) = ord(b−) < ord(b++ b−). Then the filtration on P is of type (a, a, a)with a = ord(b+)+ 1.
(b) Suppose ord(b+ + b−) = ord(b+) ≤ ord(b−). Then the filtration on P is of type (ord(b+), ord(b+)+ 1, ord(b−)+ 2).
(c) Suppose ord(b+ + b−) = ord(b−) ≤ ord(b+). Then the filtration on P is of type (ord(b−), ord(b+)+ 1, ord(b+)+ 2).
Proof. Let (a, b, c) designate the type of filtration on P induced by the form φ. DiagonalizeM as follows. Choose invertible
R-valued 2× 2 matricesU and V and integers d1 ≤ d2 so that
UMV =
(
(T − 1)d1
(T − 1)d2
)
= D.
Then ord(M) = ord(D) = d1 and d2 = ord(det(D)) − d1 = ord(det(M)) − ord(M). We conclude a = d1 = ord(M) and
so from the form ofM above we get the formulae for a in the three cases. Similarly c = d2 = ord(det(M))− ord(M) and in
the three cases of the lemma this translates to the formulas in the lemma.
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Nextwedetermine b. Thehighestweight space of P is a free rankoneR-module. So b = ord(φ([T ; 0]wr,r−1, [T ; 0]wr,r−1)).
Then for some unit u ∈ R,
φ([T ; 0]wr,r−1, [T ; 0]wr,r−1) = φ(uErz, [T ; 0]wr,r−1) = φ(uz, F r [T ; 0]wr,r−1)
= φ(uz, [T ; 0]wr,−r−1) = u[T ; 0]b+.
So the form restricted to the highest weight space has order ord(b+) + 1. This proves b = ord(b+) + 1 and completes the
proof of the lemma. 
10. Examples
In this section we will roughly follow the notation in [9]. A pair (Π, ( , )) where Π is a finite set and ( , ) denotes a
symmetric bilinear form on the free abelian group Z[Π]with values in Z is called a Cartan datum if
(α, α) ∈ {2, 4, 6, . . .} for any α ∈ Π; 2 (α, β)
(α, α)
∈ {0,−1,−2, . . .} for any α 6= β ∈ Π . (90)
If P ∈ Q(v) is a rational function then Pα denotes P(vα)where vα = v(α,α)/2.
10.1. Verma modules for the quantum group Uv(sl(3))
Let
Φ = {±α,±β,±(α + β)}
be the root system of sl3(C) with Π = {α, β} a set of simple roots,W the Weyl group, and ( , ) the uniqueW -invariant
form defined on Φ with (γ , γ ) = 2 for all γ ∈ Φ . Let$γ denote a fundamental weight with respect toΠ , γ ∈ Π , and let
the weight lattice ofΦ beΛ =∑γ∈Π Z$γ .
The quantum enveloping algebra Uv(sl3(C)) is defined to be the associative algebra over Q[v, v−1] with generators Eγ ,
Fγ , Kγ and K−1γ , (γ ∈ Π ) subject to the relations
Kγ K−1γ = K−1γ Kγ = 1, Kγ Kν = KνKγ (R1)
Kγ EνK−1γ = v(γ ,ν)Eν, Kγ FνK−1γ = v−(γ ,ν)Fν (R2)
[Eγ , Fν] = δγ ,ν Kγ − K−γ
vγ − v−1γ
(R3)
E2γ Eν − [2]Eγ EνEγ + EνE2γ = 0 for γ 6= ν (R4)
F 2γ Fν − [2]Fγ FνFγ + FνF 2γ = 0 for γ 6= ν
where γ , ν ∈ Π . One also sets ρ = $α + $β = α + β , U = Uv(sl(3)) and let U+ (resp. U−) denote the subalgebra of
U generated by Eν (resp. Fν) with ν ∈ Φ . Moreover let Uv(a) denote the subalgebra generated by Eα, Fα, Kγ with γ ∈ Π .
We will now consider M(−$α) which has two Verma submodules M(−2$β) and M(−2$α − $β) due to the fact that
sβ(−$α + ρ)− ρ = −$α − β = −2$β and sα(−2$β + ρ)− ρ = −2$α −$β .
The subalgebra U− generated by Fγ , γ ∈ Π , has a basis of the form
TαTβ(F (m)α )Tα(F
(n)
β )F
(p)
α = Tα
(
Tβ(F (m)α )F
(n)
β
)
F (p)α
where m, n, p ∈ N and Tα = T ′′1,1, Tβ = T ′′2,1 (in Lusztig’s notation, see [9] and [5, Theorem 8.24]). By [5, 8.16.(6)] TαTβ(Fα)= Fβ , so we get
TαTβ(F (m)α K
m
α ) = F (m)β Kmβ ,
and
Tβ(FαKα) =
(
FαFβ − vFβFα
)
Kβ+α. (91)
On the other hand
ad (Fα)(FβKβ) = (FαFβ − vFβFα)Kα+β .
In the notation of Section 5, we have under the adjoint action on U ,
u(1) = FβKβ , u(1)1 = ad (Fα)(FβKβ) (92)
and ad (F (2)α )(FβKβ) = 0 by [5, Lemma 4.18] so that the set {u(1), u(1)1 } spans a copy of F1 inside U−.
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LetM(λ) denote the Verma module for Uν(sl(3))with highest weight λ ∈ Λ defined by
M(λ) := U
/(∑
ν∈Π
UEν +
∑
ν∈Π
U(Kν − T ν·ν/2v(λ,ν))
)
.
Let 1 denote the image of 1 in the quotientM(λ). Set
M(λ)ν := {m ∈ M(λ) | Kγm = T ν·ν/2v(γ ,λ) for all γ ∈ Π}.
The following is a quantum analog of a result of Shapovalov’s:
Proposition 50 ([9, Proposition 19.1.2]). For any λ ∈ Λ there exists a unique symmetric bilinear form M(λ)×M(λ)→ R such
that
(1) (1, 1) = 1;
(2) (ux, y) = (x, %(u)y) for all x, y ∈ M(λ) and u ∈ U.
Moreover (x, y) = 0 if x ∈ M(λ)ν and y ∈ M(λ)ν′ with ν 6= ν ′ ∈ Λ.
Since the Shapovalov form is %-invariant it must be an induced formwhen restricted to a Uν(a)-summand isomorphic to
Uν(a)1⊗ Fn. Here Fn is any ad-invariant irreducible summand of U. To illustrate what is going on in the paper we use the
copy of F1 given in (92), taking into account that we need to use the fR−1 : Fn ⊗ Uν(a)1→ Uν(a)1⊗ Fn (we will use f as
defined in (36)). More precisely let us determine β : F1 ⊗ F ρ11 → Uv(a) satisfying
(um, u′n) = χβ,φM (fR−1(u⊗m), fR−1(u′ ⊗ n)) (93)
where u, u′ ∈ F1,m, n ∈ M := Uν(a)1 and φM is the Shapovalov form on the Verma Uv(a)-module of highest weight Tv−1
with respect to Kα (T with respect to Kβ ) and is normalized so that φM(1, 1) = 1. Note that the linear map β has a bold font
to distinguish it from the root β . Since
F1 ⊗ F ρ11 ∼= F0 ⊕ F2,
the problem then is to find ri ∈ C[T ]with
β = r0β1,10 + r2β1,12
where
β
1,1
2r (u
(a)) = δ2r,aE(r)α K−rα .
First of all (for 1 the highest weight vector) using (3),
(FβKβ1, FβKβ1) = T 2(1, %(Fβ)Fβ1) = T 2v(1, K−1β EβFβ1) = vT [T ; 0].
Now we use f as (36)
fR
−1(FβKβ ⊗ 1) = f (1,−1)−11⊗ FβKβ
which has as a consequence
(FβKβ1, FβKβ1) = χβ,φM (s ◦Π−1f (FβKβ ⊗ 1), s ◦Π−1f (FβKβ ⊗ 1))
= f (1,−1)−2φM(1, ρ1β(FβKβ ⊗ FβKβ)1).
So by Corollary 32 we get
f (1,−1)−2ρ1β(FβKβ ⊗ FβKβ)1 = f (1,−1)−2
(
r0
[2] +
vr2
[2] [T ,−1]
)
1 = vT [T ; 0]1. (94)
Next by (91)
(adFα(FβKβ)1, adFα(FβKβ)1) = vT [T ; 0] + v2T 3[T ;−1].
On the other hand Corollary 32 gives us
f (−1,−1)−2ρ1
(
r0β
1,1
0 + r2β1,12
)
(adFα(FβKβ)⊗ adFα(FβKβ))1 =
(
vT [T ; 0] + v2T 3[T ;−1]) 1. (95)
Using the Eqs. (94) and (95) we finish the determination of β:
β = f (1,−1)2
(
(T 2(T + T−1)[T ; 0] + vT 5[T ;−1])β1,10 − T 2({1}[T ; 0] + T 3)β1,12
)
.
Here however we have only determined one β for one Uν(a)-summand ofM(−$α). In future we plan to investigate the
other β that appear.
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10.2. Verma modules for Uν(sp(4))
Let
Φ = {±α,±β,±(α + β),±(2α + β)}
be the root system of type B2 withΠ = {α, β} a set of simple roots, α short, β long,W theWeyl group, and ( , ) the unique
W -invariant form defined on Φ with (α, β) = −2, (α, α) = 2 and (β, β) = 4, so that 〈α, βˇ〉 = −1, 〈β, αˇ〉 = −2. Let$γ
denote a fundamental weight with respect toΠ , γ ∈ Π , and let the weight lattice of Φ be Λ = ∑γ∈Π Z$γ . Then qα = q
and qβ = q2.
The quantum enveloping algebra Uv(sp(4)) is defined to be the associative algebra over Q[v, v−1] with generators Eγ ,
Fγ , Kγ and K−1γ , (γ ∈ Π ) subject to the relations (R1)–(R3) but with a different Serre relation:
E3γ Eν − [3]γ E2γ EνEγ + [3]γ Eγ EνE2γ − EνE3γ = 0 for γ 6= ν
F 3γ Fν − [3]γ F 2γ FνFγ + [3]γ Fγ FνF 2γ − FνF 3γ = 0 for γ 6= ν
where γ , ν ∈ Π . U = Uv(sp(4)) and let U+ (resp. U−) denote the subalgebra of U generated by Eν (resp. Fν) with ν ∈ Φ .
Moreover let Uv(a) denote the subalgebra generated by Eα, Fα, Kγ with γ ∈ Π . Let ρ1 : U→ U be the algebra isomorphism
determined by the assignment
ρ1(Eγ ) = −vγ Fγ , ρ1(Fγ ) = −v−1γ Eγ , ρ1(Kγ ) = K−1γ (96)
for all γ ∈ Π . Define also an algebra anti-automorphism % : U→ U by
%(Eγ ) = vγ Kγ Fγ , %(Fγ ) = vγ K−1γ Eγ , %(Kγ ) = Kγ . (97)
These maps are related through the antipode S of U by % = ρ1S.
We will now consider (a Uν(a)-submodule of)M(−$α+$β)which has three Verma submodulesM(−$α+$β − 2β),
M(−$α +$β − 4α − 2β), andM(−$α +$β − 4α − 4β) due to the fact that
sβ(−$α +$β + ρ)− ρ = −$α +$β − 2β,
sα(−$α +$β − 2β + ρ)− ρ = −$α +$β − 4α − 2β,
sβ(−$α +$β − 2β − 4α + ρ)− ρ = −$α +$β − 4α − 4β.
Note that
ad (Fα)(FβKβ) = (FαFβ − v2FβFα)Kα+β and (98)
ad (F (2)α )(FβKβ) =
(
F (2)α Fβ − vFαFβFα + v2FβF (2)α
)
K2α+β . (99)
In the notation of Section 5, we have under the adjoint action on U ,
u(2) = FβKβ , u(2)1 = ad (Fα)(FβKβ), u(2)2 = ad (F (2)α )(FβKβ) (100)
and ad (F (3)α )(FβKβ) = 0 by [5, Lemma 4.18] so that the set {u(2), u(2)1 , u(2)2 } spans a copy of F2 inside U−. Let us determine
β : F2 ⊗ F ρ12 → Uv(a) satisfying
(um, u′n) = χβ,φM (fR−1(u⊗m), fR−1(u′ ⊗ n)) (101)
where u, u′ ∈ F1, m, n ∈ M := Uν(a)1 and φM is the Shapovalov form on the Verma Uv(a)-module of highest weight
v−1T with respect to Kα (v2T with respect to Kβ—this is because ($β , β) = 2 and ($α, α) = 1) and is normalized so that
φM(1, 1) = 1. Since
F2 ⊗ F ρ12 ∼= F0 ⊕ F2 ⊕ F4
the problem then is to find ri ∈ C[T ]with
β = r0β2,20 + r2β2,22 + r4β2,24
where
β
2,2
2r (u
(a)) = δ2r,aE(r)α K−rα .
First of all (for 1 the highest weight vector) using (97),
(FβKβ1, FβKβ1) = v2T 4(1, %(Fβ)Fβ1) = T 4v4(1, K−1β EβFβ1) = v3T 2[T 2; 1]β .
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Next from Corollary 32 (withm = n = 2) we get(
r0β
1,1
0 + r2β2,22 + r4β2,24
)
((ad F (i)α )FβKβ ⊗ (ad F (i)α )FβKβ)
= (−1)iv2i(i−3)
[
2
i
]2 2∑
k=0
r2k
[
T ;−1
k
]
‖u(2k)‖2
[
2k
k
] [2 2 2ki 2− i k
] .
Now we use f as (36)
fR
−1(FβKβ ⊗ 1) = f (2,−1)−11⊗ FβKβ
which has as a consequence
(FβKβ1, FβKβ1) = χβ,φM (s ◦Π−1f (FβKβ ⊗ 1), s ◦Π−1f (FβKβ ⊗ 1))
= f (2,−1)−2φM(1, ρ1β(FβKβ ⊗ FβKβ)1).
From this simple calculation and Corollary 32 we have
f (2,−1)−2ρ1β(FβKβ ⊗ FβKβ)1 = f (2,−1)−2
(
r0
[3] +
v2 r2
[4] [T ;−1] +
v4[2] r4
[4][3]
[
T ;−1
2
])
1 (102)
= v4T 2[T 2; 1]β1. (103)
Next by (98)
(adFα(FβKβ)1, adFα(FβKβ)1) = ((FαFβ − v2FβFα)Kα+β1, (FαFβ − v2FβFα)Kα+β1)
= vT 2[2][T 2; 1]β + v6T 5[T ;−1].
On the other hand
(adFα(FβKβ)1, adFα(FβKβ)1) = f (0,−1)−2φM(1, ρ1β(adFα(FβKβ)⊗ adFα(FβKβ))1).
Again from Corollary 32 we obtain
f (2,−1)−2v2T−2ρ1
(
r0β
2,2
0 + r2β2,22 + r4β2,24
)
(adFα(FβKβ)⊗ adFα(FβKβ))1
= f (2,−1)−2v2T−2
(
r0v−2[2]
[3] +
r2v−1[2]{1}
[4]
[
T ;−1
1
]
− r4v−1[2]
[
4
2
]−1 [T ;−1
2
])
1
= (vT 2[2][T 2; 1]β + v6T 5[T ;−1]) 1. (104)
Third we have by a rather tedious calculation and Lemma 25
(adF (2)α (FβKβ)1, adF
(2)
α (FβKβ)1) = T 4
(
v4
(
T−2 − T−1[T ,−1] +
[
T ;−1
2
])
[T 2, 1]β
+ v5(T−1 − v[T ;−2])[T ,−1][T 2; 2]β + v6
[
T ;−1
2
]
[T 2; 3]β
)
.
Using Corollary 32 we get
f (−2,−1)−2ρ1
(
r0β
2,2
0 + r2β2,22 + r4β2,24
)
(adFα(F
(2)
β Kβ)⊗ adF (2)α (FβKβ))1
= f (2,−1)−2v4T−4
(
v−2r0
[3] −
r2v−2
[4]
[
T ;−1
1
]
+ r4v−4
[
4
2
]−1 [T ;−1
2
])
= T 4
(
v4
(
T−2 − T−1[T ,−1] +
[
T ;−1
2
])
[T 2, 1]β
+ v5(T−1 − v[T ;−2])[T ,−1][T 2; 2]β + v6
[
T ;−1
2
]
[T 2; 3]β
)
. (105)
From Eqs. (102), (104) and (105) we determine the coefficients of β:
r0
r2[T ,−1]
r4
[
T ;−1
2
]
 = f

v−2
v2
[2] v
4
[2]
v2
v{1} −v2[2]
1 −v 1

 v4T 2[T 2; 1]βvT 4[2][T 2; 1]β + v6T 7[T ;−1]
T 11
(
Tv5{1} + [T 3, 1]β + T 4v4[T ,−1]β
)

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where f = f (2,−1)2. Here however we have only determined the β for one Uν(a)-summand of M(−$α +$β). In future
we plan to determine the coefficients for the other β that appear.
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