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DISTRIBUTED MULTI-TARGET RELATIVE POSE ESTIMATION
FOR COOPERATIVE SPACECRAFT SWARM
Kai Matsuka∗, Elena Sorina Lupu†, Yashwanth Kumar Nakka‡,
Rebecca Foust §, Soon-Jo Chung¶, and Fred Hadaegh‖
Multi-agent relative state estimation is critical in enabling full swarm autonomy.
However, relative pose estimation of hundreds to thousands of cooperative agents
is challenging due to limited sensing, limited communication, and scalability. We
present a distributed algorithm for cooperative multi-agent localization with both
limited relative sensing and communication. Each agent locally exchanges the
relative measurements and jointly estimates the relative poses of its local neigh-
bors. Because the algorithm only estimates the local neighbors, the number of
states does not grow with the total number of agents given the same local sensing
and communication graphs, making the algorithm suitable for swarm application.
The proposed algorithm is applied to spacecraft swarm localization and verified
in simulation and experiments. Experiments are conducted on Caltech’s robotic
spacecraft simulators, the Multi-Spacecraft Testbed for Autonomy Research (M-
STAR), where each spacecraft uses vision-based relative measurements.
INTRODUCTION
Spacecraft swarms have the potential to revolutionize space technology by enabling missions like
distributed aperture telescopes, space structure assembly, and cooperative deep space exploration.1, 2
These multi-spacecraft missions have several advantages over monolithic satellite missions, such
as robustness to agent loss and improved science return.3 Relative state estimation is a critical
component of formation keeping, path planning, collision avoidance, and rendezvous and docking.
However, in order to enable full swarm autonomy in space, relative state estimation algorithms
must overcome several challenges that get increasingly difficult as the number of agents increases.
Even when the total number of agents is small, multi-agent systems face challenges such as limited
relative sensing and communication ranges. In addition, a swarm with a much larger number of
agents must use an algorithm architecture that does not grow with the total number of agents in
swarm to keep the computation tractable. Existing solutions for multi-agent localization carry the
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states for all the agents in the swarm, they are not scalable for swarm applications. Instead, a local
estimation algorithm that does not grow with swarm size is desired.
Figure 1. Concept mission with a formation flying swarm of Cubesats inspecting a bigger spacecraft
In this paper, we present the Distributed Pose Estimation (DPE) algorithm for collaborative multi-
agent localization of an individual agent with respect to its local neighbors. In the proposed archi-
tecture, each agent senses the relative poses of its neighbors with respect to its local frame us-
ing vision-based techniques and communicates the relative pose measurements with an associated
confidence-level that acts as a prior to the DPE algorithm. The DPE algorithm localizes each agent
by fusing relative estimates received from its neighbors. Figure 2 shows an example of the local
relative sensing graph given the sensing and communication graph topologies of the whole swarm.
The local relative sensing graph can be viewed as a pose graph, over which each agent jointly es-
timates relative pose states. Hence, the algorithm can utilize the additional cyclic structure in the
relative sensing graph, thereby improving the observability.
The DPE algorithm shares measurements with local neighbors, but not their estimated states.
Estimated states from different agents do not depend on each other, thereby allowing for more
straightforward stability analysis. The DPE is formulated as a nonlinear estimation problem with
the measurement equation augmented by relative pose measurements received from the agents in
the local graph. In this paper, we use the Extended Kalman Filter (EKF) approach to solve the DPE
problem for real-time implementation. The DPE algorithm can also be implemented using other
nonlinear estimation algorithms such as an unscented Kalman filter, a particle filter, and an optimal
nonlinear observer.4
The algorithm is verified using simulations and experiments. The two simulation scenarios con-
sider a planar relative orbital dynamics in a planetary orbit described by the Hill-Clohessy-Wiltshire
(HCW) equations, one with four spacecraft and another with sixty spacecraft. The DPE algorithm
is compared against an independent EKF run for each neighbor for which direct measurement are
observable. Robotic experiments are conducted on the Caltech’s robotic spacecraft dynamics simu-
lators, the Multi-Spacecraft Testbed for Autonomy Research (M-STAR).5 Each spacecraft simulator
is equipped with a monocular camera and unique visual markers with known geometry, whose full
poses are extracted using a computer vision algorithm run on-board each spacecraft. The M-STAR
utilizes a motion capture system, which provides ground truth for algorithmic verification. In sum-
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Figure 2. An example of a local relative sensing graph of agent 1 given the communi-
cation and sensing topologies.
mary, we present a distributed algorithm for vision-based pose estimation of multiple targets and its
experimental validation.
Related Work
Extensive work has been done in the general field of distributed estimation. Several algorithms
have been developed to effectively fuse measurements from distributed systems like the Kalman
Consensus Filter,6 the Information-Weighted Consensus Filter,7 or the Logarithmic Consensus.8
These algorithms can be applied to the multi-agent localization problem. Several algorithms have
also been developed specifically for multi-agent localization. For spacecraft and robotic applica-
tions, the λ-estimator estimates the relative translational states of a linear system switching sensing
topology,9 and another algorithm estimates the relative pose of stationary agents without a common
reference frame.10 In wireless sensor network applications, some algorithms11, 12 estimate the sen-
sor locations with the knowledge of some agents in the network. One paper discusses the conditions
of observability for attitude states for multi-agent system with a relative sensing graph.13 Another
discusses observability of multi-agent localization in the sense of graph connectivity.14
The algorithms discussed above have been successfully tested with some small-scale multi-agent
applications, but they assume that the states to be estimated by each agent are the same. A challenge
arises when these algorithms are applied to large-scale swarm localization problems where the size
of the states to be estimated grows with the number of agents. Large-scale estimation problems can
be made tractable by limiting each agent to estimate only locally. As long as the size and complexity
of a local graph pertaining to each agent remains approximately the same, the computational load
for each agent does not change as more agents are added to the swarm. Estimation of local states in
a large-scale problem is studied in the context of static estimation for networked power systems.15, 16
Similar to the existing literature, the algorithm proposed in this paper also considers local relative
states to achieve a tractable algorithm complexity for swarm applications. In contrast, our problem
involves dynamics and the states to be estimated are the local relative poses of neighbor agents.
Another important aspect of multi-agent localization is dealing with sensing and communica-
tion networks simultaneously. This is particularly relevant for spacecraft formation flying missions
where difficult sensing and power constraints exist. In general, the limitations for communication
and relative sensing graph may be different, and may occur simultaneously for swarm systems.
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Much of the existing work focuses on either sensing or communication issues and not on the inter-
section of the two.9, 10, 13Some prior work14 discusses the observability of the states when a com-
bination of relative sensing and communication networks are considered. While this addresses the
fundamental observability of the agent states given combined sensing and communication networks,
it is limited to a case where the communication has an infinite number of information exchange at
each time step. In this paper, we modify this notion of observability14 to a case where the number
of information exchanges at each time step is also limited. Based on this observability, we create a
rule to select the size of the set of agents that each agent estimates.
The main contribution of this paper are as follows. First, we present a distributed, multi-agent
3-DOF localization algorithm for both limited sensing and communication networks. Estimated
states are local so the computation does not grow with the swarm size as long as the size of the
local sensing neighbor graph is fixed. Second, we provide a sufficient condition for when each
agent can observe its neighbors’ states. Based on this condition, we provide a rule to select which
agents are included in the local sensing neighbor graph. Finally we validate the proposed DPE
algorithm via simulation and experimentation using robotic spacecraft simulators with vision-based
pose extraction.
The outline of the rest of the paper is as follows. We first review preliminaries pertaining to the
graph theory notations, and the relative orbital dynamics. Next, we propose the Distributed Pose
Estimation (DPE) Algorithm. Then we describe the simulations and the robotic experiments results,
finally followed by the conclusion section.
PRELIMINARIES
Let Gs = (V, Es) denote a directed graph that describes the relative sensing graph, where
V = {1, . . . , N} denotes the set of agents and Es denotes a set of edges. An edge (i, j) ∈ Es
when i-th agent measures the relative pose of j-th agent. Similarly, let Gc = (V, Ec) denote the
communication graph, a directed graph for the communication topology. We say (i, j) ∈ Ec if there
is an information flow from i-th agent to j-th agent. Note that the measurement graph and the com-
munication graph may be different.14 An agent j is a neighbor of i in the graph X if (i, j) ∈ E(X ).
The set of neighbors of i in graph X is defined as Ni = {j ∈ V | (i, j) ∈ E(X )}. An extended
set of neighbors is defined as N¯i = Ni ∪ {i}. A subgraph of a graph X is a graph Y such that
V(Y) ⊆ V(X ), E(Y) ⊆ E(X ). Let I : Z → V be a mapping from an index of a set of vertices to
the element at that index.
The relative orbital dynamics of formation-flying spacecraft are described using a local-vertical,
local-horizontal (LVLH) attached to each spacecraft. The LVLH frame defined at the i-th spacecraft,
denoted Li, is defined as follows in this paper: the x direction, R, is along the position vector to
the spacecraft; the z direction, N , is along the angular momentum vector of the spacecraft’s orbit;
and the y direction, T, completes the right-handed rule. The origin of the LVLH frame, defined for
each spacecraft, coincides with the center of gravity of the spacecraft. The body-fixed frame of i-th
spacecraft is denoted Bi, and its origin coincides with the center of gravity of the i-th spacecraft.
For two formation flying spacecraft with a separation distance much smaller than its orbit radius,
the attached LVLH frames have negligibly small attitude difference. This is because the radial and
angular momentum vectors for the two spacecraft are much bigger than their differences. For the
rest of the paper, we assume that each pair of agents has a small intersatellite distance compared to
the orbital radius so that the relative attitude between the LVLH frames attached to different agents
are assumed to be aligned.
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Relative Orbital Dynamics: 3DOF System
This section reviews the equation of motion for the relative orbital dynamics. This paper con-
siders that spacecraft are flying in formation in a circular orbit around a planet. For spacecraft in a
circular orbit, the linearized relative orbital motion simplifies to the HCW equations assuming no
perturbations and a short distance from the origin of the relative frame. The relative state vector of
the j-th agent with respect to the i-th agent is denoted xj/i and is defined as
xj/i
T =
[
pLij/i
T
vLij/i
T
θj/Li ωj/Li
]
(1)
where pLij/i, v
Li
j/i ∈ R2 are the position and velocity vectors of agent j with respect to agent i and
θj/Li ∈ [0, 2pi), ωj/Li ∈ R are the attitude and angular rate of agent j with respect to LVLH frame
of agent i. Since all spacecraft are in the PRO with respect to all the other spacecraft, the relative
orbit dynamics can be conveniently defined with respect to Li. The absolute state vector of the i-th
agent xi ∈ [0, 2pi)× R is defined as
xi
T =
[
θi/Li ωi/Li
]
(2)
where θi/Li ∈ [0, 2pi) and ωi/Li ∈ R are the attitude and angular rate ofBi with respect toLi. Recall
that Li denotes these vectors are expressed in Li frame. Since we assumed that the orientation of
the LVLH frame for each spacecraft Li are approximately equal to each other, we will denote this
superscript Li with L from here on. While there exist nonlinear, higher fidelity dynamics models
that include J2 and air drag,17 we focus on the hcw dynamics to illustrate the distributed aspects of
the algorithm.
The relative states xj/i can be propagated via a linear time-invariant state transition matrix
xj/i(tk+1) = Arelxj/i(tk), where
Arel =
[
A1 04×2
02×4 A2
]
(3)
where A1 = ΦHCW(∆t) is the state transition matrix given by the solution to the HCW equations
and A2 is the state transition matrix for the double integrator system.
DISTRIBUTED POSE ESTIMATION ALGORITHM
In this section, we present the Distributed Pose Estimation Algorithm (DPE). The DPE algo-
rithm estimates the relative poses of a subset of agents in a swarm, given the relative sensing and
communication network topologies. First, each spacecraft makes relative pose measurements of
the neighbor agents. Then each spacecraft communicates its relative measurements and associated
measurement covariances with its communication neighbors. The agent i receives this information
from its communicating neighbor agent l ∈ N ic . Finally, using the relative measurements received
by communication, the DPE estimates the relative pose of the spacecraft. This algorithm is summa-
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rized in Algorithm 1. The same algorithm is implemented on each agent.
Algorithm 1: DPE Algorithm
Result: Estimate xˆ+i and P
+
i
1 xˆ+i = xˆi(0), Pˆ
+
i = Pˆi(0)
2 while true do
3 Pˆ−i = Pˆ
+
i , xˆ
−
i = xˆ
+
i
4 Mi = Measure()
5 for j ∈ N ic do
6 Broadcast(Mi)
7 M¯i =Mi∪ Receive(Mj)
8 end
9 M˜i = PruneUnobservable(M¯i)
10 xˆ+i , P
+
i = EKF(M˜i, xˆ−i , Pˆ−i )
11 end
We begin by defining a local relative sensing graph Gi with respect to the agent i. The local
relative sensing graph is a subgraph of the relative sensing graph (i.e. Gi ⊆ G∫ ). We suppose that
a list of vertices for the local relative sensing graph Vi is given (an approach on how to select Vi is
discussed in detail in later sections), and define the set of neighbor states to be
Si = {xj/i | j ∈ Vi \ i}. (4)
The goal of the DPE is to estimate the augmented state vector xi ∈ RnNi , which is a column
concatenation of Si.
Relative Pose Sensing and Measurement Models
Each spacecraft is assumed to carry a relative pose sensor which directly measures the relative
pose of neighboring sensors in its field-of-view. The sensor is assumed to be capable of measuring
multiple targets simultaneously. For example, a monocular camera and computer vision algorithms
with known target geometry can provide such an estimate.18 We define the planar true pose of j-th
body frame with respect to the i-th body frame as
T ij ,
[
pij/i
θj/i
]
=
[
R(θi/L)
T pLj/i
θj/L − θi/L
]
(5)
The second equality relates the relative pose between agent i and j in terms of the states estimated
by agent i. Note that θi/L is an absolute measurement of agent i and is not a dependent variable,
hence both the absolute and relative measurement equations are linear. Then a relative measurement
of j-th agent with respect to i-th agent is given by following
yj/i = hj/i + vj/i (6)
where hj/i = T ij and vj/i is a zero-mean Gaussian noise with covariance Vj/i. The subscript j/i in
yj/i denotes it is a relative measurement associated with the i-th agent observing the j-th agent.
The same relative measurement may be used in DPE algorithms running on multiple agents.
Since each agent estimates the relative pose of neighbors with respect to itself, the relative states
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representing an agent are different for each agent. Therefore, while yj/i represents a measurement,
its measurement model may be expressed in different ways, depending on which agent the estima-
tion is done. Specifically, each relative measurement may take three different forms. Suppose that
the i-th agent is the reference spacecraft, on which the DPE algorithm is run. The first model is the
case where the relative measurement of the j-th agent is made by the i-th agent itself. This results
in the trivial case of Equation 6. The second is the relative measurement of the i-th agent made by
the j-th agent. Because the agent i has pLi/j and θj/L as states, the relative measurement becomes
yi/j = hi/j + vi/j (7)
where hi/j = (T ij )
−1 and
(T ij )
−1 =
[ −R(θj/i)T pij/i
−θj/i
]
=
[ −R(θj/L)T pLj/i
θi/L − θj/L
]
. (8)
Rotation matrix is defined as
Rij = R(θj/i) =
[
cos (θj/i) − sin (θj/i)
sin (θj/i) cos (θj/i)
]
(9)
such that vi = Rijv
j for some two dimensional vector v. Finally, when the i-th agent uses the
relative measurements between two of its neighbor agents j, k ∈ Ni then the relative measurement
model becomes
yk/j = hk/j + vk/j (10)
where hk/j = (T ij )
−1  T ik and  denotes the addition of successive planar coordinate transforma-
tions defined as
(T ij )
−1  T ik =
[
R(θj/i)
T (pik/i − pij/i)
θk/i − θj/i
]
=
[
R(θj/L)
T (pLk/i − pLj/i)
θk/L − θj/L
]
. (11)
The Jacobians of each form of these measurement equations are written as
Hj/i =
∂hj/i
∂xj/i
=
[
R(θi/L)
T 02×2 02×1 02×1
01×2 01×2 1 0
]
(12)
Hi/j =
∂hi/j
∂xj/i
=
 −R(θj/L)T 02×2 − ∂RT∂θ ∣∣∣θj/L pLj/i 02×1
01×2 01×2 −1 0
 (13)
Hk/j =
∂hk/j
∂xj/i
=
 −R(θj/L)T 02×2 ∂RT∂θ ∣∣∣θj/L (pLk/i − pLj/i) 02×1
01×2 01×2 −1 0
 (14)
Hj/k =
∂hj/k
∂xj/i
=
[
R(θj/L)
T 02×2 02×1 02×1
01×2 01×2 1 0
]
(15)
Communication and Augmented Sensing
At each communication step, each agent broadcasts all of the relative measurements that it makes
and the associated covariance matrices to its neighbors, according to the communication graph
topology Gc defined earlier. For each edge (i, j) ∈ Em, the relative sensing information is defined
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as (yi/j , Vi/j , (i, j)), which is a collection of the measurement, covariance, and edge element of the
graph. Then, defineMi to be a set of a relative sensing information for all the direct measurements
i-th agent makes. That isMi = {(yij , Vi/j , (i, j)) ∈ R3 × R3×3 × Es | j ∈ N is} where subscript
s in Ns denotes that it is a neighbor in the relative sensing graph Gs. At each communication time
step, each agent broadcasts thisMi to its communication neighbors.
Each agent also collects the information broadcast by its neighbors. First define the list of all of
the agents that agent i is aware of from direct sensing or from the sensing of agents with which it
communicates. Denote this set of agents as V¯i. This set is obtained by
V¯i = N¯ im
⋃
j∈Nc
N¯ jm (16)
Next, define E¯i as a set of all the relative sensing edges collected by the i-th agent. That is
E¯i = {(m,n) ∈ Es | m ∈ N¯ ic , n ∈ Nms } (17)
Let G¯i denote the graph G¯i = (V¯i, E¯i). In general, this graph may not be connected. Let Vi ⊆ V¯i
be the set of agents in the local relative sensing graph for i-th agent, selected based on the relative
sensing and communication topologies. One of the later subsections discusses how to select Vi
such that all of the states are observable. Once Vi is given, one can compute an induced sub-graph
Gi = (Vi, Ei) from G¯i = (V¯i, E¯i). This sub-graph is defined as a local relative sensing graph. Note
that because Vi ⊆ V¯i ⊆ V and Ei ⊆ V¯i ⊆ V , Gi is a sub-graph of Gs.
Recall that the measurement equations are given in three forms, Equations 6, 7, and 10. These
equations describe any of the the relative measurements in the M¯i. The augmented measurement
model for the augmented measurement vector can be defined as
yi = hi(xi) + vi (18)
where hi stacks Equations 6, 7, and 10 for all of the edges (j, k) ∈ Ei and corresponding measure-
ment Jacobian as
Hi =
∂hi(xi)
∂xi
∣∣∣∣
xi
. (19)
Note that because all of the measurement models only depends only on one or two agent states at a
time, the Jacobian Hi will be sparse in the row direction when there are many agents in Vi.
Using the augmented measurement and the augmented state xi, the dynamical system to estimate
for each agent becomes
x+i = fi(xi) + wi (20)
yi = hi(xi) + vi (21)
where fi : RnNi → RnNi and h : RnNi → RmMi . The process noise term wk ∈ RmM has
Gaussian distribution wk ∼ N (0,Wk). Wk is a block diagonal with W ij . Let Fi be the Jacobian of
the possibly nonlinear dynamics
Fi =
∂fi
∂xi
. (22)
Because each agent’s equations of motion are decoupled, this augmented Jacobian is a block diag-
onal collection of the Jacobians with respect to each agent’s dynamics.
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Estimation Filter
Once the augmented state dynamics and the augmented measurement are well defined, the dy-
namical system of Equations 20 and 21 are in the standard form. A nonlinear estimation technique
of choice may be used to estimate this system. For the purposes of this paper, an EKF is used but
any general nonlinear estimator may be used. Note that Fi and Hi are standard Jacobians linearized
around the prior estimate, defined as Fi = ∂fi∂xi
∣∣∣
xi=x¯i
and Hi = ∂hi∂xi
∣∣∣
xi=x¯i
.
x¯i = fi(xˆi) (23)
P¯i = FiPiF
T
i +Wi (24)
Si = HiP¯iH
T
i +Ri (25)
Ki = P¯iH
T
i S
−1
i (26)
xˆ+i = x¯i +Ki(yi − hi(xˆi)) (27)
P+i = (I −KiHi)P¯i (28)
Remark. When cycles occur in the local graph, the DPE takes advantage of the constraint from rel-
ative pose graph, and joint estimation of the relative poses improve the observability and estimation
confidence. On the other hand, if any neighbors are not part of a cycle in the local relative sensing
graph, the terms for those neighbors in Local Pose Graph EKF (Algorithm 1) can be decoupled into
a separate pose EKF for each agent j ∈ Ni.
Observability
The DPE requires each agent to know the set of agents Si to be included in the local relative
sensing graph. One natural criteria for selecting the set is whether the states of those neighbor
agents are observable to the agent. If they are not observable, they are pruned from the measurement
set. In particular, we consider that the number of communication exchanges at each time step is
limited. Suppose that one communication exchange is allowed and assume there is no memory is
used to store the measurements from the previous time histories. In this case, any agent j 6∈ V¯i is
not observable. This is straightforward as no relative measurements are functions of those agents’
states. G¯i is not connected in general. The following lemma is used to determine subset of agents
that are observable. For this lemma, we first define Gˆi = (V¯i, Eˆi) as the undirected graph generated
from the directed graph, where Eˆi = E¯i ∪ {(u, v) ∈ V¯2i | (v, u) ∈ E¯i}.
Lemma 1. Select a set Vi such that j ∈ Vi if and only if there exists a path between i and j in the
undirected version of the graph Gˆi. Then the augmented state vector xi, defined as a concatenation
of xj/i for all j ∈ Vi, is observable. Furthermore, the measurements required to observe these
states are represented as Ei such that Gi = (Vi, Ei) is an induced graph of G¯i = (V¯i, E¯i).
This means that the j-th agent is observable to i-th agent, if the relative sensing graph available
to i-th agent is connected. Then the set of observable agents is defined as {j|j ∈ V¯i} that are
connected to i-th agent on G¯i. The proof is as follows.
Proof. Recall the augmented measurement equation hi and the measurement Jacobian Hi are given
by Equation 18 and Equation 19. Define Oi = [Hi;HiFi]. which is part of an observability matrix
constructed from a linearized system. We show that Oi is full rank and therefore the augmented
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states are observable.
Let Ni be the size of Vi and Mi be the size of Ei. Without a loss of generality, sort Vi such that
j = {1, . . . , d, d+ 1, . . . , Ni} where an edge exists to j ∀j ∈ {1, . . . , d}, (i, j) ∈ Ei or (j, i) ∈ Ei,
and an edge does not exist to j ∀j ∈ {d+ 1, . . . , Ni}, (i, j) 6∈ Ei and (j, i) 6∈ Ei. Consider the state
xj/i for j-th agent, j = {1, . . . , d}. For these agents, there exists a direct measurement edge (i, j)
or (j, i) in Es, so denote this as m-th measurement in Ei. Consider the block rows corresponding
to m-th measurement on Hi, given by either Hj/i (Equation 12) or Hi/j (Equation 13). Define
Omj = [Hj/i;Hj/iArel] or Omj = [Hi/j ;Hi/jArel], depending on whether yj/i or yi/j are avail-
able. Among block rows corresponding to the measurement m, the only non-zero block sub-matrix
of Oi is mj the block corresponding to xj/i. It is easy to see that Omj has full column rank, and
hence Oi has independent columns for the columns corresponding to xj/i. Because this is true for
arbitrary j = {1, . . . , d}, all the first 6d columns are linearly independent.
Next, we show that Oi has independent columns for (6d+ 1)-th to 6Ni-th column, via induction.
For each j ∈ {d+1, . . . , Ni}, there is a path from i to j on Gˆi. Let (α, β) ∈ Eˆs denote an edge along
this path, where α is closer to i than β in the path. For the sake of induction, assume that the states
of all agents on the path from i to α are observable. xα/i (i.e. columns of Oi corresponding to xα/i)
are independent. Because m,n ∈ Vˆi, we know at least one measurement exists between agents
α and β, which are yα/β or yβ/α. The measurement model is of the form of Equation 10 and its
Jacobians Hα/β and Hβ/α are given by Equations 14 and 15. Define Omα = [Hα/β;Hα/β,αArel]
and Omβ = [Hβ/α;Hβ/αArel], which are sub-matrices of Oi corresponding to columns of xα,i
and xβ,i respectively. Whether Hβ/α is taken from Equations 14 or 15, it is easy to see that Omβ
has full column rank. Now for agents j ∈ {d + 1, . . . , Ni}, the rows of Oi corresponding to m
has two non-zero block matrices Omα and Omβ . By the assumption of the induction, the columns
of Oi corresponding to xα,i are already independent. In other words, there exist another rows
corresponding to the measurement m˜, Om˜α is full rank and Om˜β = 0. Therefore, following matrix
has full column rank. [
Om˜α 0
Omα Omβ
]
(29)
This is a sub matrix of Oi. Therefore the columns corresponding to all of the agents on the path
from i to β are shown to be linearly independent. We know that the first agent in the path is
observable as it is part of 1, . . . , d agent. Therefore, by induction, we conclude that the columns of
Oi corresponding to the states of all agents along the path, including j, are linearly independent.
This is true for arbitrary j ∈ d+ 1, . . . , Ni, therefore this concludes that Oi has a full column rank.
SIMULATION RESULTS
The DPE is applied to example scenarios in simulations for formation flying spacecraft. The first
example considers four spacecraft in low Earth orbit (LEO) with a 300 km altitude, that are placed
in a passive relative orbit (PRO) as shown in Figure 3(a). Figure 3(b) shows the assumed relative
sensing and communication network graphs. The relative sensing graph is described by the directed
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sensor adjacency matrix
As =

0 1 1 0
0 0 1 1
1 0 0 1
1 1 0 0
 (30)
Transnational dynamics of each agent are given by relative orbital mechanics, the HCW equa-
tions. The attitude is represented by a double integrator, defined by a constant angular rotation at
the same rate as mean motion of the absolute orbit, so that the positive x axis of the each spacecraft’s
body frame points towards, but not necessarily aligned to, the center of the formation. The relative
measurements are obtained as described by Equation 6. The measurement noise for the position is
assumed to have a larger uncertainty in the radial direction (same as relative position vector from
observer to target) than that in a transverse direction (perpendicular to the radial direction). The
simulation is run for 3,000 sec, which is approximately half of an orbit.
(a) PRO Trajectory (b) Sensor and Communication Graphs
Figure 3. Example scenario considered in the simulation
As a point of comparison, we also implement a single-target EKF, denoted ST. The ST only
uses the direct measurement of one target that the observer is estimating. This is equivalent to
the best estimate obtainable when the agents are not cooperating. Each agent may run multiple
copies of the ST, one for each target that it observes. The performance of the DPE and the ST are
compared in Figures 4(a) and 4(b). In Figure 4(a), the black triangles denote the absolute poses
of all of the spacecraft. The blue and orange triangles denote the relative pose estimates made
by spacecraft 1 (bottom), which is the observer spacecraft. A position error ellipse corresponding
to each position estimate is plotted based on the position covariance. Figure 4(a) shows that the
position error covariance for the DPE is much smaller than that of the ST. Especially the uncertainty
in the transverse direction is reduced significantly. This improvement is expected, as the DPE
estimates multiple relative poses of the neighbor spacecraft and utilizes the structure of the relative
pose network over its local graph. Also, the DPE can estimate the states for all three neighboring
spacecraft, even though there are only two direct relative measurements available to spacecraft 1.
Figure 4(b) shows the estimation error of spacecraft 2 as seen by the spacecraft 1 for both the DPE
and the ST. The DPE estimation error is smaller than that of the ST for both position and rotation
consistently.
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(a) Rel. pose estimate of DPE and ST w.r.t. spacecraft 1 (b) Estimation errors of spacecraft 2 w.r.t. spacecraft 1
Figure 4. Four spacecraft simulation results for the DPE (blue) and ST (orange), with
the covariances represented as ellipses and the estimates represented as arrows
The second example considers sixty agents in LEO, where additional spacecraft are placed on
PRO trajectories at four radii. Each agent in the outer formation ring observes one neighbor space-
craft in the same ring in clockwise direction and one closest agent in the inner ring. This relative
sensing topology is given such that it represents the camera field of view and range constraints. Each
agent communicates with one closest neighbors from inner ring, two closest neighbors from same
ring, and two closest neighbors from the outer ring. Simulation results are shown in Figures 5(a)
and 5(b). Figure 5(a) shows that the DPE can estimate the states of five of its neighbor spacecraft,
even though it directly measures the relative poses of only two of them. In Figure 5(b), the statistics
of the total estimation error of the DPE and the ST are studied. For each sensing edge in the sensing
graph Gs, i ∈ {1, . . . ,m}, define the position estimation error as
δpi(k) = pˆi(k)− pi(k) (31)
where pˆi(k) and pi(k) are the relative pose estimate (from either the DPE or the ST) and the true
state at time step k. The averaged error distance is defined as
δd(k) =
1
m
m∑
i=1
||δpi(k)||2. (32)
The δd(k) is computed for the DPE and the ST are plotted in the Figure 5(b). Figure 5(b) shows
that the position estimation error of the DPE is smaller than that of the ST on average.
EXPERIMENTAL RESULTS
The DPE algorithm is also verified in robotic experiments on-board the Caltech’s robotic space-
craft simulators, the Multi-Spacecraft Testbed for Autonomy Research (M-STAR).5 Each spacecraft
is equipped with one monocular camera with a high field-of-view (FOV) lens and visual markers
(ArUco markers18) on each side of the spacecraft simulator as seen in Figure 6. Using the images
from the monocular camera on-board each spacecraft, a standard computer vision algorithm18 com-
bined with additional bias calibration is used to detect and estimate the full pose of the markers, as
shown in Figure 7. The spacecraft pose is computed from the pose of the markers by transforming
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(a) Rel. pose estimate of DPE and ST w.r.t. spacecraft 1 (b) Averaged error distance for the DPE and the ST
Figure 5. Error distance average for the DPE and the ST
the pose from the marker to the spacecraft body frame and filtering together estimates from mul-
tiple markers on-board when multiple markers are visible. The computer vision processing is not
discussed in detail since it is not relevant to the contributions of this work. Another vision-based
relative pose estimation algorithm (i.e.19) can be substituted in place of the ArUco marker based
estimate. Two types of experiments were performed, one where the spacecraft are stationary and
another where the spacecraft are in motion, following PRO trajectories.
Figure 6. M-STAR with ArUco markers in test environment
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Figure 7. Detected markers as seen from the cameras on-board the spacecraft simulators
Pose Bias Calibration
In the experiments, a monocular camera and ArUco markers are used to extract the relative pose
between the camera and the markers. The intrinsic parameters for each camera were estimated
using an open-source algorithm.20 Applying appropriate transformations, one can obtain relative
pose estimates between the pair of spacecraft. We call this the relative pose measurement. When
the measurement is compared against the ground truth obtained from the motion capture system,
the data showed error bias correlated to its relative pose. To achieve accurate pose measurements,
we calibrate these error biases with respect to ground truth obtained from the motion capture system.
To determine the biases, pose measurements of the spacecraft simulator are collected from both
the camera and the motion capture system. One spacecraft simulator is placed stationary, while
the other is moved to determine how the bias changes with distance and placement in the camera
field of view. To sample measurements broadly from the possible relative pose space, the space-
craft is moved in a serpentine trajectory (Figure 8(a)). The collected bias estimates are fitted to a
multi-dimensional quadratic curve. This bias model was then validated on an independent set of
experimental relative pose data. Figure 8(b) shows the error between the actual pose and the esti-
mated pose before and after the model bias correction was applied on the test data. The validated
bias model is then used as an input to the DPE algorithm in following experiments.
(a) Serpentine trajectory error before bias removal
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(b) ArUco pose estimate improved by bias extraction
Figure 8. Vision-Based Pose Measurement Bias Analysis
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Stationary Experiment
For the stationary experiment, four 3-DOF spacecraft simulators are placed in a stationary for-
mation as shown in Figure 6. This experiment is a step towards the full experiment with the HCW
dynamics, discussed in the following subsection. The ground truth for the experiments was ob-
tained from a motion capture system which provides sub-millimeter-level accuracy. The sensor and
the communication graphs follow the same scenario as the simulations shown in Figure 3(b). The
relative measurements are obtained in a method explained in the previous paragraph. The covariance
of the pose estimate was assumed to be a quadratic function of the range.
The experiment results are shown in Figure 9(a) and Figure 9(b). Spacecraft 1 (top) in Figure 9(a)
directly observes the poses of spacecraft 2 (right) and 3 (bottom) using the on-board camera. Inter-
estingly, the relative pose estimate for the ST between spacecraft 2 and 1 is slightly better than that
of the DPE. Experimental data showed that the vision-based pose measurements had some error that
is smaller for closer targets. Because the DPE uses all the available measurements of neighbors to
jointly estimate the multiple targets, some measurements that have large error also affect the esti-
mation of spacecraft 2. Since the ST estimates spacecraft 2 only using single measurement that has
a small bias, the ST estimate shows smaller error. On the other hand, the ST estimate for spacecraft
3 has a larger error than that of the DPE because the direct measurement from spacecraft 1 of space-
craft 4 is not as accurate at further distances. However, the DPE algorithm is able to decrease the
error by fusing additional measurements. Also, the DPE algorithm can still provide an estimate the
relative pose of spacecraft 4 (left). In Figure 9(b), the relative state estimation errors of spacecraft 3
as seen by spacecraft 1 show that the DPE outperforms the ST.
(a) Rel. pose estimate w.r.t. spacecraft 1 (b) Rel. pose errors of spacecraft 3 w.r.t. spacecraft 1
Figure 9. Static Experiment Results
Dynamic Experiment
The second experiment considers a formation flying scenario in LEO. Four spacecraft simulators
are placed in PRO’s, where three spacecraft move around a stationary spacecraft located at the
center. Each spacecraft follows the pre-defined position and attitude trajectories using the ground
truth given by the motion capture system and on-board thrusters for the control. The phase angles
of spacecraft are offset by 120 deg from each other. For the attitude motion, the spacecraft follow
a constant slew rate of negative of mean motion, so that the attitude makes one rotation with one
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Figure 10. Ground truth trajectories in the dynamic experiment.
orbit. The initial yaw angle for each spacecraft is selected such that when the spacecraft is at
the principal axes of the ellipse, the camera optical axis is offset to left by 15 degree. This way,
the center spacecraft and the neighbor spacecraft in the clockwise direction are always in the FOV
during the entire trajectory. The center spacecraft does not carry a sensor and hence does not make a
direct observation of the other spacecraft. The communication network is assumed to be a complete
graph. The time scale of the relative orbit trajectories and the time step assumed in the discrete-
time state transition matrix of the estimators are adjusted respectively such that the experiment
is completed in a shorter time span than an actual relative orbit in LEO. This is done to satisfy
experiment constraints like air supply for air-bearing pucks. Figure 10 shows this formation and the
ground truth trajectories of the spacecraft during the dynamic experiment.
The estimation algorithms for dynamic experiment are shown in Figure 11(a) and Figure 11(b).
Similar to the static experiment, the DPE successfully tracks the relative states in the dynamic
experiment.
CONCLUSION
We present a distributed relative pose estimation (DPE) algorithm for multi-agent localization of
formation flying spacecraft. The algorithm architecture considers both limited relative sensing and
communication graphs, where the communication augments the local sensing capability of each
agent, creating a network of relative measurement called local relative sensing graph. The number
of states each agent estimates does not grow with the number of agents, as long as its local relative
sensing graph does not increase. A rule is presented and justified for selecting the set of agents
to be included in the local relative sensing graph such that all agents in the graph are observable.
The proposed algorithm is verified with simulations and robotic experiments. Simulations illustrate
that the DPE performs well for formation flying mission examples. The DPE is verified in robotic
experiments that use state-of-the-art spacecraft simulators.
16
(a) Rel. pose estimate w.r.t. spacecraft 1 (bottom right) (b) Rel. pose errors of spacecraft 2 w.r.t. spacecraft 1
Figure 11. Dynamic Experiment Results
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