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Abstract- -The theory of fuzzy sets was founded by Zadeh as an approach to cope with the press- 
ing need to deal with phenomena which cannot be modelled properly by conventional mathematics 
because they contain factors which are fuzzy in nature. However, in this frame of the theory of fuzzy 
sets, we cannot discern two conflicting fuzzy conceptions properly, and therefore, the excluded middle 
law is violated. In this theory, one does not differ fuzzy sets from their membership functions. That 
is, a fuzzy set in the sense of Zadeh is equivalent to its membership function. This may be the main 
reason why the excluded middle law was violated. In this paper, we try to provide a mathematical 
frame of fuzzy sets theory, such that it can not only eliminate the suspicion for the objective reality of 
membership functions of fuzzy sets, but also avoid violating the excluded middle law. In our frame, 
fuzzy sets and their membership functions are not equivalent conceptions. 
ieywords--r- fuzzy set, Random set, Fuzzy set, Random variable. 
1. INTRODUCTION 
The theory of fuzzy sets was first introduced by Zadeh [1] in 1965 as an approach to deal with 
the phenomena which cannot be modelled properly by conventional mathematics because they 
are fuzzy in nature. Now the theory of fuzzy sets has become a powerful application tool in many 
area such as economy, psychology, sociology, linguistics, management science, systems cience, 
control theory, knowledge ngineering, picture processing, pattern recognition, etc. However the 
controversies over the mathematical theory of fuzzy sets is far from an end, especially for the 
objective reality of membership functions of fuzzy sets. In the application of the fuzzy sets, to 
give a proper, objective membership function of a fuzzy set is very important; it will directly 
affect he correction of the results we get from the mathematical model based on fuzzy sets theory. 
But by far, we do not have a commonly accepted method of deciding this kind of function. On 
the other hand, the violation of the law of excluded middle also brings about some criticisms, 
because it seems improper from the purely mathematical standpoint. Can we reframe the theory 
of fuzzy sets theory such that it can not only eliminate the suspicion for the objective reality of 
membership functions of fuzzy sets, but also avoid violating excluded middle law? In the past 
twenty years, one has got many valuable results in this aspect. In this paper, we will continue 
study this problem based on the work of others [2-7]. 
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Fuzzy sets have two typical features. One is that they will change with environment and time. 
Thus they contain the uncertainty of randomness. For example, the fuzzy expression 'high people' 
will have different meanings with different places, different groups of people, and different times. 
The other feature of fuzzy sets is that they also contain the uncertainty of fuzziness which is 
nonstatistical, as has been pointed out in many papers. Therefore, a proper mathematical frame 
of fuzzy sets theory should reflect both features. That is our primary motive to introduce the 
concept of r-fuzzy sets. 
2. r -FUZZY SETS 
In this paper, (f/, A, P) denotes a probability space, and ~ a random variable on (r.v.) f~. Set 
~({0, 1}) = {~ I ~ is r.v. with 0 - i distribution}. 
Then the following properties are evident. 
PROPOSITION i. 
(1) 0,1 • 
(2) For arbitrary ~,71 E ~({0, 1}), we have 
 v,7 and 1}). 
(3) For arbitrary~ e E({O, 1}), i = 1,2, . . . ,  
CO CO 
V ~'' and A ~' e S({O, 1}), 
i= l  i= l  
lirnn_,oo~n , and limn-,oo{n E E({O, 1}). 
Let 
~(X)  = {A[A:  X --~ E({O, 1})}. 
For A, B E ~'~ (X), we define 
At(x) = 1 - A(x). 
It is easy to see that A U B, A N B, A c E ~'~(X). They are called the union and the intersection 
of A and B, and the complement of A, respectively. 
Now we introduce a relation ',~' in ~'~(X): for any element A, B in ~'~(X), we put 'A -~ B' 
whenever P{A(x) = B(x)} = 1 for every x in X. For every A in ~(X) ,  we denote by .4 the 
equivalence class containing A: 
A= {A' IA '  eY:'~, A' , , ,A}. 
Put 
PROPOSITION 2. Let A, B E ~'n(X). 
(i) eA  = b, then 
P{A(x) = 1} -- P{B(x) = 1}, (Vx E X). 
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(2) If for every x E X, P{A(x) <_ B(x)} = 1, then for any A' E ill, B' E B we have 
P{A'(x) <_ B'(x)} = 1, (Vx E X). 
(3) For any A' E A, B' E [t, 
AU , 
,4'NB'  ANB. 
Generally, we have 
Oo oo  
UA'~ UA,,, 
n=l  n=l  
NA'  NA , 
n=l  n=l  
lim___~_~A~ limn_~ooAn, 
1Tmn--.ooA" ... limn-.ooAn, 
whenever A~ .~ An, n = 1, 2,. . . .  
(4) For any A' E fi~, 1 - A' ~ 1 - A. 
DEFINITION 1. For every A E ~(X) ,  A is called an r-fuzzy set of X with probability space 
(f~, A, P). Let 
/l~(x) = P{A(x) = 1}, 
I~ ;~ ( x ) is called the membership function of r-fuzzy set ,4. 
DEFImTION 2. Let A, B E F~(X), 
(1) A is said to be included in [~, denoted by A C B ifVx E X, we have 
P{A(x) <_ B(X)} = 1. 
(2) A is said to be equal to B, denoted by A = [~, if both A C B and B C .4 are satisfied. 
~ - 
DEFINITION 3. Let A, B E ~n(X),  we define that 
= 
They are called the union and the intersection of A and B, and the complement of.4, respectively. 
With Property 2, we know that all these definitions are well defined. 
An r-fuzzy set is also a generalization of a classical set. Let fi~ E ~'~(X), such that Vx E X, 
P{A(x) = 1} = 0 or P{A(x) = 1} = 1, then the relation between x and the r-fuzzy set _4 is 
determined. Thus ft, represents a conventional set. On the other hand, the characteristic function 
of a classical set can also be regarded as a mapping from X to E({0, 1}), and thus corresponds 
to an element in 9r~(X). Set 
(2, E ~'n(X) [ Vx E X, either P{A(x) = 0} = 1 or P{A(x) = 1} = 1~. Pn(X)  
k J 
52 Q. L! et al. 
It is obvious that  (Pn(X),  O, N, c) is a subalgebra of (#'n(X), U, n, c). Let P (X)  denote the 
collection of all conventional set of X; then we have the following proposition. 
PROPOSITION 3. The mapping 
T:  ~on(X) --, 7~(X), 
l ~ {x I P{A(x) = 1} = 1}, 
is an isomorphic map from (Pn(X),  U, n, c) to (P(X), u, n, c). 
PROOF. We need only to show that 
-- ]~ iff {x [ P{A(x) = 1} = 1} --- {x [ P{B(x) = 1} = 1}. 
With Property I, we know that 
{x I P{A(x) = 1} = 1} = {x I P{B(x)  = 1} = 1}, 
when A = J~. On the other hand, if 
{x I P{A(x) = 1} = 1} = {x I P{B(z)  = 1} = 1}, 
since A,]~ 6 7~n(X), for any x 6 X, we have P{A(x) = 0} = 1 or P{A(x) = 1} = 1, and 
P{B(x) =0} = 1 orP{B(x)  = 1} = 1. Thus i fx  6 {x I P{A(x) = 1} = 1} = {x I P{B(x) 
= 1} = 1}, then 
P{A(x) = O, B(x) = 1} + P{A(x) = 1, B(x) = 0} = 0, 
and hence, 
V{A(x) = B(x)} = P{A(x) = 1,B(x) = 1} + P{A(x) = O, B(x) = 0} 
= P{A(x) = 1, B(x) = 1} + P{A(x) = O, B(x) = 0} 
+ P{A(x) = 1, B(x) = 0} + P{A(x) = O, B(x) = 1} = 1. 
I fx¢{x  I P{A(x)=I}  = 1} = {x I P{B(x) = 1} -- 1}, thenP{A(x) = 1} = 0, P{B(x) -- 1} = 0, 
and thus 
1 = P{A(x) = 1, B(x) = 1} + P{A(x) = O, B(x) = 0} 
+ P{A(x) = 1, B(x) = 0} + P{A(x) = O, B(x) = 1} 
= P{A(x) = 1, B(x) = 1} + P{A(x) = O, B(x) = 0} 
= P{A(x) = B(x)}. | 
Because of this conclusion, we will not differ A and the set {x I P{A(z) = i} = i} when 
]i E 7;'a(X). Especially, if for all x E X, P{A(x) = I} = 1, we have A = X, if for all x e X, 
P{A(x) -- 1} = 0, we have .A = 0. 
PROPOSITION 4. Let ]t,B,O E .~'a(X); then 
(1) Idempotent law 
, ui=i, 
in i= i .  
(2) Commutative law 
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(3) Associative law 
(4) Absorption law 
(5) Distributive law 
(6) Identity law 
Aux=x, ~nx=;~, 
~.uO =.~, ~nO=O. 
(7) Involution law 
(8) DuaJization law 
(9) Excluded middle law 
j uAc=x,  
jn j~=¢.  
PROOF. We only show (9) here. Vx E X, 
P {(A U A c) (x) = 1} = P {(A(x) V AC(x)) = 1} = 1. 
Thus we have 
~u~=x.  
In the same way we can show that 
-4 n ~-~ =¢. I 
COROLLARY 1. (~'n(X), U, n, c) co~titutes a Boolean a/gebra. 
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3. THE PROPERTIES  OF  U,  N,  c 
Let x be a fixed element of X. Set 
PROPOSITION 5. Let A, B E ~a(X) ;  then 
PROOF. 
Sx(A u B) = #au~(z) 
= P{(AU B)(x) = 1} 
= P{A(x)  = 1 or B(x) = 1} 
= P{A(x)  = 1} + P{B(x)  = 1} - P{A(x)  = 1, B(x) = 1} 
: = P{A(x)  = 1} + P{B(x)  = 1}-  P{(AN B)(x) = 1} 
= ua(z )  + u~(x) - #a~(~)  
:~(~) +~ (~)-~(~o~) 
PROPOSITION 6. 
(1) Let A,, B 6 ~'n(X), and .4 C B; then 
~ (~) _< ~ (~) 
(2) For arbitrary A, [3 E ~(X) ,  
~ (~)  _> ~ (~) ~ (~), 
~ (~o~) _< ~ (~) ^ ~ (~). 
(3) For a.y ~ ~ ~h(X), 
:. (~')= i- :. (~). 
(4) For-4n 6 bvn(X), n = 1,2 . . . .  , and {An} is monotone, then 
lim fz (An) = fx (lim-J'n) • 
n---* O0 
PROOF. 
(1) Since A C/3  is equivalent to P{A(x)  < B(x)} = 1, thus with Property 1, we have 
(2) Follows from (i) directly. 
(3) Obvious. 
(4) Given that {fi'n } is monotone increasing. Thus we have 
P{An(x) <_ An+l(x)} = 1, n = 1,2, . . . .  
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Set En = {An(X)  > An+l(x)},  then P(E . )  = 0, n = 1,2, . . . .  Denoted by N' the set 
\ Unc~=l E . ,  then 
{Al(x) = 1} n f~' c {A2(x) = 1} n f~' c . . . .  
Hence, with the property of probability measure P, 
P {limoo{An(x)= 1} N ft'} = n-~oolim P{{An(x)= 1} N f~'}. 
p Noting that ([-Jn=l En) = O, we obtain that 
P{nl imA.(x)= 1}= n-~oolim P{An(x)= 1}, 
mad thus, 
lim fx (an) = f~ ( l im an).  
For the case when an is monotone decreasing, we can show in the same way. For a fixed x 
in X, let 
Fx (a , /3 )  = #~u~(X), 
PROPOSITION 7. 
(1) As a mapping from ~'n(X) x ~'n(X) to [0, 1], Fx, Gx have the following properties: 
(1) both of Fx and Gx are nondecreasing, 
(2) Fx(A,[~) = Fx([~,A), Gx(A,B) = Gx([3,.4), 
(3) F~(a,a) = Gx(A,a) = fx(a), 
(4) Fx(A,B) >_ fx(A) v fx(B), Gx(A,B) < fx(A) A fx(B), 
(5) F~(Z ,X)  = 1,G~(~,0) = 0, 
(6) for an E ~f~(x), n = 1,2, . . . ,  and {An} is monotone, then 
n"~OO 
lim Fx( /~,an)=Fx(B ,  l im An), 
~" '~ O0 
n"*O0 
(2) The mapping C~ : ~'a(X) ~ [0, 1] has the following properties: 
(1) Cx(X) = O, Cx(O) = 1. 
(2) C~ is noninereasing. 
(3) For-4n • ~'n(X), n = 1,2 . . . .  , and {an} is monotone, then 
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4. r-FUZZY SETS AND THE FALLING SHADOWS 
OF RANDOM SETS 
DEFINITION 4. Let X be discourse set. Vx E X, set 
= {92 ~ P(X) Ix S ~}, 
X* = {~l*~X}.  
Let B be the smallest a-algebra generated by X*, i.e., 13 = a(X*). 
(1) We call (P(X),B) the super-measurable space over X. 
(2) Let (ft, A, P) be a probability space. Set 
¢ : ~ ~ p(x ) ,  
if ¢ is .4 -  B measurable, then we call ~ a random set over X. The collection of all random 
sets over X is denoted by --'(A, B). 
(3) For each (I) E E'(A, B), let 
#~(x) = P{x E (~}, (x E X); 
#¢(x) is called the fal/ing shadow function of random set ~. 
The operations of union, intersection and complement for random sets are defined in the natural 
way as follows: 
~c(x) = (~(z))c.  
In this section we shall show that the r-fuzzy sets and the random sets are equivalent descrip- 
tions. 
Let A • br/~ (X), Vw • ft, put 
A~ = {x I A(x)(w) = 1}; 
then we have the following theorem. 
THEOREM 1. Let 
F:  ~=~(X) -~ E(A,B), 
A H r(A), 
r(A)@) = A~. 
Then F is an isomorphic mapping from (~(X) ,  U, n, c) to (E'(A, B), U, N, c). 
PROOF. We show first that F(A) is A - B measurable for every A • 9v~(X). In fact, for any 
x • X, we have 
{r(A) • ~} = {z • F(A)} = {A(x) = 1} • ft. 
Thus F(A) is A - B measurable. 
Now we prove that F is an isomorphic mapping from (~'~(X), U, N, c) to (E'(A, B), U, n ,  c). 
(1) F is injeetive. Let A, B • ~'~(X), A # B, then there exists a x0 • X, such that A(xo) # 
B(xo). Hence there exists a wo • ft, A(xo)(wo) # B(xo)(wo). Thus A~ o # B~ o. This 
shows that F(A) # F(B). 
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(2) F is surjective. Let ¢ • -E'(A, B), for each x • X, we denote by ~ the random variable 
Xv(~) (x), i.e., ~$(w) = Xv(~)(x), where X¢(~)(x) denote the characteristic function of the 
random set ¢(w). Since • is A - B measurable, 
{~ = 1} = (x  • ~} = (¢  • ~} • o, 
that is, for each x • X, ~ • E({0,1}). Let A E 9r~(X) such that for each x • X, 
A(x) = ~$, then r(A) = ¢. In fact, Vw • fl, 
r(A)(w) = A~ = {x ]A(z)(w) = 1} 
= {x ]~$(w) = 1} = {x I x¢(~)(z) = 1} = @(aJ). 
Thus r(A) = ¢. 
(3) VA, B • $'~(X), 
r(A u B) = r(A) u r(B), 
r (A n B) = r(A) n r(B), 
r(A c) = (r(A)) c. 
In fact, Vw • f2, 
F(AU B)(w) = (AU S)~ = {x I (AU S)(x)(~) = 1} 
= {x I (A(x) V B(x))(w) = 1} = {x I A(x)(w) V B(z)(w) = 1} 
= {x I A(z)(w) = 1} U {x [ B(x)(w) = 1} 
-- g~ U S~ = r(A) u r(B). 
In the same way, we can show that 
r (An  B) = F(A) n r (B) ,  
P(A ~) = (r(A)) ~. I 
To sum up, we see that F is an isomorphic mapping from (gr~ (X), U, ['1, c) to (E'(~4, B), U, N, c). 
Theorem 1 tells us that (hr,(X), U, n,  c) and (E'(A, B), U, n,  c) are isomorphic. 
Now we introduce a relation '~'  in E'(A, B). For ¢, • • E~(A, B), we say ¢, • have relation %'  
if for every x in X, 
P{~$ = ~} = 1. 
That is, 
¢' ~ ~, i~ p{~i = ~} = ~, 
x x where ~v, ~v are defined in the way ~$(w) = X¢(~)(x), ~(w)  = X¢(w)(x), as above. 
It is easy to see that '~'  is an equivalent relation in E(A, B) and A ~ B in hr,(X) is equivalent 
to r (A)  ~ r (B)  in E'(A, B). 
With Proposition 1 we can see that if two random sets ¢, ¢ are equivalent, hen their falling 
shadow functions are the same. 
For ¢ • --.'(A, B), put 
= {v  I • ~ ¢}, 
and let 
= I • • E'er, B /} .  
Then we have the following theorem. 
58 Q. LI et al. 
THEOREM 2. The mapping 
(where F is the mapping iven in Theorem 1) is an isomorphic mapping from (gvf~(X), U, A, c) to 
(=(A, B), U, N, c). Furthermore, the membership function #,i of r-fuzzy set _4 is just the falling 
shadow function of random set F(A). 
PROOF. It follows directly that F is an isomorphic mapping from (gvn(X), U, ~,  c) to (E(A, B), 
U, gl, c). 
Now we show that 
~(~)  = ~r(A)(x). 
For each x in X, 
#2(x) = P{A(x) = 1} = P{x e F(A)} = P{r(A) e ~} = ~r(A)(x). | 
5. (.T'[o,1] (x), U, r'}, C) AND (.T(x), U, r"}, C) 
In this section, we will let 9v(X) denote the collection of all fuzzy sets in X defined by Zadeh, 
and 9v[0,1](X) the collection of all r-fuzzy sets in X with probability space ([0, 1], B0, P), where 
B0 is composed of all Borel set in [0, 1] and measure P is the Lebesgue measure on [0, 1]. 
In this part of the paper, we will examine the relations between r-fuzzy sets in X with prob- 
ability space ([0, 1], B0, P). As we can see, the fuzzy sets defined by Zadeh can also be regarded 
as the equivalent class of ~-[0,11(X), but it is a coarse classification. The operations for r-fuzzy 
sets and those in the sense given by Zadeh are also different, they coincide only in some special 
cases. Let 
-"o -- {~: [0, 1] -~ {0, 1} I ~ is measurable}. 
DEFINITION 5. ~ E ~,0 is called nonincreasing ifVwl,W2 E [0, 1], wl <_ w2, then 
dw1) > d~2). 
E Eo is called almost certain nonincreasing if there exists a set E C [0, 1] such that P(E) = O, 
and ~ is nonincreasing on [0, 1] \ E. 
It is easy to see, if ~ is nonincreasing, and P{~ = 77} : 1, then ~ is almost certain nonincreasing. 
The collection of all almost certain nonincreasing r.v. in E0 is denoted by E~. 
LEMMA 1. Given that ~ e Eo is nonincreasing, let a = sup{~ = 1}; then 
{ [o, o0 d~) = o, (5.1) 
{~ 1}= [0,a] ~(~)=1. 
PROOF. For /3 E [0,1], if/3 < c~ = sup{~ = 1}, then there exists a/3' E [0,1], ~ < f~', and 
~(Z') = 1. Since ~ is nonincreasing, ~(f~) = 1. Thus, [0,a) C {~ = 1}. Therefore (5.1) true. | 
In the sequel of the paper, we will use (a, b) to denote an interval with ends a, b, when we are 
not sure whether a and b are included: in the interval. 
DEFINITION 6. A E 9v[0,1l(X) is said to be an r*-/uzzy set ifVx E X, A(x) E E~. 
The collection of all r*-fuzzy sets are denoted by ~'*(X). In the first section of this paper, we 
introduce an equivalence relation '~'  in 9v~(X), where we see that .4 ,,~/~ is not equivalent to 
#2 = #b. However, for r*-fuzzy sets we have the following proposition. 
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PROPOSITION 8. Let A, B be r*-fuzzy sets. Then 
= ~, i~r~(x) = ~(x) ,  (vz • x) .  
PrtOOF. With Proposition 1 we need only to show that #A(x) -- #~(x) is sufficient for A --/~. 
To show/ l  =/~,  it suffices to show Vx E X P{A(x) = B(x)} = 1. Without loss of generality 
we assume that all the values taken by A and B are nonincreasing. By Lemma 1, 
{A(x) = 1} = { 
[0 ,~(x))  A(x)(#~(x)) O, 
[0, #~i(x)] A(x)(#2(x))=l ,  
[0,~(~)) A(x) (~(x) )  
{S(x) = 1} = { 
O, 
[0,#~}(x)] A(x)(#~(x)) = 1. 
Therefore, 
P{A(x) = B(x)} = P{A(x) = 1, S(x) = 1} + P{A(x) = O, B(x) = 0} 
= p{[0 ,~(x)  ^  ,~(~))} + P{(~(x)  v ~(~) ,  11} 
= ,z (~)  ^  ,~(~) + 1 - ,~(~) v ,~(z) .  
When #A(x) = #~(x), we have 
P{A(x) = B(x)} = 1. | 
PROPOSITION 9. Let A, B be r*-fuzsy sets. Then 
c 9, i f f~(z )  < ~(z ) ,  (vz • x) .  
PROOF. By Proposition 1, we need only to show that P{A(x) <_ B(x)} = 1 for all x • X when 
#~i -< #~. Without loss of generality, we assume that all the values taken by A and B are 
nonincreasing. Then 
{A(x) < B(x)} = [0, 1] \ {A(x) > B(x)} 
= [0,1] \ {A(~) = 1, B(~) = 0} = [0, 1] \ {[0, ~)  n (~,  1]}. 
But #~ _< p~, and thus 
P{[O,#A) N (#h, 1]} = O. 
This shows 
P{A(x) <_ B(z)} = 1. | 
PROPOSITION 10. Let A, B be r*-fuzzy sets. Then 
,~u~(x)  = ~(x)  V g~(x), 
~(~)  = ,~(z)  ^  ~(x ) .  
PROOF. 
#,iu~}(x) = P{(A U S)(x) = 1} 
= P{A(x) = 1 or B(x) = 1} 
= P{[O,#A(x))  U [O,#~(x)>} 
= ~(z )  v ~(z ) .  
In the same way, we can show #~n~(x) = ~A(x) A #~(x). | 
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The above results indicate that the fuzzy sets in the sense of Zadeh correspond to the coarse 
classification of the element of ~'{0,1](X), where we do not differ A from B whenever P{A(x)  = 
1} = P{B(x)  = 1}. To see this more clearly, we introduce an equivalence r lation -# in ~'[0,1](X). 
For A,B  ~ .~[0,1](X), we put A , JB  if P{A(x) = 1} = P{B(x)  = 1}. Let 
A = {B IB  ,~' A}, 
.~-;(X) ~-- {AI A E.~(0,1](X)}, 
and let ~a be the element of ~ ,  such that V• E [0, 1], 
1, Z<s ,  
~(#)= o, #>~. 
For each A E 9t-(~(X), let 
AA(X) = ~P{A(x)=I}, (X E X).  
DEFINITION 9. For .4,[~ e ~(X) ,  we det~ne 
A u S = ~.  u----~B, 
A n/} = AA n--'-'~s, 
A ~ = AA~. 
THEOREM 5. (~o(X) ,  U, n, c) is isomorphic to (~(X) ,  U, N, c). 
PROOF. Let 
G :  7~ (X) ~ 7(X) ,  
I~a(A)(x ) = P{A(x)  = 1}. 
It is evident hat G is an isomorphic mapping from (~'~(X), U, n, c*) to (~-(X), u, M, c). I 
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