Abstract. Pro le monitoring is a useful technique in statistical process control used when quality of the product or process is represented by a function over a time period. This function represents the relationship between a response variable and one or more explanatory variables. Most existing control charts for monitoring pro les are based on the assumption that the observations within each pro le are independent of each other, which is often violated in practice. Sometimes there are one or more outliers in each pro le which lead to poor statistical performance of the control chart. This paper focuses on Phase II monitoring of a simple linear pro le with autocorrelation within pro le data in the presence of outliers. In this paper, we propose a new combined control chart based on the robust Holt-Winter model to decrease the e ect of outliers. We rst evaluate the e ect of outliers on the performance of the proposed combined control chart. Then, we apply robust Holt-Winter and design a robust combined control chart to overcome the e ect of outliers. The performance of the proposed robust Holt-Winter control chart is evaluated through extensive simulation studies. The results show that the proposed robust control chart performs well.
Introduction
The quality of some industrial processes is described using a relationship between a response variable and one or more explanatory variables known as pro le [1] . Di erent types of pro le based on the type of response variable, including linear pro les, nonlinear pro les, generalized linear pro les, multivariate pro les, and so on, are considered by researchers. Pro le monitoring is done in Phases I and II. In Phase I, a control chart is designed based on an existing data set to check the stability of the process. In this phase, the process stability is evaluated and the process parameters under in-control status are estimated. In Phase II, the estimated parameters in Phase I are used to design the control chart for monitoring the process over time and detecting any shifts in the process [2, 3] . Woodall et al. [4] presented an introduction as well as a literature review on pro le monitoring. Several applications of pro les monitoring have been presented by Kang and Albin [5] , Mahmuod and Woodall [6] , Wang and Tsung [7] , Montgomery [8] , Zou et al. [9] , and Williams et al. [10] . Simple linear pro les for Phases I and II were reported by Mestek et al. [11] , Stover and Brill [12] , Kang and Albin [5] , Kim et al. [13] , Noorossana et al. [14] , Wang and Tsung [7] , Zou et al. [9] , Zhang et al. [15] , Saghaei et al. [16] , Soleimani and Noorossana [17] , Narvand et al. [18] , Soleimani et al. [19] , and Soleimani and Noorossana [20] . The main assumption in many control charts used for pro le monitoring is that the observations within or between pro les are independent, which is often violated in practice. Some researchers show the spatial or serial correlation within or between pro les [21] . Jensen et al. [21] proposed a Linear Mixed Model (LMM) to explain the autocorrelation within a linear pro le in Phase I. Jensen and Birch [22] showed that using mixed models has considerable advantages when there is autocorrelation within nonlinear regression pro les. Soleimani et al. [23] proposed a transformation to eliminate the AR(1) structure between observations within simple linear pro les and then used the traditional control procedures in the literature to monitor the pro les in Phase II. Soleimani and Noorossana [17] evaluated the e ect of autocorrelation in monitoring multivariate simple linear pro les in Phase II. They assessed the e ect of three main models namely AR(1), MA (1) , and ARMA(1,1) on the monitoring schemes of multivariate simple linear pro les. Narvand et al. [18] used the linear mixed model for monitoring linear pro les within autocorrelation structure while there are simultaneous random and xed e ects in the structure of autocorrelated linear pro les. In this paper, they used T 2 Hotelling, Multivariate Exponential Weighted Moving Average (MEWMA), and multivariate cumulative sum (MCUSUM) control charts to monitor the process. Another research in this scope is the paper of Soleimani et al. [19] in which they monitored the multivariate simple linear pro les in Phase II when there was autocorrelation between observations within each pro le. They proposed an e cient technique based on a transformation method to eliminate the autocorrelation structure within the pro les. Zhang et al. [24] proposed a new approach to monitor a linear pro le when there is autocorrelation within each pro le. Their approach is Gaussian process model which describes the Within Pro le Correlation (WPC). Also, they presented two types of Shewhart multivariate control charts in Phase II to monitor the linear trend and the WPC, separately. Also, Soleimani and Noorossana [20] focused on the monitoring of multivariate simple linear pro les with autocorrelation between pro les. They presented three methods based on time series models to eliminate the e ects of autocorrelation. Also, they evaluated another case with the presence of outliers in the autocorrelated observations within each pro le. Finally, they showed that the presence of outliers has a detrimental e ect on the parameter estimation and the control chart performance.
One of the e cient methods to solve this problem is a robust approach. Robust is a useful technique to decrease or eliminate the e ects of outlier on the control charts proposed for pro les monitoring in both Phases I and II. Some researchers have used this technique in their papers, such as Ebadi and Shahriari [25] who proposed a new approach in Phase I monitoring of simple linear pro les based on robust approach. They applied two weighted functions, i.e. Huber and Bisquare, in the parameter estimation and proposed a robust method to estimate the error variance. Jearkpaporn et al. [26] proposed a new model based on control and response variables and evaluated the e ect of outliers in multistage processes. They introduced a robust approach to modify the e ect of outliers on monitoring multistage processes characterized by the Generalized Linear Model. Results showed that the average run length performance of the proposed model was appropriate to detect the small shifts in the presence of outliers. Asadzadeh and Aghaie [27] proposed a robust monitoring approach based on Huber's M-estimator to reduce outlier's e ect. Then, they investigated the performance of the robust and nonrobust Cause Selecting Control charts (CSCs) using the average run length criterion. The results showed that the Huber based CSC had better performance than the traditional CSC to detect the out-of-control conditions of the process. Shahriari et al. [28] proposed a new approach for parameter estimation in the simple linear pro le instead of ordinary least square method. They used two weighted functions in the proposed robust algorithm and then presented a new method to estimate the process variance. Then, the results of their research showed that the robust estimators, like classic estimators, had a suitable performance in the absence of outliers, while in the presence of outliers, the robust estimators had better performance than the classic estimators. Also, Asadzadeh et al. [29] developed a robust approach for monitoring the multistage processes. They assumed that the process consists of two stages and there are outliers in historical quality data. Then, they presented a robust method based on compound-estimator to build the relationship between the quality characteristics.
In this paper, we speci cally concentrate on Phase II monitoring of within-pro le autocorrelation in simple linear pro les with the presence of outliers. We propose a combined EWMA/ 2 control chart based on the Holt-Winter model and investigate the e ect of outliers on the statistical performance of the proposed control chart. In addition, the performance of the proposed robust control chart is evaluated by extensive simulation studies in terms of some criteria such as Average Run Length (ARL), Median Absolute Deviance (MAD), and Interquantile Range (IQR). This paper is organized as follows: In the next section, we rst present the autocorrelated simple linear pro le model. Then, we develop Holt-Winter and robust Holt-Winter, rst proposed by Croux et al. [30] , to use them in monitoring the autocorrelated simple linear pro les without and with presence of outliers, respectively. In Section 3, a combined EWMA/ 2 control chart based on the ordinary and robust Holt-Winter models is proposed to monitor the autocorrelated simple linear pro les with and without outliers, respectively. In Section 4, extensive simulation studies are performed to evaluate the performance of the robust Holt-Winter based control chart in terms of ARL, MAD, and IQR criteria. Our concluding remarks and some future research are presented in Section 5.
Problem de nition and the ordinary and robust Holt-Winter models
In this section, we rst de ne and model the problem and de ne the corresponding assumptions. Then, we develop Ordinary Holt-Winter model (O-HW) and Robust Holt-Winter model (R-HW) corresponding to the problem. In this section, we describe the autocorrelated simple linear pro le model for the jth sample pro le as we have observations (x i ; y ij ), i = 1; 2; :::; n. It is assumed that when the process is in-control, the autocorrelation within simple linear pro le can be modeled using the following equation:
where y ij and x i are the ith response variable in the jth sample pro le and x i is the ith value of explanatory variable. Also, A 0 and A 1 are the intercept and slope parameters, respectively; " ij 's are the autocorrelated error terms; and a ij 's are independent identically distributed normal random variables with mean 0 and variance (i.e. a ij N(0; 2 )). In this paper, we focus on Phase II monitoring of simple linear pro le; therefore, we assume that the parameters A 0 , A 1 , and 2 are known. We assume that there is autocorrelation within a simple linear pro le and the autocorrelation structure is a rst-order autoregressive (AR (1)) model. In the next subsection, we present the ordinary and robust Holt-Winter models developed for our problem and calculate the residuals based on these two models. Then, the performance of the proposed robust control chart in the presence of outliers is tested through simulation studies.
The proposed ordinary Holt-Winter model for the explained problem
Consider a time series observed up to time point t-1.
The Holt-Winter model for AR (1) is a one-step-ahead model to make a prediction of the time series at time t, denoted byŷ tjt 1 [30] . If y ij is the ith observation in the jth pro le, the one-step-ahead for autocorrelated simple linear pro le is as follows:
The Holt-Winter model has some parameters including local level and local trend [30] denoted by ij and ij in our problem, respectively, and calculated using Eq. (3):
and the forecast value of the ith observation in the jth pro le is equal toŷ ijji 1 =^ (i 1)j +^ (i 1)j [30] . The parameters 1 and 2 in Eq. (3) are smoothing parameters with values between zero and one. The smoothing parameters 1 and 2 are selected by minimizing the sum of squares forecast errors. In this paper, we assume that the values of^ 0j and^ 0j in the Holt-Winter model are equal to the values of A 0 and A 1 in the autocorrelated simple linear pro le given in Eq. (1).
The proposed robust Holt-Winter model for the explained problem
When there are outliers in the observations, the smoothing parameters in the Holt-Winter model are biased. Also, the prediction error has turgid scale [30] . In addition, we illustrate through simulation studies that the outliers a ect the statistical performance of the developed control chart. Hence, we represent the robust Holt-Winter of Croux et al. [30] in the case of AR(1) autocorrelated simple linear pro le. A cleaned version, y ij , of the ith observation in the jth pro le (y ij ) is obtained by Eq. (4):
where k (k) = max ( k; min(y; k)) is the Huberfunction with boundary value k, and ij is a local-scale estimate of the one-step-ahead forecast errors [30] . In this paper, we assume that the boundary value k is equal to 2 to limit the e ect of forecast errors more than two times the estimate of local scale. The local scale estimate is computed, recursively, as [30] :
where k (y) = min(k 2 ; y 2 ) is a bounded loss function with boundary value k = 2 and = 0:3 [30] . Then, the new recursive equation of robust Holt-Winter algorithm is as [30] :
Note that in the robust model, to compute the smoothing parameters in Eq. (6), instead of minimizing the sum of squares of the one-step-ahead forecast errors over the training sample, we use the measure in Eq. (7) [30] . Hence, the smoothing parameters of the robust Holt-Winter model are di erent from the ones in the ordinary Holt-Winter model:
where s 0 = med 1in je ij j [30] .
3. The proposed control scheme
As mentioned in the previous sections, this paper focuses on Phase II monitoring of AR(1) autocorrelated simple linear pro le. In this section, we propose a combined control scheme, including Exponentially Weighted Moving Average (EWMA) and chi-square, based on the residuals obtained from ordinary and robust Holt-Winter models. EWMA control chart is used to monitor the mean of residuals, while the chi-square control chart is designed to monitor the standard deviation of the residuals. These two control charts are simultaneously used to monitor the mean and standard deviation of the residuals. In addition, the chi-square control chart helps the EWMA control chart to detect large shifts in the parameters of a simple linear pro le.
The EWMA statistic
The EWMA statistic can be calculated using residuals obtained from the ordinary and robust Holt-Winter models. The average of residuals is e j = P n i=1 eij n . Hence, the EWMA control chart, based on Holt-Winter model for the jth pro le, is given by: z j = e j + (1 )z j 1 ; 
where e is equal to 0, n is the number of observations in each pro le, and is the standard deviation of residuals. The coe cient of control limits (L) is obtained using simulation studies to give a speci ed in-control ARL.
The chi-square statistic
The second statistic used in the proposed scheme is the chi-square statistic. The chi-square statistic and the upper control limit based on the residuals obtained from the Holt-Winter model are given in Eq. (10) 
where 2 n; is the 100 (1 ) percentile of the chisquare distribution with n degrees of freedom and is the probability of type I error.
In the next section, we rst evaluate the e ect of outliers on the performance of the proposed control chart scheme which is designed with residuals of the ordinary Holt-Winter model. Then, we apply the control scheme, designed based on the residual of robust Holt-Winter, under the contaminated data. Through simulation studies, we show that the control scheme based on the robust Holt-Winter is superior to the control scheme based on the ordinary Holt-Winter.
Simulation studies and performance evaluation
In this paper, the following autocorrelated model is considered to evaluate the performance of the proposed methods:
y ij = 3 + 2x i + " ij ;
" ij = 0:7" (i 1)j + a ij ;
where a ij is the residual of AR(1) autoregressive model, which follows a normal distribution with the mean equal to zero and variance equal to one (a ij N(0; 1)).
Also, the x i values are equal to 2, 4, 6, and 8. The incontrol ARL for the proposed combined control scheme is assumed to be 200. Hence, each control chart is designed such that the in-control ARL of 400 is achieved. Therefore, L in the EWMA control chart is set equal to 3.2137. Also, the smoothing parameter in the EWMA control chart is assumed equal to 0.2. The probability of Type I error in the chi-square control chart is set equal to 0.0025 to obtain the in-control ARL of 400. Also, the smoothing parameters of the The results of Table 1 show that the presence of outliers in the clean observations leads to decrease in ARL 0 value. Moreover, however the p and d values increase, the ARL 0 values will be smaller. Finally, the control chart based on the robust Holt-Winter model is robust against the outliers, because with using this method, the ARL 0 value is close to ARL 0 under clean data.
Also, the ARL 1 values of the combined EWMA / 2 control chart are summarized in Table 2 . Note that the magnitude of shift in the parameter A 0 is considered equal to 0.1.
The results of Table 2 show that increase in the p and d values leads to decrease in ARL 1 for the ordinary Holt-Winter. However, the robust Holt-Winter model can increase the ARL 1 values of the combined control chart and close them to the ARL 1 values of the control chart under clean data. These results show that the robust model is resistant against the outliers in the observations. Now, we compare the performances of the combined EWMA/ control chart in the explained situations. Hence, we determine the out-of-control ARL values for the shifts from 0.1 to 0.9 in parameter A 0 . Also, we set the percent of outliers equal to 0.05 and the di erence between the values of parameter A 0 in clean and contaminated data is 0.1. Table 3 shows the outof-control ARL values of the combined control chart for clean and contaminated data. In addition, the incontrol ARL values of the proposed control chart with clean and contaminated data (O-HW and R-HW) are reported in this table. Figure 1 shows the ARL curves of the combined control chart for clean and contaminated data based on two ordinary and robust Holt-Winter models.
As shown in Figure 1 , the ARL 0 value of con- taminated data based on ordinary Holt-Winter model is much reduced. However, the ARL 0 value based on the robust Holt-Winter model is close to that of the clean data. Also, the ARL 1 values of the combined control chart based on robust Holt-Winter model with shift from 0.1 to 0.9 in the intercept parameter are close to the clean data situation. These results represent the satisfactory performance of the proposed combined control chart based on robust HoltWinter model against the outlier's e ects. The out-of-control ARL values of the combined control chart for clean and contaminated data under shift in slope parameter (A 1 ) are computed through simulation studies and the results are summarized in Table 4 . In the simulation studies of this table, the percent of outliers is set equal to 0.05 and the di erence between the values of parameter A 1 in clean and contaminated data is 0.025. Similar to the previous case (shift in the intercept parameter), the ARL 0 value of contaminated data based on ordinary Holt-Winter model is much reduced. However, the ARL 0 value based on the robust HoltWinter model is close to that of the clean data. Furthermore, the ARL 1 values of the combined control chart based on robust Holt-Winter model with shifts in the slope ranges from 0.025 to 0.2 are close to the clean data situation. These results represent the appropriate performance of the combined EWMA/ control chart based on the robust Holt-Winter model against the outlier's e ects under the shift in the slope parameter. Also, in this subsection, we evaluate the performance of the proposed robust Holt-Winter based control charts under simultaneous shifts in the intercept and slope parameters. Note that we set the percent of outliers equal to 0.05 and the magnitude of shifts in the parameters A 0 and A 1 under both clean and contaminated data is set equal to 0.1 and 0.025, respectively. The results are presented in Table 5 .
As shown in Table 5 , the ARL 0 value of contaminated data based on ordinary Holt-Winter model is much reduced. But, the ARL 0 value based on robust Holt-Winter model is close to that of the clean data. Also, the ARL 1 values of the proposed combined control chart based on robust Holt-Winter model are close to the ARL 1 values under clean data. These results show the suitable performance of the proposed EWMA/ control chart based on robust Holt-Winter model against the outlier's e ects under di erent simultaneous shifts in the intercept and slope parameters of a simple linear pro le.
In this paper, in addition to the comparison of the ARL values, we propose the most commonly used robust scale estimates, namely the Median Absolute 
where RL 0 is the run length of autocorrelated pro les and gets a signal from the control chart. These equations are extracted from Asadzadeh et al. [27] and Jearkpaporn et al. [26] , respectively. Note that these robust scales based on the Holt-Winter residuals (calculated from Eq. (2)) are determined and referred to as RH-MAD and RH-IQR in this paper, respectively. These scales are calculated based on the ordinary and the robust Holt-Winter residuals under both clean and contaminated data and are shown in Table 6 . In this table, the MAD and IQR scales are determined under di erent values of p and d for EWMA, chisquare, and the proposed combined EWMA/ control chart. Moreover, these scales are obtained under di erent explained situations through 5000 simulation runs. Note that in the case of \Robust clean data", the clean data are used in the robust Holt-Winter method and the output residuals are applied to calculate these robust scales. According to Table 6 , MAD and IQR of robust clean data are slightly more than these values for the clean data. However, with increase in the p and d values (in the contaminated data), these scale values decrease, while using the proposed robust Holt-Winter model leads the MAD and the IQR scales close to the values of these scales under the clean data. Similar results are obtained for the other individual and combined control charts.
Conclusion and future research
In this paper, we proposed a new combined control chart based on ordinary and robust Holt-Winter models 
