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Convolutional codes have the structure of anF[z]-module. To study
their properties it is desirable to classify them as the points of
a certain algebraic variety. By considering the correspondence of
submodules and the points of certain quotient schemes, and the
inclusion of these as subvarieties of certain Grassmannians, one
has a one-to-one correspondence of convolutional codes and the
points of these subvarieties. This classiﬁcation of convolutional
codes sheds light on their structure and proves to be helpful to give
bounds on their free distance and to deﬁne convolutional codes
with good parameters.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The aim of this paper is to construct a moduli space for convolutional codes. That is, we prove that
the set of convolutional codeswith prescribed numerical invariants is in bijective correspondencewith
the points of an algebraic variety that can be described explicitly.
This correspondence is given in algebraic geometric terms. Methods from algebraic geometry have
already been used by the authors in the context of convolutional codes. In particular, they made use
of them to construct convolutional codes of Goppa type [10,2]. The characterization of this particular
class of convolutional codes inside the moduli space is part of a work in progress.
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For the classiﬁcation presented here, we use the Quot schemes constructed by Grothendieck in our
construction of the moduli spaces. The use of Quot schemes also appears in the works of Stromme
[14], Lomadze [7] and Ravi and Rosenthal [12].
The structure of the paper is as follows. In Section 2 we provide a brief introduction to the theory
of convolutional codes and to the algebraic geometric elements that we shall be using.
In Section 3 we introduce the modiﬁed Kronecker-Hermite canonical form of a polynomial matrix
as an optimal representative of the generator matrices of a convolutional code.
Section 4 represents the core of this work. In this sectionwe show how one can associate a quotient
sheaf over the projective lineP1F deﬁned by the exact sequence
0 −→ Ok
P1
φ˜G−→ n⊕
i=1
OP1(mi) −→ Q −→ 0,
where φ˜G is the morphism of schemes induced by the generator matrix G of the convolutional code,
with each convolutional encoder deﬁned over a ﬁnite ﬁeld F.
The sheaf Q deﬁnes a point of a convenient quotient scheme Quot
P(r)
⊕OP(mi), which is an algebraic
subvariety of the Grassmannian Grass
(
k, H0
(⊕ni=1OP1(mi))).
Of course the sameconvolutional codedeﬁnesdifferentpoints indifferentQuot schemes,depending
on the encoderwe choose tomake the construction. Ourmain result (Theorem4.11) consists of proving
that the convolutional codes of type [n, k], memorym and degree δ are in one-to-one correspondence
with the points of an algebraic subvariety of Grass(λ, Fl) for some λ and l = n(m + 1). This algebraic
subvariety can be described explicitly, as shown in Theorem 4.13.
Finally, in Section 5 we apply these results to prove three bounds on the free distance of convolu-
tional codes that generalize the bounds of Heller, Singleton and Griesmer for block codes. In Section
6 we obtain some optimal convolutional codes from their associated points in the Grassmannian,
interpreted as block codes.
2. Preliminaries
In this section we introduce some basics of coding theory as well as some algebraic geometric
concepts that will be used to classify convolutional codes. We ﬁx a ﬁnite ground ﬁeld F over which
the codes will be deﬁned.
A linear block code C of length n and dimension k is a k-dimensional vector subspace of Fn. The
aim of coding theory is to protect transmitted or stored information against errors. The sequence of
information symbols is split into blocks of constant length k, each of which is represented as a vector
from Fk and is mapped via the so-called encoding map to a vector from C, whose elements are also
called codewords.
Any matrix description of the encoding map is called a generator matrix of the code. Following
convention in coding theory, the vectors of a basis of C are the rows of the generatormatrix. Hence, the
encoding of a vector can be described as its product times the generator matrix. If a generator matrix
contains the columns of a maximum size identity matrix it is called a systematic generator matrix. This
means that the symbols of the vector encoded appear in certain positions of the codeword (those
corresponding to the columns of the identity submatrix).
In Fn there is a deﬁned distance, called the Hamming distance, such that the distance between two
vectors is given by the Hammingweight of their difference; i.e., the number of its nonzero entries. The
minimum among the distances between any pair of codewords is known as the minimum distance of
the code.
Togetherwith block codes, the othermain class of codes are convolutional codes, which are formally
deﬁned as submodules of F[z]n. These are more complex objects in which the encoding of each
information vector is done with a dependence on the previous ones. To represent this, the whole
sequences of information and encoded blocks are considered, and each component is the coefﬁcient
of a polynomial. The degree of the coefﬁcient deﬁnes the position of each block in the sequence. Thus,
both the information and the encoded vectors are polynomial.
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Not every generator matrix of a convolutional code is equally suitable, and some are preferred
over others. In particular the following classes of matrices will be considered. A polynomial matrix
is row reduced, respectively column reduced, (both concepts referred to row vector matrices) if the
constant matrix consisting of its leading row coefﬁcients, respectively leading column coefﬁcients,
has maximum rank. A polynomial matrix is basic if the gcd of its maximal minors is a constant. A basic
and row reduced matrix is called canonical.
The dependences in the encoding are given by taking a polynomial generator matrix instead a
scalar one. The inﬂuence of the previous information blocks on each encoded vector is measured by
the degree of the code,which can be obtained as the sumof the rowdegrees of a row reduced generator
matrix. In particular, convolutional codes with zero degree are precisely block codes. The row degrees
of a canonical matrix are an invariant of the code and they are known as the Forney indices of the code,
and the maximal one is known as itsmemory.
The Hamming weight of a polynomial vector is the sum of the nonzero coefﬁcients on each of its
components. In a way similar to before, a distance between vectors is deﬁned. The minimum distance
between any two vectors of a convolutional code is called the free distance of the code.
In addition, some extra distances are deﬁned for a ﬁner characterization of convolutional codes. In
particular, the ith rowdistance is deﬁned, for all i 0, as theminimumdistance between the encodings
of two polynomial k-vectors of degree i.
Furtheranddeeper insight intoblockandconvolutional codescanbe found in theclassical literature,
such as [8] and [9,11], respectively.
We aim to classify convolutional codes in algebraic geometric terms. Let us brieﬂy introduce the
elements with a direct involvement in the algebraic structure of convolutional codes.
Let P1 = Proj F[x0, x1] be the projective line over a perfect ﬁeld F (in particular, ﬁnite ﬁelds, in
which codes are usually deﬁned, are perfect ﬁelds).
The main objects that will be considered for our classiﬁcation are coherent sheaves. In particular,
over P1, given the equivalence relationship between graded modules M ∼ M′ ⇔ ∃ d ∈ N such that
⊕n dMn 
 ⊕n dM′n, there is an equivalence of categories{
coherent sheaves
onP1
}
←→
{
classes modulo equivalence of graded,
ﬁnite generated F[x0, x1]modules
}
,
F −→ ⊕
m
H0(P1,F(r)),
M˜ ←− M,
(2.1)
where F(r) ≡ F ⊗ OX(r).
It is well-known that H0(P1,OP1(r)) is the F-vector space of homogeneous polynomials of degree
r in x0, x1 (the homogeneous coordinates of P
1), F[x0, x1][r]. For the purposes addressed below it
is worth mentioning that this r + 1-dimensional space can be easily identiﬁed with the space of
polynomials of degree  r in z, the afﬁne coordinate on A1. For a coherent sheaf F , H0(P1,F(r)) is
the module of the sections of F that are regular on A1 and have a pole of order  r at the inﬁnite
point P∞. Unless otherwise stated, we shall consider the standard ordered basis {xr0, xr−10 x1, . . . xr1} for
H0(P1,OP1(r)).
A commonly used function to characterize a coherent sheaf F over a scheme X is its Hilbert
polynomial, deﬁned (see [6])
PF(r):=χ(F(r)) =
dim X∑
i=0
(−1)idim Hi(X,F(r)).
For the sake of clarity, both notations, PF(r) and P(F , r), will be used.
Remark 2.1. It is known that for every coherent sheaf F overP1, Hi(P1,F(r)) = 0 for all i > 1. Thus,
PF(r) = dimH0(P1,F(r)) − dimH1(P1,F(r))
and by Serre’s Theorem there exists n1 ∈ N such that H1(P1,F(n)) = 0 for every n n1.
2704 J.M. Muñoz Porras, J.I. Iglesias Curto / Linear Algebra and its Applications 432 (2010) 2701–2725
For our classiﬁcation not just coherent sheaves overP1 will be considered, but families of sheaves
FS = {Fs}S parameterized by a scheme S. These families will be coherent and ﬂat over S.
The fact that FS is ﬂat means that some properties are locally stable on the ﬁbers. In particular,
if FS is ﬂat over S PFf (α) (r) is locally constant in f (α) ∈ S; i.e., the Hilbert polynomial of a ﬁber is
independent of the base point and, in particular, the dimensions of the ﬁbers are locally constant. In
addition, the property of being ﬂat is stable with respect to changes in the base scheme.
Another key element for classifying convolutional codes is the quotient scheme.
The quotient scheme parameterizes all the coherent sheaves with a ﬁxed Hilbert polynomial that
are a quotient of a free sheaf of rank n.
Deﬁnition 2.2. Given a coherent sheaf F over X and a scheme S, a quotient sheaf of FS = F ⊗
F
OS
is a coherent sheaf Q on X × S ﬂat over S, with a surjective morphism of sheaves
q : F ⊗
F
OS −→ Q . Two quotient sheaves Q, Q ′ are equivalent if there exists an isomorphism
f : Q −→ Q ′ such that q′ = f ◦ q.
Deﬁnition 2.3. Given a coherent sheaf F over X and a polynomial P(z) ∈ Q[z], the quotient functor
QuotPF is a contravariant functor from the category ofF-schemes to the category of setsmapping every
F-scheme to the set of equivalence classes of quotient sheaves of F in the following way
CFschemes ∼∼∼∼∼∼∼∼∼Csets
S −→
{
classes of Sﬂat coherent sheaves Q, being a quotient
of FS, with Hilbert polynomial PQ (z) = P(z)
}
.
It is known [1] that given a coherent sheaf F and a polynomial P(r) there exists r0 ∈ N such that
for every quotient sheaf q : FS −→ Q with Hilbert polynomial P(r), with KQ = Ker q, the sheaves
KQ (r), FS(r), Q(r) are generated by their global sections for every r  r0.
Theorem 2.4. For every r  r0, QuotPF is a functor represented by a subscheme of the Grassmannian
Grass(h0(F(r)) − P(r), H0(F(r))).
Proof. The proof can be found in [1,5]. 
The scheme that represents the quotient functor QuotPF is called the quotient scheme, which we
shall denote as bothQuotPF andQuot(F , P). Thus, given a scheme S,QuotPF(S) = Hom(S, QuotPF) ={ﬂat
sheaves, quotients of F parameterized by S}. In particular, since any sheaf over Spec(F) is ﬂat,
QuotPF(F) = Hom(Spec(F), QuotPF) ={quotient sheaves F with Hilbert polynomial P}. Hence, every
rational point from the scheme QuotPF represents a quotient sheaf of F with Hilbert polynomial P.
The quotient sheaves that will be of interest for us are those deﬁned by sequences of the form
0 −→ Ok
P1
−→ n⊕
i=1
OP1(mi) −→ Q −→ 0, (2.2)
withmi  0 for all i. The Hilbert polynomial of Q is
P(Q, r) = P
(
n⊕
i=1
OP1(mi), r
)
− P(Ok
P1
, r)
=
n∑
i=1
(mi + 1 + r) − k(r + 1) (2.3)
= (n − k)(r + 1) +
n∑
i=1
mi = (n − k)(r + 1) + deg Q .
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Recall that the degree of the sheaf Q is precisely
deg Q = deg detQ = deg det
(
n⊕
i=1
OP1(mi)
)
− deg detOk
P1
=
n∑
i=1
mi − 0 =
n∑
i=1
mi.
Therefore, the quotient scheme that we shall consider is Quot
P(Q,r)
⊕OP(mi). This scheme parameterizes
the quotient sheaves of ⊕ni=1OP1(mi) whose Hilbert polynomial is P(Q, r). In particular, by ﬁxing a
polynomial of the form (2.3) (for different k) we restrict ourselves to the sheaves deﬁned by sequences
of the form (2.2).
Note that since Ok
P1
,⊕OP1(mi) and Q are generated by their global sections and bearing in mind
that P(0) = n − k +∑mi, then there is an immersion
Quot
(
n⊕
i=1
OP1(mi), P(r)
)
↪→ Grass
(
k, H0
(
n⊕
i=1
OP1(mi)
))
, (2.4)
which maps the quotient sheaf Q deﬁned by the sequence (2.2) to the element of the Grassmannian
obtained by taking global sections,
0 −→ H0(P1,Ok
P1
) −→ H0(P1,⊕OP1(mi)) −→ H0(P1, Q) −→ 0
This is actually the smallest Grassmannian that contains Quot
(⊕ni=1OP1(mi), P(r)) as a subscheme.
3. The modiﬁed Kronecker–Hermite canonical form
The description of convolutional codes is done based on a number of parameters such as their
length, dimension and free distance. In addition, the Forney indices, thememory and the degree of the
code are considered. Asmentioned above, these are known to be invariants of the code. However, from
a reducedmatrix, some elementary row operations can still be made in order to reduce the degrees of
their elements. In [3], the so-called Kronecker–Hermite canonical form and the modiﬁed Kronecker–
Hermite canonical form of a polynomial matrix are presented as a tool for the parametrization of
conditioned invariant subspaces.
Before proceeding with our classiﬁcation, we present the Kronecker–Hermite and the modiﬁed
Kronecker–Hermite canonical forms of a polynomialmatrix.We reproduce a result from [3] that shows
how to obtain the modiﬁed Kronecker–Hermite canonical matrix of a code from a reduced generator
matrix.
In particular, a polynomial matrix in modiﬁed Kronecker–Hermite canonical form is canonical and
column reduced and, as we will prove, every convolutional code has exactly one generator matrix in
this form. In our classiﬁcation, column reduced canonical matrices play an important role. The results
presented next show that for each code there exist generator matrices with such properties and give
a method to obtain one.
Deﬁnition 3.1. LetG(z) = (gij) be a reduced polynomialmatrix ofmaximum rankwith Forney indices
ν1, . . . , νk . Let us denote the rows ofG by g1, . . . , gk .G(z) is inKronecker–Hermite canonical form if there
exists a uniquely determined set of pivot indices 1 j1 < · · · < jk  n such that
1. giji is a monic polynomial with deg(giji) = deg(gi) = νi.
2. deg(glji) < νi for all 1 l k, l /= i.
3. deg(gil) < νi for all l > ji (and deg(gil) νi for all l < ji).
G(z) is inmodiﬁed Kronecker–Hermite canonical form if it satisﬁes the conditions to be in Kronecker–
Hermite canonical formwith theexception that theForney indices are in increasingorder,ν1  · · · νk ,
and for the pivot indices the order jr < js is only required if νr = νs (deg(gr) = deg(gs)).
Remarks 3.2
1. The modiﬁed Kronecker–Hermite canonical form is obtained from the Kronecker–Hermite
canonical formby a permutation of rows. In both cases each pivot entry, giji is amonic polynomial
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of degree νi, while the rest of the polynomials in the same columnhave a lower degree, and those
in the same row have lower or equal degree, which is strictly lower if they are on the right of gi,ji .
2. The highest coefﬁcient row matrix of G is in reverse row reduced echelon form.
3. Everymatrix in Kronecker–Hermite canonical form or inmodiﬁed Kronecker–Hermite canonical
form is basic and hence canonical, and also column reduced.
4. If we write the polynomial vectors as
∑
ziej, ej being the jth unit vector, and we consider
the monomial ordering ziej ≺ zres if and only if i < r or i = r and j < s, then the modiﬁed
Kronecker–Hermite canonical form is a reduced Groebner basis with respect to ≺.
Example 3.3 ([3], Example 6.1). Two polynomial matrices with entries of degree⎛⎜⎜⎜⎜⎜⎜⎝
2 2 1 1 1 1 1 1 1 1 1
5 1 5 5 4 4 4 1 4 4 4
5 1 5 4 5 5 5 1 4 4 4
2 1 2 2 2 2 2 2 1 1 1
5 1 5 4 5 5 4 1 5 5 4
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
2 2 1 1 1 1 1 1 1 1 1
2 1 2 2 2 2 2 2 1 1 1
5 1 5 5 4 4 4 1 4 4 4
5 1 5 4 5 5 5 1 4 4 4
5 1 5 4 5 5 4 1 5 5 4
⎞⎟⎟⎟⎟⎟⎟⎠ ,
where the boxed elements correspond to the pivot entries giji , are in Kronecker–Hermite canonical
form and modiﬁed Kronecker–Hermite canonical form, respectively.
From the deﬁnitionwe also observe that the submatrix of amatrix inmodiﬁed Kronecker–Hermite
canonical form consisting on the columns of the pivot indices is both column and row proper; its
highest coefﬁcient row matrix is a permutation matrix, and its determinant has degree δ.
The following theorem, corresponding to a part of [3, Theorem 6.1], has a constructive proof and it
gives the method for obtaining the modiﬁed Kronecker–Hermite canonical matrix of a convolutional
code.
Theorem 3.4. Every full row rank polynomial matrix G can be reduced to a unique modiﬁed Kronecker–
Hermite canonical form by a product with a unimodular matrix (elementary row operations).
Corollary 3.5. Every class of polynomial matrices modulo left multiplication by unimodular matrices has
a unique representative in modiﬁed Kronecker–Hermite canonical form.
Proof. Consider two different polynomial matricesM,M′ from the same class modulo multiplication
by unimodular matrices, i.e., U∗M = M′. By the theorem, each can be reduced to a unique modiﬁed
Kronecker–Hermite canonical form viamultiplication by a unimodularmatrix, i.e., there exists exactly
one unimodular matrix U and one unimodular matrix U′ such that UM = H, U′M′ = H′ with H and
H′ in modiﬁed Kronecker–Hermite canonical form.
Thus,wewould have thatH′ = U′M′ = U′U∗M, and since the product of both unimodularmatrices
is also a unimodularmatrixU, wewould haveH′ = UM. By the theorem,M can be reduced to a unique
matrix in modiﬁed Kronecker–Hermite canonical form and it must therefore be H = H′. 
4. Classiﬁcation of convolutional codes
Our aim is to identify the algebraic structure of those convolutional codes that share the same
parameters by representing them as points of a variety. We shall ﬁrst represent generator matrices
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and then convolutional codes as quotients of certain sheaves. In our construction, the key parameters
will be the length, the dimension, the degree and the memory of the convolutional code.
4.1. Convolutional codes as quotient sheaves
Lemma 4.1. Every convolutional code can be associated with a point in a quotient scheme given by a class
of sheaves without torsion in the afﬁne line over the ﬁnite ground ﬁeld F.
Proof. Given a convolutional code C with memory m let us take a basic column reduced generator
matrix G with polynomial entries of degree m, which deﬁnes an injective F[z]-linear map
φG : F[z]k ↪→ F[z]n. (4.1)
Since G is basic, Coker φG is a free module, or equivalently φG has a retraction (there exists a
polynomial right inverse matrix for G). Hence, there is an exact sequence
0 → F[z]k φG→ F[z]n → L → 0, (4.2)
with L a free module with rank n − k.
When homogenizing (4.2) and shifting the degrees so that the morphisms are of graded modules,
we obtain the exact sequence of F[x0, x1]-graded modules
0 → F[x0, x1]k φG→ n⊕
i=1
F[x0, x1][mi] → Coker φG → 0 (4.3)
the matrix representation of φG being
G =
⎛⎜⎜⎝
g11 . . . g1n
...
...
gk1 . . . gkn
⎞⎟⎟⎠ ,
where the elements gij are homogeneous polynomials on x0, x1 of degree mj . If we take the corre-
sponding polynomials in afﬁne coordinates we obtain the matrix G.
Sequence (4.3) is an exact sequence of graded F[x0, x1]-modules that corresponds to a sequence of
coherent sheaves onP1
0 −→ Ok
P1
φ˜G−→ n⊕
i=1
OP1(mi) −→ Q → 0, (4.4)
and when taking sections onA1 we have sequence (4.2). In this way, the sheaf Q corresponds to the
convolutional code generated by G.
Note that all column reduced generator matrices of a code with the same sequence of column
degrees are in the same class modulo multiplication by elements of the general linear group GlF (the
product of a column reduced generator matrix by a polynomial matrix would increase some column
degrees).Accordingly, all thequotient sheavesof⊕ni=1OP1(mi) representingcolumnreducedgenerator
matrices of the same convolutional code are equivalent. Hence, the code is represented by a unique
point in the corresponding quotient scheme.
In addition, since Γ (A1, Q) = L is a free module, its torsion T(Q) can only be in the point at
inﬁnity, P∞. The fact that all sheaves equivalent to Q then have torsion only at inﬁnity means that for
the corresponding polynomialmatrices the property of being basic is invariant under the action of GlF,
as we already knew.
Thus, the convolutional code is represented by a sheaf Q , with sup(T(Q)) ⊂ {P∞}, which, as seen
in Section 2, belongs to the quotient scheme deﬁned by the sheaf ⊕ni=1OP1(mi) and the polynomial
P(r) = (n − k)(r + 1) + gr Q ,
Q ∈ QuotP(r)⊕OP(mi). 
Remark 4.2. The relationship between the column reduced generator matrices of a code having the
same column degrees and the relationship between equivalent quotient sheaves is the same, given by
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multiplication by elements ofGlF(k). However, in general it is possible to have generatormatriceswith
different sequences of column degrees, which would result in quotients of different sheaves. Further,
if we considered no column reduced generator matrices, it would be possible to have non-equivalent
quotients of the same sheaf corresponding to generatormatrices of the same code. Neither case occurs
when all the Forney indices are the same. In general, if we do not assume all the Forney indices to be
equal, a slightlydifferent correspondencebetweencodesandsheavesmustbeestablished, as explained
later on in this section.
Theorem 4.3. Every convolutional code of type [n, k] that has a column reduced generator matrix with
columndegrees {m1, . . . , mn} is represented by apoint in theGrassmannianGrass
(
k, H0
(⊕ni=1OP1(mi))).
This point is a block code of type [n + θ , k, dr0], with θ =
∑n
i=1mi.
Proof. As previously detailed at the end of Section 2, we have the immersion (2.4)
Quot
(
n⊕
i=1
OP1(mi), P(r)
) φ{mi}n1
↪−−−−−−−−−→ Grass
(
k, H0
(
n⊕
i=1
OP1(mi)
))
.
Additionally, it was also proved that φ˜G can be obtained from the morphism
φG : F[z]k −→ F[z]n,
by considering the morphism of graded F[x0, x1]-modules associated with φG and the corresponding
morphism of sheaves. In a similar manner φG can be recovered from φ˜G by taking sections on the
afﬁne line. ImφG is a submodule that deﬁnes a convolutional code C. Further, the class of generator
matrices of C with the same column degrees {mi}n1 corresponds to the class of quotient sheaves
represented by Q . Hence, the code C is represented by φ{mi}n1(Q) as a point of the Grassmannian
Grass
(
k, H0
(⊕ni=1OP1(mi))).
Let us now examinewhat the F-subspace given by the point that represents the convolutional code
is. We have that
H0(P1,Ok
P1
) 
 Fk
H0(P1,⊕OP1(mi)) 
 ⊕
i
< x
mi
0 , x
mi−1
0 x1, . . . , x
mi
1 >
 ⊕
i
F(mi+1) = Fn+θ ,
and therefore themapψG , which corresponds toφG viaφ{mi}n1 deﬁned in (2.4) andwhich characterizes
φ{mi}n1(Q), is in fact
ψG : Fk −→ Fn+θ .
Considering the standard bases that we have ﬁxed, if G is the matrix representation of φG with
polynomial entries g(ij)(z) = ∑ g(ij)k zk , then ImψG is the row space of the matrix
BG =
⎛⎜⎜⎜⎝
g
(11)
0 g
(11)
1 . . . g
(11)
m1 . . . . . . g
(1n)
0 g
(1n)
1 . . . g
(1n)
mn
...
...
g
(k1)
0 g
(k1)
1 . . . g
(k1)
m1 . . . . . . g
(kn)
0 g
(kn)
1 . . . g
(kn)
mn
⎞⎟⎟⎟⎠ .
ImψG can be regarded as a block code of type [n + θ , k] and the equivalence of generator matrices
of this block code corresponds to the relationship between the sheaves of the associated point in the
quotient scheme.
It is immediate to check that the minimum distance of this block code is the 0th row distance, dr0,
of the convolutional code C. 
To know exactly which points of a Grassmannian represent a convolutional code as above, we ﬁrst
need to describe what the image of the morphism φ{mi}n1 is. For this, the following auxiliary matrix
will be needed.
J.M. Muñoz Porras, J.I. Iglesias Curto / Linear Algebra and its Applications 432 (2010) 2701–2725 2709
Deﬁnition 4.4. Given a sequence of natural numbers {mi}n1, with
∑
mi = θ , and a full row rankmatrix
BG with entries in F and dimensions k × n′, where n′ = n + θ , let us take the following partition in
blocks of BG:
BG = (BG(1)|BG(2)| · · · |BG(n)),
so that the block BG(i) will havemi + 1 columns. Let us use g(i)j to refer to the jth column of BG(i); we
then deﬁne the matrix B̂G as(
g
(1)
0 g
(1)
1 g
(1)
2 . . . g
(1)
m1 0 . . . . . . g
(n)
0 g
(n)
1 g
(n)
2 . . . g
(n)
mn 0
0 g
(1)
0 g
(1)
1 . . . g
(1)
m1−1 g
(1)
m1 . . . . . . 0 g
(n)
0 g
(n)
1 . . . g
(n)
mn−1 g
(n)
mn
)
“0" being a 0-column vector of length k.
Lemma 4.5. The points of Grass
(
k, H0
(⊕ni=1OP1(mi))) in the image of φ{mi}n1 are the subspaces spanned
by the rows of a matrix BG such that the associated matrix B̂G has maximum rank.
Proof. First, notice that by ﬁxing the ambient space, H0(P1,⊕ni=1OP1(mi)), and the dimension k, in
particular we ﬁx the numbers θ = ∑ni=1mi and P(0) = n + θ − k, which means ﬁxing the Hilbert
polynomial of the quotient sheaves that can be mapped to this Grassmannian. All of them have the
same Hilbert polynomial, P(r) = (n − k)(r + 1) + θ .
Letus consider anelement fromGrass
(
k, H0
(⊕ni=1OP1(mi))) that is givenbyan injectivemorphism
ψG : H0(OkP) −→ H0
(⊕ni=1OP(mi)). There is a commutative diagram
(4.5)
where ψG ⊗ IdOP and ψ are an injective and a surjective morphism respectively. Thus, the point of
the Grassmannian deﬁned by ψG belongs to the image of φ{mi}n1 if the morphism φ˜G is injective; i.e., if
the intersection Im(ψG ⊗ IdOP) ∩ Kerψ is equal to (0).
For everym ∈ Nwe have the exact sequence
0 → OP(−1)m φm−→H0(OP(m)) ⊗ OP ψm−→OP(m) → 0. (4.6)
φm andψm are determined by twomorphisms ofF[x0, x1]-moduleswhich, with the previously chosen
standard basis, are represented respectively by the matrices
Am =
⎛⎜⎜⎝
x1 −x0 0 . . .
0 x1 −x0 0 . . .· · ·
0 . . . 0 x1 −x0
⎞⎟⎟⎠ , Bm =
⎛⎜⎜⎜⎜⎝
xm0
x
m−1
0 x1
...
xm1
⎞⎟⎟⎟⎟⎠ .
By taking the direct sum for allmi we have
0 → n⊕
i=1
OP(−1)mi φ−→H0
(
n⊕
i=1
OP(mi)
)
⊗ OP ψ−→ n⊕
i=1
OP(mi) → 0, (4.7)
where the matrices characterizing φ and ψ are
A =
⎛⎜⎜⎜⎝
Am1
Am2
. . .
Amn
⎞⎟⎟⎟⎠ , B =
⎛⎜⎜⎜⎝
Bm1
Bm2
. . .
Bmn
⎞⎟⎟⎟⎠ .
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By the exactness of the sequence, we have Ker ψ = Imφ, which will be of use in our proof.
To characterize the images of ψG ⊗ IdOP and φ, we consider the tensor product of the previous
morphisms by OP(1). Thus, we have the diagram
The imageofφ is determinedby the rowsofA. In particular, the image of a global section of⊕ni=1OmiP
(α11 ,α
1
2 , . . . ,α
1
m1
, . . . ,αn1 , . . . ,α
n
mn
), with αij ∈ F, is of the form
(α11x1,α
1
2x1 − α11x0, . . . ,α1m1x1 − α1m1−1x0,α1m1x0, . . . . . . ,αn1x1, . . . ,αnmnx0). (4.8)
Moreover, if ψG is represented by the matrix
BG =
(
g
(1)
0 g
(1)
1 . . . g
(1)
m1−1 g
(1)
m1 . . . g
(n)
0 g
(n)
1 . . . g
(n)
mn−1 g
(n)
mn
)
,
where each g
(i)
j is a column of BG, then the image by ψG ⊗ IdOP of the global section u1x1 + u0x0 of
H0(OkP) ⊗ OP(1), with u1, u0 ∈ Fk , is
(u0 g
(1)
0 x0 + u1 g(1)0 x1, . . . , u0 g(1)m1 x0 + u1 g(1)m1 x1, . . . . . . , u0 g(n)mn x0 + u1 g(n)mn x1). (4.9)
By comparing each term in the vectors (4.8) and (4.9) we have that ψG ⊗ IdOP(u1x1 + u0x0) is in the
image of φ if and only if for all 1 j n
u0 g
(j)
0 = 0
u1 g
(j)
i = −u0 g(j)i+1 = α(j)i+1 for all 0 imj − 1
u1 g
(j)
mj = 0
,
which can bewritten inmatrix form as (u0 , u1 )B̂G = 0. As a result, the intersection Im(ψG ⊗ IdOP) ∩
Imφ is the image by ψG ⊗ IdOP of the sections u1x1 + u0x0 such that (u0 , u1 )B̂G = 0. Accord-
ingly, the condition Imφ ∩ Im(ψG ⊗ IdOP) = (0) is equivalent to the fact that there does not exist a
nonzero linear combination of the rows of B̂G; i.e., this matrix has maximum row rank.
Further, it is clear that if thecondition is satisﬁed foroneof the representingmatricesof the subspace
deﬁned by the point, it is satisﬁed for all of them. 
Weare interested in thepoints of Imφ{mi}n1 that deﬁne elements of theQuot scheme that are sheaves
over P1F with torsion only in P∞; i.e., such that when taking sections on A1F the morphism deﬁning
them is represented by a basic polynomial matrix.
Lemma 4.6. The set of points of Grass
(
k, H0
(⊕ni=1OP1(mi))) representing basic polynomial matrices is
an open subset.
Proof. Recall that a condition for a polynomial matrixM(z) to be basic is that gcd{k × k − minors of
M(z)} = 1; i.e., the ideal generated by its k × k-minors is the whole ring.
For each constant matrix M representing a point P ∈ Grass
(
k, H0
(⊕ni=1OP1(mi))) consider the
polynomial matrixM(z) given by multiplyingM on the right by the matrix
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⎛⎜⎜⎝
1 z . . . zm1 0 0
. . .
0 0 1 z . . . zmn
⎞⎟⎟⎠

(4.10)
Let us denote the Grassmannian by G and let us consider the scheme G × P1, and its projection
π : G × P1 −→ G, which is a proper morphism.
Let I be the ideal sheaf overG × P1 such that IP is the ideal generated by the k × k − minors of
M(z) (note that they do not depend on thematrix representationM of P). Let us consider the projection
(I)0
π−→G.
Imπ is a closed subset ofG because π is a proper morphism.
Thus, P ∈ G represents a basic polynomial matrix if and only if (IP)0 has no zeros, i.e.,
π−1(P) = (IP)0
{= ∅, if P is basic,
/=∅, if P is not basic.
Therefore, we conclude that the basic polynomial matrices are represented by the points in the set
{P ∈ G|π−1(P) = ∅} ⊂ G, which is the complementary of Imπ , and hence open. 
The twoprevious lemmasdetermine thepoints inGrass
(
k, H0
(⊕ni=1OP1(mi))) that represent basic
generator matrices of [n, k] convolutional codes with column degreesm1, . . . , mn. According to these
we have the following result.
Theorem 4.7. The set of points of Grass
(
k, H0
(⊕ni=1OP1(mi))) representing convolutional codes of length
n and dimension k is an open subset.
Proof. As we have seen, a point of Grass
(
k, H0
(⊕ni=1OP1(mi))) determined by a constant matrixM is
associated with the convolutional code generated by the polynomial matrixM(z) resulting from right
multiplication ofM by the matrix (4.10) ifM(z) is column reduced, basic and has maximum rank.
In Lemmas 4.5 and 4.6 it is proven that the second and third conditions, respectively, deﬁne open
subsets of Grass
(
k, H0
(⊕ni=1OP1(mi))).
To examine the meaning of the ﬁrst condition notice that the matrix consisting of the leading
column coefﬁcients of M(z) is precisely the matrix made up with the columns {∑i mi + i}ni=1 of M
(the last column of each block whenM is partitioned in blocks of lengthmi + 1). Accordingly,M(z) is
column reduced if and only if this submatrix of M has maximum rank. This condition also deﬁnes an
open subset in Grass
(
k, H0
(⊕ni=1OP1(mi))).
The intersection of these three open subsets are the points of the Grassmannian that deﬁne convo-
lutional codes. 
4.2. Classiﬁcation of sheaves versus classiﬁcation of codes
The previous construction characterizes basic generator matrices of a code with a ﬁxed sequence
of column degrees as quotient sheaves. However, different generator matrices of the same code may
correspond to quotients of different sheaves.
This is because we are dealing with objects, sheaves on the one hand and submodules on the
other, with different equivalences. In the case of sheaves, this equivalence is given by an isomorphism
whose matrix representations have constant coefﬁcients. In the case of submodules, as we have seen,
equivalence is given in terms of a unimodular matrix. In fact, non-isomorphic sheaves may result in
equivalent submodules.
Recall that the way to obtain the corresponding F[z]-submodule of a sheaf over P1F is by taking
sections on the afﬁne line A1F. It is then possible to ﬁnd non-isomorphic sheaves, which coincide on
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the afﬁne part; i.e. which have the same sections onA1F, but do not coincide globally; that is, they do
not have the same global sections.
Consider an injective morphism φ of coherent sheaves of the same rank k
0 −→ F ′ φ−→F −→ F ′′ −→ 0
such thatF ′′ is centered at the inﬁnite point, P∞; i.e.F
′′
P = 0 for all P /= P∞. Thus,when taking sections
on the afﬁne line we have
0 −→ H0(A1F,F ′) φA−→H0(A1F,F) −→ H0(A1F,F
′′
)︸ ︷︷ ︸
0
−→ . . . ,
and hence φA is an isomorphism of OA-modules; i.e., φA is an injective map with an inverse; that is,
thematrix ofφA is invertible, or equivalently, its determinant belongs toF. This is exactly the algebraic
interpretation of a unimodular matrix.
However, if we take global sections we have
0 −→ H0(P1F,F ′) φP−→H0(P1F,F) −→ F
′′
P∞︸︷︷︸
/=0
−→ . . . ,
whichmeans that there is no isomorphism between the sheavesF andF ′ and, as a result, not between
the corresponding block codes either.
Let us illustrate this with an example.
Example 4.8. Let us consider the ﬁeld F = F5, the ﬁnite ﬁeld with ﬁve elements, and let us denote by
R the ring F5[z] and by R the ring F5[x0, x1]. Consider the coherent sheaves F , F ′, F ′′ corresponding
to the R-modules generated by
〈(3x0, 3x0, 4x0), (4x0 + 2x1, x0, 2x1)〉 ⊂ R[1] ⊕ R ⊕ R[1],
〈(3x0, 3x0, 4x0), (4x0, x0 + 3x1, x1)〉 ⊂ R ⊕ R[1] ⊕ R[1],
〈(3x0, 3x0, 4x0), (4x0 + 3x1, x0 + x1, 0)〉 ⊂ R[1] ⊕ R[1] ⊕ R.
Thus, H0(A1,F), H0(A1,F ′) and H0(A1,F ′′) are respectively the R-modules generated by the rows
of the matrices(
3 3 4
4 + 2z 1 2z
) (
3 3 4
4 1 + 3z z
) (
3 3 4
4 + 3z 1 + z 0
)
and they are submodules of
R[1] ⊕ R ⊕ R[1], R ⊕ R[1] ⊕ R[1], R[1] ⊕ R[1] ⊕ R.
In fact, these submodules generate the same submodule of R[1]⊕3. HoweverH0(P1,F),H0(P1,F ′) and
H0(P1,F ′′) are the vector subspaces of F55 generated by the matrices(
3 0 3 4 0
4 2 1 0 2
) (
3 3 0 4 0
4 1 3 0 1
) (
3 0 3 0 4
4 3 1 1 0
)
and these vector subspaces are different.
In light of this, this fundamental factwhen relating the concepts of convolutional codes and sheaves,
whichhoweverwehavebeenunable toﬁndexplicitlymentioned in the literature,will be akeyelement
of our classiﬁcation.
4.3. Classiﬁcation of convolutional codes
In order to use quotient sheaves in the classiﬁcation of convolutional codes we need to identify the
different classes of sheaves that, by taking sections on A1F, result in the same submodule. We shall
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consider their inclusion in a “bigger" sheaf, which will contain all the sheaves corresponding to the
same convolutional code. This allows us to take a further step by characterizing each code as a unique
point of a Grassmannian.
Theorem 4.9. Given a convolutional code C of type [n, k, δ] and memory νk there is a unique sequence
of integers {ni}ni=1, which will be called the minimal column indices of the code, bounded by νk, such
that the code (by means of all its canonical generator matrices) is represented by a unique point of the
Grassmannian Grass
(
k(νk + 1) − δ, H0 (⊕ni=1OP1(ni))).
Proof. As in the representation of generator matrices with certain column degrees, we shall ﬁrst
represent polynomial generator matrices as quotients of a certain sheaf, after which, via the inclusion
of the Quot scheme in a Grassmannian, the generator matrices of a code will be represented as points
of this variety. However, in this case the column degrees are not ﬁxed and all generator matrices of a
convolutional code (possiblywith different columndegrees)must be represented by a unique quotient
sheaf and hence by a unique point of a Grassmannian.
Theoutlineof theproof is as follows:ﬁrstwedetermine theminimal sheaf that containsall generator
matrices of a given convolutional code andwe take the corresponding quotient sheaf. In particular, this
sheaf will determine the minimal column indices of the code. Then we consider the representation of
the quotient sheaves as points of a Grassmannian, and we give a description of the F-vector subspace
representing a convolutional code in terms of one of its generator matrices.
Let us consider twopolynomial basic generatormatrices,G1, G2, of the same codewith rowdegrees,
which without loss of generality we will assume to be ordered, ν1  · · · νk , the Forney indices of
the code. This means in particular that G1, G2 are canonical matrices. Thus, we have a unimodular
polynomial matrix
U =
⎛⎜⎜⎝
p11 · · · p1k
...
...
pk1 · · · pkk
⎞⎟⎟⎠
with deg pij  νi − νj for νi  νj and pij = 0 otherwise, such that G2 = UG1. In general G1 and G2 may
have different sets of column indices.
As we have seen, G1 and G2 correspond to the morphisms of sheaves
G1φ1 : Ok −→ n⊕
i=1
O(m′i)
G2φ2 : Ok −→ n⊕
i=1
O(m′′i )
deﬁning the corresponding quotient sheaves.
U (as a matrix with homogenized components) corresponds to the morphism of sheaves
Ok
φU
↪→ k⊕
i=1
O(νk − νi)↪→O(N)k
with N = νk − ν1, which is ﬁxed for all the canonical generator matrices of a code. Thus, we have a
commutative diagram
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where jU = ⊕ni=1jiU , with jiU : O(m′′i) −→ O(m′i + N), is an immersion that increases the degree in
the component i bym′i + N − m′′i. jU depends on U and makes the diagram commutative.
Moreover, sinceG1, G2 have the samerowindices, thenm
′′
i, m
′′
j  νk for all i, j n. Inparticular, from
the previous diagram it follows that both Imφ1 and Imφ2 are included in the two sheaves⊕ni=1O(n′i)
and ⊕ni=1O(n′′i), where we deﬁne n′i = min{m′i + N, νk}, n′′i = min{m′′i + N, νk} for all i. We can
then take the minimum set of indices {ni} such that Imφ′ ⊂ ⊕ni=1O(ni) for every φ′ representing
a canonical generator matrix of the code, and ni  n′i for all i for each collection of indices {n′i} that
satisﬁes that condition. These indices are deﬁned to be theminimal column indices of the code. In fact,
each ni is themaximum polynomial degree on the ith column of any canonical generator matrix of the
code. Thus, we have
Weshall nowsee that an injectivemorphismof sheavesφ′′ deﬁnedbyanother canonical polynomial
matrix generates the same convolutional code as φ1 if and only if there is an inclusion of Imφ
′′ in the
sheaf Im(φ̂1) ⊂ ⊕ni=1O(ni). We shall therefore be able to represent the convolutional code as the
quotient sheaf of ⊕ni=1O(ni) deﬁned by φ̂1.
Indeed, an injective morphism φ′′ : Ok −→ ⊕ni=1O(m′′i) deﬁnes the same convolutional code as
φ1 if there exists an injective morphism φU with cokernel centered at P∞ such that
(4.11)
is a commutative diagram. Thus, for any φ′′ deﬁned by a canonical generator matrix of the code the
image of Ok ↪→ ⊕ni=1O(m′′i) ↪→ ⊕ni=1O(ni) is a k-rank subsheaf of Im(φ̂1).
Furthermore, if φ′′ : Ok ↪→ ⊕ni=1O(m′′i) is an injective morphism such that there is an inclusion
j : Imφ′′ ↪→ Im(φ̂1), we can deﬁne an injectivemorphism φU : Ok ↪→ ⊕ki=1O(νk − νi) such that the
corresponding diagram (4.11) is commutative.
The sheaf Im(φ̂1) does not depend on φ1. Recall that given two morphisms of sheaves φ1, φ2
deﬁning the convolutional code, they are determined by two equivalent generator matrices
G1, G2 with the same row degrees. Our aim is to prove that Im(φ̂1) = Im(φ̂2).
Let us use G˜1, G˜2 to refer to the homogeneous polynomial matrices representing the morphisms of
graded modules corresponding to φ̂1, φ̂2, and let g
(j)
i be the vector on the ith row of G˜j . g
(1)
i , g
(2)
i are
homogeneous polynomial vectors of degree νi. Therefore, Im(φ̂i) is generated by
F[x0, x1][νk − ν1]g(i)1 ⊕ F[x0, x1][νk − ν2]g(i)2 ⊕ · · · ⊕ F[x0, x1]g(i)k .
Let us assume that the row degrees of the matrices G˜1, G˜2 take s different valuesμ1 = ν1 < μ2 <
· · · < μs = νk , such that lr rows have row degree μr , and let us denote by g(i)μr ,1, . . . , g(i)μr ,lr the lr rows
of G˜j with degree μr . Thus, Im(φ̂i) is generated by
F[x0, x1][μs − μ1]l1
⎛⎜⎜⎜⎝
g
(i)
μ1 ,1
...
g
(i)
μ1 ,l1
⎞⎟⎟⎟⎠⊕ · · · ⊕ F[x0, x1]ls
⎛⎜⎜⎜⎝
g
(i)
μs,1
...
g
(i)
μs,ls
⎞⎟⎟⎟⎠ .
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We prove that for all j s
F[x0, x1][μs − μj]lj
⎛⎜⎜⎜⎝
g
(2)
μj ,1
...
g
(2)
μj ,lj
⎞⎟⎟⎟⎠ (4.12)
⊆ F[x0, x1][μs − μ1]l1
⎛⎜⎜⎜⎝
g
(1)
μ1 ,1
...
g
(1)
μ1 ,l1
⎞⎟⎟⎟⎠⊕ · · · ⊕ F[x0, x1][μs − μj]lj
⎛⎜⎜⎜⎝
g
(1)
μj ,1
...
g
(1)
μj ,lj
⎞⎟⎟⎟⎠ .
Considering that G1 and G2 are equivalent, and since G˜1, G˜2 have the same row degrees, there exists a
unimodular matrix U˜(x0, x1) = (pij(x0, x1)), with pij a homogeneous polynomial of degree νi − νj for
νi  νj and 0 otherwise, such that G˜2 = U˜G˜1.
Then, the equality G˜2 = U˜G˜1 means in particular that there exist matrices of maximum rank
Mi ∈ Mlj×lj−i(F[x0, x1][μj − μj−i]) for all i < j such that⎛⎜⎜⎜⎝
g
(2)
μj ,1
...
g
(2)
μj ,lj
⎞⎟⎟⎟⎠ = M0
⎛⎜⎜⎜⎝
g
(1)
μj ,1
...
g
(1)
μj ,lj
⎞⎟⎟⎟⎠+ M1
⎛⎜⎜⎜⎝
g
(1)
μj−1 ,1
...
g
(1)
μj−1 ,lj−1
⎞⎟⎟⎟⎠+ · · · + Mj−1
⎛⎜⎜⎜⎝
g
(1)
μ1 ,1
...
g
(1)
μ1 ,l1
⎞⎟⎟⎟⎠ ,
and taking into account that F[x0, x1][μs − μj]ljMi ⊂ F[x0, x1][μs − μj−i]lj−i for all i < j we obtain
our result.
Since (4.12) holds for all j s, then Im(φ̂2) ⊆ Im(φ̂1). With the same argument, we have Im(φ̂1) ⊆
Im(φ̂2) and hence Im(φ̂1) = Im(φ̂2).
Thus, the morphism
k⊕
i=1
O(νk − νi)−→ φ̂1 n⊕
i=1
O(ni) (4.13)
enables us to characterize every canonical generator matrix of the code, and hence the code itself, by
a quotient sheaf Q ′ of ⊕ni=1O(ni) with Hilbert polynomial
P(Q ′, r) = P
(
n⊕
i=1
O(ni), r
)
− P
(
k⊕
i=1
O(νk − νi), r
)
=
n∑
i=1
(ni + 1 + r) −
k∑
i=1
(νk − νi + 1 + r)
= (n − k)(r + 1) +
n∑
i=1
ni + δ − kνk.
We can now describe how the quotient sheaves of⊕ni=1O(ni), in particular those associated in the
previous way with a convolutional code, are represented as points of a Grassmannian. The inclusion
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where both vertical morphisms are the natural inclusions, gives rise to an inclusion
(4.14)
since h0
(⊕ni=1O(ni))− P′Q (0) = k(νk + 1) − δ. Recall that PQ (r) = (n − k)(r + 1) +∑mi is the
Hilbert polynomial of the quotient sheaf Q = Cokerφ1. φ˜{mi}(Q) will be the subspace of
H0
(⊕ni=1OP1(ni)) deﬁned by φ{ni}(Q ′), with Q ′ = Coker(φ̂1), which by the inclusion of the quotient
schemes is theonlypoint in Imφ{ni} that, thought of as a subspace, contains the k-dimensional subspace
of H0
(⊕ni=1OP1(mi)) ⊂ H0 (⊕ni=1OP1(ni)) deﬁned by φ{mi}(Q) as in (2.4).
Let us now describe, considering our ﬁxed standard bases, the subspace of H0
(⊕ni=1OP1(ni))
corresponding to the morphism of sheaves φ̂1 : ⊕ki=1O(νk − νi) −→ ⊕ni=1O(ni).
If Q ′ = Coker(φ̂1), then φ{ni}(Q ′) is the subspace deﬁned by the sequence
0 → H0(P1, k⊕
i=1
O(νk − νi)) → H0(P1, n⊕
i=1
O(ni)) → H0(P1, Q ′) → 0.
φ{ni}(Q ′) is determined by φ1, which can be represented by the polynomial matrix
G1 =
⎛⎜⎜⎝
g(11) . . . g(1n)
...
...
g(k1) . . . g(kn)
⎞⎟⎟⎠
with g(ij) = ∑ g(ij)k xmj−k0 xk1 a homogeneous polynomial of degree mj . Accordingly, the corresponding
matrix representing φ̂1 is G˜1 = (˜g(ij)), where g˜(ij) = ∑ g(ij)k xνi−k0 xk1. Note that in fact g(ij)k = 0 for all
k > min{νi, mj}. Thus, for each 1 i k, the image of the morphism
H0(P1,O(νk − νi)) 
 Fνk−νi+1 −→ H0(P1, n⊕
i=1
O(ni)) 
 F
∑
ni+n
is the rowspan of the constant matrix (g(i1) · · · g(in)), where
g
(ij) =
⎛⎜⎜⎜⎜⎜⎝
g
(ij)
0 . . . . . . g
(ij)
mj 0 . . . . . . . 0
0 . . . g
(ij)
0 . . . . . . g
(ij)
mj 0 . . . . 0
. . .
. . .
0 . . . . . . 0 g
(ij)
0 . . . . . . g
(ij)
mj 0 . . . 0
⎞⎟⎟⎟⎟⎟⎠ ,
and has dimensions νk − νi + 1 × ni + 1.
Therefore, the morphism
H0(P1,
k⊕
i=1
O(νk − νi)) −→ H0(P1, n⊕
i=1
O(ni))
is represented by the matrix⎛⎜⎜⎝
g(11) . . . g(1n)
...
...
g(k1) . . . g(kn)
⎞⎟⎟⎠ = (4.15)
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whose rows generate the image point
φ{ni}(Q ′) ∈ Grass
(
k(νk + 1) − δ, H0
(
n⊕
i=1
OP1(ni)
))
as a vector subspace. Note that by the deﬁnition of the indices ni (there is a canonical generator matrix
of the convolutional code with ith column degree equal to ni) in each of the submatrices⎛⎜⎜⎝
g(1i)
...
g(ki)
⎞⎟⎟⎠
the rightmost column is different from the 0-column.
As a conclusion, given any two canonical generator matrices G1, G2 of the same convolutional code
with row degrees ν1  · · · νk and column degrees {mi}n1 and {m′′i}n1 respectively, represented by the
quotient sheaves Q1, Q2, we have
as well as
φ{mi}(Q1) ↪→ φ˜{mi}(Q1), φ{m′′ i}(Q2) ↪→ φ˜{m′′ i}(Q2),
and therefore
φ{mi}(Q1),φ{m′′ i}(Q2) ⊂ φ˜{mi}(Q1) = φ˜{m′′ i}(Q2) = φ{ni}(Q ′).
As a consequence, bothmatrices, G1 and G2, are represented by the same point inQuot
(⊕ni=1OP1(ni),
PQ ′(r)
)
and hence in Grass(k(νk + 1) − δ, H0 (⊕ni=1OP1(ni))), and this point is generated as a vector
subspace by the rows of the matrix (4.15). 
Remarks 4.10
1. There is a correspondence between the equivalence of canonical generator matrices of convolu-
tional codes and the equivalence of quotient sheaves of⊕ni=1OP1(ni). Notice that the equivalence
is not given in terms of the quotient sheaves that correspond to the generator matrices of a code,
but in terms of the sheaves that contain those associated with these generator matrices.
2. The words of the block code generated by the matrix (4.15) correspond to the codewords of
the convolutional code with maximum degree νk . This set of convolutional codewords does
not depend on the generator matrix of the code. This proves in another way that the subspace
that represents the convolutional code as a point of the Grassmannian does not depend on the
generator matrix, or equivalently on themorphismOk −→ ⊕ni=1O(mi), chosen to carry out the
previous construction.
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3. In the case where νi = νk for all i k (all Forney indices are equal) the equivalence between
canonical generatormatrices is given by constantmatrices,whichmeans that both constructions
from Theorem 4.3 and Theorem 4.9 are the same.
4. Note that nj < νk if and only if for some canonical matrix of the code its jth column degree is
mj < ν1.
Corollary 4.11. Every convolutional code of type [n, k] and memory m is represented by a point in
Grass(λ, Fl) for some λ, where l = n(m + 1). The codes with degree δ are represented precisely by the
subspaces of Fl with dimension λ = k(m + 1) − δ.
Proof. By the previous theorem it is known that an [n, k, δ] codewithmemorym andminimal column
indices {ni}i can be represented by a k(m + 1) − δ-subspace ofH0 (⊕ni=1OP1(ni)). Further, all [n, k, δ]
codes with memory m = νk , can be represented as points of the same Grassmannian by considering
the inclusions
Grass
(
λ, H0
(
P1,
n⊕
i=1
O(ni)
))
↪→ Grass(λ, H0(P1, n⊕
i=1
O(m))). (4.16)
Therefore, we can classify all [n, k, δ]-convolutional codes with a ﬁxed memory as points of the same
Grassmannian. 
Note that to ﬁx the length n of the codes that we wish to classify as subspaces of Fl is equivalent to
ﬁxing the isomorphism Fl = Fn(m+1) 
 H0(P1,⊕ni=1O(m)), wherem = l/n − 1.
We now wish to determine which points from the Grassmannian Grass(λ, H0(P1,⊕ni=1O(m)))
correspond to convolutional codes.
Notice ﬁrst that the points in the image of nontrivial inclusions of the form (4.16) are subspaces of
H0
(
P1,⊕ni=1O(ni)
)
) with some ni < m; i.e., they are the subspaces spanned by a generator matrix
that, if partitioned in n blocks of m + 1 columns, has a 0-column in the rightmost position of the ith
block for some i. In fact, the number of 0-columns in the rightmost positions of each block determines
the sequence {ni}n1. Thus, to check whether a point of the Grassmannian determines a convolutional
code, it is enough to give conditions on Grass
(
λ, H0
(
P1,⊕ni=1O(ni)
))
.
Let us ﬁrst check which points are in the image of φ{ni}n1 .
Recall the deﬁnition of a matrix M̂ associated with a matrixM given by Deﬁnition 4.4.
Lemma 4.12. A point of Grass(λ, H0(P1,⊕ni=1O(ni))), which as a subspace is generated by the rows of a
matrix M, represents a rank n − k quotient sheaf of ⊕ni=1O(ni) with k λ if and only if the rank of M̂ is
λ + k.
Proof. Let us call the lower λ rows of M̂ the “shifted" rows corresponding to the upper ones.
ThematrixM represents the subspace associated with a rank n − k quotient sheaf if and only if the
rows ofM can be grouped in k row-blocks such that after a number of row linear operationsM has the
shape (4.15). Note that the rows of a row-block and those from the “shifted" row-block coincide except
the ﬁrst row from the original block and the last one from the “shifted" block. Thus, in a nonzerominor
of M̂ there can be at most all the rows from a row-block ofM and the last row from the shifted block.
This would give a nonzero minor of maximum order λ + k.
Additionally, there exists a nonzero λ + k-minor within the submatrix of M̂ consisting of the rows
of M and the last row of each shifted row-block. This is because M has maximum rank and because,
given the sequence {ni}n1, the partition of the rows ofM so that it has the shape (4.15) up to linear row
operations is unique. Indeed, every linear dependence of the rows of this submatrix of M̂ involving
only rows of M or only shifted rows would mean that M would not have maximum rank. Now, every
linear dependence involving both rows ofM and shifted rowswouldmean that it would be possible to
take a linear combination on the rows ofM to obtain one of the shifted rows. Thus, by performing this
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linear operations inM we can substitute a row fromM by a shifted row from a different row-block (all
the rows from a row-block together with the shifted row of the last one cannot be linearly dependent).
In that case, it would be possible inM to add an extra row to the bottom of one of the row-blocks, and
the row partition would not be unique. 
Note that for k < λ the set of points satisfying the condition on the previous lemma is a closed
subset that will be denoted Zk . For k = λ, the result is equivalent to Lemma 4.5, and the set of points
that it deﬁnes is an open subset which will be denoted Uk .
The condition for a point from Grass
(
λ, H0
(
P1,⊕ni=1O(ni)
))
represented by a matrixM to corre-
spond to a basic polynomialmatrix is the one given in Lemma 4.6, which deﬁnes an open subset of this
Grassmannian. Furthermore, the condition that thispoint isnot contained ina smallerGrassmannianof
the form Grass
(
λ, H0
(
P1,⊕ni=1O(n′i)
))
means that the corresponding polynomial matrix is reduced,
which according to the characterization in [9, Theorem A2] deﬁnes an open subset. The intersection of
both subsets, i.e., those points associated with canonical polynomial matrices, is an open subset that
will be denoted UC .
Thus, we can classify the convolutional codes of length n, dimension k, degree δ and memorym in
the following way.
Theorem 4.13. The convolutional codes of length n, dimension k, memorym and degree δ < km are repre-
sented by an open subset of a closed subset of the GrassmannianGrass
(
k(m + 1) − δ, H0 (⊕ni=1OP1(m)))
given by UC ∩ Zk.
The convolutional codes of type [n, k, δ;m] which have all their Forney indices equal, i.e. δ = km, are
represented by the open subset of the Grassmannian Grass
(
k, H0
(
P1,⊕ni=1O(m)
))
given by UC ∩ Uk.
Proof. The construction carried out along Theorem 4.9 allows us to identify a convolutional code of
type [n, k, δ]andmemorymwithapointof theGrassmannianGrass
(
k(m + 1) − δ, H0(⊕ni=1OP1(m))).
However, not all the points of this Grassmannian deﬁne convolutional codes. For this, they have to be
in the image by φ{ni}n1 of a rank n − k quotient sheaf without torsion in the afﬁne line. Further, they
cannot be in the image of anymorphismφ{n′i}n1 with some n
′
i < ni, for this representation to be unique.
The second condition is equivalent to the fact that the module given by the sections of the sheaf in
A is generated by a basic polynomial matrix, whereas the third condition means that this polynomial
matrix is reduced. Therefore, the second and third conditionsmean that the pointmust lie in the subset
UC . When δ < km, the ﬁrst condition means that the point must lie in the subset Zk . As a result, the
points representing convolutional codes of type [n, k, δ] and memorym are those in UC ∩ Zk .
In the casewhere δ = km, the construction carried out along Lemma 4.1 and Theorem4.3 identiﬁes
an [n, k, δ] convolutional code with a point of Grass
(
k, H0
(
P1,⊕ni=1O(m)
))
. In this case, the set of
points of the Grassmannian associated with a rank n − k sheaf is the open subset Uk . As seen before,
the set of points of the Grassmannian associated with a sheaf without torsion in the afﬁne line that
uniquely represents a convolutional code is the open subset UC . As a consequence, only the points in
UC ∩ Uk represent [n, k, δ] convolutional codes. 
Remark 4.14. A different classiﬁcation of convolutional codes in terms of a quotient sheaf has been
given in [12]. The main difference is that the basic indices for that classiﬁcation are the row degrees.
Speciﬁcally, instead of the sequence (4.4) the following one is considered
0 −→ k⊕
i=1
OP1(−νi) −→ OnP1 −→ Q → 0 ,
where νi are the row degrees of the code.
In terms of the encoding process, this means that the message words are considered to have
polynomial coordinates with different degrees in order to give encoded words with the same degree
in all coordinates.
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As a result, the set of convolutional codes of type [n, k, δ] is identiﬁed with a closed subset of the
Grassmannian Grass(k(δ + 1) − δ, Fn(δ+1)).
A relationship between both representations of codes as points of Grassmannians looks an inter-
esting topic for further work.
5. Considerations about the free distance
For a better performance of the code the highest possible free distance is desirable. However, this
conﬂicts with having the maximal rate of information in each codeword. Hence, the free distance is
bounded for a given length, dimension and degree of the code. The exact relationship is not known,
and several general bounds (not always tight) are used. The most usual ones are
d
⌊
nqk−1(q−1)
qk−1
⌋ ∑k−1
l=0
⌈
d
ql
⌉
 n d n − k + 1
Plotkin bound Griesmer bound Singleton bound
Some bounds on the free distance of a convolutional code are theHeller bound, the Griesmer bound
and the generalized Singleton bound. They are generalizations for convolutional codes of bounds on
theminimumdistance of block codes, such as the Plotkin bound, theGriesmer bound and the Singleton
bound respectively [4,13]. The last one, with fairly a simple form,
dfree (n − k)(δ/k + 1) + δ + 1,
is particularly interesting and useful. In analogy with the block code case, the codes attaining this
bound are called Maximum Distance Separable (MDS) codes.
The classiﬁcation presented in this work can also be used to derive generalizations of distance
bounds for convolutional codes. For this, we shall take F = Fq, a ﬁnite ﬁeld of size q.
Theorem 5.1. Let C be a convolutional code of type [n, k, δ;m]q with minimal column indices (mci)
n1, . . . , nn and let ϑ = ∑ni=1 ni. Thus, its free distance dfree satisﬁes
dfree  min
i∈N0
⌊
(ϑ+n(i+1))qk(m+i+1)−δ−1(q−1)
qk(m+i+1)−δ−1
⌋
(mci Heller bound),
dfree  S˜(n, k,ϑ):=n + ϑ − k(m + 1) + δ + 1
(mci Singleton bound),
dfreemax
{
d′ ∈{1, . . . , S˜(n, k,ϑ)}|k(m+i+1)−δ−1∑
l=0
⌈
d′
ql
⌉
n(i + 1) + ϑ for all i ∈ N0
}
(mci Griesmer bound).
Proof. From the classiﬁcation in the previous section it is known that an [n, k, δ] convolutional code
with memory m is associated with the block code that as a subspace corresponds to the point that
represents the convolutional code in Grass
(
k(m + 1) − δ, H0 (⊕ni=1OP1(ni))). Notice that the code-
words of the block code correspond to the polynomial codewords of the convolutional code with
maximum degreem. Hence, the minimum distance of that block code upper-bounds the free distance
of the convolutional code. This block code has length n′ = n + ϑ and dimension k′ = k(m + 1) − δ.
By applying known bounds on the minimum distance of block codes we can bound the free distance
of the convolutional code:
dfree 
⌊
(n+ϑ)qk(m+1)−δ−1(q−1)
qk(m+1)−δ−1
⌋
, after applying the Plotkin bound,
k(m+1)−δ−1∑
l=0
⌈
dfree
ql
⌉
 n + ϑ , after applying the Griesmer bound,
dfree  n + ϑ − k(m + 1) + δ + 1, after applying the Singleton bound.
In general, in order to represent the polynomial codewords of maximum degree m + i, i 0, as
codewords of a block code wemay consider the tensor product of the morphism (4.13) byO(i), which
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in the sameway as in Theorem4.9 results in a correspondence of the convolutional code Cwith a block
code of type [ϑ + n(i + 1), k(m + i + 1) − δ], i ∈ N0, whose minimum distance also upper-bounds
the free distance of the convolutional code. Thus, by applying the Plotkin bound, the Griesmer bound
and the Singleton bound respectively, and by considering the minimum values that hold for all i 0,
we obtain the three bounds on the free distance of the convolutional code. 
The following is the analogy for our bounds of a well-known result relating the corresponding
bounds for block codes.
Corollary 5.2. The mci Griesmer bound is sharper than the mci Heller bound.
Proof. Note in the proof of the theorem that from the expression of the Griesmer bound applied to
the [n + ϑ , k(m + 1) − δ] code we have
k(m+1)−δ−1∑
l=0
dfree
ql

k(m+1)−δ−1∑
l=0
⌈
dfree
ql
⌉
 n + ϑ.
Hence, since the free distance must satisfy this inequality, in particular
dfree 
n + ϑ∑k(m+1)−δ−1
l=0 1ql
= (n + ϑ)q
k(m+1)−δ−1(q − 1)
qk(m+1)−δ − 1
must hold, and since dfree is an integer value, it will be lower or equal than the integer part of the right
hand side, i.e., it satisﬁes the expressionof theHeller boundapplied to the [n + ϑ , k(m + 1) − δ] code.
In the sameway, this is also valid for all codes of type [ϑ + n(i + 1), k(m + i + 1) − δ], and hence
themci Griesmer bound implies themci Heller bound. 
Corollary 5.3. A convolutional code of type [n, k, δ;m] reaching the generalized Singleton bound must
have minimal column indices {ni}n1 satisfying∑n
i=1ni  (m − 1)n + k, if δ < km,
ni = m for all i n, if δ = km.
Proof. For a convolutional code that reaches the generalized Singleton bound, themci Singleton bound
from the previous theorem cannot be strictly sharper. Bearing this in mind, by comparison of both
bounds we have that in that case
ϑ − km  (n − k)
⌊
δ
k
⌋
must hold. It is well-known that for a MDS convolutional code νi ∈ {m − 1, m} for all i, and since
δ = (m − 1)k + r, with r the number of Forney indices equal tom, we have
n∑
i=1
ni  (m − 1)n + k + (n − k)
⌊
r
k
⌋
,
from which our result follows. 
In addition, our classiﬁcation of convolutional codes makes it possible to use the bounds on the
minimum distance of a particular class of block codes in a different way, in order to bound the free
distance of convolutional codes.
Recall that we identify any canonical generator matrix of a convolutional code with a subspace of
Fl spanned by a generator matrix that can be written in the form (4.15).
Theorem 5.4. Let G(z) be a canonical generator matrix of a convolutional code C with Forney indices
ν1, . . . , νk, and
2722 J.M. Muñoz Porras, J.I. Iglesias Curto / Linear Algebra and its Applications 432 (2010) 2701–2725
G(z) ·
(
1, zn1+1, zn1+n2+2, . . . , z
∑n−1
i=1 ni+n−1
)
= (p1(z), . . . , pk(z)).
Let pi(z) generate a cyclic code of type [n, k, d] = [deg(pi) + νk − νi + 1, νk − νi + 1, di]. Thus,
dfree(C)min{di}.
Consider the cyclic code of type [n, k, d] = [deg(gij) + νk − νi + 1, νk − νi + 1, dij] generated by
gij(z), the (i, j) th entry of G(z), then
di 
∑
j
dij.
Proof. Let us consider the generator matrix of the block code associated with C,⎛⎜⎜⎝
g(11) . . . g(1n)
...
...
g(k1) . . . g(kn)
⎞⎟⎟⎠ . (5.1)
Note from the explicit expression in (4.15) that every row-block submatrix (g(i1), . . . , g(in)) is in fact the
generator matrix, up to the last 0-columns, of a cyclic code. In fact, if G(z) is the generator matrix of C
whose entries have as coefﬁcients the elements of (5.1), and if g(i∗) is the ith row of G(z), a polynomial
generating the cyclic code deﬁned by (g(i1), . . . , g(in)) is
pi(z) = g(i∗) ·
(
1, zn1+1, zn1+n2+2, . . . , z
∑n−1
i=1 ni+n−1
)
(which is the generator polynomial of the cyclic code if and only if it ismonic). As a result, theminimum
distance of the cyclic code generated by pi(z) upper-bounds the minimum distance of the block code
generated by (5.1), and hence the free distance of the convolutional code.
Also, note that each of the blocks g(ij) is in fact the generator matrix (up to the last 0-columns)
of a cyclic code generated precisely by the polynomial in the (i, j)th component of G(z). Thus, the
minimum distance of the cyclic code generated by pi(z) can be lower-bounded by the sum of the
minimum distances of the cyclic codes generated by the polynomial entries in the ith row of G(z). 
6. Some optimal convolutional codes obtained from their related block codes
The representation of convolutional codes as F-vector subspaces led us to investigate the relation-
ship between the minimum distance and the free distance of related codes. This gave as a result some
bounds on the free distance of convolutional codes based on well-known bounds on the minimum
distance of block codes. Thus, the natural question arises of whether it is possible to exploit this
relationship to derive convolutional codes with an optimal free distance from related block codes
that are known to have optimal minimum distance. Here we present a number of cases, considering
different optimal block codes, in which this is possible.
6.1. Hamming codes
Let us take the Hamming codeH2(3) over F2 generated by⎛⎝0 0 0 1 1 1 10 1 1 0 0 1 1
1 0 1 0 1 0 1
⎞⎠ .
Thus, after different partitions we have the following convolutional codes (see Table 1).
The third one reaches the generalized Singleton bound and the other two reach theGriesmer bound
for their parameters.
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Table 1
Different convolutional codes associated withH2(3).
Partition {ni} {0, 1, 1, 1} {1, 0, 1, 1} {1, 1, 1, 0}
G(z)
⎛⎜⎝0 0 1 + z 1 + z0 1 + z 0 1 + z
1 z z z
⎞⎟⎠
⎛⎜⎝0 0 1 + z 1 + zz 1 0 1 + z
1 1 z z
⎞⎟⎠
⎛⎜⎝0 z 1 + z 1z 1 z 1
1 1 1 1
⎞⎟⎠
[n, k, δ, dfree] [4, 3, 1, 2] [4, 3, 1, 2] [4, 3, 2, 4]
Adding a parity check bit to the previous Hamming code we obtain the extended [8,4] Hamming
code generated by the matrix⎛⎜⎜⎝
0 0 0 1 1 1 1 0
0 1 1 0 0 1 1 0
1 0 1 0 1 0 1 0
1 1 1 1 1 1 1 1
⎞⎟⎟⎠ ∼
⎛⎜⎜⎝
0 0 0 1 1 1 1 0
1 1 0 0 1 1 0 0
0 1 1 0 0 1 1 0
0 0 1 1 0 0 1 1
⎞⎟⎟⎠ .
Byconsidering thepartitiongivenby the column indices {0, 0, 0, 1, 0, 0, 0}wehave the convolutional
code generated by⎛⎜⎜⎝
0 0 0 1 + z 1 1 0
1 1 0 z 1 0 0
0 1 1 0 1 1 0
0 0 1 1 0 1 1
⎞⎟⎟⎠ ∼
⎛⎜⎜⎝
1 1 0 1 0 1 0
1 1 1 0 0 0 1
1 0 1 1 1 0 0
0 1 1 1 + z 0 0 0
⎞⎟⎟⎠
which has parameters [n, k, δ] = [7, 4, 1] and dfree = 4, and hence reaches the Griesmer bound.
Let us now take the subcode generated by(
0 0 0 1 1 1 1 0
1 0 1 0 1 0 1 0
)
and the sequence of column indices {1, 1, 1, 1}. This code represents the convolutional code generated
by (
0 z 1 + z 1
1 1 1 1
)
whichhas parameters [n, k, δ] = [4, 2, 1] and dfree = 4; i.e., it reaches the generalized Singleton bound.
We now consider another Hamming code,H3(3), over F3, generated by the matrix⎛⎝0 0 0 0 1 1 1 1 1 1 1 1 10 1 1 1 0 0 0 1 1 1 2 2 2
1 0 1 2 0 1 2 0 1 2 0 1 2
⎞⎠ .
The partition deﬁned by the indices {1, 0, 1, 0, 1, 0, 1, 0, 0} results in the convolutional code generated
by the matrix⎛⎝0 0 z 1 1 + z 1 1 + z 1 1z 1 1 0 z 1 1 + 2z 2 2
1 1 2 1 2 1 2 1 2
⎞⎠
with parameters [n, k, δ] = [9, 3, 2] and free distance dfree = 9. Thus, it reaches the generalized Sin-
gleton bound.
We may consider different partitions leading to convolutional codes with different degrees. How-
ever, not all of them have optimal free distance. In particular, when there is a large difference between
the column degrees the value of the free distance remains very distant from the optimal value, as we
have seen in the previous section. As a small illustration, we present a number of possible partitions
and the parameters of the convolutional code obtained, togetherwith the value of the Griesmer bound
for those parameters (see Table 2)
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Table 2
Some non-optimal convolutional codes associated withH3(3).
{ni} (n, k, δ) dfree Griesmer
{1, 0, 1, 0, 1, 0, 0, 0, 0, 0} (10, 3, 2) 9 10
{1, 1, 1, 1, 1, 1, 0} (7, 3, 3) 7 9
{2, 2, 2, 1, 1} (5, 3, 5) 7 9
{2, 2, 2, 2, 0} (5, 3, 6) 7 9
{3, 3, 3, 0} (4, 3, 9) 5 10
6.2. Reed–Solomon codes
Let us now consider the Reed–Solomon code over a ﬁnite ﬁeld Fq (q 7) generated by(
α1 α2 α3 α4 α5 α6
α21 α
2
2 α
2
3 α
2
4 α
2
5 α
2
6
)
.
Let us take thepartition givenby the column indices {ni}i = {1, 1, 1}. Thus,weobtain the convolutional
code generated by the matrix(
α1z + α2 α3z + α4 α5z + α6
α21z + α22 α23z + α24 α25z + α26
)
,
which having parameters [3, 2, 2]q and dfree = 5 is also MDS.
6.3. Other optimal codes
Let us consider the block code over F4 = F2[x]/x2+x+1 
 F2(α) generated by(
α α2 1 α α2 1
α2 α 1 α2 α 1
)
.
This code has minimum distance d = 4. Let us consider the partition given by {ni}i = {1, 1, 1}. The
corresponding convolutional code is generated by the matrix(
αz + α2 z + α α2z + 1
α2z + α z + α2 αz + 1
)
.
This code has parameters [3, 2, 2]4 and free distance dfree = 4, and as a result it reaches the Griesmer
bound for those parameters.
The variety of block codes that result in optimal convolutional codes leads us to consider this a
quite valuable method to derive new families of convolutional codes. However, as we have seen the
precise conditions under which the resulting code has optimal free distance are still not clear and we
do not have much information except that given by the conditions on the column distances derived in
the previous section. This therefore remains an appealing topic for future research.
7. Conclusions
The interpretation of convolutional codes as submodules of F[z]n makes it possible to associate
each of them with a point of a certain Grassmannian. The natural way to do this, however, would
result in a non-canonical representation, since this would depend on the generatormatrix of the code.
Instead, a slightly different correspondence can be considered which, since it is compatible with the
equivalences of submodules and sheaves, is canonical. In addition, this representation can be given
explicitly, which provides valuable information about convolutional codes that can be used to derive
new bounds on the free distance or to construct optimal convolutional codes.
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