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1. INTRODUCTION AND MAIN RESULTS
The purpose of this paper is to study the smooth classification of local
phase portraits of systems of ODEs of the form
A(x) x* =F(x), x # Rn, (CS)
where A(x) is an n_n matrix-valued function, n2, and F(x) is a vector
field (all objects are assumed to be of class C).
The difference between systems (CS) and autonomous ODEs (ordinary
vector fields) is due to the existence of impasse hypersurface
S=[x # Rn : det A(x)=0],
whose points are called impasse points. Usually there are no phase curves
passing through S (see the figures in this paper), therefore systems of the
form (CS) can be called constrained systems, see [SL, Zh]. This name will
be used throughout the paper. The other possible names are ‘‘quasi-linear
systems,’’ see [RR], or ‘‘generalized vector fields,’’ see [CO, Me].
In the study of constrained systems there are two directions of research.
The first one amounts to consider the case where rank A(x)#n&1, then
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(CS) reduces to the systems x* =F(x, y), G(x, y)=0, x # Rn&1 that are
related to the singular perturbation problems of ODEs. This direction has
been originally developed in the papers [CO, T].
This paper represents the second direction of research, see [SL, Zh]: we
study typical constrained systems (CS), or, equivalently, irremovable
singularities of such systems. This means that our results concern systems
(CS) that belong to an open and dense set in the space of all globally
defined constrained systems. To define a constrained system globally, on
a manifold M n, one has to replace the matrix A(x) by a family of linear
operators A=[Ap : TpMn  Tp Mn] (a section of the endomorphism
bundle), and the vector-function F(x) by a globally defined vector field F.
It is clear, for example, that for typical system (CS) the set of points p at
which the operator Ap is degenerate is a codimension one submanifold of
Mn (possibly stratified if n is big enough).
This point of view is standard in Singularity Theory. In fact, the study
of constrained systems represents a nice field for the interaction between
the Qualitative Theory of Ordinary Differential Equations and the Theory
of Smooth Singularities of functions and mappings. In both ingredients the
subject of classification and normalization is of first importance, since it
allows a deeper understanding of local aspects of the problems involved.
The orbital equivalence, introduced below, allows to study the quali-
tative behavior of the oriented phase portraits of constrained systems in the
set Rn&S which essentially differ, near impasse points, from the phase
portraits of vector fields.
Definition. Let (CS)1 and (CS)2 be constrained systems with impasse
hypersurfaces S1 and S2 respectively. The germ of (CS)1 at a point p1 is
orbitally Ck-equivalent to the germ of (CS)2 at a point p2 if there exist
neighborhoods U1 of p1 and U2 of p2 and a Ck-diffeomorphism 8: U1  U2
sending p1 to p2 , S1 & U1 to S2 & U2 and mapping the foliation of U1&S1
by the phase curves of (CS)1 to the foliation of U2&S2 by the phase curves
of (CS)2 . The diffeomorphism 8 can either preserve or change the orienta-
tion of the phase curves.
The work [Zh] contains a complete smooth orbital classification of
germs of generic constrained systems on 2-manifolds. The papers [S, SL]
contain global structural stability results for smooth and polynomial
constrained systems in the plane. Other papers concerned with the study of
the phase portrait of constrained systems are [Me, RR].
This paper is devoted to the n-dimensional case, n3. As in the
2-dimensional case, the classification of the phase portraits can be reduced
to the classification of pairs consisting of the impasse hypersurface and
the extended vector field (Section 2), but in the n-dimensional case, n3, the
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typicali.e., most common or generic-singularities of such pairs are much
more complicated than in the 2-dimensional case. The classification of pairs
(vector field, hypersurface ) also appears in other problems (see [ST, T]),
but the pairs obtained in each of them have their own specific character.
The systems of the form (CS) are particular case of general implicit
differential equations F(t, x, x* )=0, x # Rn, where F=(F1 , ..., Fn), and the
matrix Fx* is non-invertible (at some points). Such equations are classified
if n=1 (see [Ar, Sects. 34]), but if n2 then a ‘‘good’’ classification
(i.e., with normal forms containing no parameters or finite number of
parameters) is impossible, see [Ar, Sect. 6].
In the case of systems (CS) we obtain a number of normal forms without
parameters or with few parameters. The simplest orbital normal form holds
near a nonsingular impasse pointan impasse point satisfying the genericity
conditions given below. As a first step, we define regular impasse points.
Definition. An impasse point p of the system (CS) will be called
regular if det A(x) is a regular function at p : d(det A(x))( p){0.
It is p is a regular impasse point, then rank A( p)=n&1 and S is
a smooth hypersurface near p.
Definition. An impasse point p of the system (CS) will be called non-
singular if p is a regular point, the 1-dimensional space ker A( p) is transver-
sal to S and the vector F( p) does not belong to the image of A( p). An
impasse point will be called singular if (at least) one of these conditions is
violated.
Theorem 1. The germ of a constrained system at a nonsingular impasse
point is C-equivalent to the normal form
x* 1= } } } =x* n&1=0, xnx* n=1. (NS)
This theorem is proved in Section 3. The normal form (NS) defines two
oriented phase portraits of constrained systems shown in Fig. 1.
The definition of a nonsingular impasse point leads to the following
types of singularities.
Definition. (1) By K-singularity (kernel singularity) we mean any
germ of a constrained system (CS) at a regular impasse point p # S such
that ker A( p) is tangent to S and F( p) does not belong to the image of
A( p);
569IMPASSE SINGULARITIES
FIG. 1. Phase portraits near a nonsingular impasse point: (a) S attracting, (b) S repelling.
(2) By I-singularity (image singularity) we mean any germ of a con-
strained system (CS) at a regular impasse point p # S such that ker A( p) is
transversal to S and F( p) belongs to the image of A( p);
(3) By IK-singularity (image-kernel singularity) we mean any germ of
a constrained system (CS) at a regular impasse point p # S such that
ker A( p) is tangent to S and F( p) belongs to the image of A( p).
In this paper we do not consider non-regular impasse points. Note that,
generically, the set of all K-singularities and the set of all I-singularities
have both codimension two in the space of all germs of constrained
systems; also, the set of all IK-singularities has codimension 3.
The K-singularities are studied in Section 3. The following theorem gives
a complete classification of typical K-singularities. Here and below by typi-
cal singularities we understand all singularities away from a certain set of
codimension bigger than n in the space of all germs of constrained systems
on Rn (including the germs at points which are not impasse points).
Theorem 2. Any typical K-singularity on Rn is C orbitally equivalent
to one of the (n&1) normal forms
x* 1= } } } =x* n&1=0, gj (x) x* n=1, (K ) j
where
g1(x)=x1+x2n ,
gj (x)=x1+x2xn+ } } } +xjx j&1n +x
j+1
n , 2 jn&1.
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FIG. 2. Phase portrait near a K1 (fold) impasse point.
This means that is the space of all constrained systems on an n-manifold
there exists an open and dense set such that any K-singularity of any
system of this set is equivalent to one of the given normal forms. In fact,
we can say more. Any K singularity away from a certain codimension
( j+2) stratified submanifold in the space of all germs of constrained
systems (described in Section 3), is equivalent to one of the normal forms
(K )1&(K ) j . The oriented phase portraits of constrained systems corre-
sponding to normal forms (K)1 and (K )2 are shown in Figs. 2, 3. They can
be called fold and cusp, respectively.
In Sections 4 and 5 we study the I and IK-singularities. Their orbital
classification is much more difficult. In this paper we restrict ourselves to
nonresonant I and IK-singularities. To define nonresonant singularities we
introduce the extended vector field E : x* =E(x)-the unique smooth solution
of the system of linear equations A(x) x* =(det A(x)) F(x) associated to the
FIG. 3. Phase portraits near a K2 (cusp) impasse point: (a) S attracting, (b) S repelling.
571IMPASSE SINGULARITIES
system (CS). It is clear that if (CS) has an I or IK-singularity at a point
p then E( p)=0. In Section 4 we show that at least (n&2) eigenvalues of
the linearization of E at p are equal to zero.
Definition. An I or IK-singularity at a point p will be called nonreso-
nant if the linearization at p of the extended vector field has two nonzero
eigenvalues and their ratio is neither a negative rational number nor it
belongs to the set [1, 2, 12, 3, 13, 4, 14, ...].
Theorem 3. Any nonresonant I-singularity on Rn, n3, is Ck-orbitally
equivalent, for any finite k, to the normal forms
z* 1=z* 2= } } } =z* n&2=0, x* =*(z), yy* =x+ y. (NRI )
For typical nonresonant I-singularities, the function *(z) can be reduced
either to *+z1 or to *\z21\z
2
2\ } } } \z
2
n&2 , where *=*(0). The param-
eter * takes generic values and distinguishes constrained systems which
are not C 1-equivalent. The oriented phase portraits corresponding to the
normal forms (NRI ) are shown in Fig. 4.
The classification of nonresonant I-singularities on R2 is simpler. In fact,
for any finite k, by the results of [Zh] any such singularity is Ck-orbitally
equivalent to the normal form
x* =*, yy* =x+ y.
The IK-singularities are typical only for constrained systems on mani-
folds of dimension 3 and bigger. In Section 5 we will prove the following
theorem.
Theorem 4. Any typical nonresonant IK-singularity on R3 is Ck-orbitally
equivalent, for any finite k, to the normal form
z* =0, x* +(*+z)( y+z) y* =*+z, (x+ yz+ y2) y* = y.
Any typical nonresonant IK-singularity on Rn, n4, is Ck-orbitally equiv-
alent, for any finite k, to one of the (n&2) normal forms
z* 1=z* 2= } } } =z* n&2=0,
x* +*(z) fj ( y, z) y* =*(z), (NRIK) j
(x+ yfj ( y, z)) y* = y,
where
fj ( y, z)=z1+z2 y+ } } } +zj y j&1+ y j, 1 jn&2.
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FIG. 4. Phase portraits near nonresonant I-singularities. (a) *(0)>0 (saddle), (b) *(0)<
&14 (focus), (c) &
1
4<*(0)<0 (node).
More precisely, any typical nonresonant IK-singularity away from a cer-
tain codimension ( j+3) stratified submanifold in the space of all germs of
constrained systems (described in Section 5) is Ck-orbitally equivalent to
one of the normal forms (NRIK )1&(NRIK )n&2 . The oriented phase por-
traits of constrained systems corresponding to the normal form (NRIK )1
are shown in Fig. 5.
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FIG. 5. Phase portraits near nonresonant IK-singularities of type (NRIK)1 . (a) *(0)>0
(node), (b) *(0)<0 (saddle). T, curve of tangency points.
To explain the given normal forms and the pictures of the corresponding
phase portraits, as well as to prove Theorems 14, we use a form of resolu-
tion of singularities (Section 2) and show that the orbital classification of
constrained systems can be reduced to that of the pairs (S, E ) consisting of
the impasse hypersurface and the extended vector field.
2. RESOLUTION OF SINGULARITIES: EXTENDED
VECTOR FIELD
Following the method used in [Zh], we associate to a constrained
system (CS) the system
A(x) x* =(det A(x)) F(x)
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which has a smooth solution
x* =E(x),
where the i th coordinate of E(x) is the determinant of the matrix obtained
from A(x) by replacing its i th column by the column F(x) (Kramer’s rule).
This solution is unique provided that the function det A(x) is not a zero
divisor in the ring of germs of smooth functions. This amounts to require
that the set S does not contain any open subset of Rn.
Definition. The vector field x* =E(x) will be called extended vector
field associated to the constrained system (CS) and will be denoted by E.
Let (CS)1 and (CS)2 be constrained systems, and let (S1 , E1) and
(S2 , E2) be pairs consisting of the impasse hypersurface and the extended
vector fields associated to (CS)1 and (CS)2 , respectively.
Definition. The pair (S1 , E1) will be called Ck-orbitally equivalent to
the pair (S2 , E2) if there exists a Ck-diffeomorphism sending S1 to S2 and
E1 to QE2 , where Q is a nonvanishing function.
In other words, the pairs are orbitally equivalent if E1 is orbitally equiv-
alent to E2 via a diffeomorphism sending S1 to S2 . It is clear that if the
pairs (S1 , E1) and (S2 , E2) are orbitally equivalent then so are the con-
strained systems (CS)1 and (CS)2 . The converse statement is true under
very weak assumptions on the character of possible singularities of the
extended vector fields.
Definition. We will say that a germ E of a vector field has the
1-division property if the relation E 7 Y=0 for a germ Y of vector field
implies that Y=HE for some function H. By E 7 Y=0 is meant that the
vector fields are pointwise colinear.
It is clear that if E( p){0 then the germ of E at p has the 1-division
property. If E( p)=0 then the 1-division property is a property of the ideal
(E ) generated by the coefficients of E in some coordinate system ((E ) does
not depend on its choice). If (E ) is C-equivalent to an ideal generated by
analytic functions, then the 1-division property is equivalent to the condi-
tion that the coefficients of E do not have a common factor vanishing at
p, see [M, MZ].
Proposition 1. Let (CS)1 and (CS)2 be germs of constrained systems,
and let (S1 , E1) and (S2 , E2) be pairs consisting of the impasse hypersurface
and the extended vector fields associated to (CS)1 and (CS)2 respectively. If
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E1 and E2 have the 1-division property then (CS)1 is Ck-orbitally equivalent
to (CS)2 if and only if the pair (S1 , E1) is Ck-orbitally equivalent to the pair
(S2 , E2).
Proof. It suffices to show that if (CS)1 is orbitally equivalent to (CS)2
then the pairs (S1 , E1) and (S2 , E2) are orbitally equivalent. Let 8 be
a local diffeomorphism realizing the orbital equivalence of the constrained
systems. Let Y=8
*
E1 . Take a point p such that Y( p){0, E2( p){0 and
p  S2 . The vector fields Y and E2 have the same phase curve passing
through p, therefore (Y7 E2)( p)=0. It follows that Y 7 E2 #0. By the
1-division property of E2 we have Y=8*E1=QE2 for some function Q. It
remains to prove that the function Q does not vanish. The latter follows
from the relation (8)
*
&1 E2=Q1E1 for some function Q1 which can be
obtained by repeating the same arguments for the vector field (8)
*
&1 E2
and using the 1-division property of E1 . Q.E.D
The knowledge of the phase portrait of the pair (S, E ) also allows us to
draw the oriented phase portrait of a constrained system (CS) provided
that the phase portrait of E is known and S is nonsingular. It is clear that
to obtain the oriented phase portrait of a constrained system it suffices to
take the oriented phase portrait of the vector field E and change the orien-
tation of all phase curves which are located in one of the semispaces
separated by S. We obtain two oriented phase portraits with the same
phase curves (the second phase portrait can be obtained from the first one
by reversing the orientation of each of the phase curves). One of them
corresponds to (CS). Note that in some cases the second phase portrait is
Ck-equivalent to the first one via a diffeomorphism preserving the orienta-
tion of the phase curves. To explain the phase portraits in Figs. 15 we will
analyze the pair (S, E ) corresponding to each of the normal forms given in
Section 1.
The normal form (CS) defines S=[xn=0], E=xn . The extended
vector field does not vanish and is transversal to the impasse hypersurface,
therefore we obtain two oriented phase portraits corresponding to this nor-
mal form, see Fig. 1. It is clear that these phase portraits cannot be trans-
formed one to the other by a diffeomorphism preserving the orientation of
the phase curves.
Take now the normal form (K ) j . Then E=xn and S is given by the
equation gj (x)=0. If j=1 then S=[x1+x2n=0] and E is tangent to S
exactly at points of the hypersurface S1 in S given by the equations
x1=xn=0. The field E is transversal to S1 . The phase portrait correspond-
ing to (K )1 is shown in Fig. 2. (Changing the orientation of all phase curves
we obtain the same phase portrait up to the diffeomorphism xn  &xn).
This phase portrait will be called a fold.
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The phase portrait corresponding to the normal form (K)2 will be called
a cusp. In this case S=[x1+x2 xn+x3n=0] and the extended vector field
E=xn is tangent to S at points of the hypersurface S1 in S given by the
equations x1=2x3n , x2=&3x
2
n . The field E is transversal to S1 at all
points except points of the hypersurface S2 in S1 given by the equations
x1=x2=xn=0. We obtain two different oriented phase portraits shown in
Fig. 3. Note that in an arbitrary small neighborhood of the origin there are
phase curves of E intersecting S three times. The points of the manifold
S1&S2 are fold singularities (the germ at these points is orbitally equiv-
alent to the normal form (K )1). The phase portraits corresponding to
normal forms (K) j , j3 can be called generalized cusps. In an arbitrary
small neighborhood of the origin there are phase curves of E intersecting
S ( j+1) times.
Now we pass to the normal forms (NRI ). The impasse hypersurface S is
given by the equation y=0, and the extended vector field E is given by the
system of ODEs z* 1= } } } =z* n&2=0, x* =*(z) y, y* =x+ y. The field E
vanishes on the hypersurface D in S given by the equations x= y=0 and
away from D it is transversal to S. All impasse points away from D are
nonsingular. The field E defines a foliation of a neighborhood of the origin
of Rn by invariant 2-planes P= : z1==1 , ..., zn&2==n&2 parametrized by
points of D. The phase portrait of E in the plane P= is either a node
(if &14<*(0)<0), or a focus (if *(0)<&14) or a saddle (if *(0)>0).
The oriented phase portraits of constrained systems corresponding to the
normal form (NRI) are shown in Fig. 4.
Finally, we analyze the phase portraits corresponding to of the normal
forms (NRIK ) j . In this case S is given by the equation x+ yfj ( y, z)=0 and
E is defined by the system of ODEs z* 1= } } } =z* n&2=0, x* =*(z) x, y* = y.
The field E vanishes on the hypersurface D in S given by the equations
x= y=0 and defines a foliation of Rn by invariant 2-planes P= : z1==1 , ...,
zn&2==n&2 . The first difference with respect to the case of I-singularities is
that and the phase portrait of E in P= is either node (if *(0)<0) or saddle
(if *(0)>0), i.e., the focus is excluded. The second difference is that there
are leaves P= such that E is tangent to S at one or several points of P=&D,
in what follows called tangency points. If j=1 then on each leaf P= such
that =1 {0 there is exactly one tangency point, namely the point
x=0, y=&=1 . At the tangency point we have a K-singularity described by
the normal form (K )1 (fold). The oriented phase portraits of the con-
strained system (NRIK)1 are shown in Fig. 5. If j2 then the number of
tangency points in P= is equal to the number r=r(=) of real roots y1 , ..., yr
of the equation =1+=2 y+ } } } +=j y j&1+ y j=0: the tangency points are the
points (x, y) : x=0, y # [ y1 , ..., yr]. The simple roots correspond to the
fold singularity (K)1 , the roots of multiplicity +2to the K-singularity
described by the normal form (K )+ .
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The existence of the modulus * in the normal forms (NRI ) j and (NRIK ) j
is explained as follows. The field E corresponding to any of these normal
forms vanishes on a codimension two hypersurface D in Rn, therefore
(n&2) of its eigenvalues at any point of D are equal to zero. The ratio
*1 *2 of the other two eigenvalues at a point p # D is an invariant of the
germ of E at the point p, with respect to the C1-orbital equivalence of vec-
tor fields. The vector field E has the 1-division property since the ideal
generated by its coefficients is the ideal generated by the functions x and
y. By Proposition 1, *1*2 is also an invariant with respect to the orbital
equivalence of constrained systems.
3. K-SINGULARITIES
In order to use the resolution of singularities (Proposition 1) we have
to distinguish singularities of the pair (S, E ) corresponding to K, I, and
IK-singularities of constrained systems. This can be easily done using the
following preliminary normal form.
Proposition 2. A germ (CS) of a constrained system at any regular
impasse point p is C-orbitally equivalent to the germ at the origin of a
system of the form
x* 1= f1(x), ..., x* n&1= fn&1(x), a(x) x* n= fn(x). (PNF )
Proof. The main ideas for the proof can be found in [Zh]. A detailed
outline is given for completness sake.
Step 1. Clearly we write a constrained system in the form
|1(x* )= f1 , ..., |n(x* )= fn ,
where |’s are differential 1-forms.
Step 2. Proceed to normalize only the tuple of 1-forms, forgetting
about the functions f1 , ..., fn . Note that the expression above is an
invariant form of writing constrained systems, i.e., it requires no coor-
dinates in the domain. In other words a constrained system can be defined
by a tuple of 1-forms and a tuple of functions. Therefore to normalize the
tuple of 1-forms we can (a) take any coordinate system and (b) multiply
the tuple of 1-forms by any nondegenerate matrix whose elements are
smooth functions. This operation changes the functions fi , but this is not
important at this moment.
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To obtain the normal form required in Proposition 2 we have to
normalize the tuple of 1-forms so that
|1=dx1 , |2=dx2 , ..., |n&1=dxn&1
and |n=a(x) dxn for some function a(x).
Step 3. Since, by hypothesis in Proposition 2, we are dealing with
germs at a regular impasse point which can be assumed to be the origin,
we know that the forms |1 , ..., |n are linearly dependent at the origin. By
the rank condition, there are n&1 among the 1-forms which are linearly
independent at the origin (and therefore near the origin). There is no loss
of generality in assuming that |1 , ..., |n&1 are linearly independent.
Step 4. Since |1 , ..., |n&1 are linearly independent, there exists a
nonvanishing vector field X which is annihilated by each one of these
1-forms. We can take coordinates in which X=xn . Then
|i=Ai, 1 dx1+ } } } +Ai, n&1 dxn&1 , i=1, ..., n&1
and since the forms |1 , ..., |n&1 are independent we can multiply the tuple
(|1 , ..., |n&1 , |n) by a suitable nondegenerate matrix with 1 in the right
lower corner and 0 in all other places of the last row and last column to
obtain
|1=dx1 , ..., |n&1=dxn&1 .
Step 5. Now it remains only to normalize |n . By adding to |n a
linear combination of |1 , ..., |n&1 with suitable functional coefficients, we
obtain
|n=a(x) dxn
for some function a(x), which is what we need. Q.E.D
In coordinates of the normal form in Proposition 2, we have
S=[x: a(x)=0];
E : x* 1=a(x) f1(x), ..., x* n&1=a(x) fn&1(x), x* n= fn(x).
It follows that p is a nonsingular impasse point if and only if fn( p){0
and (axn )( p){0, which means that E( p) is a nonzero vector transversal
to S. The germ (CS) is a K-singularity if and only if fn( p){0 and
(axn )( p)=0, which means that E is a nonvanishing vector field tangent
to S. So, we obtain the following proposition.
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Proposition 3. A regular impasse point p is nonsingular if and only if
E( p){0 and E( p) is transversal to S. The germ of a constrained system at
a point p is a K-singularity if and only if E( p){0 and E( p) is tangent to S.
The orbital classification of pairs (S, E), where E is a nonvanishing vec-
tor field, is well known, see, for example [ST]. If E( p) is transversal to S
then it is easy to see that the germ at p of the pair (S, E ) is orbitally equiv-
alent to the pair ([xn=0], xn ). This simple result and Proposition 1
imply Theorem 1. In the case where E( p) is tangent to S, the orbital
classification is as follows. Take a function a such that da( p){0 and S is
the zero level of a near p. By E(a) we denote the Lie derivative of a along
E, by E j+1(a) we denote the function E(E j (a)). We will say that at p the
field E has the tangency of order j with S if the functions E(a), E2(a), ...,
E j (a) vanish at p and the function E j+1(a) does not.
Proposition 4. If at p the field E has tangency of order j with the hyper-
surface S=[a=0], then the germ of the pair (S, E) is orbitally equivalent
to the pair
\[x1+x2 xn+ } } } +xj x j&1n +x j+1n =0], xn+
provided that the functions a, E(a), ..., E j (a) are differentially independent
at p :
(da 7 d(E(a)) 7 } } } 7 d(E j (a)))( p){0. (1)
The proof of this proposition follows from Malgrange Preparation
Theorem. See [Pe].
Theorem 2 is a corollary of this proposition and Proposition 1. The
normal form (K ) j holds at points p where E has tangency of order j
with S=[a=0] and the genericity condition (1) holds.
4. I-SINGULARITIES
Assume that the germ of a constrained system at p # S is an I or
IK-singularity. Then, by Proposition 3, E( p)=0. Nevertheless, the point p
is not an isolated zero of E.
Notation. Given an I or IK-singularity at a point p, by (E ) we denote
the ideal generated by the germs at p of the coefficients of the vector field
E. The zero set of the ideal (E ), i.e., the set of singular points of E, will be
denoted by D. The linearization of E at p will be understood as a linear
operator on TpRn and will be denoted by L.
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In coordinates of the normal form (PNF), the ideal (E) is generated by
the functions fn(x) and a(x) provided that ( f1(0), ..., fn&1(0)){0 and, in
any case, (E) is contained in the ideal generated by fn(x) and a(x). It
follows that for any I or IK-singularity at a point p, the operator L has
rank at most 2, and therefore it has at most two nonzero eigenvalues. In
the case of nonresonant singularities (see Section 1) there are two nonzero
eigenvalues and consequently the rank of L is equal to 2. In terms of the
normal form (PNF) this means that ( f1(0), ..., fn&1(0)){0 (i.e., the vector
field F(x) in (CS) does not vanish) and that (da 7 dfn)(0){0. The latter
condition implies the following proposition.
Proposition 5. For any nonresonant I or IK-singularity, the vector field
E vanishes on a smooth hypersurface D in S.
The following proposition gives a simple normal form to which the field
E can be reduced.
Proposition 6 (cf. [Zh1]). Let E be a vector field on Rn, n3, vanish-
ing on a smooth codimension two submanifold D. Assume that there are
two nonzero eigenvalues of E at a point p # D such that their ratio is
not a rational negative number and it does not belong to the set
[1, 2, 12, 3, 13, ...]. Then the germ of E at p is Ck-orbitally equivalent, for
any finite k, to the normal forms
x* =*E (z) y, y* =x+ y, z* 1= } } } =z* n&2=0 (2)
where *E (z) is a smooth function, z=(z1 , ..., zn&2).
It follows that the field E corresponding to any nonresonant I or IK-
singularity, is Ck-orbitally equivalent to the normal forms (2). The function
*E (z) is a function on D which is invariantly related to the class of orbital
equivalence of E. In fact, if E is C1-orbitaly equivalent to E then the func-
tions *E and *E are R-equivalent. If (d*E)( p){0 then *E (z) can be
replaced by *+z1 , where *=*E ( p). The set of I or IK-singularities such
that d(*E)( p)=0 has codimension (n&2) in the space of all I-singularities,
i.e., codimension n in the space of all germs of constrained systems. If
d(*E)( p)=0 then *E (z) can be replaced by \z21\ } } } \z
2
n&2 provided
that p is a nondegenerate singular point of the function *E , see [AVG].
Now we will distinguish nonresonant I and IK-singularities in terms of
the pair (S, E ).
Proposition 7. Assume that a germ (CS) of a constrained system with
impasse hypersurface S=[a=0] and extended vector field E is a nonreso-
nant I or IK-singularity. Then the following statements are equivalent:
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(i) (CS) is an I-singularity ;
(ii) the functions a and E(a) generate the ideal (E );
(iii) no eigenvector of the operator L corresponding to a nonzero
eigenvalue is tangent to S.
To prove this statement, we again use the normal form (PNF) in
Proposition 2. Here any of the conditions (i)(iii) is equivalent to the
condition (axn )(0){0.
Now we are prepared to prove Theorem 3. It suffices to prove that a pair
(S, E ) with the vector field E of the form (2) and the hypersurface S given
by the equation a=:(z) x+;(z) y+ f (x, y, z)=0, f # (E)2, and satisfying
the condition (ii) of Proposition 7, is Ck-orbitally equivalent to the pair
([ y=0], E ), for any finite k. In this reduction we cannot assume that S is
of class C, but we can assume that it belongs to the class C r with
arbitrary big r<.
Lemma. Under the condition (ii) of Proposition 7 there exists a non-
degenerated change of coordinates of the form
x  t1, 1(z) x+t1, 2(z) y, y  t2, 1(z) x+t2, 2(z) y (3)
which preserves E and reduces the function :(z) and ;(z) to 0 and 1,
respectively.
Proof. The change of coordinates (3) preserves E if and only if t1, 2(z)
=*(z) t2, 1(z) and t2, 2(z)=t1, 1(z)+t2, 1(z). Therefore to reduce (:(z), ;(z))
to (0, 1) we have to solve the system
:(z) t1, 1(z)+;(z) t2, 1(z)=0, ;(z) t1, 1(z)+(;(z)+*(z)) t2, 1(z))=1 (4)
with respect to the pair of functions (t1, 1(z), t2, 1(z)) (the second equation
guarantees that (t1, 1(0), t2, 1(0)){(0, 0), i.e., the change of coordinates (3)
is nondegenerate). It is easy to see that the condition (ii) of Proposition 7
is equivalent to the condition that the determinant of the matrix of this
system does not vanish, and therefore (4) has a solution. Q.E.D
The final step in the proof of Theorem 3 is a consequence of the
following proposition.
Proposition 8. Let E be a vector field of the form (2), and S be a
hypersurface of class Ck+2, k1, given by the equation y+ f (x, y, z)=0,
where f # (E)2. Then the pair (S, E) is Ck-orbitally equivalent to the pair
([ y=0], E ).
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We prove this proposition by the homotopy method, see [AVG, R]. Let
ft(x, y, z)= y+tf (x, y, z).
The proposition will be proved if we find a Ck-family of vector fields Zt
and a Ck-family of functions ht such that [Zt , E]=;t E for some family of
functions ;t and Zt( ft)+ht ft+ f=0. We will seek for Zt in the form
Zt=rt E. Then the first condition is valid, and the second one leads to the
equation
rtE( ft)+ht ft=&f.
The functions ft and E( ft) are differentially independent, therefore this
equation has a Ck-solution. Q.E.D
5. IK-SINGULARITIES
In this section we analyze the IK-singularities and prove Theorem 4. In
the previous section we showed that if a constrained system has an IK-
singularity at a point p then the extended vector field E vanishes on a
smooth hypersurface D/S and at least one of the eigenvectors of the
linearization of E at p, corresponding to a nonzero eigenvalue, is tangent
to S, see Proposition 7. It follows that in the case of IK-singularities the
nonzero eigenvalues of E are real. Then it is more convenient to write the
normal form (2) in the form
E : x* =*E (z) x, y* = y, z* 1= } } } =z* n&2=0. (5)
The manifold D is given by the equations x= y=0, and S is given by
the equation
S : a=:(z) x+;(z) y+ f=0,
where f # (E)2. The eigenvectors of E corresponding to the nonzero eigen-
values are the vectors x and y, therefore by Proposition 7 either
:(0)=0 or ;(0)=0. There is no loss of generality to assume that ;(0)=0
(otherwise we make a change (x, y)  ( y, x) and divide E by *E (z)). So,
we can write S in the form
S : a=x+ f ( y, z)=0, f # (E). (6)
By Proposition 7, the functions a and E(a) do not generate the ideal (E ).
Then the following definition makes sense.
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Definition. We will say that a nonresonant IK-singularity has order j
if j is the minimal number such that the ( j+1)st power of the ideal (E )
belongs to the ideal generated by the functions a, E(a), ..., E j+1(a).
The minimal possible order of an IK-singularity is 1. If E has the form
(5) and S has the form (6), with
f ( y, z)=c1(z) y+c2(z) y2+ } } } +, (7)
then the fact that the order is j can be expressed as
c1(0)= } } } =cj (0)=0, cj+1(0){0. (8)
Proposition 9. For any nonresonant IK-singularity at a point p the pair
(S, E ) is Ck-orbitally equivalent ( for any finite k) to the pair in which E has
the form (5) and S is described by the equation a=x+c1(z) y+ } } } +
cj (z) y j+ y j+1=0, where the functions c1 , ..., cj vanish at p.
This proposition implies Theorem 4 for the case n4 since for typical
IK-singularities we have
(dc1 7 } } } 7 dcj)( p){0.
In the 3-dimensional case all typical IK-singularities have order 1, and we
obtain the following normal form for the pair (S, E),
E : x* =*E (z) x, y* = y, z* =0,
S : x+c(z) y+ y2=0,
where c(0)=0. To prove the first statement of Theorem 4 we use the
genericity condition
d*E ( p){0, dc( p){0,
which holds for typical 3-dimensional IK-singularities. This condition
allows to reduce *E (z) to *+z and c(z) to zc~ (z), where c~ ( p){0. To prove
the first statement of Theorem 4 we have to reduce c~ (z) to 1. This can be
made by a change of coordinates
(x, y, z)  (xc~ 2(z), yc~ (z), z).
Theorem 4 is proved.
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Proof of Proposition 9. We may assume that the vector field E has the
form (5), and the hypersurface S is given by the equation x+ f ( y, z)=0,
where the function f ( y, z) has the form (7), with ci (z) satisfying (8). There
is no loss of generality to assume that cj+1(z)#1, and in what follows we
suppose that this is so.
Let w=(w1 , ..., wj). Introduce the family of functions
Ft(x, y, z, w)=x+w1y+w2y2+ } } } +wjy j+ y j+1+t( f ( y, z)& y j+1).
Lemma. There exists a family of vector fields Zt given by the system of
ODEs of the form
x* =rt( y, z, w) *E (z) x, y* =rt( y, z, w) y,
z* i=0 (i=1, ..., n&2), w* i=+i, t(z, w) (i=1, ..., j ),
and a family of functions ht such that
Zt(Ft)+htFt= y j+1& f ( y, z). (9)
Let us show that this lemma implies Proposition 9. Let 9t be the family




(Ft(9t))=(Zt(Ft)+ f ( y, z)& y j+1)(9t)=&(htFt)(9t),
and it follows that Ft(9t)=HtF0 , where Ht is a family of nonvanishing
functions. In particular, F1(91)=H1F0 . The diffeomorphism 91 has the
form
x  A(x, y, z, w), y  B(x, y, z, w), z  z, wi  Ci (z, w) (i=1, ..., j ),
and therefore
A(x, y, z, w)+C1(z, w) B(x, y, z, w)+ } } } +Cj (z, w) B j (x, y, z, w)+ f (B, z)
=H1(x+w1y+ } } } +wjy j+ y j+1).
By the implicit function theorem, the system
C1(z, :1(z))= } } } =Cj (z, :j (z))#0
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has a solution :(z)=(:1(z), ..., :j (z)). Then
A(x, y, z, :(z))+ f (B(x, y, z, :(z)), z)
=H1(x+c1(z) y+ } } } +cj (z) y j+ y j+1).
This means that the change of coordinates
x  A(x, y, z, :(z)), y  B(x, y, z, :(z)), z  z (10)
brings the equation of S to the required form. Due to the form chosen for
the vector field Zt , the diffeomorphism (10) can be included to the flow of
diffeomorphisms generated by a vector field of the form q(x, y, z) E, where
q(x, y, z) is some function. Therefore the transformation (10) preserves the
vector field E up to multiplication by a nonvanishing function (see the
proof of Proposition 8).
It remains to prove the lemma. We will seek for a solution rt , ht , +1, t , ...,
+j, t of the equation (9) such that ht=&rt( y, z, w) *E (z). Then (9) reduces
to an equation with unknowns rt and +1, t , ..., + j, t of the form
Qt( y, z, w) rt( y, z, w)++1, t(z, w)+ } } } ++ j, t(z, w) y j&1=Pt( y, z, w),
(11)




By the division theorem (see [AVG]) Eq. (11) has a solution. Proposition
9 is proved. Q.E.D.
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