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Clest [2] prediction strength [3]
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6. 1. $\sim 5$ . 5.













$\{x_{1}, x_{2}, \ldots, x_{n}\}$ 1-NN $narrow\infty$ $x$ 1
[5]
prediction strength classi cation
error (CE)
CE
3 Classification error $(\subset E)$
CE
CE $=1- \frac{1}{n}\max_{\sigma}r\sum_{k=1}^{K}n_{k,\sigma(k)}$ (1)
$n$ $K$ $n_{ij}$
$i$ $j$
$\sigma$ $\{$ 1, 2, $\ldots,$ $K\}$ $\{$ 1, 2, $\ldots,$ $K\}$





$\eta_{n}(x)$ $n$ $x$ 1
( 1 )
$\tilde{\eta}_{n}(x)$ $n$ $x$










Stability index 2 (
)
$\eta_{n}(x)$ $\xi(x)$ $R_{n}\geq R_{Cn}/2$ (
$)$









$= \lim_{sarrow\infty}\lim_{tarrow\infty}E[\eta_{s} (NNt(x))]$ (6)
$|\eta_{s}$ (NNt $(x)$ ) $|\leq 1$
$= \lim_{sarrow\infty}E[\lim_{tarrow\infty}\eta_{S}$
$($NN$t(x))|$ (7)
$\eta_{s}(x)$ $x$ $\lim_{tarrow\infty}\eta_{s}$ (NNt (X)) $narrow\infty$ $\eta_{8}(x)$











3. CE (20 )
4. 1. $\sim 3$ . 100











CE Average Median Complete Ward’s Single Centroid
Average 25 $0$ 1
MCR
12 $0$ $0$ 38
Median 7 $0$ $0$ $0$ $0$ $0$ 7
Complete 19 $0$ 3 10 $0$ $0$ 32
Ward’s 23 $0$ 1 20 $0$ $0$ 44
Single $0$ $0$ $0$ $0$ $0$ $0$ $0$
Centroid 8 $0$ $0$ 5 $0$ $0$ 13
82 $0$ 5 47 $0$ $0$









CE Average Median Complete Ward’s Single Centroid $\equiv\overline{p}+$
MCR
Average 12 2 29 5 2 32
Median 4 2 19 2 1 19
Complete 2 1 $0$ 1 $0$ $0$ 4
Ward’s 10 5 23 3 $0$ 23
Single 21 9 29 16 4 61
Centroid 13 3 27 3 2 30





























$\eta_{n}(x)$ $R_{An}$ $\eta_{n}\leq 0.5$ $\xi(x)=0$
$\min_{\xi(x)}R_{An}=/\eta_{n}\leq 0.5\eta_{n}(x)f(x)dx$ (16)
(11) (16)
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