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Abstract—This letter considers an unmanned aerial vehicle
(UAV)-enabled uplink non-orthogonal multiple-access (NOMA)
system, where multiple mobile users on the ground send inde-
pendent messages to a UAV in the sky via NOMA transmission.
Our objective is to design the UAV dynamic maneuver for
maximizing the sum-rate throughput of all mobile ground users
over a finite time horizon. Different from the conventional
designs based on deterministic channel (e.g., line-of-sight (LoS)
channel) or stochastic channel (e.g., probabilistic LoS channel),
we consider a practical segmented channel model, and the UAV
is assumed to only know the users’ (moving) locations and
channel state information (CSI) at the current time slot, but
does not have such knowledge for future slots. Under this setup,
the dynamic maneuver design problem is very challenging to
solve. To tackle this problem, we first propose a new approach
for UAV dynamic maneuver design based on reinforcement
learning (RL) via Q-learning. Then, in order to speed up the
convergence and further improve the throughput, we propose
a novel enhanced RL approach by exploiting expert knowledge
of well-established wireless channel models to initialize the Q-
table values. Numerical results show that our proposed RL
and enhanced RL approaches significantly improve the sum-rate
throughput, as compared to the conventional maneuver design
based on average channel models, and the proposed enhanced
RL approach speeds up the learning process.
Index Terms—Unmanned aerial vehicle (UAV), dynamic
maneuver design, segmented channel, reinforcement learning
(RL), enhanced RL, Q-learning, non-orthogonal multiple-access
(NOMA).
I. INTRODUCTION
Unmanned aerial vehicle (UAV)-enabled wireless commu-
nications have emerged as one of key technologies for fifth-
generation (5G) and beyond wireless networks, where UAVs
are employed as aerial wireless platforms (such as relays
and base stations (BSs)) to serve end users on the ground
[1]. By exploiting the UAVs’ fully controllable mobility, the
quasi-stationary UAV’s placement optimization [2], [3] and
the mobile UAV’s trajectory optimization [4]–[7] have been
studied in the literature in recent years.
Despite the recent research progress, existing works have
assumed that the UAV knows the ground users’ static loca-
tions, and can predict the channel state information (CSI) over
time based on the assumption that the UAV-to-ground chan-
nels follow deterministic channels (e.g., line-of-sight (LoS)
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channel) [2]–[6] or stochastic channels (e.g., probabilistic
LoS channel) [7]. Nevertheless, for practical scenarios, the
ground users may move randomly over time, such that the
UAV may not know their locations and CSI over time prior
to communication. Thus, how to design the UAV’s dynamic
maneuver by taking into account the ground users’ mobility
is a challenging problem that is not well addressed yet.
In particular, motivated by the great success of non-
orthogonal multiple-access (NOMA) in 5G, this letter studies
a UAV-enabled uplink NOMA system, where multiple mobile
users on the ground send independent messages to a UAV in
the sky via NOMA transmission. Different from prior works
considering LoS [2]–[6] or probabilistic LoS channels [7], we
consider a practical segmented channel [8]. Under this setup,
we design the UAV’s dynamic maneuver to maximize the sum-
rate throughput of all mobile users over a finite time horizon,
subject to practical constraints on the UAV’s initial location
and flight speed. It is assumed that the UAV only knows the
users’ (moving) locations and CSI at the current time slot, but
does not have such knowledge for future slots. As a result,
this problem becomes challenging to solve. To tackle this
problem, we adopt the reinforcement learning (RL), a powerful
technique of machine learning [9], which can solve sequential
decision problems without requiring any knowledge on the
environment. First, we propose a new approach to design the
UAV dynamic maneuver based on RL by utilizing Q-learning.
Then, we propose a novel enhanced RL approach to speed up
the convergence by exploiting the well-established wireless
channel models as expert knowledge to help initialize Q-table
values. Finally, numerical results show that our proposed RL
and enhanced RL approaches achieve significant throughput
gains over the conventional maneuver design based on average
channel models, and the enhanced RL considerably improves
the convergence speed.
Notice that RL has attracted growing attentions in UAV-
enabled wireless communications [10]–[12], however, to our
best knowledge, its application in designing UAV dynamic
maneuver under practical segmented channel model by con-
sidering the mobility of ground users is new and has not been
investigated yet.
II. SYSTEM MODEL
In this letter, we consider the uplink NOMA transmission
in a UAV-enabled wireless communication system, in which a
set K , {1, ...,K} of K > 1 mobile users on the ground send
2independent messages to a UAV flying in the sky. We focus
on a finite period T = [0, T ] with duration T > 0, which are
discretized into N slots each with identical duration δ = T/N .
Here, δ is chosen to be sufficiently small such that the UAV’s
location can be assumed to be approximately constant within
each time slot even at its maximum flying speed. We denote
N , {1, ..., N}.
We consider a three-dimensional (3D) Cartesian coordinate
system, where each user k has a zero altitude and moves
slowly over time. Let wk[n] = (xk[n], yk[n]) denote the
horizontal location of user k at slot n ∈ N . The UAV flies
at a fixed altitude H > 0 in meter (m) with the time-varying
horizontal location being q[n] = (x[n], y[n]) at slot n ∈ N .
Suppose that the UAV’s initial horizontal location is pre-
determined as qˆI = (xI , yI), and thus we have q[1] = qˆI .
At each slot n ∈ N , the UAV can change its location or
hover at the same location. For ease of analysis, we define
A˜ = {(0, 0), (−λ, 0), (λ, 0), (0, λ), (0,−λ)} as the set of
UAV’s possible location changes over one slot, each element
of which corresponds to static hovering, flying left, right,
forwards, and backwards, respectively. Here, λ is a constant
denoting the UAV’s displacement at each slot. Let λ[n] denote
the UAV’s location change at each slot n. We thus have
λ[n] ∈ A˜ and q[n] = q[n− 1] + λ[n− 1], ∀n ∈ N\{1}.
Different from conventional designs based on LoS or prob-
abilistic LoS channels, in this letter, we consider a practical
segmented channel model as in [8], in which if there are
obstacles between the UAV and the user k, the channel
follows a non-line-of-sight (NLoS) model, and otherwise, the
channel follows a LoS channel. Thus, the channel power
gain from the user k to the UAV is denoted by hk,b[n] =
µk,b[n]ξk,b[n]βk,b[n]dk[n]
−αk,b[n], where αk,b[n] is the path
loss exponent, βk,b[n] is the reference channel power gain,
ξk,b[n] denotes the shadowing component, µk,b[n] accounts
the small-scale fading, and b ∈ {LoS,NLoS} represents the
strong dependence of the propagation parameters on LoS or
NLoS scenario. In the following, we drop the subscript b for
ease of exposition.
We consider the uplink NOMA transmission over the
multiple-access channel (MAC) from the K users to the
UAV. At slot n ∈ N , let uk[n] denote the message
(with unit power) transmitted by each user k ∈ K. Ac-
cordingly, the received signal at the UAV is given by
s˜[n] =
∑
k∈K
√
P˜ hk[n]uk[n] + v[n], where P˜ is the fixed
transmit power of user k, and v[n] denotes the additive
white Gaussian noise (AWGN) at the UAV receiver with
noise power σ2. To achieve the capacity region of MAC, the
UAV adopts the successive interference cancellation (SIC) to
decode the information [13], and then the K users can employ
Gaussian signaling with uk[n]’s being independent circularly
symmetric complex Gaussian (CSCG) random variables with
zero mean and unit variance. Specifically, at each time slot
n, denote ϕ = [ϕ(1), ..., ϕ(K)] as the decoding order at the
UAV, which indicates that the UAV receiver first decodes the
message uϕ(K)[n] from user ϕ(K), then decodes uϕ(K−1)[n]
by cancelling the interference from uϕ(K)[n], followed by
uϕ(K−2)[n],uϕ(K−3)[n], and so on, until uϕ(1)[n]. Therefore,
under any given ϕ, the achievable rate by user ϕ(k) at each
slot n in bits/second/Hertz (bps/Hz) is given by
rϕ(k)[n] = log2


k∑
j=1
P˜hϕ(j)[n] + σ
2
k−1∑
i=1
P˜ hϕ(i)[n] + σ2

 , ∀k ∈ K.
As a result, the K users’ sum-rate throughput at each slot n is
expressed as follows, which is irrelevant to the decoding order
ϕ [13].
R˜[n] =
∑
k∈K
rϕ(k)[n] = log2(1 + P˜
∑
k∈K
hk[n]/σ
2). (1)
Our objective is to maximize the average sum-rate through-
put of all ground users over the duration-N period (i.e.,
1
N
∑N
n=1 R˜[n]), by optimizing the UAV’s dynamic maneuver
{q[n]}. Thus, the problem of our interest is formulated as
(P1): max
{q[n],λ[n]∈A˜}
1
N
N∑
n=1
log2(1 + P˜
∑
k∈K
hk[n]/σ
2)
s.t. q[1] = qˆI (2)
q[n] = q[n− 1] + λ[n− 1], ∀n ∈ N\{1},
(3)
where (2) and (3) denote UAV’s initial location and maneuver
constraints, respectively. It is assumed that to achieve the data-
rate throughput at each slot n, the UAV is able to know
the users’ locations and CSI at the current time slot by
using proper localization and channel estimation algorithms;
however, the UAV does not know the users’ locations and CSI
for future slots due to their random mobility. Thus, prior to
communication, the UAV is not aware of the CSI {hk[n]} over
time, and accordingly does not know the objective function of
(P1). In this case, problem (P1) is challenging to solve.
III. PROPOSED SOLUTION TO (P1)
In this section, we first propose a novel approach to solve
(P1) based on RL by using Q-learning, and then propose a
novel enhanced RL approach to help speed up the convergence
and further improve the throughput, in which the wireless
models are utilized as expert knowledge to help initialize the
values of Q-table.
A. RL for UAV Maneuver Design
Before proceeding, we briefly introduce RL and Q-learning.
RL is an area of machine learning, which studies how an agent
can take actions in an environment to maximize the cumulative
reward over a certain time horizon [9]. Q-learning is a specific
RL method, which enables the agent to find an optimal policy
for reward maximization, via updating a Q-table that returns
the expected rewards under different actions.
In particular, we describe the Q-learning based on a
Markov decision process (MDP) {S,A, P,R} with state
space S, action space A, state transition probability
Pa(s, s
′) = Pr(sn+1 = s
′|sn = s, an = a), and reward func-
tion Ra(s, s
′). At each step n, the agent observes its current
state sn, selects and performs an action an ∈ A, then moves
into the subsequent state sn+1 and receives an immediate
3reward rn = Ran(sn, sn+1). In general, the goal of the agent
is to determine a policy π to maximize the received reward,
where the policy is defined as π(a|s) = Pr(an = a|sn = s).
Then, define the Q-function (or state-action value function) as
the expected discounted reward for executing action a at state
s based on π. Thus, for policy π, the Q-function is given by
Qpi(s, a) = Epi{Rn|sn = s, an = a}, (4)
where E{·} denotes the statistic expectation, and
Rn =
N−1∑
i=0
γiRn+i+1 (5)
denotes the discounted sum of all future rewards at current step
n, with γ ∈ [0, 1) denoting the discount factor to balance the
tradeoff between long-term and short-term rewards. Particu-
larly, γ → 1 represents that the agent focuses on the long-term
reward, while γ → 0 denotes that the agent only considers the
immediate reward. Accordingly, the agent’s objective becomes
to find an optimal policy to maximize the Q-function, i.e.,
π∗(a|s) = arg maxa∈AQ
pi∗(s, a)1. Notice that if the optimal
policy π∗ is not unique, then we can simply choose any one
of these policies without loss of optimality. By combining (4)
and (5), the Q-table can be updated in each step n as
Qpi(sn, an) = Q
pi(sn, an)
+ α(rn + γmax
a
Qpi(sn+1, a)−Q
pi(sn, an)), (6)
where α ∈ [0, 1] denotes the learning rate to determine
how much the old information is retained. To ensure the
convergence of Q-learning, the learning parameters α and γ
should be chosen properly.
Now, we explain how to use RL to solve (P1) with implicit
objective functions based on Q-learning. Specifically, we use
a Q-table to approximate the Q-functions, and set the state
space as S = {q[n]} for each slot n and the action space as
A = A˜. Then, the RL-based solution proceeds as follows.
Consider any one particular slot n ∈ N , where the UAV
stays at location q[n] with current state sn = q[n]. In this
case, the UAV chooses an action (location change) an =
λ[n] ∈ A by employing the ǫ-greedy policy based on the
Q-table, such that the UAV chooses a random action within
A with probability ǫ ∈ [0, 1], and chooses the action that
maximizes the Q-function, i.e., a = arg maxa˜∈AQ(sn, a˜),
with probability 1 − ǫ. Based on this action, the UAV then
moves to a new location q[n+1] = q[n]+λ[n] (corresponding
to the subsequent state sn+1), and receives an immediate
reward as the instantaneous sum-rate throughput R˜[n] in (1),
i.e., rn = Ran(sn, sn+1) = R˜[n]. Next, the current Q-
value, i.e., Qpi(sn, an), is updated according to (6). The above
procedure proceeds until n = N . By properly choosing the
parameter ǫ, the UAV can efficiently balance the trade-off
between exploring untried locations (states) to get more expe-
riences versus exploiting already tried locations to gain higher
rewards, which is referred to as the exploration-exploitation
trade-off in RL literature [9]. In general, ǫ should be chosen
to be exponentially decreasing over time. Furthermore, in
1In practical implementation, the agent may need to act randomly with a
certain probability for exploring unknown states, as explained in detail later.
our considered dynamic environment with mobile users, the
discount factor should be chosen to focus on the long-term
reward, i.e., γ → 1.
The practical implementation of Q-learning critically de-
pends on the initial Q-table at slot n = 1. In our proposed
RL-based design, the initial Q-table values are set to zero
similar as [10]. However, it generally takes a long time to
converge towards the optimal solution, which may consider-
ably compromise the overall throughput performance during
the whole communication period of interest.
B. Enhanced RL for UAV Maneuver Design
To tackle the slow convergence issue of the RL-based
design, in this subsection we propose a novel enhanced RL
approach by exploiting wireless expert information to aid Q-
learning. In the following, we first explain how to roughly
predict the CSI and estimate rate functions by using expert
information, and then add a procedure to properly initialize
the Q-table based on such estimations.
In the wireless communications society, there have been
well-established models on wireless channels and commu-
nication rates, which have been overlooked in the above
proposed RL-based approach. Based on this observation, we
propose to exploit such knowledges to help initialize the Q-
table. More specifically, based on the rate function in (1)
under NOMA transmission, it is evident that we can (roughly)
estimate the communication rate over time based on only
coarse channel information. Though we do not know the exact
channel environment and CSI, we know that any wireless
channels generally follow a simplified stochastic model with
path loss, shadowing, and small-scale fading [13]. In addition,
for UAV-to-ground communications, we additionally know
that the channel power gain is dependent on the elevation
angle, which can be characterized by the LoS probability in an
average/stochastic sense2. In this case, we can use the average
channel power gain as a rough channel prediction, i.e., [14]
h¯k[n] = pk,LoS[n]β¯dk[n]
−α¯ + η(1− pk,LoS[n])β¯dk[n]
−α¯, (7)
where pk,LoS[n] = 1/(1 + C exp(−D(arcsin(H/dk[n])− C)))
is the LoS probability for the link between the UAV and
user k with C and D being the probability parameters, β¯
is the average reference channel power gain over all user-
UAV links, α¯ is the average path loss exponent over all
user-UAV links, and η < 1 is an additional attenuation
factor due to the NLoS propagation. Note that although the
parameters C, D, η, β¯, and α¯ are not known by the UAV,
their values are limited within certain ranges based on empiric
results (as explained in Section IV). Thus, we properly choose
these parameters for getting rough channel predictions. In
the special case with LoS UAV-to-ground channels, we have
pk,LoS[n] = 1, ∀k ∈ K, n ∈ N , which becomes an accurate
channel model (instead of stochastic) and is widely used in
UAV maneuver design [2]–[6].
2Notice that the probabilistic LoS model can only reveal the stochastic
property of UAV-to-ground channels over a certain area. For any specific
link, the wireless channel can either be LoS or non-line-of-sight (NLoS).
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Fig. 1. Simulation setup with blue cubes denoting obstacles (e.g., buildings).
Based on such rough channel prediction models, we esti-
mate the initial values of Q-table by adding additional training
procedure, which is implemented similarly as that in the pro-
posed RL-based approach in Section III-A. The only difference
is that during the training procedure, the UAV computes the
rewards by using the above rough channel estimations in (7)
based on the users’ initial locations (as we cannot predict their
movement). After convergence, the training procedure obtains
a Q-table that will be used as the initial one for the proposed
RL-based approach in Section III-A. If the adopted “average”
channel model perfectly matches with the real environment
(with static users), the obtained Q-table is generally optimal.
Even if it does not match in practical scenarios with mobile
users and time-varying environment, the obtained-initial Q-
table can still give rough information about the achievable
rewards (throughputs) at different UAV locations, thus helping
speed up the convergence of the subsequent Q-learning, as will
be shown next in simulations.
IV. NUMERICAL RESULTS
In this section, we present numerical results to validate
the performance of our proposed RL and enhanced RL ap-
proaches. Unless otherwise stated, we set the users’ transmit
power as P = 23 dBm, the UAV’s fixed flight altitude as
H = 100 m, and the noise power as σ2 = –80 dBm. Then, we
consider an 200 m × 200 m area with K = 3 mobile users,
as shown in Fig. 1, where the blue cubes denote obstacles
(e.g., buildings) with height 40 m. For the considered practical
segmented channel model, we use Rician fading to model the
small-scale fading, and set βk,NLoS[n] = –40 dB, βk,LoS[n] =
–30 dB, αk,NLoS[n] = 4, αk,LoS[n] = 2, 10 log10(ξk,NLoS[n]) ∼
N˜ (0, 5), and 10 log10(ξk,LoS[n]) ∼ N˜ (0, 2), where N˜ denotes
the Gaussian distribution. The UAV’s initial location is set
as qˆI = (–95 m, –95 m). To implement the Q-learning, we
divide the whole area into 20 by 20 grid, and set the UAV’s
displacement at each slot as λ = 10 m. During the Q-learning,
if the UAV’s action leads to a location outside the 20 by 20
grid, we will add an additional negative reward. The learning
rate is set as α = 0.3, the discount factor is set as γ = 0.9 to
make the UAV focus on long-term reward, and the probability
for random actions ǫ is decreasing over time from the initial
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Flight duration, N
6.5
7
7.5
8
8.5
9
9.5
10
10.5
Av
er
ag
e 
th
ro
ug
hp
ut
 (b
ps
/H
z)
Enhanced RL (C=10,D=0.6)
Enhanced RL (C=11.9,D=0.13)
Enhanced RL (LoS)
RL
Probabilistic LoS channel-based design
Fig. 2. Throughput comparison among enhanced RL, RL, and probabilistic
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value of ǫ = 0.9. Furthermore, for the probabilistic LoS
channel used in additional training procedure of enhanced RL
approach3, we set α¯ = 2.3, β¯ = –30 dB, and η = 0.1. For
comparison, we consider the following maneuver design based
on conventional probabilistic LoS channel.
Probabilistic LoS channel-based maneuver design: The
UAV optimizes its action by assuming the channels to be
probabilistic LoS channel. At slot n ∈ N , the UAV knows
the current user locations and solves the following sum-rate
maximization problem:
(P2.n): max
q[n]
log2
(
1 +
K∑
k=1
P h¯k[n]
σ2
)
.
The optimal solution to (P2.n), denoted as q˜∗[n], can be ob-
tained via a two-dimensional search in this area. Accordingly,
the UAV chooses λ[n] ∈ A˜ such that it moves towards q˜∗[n].
Fig. 2 shows the average throughput of our proposed de-
signs. First, it is observed that RL-based designs significantly
outperform the probabilistic LoS channel-based design. This
is because the UAV-to-ground channels are NLoS with high
probability due to the obstacles, which mismatch with the
adopted probabilistic LoS channel model, thus leading to com-
promised performance for the probabilistic LoS channel-based
approach. Next, the enhanced RL designs are observed to
outperform the RL design, especially when the flight duration
is small. This is because that the enhanced designs exploit
the well-established wireless models as the expert knowledge
to help initialize the Q-table to give rough information about
the achievable rewards at different UAV locations, rather than
setting all initial values of Q-table to zero as in the RL
design. The performance gain indicates the significance of
exploiting wireless expert knowledge to aid RL in speeding up
the convergence. Finally, it is observed that the performance of
enhanced RL designs highly depends on the adopted channel
models for training procedure. In particular, using the proba-
bilistic LoS models is observed to achieve higher throughput
than the LoS model. This demonstrates that employing a model
3In general, if we roughly know some statistical information about the areas
(e.g., the intensity of buildings), we can choose channel parameters that are
mostly suitable for this area. Otherwise, we choose these parameters randomly.
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Fig. 3. Throughput comparison under different learning parameters.
that matches well with practical environment is essential for
the enhanced RL designs.
Fig. 3 shows the average throughput of the enhanced RL
design under different learning parameters, with C = 10
and D = 0.6 for the employed probabilistic LoS channel
model. In our setup, it is observed that using α = 0.3, γ = 0.9,
and ǫ = 0.9 achieves higher throughput than other parameters.
This indicates the importance of choosing proper learning
parameters in RL.
V. CONCLUSIONS
This letter considered the UAV-enabled uplink NOMA sys-
tem to maximize the sum-rate throughput of all users over a
finite horizon, subject to practical constraints on the UAV’s
initial location and flight speed. We considered the practical
segmented channel model and assumed that the UAV did not
know any information about the channel environment and
users’ movement a priori. We proposed a novel approach
to design the UAV maneuver based on RL via Q-learning,
and building upon it we further proposed an enhanced RL
approach, in which the wireless expert information on UAV-
to-ground channel was utilized to facilitate the Q-learning
via adding additional training procedure. Numerical results
showed that our proposed RL-based designs significantly out-
performed the conventional maneuver design based on average
channel power gains, and the enhanced RL approach improved
the convergence speed significantly as compared to the RL
approach.
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