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The generalized parton distributions (GPDs) have emerged as a uni-
versal tool to describe hadrons in terms of their elementary constituents,
the quarks and the gluons. Deeply virtual Compton scattering (DVCS) on
a proton or neutron (N), eN → e′N ′γ, is the process more directly inter-
pretable in terms of GPDs. The amplitudes of DVCS and Bethe-Heitler,
the process where a photon is emitted by either the incident or scattered
electron, can be accessed via cross-section measurements or exploiting
their interference which gives rise to spin asymmetries. Spin asymmetries,
cross sections and cross-section differences can be connected to different
combinations of the four leading-twist GPDs (H, E, H˜, E˜) for each quark
flavors, depending on the observable and on the type of target.
This paper gives an overview of recent experimental results obtained
for DVCS at Jefferson Laboratory in the halls A and B. Several experi-
ments have been done extracting DVCS observables over large kinematics
regions. Multiple measurements with overlapping kinematic regions allow
to perform a quasi-model independent extraction of the Compton form
factors, which are GPDs integrals, revealing a 3D image of the nucleon.
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1 Introduction
Elastic scattering and deep inelastic scattering have been for years the methods of
choice to study the structure of the nucleon. Elastic scattering gives access to the form
factors which are related to the transverse spatial distribution of quarks, whereas deep
inelastic scattering gives access to parton distributions which are longitudinal momen-
tum and spin distribution of quarks. While both these quantities are important, it is
clear that they are a subset of more fundamental quantities which encompass all the
dimensions in space and momentum. The generalized parton distributions (GPDs)
give fully correlated quark distributions in both coordinate and momentum space.
These distributions allow access to crucial information such as the angular momen-
tum distribution of quarks in the nucleon [1, 2, 3].
The cleanest way to access GPDs is via deeply virtual Compton scattering (DVCS),
where the virtual photon interacts with a single quark of the nucleon radiating a real
photon. As shown in Fig. 1, this exclusive process can be factorized, at high photon
virtualities, into a hard scattering part, that can be treated perturbatively, and a
nucleon-structure part, parameterized by the GPDs.
Figure 1: Handbag diagram for the DVCS process.
At leading twist the soft process is described by four chiral-even GPDs: H, H˜,
E, and E˜, which depend on the longitudinal momentum fraction transferred to the
proton, ξ ' xB/(2 − xB), the momentum transfer, t, between the virtual and the
real photons and the momentum fraction of the struck quark, x + ξ, which is not
experimentally accessible. All these four GPDs all involve processes that conserve
the quark helicity, but while H and H˜ preserve the nucleon helicity, E and E˜ do not.
The GPD H (E) is an average over the two possible possible quark-helicity conserving
processes, whereas H˜ (E˜) is a difference. GPDs are defined at the quark level for
each flavor.
From the experimental point of view, the DVCS cannot be disentangled from the
Bethe Heitler process, where the final-state photon is emitted by either the incoming
or the outgoing electron. To extract the DVCS amplitude TDVCS, which contains the
1
GPDs, one can measure both cross-section
d4σ
dQ2dxBdtdφ
∝ |TDVCS + TBH|2 = |TDVCS|2 + |TBH|2 + I, (1)
or asymmetries, which at leading twist can be written as:
A =
σ+ − σ−
σ+ + σ−
∝ I|TDVCS|2 + |TBH|2 + I . (2)
Here I = TDVCST
∗
BH + T
∗
DVCSTBH is the interference between the two processes. The
DVCS amplitude TDVCS depends on linear combinations of Compton form factors F ,
whose real and imaginary parts are connected to the GPDs by
<eF = P ∫ 1−1 dx [ 1x−ξ ∓ 1x+ξ ]F (x, ξ, t) (3)
=mF = pi [F (ξ, ξ, t)∓ F (−ξ, ξ, t)] (4)
Here the “∓” sign apply, respectively, to the quark-helicity independent, or unpolar-
ized, GPDs (H,E) and to the quark-helicity dependent, or polarized, GPDs (H˜, E˜).
This means that the experimental observables depend on eight GPD-related quanti-
ties. Moreover the CFFs accessed experimentally are not directly the quark ones but
CFFs for the type of target, proton, neutron or nuclei, which are linear combination
of CFFs of different quark flavors. Luckily different observables (e.g. beam and target
asymmetries) and different targets have different sensitivities to the various CFFs and
therefore by performing several measurements one can separate the different contribu-
tions for a certain target and ultimately, by combining different target measurements
one can perform flavor separation. For instance, the beam-spin asymmetry ALU can
be expressed as [4]
ALU(φ) ∝ =m
{
F1H + xB
2− xB (F1 + F2)(H˜ −
t2
4M2
F2E) + ....
}
sinφ , (5)
where F1 and F2 are the form factors, and is sensitive to H, H˜, and E , particularly to
Hp for the proton and to En for the neutron. The longitudinal target-spin asymmetry
AUL
AUL(φ) ∝ =m
{
F1H˜ + xB
2− xB (F1 + F2)(H +
xB
2
E) + ....
}
sinφ , (6)
is equally sensitive to Hp and H˜p for the proton and Hn for the neutron. Further-
more the cross section and the double spin asymmetry are sensitive to the real part
CFFs.
2
2 Results
DVCS measurements have been performed at COMPASS, H1-ZEUS, Hermes and
Jefferson Lab. This paper will focus on results obtained at Jefferson Lab where
the two experimental halls, A and B, have a unique access to the large xB region
and therefore have an insight into the quarks valence region. Several experiments
to extract DVCS asymmetries and/or cross sections on proton, neutron and nuclei
targets have been performed over the last decade at Jefferson Lab. Two non-dedicated
experiments in Hall B using the CEBAF large acceptance spectrometer (CLAS) [5]
on unpolarized and polarized proton targets measured the beam spin asymmetry
(BSA) [6] and the target spin asymmetry (TSA) [7], showing the dominance of the
handbag process and a clear twist-2 sinφ dependence. These two experiments were
followed by two dedicated experiments with the addition of the inner calorimeter to
detect low-angle photons, focused on the extraction the BSA and TSA over a large
kinematic range. Figure 2 shows the −t-dependence of the sinφ term of the BSA
[8] and TSA [9]. The proton BSA, sensitive to =mHp, shows a steeper drop than
=mH˜p. Since the Compton form factors =mHp and =mH˜p are related to the Fourier
transforms of the electric charge and axial charge respectively, this behavior indicates
that the axial charge is more concentrated in the proton center than the electric one.
Using the polarized proton data, the BSA and the double spin asymmetry (DSA)
were also measured [15]. The measurement of the three asymmetries at the same
kinematic points allowed a simultaneous fit to extract the Compton form factors
for the proton. This was done using a quasi model-independent technique [16] in
which the bounds of the domains of variation of the CFFs is limited to ±5 times
the value predicted by the VGG model [11], and E˜p=0. Figure 3 shows the results
of the fit for =mHp and =mH˜p. In addition to confirming the fact that the axial
charge is more concentrated than the electrical charge, one can see that the slope of
=mHp decreases as xB becomes bigger, indicating that the electric charge is more
concentrated for valence quarks than sea quarks.
While beam-spin and target-spin asymmetries give access to the imaginary part
of the the CFF, double spin asymmetry and cross section measurements are essential
to access the real part of the CFF. Both experimental halls at Jefferson Lab have
extracted cross sections for the DVCS with proton target. In both experiments the
polarized beam allowed to also measure the beam-polarized cross-section differences.
Hall A results from 2006 [17] and the recent re-analysis of the same dataset [18]
extracted the cross section and the cross-section differences over a limited Q2 and
−t with high precision, using a high resolution spectrometer to detect the electron
and the photon with a dedicated calorimeter. A fit of the data allowed to extract
both the DVCS and interference Compton form factor, as well as twist-2 and twist-3
contributions. The analysis shows that twist-3 contributions are small and that the
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FIG. 4: (Color online) a = A(90◦) as a function of −t. Each
individual plot corresponds to a bin in (xB, Q
2). Systematic
uncertainties and bin limits are illustrated by the grey band in
the lower left plot. Black circles are from this work. Previous
results are from Ref. [12] (red square) or extracted from cross
section measurements [17] (green triangles), at similar - but
not equal - values of ⟨xB⟩ and ⟨Q2⟩. See Fig. 3 caption for
curve legend.
such a parameterization of the GPD H may be
H =
∑
q
e2q
{∫ +1
−1
dβ
∫ 1−|β|
−1+|β|
dα δ(x− β − ξα)hq(β,α, t)
+ θ
(
1− x
2
ξ2
)
Dq
(
x
ξ
, t
)}
, (5)
with hq(β,α, t) = q(β)πb(β,α)e
−α′1(1−β)t , (6)
where eq and q(β) are the electric charge and unpolar-
ized parton distribution for quark flavor q, πb a profile
function [26] and α′1 is a Regge slope adjusted to recover
the proton form factor F1 from the first moment of the
GPD. Eq. (6) extends the ansatz of Ref. [27] for the t de-
pendance to non-zero values of ξ. The D term in Eq. (5)
is calculated within a quark-soliton chiral model [7]. Us-
ing predetermined parameters, the calculations of beam-
spin asymmetries yield the solid and dot-dashed curves
in Figs. 3 and 4, without and with a twist-3 term calcu-
lated in the Wandzura-Wilczek approximation [7]. The
predictions overestimate the asymmetries at low |t|, es-
pecially for small values of xB and/or Q
2. Variations
of the parameter b entering the profile function πb do
not resolve this problem, which may indicate that dou-
ble distributions are not flexible enough to reproduce this
behaviour.
Alternatively, description of the process in terms of
meson (or more generally Regge trajectory) exchanges
has been attempted [24, 28]. DVCS may be viewed as ρ
production followed by ρ-γ coupling in vacuum or in the
nucleon field. In addition to pole contributions in the t
channel [29], the box diagram that takes into account ρ-
nucleon intermediate states has been evaluated [24]. This
calculation, represented by the dashed curves in Figs. 3
and 4, is in fair agreement with our results up toQ2 = 2.3
GeV2. The significance of this dual description (Regge
vs. handbag) remains to be fully investigated.
In summary, the most extensive set of DVCS data to
date has been obtained with the CLAS spectrometer,
augmented with specially designed small-angle photon
calorimeter and solenoid. Beam-spin asymmetries were
extracted in the valence quark region, as a function of all
variables describing the reaction. Present parameteriza-
tions of GPDs describe reasonably well, but not perfectly,
the main features of the data. The measured kinematic
dependences will put stringent constraints on any DVCS
model, and in particular on the generalized parton dis-
tributions in the nucleon.
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Figure 2: BSA (left panel) and TSA (righ panel) −t dependence of the sinφ term.
Left panel: the curves show a Regge calculation [10] (black dashed), and the VGG
pr diction at twist-2 (blue solid) and twist-3 (blue dot-dashed) [11]. Right panel:
the curves show the predictions of 4 GPDs models: VGG [11] (red dashed li e), (ii)
GK [12] (black dotted lube), KMM12 [13] (blue thick solid line), GGL [14] (black solid
line). The data agree qualitatively with the model predictions but clearly provide new
constraints to the GPDs. More details on the models comparis n can be fou d in [8, 9]
cross section shows a large DVCS amplitude. Hall B recently extracted the cross
sections and cross-section differences over a large kinematic range [19]. A sample of
the results for three kinematic bins can be found in Figure 4, where the comparison
with t e BH calculation (gre n curve) shows a the non-zero contribution from the
DVCS process. Figur 5 shows the real and imaginary part of H found by fitting the
data using [16] with Ep and E˜p set to zero. The xB trend of the fit indicate that the
transverse size and partonic content are bigger at smaller momentum fractions.
The DVCS process on the neutr n has been studied as well. Neutron measure-
ments are essential since they are needed, once combined with the proton measure-
ments, to do flavor separation. Hall A has extracted the imaginary part of the
DVCS a plitude of the neutron and e teron by measuring the elicity dependen
D(~e, e′, γ)N cross sections [20]. The experiment measured deuteron cross section,
which is the sum of coherent deuteron scattering and incohere t neutron and proton
scattering, and used liquid H2 data taken at the same kinematics to subtract the pro-
ton quasielastic contribution. The resulting contribution from deuteron and neutron
was found c mpatibl with zero. By fitting the data, the deuteron and neutron sinφ
4
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Figure 3: Compton form factor extraction from the simultaneous fit of BSA, TSA
and DSA. The solid black squares and the solid red circles show the results for the
imaginary parts of Hp and H˜p respectively. The results are compared to fits to
previous CLAS data [7, 8]
moments, which are linear combination of the corresponding CFF, were separated.
The sinφ moment for the neutron, which is sensitive to En was found very small, nev-
ertheless comparison with models where different values of the angular momentum of
the u and d quarks, shows that the data are sensitive to this quantity as shown in
Figure 6. An exploratory analysis of Hall B on ND3 data is currently underway [21].
Finally DVCS on nuclei was measured in Hall B. The experiment used a 4He target,
which being a spin-0 nucleus at twist-2 is sensitive only to the GPD HA. The analysis,
nearly completed, extracted BSA for both coherent (e4He → e4Heγ) and incoherent
(e4He→ epγ) scattering. Preliminary results are shown in Figure 7 [23]. The bound
proton shows a lower asymmetry relative to the free one in the different bins in xB.
The experimental program at Jefferson lab on DVCS has been producing numer-
ous compelling results. Compton form factors for proton, neutron and helium were
extracted in several kinematic bins offering a first insight on the distribution of the
electric and axial charge for valence and sea quark and hopefully to extract the an-
gular momentum of the d and u quarks. To have a full picture of the GPDs, more
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4tracted four-fold cross sections as follows:
d4 ep!e0p0 
dQ2dxBdtd 
=
Nep!e0p0 
Lint Q2 xB t   Acc Frad . (1)
In Eq. 1, Nep!e0p0  is the number of ep ! e0p0  events
in the (Q2, xB , t, ) bin. The aforementioned exclusiv-
ity cuts do not fully select a pure sample of DVCS+BH
events. We evaluated the contamination from the ep !
e0p0⇡0 channel where one photon of the ⇡0 decay can es-
cape detection, using a combination of ep! e0p0⇡0 mea-
surements and Monte-Carlo simulations. On average,
this contamination is less than 9% and was subtracted
on a bin-by-bin basis. The four-dimensional accep-
tance/e ciency of the CLAS detector, Acc, for the ep!
e0p0  reaction was determined for each (Q2, xB , t, ) bin
by generating more than 200 million DVCS+BH events,
using a realistic Monte-Carlo generator. The events were
processed through the GEANT simulation of the CLAS
detector, and the same reconstruction and analysis codes
that were used for the data. The event generator includes
radiative e↵ects so that Acc also corrects for a part of
the real internal radiative e↵ects. The factor Frad cor-
rects, for each (Q2, xB , t, ) bin, for the virtual internal
radiative e↵ects and the remainder of the real internal
radiative e↵ects, which can be both calculated theoret-
ically [20]. The product ( Q2 xB t  ) corresponds
to the e↵ective hypervolume of each bin. Finally, Lint
is the e↵ective integrated luminosity, corrected for the
data acquisition dead time, which was deduced from the
integrated charge of the beam measured by a Faraday
cup. In addition, we applied a global renormalization
factor of 12.3%, determined from the analysis of the elas-
tic scattering ep ! e0p0, by comparing the experimental
cross section to the well-known theoretical one. This fac-
tor compensates for various kinematic-independent inef-
ficiencies, not well reproduced by the simulations.
Figure 4 shows, for two selected (Q2, xB) bins in dif-
ferent parts of the phase space, the  -dependence of the
ep! e0p0  unpolarized cross section and beam-polarized
cross-section di↵erence. The latter of these two observ-
ables is defined as follows:
 (d4 ) =
1
2

d4 !  ep!e0p0 
dQ2dxBdtd 
  d
4    ep!e0p0 
dQ2dxBdtd 
 
, (2)
where the arrows correspond to beam helicity states +
and  . For each of these (Q2, xB) bins, three selected t
bins are shown. In Fig. 4, the black error bars show the
statistical uncertainties of the data [13.9% on the unpo-
larized cross section on average, over the 110 (Q2, xB , t)
bins] and the blue bands show the systematic uncertain-
ties [14% on the unpolarized cross section on average].
The contributions to the latter include the uncertain-
ties on the beam energy and therefore the kinematics
and associated corrections (5.7% on average), the accep-
tance correction (5.3%), the global renormalization factor
)4
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FIG. 4. (Color online) Top six plots: unpolarized cross sec-
tion
d4 ep!e0p0 
dQ2dxBdtd 
(top row) and beam-polarized cross-section
di↵erence  (d4 ) for the ep ! e0p0  reaction, as a function
of  , for (Q2, xB)=(1.63 GeV
2, 0.185) and for 3  t values:
0.153, 0.262 and 0.447 GeV2. Bottom six plots: same observ-
ables for (Q2, xB)=(2.78 GeV
2, 0.335) and  t=0.204, 0.262
and 0.448 GeV2. The green long-dashed curves show the BH
contribution only. The other curves correspond to the pre-
dictions of four GPD models: VGG [6, 21, 22] (blue solid
curves), KMS [23] (cyan dash-dotted curves), and two ver-
sions of the KM model [24, 25], KM10 (red dotted curves)
and KM10a (red short-dashed curves). The blue bands show
the systematic uncertainties.
(5%), the exclusivity cuts (3.5%), the radiative correc-
tions (2.2%), the particle selection (1.6%), and the ⇡0
background subtraction (1%).
The unpolarized cross sections peak towards  =0  and
360  due to the BH process for which the final-state pho-
ton is predominantly emitted in the direction of the initial
or scattered electron. This is quantitatively confirmed by
the calculations shown in Fig. 4, where the green curves
show the BH contribution only. The di↵erence between
the BH curves and the data can thus be attributed to the
DVCS process, and therefore linked to GPDs. We dis-
play in Fig. 4 calculations of four GPD models, listed in
the caption. The modeling of the GPDs in the VGG and
KMS models is based on the Double-Distribution repre-
sentation [1, 26, 27]. The VGG calculations in Fig. 4
Figure 4: Unpolarized cross-section (top row) and beam-polarized cross-section
differences (bottom row) from the CLAS experiment [19] for one kinematic bin
(Q2, xB)=(1.63 GeV
2,0.185). The three panels in each row correspond to different −t
values. The green long-dashed curves correspond to the BH calculation, the other
curves corresponds to VGG [11] (blue solid), KMS [12] (cyan dash-dotted), and two
versions of the KM model [13] KM10 (red dotted) and KM10a (red short-dashed).
data are needed. The newly upgraded Jefferson Lab accelerator at 12 GeV together
with the upgraded detectors in the three halls will give a plethora of new data which
will allow us to map three-dimensionally the nucleon.
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5only include the contribution of the GPD H as the in-
clusion of the other GPDs barely changes the results.
The KM model is based on the Mellin-Barnes represen-
tation [24, 28]. The KM10 version of the model includes
contributions from all four GPDs for which the free pa-
rameters were fitted to the JLab [12, 13], HERMES [29]
and ZEUS/H1 [30, 31] data. In that work, it was found
that it is possible to fit the JLab Hall A unpolarized cross
sections only at the price of the introduction of a very
strong H˜ contribution [32]. The KM10a version is based
on a fit which excludes the JLab Hall A unpolarized cross
sections [12] and sets H˜ to zero. Note that none of these
four models has been tuned to our data.
Figure 4 shows that the predictions of standard GPD
models like VGG, KMS, and KM10a, whose compati-
bility is remarkable in spite of their di↵erent approaches,
are in good agreement with our unpolarized cross-section
data. In contrast, we see that the KM10 version, which
includes the strong H˜ contribution, tends to overestimate
our data. Over our 110 (Q2, xB , t) bins, the average  
2
value per degree of freedom [33] is 1.91 for VGG, 1.85
for KMS, 1.46 for KM10a, and 3.94 for KM10. We can
therefore conclude that standard GPD models with a
dominant contribution of the GPD H to the unpolarized
cross section, i.e., without the introduction of a strong H˜
contribution, describe the data well. Moreover, the dis-
agreement between our data and the KM10 model, which
instead matches the Hall A results, might reveal an in-
consistency between the two sets of data. As a check,
we performed a dedicated data analysis using the exact
same (Q2, xB , t) bin limits as those used for the Hall A
analysis (Q2=2.3 GeV2, xB=0.36, and  t =0.17, 0.23,
0.28 and 0.33 GeV2). However, in this limited and par-
ticular (Q2, xB , t) region, the comparison is hampered by
our large statistical uncertainties and lack of  -coverage
around   = 180 . Thus no conclusion can be drawn from
this comparison. The Hall A experiment was run at a lu-
minosity almost three orders of magnitude larger than
ours, but in a much more limited phase space.
In general, the four models, including KM10, give a
good description of the beam-polarized cross-section dif-
ference and the data barely allow one to distinguish one
model from another. Over our 110 (Q2, xB , t) bins, the
average  2 value per degree of freedom [33] is 1.40 for
VGG, 1.84 for KMS, 1.06 for KM10a, and 1.20 for KM10.
Finally, we attempted to extract directly some GPD
information from these two sets of observables. We used
the local-fitting procedure developed in Refs. [34–37]. At
leading-twist and leading-order, this procedure uses well-
established DVCS amplitudes and does not depend on
model parametrizations of the GPDs. We fit simultane-
ously the  -distributions of our unpolarized and beam-
polarized cross sections at a given (Q2, xB , t) kinematic
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FIG. 5. (Color online) Results of the CFF fit of our data
for HIm (upper panel) and HRe (lower panel), with only the
GPDs H and H˜, for three of our (Q2, xB) bins, as a function
of t. The blue solid curves are the predictions of the VGG
model. The black dashed curves show the fit of the results by
the function Aebt.
point by the eight (real) quantities:
FRe(⇠, t) = P
Z 1
 1
dx

1
x  ⇠ ⌥
1
x+ ⇠
 
F (x, ⇠, t),
FIm(⇠, t) = F (⇠, ⇠, t)⌥ F ( ⇠, ⇠, t). (3)
In Eq. 3, F = H, H˜, E, E˜, the top and bottom signs apply
to the unpolarized (H,E) and polarized (H˜, E˜) GPDs
respectively, and P is the principal value integral. These
quantities are called Compton Form Factors (CFFs) [38]
in Refs. [34–37] and “sub-CFFs” in Ref. [39]. The only
model-dependent input in the procedure is that the CFFs
are allowed to vary in a very conservative limited range,
±5 times the CFFs from the VGG model [22]. In spite of
the underconstrained nature of the problem, i.e., fitting
two observables with eight free parameters, the algorithm
manages in general to find well-defined minimizing values
for HIm and HRe. The reason is that the two observables
that we fit are dominated by the contribution of the GPD
H.
Ideally, one would like to fit all CFFs. However, with
only two observables in this case, this leads to too large
uncertainties. We therefore present in Figure 5, for a se-
lection of three of our 21 (Q2, xB) bins, the t-distribution
of the fitted HIm and HRe, computed neglecting the con-
tributions associated with E and E˜. Fig. 5 also shows the
predictions of the VGG model, which overestimates the
fitted HIm at the smallest values of xB .
We have fitted, in Fig. 5, the t-dependence of HIm
by the function Aebt with the normalization A and the
slope b as free parameters. Keeping in mind that the Q2
values are di↵erent for the three xB bins, the results of
these fits show that A and b increase, in a systematic way,
with decreasing xB . Under the hypothesis of neglecting
Q2 higher-twist and evolution e↵ects as well as deskew-
ing e↵ects [40], these behaviors might reveal tomographic
Figure 5: Results of the xtr ction of the Compton form factors HIm (upper panels)
and HRe (bottom p els) from t e CLAS experiment [19] for three of the (Q2, xB)
bins, as a function of t. The blue solid curves are the predictions of the VGG model.
The black dashed curves show the fit of the results by he function Aebt.
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 !CIn"exp’ !CIn"#F1H $!%F1$F2&fH ' t4M2F2E; (6)
where F1%F2& is the Dirac(Pauli) form factor entering into
the BH amplitude. Similarly, =m!CId" depends on the dif-
ferent set of spin-1 CFFs of the deuteron [31]. The imagi-
nary part of twist-2 CFFs is determined by the x # (!
points of the GPDs, with for example:
 =m!E" # "X
q
e2q!Eq%!;!; t& ' Eq%'!;!; t&": (7)
where eq is the quark charge in units of the elementary
charge. While Eq. (6) for a proton is dominated byH andfH , it becomes essentially sensitive to E in the neutron case
following the small value of F1 and the cancellation be-
tween u and d polarized parton distributions in fH [32].
=m!CIn"exp and =m!CId"exp are simultaneously extracted
in each t-bin from a global analysis involving 7) 12) 30
bins in t *#$$ *M2X 2 !'0:5;'0:1" GeV2 * !0; 2"" *
!0:; 1:15" GeV2. A Monte Carlo simulation with the kine-
matic weights of Eq. (5) as a function of (t, #$$, M2X) is
fitted to the experimental distribution !N$%t;#$$;M2X& '
N'%t;#$$;M2X&" obtained after the D' H subtraction. The
two coefficients =m!CIn%ti&"exp and =m!CId%ti&"exp are the
free parameters of the fit in each bin ti. The binning in #$$
allows the determination of the sin%#$$&moments whereas
the binning in M2X allows the separation of the d-DVCS and
n-DVCS signals. The simulation includes both external
and real internal radiative effects. It takes also into account
detector resolution and acceptance. Finally, virtual and soft
real radiative corrections are applied with a global correc-
tion factor of 0:91( 0:02 to the experimental yields [33].
Figure 3 displays the experimental values (Table I) of
=m!CIn;d%ti&"exp. At low jtj, the small kinematic separation
between d-DVCS and n-DVCS leads to a strong anticor-
relation between deuteron and neutron moments (Table I).
The larger statistical errors on the extraction at low jtj, in
spite of higher absolute statistics, reflect this feature. The
systematical errors come essentially from the t-dependent
uncertainties on the relative calibration between D2 and H2
data, and estimates of the bound on "0 contamination;
other contributions originate from DVCS detectors accep-
tance and luminosity (3%), beam polarization (2%) and
radiative corrections (2%). As expected from Fig. 2, the
moments are globally compatible with zero. Experimental
results are compared to model calculations for deuteron
[34,35] and neutron [36,37] GPDs. The deuteron calcula-
tions exhibit a rapid decrease of the deuteron form factors
with jtj. The n-DVCS results are compared to two different
models: one where the GPDs parametrization is con-
strained by lattice calculation of GPDs moments [36],
and another where Eq is parametrized by the unknown
contribution of valence quarks to the nucleon angular
momentum [32]. Both approaches reproduce the rather
flat t dependence of the data. Three examples of calcula-
tions corresponding to different values of the u (Ju) and d
(Jd) quark contributions are shown. This comparison in-
dicates that the present data provide constraints of the GPD
models, particularly on Eq.
A correlated constraint on Ju and Jd can be extracted
from a fit of the VGG model [32,37] to the neutron data
(Fig. 3), relying on the %2 quantity
 %2 #X7
i#1
%=m!CIn%ti&"exp ' =m!CIn%ti&"VGGJu;Jd&2
%&expstat&2 $ %&expsys &2 : (8)
The condition %2 + %2min $ 1 (%2min=DoF # 6:6=5) defines
the band Jd $ %Ju=5:0& # 0:18( 0:14 of Fig. 4. The model
dependence of this analysis should be stressed: n-DVCS
data involve GPDs at one point x # (! and t ! 0 while
the Ji sum rule (Eq. (1)) is an integral over x extrapolated to
t # 0. A similar constraint obtained from HERMES pre-
liminary ~p-DVCS data on a transversely polarized target
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FIG. 3 (color online). The t dependence of the extracted
sin%#$$& moments for coherent d-DVCS (top panel) and inco-
herent n-DVCS (bottom panel). Error bars show statistical un-
certainties; systematical uncertainties are indicated by the
shaded bands.
TABLE I. Experimental values of the sin%#$$& moments as a
function of t (in GeV2). The first error is statistical and the
second is the total systematic one resulting from the quadratic
sum of each contribution; 'nd is the correlation coefficient
between the two extracted moments.
hti =m!CIn%ti&"exp =m!CId%ti&"exp 'nd
'0:473 0:22( 0:17( 0:24 0:07( 0:23( 0:08 '0:72
'0:423 0:03( 0:38( 0:41 '0:60( 0:54( 0:19 '0:77
'0:373 '0:13( 0:35( 0:46 0:18( 0:51( 0:17 '0:80
'0:323 '0:10( 0:35( 0:42 0:18( 0:52( 0:24 '0:84
'0:274 '0:69( 0:38( 0:24 0:98( 0:57( 0:33 '0:88
'0:225 0:67( 0:48( 0:39 '1:22( 0:69( 0:40 '0:91
'0:166 '1:54( 0:80( 0:52 2:32( 1:04( 0:61 '0:95
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Figure 6: t dependence of sinφ moment for the neutron. Results are compared to
model calculations of neutron GPDs [22] (blue dashed curve) and [11] (solid red
curves). The three red solid curves correspond to calculations for three different
values of of the u (Ju and d (Jd) quark contributions.
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