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Abstract-Based on the factor space theory, several models of neurons, both with and without 
respect to time, are proposed and investigated. The mechanism of neurons is also discussed in detail. 
Several of the models formulated are based on the Weber-Fechner law, Fukushima’s model, and the 
concept of variable weights. @ 2000 Elsevier Science Ltd. All rights reserved. 
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1. NEURON MECHANISM OF FACTOR SPACES 
Given an atomic factor space [l] {X(f)}c/e~,, where the family of all atomic factors in F, 
7r = {fl,f2,...,fm), is a finite set, for an object u, which its states in the state spaces X(fj) 
(j = 1,2,... , m) are xj = fj(u) (J’ = 1,2,. . . ,m), according to [1,2], we can get its state in the 
complete space X ( 1) : 
x = l(u) = Mm (fl(~),f2(21), . . . ,.fm(u)) = Mm (~17x2,. . + rxm), 
where Mm : [0, llrn - [0, l] is an ASM,-func. Especially, Mm is taken as C, i.e., 
m 
~=M,(x~,x~,...,x,)= c wjxj, (1) 
j=l 
where wj (j = 1,2,... , m) is a group of constant weights, i.e., wj E [0, l] (j = 1,2,. . . , m) and 
CT==, Wj = 1. 
A factor space can be regarded as a “transformer”. If the input is a set of states, x1, x2, . . . ,x,, 
then it outputs only one state x = M,(x~,x~, . . . , x,) by means of the composition function 
of Mm or the factor space (see Figure 1). 
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1: ” - x = M,(x1,22,*--,zm) 
Xm Y 
Figure 1. Composition function of a factor space. 
Where M, = C, the atomic factors fj (j = 1,2, . . . , m) can be regarded as m input channels, 
and the weights Wj (j = 1,2, . . . , m) regarded, respectively, as the damping coefficients of the 
channels fj (j = 1,2,..., m). The complete factor 1 is regarded as one output channel. If a set 
of input data 21, ~2, . . . , 2, is given, an output datum z = Cy!, Wjxj is gotten. Thus, we can 
get a model of neurons (see Figure 2). 
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Figure 2. A kind of model of neurons based on factor spaces. 
2. THE MODELS OF NEURONS WITHOUT RESPECT TO TIME 
2.1. Threshold Models of Neurons 
If a “step” (threshold) 8 E [0, l] is set in the output channel of the model of neurons, then 
the result of the composition by C can be output only if it is more than the threshold 0, else 
the output is regarded as zero. So the output y of a neuron can be represented as follows (see 
Figure 3): 
where v(x) is a piecewise linear function defined as follows: 
dx) = 1 x, x 2 0, 0, x < 0. (3) 
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Figure 3. The model of neurons with threshold. 
2.2. Linear Model of Neurons 
When the threshold 0 = 0, the “excitation” function cp is useless. So expression (2) is simplified 
as a linear function 
x= 2 WjXja (4) 
j=l 
This is the linear model of neurons, which is a special case of the threshold model of neurons. 
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2.3. General Threshold Model of Neurons 
In expression (2), if the multifactorial function C is replaced by a general multifactorial func- 
tion M,, then we can get a general threshold model of neurons as follows: 
Y =(P(wn(Xl,~2,...,Xm) -0). (5) 
NOTE. The multifactorial function, M, is a basic tool of the composition of states in factor 
spaces. Based on the view point of factor spaces, expression (5) is regarded as a general threshold 
model of neurons. 
When 13 = 0, expression (5) also has a simple form 
2=M,(zi,sz ,‘..I 2,). (6) 
According to different expressions of Mm, (6) has different special examples (of course, these can 
suit expression (5)): 
77% 
Cr=M,(zr,z2,...,z,) = A “j, (7) 
j=l 
m 
X=M~(Xl,X2,...,Xm)= VXj, (8) 
j=l 
x=Mm(Xl,X2,... TX,) = gXj> (9) 
j=l 
where Wj E [0, l] (J’ = 1,2,. . . , m) and Cpr wj = 1, which is just expression (4). 
"=eWj(Xj)Xj, 
j=l 
(10) 
where wj : [O, 11 - [O, 11, t - Wj (t), is a continuous function, and satisfies the normalized 
condition: Cy=, wj(xj) = 1, which is a kind of variable weights with one variable. 
m 
x= v WjXj, (11) 
j=l 
where wj E [0, l] (j = 1,2, . . . , WL) and VT=, wj = 1. 
X= tWj(Xj)Xj, 02) 
j=l 
where wj : [OJI - [WI, t - Wj(t), is a continuous function, and satisfies the condition: 
$=i Wj(Xj) = 1. 
X= Q (Wj AXj), (13) 
j=l 
where Wj E [0, l] (j = 1,2, . . . , m) and Vy=“=, wj = 1. 
v iwj Cxj) A Xj] , 
j=l 
(14) 
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where q(q) are same as those in (12). 
x= n Xj 7 
j=l ( ) 
l/m 
m 
( ) 
l/P 
1 m 
x=-q ) c P > 0, m. j=1 
l/P m 
x= 
( ) 
c WjXj” 7 
j=1 
where p > 0, wi E [0, l] (j = 1,2,. . . , m) and Cy=, Wi = 1. 
( ) 
l/P 
x= FWj(X+$ )  
j=l 
(15) 
(16) 
(17) 
(18) 
where p > 0 and wi(Zj) are same as those in (10). 
According to the generations of ASM,-funcs, by using the models mentioned above, we can 
get many more complicated models of neurons. 
2.4. The Models of Neurons Based on Weber-Fechner’s Law 
In the lgth century, G. T. Fechner, a German psychologist, discussed the problem of the 
reaction of people receiving some outside stimulating, based on E. H. Weber’s work. Let r be 
the reaction of people receiving some stimulating, and s be the real intensity of the stimulating. 
They got the result as follows: 
r=klns+c, (19) 
where k and c are constants. This is the celebrated Weber-Fechner’s Law. Although the law is in 
connection with some sense organs of the human body (i.e., the law is of some macroproperties), 
the reaction of the organs is based on the reaction of the neurons in the human body. Therefore, 
we hold that the reaction of a neuron receiving the stimulating from its synapses also follows 
Weber-Fechner’s Law, i.e., 
gi = Icjlnzi +ci, (20) 
where xi is the intensity of stimulating from jth. synapse, and yi is the reaction of the neuron with 
respect to xi based on Weber-Fechner’s Law. So expression (5) becomes the following expression: 
(21) 
When Mm = C, we have the following expression: 
Y=(P ewi(kilnxi +ci)-0 . 
j=l 
(22) 
This is a hind of model of neurons based on Weber-Fechner’s Law. In order to determine ki 
and ci, In xi is first developed as the following power series: 
1nXj = (Xi - 1) - i (Xi - 1)” + i (Xi - 1)3 - *‘. . 
Then yj is taken approximately as 
yj = kj (Xj - 1) - 
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the two former terms of the power series: 
a(Zj-1)2] +Cj=kj (2Xj-~~:--2) +cj. 
95 
(23) 
If yj is regarded as a function of xj, i.e., ?~j = yj(xj) by using the following boundary value 
condition: 
YjP) = 0, Yj(l) = l, (24) 
then it is easy to determine that kj = 213 and cj = 413. Thus, 
Yj = i 
( 
2Xj - :Z: - 2 
) 
+ t = 5 (4Xj - X3) . 
Expression (25) is substituted into expression (22) and we have 
Y’(p fgWj(4Xj-2:)-8 . ( j=1 1 
(25) 
(26) 
This is a simplified model of neurons based on Weber-Fechner’s Law. Although expression (26) 
is a little more complicated than expression (2), it may take an interesting stride forward on the 
way of approximating real neurons. 
3. THE MODELS OF NEURONS CONCERNED WITH TIME 
For a given description frame (U,C,{X(f)} (feF)], under the meaning of temporary state, 
the frame can be regarded as to be not concerned with time. In fact, for any u E U, at any 
instant, u is both it and not it, which is the view point of nonrest, i.e., it is concerned with 
time: u = u(t). However, once the object ‘u. separates itself from the description frame, the 
change for it depending in time will not be shown. In other words, the change is with respect 
to the factor space {X(f)}(fe~). For example, let U be the set of some people, say U = {John, 
Kate, Lucy,. . . }, and the set of factors F be taken as F = {fl, fz, f3, f4, . . . } = {height, weight, 
age, sex,. . . }. For a u E U, say u = John, he was born in 1970. If set to = 1970, ti = 1971, 
tz = 1972,. ..) then Zj(Z) 4 fj(u(t)), the state for u being with respect to fj E F, changes 
depending on time t E T = {to, tl, tz, . . . }. Of course, sometimes for a fixed u E U, there exists 
some factors such that u does not change with respect to these factors. For instance, about the 
example mentioned above, u cannot change on time with respect to f4. 
When a factor space {X(f)}cfe~l is used to represent an optic neuron, and u is an object in 
motion or itself is in change, u is concerned with time: u = u(t), and the stimulating from the 
synapse brought by u, xj is also concerned with time t : xj = xj(t). For general neurons, there 
are also such similar “perceptions” concerned with time. 
Generally speaking, if every synapse changes its state every 7, where r is a given interval of 
time, then we have a model of neurons concerned with time as follows: 
(27) 
If we consider the nonresponse period of neurons (including absolute nonresponse period and 
relative nonresponse period), a nonlinear first-order differential equation as follows is often used 
to simulate the change of the membrane potential of biological neurons: 
duct) 
7K= -u(t) + 2 WjXj(t) - 0, j=l (2% 
y(t) = cp(u(t)). (29) 
96 H. Lx et al. 
Figure 4. The excitation and inhibition of the connection between neurons. 
A B zs?i c D 
Figure 5. The relativity of excitation and inhibition of neurons. 
Figure 6. Two classes of input channels. 
4. THE MODELS OF NEURONS 
BASED ON VARIABLE WEIGHTS 
Up to now, in the models of neural network we have known, connection weights play a key 
role. Clearly, these weights are constants. Of course, in the process of learning, these weights 
are continually adjusted such that they converge on their stable values. But they are in essence 
constants. On the other side, people have known that connection weights are of plasticity. This 
means that connection weights should change depending on the change of the intensity of synapses 
to be stimulated. The change of connection weights is not arbitrary but of some tendency showing 
some relation of functions. 
It is well known that the plasticity of connection weights is one of key 
of neural network. The problem is how to show the plasticity. Our idea 
follows. 
4.1. The Excitatory and Inhibitory Mechanism of Neurons 
basics of the learning 
will be introduced as 
A neuron is basically made up of five parts: cell body, cell membrane, dendrite, axon, and 
synapse. An axon can transmit the electric,impulse signals from its cell body to other neurons 
through its synapses. Dendrites receive the electric signals from other neurons. Because of cell 
bodies being different,, there may be two kinds of properties between two neurons: excitatory or 
inhibitory (see Figure 4). 
A cell, if the membrane potential of another cell connected with the cell goes up as the cell 
generates electric impulses, is called having excitatory connection with another cell; if not, it is 
called having an inhibitory connection. It is worthy of note that excitatory connection and in- 
hibitory connection are relative, for a cell (neuron) itself cannot be designated as being excitatory 
or inhibitory. In other words, the excitation or inhibition are shown in a cell (neuron) only when 
the cell (neuron) has some connections with other cells (neurons). For example, though there 
is an excitatory connection between cell A and cell B, there may be an inhibitory connection 
between cell A and cell C (see Figure 5). 
In a neural network, the basic form of a neuron connecting with other neurons is relatively 
steady so that, to see the neuron in this network, the electric signals flowing into its dendrites 
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(the signals are received from the synapses of other neurons) should classify the whole “input 
channels” into two classes, one is excitatory and the other is inhibitory (see Figure 6). 
4.2. The Negative Weights for the Inhibitory Mechanism 
The excitatory and inhibitory mechanism of a neuron embody that the excitatory input will 
take “gain” effort and the inhibitory input will take “attenuation” effort, in the whole quantity 
after the composition. Such attenuation can be described by negative weights. 
Given a set, of constant weights wj E [0, l] (j = 1,2,. . . , m), with CT=, wj = 1, write 
w; c7.z 
{ 
Wj, lSjIP, 
-Wj, p+l <jlrn. (30) 
Then wi (j = 1,2, . . . , m) is a set of constant weights with negative weights. Thus, we can get a 
model of neurons with excitatory and inhibitory mechanism as follows: 
(31) 
NOTE. The constant weights with negative weights, mentioned above, lose the normality, i.e., 
dissatisfy the condition C,“=,, wi = 1. But we can make them satisfying the normality by using 
the following two methods. 
METHOD 1. A neuron is regarded as one piece formed by putting the excitatory part and the 
inhibitory part together, with each part having its own weights system (see Figure 7): wi (j = 
1,2,. . . , m), C& wj = 1, and W: (i = 1,2,. . . , n) cy=“=, W: = 1. 
excitatory part 
Figure 7. A neuron regarded as one piece formed by putting the two together. 
Clearly, based on the idea, the model of neurons should be written as follows: 
Y=(p eWjXj-~W~X~-B 
i 
. 
j=l i=l 1 
METHOD 2. We can propose a generalized normality, i.e., about (30), set 
a.=-, ew;yLO. 
W; 
3 
I I 
2 w; j=l 
j=l 
Then such constant weights aj (j = 1,2, . . . , m) satisfy the following generalized normality: 
m I 1, cw;>o, c j=l aj = j=l -1, ew; < 0. 
(32) 
(33) 
(34) 
I j=l 
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From this, expression (31) becomes the following form: 
4.3. On F’ukushima’s Model 
As mentioned above, the inhibitory input of a neuron takes attenuation effort in the whole 
quantity after the composition, Also it can be regarded as taking shunt effect to the excitatory 
action. So in the model, the excitatory input and inhibitory input are no longer put together 
under C, but a relation between the C form of the excitatory input and the C form of the 
inhibitory input is given. For example, Fukushima gave a simple model (according to Figure 7, 
we have modified it a little): 
(35) 
where E E (0,l). In order to consider the input-output property of the model, we set 
m 
e= c WjXj, h = ew;x;. 
j=l i=l 
Thus, expression (36) becomes the following simpler form: 
When h < e, we approximately take the following expression: 
y=(p f(e-h) . ( > 
(37) 
(38) 
This moment, the input-output property of the neuron, is practically a linear threshold element. 
When e > E and h > E, we approximately have the following expression: 
y=(p i-1 . 
( > 
If assuming e = 5x and h = qx, we have 
,=,($+(l+th(;log,+))), 
where thx is a hyperbolic tangent function of x. Clearly, expression 
Fechner’s Law. 
4.4. The Model of Neurons Based on Univariable Weights 
(40) 
(41) 
(41) is near to Weber- 
Under constant weights, the excitatory and inhibitory mechanism coexisting in a neuron is 
shown by using negative weights. Now without negative weights if for every j, wj is taken as 
a function of xj, which means that Wj is a univariable weight, then the mechanism mentioned 
above will be shown in the changes of the weights. 
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DEFINITION 1. A set of functions wj : [0, l] + [0, l] is called a set of univarjable weights, 
if every ~~(2) is a monotonically continuous function. If Wj(x) is a monotonically increasing 
function, then it is cakd an excitatory weight. If wj(z) is a monotonically decreasing function, 
then it is called an inhibitory weight. 
NOTE. The univariable weights defined above may not satisfy the normality: Cy=, wj(sj) = 1. 
Not losing generality, WI(Z), . . . , wp(z) are assumed to be excitatory weights, and wP+i(z), 
“‘, w,(z) to be inhibitory weights. Set 
e= kWj(Xj)Xj, 
j=l 
h = 2 Wj(Xj)Xj. 
j=p+l 
(42) 
Then we can get expression (38) again. 
As a matter of fact, the input intensity xj may change along with time t, i.e., zj = xj(t) so 
that Wj may also change along with t: wj = Wj(xj(t)). Therefore, 
Y(t + 7) = $7 ( 2 Wj (Xj(t)) Xj(t) - 0 * j=l ) 
In addition, if we set 
e(t) = 5Wj txjCt)) Xj(t), 
j=l 
h(t) = 2 wj (xcj(t)) Xj(t), 
j=p+l 
we get Fukushima’s model with time variable: 
(43) 
(44) 
(45) 
4.5. The Model of Neurons Based on Multivariable Weights 
Multivariable weights Wj(xl, 22, . . . ,x,) (J’ = 1,2, . . . , m) have been discussed in detail [3]. 
Especially we have known that every wj(xi, x2,. . . , 5,) is a monotonically continuous function 
with respect to xj. 
NOW if wj(xi,x2,.*., 2,) is monotonically increasing with respect to Zj, then it is called 
excitatory with respect to xj. If wj(Zi,Zz,. . . , x,) is monotonically decreasing with respect 
to xj, then it is called inhibitory with respect to xj. 
Naturally we have the threshold model of neurons: 
?J’(p ~Wj(Xl,X2,...,Z,)Xj-B ( . j=l 1 (46) 
Moreover, if write 
e=kwj(xl,x2 ,..., xm)xj, h= 2 wj(x1,x2, . . . . xm)xj, (47) 
j=l j=p+l 
we can get Fukushima’s model with multivariable weights. 
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