Three di erent algorithms for obstacle detection are presented in this paper each based on di erent assumptions. The rst two algorithms are qualitative in that they return only yes/no answers regarding the presence of obstacles in the eld of view; no 3D reconstruction is performed. They have the advantage of fast determination of the existence of obstacles in a scene based on the solvability of a linear system. The rst algorithm uses information about the ground plane, while the second only assumes that the ground is planar. The third algorithm is quantitative in that it continuously estimates the ground plane and reconstructs partial 3D structures by determining the height above the ground plane of each point in the scene. Experimental results are presented for real and simulated data, and the performance of the three algorithms under di erent noise levels is compared in simulation. We conclude that in terms of the robustness of performance, the third algorithm is superior to the other two.
Introduction
Obstacle detection is an important issue in mobile robotics. Intuitively, anything that obstructs the motion of a vehicle is an obstacle, although making a precise de nition is surprisingly di cult. If the ground were a perfect plane, then an obstacle point (as measured by feature points on the obstacle) could be de ned as any point higher than a xed value.
A more complete analysis would involve determining the extent of the obstacle (needed for path planning) and/or its shape; neither of these are considered in this paper. In general, the ground surface will exhibit variations occuring at di erent scales. At the smallest scale, there are bumps and indentations which are on the order of a few inches high. At intermediate scales, the road may have a crown, may be banked, or may have large bumps, and at large scales, there are hills and long ramps. Depending on the environment, an obstacle detection algorithm may need to handle all of these variations.
One of the questions that is examined in this paper is the role of geometric knowledge in detecting obstacles. Three di erent algorithms have been developed which make use of di erent knowledge of the visual sensors and the environment; they are compared with respect to robustness to noise. The rst two algorithms are qualitative in the sense that they only return yes/no answers in terms of the presence of obstacles in a view without recovering 3D structures; the third algorithm is quantitative because it recovers partial 3D structures.
Using knowledge can usually improve the robustness of a system provided the knowledge is accurate. The rst algorithm assumes that the ground is planar and its equation is known.
Using this information together with the intrinsic and extrinsic parameters of the cameras, a linear system of equations is derived. The existence of a point not on the known ground plane (i.e. a potential obstacle) implies that the system is not solvable. One of the drawbacks of this algorithm is that errors in the equation of the ground plane due to camera tilt, grades, or hills in the road as well as noise in image measurements can cause the algorithm to fail. The second algorithm does not use quantitative knowledge about the environment. It assumes that the ground is planar, but its equation as well as the camera parameters are unknown.
This algorithm also reduces the obstacle detection problem to determining the solvability of a linear system. The third algorithm adaptively updates its knowledge of the environment by estimating the ground plane over a sequence of partially calibrated stereo pairs. This algorithm estimates the height above the ground plane for all points in a region of interest in an image. It is worth noting that Faugeras 6] has shown that from uncalibrated stereo one can recover 3D structure up to a family of projective transformations; this paper shows that it is possible to recover partial metric information from partial calibration.
The experiments with real and simulated data (see Section 5) show that the adaptive algorithm is the most robust with respect to noise. However, there is still potential value in using the other algorithms. One of the limitations on the speed of a mobile robot is how fast it can detect obstacles given the available resources. These resources can be computational (how long it takes to run the algorithm) and/or sensor hardware (which cameras or other sensors are devoted to this task and for how long). The third algorithm requires stereo processing and computes the heights of each of the feature points, while the rst two algorithms may use either monocular views or stereo and compute a single statistic for all of the points combined. In each of the algorithms, we assume that the correspondences have been computed. One could imagine that even if a vehicle had two cameras, resources could be saved by using the rst or second algorithm until an obstacle is detected. The vehicle could then slow down or stop and use the third algorithm to compute the height of the obstacle and plan a path around it.
Because of its practical importance, obstacle detection has received widespread attention in the research literature 3, 4, 5, 18, 21, 22, 23, 10, 14, 15] . Most existing algorithms for detecting obstacles use active range sensors, stereo, or optical ow. For example, Nelson and Aloimonos 18] used ow eld divergence for obstacle detection and avoidance in visual navigation. Daily et al 3, 4] used a laser range sensor to detect obstacles. Enkelmann 5] approached this problem by evaluating the di erence between the calculated optical ow and the predicted model-based ow. Young et al 23] developed another approach to obstacle detection based on the di erence between the reference ow and the observed ow. The di erence of this method from Enkelmann's is that, instead of detecting ow across the entire image, they restricted the ow computation to a line, enabling fast and parallel computation.
Both of these methods assume that the vehicle motion is pure translation, which may not be true in a real environment. Recently, Matthies and Grandjean 10, 14, 15] addressed the problem of real-time vehicle navigation by using stereo maps. Like the methods developed in this paper, they assume all the obstacles in a scene are near-vertical, i.e. no consideration is given to the slope of an obstacle. In determining whether or not a point lies close to the ground plane, they base the decision on the range of the point (which may have a large error) as opposed to the vertical component of the position (as done here).
Unlike most of the conventional approaches to obstacle detection, the algorithms pro- . Faugeras 6] proved that given ve noncoplanar correspondences and epipoles, or given the fundamental matrix, 3D structures can be reconstructed up to a collineation of projective transforms. Hartley et al 12] independently arrived at the same conclusion by using matrix theory to linearly decompose the essential matrix. Mohr et al 17] attacked the same problem by making use of the redundancy in multiple images to directly solve a global least square problem. Shashua 20] further explored the problem by using projective invariants. He concluded that 3D reconconstruction can be accomplished using only four noncoplanar correspondences and epipoles of two views.
Ponce et al 19] discussed several di erent cases under a projective transform and proposed algorithms to reconstruct 3D structures. Some of the cases studied assume weak calibration (i.e. the epipoles are known) while others assume that no calibration information is known.
The third algorithm presented here assumes partial calibration and is an extension of those approaches.
Throughout this paper, the following notation will be used. Let p denote the calibrated image vector for the left camera (in stereo) or for the rst camera position (in motion) represented in homogeneous coordinates. Let p 0 denote the calibrated image vector for the right camera (stereo) or for the second camera position (motion) represented in homogeneous coordinates. P denotes the corresponding 3D point. Upper case is used for 3D coordinates, and lower case is used for 2D coordinates. Hence, p = (x; y; 1) T , and P = (X; Y; Z) T , etc.
Boldface is used to denote vectors or matrices; nonboldface characters denote scalar variables.
Thus, n denotes the normal vector of a plane, and n denotes the number of feature points in a set. We use t = (t X ; t Y ; t Z ) T to denote the translation vector between two cameras, and R to denote the 3 3 rotation matrix between the two camera coordinate systems.
= ( X ; Y ; Z ) T is the rotation vector between two cameras, whose three components are the rotation angles with respect to the three axes. M = ( T ; t T ) T is the motion parameter vector between two cameras. The symbol () is used to represent a \correspondence" relationship.
Obstacle Detection with a Known Ground Plane
In this section, we assume that the ground plane equation with respect to the rst camera is known, the rotation between the rst and the second cameras is small, and the intrinsic calibration of the camera is known. This algorithm can be applied to stereo images, where the rst and second images are the left and right images of the stereo pair. It can also be applied to a motion sequence where the two images are taken at di erent time instants from a monocular camera in motion. We call this algorithm the known ground plane algorithm (KGP).
Given an arbitrary 3D ground plane point P, the instantaneous velocity of P is: _ P = P + t (1) Given the assumption stated earlier, image displacement can be used to approximate image velocity. Given the intrinsic camera parameters, the projection can be modeled as a calibration transformation followed by a pin-hole camera projection. Assuming a unit camera focal length, by projective geometry, the relationship between the 3D point P and its corresponding 2D image point p is:
Substituting these equations into Eq.1, together with the ground plane equation, yields: 
It is assumed throughout the paper that at least three ground plane points are known.
An obstacle point is one which is more than some xed distance above the ground plane.
For an obstacle point in the rst image, there must be a corresponding ground plane point which shares the same line of sight (see Fig. 1 ). These two points will have distinct images in the second image unless the motion is a pure rotation and/or a pure translation along the line of sight. In either case, the ow value of the point under consideration will be zero, which is easily detected (other points will have non-zero ow values). Assuming that all such zero-ow points have been eliminated, then each obstacle point will have a di erent ow value from the corresponding ground plane point. Now suppose we partition the point set into two subsets: one composed of ground plane points, and the other of obstacle points.
Under this assumption, Eq.7 becomes
where the subsystem with subscript 1 denotes ground plane points, and the subsystem with subscript 2 obstacle points. Now if we replace the obstacle points with their corresponding ground plane points which share the same lines of sight with them, another linear system can be obtained:
If we assume that the ground plane points are non-collinear, then the linear system in Eq. 7 has a unique solution using only the ground plane points. This is the subsystem with subscript 1 in both Eq.8 and Eq.9. If Eq.8 and Eq.9 both have solutions, then the two linear systems must be the same. However, since b 2 6 = b 2 0 , it follows that the two linear systems in Eq.8 and Eq.9 cannot be satis ed at the same time.
A linear system like Eq.7 has a solution i Rank(D) = Rank(Db). Thus, we have proved the following proposition:
Proposition: The n points are all ground plane points i the linear system Eq.7 has a solution; that is, i Rank(D) = Rank(Db).
A practical problem with this proposition is how to calculate the rank of the matrices in the presence of noise and the error resulting from the approximation of velocities by displacements. The rank of a matrix is equal to the number of non-zero singular values in its singular value decomposition (SVD). To test if the two matrices have the same number of non-zero singular values, the ratios of the appropriate corresponding singular values are used.
It can be easily shown that if there are at least three non-collinear points, the matrix D will be full rank, i.e. Rank(D) = 6, so none of the singular values will be zero. If there is at least one obstacle point, Rank(Db) = 7, which means the linear system Eq.7 is inconsistent; otherwise, Rank(Db) = 6, which means that the linear system is consistent. Thus, the problem in this case is to decide whether or not the smallest singular value of Db is zero. ::: 6 7 Therefore, the value of 6 7 is the most conservative criterion for detecting if the two matrices, D and (Db), have rank 6.
Based on the above analysis, the basic steps of the algorithm are:
For each set of image correspondences (either stereo pair or motion pair), build the linear system de ned in Eq.7;
compute the singular values of matrices D and Db];
if min (D) min (Db) > , no obstacle is detected; else, report obstacle;
In the very rare case that all the n points are collinear in 3D, the above algorithm could be modi ed. In this case, matrix D would be singular, and Rank(D) = Rank(Db) = i < 6 i the n points lie on a line on the ground plane. If there are obstacle points, then Rank(Db) = i+1: Thus, instead of using the ratio between the smallest singular values of D and Db], one would rst determine i; then determine the consistency of the linear system by checking
The dominant part of the KGP algorithm is singular value decomposition. In general, given an n m matrix, the complexity of the SVD is O(nm 2 ) 9]. However, since in KGP, the dimension of m is constant and very small (either 6 or 7), the complexity of this algorithm is O(n). We have implemented KGP in C on a DecStation 5000; with n = 30, the execution time is on the order of 10 ?2 second, once the point correspondences have been established. This algorithm assumes that the internal calibration is known, the ground plane is locally at, and the plane equation with respect to the rst camera is known (in other words, the external calibration of the rst camera is known). It only gives a binary decision for the detection of obstacles from a pair of images. In Section 5, an analysis of the choice of the threshold is given for simulated data. The algorithm in the next section removes the requirement of knowing the ground plane equation.
Obstacle Detection with Unknown Ground Plane
This algorithm uses a method similar to the algorithm in the previous section, although it does not require a priori knowledge of the ground plane equation, or the internal or external camera calibration. Like the previous algorithm, it assumes the ground plane is locally at, it can be applied to either a stereo pair or motion images, and it provides a yes/no answer.
We call this algorithm the unknown ground plane algorithm, which is abbreviated as UGP. Clearly, this algorithm is more general than the previous one, but KGP will perform better if one has good a priori estimates for the parameters. Section 5 shows how the two algorithms compare in practice.
Since a pinhole camera model is assumed, the 3D coordinates of a point P i can also be used to represent the image point p i in homogeneous coordinates. Using the ground plane equation, it is easy to show 8] that given an arbitrary ground plane point, p i () p i 0 , there is an invariant 3 by 3 matrix: A = HR + tn T (10) such that k i p i 0 = Ap i (11) where H is the height of the focal point of the rst camera above the ground plane, R is the rotation between the two cameras/instants, t is the translation between the two cameras/instants, n is the normal vector of the ground plane with respect to the rst camera coordinate system, and k i is a scale factor of the point pair p i () p i 0 , which accounts for the fact that the representation in homogeneous coordinates is not unique.
Since A can be normalized up to a factor that is \absorbed" into k i , let 
Eliminating k i , we have: 
Obviously, the linear system Eq. 14 is still valid. The only di erences are that the de nition of the unknown vector changes to the elements of C ?1 AC instead of elements of A, and now x i ; y i and x i 0 ; y i 0 refer to the uncalibrated image vectors. This is why this algorithm does not need internal calibration.
Assuming that there are at least three ground plane points visible, the following proposition is the basis for the algorithm. The proof is similar to that of the proposition in the previous section. (18) i.e. the rank of the coe cient matrix is equal to the rank of the augmented matrix of this linear system.
In this case, the equality in rank can be interpreted as a coplanarity constraint. The UGP algorithm is the same as the KGP algorithm except that there are eight unknown parameters instead of six. Similarly, the complexity of UGP is also O(n), where n is the number of feature points, and the execution time is similar to KGP.
Note that both of these algorithms utilize a singular value decomposition to determine if a linear system is consistent, under the assumption that the ground plane is a true plane.
In practice, the road surface may have bumps and dents. Thus, the surface may not satisfy the coplanarity constraint. Although we can use a lower threshold to tolerate this kind of variation of the road surface, the simulation results in Section 5 show that when the noise increases, the ratio value decreases dramatically. This implies that these two algorithms are sensitive to noise. The next section describes an algorithm based on 3D reconstruction that is more robust in the presence of noise (as shown in Section 5).
Obstacle Detection Based on Ground Plane Estimation
Since roads may have hills, curves, and crowns, the orientation of the local ground plane may change with time. The algorithm presented in this section is one which can adapt to these changes. Estimation of the ground plane is done in such a way that the 3D heights of points with respect to the plane can be estimated from partially calibrated stereo. The previous two algorithms measure the deviation of the data from a planar con guration (known or unknown). This algorithm rst constructs and then analyzes the heights of the points. Since ground plane points will not necessarily have height zero, it is necessary to use a threshold to distinguish between ground plane points and obstacle points. For sake of clarity, we call the estimated unknown ground plane the reference plane. The algorithm for computing the heights is based on the following assumptions:
There is no translation component between the two uncalibrated stereo cameras along the Z direction (focal axis direction) of the rst camera coordinate system, i.e. t Z = 0. This is what is meant by partially calibrated stereo. Information about the absolute pose of these cameras (e.g. pan/pitch/tilt angles) and the other two translation components (e.g. baseline between the two cameras) is not required.
The height H of the rst camera above the reference plane is known.
In addition to these two assumptions, we also assume that if there is a nonzero rotation between the two cameras, then the internal camera parameters are known. In practice 2], cameras are typically mechanically aligned so that the total y-disparity of any feature is minimized and consequently the internal parameters are not required.
Derivation of the Algorithm
This algorithm is called the estimated ground plane algorithm, and is abbreviated EGP.
Each 3D point P i is at a height h i from the reference plane. If h i is 0, this point is exactly on the plane; if h i is positive, this point is above the reference plane; if h i is negative, this point is below the plane. Now we can preset a threshold h such that any point with its height jh i j h is regarded as a ground plane point. In this way, we view the ground plane as a plank with thickness 2 h instead of a precise plane. If the road actually lies within this plank, then the height of obstacle that can be detected will depend on h .
Let p i and p i 0 be the two corresponding images of P i in the two image planes, respectively. Note that P i has the same motion parameters (R; t) with respect to the two cameras and the same plane orientation n as those points on the reference plane. It can be shown 8] that the relationship between p i and p i 0 is:
where d i is the distance from P i to the origin of the camera coordinate system in the left image in the direction of n, and k i 0 is a scale factor, which is de ned as the ratio of the two depths of the same physical point P i viewed at the left and right camera coordinate systems, 
where H is the height of the left camera above the reference plane. Thus,
We de ne the state vector S to be the vector consisting of the eight elements of the matrix A in Eq.12. Note that this vector combines information about the ground plane and the transformation between cameras. Assuming for a moment that the matrix A is known, then for an arbitrary 3D point P i = (X i ; Y i ; Z i ) T , with its corresponding image point at the left image plane p i , there must be a corresponding 3D reference plane point Q i = (X Qi ; Y Qi ; Z Qi ) T which shares the same line of sight with P i in the left image plane (see Fig. 1 
Note in this case, even internal calibration is not necessary, because x i ; x i 0 ; x i 00 and y i ; y i 0 ; y i 00 can be represented in terms of any arbitrary uncalibrated camera coordinate system. Now the remaining question is how to estimate the state vector S, i.e. A. Assuming there are no obstacles in the rst few image pairs, an initial estimate of the state vector can be obtained by solving an overconstrained linear system using least mean squares. For every subsequent stereo frame, this state vector is updated based on the information obtained from that frame. Hence, the algorithm can be expressed as:
The rst pair of images is assumed to have only ground plane points. The overconstrained linear system (Eq. 18) can be solved using least mean squares.
For current frame i, use the current estimate of the state vector up to the last frame A i?1 best to estimate the height of each point j in the current frame i,ĥ ij , then form a ground plane point subset:
S i = fP ij : jĥ ij j < h g Clearly, in each iteration of Kalman ltering, the complexity is linear in terms of the number feature points.
There is another point that needs to be addressed. The above algorithm works well if the ground plane is at globally. In practice, this may not be true, and there may be hills at di erent scales. Hills at large scales can be accommodated by weighting previous estimates so that the Kalman Filter only accumulates its history from the last n frames. Experimental results (Section 5) show that this modi ed version works much better for real road scenes.
Error Analysis
In this section, the stability of the estimate of the height h i for each point P i based on Eq. 31 is analyzed. In general, there are four sources of error which contribute to the error in h i : measurement error of the physical height of the camera, H; localization error of the 2D image points p i ; p i 0 ; p i 00 ;
deviations of the ground plane points from the reference plane; measurement error of the relative rotation between the two cameras;
The relative error of camera height H is on the order of a percent or two in practice. Since h i is linearly proportional to H; the contribution to the relative error in h i will be the same.
Thus, we are not taking this into account. The contribution of the error of localization of the image points is complicated, especially the error in p i 00 , which is a function of the state vector in the Kalman Filter, as is the contribution of the error of the deviations of the ground plane points from the reference plane. To simplify the problem, we are not considering these last two error sources here. Instead, we leave the analysis of these errors under di erent Gaussian noise levels to the simulation experiments in Section 5. Thus, the following error analysis only considers the error in relative rotation. Since it is assumed that the stereo cameras are aligned, i.e. the relative rotation is approximately zero, our analysis is done only in this case. An analysis for the general case of relative rotation is similar.
Expanding Eq. 31 in terms of Taylor's series at R = I, we have: The experimental results presented in Section 5 indicate that this bound is consistent with the actual relative error. A simulation analysis for the performance of this algorithm under di erent levels of noise, as well as the false-positive and false-negative probabilities with respect to the di erent thresholds of heights is also presented there.
In order to obtain the relationship between the accuracy of the height computation and the depth, let us assume that our stereo camera system has a tilt angle , the camera height is H, and there is an obstacle at depth d with height h. The simulated data consisted of 10 ground plane points and an obstacle point at a distance of 20 ft. from the camera. The height of the obstacle point was varied from 0 ft. to 6.5
ft. The height of the camera was 3.55 ft., which is the actual height of the camera when mounted on the robot used to generate the experimental results for the hallway scenario (Fig. 8) . In addition, the displacement vectors were corrupted by Gaussian noise parameters (with mean 0 and deviation controlled by the amount of noise desired), which is equivalent to random uctuations in the heights of the ground plane points, and thus could be interpreted as bumps and depressions in the ground plane. For the given height of the camera and a 10% noise level, the maximum variation in the height of the ground plane points induced by this noise would be 0.355 ft. The simulation was done to determine for each algorithm and each level of noise, the smallest obstacle that could be reliably detected. For an obstacle to be detectable, there must be a decision rule which will nd all positive instances and will not produce too many false alarms. In other words, it is safe to allow a few false positives, but the probability of a false negative (failure to detect an obstacle) must be so close to zero as to never arise in practice.
The simulation results for the KGP algorithm are shown in Fig. 2 . The statistic for detecting obstacle points is the ratio value min (D) min (Db) : The graph shows how this ratio varies with the height of the obstacle point and the level of noise. In order for an obstacle point of a given height (or greater) to be detectable, one should be able to draw a horizontal line that separates the ratio value for that height from the ratio value when the height is zero.
We can see clearly from Fig.2 that for those points with heights greater than about 1 ft., the ratio values are very close to 1, and are almost una ected by noise. Based on the simulation, a threshold of this ratio value between 5 and 10 would be able to correctly detect obstacles with height above 1 ft. up to 10% noise. For obstacles with heights less than 1 ft., even 2:0% noise would be a problem. From the graph, it is apparent that the ratio increases slightly with the height of the obstacle. This phenomenon needs to be investigated further. Fig. 3 shows a similar simulation for the UGP algorithm. Clearly, the general performance of this algorithm with respect to increased noise levels is worse than that of KGP. This is because the KGP used knowledge about the environment which was valid in the simulation. However, for points higher than 2 ft., the UGP algorithm can still correctly detect them, up to noise level of 5:0%. Satisfactory threshold values are between 5 and 10.
For obstacle points with heights less than 2 ft., no satisfactory threshold can be found when the noise level is larger than 1:0%. Fig.4 shows the simulation results for the EGP algorithm. The graph shows the average of the absolute relative error of the estimated height as a percentage of the actual 3D camera height. Again, we use the same simulation set-up as we did for KGP and UGP. From this gure, we can see that with an increase in noise level, the relative error also increases, which is consistent with intuition. Note that in this experiment, the same noise distribution (Gaussian) was used in each of the experimental runs; only the amplitude of the noise changed (by changing the standard deviation). The results show that, with each noise level, the relative error increases as the obstacle height increases, and the relative error is a monotonic function of the obstacle height after some threshold (1.5 ft. in height in this simulation).
In order to determine the probabilities of false positives and false negatives, each result of the 1000 runs was individually classi ed as either a false-positive or false-negative; the total number of false-positives and false-negatives were accumulated over the 1000 runs to estimate the probabilities. The false-positive probability is de ned as the probability that true ground plane points have a height above threshold; false-negative probability is de ned as the probability that true obstacle points have a height below the threshold. Fig.5 to Fig.7 show the estimated probability values of false positives and false negatives as a function of threshold for di erent obstacle heights and di erent noise levels. Given such a function, one may be interested in nding a threshold such that the probabilities of false negatives and The threshold values within this optimal range can be used to e ectively detect the smallest obstacle that de nes this optimal range. On the other hand, if the noise level is increased to 10:0%, and the frequency of a false positive is still required to be zero, then one can only detect obstacles that are higher than 0.20 ft (see Fig 7) . Note this is a big improvement over the 1 ft. height for KGP and 2 ft. for UGP. This fact indicates that EGP is the most robust algorithm of the three with respect to small-scale variation in the ground height.
All the algorithms have been tested on real image data. Fig.8 Table 1 . From the table, min (D) = 0:01689 and min (Db) = 0:01667, respectively. Thus, the ratio value is 1.01, which is very close to 1. On the other hand, using only the 21 ground plane points, the singular values are shown in Table 2 . Now min (D) = 0:01202 and min (Db) = 0:001744, and their ratio value is 6.897.
We also tested the UGP algorithm using the same point set. With this algorithm, neither the camera internal parameters nor the external calibration information is required. Table   3 shows the singular values for the two matrices of the linear system using all 38 points.
The ratio of the two minimum singular values of the two matrices is 1.025. Table 4 shows the singular values for the two matrices of the linear system using only the 21 ground plane points; this yields a ratio of 6.594.
From the data presented in Tables 3 and 4 , it is clear that both algorithms are capable of detecting the obstacles in this case and, in fact, their performance should be comparable.
However, based on the simulation results shown in Figs. 2 and 3 , the performance of KGP should be better than that of UGP, assuming that the a priori knowledge of the ground plane and camera calibration is available. In this case, though, the experimental result suggests that the available ground plane information and/or camera calibration information might not be accurate enough. Fig. 10 is the last frame, frame (e).
We use this sequence data (Fig. 10) to compare the performance of the three algorithms. Table 6 lists the single statistic value min (D) min (Db) for all ve images of Fig. 10 for all the points (row 2) and for just the ground points (32 points) (row 3) for the KGP algorithm. Table 7 is similar for the UGP algorithm. From these two tables, it can be seen that this statistic clearly separates the ground plane points from non-ground plane points, since the statistics in the third row (ground points) are much larger than those in the second row (ground and non-ground points). Table 8 shows the performance of EGP algorithm on the sequence shown in Fig. 10 .
The rst column is the ground truth heights of the eight obstacle points selected in the images. The next four columns are the estimated absolute errors of the heights of the eight points with respect to their ground truth heights at the frames (b), (c), (d), (e), respectively.
Note that the errors do not decrease as the sensor gets closer to the obstacles. This implies that the errors at the second frame (frame (b)) are already at the limit. Hence, there is no improvement when the robot is closer to the obstacles. The relative errors in this experiment are larger than those in Fig. 9 , because no camera alignment procedure was used (which can be seen from the non-horizontal ow vectors in Fig 10) . However, even with this large alignment error (6 to 10 pixels), the largest relative error is still less than 10%, and most of the relative errors are within 5%.
Conclusion
The work presented in this paper compares three di erent algorithms for obstacle detection using multiple images. These algorithms use di erent information about the environment.
The KGP algorithm assumes knowledge of the ground plane and camera parameters. The UGP algorithm only assumes that the ground plane can be approximated by a plane (the plane parameters are unknown). The EGP algorithm uses partially calibrated stereo cameras to compute obstacle height directly and Kalman ltering to estimate the ground plane.
The simulation results predict that just on the basis of perturbation in the ground plane, if the ground plane were known precisely, the rst algorithm would be better than the second.
However, the experiments on indoor scenes show that the performance of the two algorithms is comparable. One explanation is that errors in estimating the camera parameters and ground plane are signi cant compared to the other errors or that quantization errors dominate. In future experiments, we hope to be able to compare these algorithms on rougher terrain to determine if the a priori information would be useful in those cases.
In terms of robustness with respect to ground plane variation, the simulation shows that the EGP algorithm performs better than either of the other two. This algorithm does have many other advantages as well since it is adaptive to changes in the ground plane and the Kalman lter updates are fast to compute. However, this algorithm assumes that partially calibrated stereo cameras are available as resources, and that the height above the ground plane of one of them is known. In cases where partially calibrated stereo sensors are not available, then algorithms like KGP might be su cient, depending upon the expected operating scenario and whether or not a simple indication of the existence of an obstacle is su cient. Note that although this algorithm only requires partial calibration, it is still able to recover the heights of points above the ground plane. noise-free +-1.0% noise +-2.0% noise +-3.0% noise +-5.0% noise +-10.0% noise noise-free +-1% noise +-2% noise +-3% noise +-5% noise +-10% noise Table 6 min (D) min (Db) values for the images in Fig. 10 Table 7 min (D) min (Db) values for the images in Fig. 10 Table 8 Performance of EGP for images in Fig. 10 
