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Kumpulan kampuskirjasto
In this thesis we examine the properties of Wigner matrices. We will give proofs for two fundamental
limit theorems of random Hermitian matrices. One of them is Wigner’s semicircular law which states
that the distribution of the eigenvalues approaches the Wigner’s semicircular distribution when the
size of the matrix increases. The other, Bai-Yin theorem, tells that the operator norm of such n×n
matrix is almost surely (2 + o(1))
√
n.
In Chapter 1 we begin by introducing Wigner matrices and deduce the proper normalizing factor.
We will also consider what does it mean for the distribution of the eigenvalues to converge by
demanding that the empirical spectral distribution should converge almost surely in weak topology.
In Chapter 2 we introduce the Stieltjes transform, a useful tool for finding the limit measure. We
prove some basic properties and prove that the weak convergence of measures is equivalent to the
convergence of their Stieltjes transforms.
In Chapter 3 we prove the Wigner’s semicircular law. The proof is based on using the Stieltjes trans-
form, and contains several steps. First we find the pointwise expectation of the Stieltjes transform
by deriving a polynomial equation for it. While deriving this equation we use several techniques and
theorems from both probability theory and linear algebra, covered in the appropriate Appendix.
After deducing that the expectation converges, we see quite straightforwardly that the pointwise
limit is in fact almost sure. From this we deduce that the empirical spectral distribution of the
Wigner matrix converges to the Wigner’s semicircular distribution.
We begin Chapter 4 by concluding the lower bound in Bai-Yin theorem directly by the semicircular
law. For upper bound, we can split the matrix into three parts and use triangle inequality. The
diagonal part is easily seen to grow slower than
√
n. The part with smaller elements is estimated
using even moments and combinatorics to see that it has the wanted upper bound. Finally the part
containing all large elements is almost surely sparse, and therefore its operator norm grows slower
than
√
n.
Tiedekunta/Osasto — Fakultet/Sektion — Faculty Laitos — Institution — Department
Tekijä — Författare — Author
Työn nimi — Arbetets titel — Title
Oppiaine — Läroämne — Subject
Työn laji — Arbetets art — Level Aika — Datum — Month and year Sivumäärä — Sidoantal — Number of pages
Tiivistelmä — Referat — Abstract
Avainsanat — Nyckelord — Keywords
Säilytyspaikka — Förvaringsställe — Where deposited
Muita tietoja — Övriga uppgifter — Additional information
HELSINGIN YLIOPISTO — HELSINGFORS UNIVERSITET — UNIVERSITY OF HELSINKI
Contents
1 Wigner matrices 2
2 Stieltjes transform 9
3 Deriving the semicircular law 14
3.1 Concentration of the quadratic form C∗nAnCn . . . . . . . . . . . . . . . . . 15
3.2 Finishing the computation . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4 Operator norm of Wigner matrices 29
A Some theorems from probability theory 39
B Hermitian matrices 42
C Formulas for the elements of matrix inverse 45
1
Chapter 1
Wigner matrices
A random matrix is a matrix-valued random variable. The idea of a random matrix dates
back to the first half of the 20th century. Wishart [2] used random matrices in statistics
and von Neumann [5] studied random matrices to estimate numerical errors.
It was Eugene Wigner [3] who noticed the connection between eigenvalues of symmet-
ric random matrices and spectrum of a heavy atom nucleus. He laid some of the first
mathematical foundations of the theory [4] and proved a result that would be known as
Wigner’s semicircular law. This was a major breakthrough and motivation for the study
of random matrices.
Later applications of random matrix theory include telephone encryption and many
topics in theoretical physics such as quantum chaos and quantum gravity. [1]. The
eigenvalues of random matrices also appear to be connected to the zeroes of the Riemann
zeta function. [11] The random matrices have many nice and interesting properties that
not only answer the questions posed by applications but are also beautiful on their own.
We will focus on Hermitian matrices. We will prove that under some slight assumptions
their eigenvalues are distributed according to Wigner’s semicircular law. This will in turn
give a lower bound for the operator norm, and we will prove that said bound is tight.
Definition 1.1. Suppose that (ξij)i,j∈Z+ are random variables such that (ξij)i≤j are inde-
pendent, (ξii)i∈Z+ are identically distributed real random variables, (ξij)i<j are identically
distributed complex random variables, and ξij = ξji for all i > j. With such random
variables, an associated Wigner matrix of size n is the Hermitian matrix
Wn = (ξij)1≤i,j≤n.
Every ξij is assumed to have zero mean and unit variance. We will also assume that the
fourth moment of the off-diagonal elements is bounded by some constant K: this is true
in many important special cases such as Gaussian unitary ensemble (GUE), where the off-
diagonal elements are normally distributed complex numbers and the diagonal elements
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are normally distributed real numbers. Since Wn is Hermitian, it has n real eigenvalues
by spectral theorem (Theorem B.1). Trying to understand how these eigenvalues are
distributed is the purpose of this section: namely, deriving the semicircular law.
First consider the magnitude of the eigenvalues. We first look at a simple example of
n×n -matrixWn consisting of ones. If we denote the standard basis of Cn by {e1, . . . , en},
we see that for v =
∑n
j=1 ej we have Mnv = nv. This shows that even with bounded coef-
ficients, the eigenvalues can grow in magnitude as the size of the matrix increases. So we
need to normalize the matrix somehow. The following lemma motivates the normalizing
factor we use.
Lemma 1.2. Let x be a unit vector of Cn. Then for any λ > 0,
P (|Wnx| >
√
nλ) ≤ 8
λ2
.
Proof. Fix a unit vector x. Split Wn = M1 + M2, where M1 consist of upper triangular
elements of Wn (so M1 is zero below the main diagonal). If we denote the components of
x with xi and rows of M1 by Ri, then we get following upper bound using independence
and zero mean hypothesis:
E(|M1x|2) = E
(
n∑
i=1
|Ri · x|2
)
=
n∑
i=1
n∑
j=i
n∑
k=i
E(ξijxjξikxk)
=
n∑
i=1
n∑
j=i
|xj|2E(|ξij|2) =
n∑
i=1
n∑
j=i
|xj|2 ≤
n∑
i=1
n∑
j=1
|xj|2 = n
By Markov’s inequality,
P (|M1x|2 ≥ λ2) ≤ n
λ2
,
or equivalently
P (|M1x| ≥
√
nλ) ≤ 1
λ2
.
Same argument also applies for M2 with summing j and k from 1 to i− 1, and we have
P (|M2x| ≥
√
nλ) ≤ 1
λ2
.
Using the triangle inequality, we can estimate
P (|Wnx| ≥
√
nλ) ≤ P (|M1x|+ |M2x| ≥
√
nλ)
≤ P
(
|M1x| ≥
√
n
λ
2
)
+ P
(
|M2x| ≥
√
n
λ
2
)
≤ 8
λ2
.
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Figure 1.1: Histogram of the normalized eigenvalues from one realization of 2500× 2500
random Wigner matrix with off-diagonal elements drawn from standard complex normal
distribution and diagonal elements drawn from standard real normal distribution.
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Figure 1.2: Histogram of the normalized eigenvalues from one realization of 2500× 2500
random Wigner matrix with elements drawn from standard real normal distribution.
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Figure 1.3: Histogram of the normalized eigenvalues from one realization of 2500× 2500
random Wigner matrix with elements drawn uniformly randomly from {−1, 1}.
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The previous lemma suggests that we should consider the matrices 1√
n
Wn. After
running some numerical simulations (see Figures 1.1, 1.2 and 1.3) it seems likely that the
eigenvalues should be distributed approximately according to the Wigner semicircular
distribution with density
1
2pi
√
max(0, 4− x2).
To handle this rigorously a precise definition for convergence is necessary.
Definition 1.3. Given a hermitian matrix An with eigenvalues λ1, . . . , λn, the empirical
spectral distribution of An is a probability measure given by
µAn :=
1
n
n∑
i=1
δλi ,
where δx is a Dirac measure for x ∈ R.
Denote the space of continuous functions on the real line that vanish at infinity by
C0(R). Recall that a sequence of finite Borel measures µn is said to converge to µ weakly
if for every φ ∈ C0(R)
∫
R φ dµn converges to
∫
R φ dµ as n→∞.
Example 1.4. For any y > 0, we define a function fy : R→ R+ by setting
fy(t) =
1
pi
y
t2 + y2
.
Let µy be the absolutely continuous measure defined by fy, i.e. µy(E) :=
∫
E
fy(t) dt for
all Borel sets E. Then µy → δ0 weakly as y → 0. To see this, let φ ∈ C0(R) be fixed, and
make a change of variables to see that∫
R
φ(t)fy(t) dt =
1
pi
∫
R
φ(yx)
1 + x2
dx.
Now the claim follows by the continuity and boundedness of φ.
A similar calculation shows that the convolution φ ∗ fy converges uniformly to φ since
φ ∈ C0(R) is uniformly continuous. Integral kernels with this property, such as fy, are
called an approximation of identity.
When An is a random hermitian matrix, µAn is a random probability measure. We
can define the convergence of random measures analogously to the convergence of random
variables.
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Definition 1.5. Let (µn)∞n=1 be a sequence of random measures. If for any φ ∈ C0(R),
the sequence
∫
R φ dµn converges to
∫
R φ dµ almost surely, the we say that µn converges to
µ almost surely.
We can also analogously define the convergence in probability by requiring that for
any φ ∈ C0(R), the sequence
∫
R φ dµn converges to
∫
R φ dµ in probability.
Our aim is to prove the semicircular law for Wigner matrices, namely that almost
surely
µ 1√
n
Wn
→ µsc := 1
2pi
√
max(0, 4− x2)
as n→∞. The outline of the proof is by Tao [10] with some modifications.
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Chapter 2
Stieltjes transform
There are different ways to prove the semicircular law. We are going to use the Stieltjes
transform for our proof. A different approach would be considering the moments of µ 1√
n
Wn
.
This other idea is based on applying the estimates we do later on in Chapter 4 and we
will return to it later on.
Definition 2.1. For a finite Borel measure µ on real line, define its Stieltjes transform
Sµ to be a complex function defined in upper half plane H+ (or, more generally, outside
the support of µ) as
Sµ(z) :=
∫
R
1
t− z dµ(t).
We will first list some basic properties of the Stieltjes transform.
Lemma 2.2. For any finite Borel measure µ with µ(R) = C <∞, the Stieltjes transform
has following properties at any point z ∈ H+:
(2.3) Im(Sµ(z)) > 0
(2.4) |Sµ(z)| ≤ C
Im(z)
Sµ is analytic in H+ and
(2.5) |Sµ′(z)| ≤ C
(Im(z))2
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Proof. To prove 2.3, we observe that for any z = x+ iy ∈ H+ and t ∈ R we have
Im
1
t− z = Im
(t− x) + iy
(t− x)2 + y2 =
y
(t− x)2 + y2 > 0.
We immediately obtain 2.3 by integrating. Next, we can estimate
|Sµ(z)| =
∣∣∣∣∫
R
1
t− z dµ(t)
∣∣∣∣ ≤ ∫
R
1
|t− z| dµ(t) ≤
∫
R
1
y
dµ(t) =
C
Im(z)
,
obtaining 2.4. It remains to show 2.5. For any fixed t ∈ R, the function z → (t − z)−1
is analytic in upper half-plane. As the upper half-plane is simply connected, this means
that for any closed piecewise smooth curve γ in H+ we have∫
γ
1
t− z dz = 0.
Using Fubini’s theorem, we get∫
γ
Sµ(z) dz =
∫
γ
∫
R
1
t− z dµ(t) dz =
∫
R
∫
γ
1
t− z dz dµ(t) = 0,
so Sµ is analytic by Moreira’s theorem. Using Fubini’s theorem and Cauchy’s integral
formula, we have for sufficiently small r
Sµ′(z) =
1
2pii
∫
∂B(z,r)
∫
R
1
t−z
(w − z)2 dµ(t) dw =
∫
R
(
d
dz
1
t− z
)
dµ(t) =
∫
R
1
(t− z)2 dµ(t).
Using the estimate |t− z| ≥ Im(z) gives 2.5.
The following theorem helps us to derive a probability measure if we know its Stieltjes
transform.
Theorem 2.6. Let µ be a finite Borel measure on the real line, and gy : R → R be the
imaginary part of the function x→ 1
pi
Sµ(x+ iy). For any φ ∈ C0(R), we have
lim
y→0
∫
R
φ(t)gy(t) dt =
∫
R
φ(t) dµ(t).
Proof. Let φ ∈ C0(R) be fixed. For z = x + iy define the function fy : R → R as in 1.4
by setting
fy(t) :=
1
pi
y
t2 + y2
.
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Then we see that we can write gy as convolution of µ and fy, namely
gy(t) =
∫
R
fy(x− t) dµ(t)
This means that
lim
y→0
∫
R
φ(t)gy(t)dt = lim
y→0
∫
R
∫
R
fy(u− t)φ(t) dt dµ(u) =
∫
R
φ(u) dµ(u).
The last equality holds because φ ∗ fy → φ uniformly as noted in 1.4.
Suppose that we only know the Stieltjes transform Sµ of some probability measure
µ. If a limit h(x) := limy→0 1pi Im(Sµ(x + iy)) exists for almost all x ∈ R, then we could
easily check if the absolutely continuous measure µh defined by h would have the correct
Stieltjes transform. The following theorem implies that the Stieltjes transform is bijective,
so µ = µh.
Theorem 2.7. (Stieltjes continuity theorem, deterministic version.) Let (µn)n∈Z+ be a
sequence of finite Radon measures on the real line and µ be a finite Radon measure on
the real line. Assume also that µn are uniformly bounded, i.e. µn(R) ≤ C <∞ for some
constant C. Then µn → µ weakly if and only if Sµn(z)→ Sµ(z) for all z ∈ H+.
Proof. We first assume that µn → µ weakly. Then for any z ∈ H+ the function t 7→
(t− z)−1 is in C0(R), so by definition of weak convergence
Sµn(z) =
∫
R
1
t− z dµn(t)→
∫
R
1
t− z dµ(t) = Sµ(z).
For the other direction, suppose that Sµn(z) → Sµ(z) for all z ∈ H+. We want to
show that ∣∣∣∣∫
R
φ(x)dµn(x)−
∫
R
φ(x)dµ(x)
∣∣∣∣→ 0.
Let φ ∈ C0(R) and ε > 0 be fixed, and letM and K be constants such that |φ(x)| ≤M
for any x and |φ(x)| ≤ ε for |x| > K. Let fy(t) = y/pi(t2 + y2) as in the proof of the
previous lemma. Then for small enough y > 0, we have |φ ∗ fy(x)− φ(x)| < ε for all x by
the considerations in 1.4. This means that for any n, we have
(2.8)
∣∣∣∣∫
R
φ(x) dµn(x)−
∫
R
φ ∗ fy(x) dµn(x)
∣∣∣∣ ≤ Cε
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and the same inequality holds if we replace µn with µ.
As in the previous lemma, denote the imaginary parts of functions x → 1
pi
Sµ(x + iy)
and x→ 1
pi
Sµn(x+ iy) by gy and gy,n, respectively. We can use Fubini’s theorem and the
fact that fy is odd to see that
∫
R φ∗fy(x) dµ(x) =
∫
φ(x)gy(x) dx and
∫
R φ∗fy(x) dµn(x) =∫
φ(x)gy,n(x) dx.
By hypothesis gy,n(x) converges to gy(x) for all x ∈ R. All values φ(x)gy,n(x) are
dominated by M
y
χ[−K,K](x) for |x| ≤ K, so by Lebesgue’s dominated convergence theorem,
we can choose N such that
(2.9)
∣∣∣∣∫ K−K φ(x)gy,n(x) dx−
∫ K
−K
φ(x)gy(x) dx
∣∣∣∣ ≤ ε
for any n > N . For |x| > K we can bound the difference of the integrals by
(2.10)
∫
|x|>K
|φ(x)| |gy,n(x)− gy(x)| dx ≤ ε
∫
R
|gy,n(x)− gy(x)| dx ≤ εR
for some constant R, since we can see by Fubini’s theorem that∫
R
|gy,n(x)| dx ≤
∫
R
∫
R
|fy(x− t)| dµ(t) dx =
∫
R
∫
R
|fy(x− t)| dx dµ(t).
Now we can combine the estimates 2.8, 2.9 and 2.10 with the triangle inequality to
see that for any n > N∣∣∣∣∫
R
φ(x) dµn(x)−
∫
R
φ(x) dµ(x)
∣∣∣∣ ≤ ∣∣∣∣∫
R
φ(x) dµn(x)−
∫
R
φ ∗ fy(x) dµn(x)
∣∣∣∣
+
∣∣∣∣∫ K−K φ(x)gy,n(x) dx−
∫ K
−K
φ(x)gy(x) dx
∣∣∣∣
+
∣∣∣∣∫|x|>K φ(x)gy,n(x) dx−
∫
|x|>K
φ(x)gy(x) dx
∣∣∣∣
+
∣∣∣∣∫
R
φ ∗ fy(x) dµ(x)−
∫
R
φ(x) dµ(x)
∣∣∣∣
≤ ε(2C + 1 +R).
As ε was arbitrary, we have that
∫
R φ(x)dµn(x) converges to
∫
R φ(x)dµ(x) almost
surely.
We also need a probabilistic version of the previous theorem to be able to speak about
the convergence of random measures.
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Theorem 2.11. (Stieltjes continuity theorem, probabilistic version.) Let (µn)n∈Z+ be a
sequence of random finite Borel measures that are surely uniformly bounded by C < ∞
and µ a deterministic finite Borel measure on the real line. Then following three are
equivalent:
(1) µn converges to µ weakly almost surely.
(2) For any z ∈ H+ the Stieltjes transform Sµn(z) converges to Sµ(z) almost surely.
(3) Almost surely, for all z ∈ H+ the Stieltjes transform Sµn(z) converges to Sµ(z)
Proof. The proof of the previous theorem already gives (1) =⇒ (2) and (3) =⇒ (1).
It remains to show (2) =⇒ (3). It is enough to show that almost surely, the Stieltjes
transform Sµn(z) converges to Sµ(z) for all z in the rectangles RK = [−K,K]× [1/K,K],
as the upper half-plane is a countable union of such rectangles.
Fix K and let (qi) be an enumeration of the rational points of RK . Then for all i
Sµn(qi) converges to Sµ(qi) almost surely. Consider the case that every Sµn(qi) converges
to Sµ(qi). Because there are only countably many points qi, this happens almost surely.
Fix z ∈ RK and ε > 0. We are going to show that Sµn(z) converges to Sµ(z).
Recall that the derivative of any Stieltjes transform in RK is bounded by CK2, and
therefore Sµn, Sµ are CK2-Lipschitz. As the rational points are dense in RK , we can
find a qi with |z− qi| < ε/(3CK2). Since we assume that Sµn(qi) converges to Sµ(qi), we
know that for large enough n |Sµn(qi)− Sµ(qi)| < ε/3. Combining these estimates gives
for large enough n
|Sµn(z)− Sµ(z)| = |Sµn(z)− Sµn(qi) + Sµn(qi)− Sµ(qi) + Sµ(qi)− Sµ(z)|
≤ |Sµn(z)− Sµn(qi)|+ |Sµn(qi)− Sµ(qi)|+ |Sµ(qi)− Sµ(z)|
≤ K2|z − qi|+ 
3
+K2|qi − z| ≤ K
2ε
3K2
+

3
+
K2ε
3K2
= ε
and it follows that Sµn(z) converges to Sµ(z).
Observe that we only needed the convergence of the imaginary part of the Stieltjes
transform to control the convergence of the probability measures. This is simply because
the imaginary part of the integral kernel is an approximation of identity. 1
1Considering the limit of the real part of the Stieltjes transform leads to the theory of Hilbert transform
which is not described here.
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Chapter 3
Deriving the semicircular law
The objective is to derive the almost sure convergence of empirical spectral distributions.
In the previous chapter, we saw this to be equivalent to the almost sure convergence of
their Stieltjes transforms. In addition, we can also derive the limit probability distribution
by Theorem 2.6.
If we denote the n eigenvalues of Wn by λ1, . . . , λn, the Stieltjes transform of the ESD
can be written as
Sµ 1√
n
Wn
(z) =
1
n
n∑
i=1
1
λi/
√
n− z
=
1
n
tr(
1√
n
Wn − zIn)−1.
For the rest of this chapter, z will be a fixed complex number with positive imaginary part.
We will prove that the Stieltjes transforms of the empirical spectral distributions converge
almost surely in two parts. First we prove that the expectations of the Stieltjes transforms
converge, then we prove that the difference of Stieltjes transform and its expectation goes
to zero almost surely. We start by considering the expectation of the empirical spectral
measure. By linearity of expectation, we have
ESµ 1√
n
Wn
(z) = E(
1
n
tr(
1√
n
Wn − zIn)−1) = E( 1
n
n∑
l=1
(
1√
n
Wn − zIn)−1ll )
=
1
n
n∑
l=1
E(
1√
n
Wn − zIn)−1ll = E(
1√
n
Wn − zIn)−1nn .
The last equality holds because by Cramer’s rule (Theorem C.1), the random variables
( 1√
n
Wn − zIn)−1ll are identically distributed. Using Theorem C.2, we have
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E(
1√
n
Wn − zIn
)−1
nn
= E
1
−z + ξnn√
n
− 1
n
C∗n
(
1√
n
Wn−1 − zIn−1
)−1
Cn
,
where Cn is the column vector (ξin)n−1i=1 . First, consider the term ξnn/
√
n. From zero mean
and unit variance hypothesis, it immediately follows by Markov’s inequality that
P
(∣∣∣∣ ξnn√n
∣∣∣∣ > λ4√n
)
≤ 1√
nλ2
.
This means informally that the term contributes to the expectation only by o(1). Notice
that we could have assumed instead that the diagonal elements have a finite mean and
variance, and a similar result would have followed.
Now consider the other random term. Notice that the matrix An = ( 1√nWn−1 −
zIn−1)−1 has n− 1 eigenvalues, and the eigenvalues are bounded below in absolute value
by | Im(z)|−1. Also, matrix An is independent from the vector Cn. We will prove the
concentration of the term C∗nAnCn near a deterministic value.
3.1 Concentration of the quadratic form C∗nAnCn
In the previous section the matrix An is independent of the vector Cn. We will consider
the behaviour of the term C∗nAnCn for any fixed An and use independence of Cn and An
to derive estimates from this.
Lemma 3.1. For a deterministic (n− 1)× (n− 1)-matrix B, we have
E(C∗nBCn) = tr(B).
Proof. Denote ci = ξin for 1 ≤ i ≤ n− 1. As the random variables ci are independent and
have mean zero and unit variance, we may use Ecicj = δij to compute
E(C∗nBCn) = E(
n−1∑
i=1
n−1∑
j=1
cibijcj) =
n−1∑
i=1
(biiE(cici) +
n−1∑
j=1,j 6=i
bijE(cicj)) = tr(B).
Lemma 3.2. For a deterministic (n−1)×(n−1) matrix B we have the following estimate
for the variance:
V ar(C∗nBCn) ≤ R‖B‖22 ≤ nR‖B‖2
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for some constant R > 0 independent from B. Here ‖B‖2 denotes the Hilbert-Schmidt
norm of B and ‖B‖ is the operator norm of B. In other words,
‖B‖22 :=
n−1∑
i=1
n−1∑
j=1
|bij|2
and
‖B‖ := sup
x∈Cn−1:|x|=1
|Bx|.
Recall that the variance of the random variable X is defined as
V ar(X) = E|X|2 − |EX|2.
Proof. We computed the expectation in the previous lemma. As V ar(Y ) = E(|Y |2) −
|E(Y )|2, we need to compute E(|C∗nBCn|2). Similarly to the previous lemma, we denote
the components of Cn by ci and compute
E(|C∗nBCn|2) = E(|
n−1∑
i=1
n−1∑
j=1
cibijcj|2) = E((
n−1∑
i=1
n−1∑
j=1
cibijcj)(
n−1∑
i=1
n−1∑
j=1
cibijcj))
=
n−1∑
i1=1
n−1∑
i2=1
n−1∑
j1=1
n−1∑
j2=1
E(ci1bi1j1cj1ci2bi2j2cj2).
Now recall that all ck have mean zero and are independent. This means that if in one
term one of the indices i1, i2, j1 and j2 is distinct from all the others, that term vanishes.
The only remaining terms are the ones in one of the following cases:
(1) i1 = i2 = j1 = j2
(2) i1 = i2 6= j1 = j2
(3) i1 = j1 6= i2 = j2
(4) i1 = j2 6= i2 = j1
Let’s go through these cases individually. Denote by Si the sum of the terms from
case i. For case (1), recall that the non-diagonal elements have a finite fourth moment,
so E(|ck|4) = K <∞. Letting i1 = i2 = j1 = j2 = k, we have
S1 :=
n−1∑
k=1
E(ckbkkckckbkkck) =
n−1∑
k=1
|bkk|2E(|ck|4) =
n−1∑
k=1
K|bkk|2
16
In case (2), set i1 = i2 = k1 and j1 = j2 = k2, and we have
S2 :=
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
E(ck1bk1k2ck2ck1bk1k2ck2) =
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
|bk1k2|2E(|ck1|2)E(|ck2|2)
=
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
|bk1k2|2
In case (3), setting i1 = j1 = k1 and i2 = j2 = k2 gives
S3 :=
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
E(ck1bk1k1ck1ck2bk2k2ck2)
=
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
bk1k1bk2k2E(|ck1|2)E(|ck2|2) =
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
bk1k1bk2k2
Notice that in the sums (1) and (2) all the terms are real, and case (3) may be written as
S3 =
n−1∑
k1=1
n−1∑
k2=k1+1
(bk1k1bk2k2 + bk1k1bk2k2) ∈ R.
Finally in case (4), setting i1 = j2 = k1 and i2 = j1 = k2 to compute
S4 =
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
E(ck1bk1k2ck2ck2bk2k1ck1) =
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
bk1k2bk2k1E(ck1
2)E(c2k2)
We know that S4 must be real, which also follows by symmetry considerations. Using the
triangle inequality and the arithmetic-geometric mean inequality, we estimate
S4 =
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
bk1k2bk2k1E(ck1
2)E(c2k2)
≤
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
|bk1k2||bk2k1||E(ck12)||E(c2k2)|
≤
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
|bk1k2||bk2k1|E(|ck1|2)E(|ck2|2) =
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
|ak1k2||bk2k1|
≤
n−1∑
k1=1
n−1∑
k2=1,k1 neqk2
|bk1k2|2 + |bk2k1 |2
2
=
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
|bk1k2|2.
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Now
V ar(C∗nBCn) = S1 + S2 + S3 + S4 − |E(C∗nBCn)|2
=
n−1∑
k=1
(K − 1)|bkk|2 + |tr(B)|2 + S2 + S4 − |tr(B)|2
=
n−1∑
k=1
(K − 1)|bkk|2 +
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
|bk1k2|2 + S4
≤
n−1∑
k=1
(K − 1)|bkk|2 +
n−1∑
k1=1
n−1∑
k2=1,k1 6=k2
2|bk1k2|2
≤ max(K − 1, 2)
n−1∑
k1=1
n−1∑
k2=1
|bk1k2|2 = R‖B‖22.
Observe that the constant R = max(K − 1, 2) does not depend on n or B. We know that
then |Bei|2 ≤ ‖B‖2. But this means that
R‖B‖22 = R
n−1∑
k1=1
n−1∑
k2=1
|bk1k2|2 = R
n−1∑
k2=1
n−1∑
k1=1
|bk1k2|2 = R
n−1∑
k2=1
|Bek2|2 ≤ Rn‖B‖2
We can apply Chebyshev’s inequality to conclude that
P (|C∗nBCn − tr(B)| > λ) ≤ nR‖B‖2/λ2,
or equivalently
P (|C∗nBCn − tr(B)| > n
3
4λ) ≤ R‖B‖2/√nλ2.
This implies that if we condition the matrix An to be fixed, we can estimate the conditional
probability as
P (| 1
n
C∗nAnCn −
1
n
tr(An)| > λ/ 4
√
n|An) ≤ R‖An‖2/
√
nλ2.
The matrix An = ( 1√nWn−1−zIn−1)−1 is an inverse of an (n−1)×(n−1)-matrix with n−1
eigenvalues that have absolute value over y by spectral theorem. This means that ‖An‖ ≤
1/y for all possible An. As An and Cn are independent, we see that unconditionally
(3.3) P
(∣∣∣∣ 1nC∗nAnCn − 1ntr(An)
∣∣∣∣ > λ/ 4√n) ≤ R/y2√nλ2.
Next, we will approximate the term 1
n
tr(An) by the original Stieltjes transform Sµ 1√
n
Wn
(z).
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Lemma 3.4. For any l, denote by W ln the matrix Wn with lth row and column removed.
We have surely the estimate
| 1
n
tr((
1√
n
W ln − zIn−1)−1)− Sµ 1√
n
Wn
(z)| ≤ Cz
n
.
Proof. Knowing that both Wn and W ln are hermitian matrices, let λ1 ≤ λ2 ≤ . . . λn be
the eigenvalues of Wn and λ′1 ≤ λ′2 ≤ . . . λ′n−1 be the eigenvalues of W ln. We know by
Cauchy interlacing formula (Theorem B.3) that
λi ≤ λ′i ≤ λi+1(A)
for 1 ≤ i ≤ n− 1. We see that the eigenvalues of the matrix B = ( 1√
n
W ln − zIn−1)−1 are
(λ′i/
√
n− z)−1 for 1 ≤ i ≤ n− 1. Rewriting the difference we want to estimate and using
triangle inequality gives
∣∣∣∣ 1ntr(B)− Sµ 1√nWn (z)
∣∣∣∣ = 1n
∣∣∣∣∣∣
n−1∑
i=1
1
λ′i√
n
− z
−
n∑
i=1
1
λi√
n
− z
∣∣∣∣∣∣
≤ 1
n
n−1∑
i=1
∣∣∣∣∣∣ 1λ′i√n − z −
1
λi√
n
− z
∣∣∣∣∣∣+
∣∣∣∣∣ 1λn√
n
− z
∣∣∣∣∣
 .
We note that the intervals ]λi/
√
n, λ′i/
√
n[ are disjoint by Cauchy interlacing formula. For
any sequence t1 ≤ t2 ≤ ... ≤ t2m−1 ≤ t2m, we can estimate with triangle inequality
m∑
j=1
∣∣∣∣ 1t2j − z − 1t2j−1 − z
∣∣∣∣ = m∑
j=1
∣∣∣∣ 1t2j − (x+ iy) − 1t2j−1 − (x+ iy)
∣∣∣∣
=
m∑
j=1
∣∣∣∣ t2j − x+ iyt2j − (x+ iy) − t2j−1 − x+ iy(t2j−1 − x)2 + y2
∣∣∣∣
≤
m∑
j=1
∣∣∣∣ t2j − x(t2j − x)2 + y2 − t2j−1 − x(t2j−1 − x)2 + y2
∣∣∣∣
+
m∑
j=1
∣∣∣∣ y(t2j − x)2 + y2 − y(t2j−1 − x)2 + y2
∣∣∣∣ .
Now we see that function x→ (x−a)/((x−a)2 + b2) is continuously differentiable. It has
a maximum 1/2b at the point x = a+ b, a minimum −1/2b at x = a− b and it approaches
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zero at ±∞. This means that the first sum is at most 2/b. Likewise, considering the
derivative of the function x→ b/((x− a)2 + b2) we see that it has a maximum 1/b at the
point x = a and it approaches zero at ±∞, so the second sum is at most 2/b.
We thus see that∣∣∣∣ 1ntr( 1√nW ln − zIn−1)−1 − Sµ 1√nWn (z)
∣∣∣∣ ≤ 1n
n−1∑
i=1
∣∣∣∣∣∣ 1λ′i√n − z −
1
λi√
n
− z
∣∣∣∣∣∣+
∣∣∣∣∣ 1λn√
n
− z
∣∣∣∣∣
≤ 1
n
(
2
b
+
2
b
+
∣∣∣∣∣ 1λn√
n
− z
∣∣∣∣∣
)
≤ 1
n
(
4
b
+
1
b
)
=
5
nb
.
Finally, the following special case of McDiarmid’s inequality [7] allows us to estimate
the Stieltjes transform by its expectation:
Lemma 3.5. For any index n and positive number λ, we have
P (|Sµ 1√
n
Wn
(z)− ESµ 1√
n
Wn
(z)| > λ) ≤ Ce−cnλ2 .
for some constants C, c > 0, depending only on z.
Proof. We define the real random variables Dk for 0 ≤ k ≤ n to be the conditional
expectation
Dk = Re(E(Sµ 1√
n
Wn
(z)|(ξij)i≤j≤k),
in other words, the conditional expectation of the real part of the Stieltjes transform
when we fix the random variables ξij for i, j at most k. 1 For these Dk, we observe
that D0 = Re(ESµ 1√
n
Wn
(z)) and Dn = Re(Sµ 1√
n
Wn
(z)). We claim that the inequality
|Dk −Dk−1| ≤ Cz/n holds surely. To see this, note that
Dk −Dk−1 = ReE(Sµ 1√
n
Wn
(z)− E(Sµ 1√
n
Wn
(z)|(ξij)i≤j 6=k)|(ξij)i≤j≤k).
But we had in Lemma 3.4 that surely
| 1
n
tr((
1√
n
W kn − zIn−1)−1)− Sµ 1√
n
Wn
(z)| ≤ Cz
n
,
1This construction is known as the Doob martingale [8]. The argument we will do is essentially using
Azuma’s inequality [9] for this sequence.
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so |Sµ 1√
n
Wn
(z) − E(Sµ 1√
n
Wn
(z)|(ξik)i≤k)| is bounded above by Cz/n. Taking the condi-
tional expectation gives |Dk −Dk−1| ≤ Cz/n. Next, we consider the exponential moment
EetDn . We are going to prove next that
(3.6) EetDk ≤ e 18 t2(Czn )
2
EetDk−1
for any 1 ≤ k ≤ n. Applied inductively, this gives
EetDn ≤ eC
2
z t
2
8n EetD0 .
To start the proof of (3.6), we note that Dk−1 does not depend on ξik for i ≤ k. This
means that
EetDk = EE(etDk |(ξij)i≤j 6=k)
= EE(et(Dk−Dk−1)etDk−1|(ξij)i≤j 6=k)
= E(etDk−1E(et(Dk−Dk−1)|(ξij)i≤j 6=k)).
Using Hoeffding’s lemma (Theorem A.2), we conclude
E(et(Dk−Dk−1)|(ξij)i≤j 6=k) ≤ e 18 t2(
Cz
n )
2
,
so we have
EetDk = E(etDk−1E(et(Dk−Dk−1)|(ξij)i≤j 6=k)) ≤ e 18 t2(
Cz
n )
2
EetDk−1 ,
i.e. (3.6). We have
Ee
tRe(Sµ 1√
n
Wn
(z)) ≤ eC
2
z t
2
8n e
tERe(Sµ 1√
n
Wn
(z))
,
or equivalently
Ee
t(Re(Sµ 1√
n
Wn
(z))−ERe(Sµ 1√
n
Wn
(z))) ≤ eC
2
z t
2
8n .
For any a > 0, we have by Markov’s inequality
P
(
e
t(Re(Sµ 1√
n
Wn
(z))−ERe(Sµ 1√
n
Wn
(z))) ≥ a
)
≤ e
C2z t
2
8n
a
,
which we may rewrite setting a = etλ as
P
(
(Re(Sµ 1√
n
Wn
(z))− E Re(Sµ 1√
n
Wn
(z))) ≥ λ
)
≤ e
C2z t
2
8n
etλ
.
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The right-hand side has a minimum at t = (4λn)/(C2z ), so we get
P
(
(Re(Sµ 1√
n
Wn
(z))− E Re(Sµ 1√
n
Wn
(z))) ≥ λ
)
≤ e
−2nλ2
C2z .
If we do the same argument with random variables −Dk, we obtain
P
(
(Re(Sµ 1√
n
Wn
(z))− E Re(Sµ 1√
n
Wn
(z))) ≤ −λ
)
≤ e
−2nλ2
C2z .
Taken together, these two estimates imply that
P
(
|Re(Sµ 1√
n
Wn
(z)− ESµ 1√
n
Wn
(z))| ≥ λ
)
≤ 2e
−2nλ2
C2z .
We can repeat this argument for the imaginary part to conclude
P
(
| Im(Sµ 1√
n
Wn
(z)− ESµ 1√
n
Wn
(z))| ≥ λ
)
≤ 2e
−2nλ2
C2z .
This means that we have an upper bound
P (|Sµ 1√
n
Wn
(z)− ESµ 1√
n
Wn
(z)| > λ) ≤ P (|Re(Sµ 1√
n
Wn
(z)− ESµ 1√
n
Wn
(z))| > λ/2)
+P (| Im(Sµ 1√
n
Wn
(z)− ESµ 1√
n
Wn
(z))| > λ/2)
≤ 2e
−nλ2
2C2z + 2e
−nλ2
2C2z
= 4e
−nλ2
2C2z .
We can combine estimate (3.3) with the estimates from Lemma 3.4 and Lemma 3.5
to conclude by the triangle inequality
P (| 1
n
C∗nAnCn − ESµ 1√
n
Wn
(z)| ≥ 3/ 4√n) ≤ P (| 1
n
C∗nAnCn −
1
n
tr(An)| ≥ 1/ 4
√
n)
+P (| 1
n
tr(An)− Sµ 1√
n
Wn
(z)| ≥ 1/ 4√n)
+P (|Sµ 1√
n
Wn
(z)− ESµ 1√
n
Wn
(z)| ≥ 1/ 4√n)
≤ R
y2
√
n
+ 0 + Ce−c
√
n
for any n such that 1/ 4
√
n > Cz/n, meaning n > C
3
4
z .
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Remark 3.7. If we look at the proofs of the concentration results used in previous section,
we can actually generalize them easily so that the assumption on elements being identically
distributed is not necessary. While the elements of the diagonal of the inverse matrix are
no longer identically distributed, we can permute the rows and columns to obtain uniform
bounds for expectations of the diagonal elements, receiving the same result. We do not
need this result for the rest of the work.
3.2 Finishing the computation
We had the equation
ESµ 1√
n
Wn
(z) = E
−1
z − ξnn√
n
+ 1
n
C∗n
(
1√
n
Wn−1 − zIn−1
)−1
Cn
.
The computations thus far have shown that for the denominator we have∣∣∣∣∣z − ξnn√n + 1nC∗n
(
1√
n
Wn−1 − zIn−1
)−1
Cn −
(
z + ESµ 1√
n
Wn
(z)
)∣∣∣∣∣ < o(1)
with probability 1 − o(1). As the denominator is bounded away from zero, we have by
continuity
ESµ 1√
n
Wn
(z) = − 1
z + ESµ 1√
n
Wn
(z)
+ o(1).
But this is actually a second order polynomial equation for ESµ 1√
n
Wn
(z) for a fixed z. We
can solve this and use the fact that the branches of the complex square root are continuous
away from zero to see that
ESµ 1√
n
Wn
(z) =
−z ±√z2 − 4
2
+ o(1).
Here the branch of the square root could depend on n. But since Sµ maps the upper
half-plane to the upper half-plane,
ESµ 1√
n
Wn
(z) =
−z +√z2 − 4
2
+ o(1),
where the branch of the square root has positive imaginary part in upper half-plane.
We have shown that the expectations of the Stieltjes transforms converge to a limit
function. Recall that we proved the following estimate as Lemma 3.4.
P (|Sµ 1√
n
Wn
(z)− ESµ 1√
n
Wn
(z)| > λ) ≤ Ce−cnλ2 .
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For any ε > 0, the sum
∑∞
n=1Ce
−cnε converges as a geometric series. Combining this
estimate with Borel-Cantelli lemma (Theorem A.1) implies that almost surely
Sµ 1√
n
Wn
(z)→ g(z) = −z +
√
z2 − 4
2
.
We still need to find a probability measure µ with Sµ = g. Let us investigate the
behaviour of the imaginary part of g near the real axis.
1
pi
Im(g(x+ yi)) =
y
2pi
+
√
4−x2+y2+
√
(x2−y2−4)2+4x2y2
2
2pi
→ 1
2pi
√
max(0, 4− x2),
i.e. the limit of the imaginary part of the function g is theWigner semicircular distribution
µsc. Now that we know what the limiting probability measure should be, the problem of
verifying the limit measure reduces to straightforward computation.
Theorem 3.8. The Stieltjes transform of µsc is the function g we obtained, so
Sµsc(z) = g(z)
for every z ∈ H+.
Proof. We will compute the Stieltjes transform at point z in the upper half-plane. First,
making the substitution x = 2 cos θ, we get
Sµsc(z) =
∫
R
1
x− zdµsc(x) =
1
2pi
∫ 2
−2
√
4− x2
x− z dx =
1
2pi
∫ pi
0
√
4− 4 cos2 θ
2 cos θ − z 2 sin θdθ
=
1
2pi
∫ pi
0
4 sin2 θ
2 cos θ − zdθ =
1
4pi
∫ 2pi
0
4 sin2 θ
2 cos θ − z dθ.
Expressing the sine and cosine via complex exponential function and making substi-
tution eiθ = w, we get
Sµsc(z) =
1
4pi
∫ 2pi
0
4 sin2 θ
2 cos θ − zdθ =
1
4pi
∫ 2pi
0
4( 1
2i
(eiθ − e−iθ))2
2(1
2
(eiθ + e−iθ))− zdθ
=
1
4pi
∫ 2pi
0
−(e2iθ − 2 + e−2iθ)
(eiθ + e−iθ)− z dθ =
1
4pi
∫
|w|=1
2− w2 − w−2
(w + w−1)− z
dw
iw
=
1
4pii
∫
|w|=1
2− w2 − w−2
w2 + 1− zw dw =
1
4pii
∫
|w|=1
−w4 + 2w2 − 1
w2(w2 + 1− zw)dw
=
1
4pii
∫
|w|=1
hz(w)dw.
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We are going to apply the residue theorem to compute the integral. As the function
hz has poles at w = 0 and w = z±
√
z2−4
2
, we need to figure out if the poles at w = z±
√
z2−4
2
lie in the unit disk. Denote those two poles by p1 and p2. Then, p1 +p2 = z and p1p2 = 1,
which implies that exactly one of them lies in the unit disk. Since z has positive imaginary
part, the one with smaller absolute value must have negative imaginary part. Therefore,
the pole w = z−
√
z2−4
2
= p1 lies in the unit disk, where the square root branch has positive
imaginary part.
Calculating the residues is straightforward. For w = 0:
Res(hz, 0) =
(
d
dw
−w4 + 2w2 − 1
w2 − zw + 1
)
w=0
=
(
(−4w3 + 4w)(w2 − zw + 1)− (−w4 + 2w2 − 1)(2w − z)
(w2 − zw + 1)2
)
w=0
=
(−4 · 03 + 4 · 0)(02 − z · 0 + 1)− (−04 + 2 · 02 − 1)(2 · 0− z)
(02 − z · 0 + 1)2
= −z
For w = p1, we use the fact that p1p2 = 1:
Res(hz, p1) =
(−w4 + 2w2 − 1
w2(w − p2)
)
w=p1
=
−p41 + 2p21 − 1
p21(p1 − p2)
=
−(p21 − 1)2
p21(p1 − p2)
=
−(p21 − p1p2)2
p21(p1 − p2)
=
−p21(p1 − p2)2
p21(p1 − p2)
= p2 − p1 = z +
√
z2 − 4
2
− z −
√
z2 − 4
2
=
√
z2 − 4.
By residue theorem we have
Sµsc(z) =
1
4pii
∫
|w|=1
−w4 + 2w2 − 1
w2(w2 + 1− zw)dw
=
1
2
(−z +
√
z2 − 4).
By Stieltjes continuity theorem, we can deduce that µ 1√
n
Wn
converges to the semicir-
cular distribution almost surely. We can finally prove our main result.
Theorem 3.9. (Wigner semicircular law.) For an ensemble of Wigner matrices (Wn)∞n=1
with all elements of matrices being independent and identically distributed, having zero
mean, unit variance and bounded fourth moment, the empirical spectral distributions
µ 1√
n
Wn
converges almost surely to Wigner semicircular distribution µsc.
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Proof. We have proved that for any fixed z ∈ H+ Sµ 1√
n
Wn
(z) converges to Sµsc(z) almost
surely. This is equivalent to the claim by Stieltjes continuity theorem.
Let us finish this section with the following remark to illustrate a fundamental differ-
ence between the semicircular law and the central limit theorem. Recall that the central
limit theorem states that for a sequence of independent identically distributed real ran-
dom variables (Xi) with zero mean and unit variance, the distribution of (
∑n
i=1Xi)/
√
n
approaches the standard normal distribution. As the sums of independent Gaussian ran-
dom variables are Gaussian, this can be used when proving the central limit theorem.
However, the empirical spectral distributions will never have the same kind of stability
for any choice of coefficients:
Theorem 3.10. It is not possible to choose the distribution of the random variables ξij
in Wigner matrix in a way such that for all n
Eµ 1√
n
Wn
= µsc.
In fact, for any choice of the random variables, the equality does not hold for any n > C for
some constant C independent from the choice. Here Eµ denotes the expectation measure
of the random measure µ, i.e. Eµ(A) = E(µ(A)).
This theorem is an immediate consequence of the next lemma.
Lemma 3.11. For any K > 0, we have for sufficiently large n
P (µ 1√
n
Wn
({x ∈ R : |x| > K} > 0)) > 0.
Proof. The idea of the proof is to see that if the coefficients in the matrix happen to
behave similarly, the matrix Wn will have operator norm larger than cn for some constant
c > 0, which is certainly too large. We need to be slightly careful with the diagonal
elements since we did not assume them to be identically distributed to the off-diagonal
elements.
By unit variance hypothesis, we know that P (|ξij| ≥ 1) > 0 for any i < j. By
triangle inequality, either P (|Re(ξij)| ≥ 1/2) > 0 or P (| Im(ξij)| ≥ 1/2) > 0. Suppose
that P (|Re(ξij)| ≥ 1/2) > 0. We may assume P (Re(ξij) ≥ 1/2) = p > 0 by possibly
considering the matrix −Wn. Define V = {z ∈ C : Re(z) > 1/2}. Considering the
projections to the real line, we see that if z1, . . . , zn ∈ V , then |
∑n
j=1 zj| ≥ n/2. Since V
is symmetric with respect to the real axis, we have that ξij ∈ V if and only if ξji ∈ V .
For any n > 1, we have that P (ξij ∈ V, 1 ≤ i < j ≤ n) = pn(n−1)/2 > 0. Additionally,
by unit variance hypothesis, we know that P (|ξii| < 2, 1 ≤ i ≤ n) = qn > 0. When both
of these events happen, consider the vector v = e1 + e2 + . . .+ en for large enough n:
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‖ 1√
n
Wnv‖ = 1√
n
∥∥∥∥∥
n∑
i=1
(
n∑
j=1
ξij)ei
∥∥∥∥∥ = 1√n
√√√√ n∑
i=1
|
n∑
j=1
ξij|2
≥ 1√
n
√√√√ n∑
i=1
(
|
n∑
j=1,j 6=i
ξij| − |ξii|
)2
≥ 1√
n
√√√√ n∑
i=1
(
|
n∑
j=1,j 6=i
ξij| − 2
)2
≥ 1√
n
√√√√ n∑
i=1
(
n− 1
2
− 2
)2
≥
√
(cn)2 = cn.
Here c > 0 is some constant. Now ‖v‖ = √n, so we know that the operator norm of
1√
n
Wn is at least c
√
n. For large enough n this is always bigger than K. This means that
µ 1√
n
Wn
{x ∈ R : |x| > K} > 0)) ≥ 1/n > 0 with probability at least pn(n−1)/2qn.
Now we consider the case P (| Im(ξij)| ≥ 1/2) > 0. We may assume that P (Im(ξij) ≥
1/2) > 0. Representing the half-plane V = {z ∈ C : Im(z) ≥ 1/2} as a countable union,
we conclude that P (Im(ξij ∈ [r, 2r])) = p > 0 for some r ≥ 1/2. Defining v as before, we
have
‖ 1√
n
Wnv‖ = 1√
n
√√√√ n∑
i=1
|
n∑
j=1
ξij|2.
We know that ξij is purely real if i = j. Then we know
1√
n
√√√√ n∑
i=1
|
n∑
j=1
ξij|2 = 1√
n
√√√√ n∑
i=1
|
n∑
j=1,j 6=i
Im(ξij)|2 + |
n∑
j=1
Re(ξij)|2
≥ 1√
n
√√√√ n∑
i=1
|
n∑
j=1,j 6=i
Im(ξij)|2
We know that P (Im(ξij ∈ [r, 2r], 1 ≤ i < j ≤ n) = pn(n−1)/2 > 0. In the case where
this happens we can estimate the inner sums as follows:
|
n∑
j=1,j 6=i
Im(ξij)| ≥
n∑
j=1,j 6=i
Im(ξij) =
i−1∑
j=1
Im(ξij) +
n∑
j=i+1
Im(ξij) ≥
i−1∑
j=1
r −
n∑
j=i+1
2r
= (i− 1)r − 2(n− i)r = (3i− (2n+ 1))r
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We observe that this estimate is bigger that cnr for at least c′n different i for some
small absolute constants c and c′. This means we can estimate for large enough n
1√
n
√√√√ n∑
i=1
|
n∑
j=1,j 6=i
Im(ξij)|2 ≥ 1√
n
√
c′n(cnr)2 = rn
√
c′c2 ≥ Cn
for some constant C. Now once again, we know that the operator norm must be at least
C
√
n, so the claim follows for large enough n.
The previous lemma means that for a Wigner matrix Wn, the expected proportion
of the eigenvalues λ with |λ| > K√n becomes positive after n goes large enough. By
semicircular law, this expectation goes to zero as n goes to infinity for K > 2.
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Chapter 4
Operator norm of Wigner matrices
Having proved the semicircular law, we turn our attention to the operator norm of the
Wigner matrices. We are going to prove that almost surely
lim
n→∞
‖Wn‖√
n
= 2,
at least under our assumptions [13]. We may immediately prove a lower bound for the
operator norm of Wigner matrices using the semicircular law because the semicircular
distribution has a positive density near −2 and 2.
Theorem 4.1. (Bai-Yin theorem, lower bound.) For an ensemble of Wigner matrices
(Wn)n∈Z+, we have for any ε > 0 almost surely
‖Wn‖ > (2− ε)
√
n
for large enough n. Here we denote the operator norm of matrix A with ‖A‖. In fact, we
have almost surely
lim inf
n→∞
‖Wn‖/
√
n ≥ 2.
Proof. By semicircular law, we know that the empirical spectral distribution of (1/
√
n)Wn
converges to the semicircular distribution almost surely. Fix ε > 0. Let g : R → [0, 1]
be a continuous function with g(x) = 1 if |x| < 2 − ε and g(x) = 0 if |x| > 2 − ε/2. If
‖Wn‖ < (2− ε)
√
n, then ∫
R
g(x)dµ 1√
n
Wn
(x) = 1.
But we also see that ∫
R
g(x)dµsc(x) < 1.
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This means that we can almost surely find N such that
‖Wn‖ > (2− ε)
√
n
for any n > N .
We try to prove the associated upper bound next. While the semicircular law does in
fact hold even without bounded fourth moments [12], the upper bound on the operator
norm depends heavily on the assumption of bounded fourth moments, as illustrated by
the following example.
Example 4.2. Let Mn be a real symmetric n × n random matrix with all independent
identically distributed upper triangular coefficients having probability density function
f(x) = C
χ{|x|>r}(x)
|x|5 ,
where the constants r and C are chosen so that this defines a probability density function
of a random variable with zero mean and unit variance. Then the coefficients ofMn satisfy
the weak estimate
P (|ξij| > λ) ≤ c
λ4
,
but there is no constant s such that almost surely
lim sup
n→∞
‖Mn‖/
√
n ≤ s.
Namely, for any element ξij of the matrix Mn we have (at least for large enough n)
P (|ξij| ≤ s
√
n) = 1− C
s4n2
.
As the upper triangular elements of the matrix are independent, we have
P (‖Mn‖ ≤ s
√
n) ≤ P (|ξij| ≤ s
√
n)
n(n+1)
2 ≤
√(
1− C
s4n2
)n2
→ e−C/2s4 < 1.
This implies that the operator norm does not even converge in probability.
Nonetheless, as we assumed that the upper triangular coefficients have a finite fourth
moment, we will see that the lower bound implied by the semicircular law is strict.
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Theorem 4.3. (Bai-Yin theorem, upper bound.) For an ensemble of Wigner matrices
(Wn)n∈Z+, we have almost surely
lim sup
n→∞
‖Wn‖/
√
n ≤ 2.
Combined with Theorem 4.1, this implies that almost surely
lim
n→∞
‖Wn‖/
√
n = 2.
To prove Theorem 4.3 we will adopt the approach used by Tao [10], splitting Wn
into different parts and estimating them separately. We are also going to use lacunary
sequences to obtain almost sure convergence. The sequences we consider are of form
nm = b(1 + δ)mc for some δ > 0.
First, we estimate the diagonal elements. Letting Dn be the matrix of the diagonal
elements, we have the following theorem.
Theorem 4.4. Let X be a real random variable with zero mean and finite variance. Let
(Dn)
∞
n=1 be a random matrix ensemble with Dn being n× n diagonal matrix, all diagonal
entries being independent identically distributed copies of X. Then almost surely
lim sup
n→∞
‖Dn‖/
√
n = 0.
Proof. Fix ε > 0. We are going to show the claim for powers of two, i.e. that almost
surely
lim sup
n→∞
‖D2n‖/
√
2n ≤ ε.
This is sufficient because ‖Dn−1‖ ≤ ‖Dn‖, so
lim sup
n→∞
‖Dn‖/
√
n ≤ lim sup
m→∞
√
2‖D2m‖/
√
2m ≤
√
2ε.
We apply Borel-Cantelli lemma (Theorem A.1). We can use the geometric series
formula to see that
∞∑
n=0
P (‖D2n‖ ≥
√
2nε) ≤
∞∑
n=0
2nP (|X| ≥
√
2nε) ≤ 2
ε2
∞∑
n=0
2nε2P (
√
2nε ≤ |X| ≤
√
2n+1ε).
The above sum is the expectation of a random variable that is bounded above by |X|2,
so the sum is finite. We conclude that almost surely
lim sup
n→∞
‖D2n‖/
√
2n ≤ ε.
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Because ‖Wn‖ ≤ ‖Dn‖ + ‖Wn − Dn‖ by triangle inequality, we may assume that all
the diagonal elements of Wn vanish. Next we do a lacunary reduction similar to the one
used in the proof of Theorem 4.4. Let δ > 0 be fixed. We define the sequence (nm)∞m=1
by setting nm = b(1 + δ)mc. Here bxc is the largest integer at most x, the floor function
at x. To see why this is useful, suppose that we proved an upper bound for the limit for
all such sequences so that
lim sup
m→∞
‖Wnm‖/
√
nm ≤ a
for some absolute constant a independent from the chosen δ. Then as ‖Wn‖ ≤ ‖Wn+1‖,
we have for any fixed δ almost surely
lim sup
n→∞
‖Wn‖/
√
n ≤ lim sup
m→∞
√
1 + δ‖Wnm‖/
√
nm ≤
√
1 + δa.
As δ is arbitrary, it follows that lim supn→∞ ‖Wn‖/
√
n ≤ a almost surely.
Next, we are going to split the matrix Wn into two parts: a "small" part and a "big"
part. Let η > 0 be sufficiently small: exact value of η will be fixed later. For the
upper triangular entries ξij of Wn, define gij = ξijχ|ξij |≤n1/2−η and bij = ξij − gij. We
can then split the matrix Wn = Gn + Bn. For the matrix Gn the estimates are easier to
do if we assume the off-diagonal elements to have zero mean. To justify this additional
assumption, we consider a matrix EGn = (Egij)ni,j=1. As Egij = −Ebij, we see that
|Egij| = |Ebij| ≤ E|bij| ≤ n−3/2+3ηE|bij|4 ≤ K/n3/2−3η. We fix x ∈ Cn with ‖x‖ = 1 and
use the Cauchy-Schwartz inequality.
‖EGnx‖ =
 n∑
i=1
∣∣∣∣∣
n∑
j=1
Egijxj
∣∣∣∣∣
2
1/2 ≤ ( n∑
i=1
n∑
j=1
n|Egijxj|2
)1/2
≤
(
n∑
i=1
K2n−2+6η
n∑
j=1
|xj|2
)1/2
=
(
K2n−1+6η
)1/2
= Kn−1/2+3η
We see that the operator norm of EGn is at most Kn−1/2+3η, so in particular, if
η < 1/6, it tends to zero surely as n→∞. This means that we can consider the hermitian
matrix Hn := Gn − EGn, with all diagonal elements equal to 0 and all the off-diagonal
elements having zero mean and are surely bounded in absolute values by 2n1/2−η for large
enough values of n. Observe that all the off-diagonal elements of Hn have variance at
most one, because V ar(hij) = E|gij|2 − |Egij|2 ≤ E|gij|2 ≤ E|ξij|2 = 1.
By spectral theorem, Hn has n real eigenvalues. This implies that for a positive even
integer k the matrix Hkn has n non-negative eigenvalues. As the operator norm of the
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matrix is the maximum of the absolute value of the eigenvalues, we see that
‖Hn‖k = ‖Hkn‖ ≤ tr(Hkn).
We want to show that for some sequence of even integers k = k(n) we have for any ε > 0
something like
Etr(Hkn) ≤ (2 + ε)knk/2
for large enough n. Allowing k to depend on n allows us to discard some extra factors of
n at the cost of requiring more care when estimating the expected value.
We are therefore going to estimate the expected value of tr(Hkn). We see that
tr(Hkn) =
∑
i0,i1,...,ik−1∈{1,...,n},ik=i0
k−1∏
j=0
hijij+1 .
This sum can be understood to be taken over all tours of length k in a complete graph
with n vertices. We also keep in mind that all off-diagonal elements hij have zero mean,
at most unit variance and are surely bounded in absolute value by 2n1/2−η.
All the upper triangular elements are independent, and any lower triangular element
hij is determined by the corresponding upper triangular element hji. As a result, if one
edge {ij, ij+1} appears in a tour only once, the expectation of that term vanishes. The
only remaining terms have every edge appearing at least twice. For any tour of length k
in the sum, let d be the number of different edges that appear in it, and let the lth edge
appear αl ≥ 2 times. Using triangle inequality for the remaining terms, we see that the
expectation is at most
Etr(Hkn) ≤
k/2∑
d=1
∑
T (d,k,n)
d∏
l=1
E|hij|αl ≤
k/2∑
d=1
∑
T (d,k,n)
d∏
l=1
(2n1/2−η)αl−2E|hij|2
=
k/2∑
d=1
(
2n1/2−η
)k−2d
#T (d, k, n).
We used the fact that αl sum up to k. The notation
∑
T (d,k,n) means that the sum is
taken over all tours of length k in a complete graph of n vertices that contain exactly d
edges where each edge is traversed at least twice. The set of these tours is denoted by
T (d, k, n). We now need to estimate the number of such tours #T (d, k, n).
Lemma 4.5. Let k = 2blog(n)tc for a fixed exponent t > 1. Then for large enough n we
have the estimate
#T (d, k, n) ≤ 2knd+1kk−2ddk−2d+1.
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Proof. For any tour in T (d, k, n), we will record sufficient information to reconstruct it.
A tour is uniquely determined if we know the starting vertex and for every step which
edge to take. An extremely naive approach is to record the starting vertex, and record
for every one of k steps which one of the d edges we took. Additionally, for every edge,
record the second endpoint of the edge for the first time we take it. This would give an
upper bound dknd+1, which is not sufficient. We need to be more careful.
Let v be the total number of vertices we visit. For every edge that takes us back to
the vertex we have already visited, there are only v − 1 possible destinations. Another
idea to reduce some unnecessary information is noting that when we leave a vertex for
the last time, there is only one possible destination if we know the number of times every
edge is traversed.
For every edge we visit, we make a list of d integers: the ith integer is the number of
times we use the ith edge during the tour. As every edge has to be travelled at least twice
and the integers sum to k, we can assign the remaining k − 2d traversals to possibly any
edge on the list. The number of ways to assign a possibly valid list is therefore at most
dk−2d.
We record the number of distinct vertices in the tour. The number v is between 2
and d + 1. We also make a list of the steps we first visit each vertex, which has at most(
k
v−1
) ≤ 2k different possibilities as the first vertex is in the very beginning. We will also
list the vertices we use, which has at most nv possibilities.
We see that we have d− v+ 1 edges that do not take us to any new vertex. For them,
we record their first position in the tour, which has at most
(
k
d−v+1
) ≤ kd−v+1 possibilities.
We will also make a list of the vertices we arrive to in the first appearance of such an
edge, and this list can be made in at most (v − 1)d−v+1 different ways as we cannot go
from a vertex to itself.
Say that a step is ambiguous if it is not the first time we take an edge and there are at
least two edges from the current vertex that we have taken at least once and that we have
not taken for the last time. Since we know for every edge the number of times we take it,
every ambiguous step can be recognized with the information we have already recorded.
For every ambiguous step, we record the edge we take. There are at most v − 1 possible
choices for any such step.
How many ambiguous steps can there be? For any vertex apart from the starting one,
we will at some point leave it for the final time, and this will not be an ambiguous step.
Additionally, when we traverse any edge for the first time, the step is not ambiguous.
Such traversal will not be the final outgoing traversal from the incoming vertex, since
every edge is traversed at least twice. Therefore there are at most k−d−v+1 ambiguous
steps.
Let us clarify by example how to reconstruct the tour. Set v = 4, k = 12 and d = 5,
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and n large enough. We try to reconstruct the tour
(1, 2, 3, 1, 4, 2, 1, 3, 1, 4, 2, 3, 1).
The edges first appear in the order (1, 2), (2, 3), (3, 1), (1, 4) and (4, 2). They are traversed
2, 2, 4, 2 and 2 times respectively. The steps we first visit every vertex apart from 1 are
1st step for vertex 2, 2nd step for vertex 3 and 4th step for the vertex 4. For the edges
that do not take us to any new vertices, (3, 1) appears for the first time in the 3rd step
and (4, 2) appears in the 5th step, having endpoints 1 and 2 respectively.
The 6th step is ambiguous, since we arrive in the vertex 2 and we have 3 possible
choices for our step. We record that the 6th step should end in vertex 1. Similarly, steps
7, 8 and 9 are also ambiguous, and we record that the destination vertices are 3, 1 and 4
respectively.
We can reconstruct the tour from this data: start from 1, then the first appearances
of the edges forces us to travel (1, 2, 3, 1, 4, 2). Now we have some ambiguous steps, so we
follow the directions as (2, 1, 3, 1, 4). For the rest of the tour, we have only one possible
edge to take, so the tour ends as (4, 2, 3, 1).
We see that for any fixed v we have at most
dk−2d2knvkd−v+1(v − 1)d−v+1(v − 1)k−d−v+1 = 2kdk−2dnvkd−v+1(v − 1)k−2v+2
possible choices. We can trivially estimate v − 1 ≤ k and d ≤ k. Additionally we have
k3 ≤ n for sufficiently large n. We get an upper bound
2kdk−2dnvkd−v+1kk−2d+2d−2v+2 ≤ 2kdk−2dnvnd−v+1kk−2d = 2kdk−2dnd+1kk−2d.
As there are d possible choices for v the claim follows.
Using the previous lemma, we have
Etr(Hkn) ≤
k/2∑
d=1
(
2n1/2−η
)k−2d
#T (d, k, n) ≤
k/2∑
d=1
(
2n1/2−η
)k−2d
2knd+1kk−2ddk−2d+1
≤
k/2∑
d=1
(
2n1/2−η
)k−2d
2knd+1kk−2dkk−2d+1 =
k/2∑
d=1
2knk/2+1
(
2n−ηk2
)k−2d
k
≤
k/2∑
d=1
2knk/2+1k ≤ 2knk/2+1k2.
Here we used the fact that log(n)t grows slower than any power function. Now we can
finally find an upper bound for the operator norm of Hnm for lacunary sequence nm =
b(1 + δ)mc.
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Theorem 4.6. For the sequence (nm)∞m=1 we have almost surely
lim sup
m→∞
‖Hnm‖/
√
nm ≤ 2.
Proof. Fix ε > 0. Let k = 2blog(nm)tc. Then the preceding calculations show that for
large enough m we have
E‖Hnm‖k ≤ 2knk/2+1m k2.
Using Markov’s inequality tells us
P (‖Hnm‖ > (2 + ε)
√
nm) ≤ 2
kn
k/2+1
m k2
(2 + ε)kn
k/2
m
=
(
2
2 + ε
)k
nmk
2.
If we denote c = 2/(2 + ε), then we see that the upper bound of the probability is of
order
clog(nm)
t
elog(nm) log(nm)
2t ≤ 1
n2m
for large enough m. This means that the series∑
m
P (‖Hnm‖ > (2 + ε)
√
nm)
converges and now by Borel-Cantelli lemma (A.1) almost surely
lim sup
m→∞
‖Hnm‖/
√
nm ≤ 2 + ε.
As ε was arbitrary, we obtain
lim sup
m→∞
‖Hnm‖/
√
nm ≤ 2.
as wanted.
Now we only need to estimate the norm of Bnm .
Theorem 4.7. For the sequence (nm)∞m=1 we have almost surely
lim sup
m→∞
‖Bnm‖/
√
nm → 0.
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Proof. Fix ε > 0. We will first prove that the matrix Bnm has almost surely no entries
larger than ε
√
nm as m→∞. We will estimate this probability, wanting to apply Borel-
Cantelli lemma A.1. Estimating the infinite sum, we obtain
∑
m
P (max |ξij| > ε√nm) ≤
∑
m
n2mP (|ξij| > ε
√
nm)
≤
∑
m
(1 + δ)2mP (|ξij| > ε
√
(1 + δ)m−1)
We used the definition of nm = b(1 + δ)mc in the final estimate, keeping in mind that we
are only considering the indices m large enough so that (1 + δ)m−1 ≤ nm. Denote by Em
the event that ε
√
(1 + δ)m−1 < |ξij| ≤ ε
√
(1 + δ)m. Then we can use the geometric series
formula and the above estimate∑
m
P (max |ξij| > ε√nm) =
∑
m
∑
m′≥m
(1 + δ)2mP (Em′) =
∑
m′
∑
m≤m′
(1 + δ)2mP (Em′)
≤
∑
m′
(1 + δ)2m
′+2 − 1
(1 + δ)2 − 1 P (Em′)
≤ (1 + δ)
2
ε4(2δ + δ2)
∑
m′
(ε(1 + δ)m
′/2)4P (Em′).
We may interpret the final sum as expectation of a random variable bounded above by
(1 + δ)2|ξij|4, and conclude that the sum is finite. Now Borel-Cantelli lemma applies.
We have shown that Bnm has almost surely no elements larger that ε
√
nm as m→∞.
If every row and every column happens to have at most one non-zero element, with
all elements having absolute value less than
√
nmε, we could change the coordinates
separately on both domain and range to conclude that ‖Bnm‖ ≤ ε
√
nm. We will show
that this happens almost surely as m→∞. We recall that the diagonal of Bnm vanishes.
We can estimate the probability that a given row or column has at least two non-zero
elements using independence:
P ≤ (nm − 1)(nm − 2)
2
P (|ξij| > n1/2−ηm )2 ≤ n2m
(
K
n2−4ηm
)2
= K2n8η−2m .
As there are nm rows and nm columns, we know that the probability that there is at least
one row or column with at least two non-zero entries is at most
2K2n8η−1m .
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As long as η < 1/8, we can use the geometric series formula to determine that∑
m
2K2n8η−1m ≤
∑
m
2K2(1 + δ)(8η−1)m <∞.
Borel-Cantelli lemma tells that there is almost surely an index M such that for any
nm > nM all rows and all columns have at most one non-zero element, and the claim
follows.
We have finally proved Theorem 4.3. As a summary, we split the matrixWn into a diag-
onal part Dn, a small part Gn and a large part Bn, and obtained lim supn→∞ ‖Wn‖/
√
n ≤
2. We conclude with a short remark.
Remark 4.8. Assume that the coefficients ofWn are almost surely bounded. Going through
our combinatorial lemma (Lemma 4.5), we observe that for any k there exists a constant
Ck such that Etr(W kn ) = Cknk/2+1 + o(nk/2+1), and the constant Ck does not depend
on the distribution of the coefficients. This allows us to compute the moments of the
empirical spectral distributions, and can be used to deduce the semicircular law. This
approach is close to the original considerations of Wigner [4].
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Appendix A
Some theorems from probability theory
Let (Ω,Γ, P ) be a probability space. Let Xn be random variables for n ∈ N, and X be
another random variable. We say that Xn converges to X almost surely if for almost
every ω ∈ Ω
lim
n→∞
Xn(ω) = X(ω).
Another way to state this in terms of probabilities of events is to require that for any
ε > 0
P (|Xn −X| > ε for infinitely many n) = 0,
or equivalently,
P (lim sup
n→∞
|Xn −X| > ε) = lim
n→∞
P (
⋃
k≥n
{|Xk −X| > ε}) = 0.
We say that Xn converges to X in probability if for any ε > 0
lim
n→∞
P (|Xn −X| > ε) = 0.
The convergence in probability is a weaker notion than the almost sure convergence:
almost surely convergent random variables converge in probability, but the converse does
not hold.
Theorem A.1. Borel-Cantelli lemma, strong version. Suppose that we have sequences of
random variables (Xn) and (Yn). Suppose also that Yn converges to a random variable Y
almost surely, and that
∑
n P (|Xn − Yn| > ε) <∞ for any ε > 0. Then Xn converges to
Y almost surely.
Proof. Fix ε > 0. By triangle inequality, we know that for any n we have
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{|Xn − Y | > ε} ⊂ {|Xn − Yn| > ε/2} ∪ {|Yn − Y | > ε/2}.
Using this with union bound, we conclude that
P (
⋃
k≥n
{|Xk − Y | > ε}) ≤ P (
⋃
k≥n
{|Xk − Yk| > ε/2}) + P (
⋃
k≥n
{|Yk − Y | > ε/2}).
As Yn converges to Y almost surely, we already know that
lim
n→∞
P (
⋃
k≥n
{|Yk − Y | > ε/2}) = 0.
Using sub-additivity, we obtain
P (
⋃
k≥n
{|Xk − Yk| > ε/2}) ≤
∑
k≥n
P ({|Xk − Yk| > ε/2}),
and the right hand side tends to zero as n grows to infinity. This proves that Xn converges
to Y almost surely.
Borel-Cantelli lemma is usually stated for Yn = Y for some fixed random variable Y .
Theorem A.2. Hoeffiding’s lemma [6]. Let X be an almost surely bounded real random
variable; in other words X ∈ [a, b] almost surely. Then for any t ≥ 0
EetX ≤ etEX exp((b− a)
2
8
t2).
Proof. We may assume that EX = 0 and b−a = 1. Fix t ≥ 0. An application of Jensen’s
inequality shows that for any x ∈ [a, b]
etx ≤ (b− x)eta + (x− a)etb.
This implies that
EetX ≤ (b− EX)eta + (EX − a)etb
= eta(b− aet)
= eta+ln(1+a−ae
t)
= eg(t).
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It remains to show that g(t) ≤ 1
8
t2. We note that g(0) = g′(0) = 0,
g′(t) = a+
−aet
1 + a− aet and
g′′(t) = −
( −aet
1 + a− aet
)2
+
−aet
1 + a− aet ≤
1
4
.
Hence by Taylor’s theorem, g(t) = g
′′(ξt)
2
t2 ≤ 1
8
t2, proving the claim.
41
Appendix B
Hermitian matrices
An n× n complex matrix A is a Hermitian matrix if aij = aji for any 1 ≤ i, j ≤ n. This
is equivalent to having 〈v,Aw〉 = 〈Av,w〉, in other words, A is a self-adjoint operator of
the Hilbert space Cn.
Theorem B.1. Spectral theorem. A hermitian n×n matrix has n orthogonal eigenvectors,
and their associated eigenvalues are real.
Proof. We will prove by induction that any self-adjoint operator of n-dimensional Hilbert
space has n eigenvectors with associated real eigenvalues. The claim holds trivially in
zero-dimensional spaces.
Assume now that the claim holds in (n − 1)-dimensional Hilbert spaces, and let A
be a self-adjoint operator in n-dimensional Hilbert space. Consider the characteristic
polynomial det(A− λIn). This is a polynomial of degree n ≥ 1, so it has a complex root
λn by the fundamental theorem of algebra.
As det(A− λnIn) = 0, we can find a vector vn 6= 0 such that Avn = λnvn. As we now
have an eigenvector, it remains to show that λn is real and that we can use the induction
hypothesis.
Using self-adjointness, we see that
λn〈vn, vn〉 = 〈λnvn, vn〉 = 〈Avn, vn〉 = 〈vn, Avn〉 = 〈vn, λnvn〉 = λn〈vn, vn〉.
This proves that λn is real. To use the induction hypothesis, consider a vector w with
〈vn, w〉 = 0. We see that
〈vn, Aw〉 = 〈Avn, w〉 = λn〈vn, w〉 = 0,
so A maps the orthogonal complement of the line {tvn|t ∈ C} to itself. But this defines a
self-adjoint operator of (n − 1)-dimensional Hilbert space and we may use the induction
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hypothesis to find its orthogonal eigenvectors v1, . . . , vn−1 with associated real eigenvalues
λ1, . . . , λn−1. We have found n orthogonal eigenvectors with real eigenvalues, so the claim
has been proven.
Theorem B.2. Min-max theorem of Courant-Fischer-Weyl. For an n × n Hermitian
matrix An with eigenvalues λ1(An) ≤ . . . ≤ λn(An), we have for any 1 ≤ k ≤ n
λk(An) = inf
V
{sup
x
{〈Ax, x〉 : x ∈ V, |x| = 1} : V is k-dimensional subspace of Cn}
and
λk(An) = sup
V
{inf
x
{〈Ax, x〉 : x ∈ V } : V is (n− k + 1)-dimensional subspace of Cn}
Proof. Let (vj) be the orthonormal eigenvectors associated with the eigenvalues (λj(An)).
Taking V = span(v1, . . . , vk), we see that for any w =
∑k
i=1 civi with |w| = 1 we have
〈Anw,w〉 =
∑n
i=1〈λi(An)civi, civi〉 =
∑k
i=1 λi(An)|ci|2 ≤ maxi≤k λi(An) = λk(An). Also,
〈Anvk, vk〉 = λk(An). This proves that sup{〈Ax, x〉 : x ∈ V, |x| = 1} = λk(An) for this
subspace V . This means that
λk(An) ≥ inf{sup{〈Ax, x〉 : x ∈ V, |x| = 1} : V is k-dimensional subspace of Cn}
Let us prove the other direction. For any k-dimensional subspace V , we see that
V ∩ span(vk, . . . , vn) 6= {0}, because otherwise we have n+ 1 independent vectors on Cn:
the k vectors from the basis of V and n− k + 1 vectors vk, . . . , vn. Taking a vector w =∑n
i=k civi with |w| = 1 from this intersection, we get that 〈Anw,w〉 =
∑n
i=k λi(An)|ci|2 ≥
mini≥k λi(An) = λk(An). This means that sup{〈Ax, x〉 : x ∈ V, |x| = 1} ≥ λk(An) for V ,
and the the first equality follows.
The second equality follows from the first as λk(An) = −λn−k+1(−An).
Theorem B.3. Cauchy interlacing formula. Let An be a Hermitian n×n matrix for n ≥ 2
and Aln be its minor obtained by removing lth row and column. Denote the eigenvalues
of An as λ1(An) ≤ . . . ≤ λn(An) and the eigenvalues of Aln as λ1(Aln) ≤ . . . ≤ λn−1(Aln).
Then for any 1 ≤ k < n we have
λk(An) ≤ λk(Aln) ≤ λk+1(An).
Proof. It suffices to prove one of the inequalities, as the other follows from the identity
λk(An) = −λn−k+1(−An). Define the subspace U = {v ∈ Cn : vl = 0} ⊂ Cn, which we
can identify with Cn−1. Let piU be the projection Cn → Cn−1, and ϕU be the natural
embedding Cn−1 → Cn. We see that Aln = piU ◦An ◦ϕU . Let (vj)n−1j=1 be the images of the
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orthonormal eigenvectors of Aln under the embedding ϕU . By the previous theorem, we
have
λk+1(An) = inf
V⊂Cn,dimV=k+1
sup
x
{〈Anx, x〉 : x ∈ V, |x| = 1}
and, as 〈piUx, piUy〉 = 〈x, y〉 whenever y ∈ U , we also have
λk(A
l
n) = 〈Anvk, vk〉.
Let V be any k+ 1-dimensional subspace of Cn. We see that V ∩ span(vk, . . . , vn−1) 6=
{0}, because otherwise we would have n + 1 linearly independent vectors in Cn: k + 1
vectors of the basis of V and n−k vectors vk, . . . , vn−1. If we pick w from this intersection
with |w| = 1, then
sup{〈Anx, x〉 : x ∈ V, |x| = 1} ≥ 〈Anw,w〉 ≥ λk(Aln).
Taking the infimum over subspaces V shows that λk+1(An) ≥ λk(Aln).
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Appendix C
Formulas for the elements of matrix
inverse
Theorem C.1. Cramer’s rule. Let A be n × n invertible square matrix, and for any
1 ≤ i, j ≤ n, let Mij be the determinant of the (n − 1) × (n − 1) matrix obtained from
A by removing ith row and jth column. Then the elements of the inverse matrix A−1 are
given by
A−1ij = (−1)i+j
Mji
det(A)
.
Proof. Define matrix B by
Bij = (−1)i+jMji.
Fix 1 ≤ i ≤ n. Now we can compute the diagonal element (AB)ii as
(AB)ii =
n∑
k=1
AikBki =
n∑
k=1
(−1)i+kAikMik = det(A),
where the final equality is obtained by expanding the determinant along the ith row.
If we instead have 1 ≤ j ≤ n, j 6= i, we see that
(AB)ij =
n∑
k=1
(−1)j+kAikMjk.
Now we see that this is the determinant of the n×n matrix obtained by replacing the
jth row of A by the ith row. But then the rows of the matrix are linearly dependent, so
the determinant must be 0.
We have obtained that AB = det(A)In, and as the inverse matrix is unique, we see
that A−1 = 1
det(A)
B.
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Theorem C.2. A formula for an element in inverse matrix based on Schur’s complement.
Let An be n× n invertible square matrix for n ≥ 2, and denote
An =
(
An−1 C
R ann
)
,
where An−1 is (n − 1) × (n − 1) matrix, R is 1 × (n − 1) row matrix and C (n − 1) × 1
column matrix. If both An and An−1 are invertible, then we have
[A−1n ]nn =
1
ann −RA−1n−1C
.
Proof. We will solve the linear equation Anx = en: the element we seek will be exactly
xn. This equation can written in form(
An−1 C
R ann
)(
y
xn
)
=
(
An−1y + Cxn
Ry + annxn
)
=
(
0
1
)
From the equation An−1y + Cxn = 0 we can solve y = −xnA−1n−1C. Substituting this to
the equation Ry + annxn = 1 allows us to solve xn = (ann −RA−1n−1C)−1.
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