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Synthe`se
Le controˆle de congestion en transmission multipoints est rendu difficile par l’he´te´roge´ne´ite´ des
re´cepteurs. En effet, pour la transmission vide´o par exemple, il serait peu raisonnable que l’e´metteur
adapte son de´bit en fonction du re´cepteur le moins performant ou de celui qui subit temporairement la
congestion la plus se´ve`re. Pour contourner ce proble`me, l’e´metteur peut e´mettre un flux structure´ en
couches, de telle sorte que la couche de base donne une qualite´ minimale et que les couches suivantes
ame´liorent successivement cette qualite´. L’algorithme de controˆle de congestion propose´ est base´ sur
ce sche´ma. Il permet a` chaque re´cepteur de se´lectionner dynamiquement un sous-ensemble ade´quat de
couches en re´pondant aux objectifs suivants. Premie`rement, l’algorithme doit eˆtre e´quitable vis-a`-vis
de TCP; ce qui signifie que les de´bits du flux multicouches rec¸u et celui d’un flux TCP place´ dans les
meˆmes conditions doivent eˆtre plus ou moins les meˆmes. Deuxie`mement, les re´cepteurs doivent eˆtre
suffisamment coordonne´s pour qu’une congestion re´sultant de l’ajout d’une couche par l’un d’eux ne
puisse eˆtre interpre´te´e par un autre re´cepteur comme une congestion re´sultant de ses propres de´cisions
ou d’un trafic perturbateur. Enfin, lorsque deux sessions multicouches empruntent un meˆme goulet, nous
souhaitons que les re´cepteurs obtiennent le meˆme de´bit, ce qui signifiera en ge´ne´ral des nombres de
couches diffe´rents si les de´bits des couches sont distincts.
Mots-cle´s : Controˆle de congestion, Multicast, TCP-Friendly, Equite´, Vide´o en couches.
1 Introduction
La transmission multime´dia multipoints s’ave`re eˆtre aujourd’hui un besoin fondamental pour certaines ap-
plications. Nous citerons par exemple la visioconfe´rence, la te´le´vision sur Internet et le te´le´-enseignement.
Le proble`me majeur avec ce genre d’applications re´side dans la ne´cessite´ de l’envoi des donne´es en
temps re´el. L’utilisation du protocole TCP, qui repose sur une bufferisation des paquets avant l’envoi,
est inade´quate pour fournir le flux continu dont elles ont besoin. Il a donc fallu penser a` utiliser un autre
trafic permettant d’abord une transmission Multicast (TCP n’ayant pas cette capacite´) ensuite mettre au
point des moyens de controˆle de congestion efficaces.
Dans le cas simple d’une transmission point a` point unicast, la source envoie a` un de´bit tole´re´ par toutes
les lignes la se´parant du re´cepteur. Ce de´bit ne de´passant pas, bien entendu, la capacite´ d’exploitation de
l’information de ce dernier. Dans le cas multicast, l’adaptation du de´bit au niveau de la source s’ave`re eˆtre
une taˆche de´licate. L’he´te´roge´ne´ite´ du re´seau fait que tous les re´cepteurs ne sont pas sur le meˆme pied
d’e´galite´. Ils ne sont pas tous capables de recevoir de l’information a` tre`s haut de´bit. Certains sont accessi-
bles via des liens a` forte congestion ou a` faible de´bit, d’autres disposent de ressources modestes (me´moire
limite´e, processeur lent...) ne leur permettant pas le traitement en temps re´el de toutes les informations
qu’ils pourraient pourtant recevoir.
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Donc si on optait pour une adaptation du de´bit au niveau de la source, cette dernie`re devrait envoyer
au de´bit minimum tole´re´ par ses re´cepteurs sans quoi il re´sulterait congestion et perte. Les re´cepteurs
pouvant recevoir un plus haut de´bit se verraient donc accorder une mauvaise qualite´ vide´o (ou autres selon
l’application) alors qu’ils disposent de ressources leur donnant droit a` une meilleure qualite´. Dans le cas
d’une transmission multipoints, la responsabilite´ du controˆle de congestion est donc enleve´e des mains de
la source pour eˆtre mise dans celles des re´cepteurs. Ceux-ci prennent des de´cisions locales et inde´pendantes
de la source pour adapter le de´bit d’information ve´hicule´ jusqu’a` eux aux contraintes du re´seau.
Une approche propose´e consiste a` exploiter un codage multire´solution, ou en sous-couches de l’infor-
mation. La source e´met de fac¸on inde´pendante les diverses re´solutions, ou sous-couches, qu’elle ge´ne`re et
le re´cepteur se´lectionne parmi les couches ge´ne´re´es un flux (dans le cas du codage multire´solution), ou une
collection de flux (dans le cas de sous-couches), qui satisfasse les contraintes lie´es aux controˆles de flux et
congestion.
La deuxie`me approche, par sous-couches, e´tant celle qui cause le moins de congestion est la plus
utilise´e. Dans ce cas, on associe a` chaque sous-couche une adresse multipoints IP particulie`re. Il suffit
donc a` un re´cepteur de souscrire aux adresses multipoints qui correspondent aux sous-flux qu’il de´sire
recevoir. En cas de congestion, le re´cepteur peut choisir d’abandonner une sous-couche, en signifiant qu’il
ne veut plus recevoir l’adresse multipoints correspondante. Une telle approche requiert cependant que
soient de´finis des algorithmes spe´cifiques permettant aux re´cepteurs de de´terminer la ou les sous-couches
acceptables et ce, dynamiquement.
Les protocoles propose´s cherchent a` e´viter les proble`mes suivants :
Le controˆle de congestion ne peut eˆtre efficace si des re´cepteurs derrie`re le meˆme routeur agissent
sans coordination. En effet, si un re´cepteur teste un niveau non supporte´ par un lien qu’il partage
avec un re´cepteur de´sirant lui tester un niveau . Il y aura congestion et le re´cepteur testant
le niveau pensera qu’il en est la cause et retirera sa couche. Couche qui continuera a` passer par
l’engorgement car le premier re´cepteur continuera a` la recevoir.
Un long de´lai pour quitter une couche nuit a` l’efficacite´ de l’algorithme. En effet, si un re´cepteur fait
une tentative qui e´choue , et que l’effet de cet e´chec dure longtemps, les autres re´cepteurs pourront
mal interpre´ter leurs pertes et de´truiront ainsi leur couche supe´rieure.
La premie`re ge´ne´ration d’algorithmes n’avait qu’un seul objectif : re´ussir a` coordonner les re´cepteurs
pour e´viter les proble`mes de´crits ci-dessus. La deuxie`me ge´ne´ration a eu un autre souci qui est d’eˆtre
TCP-Friendly.
2 Quelques rappels
Dans cette section nous rappelons quelques notions utilise´es dans ce document.
2.1 TCP-Friendly
Un protocole est dit TCP-Friendly s’il fournit un de´bit moyen semblable a` celui de TCP. Ce dernier corres-
pond a` la formule de Mathis1 donne´e par [4] :
avec (1)
ou` est la taille des paquets, le round-trip-time, et le taux de perte de paquets.
1Cette formule est applicable dans le cas de faibles pertes ( ) et conside`re un fonctionnement pe´riodique en phase
d’e´vitement de congestion.
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2.1.1 Le cycle de TCP [1]
Le cycle de TCP commence apre`s une perte et se termine par une perte, donc il y a une perte par cycle, ce
qui peut se traduire par :
ou` est la taille des paquets et la longueur du cycle tel que de´crit ci-dessus. Par ailleurs, la formule
(1) nous donne :
(2)
ce qui donne au cycle une valeur de :
(3)
2.1.2 L’organisation en couche
On suppose que la source utilise un transcodeur produisant couches cumulatives. La source offre donc
groupes multicast ayant chacun un de´bit . Le re´cepteur a ainsi le choix dans une
gamme de de´bit avec:
et (4)
Et quand on a .
Dans toute la suite quand on parlera du de´bit de la couche on parlera du de´bit offert par l’ensemble
des groupes allant du groupe (couche) de base au groupe .
3 Protocoles existants
Dans cette section nous parlerons brie`vement de deux protocoles de controˆle de congestion pour la trans-
mission multicouches ge´re´ par le re´cepteur. Le premier est le grand classique RLM, ne´ de la premie`re
ge´ne´ration, et le second, RLC, un protocole de la deuxie`me dont nous nous sommes inspire´s pour re´aliser
notre protocole.
3.1 RLM [6]
RLM, pour Receiver-driven Layered Multicast, fait partie des premiers protocoles a` adaptation au niveau
du re´cepteur et ses seuls soucis e´taient de faire coordonner les re´cepteurs et e´viter les mauvaises in-
terpre´tations. RLM, comme dit pre´ce´demment ne se pre´occupait pas d’eˆtre TCP-Friendly.
3.1.1 Le fonctionnement de RLM
Un re´cepteur RLM, dans sa recherche de l’optimum, fait des souscriptions au niveau supe´rieur a` des mo-
ments qu’il juge opportuns. Ces souscriptions spontane´es sont appele´es ”joint-experiment”, anglicisme
qui se traduire par tentatives d’adhe´sion.
Une tentative qui a e´choue´ peut causer une longue congestion qui peut de´te´riorer la qualite´ du signal de´livre´.
Pour e´viter la fre´quence des tentatives d’adhe´sion, sans pour autant avoir un impact sur la convergence du
protocole vers le bon de´bit ni sur la capacite´ du protocole de re´agir aux changements de l’e´tat du re´seau,
chaque re´cepteur dispose sur chaque niveau d’un temporisateur, appele´ join-timer. Ainsi, quand la tentative
e´choue le re´cepteur en de´duit que c’est une couche proble´matique et multiplie son join-timer par un facteur
.
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Pour e´viter les interfe´rences, un re´cepteur RLM envoie un message a` tous les re´cepteurs avant de tenter
une adhe´sion ainsi ceux-ci ne risquent pas d’interpre´ter la tentative comme e´tant une arrive´e de trafic per-
turbateur. Ce message d’annonce permet aussi aux re´cepteurs de reconnaıˆtre leurs couches proble´matiques.
En effet, quand un re´cepteur rec¸oit un message annonc¸ant la tentative a` un niveau et qu’il sent une conges-
tion juste apre`s, il en de´duit que ce niveau est proble´matique et augmente son join-timer en conse´quence.
C’est ce qu’on appelle l’apprentissage partage´.
Dans le cas d’un grand nombre de re´cepteurs, si chaque re´cepteur devrait attendre son tour pour faire
une tentative d’adhe´sion la convergence au bon de´bit serait lente. Pour e´viter ce genre de de´sagre´ment,
RLM permet aux re´cepteurs preˆts a` adhe´rer a` un niveau, de faire leur tentative a` la re´ception d’un message
d’annonce a` condition que le niveau teste´ soit supe´rieur ou e´gal au niveau auquel ils veulent souscrire.
Dans sa recherche de l’optimum, RLM ne se soucie pas d’avoir un comportement semblable a` celui de
TCP.
3.2 RLC [7], [8]
RLC, “Receiver-driven Layered Congestion control”, a e´te´ de´veloppe´ avec le souci d’eˆtre TCP-Friendly.
Il a re´ussi a` procurer un de´bit inversement proportionnel a` comme TCP. Ce protocole se distingue par
deux comportements : les points de synchronisation et la p e´riode d’investigation. Vu que le fonctionnement
de notre protocole ne se base que sur le premier e´le´ment, nous n’avons pas juge´ ne´cessaire de parler des
pe´riodes d’investigation.
3.2.1 Points de synchronisation
Les points de synchronisation (SP) sont utilise´s comme protocole implicite de coordination des re´cepteurs.
Ils ne sont autres que des paquets marque´s dans le flux des donne´es qui a` leur re´ception autorisent un
re´cepteur a` faire une adhe´sion. RLC est conc¸u pour fonctionner ide´alement sur des couches a` de´bits
exponentiels, c’est-a`-dire . Les de´veloppements faits dans le cadre de ce protocole prennent
comme fourni par le transcodeur LVT (de´crit dans [2]). Il est sugge´re´ que quand un re´cepteur
fait une tentative d’adhe´sion, tous les re´cepteurs dont le niveau est infe´rieur ou e´gal au sien en fassent
une. Ainsi, quand une congestion re´sulte d’une tentative d’adhe´sion a` un niveau non supporte´ par un
goulot, les re´cepteurs (se trouvant derrie`re ce dernier) non responsables de cet engorgement, suppriment la
couche re´cemment ajoute´e, sauvegardant ainsi toutes les couches acquises avant la dernie`re tentative. Pour
mettre en oeuvre cette approche, il faut que les SP d’un niveau soit un sous-ensemble de ceux du niveau
hie´rarchiquement infe´rieur.
La souscription a` un niveau supe´rieur se fait donc uniquement aux points de synchronisation, alors que
la re´siliation peut se faire a` n’importe quel moment (de´tection de perte).
3.2.2 Mode`le analytique
Pour calculer la relation entre le de´bit et le taux de perte, les de´veloppeurs de RLC ont utilise´ un mode`le
quasi stable, dans lequel le re´cepteur oscille entre deux niveaux de souscription et , et pour lequel la
destruction de la couche se fait au premier paquet perdu . Une nouvelle souscription a` ce niveau ne
pourra se faire qu’apre`s le premier point de synchronisation utile, c’est-a`-dire apre`s un intervalle de temps
complet (distance entre 2 SPs du niveau ) sans qu’il y ait de perte.
Soient :
la taille des paquets,
le nombre de paquets du niveau 0 envoye´s entre deux SPs de ce meˆme niveau.
le temps passe´ sur le niveau .
En optant pour un facteur multiplicateur valant 2 ( et ) et en supposant qu’il y a une
seule perte par cycle, on obtient un de´bit moyen vallant [7] :
ou` (5)
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qui est inversement proportionnel a` .
La re´ponse de RLC peut eˆtre ajuste´e en agissant sur les parame`tres apparaissant dans l’e´quation (5).
influence directement la vitesse de re´ponse aux changements de conditions de RLC, mais il ne peut pas
eˆtre tre`s faible car un trop faible ferait de l’algorithme un algorithme e´touffant, chose qu’on ne cherche
pas a` avoir.
Les de´veloppeurs de RLC conside`rent qu’un de l’ordre d’une seconde est une bonne valeur, car, les
valeurs communes des round-trip-times de TCP appartiennent a` l’intervalle [0.1, 1s]. (1 seconde repre´sente
le maximum “commun” du RTT de TCP). Ainsi RLC est de´veloppe´ pour eˆtre e´quitable vis-a`-vis de TCP,
quand celui-ci a un RTT valant 1 seconde.
3.2.3 L’e´quite´ fournie par RLC
RLC a e´te´ de´veloppe´ pour avoir le meˆme comportement qu’une source TCP ayant un RTT e´gal a` une
seconde. Ce qui fait de lui un protocole vulne´rable dans le cas de petits RTT (cas de petites dizaines de
millisecondes), et e´touffant quand le RTT est supe´rieur a` 1 seconde. Un autre point faible de RLC est qu’il
ope`re sur des cycles de longueursfixes en fonction du niveau d’appartenance quelle que soit la session. Ceci
implique que dans le cas de plusieurs sessions le point d’e´quilibre est un point ou` les diffe´rentes sessions
ope`rent sur des cycles e´gaux. Ce qui se traduit par le meˆme nombre de niveaux pour les diffe´rentes sessions,
mais pas par des de´bits e´gaux lorsque les couches de base ont des de´bits diffe´rents.
4 Le protocole propose´
Nous proce´derons en deux e´tapes. Un premier protocole visera essentiellement a` eˆtre TCP-Friendly. Nous
montrerons qu’il n’atteint toutefois pas l’objectif d’e´quite´ entre re´cepteurs. Nous atteindrons celui-ci en
ajoutant des points de synchronisation de fac¸on approprie´e.
4.1 La longueur des cycles
On s’est propose´ d’e´tudier le comportement d’un protocole multipoints dont les re´cepteurs ope`rent sur des
cycles de longueur e´quivalente a` (e´quation 3). Pour ce faire, chaque re´cepteur doit, selon (3) garder
son niveau pendant un temps :
(6)
avant d’ajouter une couche ( est de´fini dans la formule (4) et est la taille des paquets), et de de´truire
une couche de`s que le taux de perte est supe´rieur au seuil de la formule (2).
Un des cas les plus de´favorables est le cas de petits RTT, la source TCP a tendance a` e´touffer le trafic
controˆle´ par le re´cepteur. Une expe´rience consistant en la concurrence de TCP avec un trafic controˆle´ par
le re´cepteur ope´rant sur des cycles de longueur 2 avec sur un lien de de´lai 20 ms, donne le partage
illustre´ sur la figure 1. Le re´cepteur re´ussit a` avoir exactement le meˆme partage de la ligne que TCP.
4.2 La ne´cessite´ de coordination
Avec un protocole de la sorte nous avons re´ussi a` eˆtre TCP-Friendly, mais avons-nous re´ussi a` surmonter
les proble`mes d’interfe´rence?
A priori non, les re´cepteurs adhe`rent aux couches ou les quittent sans aucune coordination, ce qui, dans le
cas de plusieurs re´cepteurs derrie`re un meˆme goulet, peut nuire a` la convergence de ceux-ci.
Il a donc fallut penser a` un protocole qui ope`re sur des cycles de longueur (de l’e´quation 6) en coor-
donnant les diffe´rents re´cepteurs. Nous nous sommes inspire´s de RLC pour mettre au point un protocole
se basant sur les points de synchronisation pour la coordination des re´cepteurs.
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Figure 3: 2 sources 2 re´cepteurs
4.3 Le choix de la distance entre les points de synchronisation
Un re´cepteur ne tente d’adhe´rer au niveau suivant qu’a` la re´ception d’un point de synchronisation a` condi-
tion que le temps passe´ sur un niveau soit d’au moins . Donc, ces points de synchronisation ne doivent
pas eˆtre trop espace´s sinon le temps de convergence du re´cepteur risque d’eˆtre long, et pire encore si le
trafic est en compe´tition avec TCP, celui-ci montera plus vite et e´touffera notre trafic. Le choix d’une
petite distance entre les points causerait des pe´riodes de non re´action (voir section 4.4) trop fre´quentes et
conduirait a` l’effet inverse qui est loin d’eˆtre souhaite´. Donc il a fallut trouver un juste milieu. On pourrait
donner a` cette distance une valeur fixe quelle que soit la session, comme le fait RLC, et le re´cepteur a`
l’arrive´e d’un point de synchronisation adhe´rera au niveau suivant s’il a passe´ un temps supe´rieur a` . Ceci
risque de conduire, dans le cas de tre`s faibles RTT, deux sessions diffe´rentes 3 a` ope´rer sur des cycles de
meˆme longueur (car comme les adhe´sions dans les deux cas se feront apre`s ). Ce qui fournirait
une e´quite´ en terme de niveaux et non en terme de de´bit. C’est pour cette raison que nous avons choisi un
intervalle fonction du de´bit de la couche de base. Soit
cet intervalle. La figure 4 montre deux cas de monte´es dans les niveaux en mettant en e´vidence la longueur
de l’intervalle et celle du cycle . Le premier cas est celui d’un cycle relativement court par rapport a` ,
le second celui d’un cycle plus long.
Les points de synchronisation dans RLC sont conc¸us de telle manie`re que la distance entre eux gran-
disse en fonction du niveau de leur appartenance, ce qui n’est pas le cas dans le protocole que nous pro-
posons. La distance est la meˆme quel que soit le niveau. Ainsi, quand il s’agit de petits RTT le re´cepteur
pourra monter dans les niveaux a` chaque , et dans le cas inverse, celui-ci ne pourra atteindre rapidement
le niveau optimal, car sa monte´e dans les niveaux est conditionne´e par l’e´coulement d’un temps minimum
de .
3On dit de deux sessions qu’elles sont diffe´rentes si le de´bit de leur couche de base est diffe´rent.
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4.4 La machine d’e´tats
Le protocole propose´, RLS Receiver-driven Layered multicast with Synchronisation points, peut eˆtre
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Figure 5: La machine d’e´tats de RLS
Le re´cepteur recevant un point de synchronisation devra calculer le temps qu’il a passe´ sur son niveau
. Si ce temps est supe´rieur ou e´gal a` de la formule (3), le re´cepteur adhe`re au niveau supe´rieur, sinon
il reste sur son niveau et rentre dans une pe´riode de non re´action durant laquelle le re´cepteur ne re´agit pas
aux pertes. Cet intervalle de temps est ne´cessaire a` l’e´vitement de mauvaises interpre´tations. En effet, sans
la pre´sence de cette pe´riode, le sce´nario suivant est susceptible de se produire :
Soient deux re´cepteurs et derrie`re le meˆme goulot, ayant respectivement un niveau et , avec,
et le niveau maximal tole´re´ par le lien partage´. Supposons qu’a` la re´ception d’un SP le re´cepteur
ait de´ja` passe´ un temps supe´rieur ou e´gal a` 4 sur son niveau, et que le re´cepteur soit sur son
niveau depuis un temps infe´rieur a` , alors le re´cepteur fera sa tentative qui congestionnera la ligne.
Le re´cepteur sentant la congestion, re´agira en de´truisant sa couche . Cette destruction est inutile dans
la mesure ou` cette couche, toujours rec¸ue par , continuera a` passer par le lien partage´.
Si en dehors de la pe´riode de non re´action, le re´cepteur sent une perte, il calcule le taux de cette dernie`re,
qui si il est supe´rieur au seuil de´fini dans l’e´quation (2) de´truit sa couche.
Pour e´viter les chutes en cascade, apre`s une destruction de couche le re´cepteur ne re´agit plus aux pertes
pendant un certain temps. Ceci a pour but de prendre en conside´ration le temps ne´cessaire au routeur le
plus proche pour re´agir a` la demande d’e´lagage.
On pourrait se dire que dans le cas d’une congestion se´ve`re, le re´cepteur aurait tout inte´reˆt a` de´truire
plusieurs couches a` la fois au lieu d’une seule. Mais, nous pensons que vu la quantite´ de trafic TCP dans les
re´seaux, un lien qui connaıˆt une congestion se´ve`re a de fortes chances d’eˆtre traverse´ par plusieurs sessions
TCP qui diminueraient leur de´bit simultane´ment, ce qui libe´rerait la ligne et qui rendrait le retrait de plus
d’une couche inutile.
Pour calculer le round-trip-time, nous avions pense´ en un premier temps a` faire un ping au de´but de la
session et l’utiliser tout au long de l’e´change de donne´es. Cette ide´e a vite e´te´ abandonne´e car les re´sultats
de´pendraient e´norme´ment du moment de commencement. Nous avons donc opte´ pour faire un ping du
re´cepteur a` la source aux transitions A-S et D-S, et faire un lissage exponentiel. Ainsi le RTT vaut :
avec
4 = ou` est le round-trip-time du re´cepteur
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5 Simulations
Pour toutes nos expe´riences nous utilisons le simulateur de re´seau NS [5].
Un re´cepteur reste sur son niveau pendant :
ou` est un entier
ce qui revient a` dire qu’il y reste pendant :
En ajustant le et le on peut obtenir d’assez bons re´sultats mais il faut de´cider de privile´gier le cas de
petits de´lais ou grands de´lais. Suite a` plusieurs expe´riences nous avons trouve´ que la mise des parame`tres
a` 1 ( ) donne une assez bonne moyenne pour tous les cas. Les re´sultats des simulations donne´s















































Figure 7: 2 re´cepteurs RLS
5.1 Cas de plusieurs re´cepteurs
Pour faire apparaıˆtre la ne´cessite´ des points de synchronisation dont nous avons parle´ dans la section 4.2,
nous avons fait une petite expe´rience ou` on comparait les deux protocoles, avec et sans points de syn-
chronisation. Nous avons utilise´ la topologie simple de la figure 2, ou` deux re´cepteurs de diffe´rents RTT
e´taient derrie`re le meˆme goulet. Sans point de synchronisation le re´cepteur ayant le plus petit RTT pie´tine
le second. Le re´sultat est celui illustre´ a` la figure 6. Celui de la figure 7 est celui du protocole avec points
de synchronisation; chaque re´cepteur y atteint son niveau optimal sans geˆner l’autre dans sa queˆte.
5.2 RLS face a` TCP
Nous utilisons la topologie de la figure 3 (page 6) pour tester les comportements des deux trafics, avec une
source TCP et une source RLS. Nous n’illustrons ici que les cas extreˆmes5 qui teste´s avec RLM et RLC
donnaient de mauvais re´sultats. La figure 8 montre le partage de la ligne dans le cas d’un petit de´lai de
propagation et dans le cas d’un grand de´lai. Le partage de la ligne dans les deux cas est acceptable, aucun
trafic n’est e´touffe´. Donc la relation maıˆtre-esclave n’existe pas entre RLS et TCP. Dans nos simulations,
nous avons utilise´ une couche de base de de´bit 8 Kbps, avec des paquets de 1000 bytes. Ceci donnait a`
la valeur de 1 seconde. Pour la valeur de´pend du RTT6. Dans le premier cas, RTT vaut 40 ms et par suite
ms. Dans le second, RTT vaut 2 secondes et s. La relation reste la relation liant
a` .
5Par cas extreˆmes, nous entendons le cas ou` TCP commence avant l’autre trafic sur un lien a` petits de´lais de propagation, et le cas
ou` TCP commence apre`s que le re´cepteur ait atteint son optimal sur un lien a` grand de´lai.






















































Figure 9: 2 sessions diffe´rentes de RLS
Pour faire apparaıˆtre la de´pendance en fonction du de´lai de propagation nous avons effectue´ plusieurs
expe´riences ou` on ne changeait que le de´lai. Nous l’avons fait pour RLM et RLC aussi (pour plus de
re´sultats concernant RLM et RLC se re´fe´rer a` [3]). Le cycle choisi ici vaut 8 secondes. Le re´sultat est
illustre´ sur la figure 10. La courbe de RLS est celle qui ne tend pas vers ze´ro dans le cas des grands de´lais,
ce qui signifie que RLS n’est pas agressif envers TCP dans ce cas, ou` RLM et RLC e´crasent TCP. Dans le
cas inverse, c’est-a`-dire le cas des petits de´lais, RLS ne se soumet pas a` TCP.
Remarque : En choisissant les valeurs du de´bit de la couche de base et de la taille des paquets de manie`re
a` ce que le rapport soit petit, nous pouvons nettement ame´liorer les re´sultats obtenus, pour le cas des
petits de´lais. En effet, quand , la monte´e dans les niveaux est ralentie par la longueur du cycle .
5.3 Cas multi-sessions
RLC ne parvenait pas a` procurer l’e´quite´ dans le cas multi-sessions pour les raisons e´voque´es dans la
section 3.2.3. Le protocole que nous proposons, a` savoir RLS, arrive a` procurer l’e´quite´ telle qu’on la
souhaite. La figure 9 montre le partage de la ligne par deux sessions dont l’une a une couche de base
quatre fois plus grande que celle de l’autre. Pour eˆtre suˆr du comportement, nous n’avons pas lance´ les
deux sessions simultane´ment, mais avons attendu que celle a` grande couche de base ait atteint sa couche
optimale. La figure montre la destruction de la couche supe´rieure pour fournir le meilleur partage.
6 Conclusion
Dans cet article, nous avons propose´ un protocole de controˆle de congestion, pour une transmission multi-
points en couches ayant pour but d’assurer
























Figure 10: RLM, RLC et RLS en fonction des de´lais de propagation
(b) une bonne coordination entre re´cepteurs par un placement judicieux de points de synchronisation,
(c) et une e´quite´ entre sessions en terme de de´bit (plutoˆt qu’en terme de couches).
Nous avons simule´ notre protocole dans diffe´rentes situations, et les re´sultats montraient que les e´quite´s
intra et inter-sessions e´taient garanties et que l’e´quite´ envers TCP e´tait garantie a` un petit facteur pre`s.
Nous envisageons cependant d’ame´liorer encore les points suivants :
Le calcul du RTT est fait par des pings fre´quents sur la source, ce qui, dans le cas d’un grand groupe,
risque d’inonder la source. Nous pensons pouvoir utiliser les estampilles des paquets pour estimer le
RTT, ce qui re´duirait le nombre de pings faits par le re´cepteur sur la source.
Nous chercherons a` rendre le ratio de TCP sur RLS plus proche de 1, inde´pendemment des de´bits de
la couche de base et de la taille des paquets.
La machine d’e´tats peut eˆtre ame´liore´e de manie`re a` re´duire les tentatives d’adhe´sion infructueuses
en ne se basant plus uniquement sur les pertes, mais aussi sur les de´lais de bufferisation.
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