In this paper, we investigate the classes of matroid intersection admitting a solution for the problem of partitioning the ground set E into k common independent sets, where E can be partitioned into k independent sets in each of the two matroids. For this problem, we present a new approach building upon the generalized-polymatroid intersection theorem. We exhibit that this approach offers alternative proofs and unified understandings of previous results showing that the problem has a solution for the intersection of two laminar matroids and that of two matroids without (k + 1)-spanned elements. Moreover, we newly show that the intersection of a laminar matroid and a matroid without (k + 1)-spanned elements admits a solution. We also construct an example of a transversal matroid which is incompatible with the generalizedpolymatroid approach.
Introduction
For two matroids with a common ground set, the problem of partitioning the ground set into common independent sets is a classical topic in discrete mathematics. That is, extending the celebrated Kőnig's bipartite edge-coloring theorem [15] , described below, into general matroid intersection has been well discussed. Theorem 1.1 (Kőnig [15] ). For a bipartite graph G and a positive integer k, the edge set of G can be partitioned into k matchings if and only if the maximum degree of the vertices of G is at most k.
Let G = (U, V ; E) be a bipartite graph. A subset X of E is a matching if and only if it is a common independent set of two partition matroids M 1 = (E, I 1 ) and M 2 = (E, I 2 ), where I 1 (resp., I 2 ) is the family of edge sets in which no two edges are adjacent at U (resp., at V ). The maximum degree of G coincides with the minimum number k such that E can be partitioned into k independent sets of M 1 and also into k independent sets of M 2 . We then naturally conceive the following problem for a general matroid pair on the common ground set. Problem 1.2. Given two matroids M 1 = (E, I 1 ) and M 2 = (E, I 2 ) and a positive integer k such that E can be partitioned into k independent sets of M 1 and also into k independent sets of M 2 , find a partition of E into k common independent sets of M 1 and M 2 .
Matroid
Let E be a finite set. For a subset X ⊆ E and elements e ∈ E \X, e ∈ X, we denote X +e = X ∪{e} and X − e = X \ {e }. For a set family I ⊆ 2 E , a pair (E, I) is called a matroid if I satisfies (I0) ∅ ∈ I, (I1) X ⊆ Y ∈ I implies X ∈ I, and (I2) If X, Y ∈ I and |X| < |Y |, then ∃e ∈ Y \ X : X + e ∈ I.
Each member X of I is called an independent set. In particular, an independent set B ∈ I is called a base if it is maximal in I with respect to inclusion. It is known that all bases have the same size.
For a matroid M = (E, I) and a subset S ⊆ E, the restriction M |S of M to S is a pair (S, I|S), where I|S = { X | X ∈ I, X ⊆ S }. For any S ⊆ E, the restriction M |S is again a matroid.
For a matroid M = (E, I) and a positive integer k ∈ Z, we define a set family I k ⊆ 2 E by I k = { X ⊆ E | X can be partitioned into k independent sets in I } .
The following theorem is a special case of the famous matroid union theorem of Edmonds and Fulkerson [6] .
Theorem 2.1 (Edmonds and Fulkerson [6] ). For a matroid M = (E, I) and a positive integer k ∈ Z, the pair M k = (E, I k ) is a matroid.
For a matroid M = (E, I), its rank function r : 2 E → Z ≥0 is defined by r(A) = max{|X| | X ⊆ A, X ∈ I} for any A ⊆ E. Then, it is known that I = { X | ∀A ⊆ E : |X ∩ A| ≤ r(A) } holds. A subset X ⊆ E spans an element e ∈ E if r(X + e) = r(X).
For a matroid M = (E, I) with rank function r : 2 E → Z ≥0 and a positive integer k ∈ Z, we denote by r k : 2 E → Z ≥0 the rank function of M k = (E, I k ). That is, for any A ⊆ E we have r k (A) = max{|X| | X ⊆ A, X can be partitioned into k independent sets in I}.
Generalized Polymatroid
Let E be a finite set. A function b : 2 E → R ∪ {∞} is called submodular if it satisfies the submodular inequality
for any A, B ⊆ E, where the inequality is seen to hold if the left-hand side is infinite. A function
(ii) p is supermodular, b is submodular, and (iii) p and b satisfy the cross inequality
for any A, B ⊆ E, where the inequality is seen to hold if the left-hand side is infinite.
For a pair of set functions p : 2 E → R ∪ {−∞} and b : 2 E → R ∪ {∞}, we associate a polyhedron
where x(A) = { x(e) | e ∈ A }. Here, p serves as a lower bound while b serves as an upper bound of the polyhedron Q(p, b). A polyhedron P ⊆ R E is called a generalized polymatroid (for short, a g-polymatroid) if P = Q(p, b) holds for some paramodular pair (p, b). It is known [8, 10] that such a paramodular pair is uniquely defined for any g-polymatroid.
We next introduce the concept of intersecting paramodularity, which is weaker than paramodularity but still yields g-polymatroids. We say that subsets A, B ⊆ E are intersecting if none of A∩B, A\B and B \A is empty. A function b : 2 E → R∪{∞} is called intersecting submodular if it satisfies the submodular inequality for any intersecting subsets A, B ⊆ E. A function p : 2 E → R ∪ {−∞} is called intersecting supermodular if −p is intersecting submodular. A pair (p, b) is called intersecting paramodular if p and b are intersecting super-and submodular functions, respectively, and the cross inequality (1) holds for any intersecting subsets A, B ⊆ E.
The following theorem states that an intersecting-paramodular pair (p, b) defines a g-polymatroid. We say that a pair (p, b) of set functions is integral if each of b(A) and p(A) is integer or infinite for any A ⊆ E. We say that a polyhedron is integral if each of its faces contains an integral point, so for pointed polyhedra, the vertices should be integral.
In general, the intersection of two integral polyhedra P 1 and P 2 is not necessarily integral. For two integral g-polymatroids, however, the intersection preserves integrality as stated below. This fact plays a key role in our g-polymatroid approach to Problem 1.2. Theorem 2.3 (Integrality of g-polymatroid intersection [8] ). For two integral g-polymatroids P 1 and P 2 , the intersection P 1 ∩ P 2 is an integral polyhedron if it is nonempty.
As this paper studies partitions of finite sets, we are especially interested in vectors in the intersection of a g-polymatroid and the unit hypercube [0, 1] E = { x ∈ R E | ∀e ∈ E : 0 ≤ x(e) ≤ 1 }. It is known that the intersection is again a g-polymatroid.
Theorem 2.4 (Frank [8] ). For a g-polymatroid P , if P ∩ [0, 1] E is nonempty, then the intersection P ∩ [0, 1] E is again a g-polymatroid, which is, in addition, integral whenever P is integral.
Similarly to the definition of Q(p, b), for a pair of set functions p : 2 E → R ∪ {−∞} and b : 2 E → R ∪ {∞}, we associate the following set family:
The following observation is derived from Theorem 2.4. For a subset Y ⊆ E, its characteristic vector χ Y ∈ {0, 1} E is defined by χ Y (e) = 1 for e ∈ Y and χ Y (e) = 0 for e ∈ E \ Y . 
Generalized-Polymatroid Approach
In this section, we exhibit some cases of matroid intersection for which a solution of Problem 1.2 can be constructed by utilizing the g-polymatroid intersection theorem (Theorem 2.3). In Section 3.1, we describe a general method to apply Theorem 2.3 for solving Problem 1.2. In Section 3.2, we use this method to prove an extension of Theorem 1.1 to the intersection of two laminar matroids, a special case of intersection of two strongly base orderable matroids [3] . In Section 3.3, we utilize this method for alternative proofs for two classes of matroid intersection due to Kotlar and Ziv [16] . Finally, in Section 3.4, we present a new class of matroid intersection for which Problem 1.2 admits a solution: intersection of a laminar matroid and a matroid in Kotlar and Ziv's classes.
General Method
With the notations introduced in Section 2.1, now Problem 1.2 is reformulated as follows.
Problem 1.2 (reformulated). Given matroids
Our general method to solve Problem 1.2 is to find X ∈ I 1 ∩ I 2 such that E \ X ∈ I k−1 1
with the aid of g-polymatroid intersection, replace E and k with E \ X with k − 1, respectively, and iterate. The following proposition, which can be proved by combining Theorems 2.2-2.4 and Lemma 2.5, shows a necessary condition that this method can be applied.
2 ) be matroids and k ∈ Z be a positive integer with
for each i = 1, 2, then there exists a subset X ⊆ E such that X ∈ I 1 ∩ I 2 and E \ X ∈ I k−1 1
, and hence is nonempty. Then, by combining Theorems 2.2-2.4, we obtain that
E is an integral nonempty polyhedron, and hence it contains a (0, 1)-vector y. Let Y ⊆ E be the set satisfying
In order to use our method, M 1 and M 2 should belong to a class of matroids in which each member M = (E, I) with E ∈ I k admits an integral intersecting-paramodular pair (p, b) satisfying (2) and the restriction M |(E \ X) with any X ∈ F(p, b) belongs to this class again with k replaced by k − 1. In the subsequent subsections, we show that the class of laminar matroids and the two matroid classes in [16] have this property. Remark 3.2. An advantage of our approach is that there is no constraint straddling the two matroids M 1 and M 2 . In other words, our approach can deal with any pair of matroids such that each of them admits an intersecting-paramodular pair required in Proposition 3.1. This makes a contrast with some previous works [3, 16] , which assume that the two matroids are in the same matroid class. Indeed, utilizing this fact, we provide a result (Theorems 3.15 and 3.16) that is not included in previous works.
Remark 3.3. Each iteration step (and hence the total computation) in the above argument can be executed in polynomial time in the following manner. Suppose that M 1 = (E, I 1 ) and M 2 = (E, I 2 ) satisfy all the assumptions in Proposition 3.1 and the membership oracles of I 1 and I 2 are provided.
is reduced to generalizedmatroid intersection [10, 24] . To solve this, we need a membership oracle and some member of
}, we can find some member of F(p i , b i ) by Edmonds' matroid partition algorithm [4] . By the same algorithm, we can also simulate a membership oracle of I k−1 , and hence of F(p i , b i ) efficiently.
Intersection of Two Laminar Matroids
In this section, we prove that Problem 1.2 is solvable for laminar matroids by our generalizedpolymatroid approach. Since a laminar matroid is a generalization of a partition matroid, this extends the bipartite edge-coloring theorem of Kőnig [15] . On the other hand, since a laminar matroid is strongly base orderable, this proof amounts to another proof for a special case of strongly base orderable matroids by Davies and McDiarmid [3] .
We first define the concept of laminar matroids. A subset family A of a finite set E is called
be a laminar family and q : A → Z ≥0 be a capacity function. Let I be a family of subsets X satisfying all capacity constraints, i.e.,
Then it is known that (E, I) is a matroid, which we call the laminar matroid induced from A and q.
It is known that a laminar matroid is a special case of a strongly base orderable matroid [2] . [3] ). For laminar matroids M 1 = (E, I 1 ) and M 2 = (E, I 2 ) and a positive integer k such that E ∈ I k 1 ∩ I k 2 , there exists a partition {X 1 , X 2 , . . . , X k } of E such that X j ∈ I 1 ∩ I 2 for each j = 1, 2, . . . , k.
In the rest of this subsection, we present an alternative proof for this theorem via the generalizedpolymatroid approach. We first observe some properties of laminar matroids. It is known and can be easily observed that the class of laminar matroids is closed under taking restrictions. Lemma 3.6. Let M = (E, I) be a laminar matroid induced from a laminar family A and a capacity function q : A → Z ≥0 . Then for any subset S ⊆ E, the restriction M |S of M to S is a laminar matroid induced from a laminar family A S := { A ∩ S | A ∈ A } and a capacity function q S :
The next lemma states that, if M = (E, I) is a laminar matroid, then M k = (E, I k ) is also a laminar matroid.
Lemma 3.7. Let M = (E, I) be a laminar matroid induced from a laminar family A and a capacity function q : A → Z ≥0 . Then for a positive integer k, the matroid M k = (E, I k ) is a laminar matroid defined by
Proof. We show that, for any X ⊆ E, there exists a partition
The necessity is clear, because each Y j satisfies |Y j ∩ A| ≤ q(A) for any A ∈ A. For the sufficiency, suppose |X ∩ A| ≤ k · q(A) for any A ∈ A. Let X = {e 1 , e 2 , . . . , e |X| } (i.e., give indices for the elements in X), so that for all A ∈ A the elements in X ∩ A have consecutive indices. This can be done easily because A is a laminar family 1 . For each j ∈ {1, 2, . . . , k}, let Y j = { e ∈ X | = j mod k }. Then, {Y 1 , Y 2 , . . . , Y k } is a partition of X, and, for each Y j and A ∈ A, we have |Y j ∩ A| ≤ |X ∩ A|/k by the definition of the indices. Because |X ∩ A| ≤ k · q(A), this implies |Y j ∩ A| ≤ q(A) for all A ∈ A. Thus, we have Y j ∈ I for each j ∈ {1, 2, . . . , k}.
The next lemma provides an integral intersecting-paramodular pair (p, b) satisfying the condition in Proposition 3.1 for a laminar matroid.
Lemma 3.8. Let M = (E, I) be a matroid induced from a laminar family A and a function q : A → Z ≥0 and suppose E ∈ I k for a positive integer k. Define p : 2 E → Z ∪ {−∞} and
where p(B) = −∞, b(B) = ∞ for all B ∈ 2 E \A. Then (p, b) is an integral intersecting-paramodular pair satisfying F(p, b) = { X ⊆ E | X ∈ I, E \ X ∈ I k−1 }.
Since A is laminar, AX is also laminar. Let T be a tree representation of AX , i.e., the node sets of T is AX and a node A is a child of A if A A and there is no A with A A A . Then each leaf is the singleton of an element in X. Let X = {e1, e2, . . . , e |X| } so that the indices represent the order in which the corresponding leaves are found in depth-first search from the root node X. These indices satisfy the required condition.
Proof. Since A is laminar and the values of p and b are finite only on A, there is no intersecting pair of subsets of E both of which have finite function values. Thus, (p, b) is trivially intersecting paramodular.
For any X ⊆ E, the condition ∀A ∈ A : |X ∩ A| ≥ p(A) = |A| − (k − 1) · q(A) is equivalent to ∀A ∈ A : |(E \ X) ∩ A| ≤ (k − 1) · q(A), and hence equivalent to E \ X ∈ I k−1 by Lemma 3.7. Also, ∀A ∈ A : |X ∩ A| ≤ b(A) = q(A) is equivalent to X ∈ I. Thus we have X ∈ F(p, b) if and only if X ∈ I and E \ X ∈ I k−1 hold. Now we show that Problem 1.2 can be solved for any pair of laminar matroids using the generalized-polymatroid approach.
Proof of Theorem 3.5. We show the theorem by induction on k. The case k = 1 is trivial. Let k ≥ 2 and suppose that the statement holds for k −1. By Lemma 3.8, for each i = 1, 2, there exists an integral intersecting-paramodular pair (
Then, by Proposition 3.1, there exists X ∈ I 1 ∩ I 2 satisfying E \ X ∈ I k−1 1
. By Lemma 3.6, the restrictions M 1 := M 1 |(E \ X) and M 2 := M 2 |(E \ X) are laminar. Therefore, by the induction hypothesis, E \ X can be partitioned into k − 1 common independent sets of M 1 and M 2 , and hence of M 1 and M 2 . Thus, E can be partitioned into k common independent sets.
Intersection of Two Matroids without (k + 1)-Spanned Elements
Let M = (E, I) be a matroid and k be a positive integer. Recall that an element e ∈ E is said to be k-spanned in M if there exist k disjoint sets spanning e (including the trivial spanning set {e}).
Consider a class of matroids such that no element is (k + 1)-spanned. Kotlar and Ziv [16] provided two cases for which Problem 1.2 admits solutions. Theorem 3.9 (Kotlar and Ziv [16] ). Let M 1 = (E, I 1 ) and M 2 = (E, I 2 ) be two matroids with rank functions r 1 and r 2 and suppose r 1 (E) = r 2 (E) = d and |E| = k · d. If no element of E is (k + 1)-spanned in either M 1 or M 2 , then E can be partitioned into k common bases. Theorem 3.10 (Kotlar and Ziv [16] ). Let M 1 = (E, I 1 ) and M 2 = (E, I 2 ) be two matroids. If no element of E is 3-spanned in either M 1 or M 2 , then E can be partitioned into two common independent sets.
Note that, in Theorems 3.9 and 3.10, the condition E ∈ I k 1 ∩ I k 2 is not explicitly assumed. However, it can be easily proved by induction on |E|.
Lemma 3.11 (Kotlar and Ziv [16]). If no element of a matroid
We provide unified proofs for Theorems 3.9 and 3.10 via the generalized-polymatroid approach, by constructing integral paramodular pairs satisfying (2) in Proposition 3.1. We first show that the cross-inequality condition, which is required for paramodularity, is equivalent to a seemingly weaker condition.
Lemma 3.12. A pair (p, b) of set functions satisfies the cross inequality (1) for any A, B ⊆ E if and only if it satisfies the following inequality for every pair of disjoint subsetsÃ,B ⊆ E and an element e ∈ E \ (Ã ∪B):
Proof. The necessity is obvious, since (3) is obtained by substituting A =Ã + e and B =B + e into (1). For sufficiency, we show (1) for arbitrary A, B ⊆ E under the assumption of (3). Let A ∩ B = {e 1 , e 2 , . . . , e m } where m = |A ∩ B| and defineÃ = (A \ B) ∪ {e 1 , e 2 , . . . , e −1 } and B = (B \ A) ∪ {e +1 , e +2 , . . . , e m } for each ∈ {1, 2, . . . , m}. ThenÃ andB are disjoint and e ∈ E \ (Ã ∪B ), and hence we have b(Ã + e ) − b(Ã ) ≥ p(B + e ) − p(B ) for = 1, 2, . . . , m.
As we haveÃ 1 = A \ B,Ã m + e m = A,B 1 + e 1 = B, andB m = B \ A, it follows that
Thus, A and B satisfy the cross inequality (1).
Lemma 3.12 states that, the range of the subsets A, B ⊆ E in the cross inequality (1) can be narrowed so that |A ∩ B| = 1. This characterization of paramodularity is of independent interest and somewhat similar to the fact that submodularity is characterized by the local submodularity (see, e.g., [21, Theorem 44.1]) or the diminishing return property (see, e.g., [22, 23] ). We also remark that the submodularity of p and the supermodularity of b are not assumed in Lemma 3.12.
Now an integral paramodular pair satisfying the condition in Proposition 3.1 is constructed as follows.
Lemma 3.13. Let M = (E, I) be a matroid with rank function r : 2 E → Z ≥0 . For a positive integer k, suppose that no element is
Proof. It directly follows from the definitions of p and b that (i) p(∅) = b(∅) = 0, (ii) p is supermodular, b is submodular. Then, to prove that (p, b) is paramodular, it remains to show the cross inequality (1) for any A, B ⊆ E. By Lemma 3.12, it suffices to show (3) for any disjointÃ,B ⊆ E and an element e ∈ E \ (Ã ∪B), where (3) is rephrased as follows by the definitions of p and b:
Take a maximal independent set X of M subject to X ⊆Ã and a maximal independent set Y of M k−1 subject to Y ⊆B. It is sufficient to show X +e ∈ I or Y +e ∈ I k−1 , because they respectively imply r(Ã + e) ≥ r(Ã) + 1 or r k−1 (B + e) ≥ r k−1 (B) + 1. Note that Y ∈ I k−1 can be partitioned
Because no element is (k + 1)-spanned in M , it follows that e is not spanned by at least one of X, Y 1 , Y 2 , . . . , Y k−1 . Note that Y j + e ∈ I for some j implies Y + e ∈ I k−1 by the definition of I k−1 . We then have X + e ∈ I or Y + e ∈ I k−1 . Thus, the paramodularity of (p, b) is proved. We next show F(p, b) = { X ⊆ E | X ∈ I, E \ X ∈ I k−1 }. For any X ⊆ E, the condition ∀A ⊆ E : |X ∩ A| ≥ p(A) = |A| − r k−1 (A) is equivalent to ∀A ⊆ E : |(E \ X) ∩ A| ≤ r k−1 (A), and hence equivalent to E \ X ∈ I k−1 . Also, ∀A ⊆ E : |X ∩ A| ≤ b(A) = r(A) is equivalent to X ∈ I. Thus we have X ∈ F(p, b) if and only if X ∈ I and E \ X ∈ I k−1 hold. Combining Lemmas 3.11, 3.13 and Proposition 3.1 yields the following proposition.
Proposition 3.14. Let M 1 = (E, I 1 ) and M 2 = (E, I 2 ) be two matroids. If no element of E is (k + 1)-spanned in either M 1 or M 2 , then there exists a subset X ⊆ E such that X ∈ I 1 ∩ I 2 and E \ X ∈ I k−1 1
Using this proposition, we can provide unified proofs for Theorems 3.9 and 3.10.
Proof of Theorem 3.9. By Proposition 3.14, there is X ∈ I 1 ∩ I 2 with E \ X ∈ I k−1 1
. Because r 1 (E) = r 2 (E) = d and |E| = k · d, the subsets X and E \ X should be common bases of (M 1 , M 2 ) and (M
), respectively. For each matroid M i (i = 1, 2), since every element in E \ X is spanned by X but not (k + 1)-spanned, we see that no element in E \ X is k-spanned in M i |(E \ X). Thus, X ∈ I 1 ∩I 2 and restrictions M 1 |(E \X) and M 2 |(E \X) satisfy the assumption of Theorem 3.9 with k replaced by k − 1. By induction, E \ X can be partitioned into k − 1 common independent sets. Thus, the proof is completed Proof of Theorem 3.10. By just applying Proposition 3.14 with k = 2, we obtain a common independent set X ∈ I 1 ∩ I 2 satisfying E \ X ∈ I 1 ∩ I 2 . Thus, the proof is completed
The original proofs for Theorems 3.9 and 3.10 [16] have no apparent relation. For these two theorems, we have shown unified proofs by our generalized-polymatroid approach. This offers a new understanding of the conditions in Theorems 3.9 and 3.10: they are nothing other than conditions under which our induction method works.
Intersection of a Laminar Matroid and a Matroid without (k + 1)-Spanned Elements
As mentioned in Remark 3.2, our g-polymatroid approach does not require the two matroids to be in the same matroid class, and thus can deal with an arbitrary pair of matroids which have appeared in this section. That is, we can obtain a solution of Problem 1.2 for a new class of matroid intersection, i.e., the intersection of a laminar matroid and a matroid without (k + 1)-spanned elements. The following theorems can be immediately derived from combining the proofs of Theorems 3.5, 3.9, and 3.10.
Theorem 3.15. Let k be a positive integer, M 1 = (E, I 1 ) be a laminar matroid such that E ∈ I k , and M 2 = (E, I 2 ) be a matroid with rank function r 2 such that |E| = k · r 2 (E) and no element is (k + 1)-spanned in M 2 . Then, there exists a partition {X 1 , X 2 , . . . , X k } of E such that X j ∈ I 1 ∩ I 2 for each j = 1, 2, . . . , k.
Theorem 3.16. Let M 1 = (E, I 1 ) be a laminar matroid such that E ∈ I 2 and M 2 = (E, I 2 ) be a matroid with rank function r 2 such that |E| = 2 · r 2 (E) and no element is 3-spanned in M 2 . Then, there exists a partition {X 1 , X 2 } of E such that X 1 , X 2 ∈ I 1 ∩ I 2 .
Example Incompatible with the G-polymatroid Approach
As mentioned before, the class of strongly base orderable matroids admits a solution for Problem 1.2 [3] , and our g-polymatroid approach can deal with laminar matroids, a special class of strongly base oderable matroids. Hence we expect that the g-polymatroid approach can be applied to strongly base orderable matroids. In this subsection, however, we exhibit its difficulty by constructing an example of a transversal matroid, another simple special case of a strongly base orderable matroid, which admits no intersecting-paramodular pair required in Proposition 3.1. For a bipartite graph G = (E, F ; A) with color classes E, F and edge set A, let I be a family of subsets X of E such that G has a matching that is incident to all elements in X. Then it is known that (E, I) is a matroid [6] , which we call the transversal matroid induced from G.
Example 4.1. Let E = {e 1 , e 2 , e 3 , e 4 , e 1 , e 2 , e 3 , e 4 } and G be a bipartite graph with color classes E and F . Figure 1 depicts G, where the white and black nodes represent E and F , respectively. Let M = (E, I) be the matroid induced by G. Observe that there exists a matching between {e 1 , e 2 , e 3 , e 4 } and F , implying that the rank of M is four. We show that transversal matroids are incompatible with our g-polymatroid approach by proving that the transversal matroid M in Example 4.1 admits no intersecting-paramodular pair (p, b) satisfying F(p, b) = { X ⊆ E | X ∈ I, E \ X ∈ I k−1 }, i.e., we cannot use Proposition 3.1 for M . For this purpose, we prepare the following fact (see e.g., [9, 17, 18] ). I) given in Example 4.1, there is no integral intersecting-paramodular pair (p, b) satisfying F(p, b) = { X ⊆ E | X ∈ I, E \ X ∈ I k−1 } with k = 2, while E can be partitioned into two independent sets in M .
Proof. The latter statement is obvious: E can be partitioned into two bases {e 1 , e 2 , e 3 , e 4 } and {e 1 , e 2 , e 3 , e 4 }.
Suppose to the contrary that F(p, b) = { X ⊆ E | X ∈ I, E \ X ∈ I } holds for some integral intersecting-paramodular pair (p, b). By Lemma 4.2, then J := F(p, b) = { X ⊆ E | X ∈ I, X ∈ I } satisfies (J1) and (J2), where X denotes E \ X.
Let X := {e 1 , e 2 , e 1 , e 2 } and Y := {e 3 , e 4 , e 1 , e 2 }. We can observe X, X, Y, Y ∈ I, and hence X, Y ∈ J . Since X + e 3 ∈ J and X \ Y = {e 1 , e 2 }, by (J1), X + e 3 − e 1 ∈ J or X + e 3 − e 2 ∈ J must hold. However, it holds that X + e 3 − e 1 = {e 2 , e 3 , e 1 , e 2 } ∈ I, implying X + e 3 − e 1 ∈ J , and it also holds that X + e 3 − e 2 = {e 2 , e 4 , e 3 , e 4 } ∈ I, implying X + e 3 − e 2 ∈ J , a contradiction.
Conclusion
In this paper, we have presented a new approach based on the generalized-polymatroid intersection theorem [8] to the problem of partitioning the common ground set of two matroids into common independent sets. This approach is an extension of the polyhedral proof for Kőnig's bipartite edge-coloring theorem [15] , and is known to be successful for supermodular coloring [24] . We have exhibited that the generalized-polymatroid approach can provide alternative proofs and unified understandings for some extensions of Kőnig's theorem for laminar matroids, which form a special class of strongly base orderable matroids [3] , and for the two classes of matroids without (k + 1)-spanned elements [16] . Then we have shown a new class of matroid intersection for which Kőnig's theorem can be extended: intersection of a laminar matroid and a matroid in the classes of [16] . We have also shown that the generalized-polymatroid approach does not work for some transversal matroid, which is also a special case of a strongly base orderable matroid.
A key ingredient of our approach is Proposition 3.1: certain integral intersecting-paramodular pairs enable us to find a desired partition by induction. An advantage of this approach is that it does not require the two matroids to belong to the same class of matroids, which has enabled us to attain a new extension of Kőnig's theorem by combining the previous results. While the problem is still challenging, our approach suggests a new way to obtain new classes of matroid intersection admitting an extension of Kőnig's theorem by finding such integral intersecting-paramodular pairs.
