This paper presents a numerical method for deriving a symplectic state transition matrix for high-fidelity Earth orbits subject to non-dissipative perturbation forces. By taking advantage of properties of Hamiltonian systems, this method provides an exact solution space mapping of linearized orbital dynamics, preserving the symplectic structure that all Hamiltonian systems should possess by nature. This method can be applied to accurate, yet computationally efficient dynamic filters, long-term propagations of the motions of formation flying spacecraft and the eigenstructure analysis of N-body dynamics, etc., when the exact structure-preserving property is crucial. We show the derivation of the numerical method of symplectic state transition matrix, and apply it to Earth orbits with perturbation forces based on real ephemerides. These numerical examples reveal that this method shows improvements in preserving the structural properties of the state transition matrix, and in the computational efficiency compared to the conventional linear state transition matrix with Euler or Runge-Kutta integration.
Introduction
This paper presents a numerical method for deriving a symplectic state transition matrix for Hamiltonian dynamical systems. The symplectic property is a fundamental geometrical structure of any Hamiltonian system, and many important features of Hamiltonian systems, such as energy and angular momentum preservation, manifold structures, and eigenstructures are strongly related to the symplectic property. Such geometrical structures can be contained and preserved in the numerical solutions, if this symplectic property is properly implemented in the numerical method of solving the Hamiltonian systems. Since conventional integration methods such as Euler and Runge-Kutta do not have such a property, additional treatments or completely different formulations are required to realize such a geometrically true integration.
Simo et al. 1) and Kane et al. 2) provide the conditions for the preservation of momentum, energy and symplecticity in the context of a variational integrator. The variational integrator provides a systematic way of constructing the structure-preserving numerical integrator, by directly discretizing Hamilton's principle rather than the equations of motion. 3, 4) It is also possible to add the symplecticitypreserving property to the conventional Runge-Kutta integrator. 5, 6) The symplectic integrator theory has also been developed and widely used in the field of quantum mechanics and astronomy. [7] [8] [9] In contrast with these studies, this paper focuses on linearized Hamiltonian systems, and derives the numerical method of the symplectic transition matrix (which we abbreviate as ''Numerical-SSTM''.) Distinct from existing symplectic integrators, which provide the state vector-to-state vector mapping between different times, the scheme derived in this paper provides the mapping between a whole range of linear solution spaces between two different times.
Recently, the concept of formation flying has gathered wide interest, and many methods of solving accurate relative orbital dynamics have been developed through development of formation flight technologies. However, most of these studies focus on how precisely the perturbation and nonlinear terms can be incorporated into the state transition matrix. [10] [11] [12] [13] [14] Only a few exceptions exist, one of which is by Imre et al., 15) and proposes a symplectic and computationally efficient numerical integrator for relative orbital dynamics, but does not focus on utilization of the state transition matrix.
The Numerical-SSTM described here contributes to this field by providing a physically exact structure of relative orbital dynamics. Since the derivation does not impose any restrictions on the form of the potential function, it is applicable to any non-dissipative perturbation force. It is also possible to incorporate dissipative perturbations, but in such cases, the structure-preserving property is not expected, because it is no longer a Hamiltonian system. We believe that this scheme can be applied to accurate, yet computationally efficient dynamic filters, long-term formation flight dynamics, and eigenstructure/manifold studies of N-body dynamics.
We have previously proposed a general scheme for Numerical-SSTM. 16 ) This paper describes applications of Ó 2010 The Japan Society for Aeronautical and Space Sciences that scheme to fully perturbed Earth orbits are described in detail. The formulations specific to perturbed Earth orbits are shown and the performance is compared with the conventional state transition matrix/integrator-combinations for several typical Earth orbits subject to higher-order geopotential terms and the third-body effect of the sun and the moon. Let us start from a Lagrangian with a general potential Uðq; tÞ, written as:
Derivation of
where q; t are the generalized coordinates and time, respectively. Hamilton's principle requires the action integral, which is the path integral of the Lagrangian along a timeparameterized trajectory, to be stationary, that is:
Solving Eq. (2) results in the Euler-Lagrange equation. If we introduce a generalized momentum p, defined by:
and introduce the Legendre transformation:
we finally obtain Hamilton's equation for continuous space;
Equation (5) can be rewritten in the following compact form:
where, J is given by
0 and 1 are a 3 Â 3 null and identity matrix, respectively. Note that J has the following special properties:
If we denote by Èðt; t 0 Þ, the state transition matrix for Eq. (6), it satisfies:
The state transition matrix Èðt; t 0 Þ is known to be a symplectic matrix, i.e. one that satisfies the relation:
Indeed, this can be proved by putting Ä ¼ È T JÈ and differentiating by t. Taking into account the relations in Eq. (8), we get:
Since Èðt 0 ; t 0 Þ T JÈðt 0 ; t 0 Þ ¼ J, we obtain Eq. (10). It can easily be derived from Eq. (8) and Eq. (10) that, if È 1 and È 2 are symplectic, then È 1 È 2 is also symplectic. Also we can get the following symplectic inverse formula from these equations:
These properties are important mathematical structures and useful for practical numerical computations when using a symplectic state transition matrix. Let and denote the eigenvalue and eigenvector of the state transition matrix È, respectively. They satisfy,
È ¼ ð13Þ
From Eq. (8) and Eq. (10), we get:
where T J and À1 are seen to be the left eigenvector and eigenvalue of È, respectively. Therefore, if È is a real matrix, and if one of the eigenvalues is , then À1 , " , " À1 are also eigenvalues of È. ( " is the conjugate of .) Therefore, we finally get:
which indicates that the determinant (which is equivalent to the product of all eigenvalues) of a symplectic matrix is always one.
Derivation of numerical-SSTM through fractal decomposition
Hamilton's equation Eq. (5) can be rewritten formally as;
whereĤ H is a Lie operator defined using Poisson's bracket fÃ; Ãg by:
The solution to Eq. (16) where exp indicates the matrix exponential. Since the Hamiltonian is the sum of the kinetic energy and the potential energy;
the Hamiltonian operator is also the sum of two operators. Thus, Eq. (18) becomes:
Although expðÁtĤ HÞ in Eq. (18) cannot be calculated analytically, analytical expressions of expðÁtK KÞ and expðÁtÛ UÞ can be obtained individually through the definition of the Lie operator Eq. (17). They are:
In Eq. (22), the force term is linearized about the nominal trajectory q ¼ q 0 as:
and Áq is redefined as q.
There are numerous ways to decompose expðÁtĤ H Þ into expðÁtK KÞ and expðÁtÛ U Þ. Among them, one that is especially useful for practical state transition matrix expressions is a ''fractal decomposition,'' which decomposes the Hamiltonian exponential operator into a time-reversible set of kinetic and potential operators with a simple recursive procedure. 8, 9) The second-order fractal decomposition of a general matrix exponential function can be obtained as follows;
Using Eqs. (21) and (22) and this formula, the second order fractal decomposition of expðÁtĤ HÞ, denoted by S 2 , can be obtained as: 
Relation to variational integrator
Since the symplectic integration theory is closely related to the theory of variational integrator, the symplectic map Eq. (25) can also be formulated through the variational integrator theory. It also provides a clearer view about the mathematical structure of the symplectic map.
The variational integrator derivation is based on direct discretization of the derivation process of Hamilton's equation (Eqs. (1)- (5),) rather than discretizing continuous equations of motion.
Writing a discrete Lagrangian in the following form;
where Lðq; p; tÞ is a Lagrangian in continuous space, L k is the corresponding discrete Lagrangian, and k is a time step index. 2 ½0; 1 is a discretization parameter. The discretized process of action integral yields:
where we define U k ¼ Uðq k ; t k Þ for simplicity. On the other hand, p k and q k are related by:
Hence, from Eqs. (35), (36) and Eq. (23), we obtain: 
The mapping matrix in Eq. (37) is symplectic for arbitrary potential only when ¼ 0; 1. To match to the mapping matrix in Eq. (25), we find a two-step procedure by splitting the state mapping into two equal time steps, first applying ¼ 0, and second ¼ 1; 25) is also symplectic. In addition, we see that the splitting process we used results in second-order accuracy in terms of time propagation, because applying ¼ 0 and then ¼ 1 is equivalent to alternatively applying backward and forward differentials. Indeed, for a general function f ðtÞ to apply this sequence becomes;
which corresponds to calculating the second-order Taylor expansion about time. Thus, the symplectic map Eq. (25) is proved to be consistent with the Hamiltonian system, and provides secondorder-accurate time propagation while conserving exact symplecticity.
3. Performance of Numerical-SSTM on Earth Orbits 3.1. Formulations of numerical-SSTM for perturbed earth orbits To obtain the Numerical-SSTM for Earth orbits, the second derivative of the potential function is required. Let us consider hereafter that the orbit is subject to the pointmass gravity of the Earth, higher-order geopotential terms and the third body-effect from the sun and the moon.
The potential function can be written as follows: 
where the first term is the point-mass gravity of the primary body (the Earth), and the second term is the effect of the i-th celestial body such as the sun and the moon, where i and R i are the gravity constant and the position vector of the i-th body, and the third term is the higher order potential of the Earth expressed with standard notations 17) ( " P P nm is the normalized Legendre polynomial of degree n and order m, and " C C nm , " S S nm are the associated harmonic coefficients. ; are the longitude and geocentric latitude of the position r, both of which are the functions of r and t.)
The second derivative of the first and the second terms in Eq. (40) 
The derivation of the second derivative of the geopotential term U ðPÞ ðr; tÞ requires lengthy manipulations, although the derivation procedure itself is straightforward. The outline of the derivation is provided in the Appendix.
To obtain the calculated values of Eq. (41), a set of timetagged state vectors of a reference trajectory is required. From Eqs. (25)-(29), the time for the sampling interval of state vectors is not necessarily constant, and the sampling sequence may proceed forward and backward along the time axis. Therefore, we prepare a set of state vectors at a constant time interval calculated by a high-fidelity orbit propagator, and the spline interpolation is used to sample state vectors at arbitrary times.
Computational efficiency of numerical-SSTM
To evaluate the characteristics of the Numerical-SSTM, the following five combinations of the state transition matrix and integration schemes are prepared: EUL : Linear state transition matrix (Eq. Table 1 . Figures 1 and 2 show the result of comparison of the integration accuracy performance for each linear mapping scheme. Figure 1 shows the integration accuracy performance with respect to the integration step size at 10 orbital revolutions from the initial time. Figure 2 shows the time history of the integration accuracy performance with the step size set to give identical computational times for each routine. The LEO case in Table 1 is used to generate these figures with a two-body dynamics formulation (i.e. only U ðEÞ is used.) The positional error is calculated for two satellites flying in formation (leader and follower.) The leader is supposed to fly along the reference orbit, and the follower's orbit has the same orbital parameters except for eccentricity so that the follower is located 100 m from the leader along the semimajor axis at apogee (the leader and follower have identical orbital period.) Only a time propagation process (matrix multiplication process) of each state transition matrix is taken into account for the computational time measurement in Fig. 2 , and the step size achieved for each scheme is shown in the bottom of Fig. 2 . where EðtÞ, ÁrðtÞ are the orbital energy and the relative position of the follower satellite, obtained from each state transition matrix integration scheme, and E real , Ár real ðtÞ are the ones calculated by a high-precision orbit propagator (no approximations, no linearizations.) The energy error and position error are normalized by the constant initial values E real and Ár real ð0Þ. Figures 1 and 2 clearly show the advantages of the Numerical-SSTM scheme. They are summarized as follows:
. Symplecticity: SYMP1, SYMP3 and SYMP5 are the best and comparable. . Energy conservation: RK4, SYMP3 and SYMP5 are the best and comparable. . Positional error: RK4, SYMP3 and SYMP5 are the best and comparable. As discussed in Section 2, the order of precision of the Numerical-SSTM only affects the accuracy of the temporal propagation of the state transition matrix. But the symplectic structure itself is always preserved regardless of the order of precision. Therefore the symplecticity error for all the symplectic schemes shown in Fig. 1 left is due only to the truncation error, resulting in flat or slightly positive slopes except for the SYMP1 result with step sizes less than 100 div/rev. This exception occurs due to divergence of the numerical integration. Indeed, from Fig. 1 , the positional error for the corresponding range of the SYMP1 result exceeds 100%. Thus, it can be said that the analytically derived properties of the Numerical-SSTM and the numerical results are consistent.
As a result, the symplectic scheme is characterized to have very high accuracy in terms of symplecticity, which cannot be attained by the conventional linear state transition matrix method. For energy and positional error, the symplectic method provides almost the same performance as RK4, but with larger integration step size. SYMP5 does not increase the accuracy compared to SYMP3. This is because, as seen from the symplecticity performance in Fig. 2 , SYMP3 almost reaches the double precision ($10 À16 ) of software at the initial time, and there is little room for accuracy improvement by SYMP5 and higherorder methods. 3.3. Performance of numerical-SSTM for earth orbits with full perturbations The performance of Numerical-SSTM is evaluated using real ephemerides of the Earth, sun and moon. The Earth gravity potential is also implemented up to 10th degree and 10th order (n ¼ 10, m ¼ 10). The orbit used for the simulation is the GTO case in Table 1 , and the step size of integrations is fixed to 1000 div/rev for all the cases. Figure 3 shows the results. The determinant of symplectic matrix is always 1, and the deviation of the determinant of state transition matrices from 1 is plotted on the middle graph of Fig. 3 . From these figures, the symplecticity and determinant error are kept quite low for SYMP1, SYMP3 and SYMP5 compared to EUL and RK4. SYMP3 and SYMP5 achieve as low positional error as RK4, as with the two-body simulations in Section 3.2. Since real ephemerides are used, the potential function is an explicit function of time. Hence, energy conservation is not expected in this case. Figure 4 shows the simulation results of SYMP3 for all test cases in Table 1 with different integration step size. The error in these three graphs is evaluated at 10rev from the initial time. The symplecticity is kept low regardless of the orbit type. This is because the exact symplecticity is guaranteed analytically and the cause of the symplecticity error is only due to truncation error of the numerical computation. We can also see that the truncation error is dominant from the fact that symplecticity error increases as step size decreases. This is because for a smaller step size, more matrix-product operations must be performed to propagate the state transition matrix, increasing the truncation error.
As we obtain a highly accurate symplecticity, the determinant error is also kept very low, as is seen from the middle graph in Fig. 4 .
The HEO case seems to be valid only when the step size is 10000 div/rev or denser. This is because constant step sizes are applied for these simulations, and less than 10000 div/rev is insufficient to capture the trajectory along HEO. One of the computationally more efficient ways to obtain accurate results is to use adaptive step size control, which this Numerical-SSTM can accommodate without major modifications.
Conclusions
This paper presents a numerical method of deriving the symplectic state transition matrix (Numerical-SSTM) for general Hamiltonian systems. The Numerical-SSTM holds symplectic structure-preserving property and timereversible property, and can be obtained to an arbitrary order of precision. The Numerical-SSTM was applied to Earth orbits under two-body dynamics and full-perturbation environment. The numerical evaluations reveal that this scheme Aug. 2010 Y. TSUDA and D. J. SCHEERES: Numerical Method of Symplectic State Transition Matrixcan achieve a very accurate structure-preserving property with less computational load compared to the conventional linear state transition matrix with conventional integration schemes, such as Euler and Runge-Kutta. These results indicate that the Numerical-SSTM is useful for application to Earth orbits when fast computation of a highly accurate state transition matrix is required, and the structure-preserving property of the state transition matrix is especially crucial.
