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Abstract. In the last years, the control of online user
generated content is becoming a priority, because of the
increase of online aggressiveness and hate speech legal
cases. Considering the complexity and the importance
of this issue, this paper presents an approach that
combines the deep learning framework with linguistic
features for the recognition of aggressiveness in Mexican
tweets. This approach has been evaluated relying on
a collection of tweets released by the organizers of
the shared task about aggressiveness detection in the
context of the Ibereval 2018 evaluation campaign. The
use of a benchmark corpus allows to compare the
results with those obtained by Ibereval 2018 participant
systems. However, looking at the achieved results,
linguistic features seem not to help the deep learning
classification for this task.
Keywords. Deep learning, aggressiveness automatic
detection, Mexican Spanish language, twitter, linguis-
tic analysis.
1 Introduction
The opinions expressed online by users are usually
uncontrolled, and this lack of control facilitates
and supports negative online behaviors such as
cyberbullying, racism or sexism. Indeed, inciting
the hate towards an individual or a group of people
for characteristics such as race, color, ethnicity,
gender, sexual orientation, nationality, religion is
the principal aim of any kind of hate speech on
social media.
On these platforms, in fact, the anonymity
and the interactivity facilitate the diffusion and
the permanence of these offensive comments.
Actually, this uncontrolled flow of thoughts that
gives rise to negative online behaviors, can morally
harm or incite physical violence. Indeed, it is not
uncommon to find user-generate online contents
impregnated of hate, especially towards women,
which sometime can also be translated into actions
of violence.
For instance, the social study by Fulper [15]
demonstrates the existence of a correlation
between the number of rapes and the amount of
misogynistic tweets per state on USA in 2012,
suggesting the fact that social media could be used
as a social sensor of sexual violence. Moreover,
the persistence and diffusion of misogynistic or
offensive content hurt and distress above all
psychologically the victims, causing sometime their
suicide, like the case of the teenager Amanda
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Todd in 20121. Hate speech online is a real
problem of modern society and, for this reason,
in the last few years, governments, social media
platforms, Internet companies and communities of
citizens have been spending a growing amount of
efforts to monitor and contrast such forms of online
aggressive behaviors and attitudes.
An example of governmental dedication about
this subject is the campaign No Hate Speech
Movement of the Council of Europe2 for human
rights online. On the academic side, the research
interest about this issue is increasing and the
approach is naturally interdisciplinary, involving:
computer science, psychology, sociology, law,
gender studies, communication, media studies and
natural language processing (NLP).
Especially in the NLP field, the attention is
supported by national and international workshops,
like ALW13 at international venues, that allow
to share information and results exploring the
different kinds of online hate speech, such as:
racism, misogyny and cyberbulling. In addition,
also campaigns of evaluation foster the research
in this field in various languages, such as
EVALITA 20184, SemEval 20195 or the competition
proposed in the framework of IberEval 20186 by the
organizers of MEX-A3T7 [1] on the aggressiveness
analysis in Twitter in Mexican language.
This shared task proposes to detect the
aggressiveness on Mexican Spanish tweets pro-
viding tweets containing offensive messages that
disparage or humiliate individuals or groups of
persons. Especially online comments, like tweets,
are difficult to manage considering the variety
of informal language elements used by users,















such as: slang words, typical expressions of
the speech, abbreviations, alphanumeric words,
acronyms, hashtags, emoticons or emoji.
This work proposes an innovative approach
that incorporates linguistic features into a deep
learning architecture, specifically Convolutional
Neural Network (CNN). At this scope, a set of
features specific for the aggressiveness detection
in Mexican texts has been created.
Moreover, one of the principal aims of this paper
is to analyze the contribution of linguistic features
into deep learning architecture for aggressiveness
detection, making a comparison with a system
based on a simple deep learning approach.
The rest of the paper is organized as follows.
Section 2 describes the related work. Section
3 briefly delineates the dataset. Section 4
presents the proposed approach, followed by the
description of the experiments and the results in
Section 5. Finally, Sections 6 and 7 discuss the
results and present some conclusions proposing
the future works.
2 Related Work
The literature about hate speech detection on
the web covers phenomena having different
specific focuses, such as cyberbullying, misogyny,
sexual predators, abusiveness, nastiness and
aggressiveness. In order to address automatically
the detection of these online misbehaviors,
commercial and simple methods rely currently on
the use of blacklists, essentially composed of slurs
and swear words.
However, filtering the messages in this way does
not provide a sufficient remedy because it falls
short when user-generated content is more subtle.
For instance, one of the first systems of recognition
of flames is Smokey (implemented by Spertus [27])
that exploits specific rules designing syntactic and
semantic structures in addition to lexicons of insults
and profanities.
Today, the research challenges in this field are
oriented at investigating deeply all dimensions
of language and also the communication on the
web, to envision deeper and more sophisticated
solutions experimenting classic and deep learning
methods.
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The former ones rely on manual feature
engineering using rule-based systems [19] or
machine learning approaches [5, 6, 12, 21, 18,
24], exploiting: simple surface characteristics
[8, 20], linguistic features that take into account
POS-tags or dependencies relationships [29, 6, 31,
19], semantic knowledge using word embedding
techniques [21, 25] and conceptual and polarity
information [18].
Recently, the authors of [12] experiment
profile-based representation in the perspective
to catch the sexual predators into chats online
and to recognize aggressive messages. In [11]
the authors use an ontology-based approach
in order to predict the anti-LGBT hate speech.
Other scholars take advantage of the connection
between sentiment analysis and hate speech,
benefiting from sentiment lexicons [28] or using
a multi-step approach that combines sentiment or
subjectivity classifiers with systems of hate speech
detection [17]. This relation is due to the fact that
hate speech expressions mostly exhibit a negative
polarity, although the polarity intensity depends
above all on cultural factors.
Some authors focus also on the extraction of
meta-information from social platforms about users
(like gender) and on their social activity (like history
or geolocalization of posts) as predictive features
[9]; while others concentrate on roles of persons
involved in hate speech episodes [29].
More recently, some works investigate the
potentiality of a deep learning approach [30]
in aggressiveness detection. The authors of
[20] compare the performance between the
combination of Support Vector Machine with Naive
Bayes and Recurrent Neural Network system,
demonstrating the superiority of a character-based
approach on the classical approach token-based.
For the recognition of different classes of hate
speech (sexism, racism, hate and not hate),
the authors of [16] show the best performance
of the CNN, compared to Logistic Regression
with character n-grams. As well as, for Italian
language, the authors of [10] display the optimal
performance of bidirectional Long Short Term
Memory architecture with word embedding and
polarity compared to SVM with stylistic traits,
linguistic features and lexicons.
To our knowledge, the MEX-A3T shared task
is the first task about aggressive detection
in a variant of the Spanish language. It
can be also seen as one of the first efforts
devoted to extend the investigation about hate
speech in other languages, differently from
English. In this framework, our contribution is
an experimental work where, differently from the
previous researches, feature engineering and CNN
are combined. The implemented architecture,
indeed, aims to catch: the characteristics of the
aggressive language such as emotions that arouse
this behavior; insults or profanities; the typical traits
of informal texts (like tweets) such as emoticons,
abbreviations or the use of capital letter; and the
typical expressions of Mexican language.
3 Dataset
The proposed approach in this paper is tested
using the benchmark corpus released by the
organizers [1] of the MEX-A3T shared task about
aggressiveness detection organized at IberEval
2018 in order to compare the performances with
the participants in the task. In this shared
task, the organizers propose to participants a
classification task with the aim to distinguish
aggressive tweets from the non-aggressive ones in
Mexican language.
The collection is composed of tweets written
by users with different backgrounds. The texts
are very short and often contain orthographic
or grammar mistakes. Dealing with such
spontaneous texts allows researchers to face the
multitude of speaking devices used in the digital
writing, and to cope with the complexity of the
figurative devices used by the users to express
their opinions.
The dataset provided by the organizers has
been collected between August and November
2017, using controversial hashtags (about politics,
homophobia, and discrimination in general) and
a fixed vocabulary about Mexican vulgarities
and insults. This corpus has been collected
considering the geolocalization in Mexico city and
has been annotated manually by two annotators
relying on an annotation scheme including the
labels aggressive and non-aggressive.
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Table 1. MEX-A3T dataset
Training set Test set
Aggressive Non-Aggressive
2,727 4,973 3,156
A message is considered offensive if it targets
individuals or groups with the purpose to insult
them. Therefore, it could contain jokes or
humorous expressions, derogatory adjectives,
profanities and also nicknames that underline, for
instance, physical defects of the target. The entire
data set has been split into training (70%) and test
set (30%) as showed in Table 1.
4 Proposed Approach
This section describes the proposed approach
for the detection of aggressive tweets in Spanish
Mexican language.
One of the main difficulties related to treatment
of the data in Mexican language is the lack of
adequate linguistic resources. In fact, Mexican
language is a variation of Spanish and the
vocabulary often is not the same revealing other
meanings8. Moreover, these linguistic differences
are more evident in the informal register, daily
used also in social platforms. Therefore,
considering these complexities, the proposed
approach incorporates linguistic features into a
deep learning architecture, attempting to combine
the features engineering with the deeper analysis
of the deep learning technique.
Usually, a system based on deep learning
technique derives the features from the data
without feature engineering. In this work, the
linguistic features are incorporated into deep
learning architecture in order to guide and help the
system to choose the correct class for each tweet.
In particular, CNN is employed, and to extract the
designed features, the dataset was preprocessed
deleting symbols and urls, that can hinder the
8About that, the Academia Mexicana de la Lengua
proposes a dictionary of Mexican language: https:
//www.academia.org.mx/obras/obras-de-consulta-en-
linea/diccionario-de-mexicanismos
process of extraction of features, and pos-tagged
the texts using FreeLing [7]. The next subsections
describe the deep learning architecture and the
used linguistic features.
4.1 Deep Learning Architecture
This section describes the deep learning (DL)
framework, inspired by the deep architecture
proposed by the authors of [3]. The approach
successfully enhanced the classification accuracy
for the code-mixed question classification task [4]
with a few training data. In order to understand
the impact of the feature engineering in the DL
framework, two models have been implemented,
both based on CNN: i) feature engineering
combined with deep learning framework (DL+FE),
and ii) simple DL framework (DL). Figure 1 shows
the schema of the proposed architecture that is
described below.
Embedding layer: For the embedding, any
pre-trained word embedding has not been used.
Instead, a vocabulary table is prepared by
compiling the training data. Therefore, the em-
bedding layer acts as a lookup table which maps
vocabulary word indices into low-dimensional
vector representations. The length of all the
aggressive tweets is not same. Therefore, the
zero-padding (i.e., the missing part replaced by
zeros) has been employed to maintain the input
vector to a fixed size L.
Features: As mentioned earlier, one of
the models combines the feature engineering
with deep learning framework. Therefore, the
said model employs the described features in
Subsection 4.2. The other model does not combine
the features with deep learning framework.
Convolutional layer: Let Wj ∈ Rp be the
p-dimensional vector corresponding to the j-th
word in the tweet. Here, a tweet is represented
as W1:m = W1 ⊕ W2 ⊕ ... ⊕ Wm, where,
W1,W2, . . . ,Wm are the words in the tweet and ⊕
is the concatenation operator.
Also, let F1:n = F1 ⊕ F2 ⊕ ... ⊕ Fn be the
feature set for the tweet W1:m. The resulting vector
is r1 : n+m = F1:n ⊕ W1:m after combining the
feature set F1:n with the vector representation of
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Fig. 1. Deep learning architecture
the tweet W1:m. Therefore, r1:n+m = r1 ⊕ r2 ⊕ ...⊕
rn+m, where either ri ∈ F1:n or ri ∈W1:m.
Let rj:j+i refer to the concatenation of
rj , rj+1, . . . , rj+i. In the convolution operation,
the filter t ∈ Rhp is applied to a window of h
words to produce new features such as feature
Aj is generated from a window of words rj:j+h−1
by ai = f(t.rj:j+h−1 + b), where, b ∈ R is a
bias term and f is a non-linear function. A
feature map O = [O1,O2, . . . ,Om−h+1] (where,
O ∈ Rm−h+1) is produced by applying the
aforesaid filter to each possible window of h words
(i.e., {r1:h, r2:h+1, . . . , rm−h+1:m}) in the tweet.
After applying the max-pooling operation to the
feature map O, the maximum value O′ = max{O}
is obtained for the particular filter.
The prime goal of the max pooling operation
is to capture the most important feature with the
highest value for each feature map. In this work,
the proposed framework uses multiple filters with
varying window sizes to obtain multiple features.
After extracting the features, these features are
provided as input to the fully-connected layer.
Fully-connected layer: In the fully-connected
layer (sometimes called as the dense layer),
the best features which are selected by the
max-pooling operation from the convolutional
kernel are combined. The output of this layer is
passed to the next layer, i.e., the output layer.
Output layer: This layer is the final layer of this
proposed architecture. This layer is made of 2
neurons. Each neuron is for a target class, i.e., one
neuron for the aggressive class and another for the
non aggressive class. The ‘softmax’ is used as the
nonlinear activation function.
4.2 Linguistic Features
As said before, in one of the models feature
engineering is combined with DL architecture. The
set of selected features comes from an accurate
analysis of the dataset, and involves stylistic,
emotional and semantic aspects of Mexican tweets
annotated like aggressive.
Stylistic features: Aspects like affect and per-
sonality could be captured by stylistic information
[2]. For this reason, specific traits of author writing
have been taken into account, like: the presence of
Mexican abbreviations more used in tweet context,
such as hdp, alv, the use of punctuation elements
(question ¿?, exclamation marks ¡! and sequences
of dots ...) and uppercase characters.
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Fig. 2. Relevance of linguistic features by InfoGain measure
In particular, the system inspects if the user
writes all the word in uppercase, or only the
first letter, or uses capital letters inside the
word. Moreover, quantitative features, such as the
number of characters and words per sentence and
the average word length, are considered.
Among the stylistic features, the emoticons play
an important role in the digital writing. Thus,
the use of emoticons9 annotated with polarity
(positive / negative / neutral) is taken into account.
Actually, emoticons are used as representations
of facial expressions giving contextual information
to readers.
Vulgarities and profanities: Aggressive texts
aim to offend and attack psychologically the victims
addressing their dignity with insults, humiliating
adjectives or vulgar expressions. Therefore, two
collections of profanities and derogatory adjectives
have been created in order to help the system to
detect aggressive texts like:
”Te vas a chingar a tu madre pinche
estupido pendejo!!!10”
9The annotated list of used emoticons for this work is
provided by the Unicode Consortium: http://www.unicode.
org/
10Fuck you, stupid asshole!!!
Syntactic features: Considering the fact that
the purpose of an aggressive tweet is to insult
and offend someone, identifying the presence of
a target is important for this task. Thus, one of the
method employed is to locate the mention of the
target by means of specific syntactic patterns: the
mention of the proper name or @usuario followed
or preceded by words or expressions from the lists
of impolite adjectives or vulgar expressions.
Trigrams of words: Considered the variety of
combination of Mexican insulting expressions and
their length, the 100 most relevant sequences of
trigrams of words have been chosen and weighted
with term frequency-inverse document frequency
(TF-IDF). In order to understand the importance of
this feature for this task, Table 2 reports some of
the most frequent trigrams in the analyzed dataset
in comparison with unigrams and bigrams of words.
Actually, the different possible n-grams have
been tested and the trigrams obtained the best
performance. Indeed, as Table 2 shows,
the trigrams of words are the most significant
respect to unigrams and bigrams, because they
capture the typical multi-word-expressions used
in Mexican language as vulgar or semantically
altered expressions.
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Table 2. The most frequent unigrams, bigrams and
trigrams of words
Unigrams Bigrams Trigrams
(’verga’) (’la’, ’verga’) (’a’, ’la’, ’verga’)
(’madre’) (’a’, ’la’) (’hasta’, ’la’, ’madre’)
(’putas’) (’de’, ’la’) (’tu’, ’puta’, ’madre’)
(’putos’) (’que’, ’me’) (’me’, ’vale’, ’verga’)
(’loca’) (’que’, ’no’) (’a’, ’chingar’, ’a’)
(’pinche’) (’los’, ’putos’) (’su’, ’puta’, ’madre’)
(’puta’) (’la’, ’madre’) (’chingar’, ’a’, ’su’)
(’todo’) (’en’, ’la’) (’sus’, ’putas’, ’madres’)
(’joto’) (’en’, ’el’) (’todos’, ’los’, ’putos’)
(’ser’) (’que’, ’se’) (’a’, ’la’, ’chingada’)
(’q’) (’su’, ’madre’) (’chingas’, ’a’, ’tu’)
(’vida’) (’las’, ’putas’) (’hijo’, ’de’, ’tu’)
(’vale’) (’lo’, ’que’) (’mandar’, ’a’, ’la’)
(’marica’) (’a’, ’su’) (’hijos’, ’de’, ’su’)
(’ver’) (’y’, ’no’) (’la’, ’puta’, ’madre’)
(’luchona’) (’que’, ’te’) (’me’, ’vale’, ’madre’)
(’mierda’) (’puta’, ’madre’) (’chinga’, ’tu’, ’madre’)
(’solo’) (’voy’, ’a’) (’estoy’, ’hasta’, ’la’)
Moreover, the data analysis reveals that the
majority of aggressive expressions in Mexican
language are long combinations of insults, like
the tweet:
”@USUARIO Adios, hijo te toda tu perra
celestial puta madre.11”
Therefore, the trigrams seem to represent a good
choice for this specific task in Mexican language.
Affective information: In this study, one of the
purposes is to examine the emotion related to
aggressive language. Therefore, the system tends
to capture the emotions that are expressed in the
aggressive texts by the use of the Spanish Emotion
Lexicon (SEL) provided by the authors of [26, 23].
Each word in this lexicon is associated with the six
principal Ekman emotions (Joy, Anger, Surprise,
Disgust, Sadness and Fear) in accordance with the
Probability Factor of Affective use in Spanish. In
this work, the words with a higher probability factor
for each emotion have been considered. Moreover,
the lexicon is extended by synonyms and slang
forms usually used in social networks [22].
Finally, by means of the Information Gain
analysis, the impact of emotions and the relevance
11@USUARIO Bye, son of fucking bitch.
of the delineated features in the recognition of
aggressive tweets has been analyzed. The
Figure 2 show the results.
The anger and disgust are the principal emotions
involved in hate speech respect to joy, surprise,
fear and sadness. Indeed, the anger, as well as
the disgust, is the main emotion that drives the
hate message toward someone. With respect to
target, the syntactic patterns seem that they can
help the system to classify correctly the aggressive
tweets addressed to individuals. Moreover, the
features most relevant for this task seem to be
the trigrams of words, and this factor confirms the
fact that insults in Mexican language are, in most
of cases, longer composition of slurs than simple
derogatory adjectives.
The next section describes the experiments
carried out and the obtained results.
5 Experiments and Evaluation
In order to understand the impact of the features,
two experiments have been carried out: firstly, the
approach is employed splitting the training data
and creating an appropriated development set;
secondly, the system is evaluated by using the
test set provided by the organizers to compare its
performance with those of the participants.
In the first phase, taking into account the
unbalanced distribution of aggressive and non-
aggressive tweets (see Table 1), the set of 7700
tweets is split into 7000 samples for training and
700 as development set, perfectly separated in 350
positive and 350 negative samples.
For the evaluation phase, the same measure
used in the competition is employed. Considering
the unbalanced corpus, the organizers used as
evaluation measure the F-measure for the positive
class (i.e., aggressive tweets).
Table 3 shows the results obtained using the
development set, and those obtained with the test
set, with the ranks also that this approach could
have obtained in the framework of the competition:
3th for DL and 10th for DL+FE.
These results are compared with the ones
obtained by the best performing system and with
the baselines provided by the organizers of the
shared task.
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Table 3. Results obtained with F-score for positive class on the MEXA3T aggressiveness corpus
Development set Test set
F-score Precision Recall F-score Rank
Best performing system 0.49 1
DL 0.82 0.37 0.53 0.44 3
3-grams char baseline 0.43 -
DL+FE 0.83 0.38 0.42 0.40 10
BoW baseline 0.37 -
Using the development set, the linguistic
features seem to help the classification task.
However, in the evaluation with the test set, the
values for DL+FE decrease compared to DL.
Moreover, comparing the obtained results with the
baselines, it is evident that the results by DL+FE
overcomes only the bag of word (BoW) baseline
and not the 3-grams char baseline. The 3-grams
char baseline is obtained by the organizers,
training the data on 3-grams of characters using
SVM with linear kernel and C=1 [1]. A possible
justification of the high result obtained by the
3-grams of characters is that with n-grams of
characters the system could detect also the
typographical mistakes or variations often found in
informal texts like tweets.
6 Discussion
Considering the low results obtained including the
linguistic features in the deep learning architecture,
an error analysis has been carried out. In
particular, the special cases will be discussed.
Jokes: Analyzing the data, several humorous
cases are located. Actually, the users usually
disguise aggressive comments as humorous,
involving, principally, sarcasm or irony in their
utterances. However, these are experienced by the
target like harassment. For instance, misogynistic
comments are perceived like sexual harassment
[13] and, also, the continue exposition to sexist
jokes can also modify the perception of sexism like
norm and not like negative behavior [14]. These
types of linguistic devices, like irony and sarcasm,
could hinder the correct classification. Below
some examples:
”@USUARIO @USUARIO El señor tiene
el superpoder de hablar mierda , cagar la
madre y cambiar su color de piel a color
naranja12”;
”@USUARIO #LOS40MeetAndGreet 9 .
Por q es una mamá luchona que cuida a
su bendiciòn13”;
”Gracias Facebook , pero no son per-
sonas que ”quizá conozca” , son per-
sonas que conozco pero que me valen
verga y no las quiero agregar.14”;
”Aunque me cagues. . . . brilla ,
pero . . Algún dı́a construiré mi súper
misil para mandarte a la Merga #namaste
#mamaste15”.
Laughters: The presence of certain elements
such as the laughters generally imply that
the text is not aggressive. However, in
some cases the laughter elements seem to
emphasize the offensive mockery expressed in the
tweet. For instance the following tweet are not
classified as aggressive probably because of these
misleading elements.
12@User @User This man has the superpower of producing
shit with his mouth, fucking and changing the colour of his skin
to orange.
13@User #LOS40MeetAndGreet 9 . Because she is a fighter
mother who takes care of her kid.
14Thanks Facebook, but they are not persons who ”maybe” I
know, they are persons that I know but I don’t care about them
and I don’t want to join them.
15Even I don’t like you...shine, but.. one day I will build my
super missile for sending you to Marshit #namaste #yousuck
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”TRUMP , ESTADO UNIDOS Y SY PUTO
MURO SE FUERO A CHINGAR A SU
MEDRE SE QUEDARON SI MUNDIAL
POR PUTOS JEJEJE16”;
”LOS PUTOS SIEMPRE QUIEREN
TODO DE A GRATIS jajaja no mamen
:D17”.
Emphasized negative emotions: The users use
also linguistic devices like superlative adjectives
to emphasize the anger or the disgust toward
someone. Analyzing the wrong predicted tweets,
some tweets with sequences of insults that
contain also superlative adjectives are not correctly
classified. Below some examples:
”Mándame una de 1000 por que te voy a
mandar a chingar a su reputisima madre
por putos y ratas18”;
”@USUARIO Otra rata más ! ! , por
igual que lo consiguen éstos imbéciles
corruptos HDP no tienen madre ! !19”.
Abbreviation: In the majority of cases the
users tend to abbreviate the words, especially
the functional words such as pronouns or relative
connectors. This kind of abbreviations, that
in this work are not taken into account in the
preprocessing of the data, seems to hinder the the
correct classification. For instance, the following
tweets are misclassified:
”@USUARIO @USUARIO @USUARIO A
ti t da pena mostrar tu foto , por tu cara de
estupido y Maricon que tienes ve con el
america a chingar a su madre20”;
16Trump, USA and their wall go to hell, they are out of the
World Cup because they are motherfucker jejeje.
17The motherfuckers always want all free jajaja fuck off
18Send me one of the 1000 because of you’re bitch, fuck you.
19@User Other rat more!!, however they reach it, these
fucking corrupt son of bitch don’t have no shame
20@User @User @User You have shame to show your photo
because of your face of jerk and gay, go to hell with the
american.
”@USUARIO HDP ! Citen 5 cosas q
pasan en Venezuela y q temen los
fanáticos y empinados a EPNdejo ! D las
q digan , mencion...21”.
Particular exclamations: These cases are the
most common misclassified tweets, but there are
also some cases where the vulgar expression are
not used to insult someone, such as:
”No hay mejor sensación que darte
cuenta que algo te vale chingos de
verga22”.
Indeed, these kind of tweets aim to emphasize
a subjective opinion and they are not addressed to
someone. Like those, the vulgar expressions are
also used as exclamations, for instance:
”Puta madre quiero dormirrrrrer23”.
These reported examples reveal the difficulty
to detect automatically aggressiveness especially
in a context such as social platform. Indeed,
the typical misspellings or grammar mistakes with
our approach are difficulty treated. Moreover, the
informal language is complex and overflowing with
semantic exceptions that mislead the decision of
the system.
7 Conclusions and Future Work
The main aim of this paper is to investigate the
impact of linguistic features into a deep learning
architecture for the detection of aggressive tweets.
Although the deep learning architecture achieved a
result comparable to the best performing systems
(3rd ranking), feeding the DL-based approach
with linguistic features did not help in obtaining
better results on the test corpus, while it did on
the training corpus. This seems to be due to
the unbalanced distribution of topics into the two
datasets (training and test).
21@User Son of bitch! Cite 5 events in Venezuela and of
whom the fanatic people and raised to jerk are afraid! Of those
I mention...
22There is nothing like that realize that you don’t care about
something.
23Fuck I want to sleeeeeeep.
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It will be important to investigate this issue
further in the future, possibly on bigger datasets, in
order to allow the DL-based approach to generalize
from big data.
Another significant point is the highlighted
presence of sarcastic and ironic utterances in this
dataset. Indeed, as noticed in the error analysis,
these linguistic devices in some aggressive tweets
made their comprehension particularly difficult.
Therefore, as future work, in order to improve
our system’s performance in this task it will be
interesting to address the issues related to the
specific use of figurative language devices such as
irony and sarcasm in the hate speech detection.
Finally, in order to fully understand the impact of
linguistic features on the deep learning approach,
it will be helpful to experiment such technique
with other corpora, also in other languages, in the
framework of related tasks such as hate speech
detection, misogyny and racism identification.
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