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메모리 가격이 큰 폭으로 하락하면서 대용량 데이터를 디스크에 저장
하지 않고 다수의 서버 메모리에 모든 데이터를 저장하고 관리하는 메모
리 기반 시스템이 여러 분야에서 활용되고 있다. 메모리 기반 시스템은
데이터의전송량이나처리량이많은증권사의실시간트레이딩서버, 하둡
기반의 빅데이터 분석 서버 및 엔터프라이즈 서버 등에 적용되어 기존의
하드디스크 기반 분산 시스템 보다 더 우수한 성능을 보여주고 있다.
이러한 메모리 기반 시스템들은 메인 메모리에 저장된 데이터를 효율
적으로 관리해야만 서비스의 품질과 시스템의 신뢰성을 높일 수가 있다.
그러나기존의메모리데이터관리기법들은사용자요청의특성이달라지
거나 결함이 자주 발생할 경우 시스템의 성능이 크게 떨어지는 문제점이
있다.
본 논문에서는 폭증 대용량 다중 서버 메모리 기반 시스템에서 데이터
관리를 위한 효율적인 해시 기법과 복구 기법을 제안한다. 제안한 해시
기법은데이터검색시에는이중화된해시테이블을사용하고데이터삽입
시에는 연결형 해시 테이블을 사용하여 데이터 검색과 삽입이 모두 상수
시간에 수행되게 한다. 또한 제안한 복구 기법은 데이터 서버 결함 발생
시 다수의 백업 서버에서 동시에 데이터 서버로 백업 데이터를 전송할 수
있도록 하여 사용자의 요청 처리 시간을 줄인다.
본 논문에서는제안한해시기법과복구기법의성능분석을위해시간
복잡도를 확률적으로 분석하여 검색과 삽입이 평균적으로 상수 시간에
수행됨을 확인하고, 사용자 요청에 대한 예상 처리 시간을 모델링 기반의
정형화된 수식으로 유도하여 제안한 기법의 예상 처리 시간이 줄어듬을
i
보인다. 또한 성능 평가를 위해 제안한 기법을 구현하고 실제 데이터 워
크로드를 기반으로 실험하여 기존 다중 서버 메모리 기반 시스템의 관리
기법보다제안한기법이데이터처리율이높아지고복구시간이짧아짐을
보인다.
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제 1 장 서론
1.1 연구 배경
네트워크 기술이 발전하고 메모리 기반 시스템에 대한 기술적 연구가 활발히
이루어짐에따라활용범위또한 넓어지고있다[1]. 메모리기반시스템은다양한
계층의 기술이 접목되어 서로 연동되면서 서비스를 제공하게 되는데, 최근에는
웹서비스, 금융, 스토리지 서비스 등 다양한 분야의 응용에서 사용되고 있다.
이에 따라 응답 시간, 처리율, 결함허용, 확장성 등에 있어서 서로 다른 수준의
요구사항을 포함하게 되었으며 워크로드의 특성 또한 어떤 응용을 사용하는가에
따라달라지게되었다[2].따라서사용되는응용의특성과그요구사항을고려하여
데이터를 적재하고 관리할 수 있어야 한다.
예를들어 HFT(High Frequency Trading)와같은분야에서이런특징이두드
러지는데, HFT 분야에서 처리되는 금융 거래 데이터는 마이크로초 단위의 처리
시간을 보장해야 하며 때때로 특정 시간에 트래픽이 급증하는 패턴을 보인다[3].
이러한 응용은 데이터의 정합성을 보장하는 한편 확장성, 결함허용 기능 등의
수준을 떨어뜨리더라도 응답 시간을 줄이는 데 주안점을 두게 된다.
이러한환경의변화에따라다중서버메모리기반시스템에서데이터관리의
중요성 또한 높아지게 되었다. 특히 급증하는 데이터를 빠르게 처리하기에는
기존의디스크기반시스템으로는한계가있다는문제점이대두됨에따라메모리
기반 시스템의 사용이 증가하는 추세이다. 메모리 기반 시스템은 메모리의 다소
비싼 가격으로 인해 수요가 많지 않았으나, 메모리의 가격이 하락하고 더 높은
처리 속도가요구됨에따라수요가증가하고있다[4]. 특히많은데이터가발생하
는증권사의실시간금융트레이딩, 온라인 게임, 모바일 어플리케이션, 통신사의
세션관리, 소셜 미디어 등 다양한 분야에서 효과적이라고 알려져 있다[7].
데이터의 주 저장 공간의 변화는 과거보다 더욱 더 빠른 데이터 처리가 가능
1
해지게 하였다. 디스크 기반 시스템은 대용량 데이터를 저장하기에는 용이하나
대용량 데이터를 고속으로 처리하기에는 적합하지 않다. 반면 메모리 기반 시스
템은 디스크 입출력으로 인한 지연시간 없이 데이터를 처리하므로 디스크 기반
시스템보다 빠른 데이터 처리가 가능하다. 다만 메모리 기반 시스템은 메모리의
크기에 따라 저장 공간이 제한된다는 문제점이 존재하는데, 최근 메모리 가격
하락에따라서버시스템들의메모리크기가증가하고있어메모리크기제한으로
인한 문제는 완화되는 추세이다. 또한 64비트 아키텍처 가운데 AMD64(x86-64)
아키텍처는 가상 주소에 48비트를 사용하여 최대 256 테라바이트가 사용 가능하
며, IA-64 아키텍처는 64비트를 모두 사용한다고 알려져 있다. 이 가운데 사용자
모드에서 사용 가능한 가상 주소 공간은 일반적으로 8TB이다[5][6].
제한된저장공간을갖는메모리기반시스템에많은양의데이터를효율적으
로저장하기위해서는기존의복잡한형태의관계형데이터베이스시스템보다는
간단한 형태의 비정형 데이터베이스 시스템이 적합하다. 비정형 데이터 모델인
NoSQL은 “Not Only SQL” 혹은 “Not Relational”을 의미하며, 기존 관계형
데이터베이스 시스템보다 좋은 수평 확장성을 갖기 때문에 빠르고 효율적인
메모리 기반 시스템 구축에 적합하다[8].
그림 1.1 메모리 기반 시스템
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1.2 연구 목적 및 범위
메모리 기반 시스템에서 데이터는 다수의 서버에 적절히 분배되어야 한다.
이 때 워크로드의 읽기/쓰기 빈도, 데이터 크기 등은 응용에 따라 다양한 분포를
가질 수 있다. 서버 메모리에 데이터를 효율적으로 저장 및 관리하기 위해서는
제한된 메모리 공간을 효율적으로 사용해야 하며 사용자의 요청은 가능한 한
빠르게 처리되어야 한다. 또한 데이터의 사본을 유지 관리하여 장애 발생 시
빠르게 복구될 수 있어야 한다[9].
Facebook등의연구결과에따르면메모리기반시스템에적재되는데이터는
몇 가지 독특한 특징을 가진다[10][11]. 첫째, 각 데이터의 크기가 수십 바이트
수준으로매우작은반면데이터의수는매우많다. 따라서전체데이터크기에서
실제 데이터를 뺀 메타 데이터의 비율이 크게 높아지므로 데이터 관리 기법의
설계에따라공간효율성이크게좌우된다는특징이있다. 둘째, 데이터의구조가
단순하다. 기존의 데이터 관리 기법은 각 데이터가 긴밀하게 연결되어 있으며
데이터 관리 시스템이 복잡한 요청을 지원해야 하였으나, 메모리 기반 시스템
의 데이터는 대부분이 개별 데이터에 대한 접근으로 이루어져 있으며, 데이터
사이에 관계가 있더라도 비교적 단순한 편이므로 구조가 복잡하지 않고 속도가
빠른 관리 기법이 사용된다. 셋째, 애플리케이션에 따라 다양한 워크로드 특성이
요구된다. 읽기와 쓰기 요청 중 읽기 요청이 대부분을 차지한다는 연구 결과가
있었으나, 최근의 추세에 따르면 메모리 기반 시스템의 활용 범위가 넓어짐에
따라애플리케이션의다양성만큼워크로드의특성또한다양해지고있다. 기존의
메모리 데이터 관리 기법은 이와 같은 연구 결과에 적합하게 설계되어 있으므로
최근의 경향에는 맞지 않다. 메모리 기반 시스템의 적용 범위가 웹서비스, 소셜
네트워크, 금융거래시스템등다양한분야로확장됨에따라요구되는특성또한
다양해지고 있기 때문이다.
특히 본 논문에서 대상으로 하고 있는 실시간 금융 시스템은 다수의 데이터
서버 메모리에 데이터를 분산 적재하며, 데이터 서버 별로 백업 서버를 두어 데





요청이 크게 증가하는 형태의 워크로드에 적합한 데이터 관리 기법의 연구가
필요하다.
메모리 데이터 관리에서 데이터의 빠른 처리를 위해 데이터를 저장 및 관
리하는 핵심적인 부분은 해시 테이블로 구현되는데, 주로 체인 해시 기법 등이
사용되며 최근 쿠쿠 해시 기법 등이 제안되었다[14][16]. 하지만 응용의 워크로
드가 다양해지는 데 비해 기존의 메인 메모리 데이터 관리 기법은 읽기 요청의
처리 성능을 높이는 데 중점을 두고 있어 다양한 요구사항을 충족시키지 못하고
있다[10]. 따라서 본 논문에서는 읽기 중심의 워크로드 뿐만 아니라 쓰기 중심의
워크로드에서도 빠른 처리 성능을 보여줄 수 있는 메모리 데이터 관리 기법을
제안한다.
기존의메모리기반시스템은예기치않은시스템결함으로인한데이터손실
방지를 위해 다양한 결함허용 기법들을 사용하는데, 동일한 시스템에 데이터를
기록하는 체크포인팅 기법 및 로깅 기법, 다른 시스템에 데이터를 기록하는 이중
화 기법 등을 사용하여 디스크에 백업 데이터를 기록하고 장애 발생 시 데이터를
복구한다. 하지만 이와 같은 디스크 기반의 결함허용 기법은 시스템 장애 발생
시 빠른 복구 속도를 제공하지 못한다. 따라서 본 논문에서는 메모리 기반 복구
기법을 제안한다. 제안 기법은 데이터 서버에 저장된 데이터의 사본을 다수 백업
서버의 메인 메모리에 분산하여 저장하며, 따라서 시스템 장애 발생 시 다수의




처리시간등을분석한다. 또한제안기법을 LINUX운영체제에서구현하고, 실제
기업에서 사용하고 있는 시스템 모델 및 워크로드를 적용하여 성능을 확인한다.
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1.3 논문의 구성
본문의 구성은 다음과 같다. 2장에서는 관련 연구로 기존의 메모리 데이터
관리 기법들에 대해 기술하고, 메모리 접근 지연 시간을 줄이기 위한 해시 알고
리즘들에 대해 설명한다. 3장에서는 시스템 모델을 제시하고, 4장에서는 다양한
워크로드에 대해 빠르고 안정적으로 메모리 데이터를 처리할 수 있는 해시 기
법을 제안한다. 5장에서는 제안 기법의 성능을 모델링한다. 6장에서는 메모리
기반 시스템의 결함허용 기법에 대해 기술하고 제안 기법의 예상 처리 시간을
수학적으로 분석한다. 7장에서는 제안 기법의 구현 결과를 보이고 워크로드의
변화에 따른 제안 기법의 성능을 확인한다. 마지막으로 8장에서는 결론을 맺고,
제안 기법과 관련한 향후 연구에 대해 설명한다.
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제 2 장 관련 연구
본 장에서는 본 본문과 관련된 기존 연구들을 살펴본다. 먼저 2.1 절에서는
메모리 데이터 관리의 필요성에 대해서 설명한다. 2.2 절에서는 메모리 데이터를
관리하는 기존의 기법들에 대해 설명한다.
2.1 메인 메모리 데이터 관리
본 절에서는 디스크에 저장된 데이터를 보다 빨리 접근하고 처리하기 위해
개발된 메모리 데이터 관리 기법에 대해 설명한다. 대규모 데이터를 처리하는
응용에서 디스크에 데이터를 저장하지 않고 메인 메모리에 저장하여 데이터의
접근 속도를 향상시키는 연구가 진행되어 왔다. 디스크에 대규모 데이터를 저장
하지않고메모리에데이터를저장함으로써디스크에저장된데이터를읽고쓰는
것에 비해 처리 시간을 상당히 줄일 수 있다[1]. 표 2.1은 디스크와 메모리 간의
접근 지연 시간과 읽기 시간을 보여 준다.
표 2.1 디스크와 메모리 사이의 접근 시간 비교
Action Time (ns)
Main memory access 100
Read 1 MB sequentially from memory 250,000
Disk seek 5,000,000
Read 1 MB sequentially from disk 30,000,000
응용의 요구 사항이 복잡해지고 더 높은 성능이 요구됨에 따라 메모리에
데이터를 저장할 필요성이 증가하게 되었다. 메모리 데이터 관리 기법의 연구는
데이터 접근 속도를 향상시키는 수준에 머무르지 않고 다중 코어 CPU의 사
용으로 효율적으로 병렬 처리하는 연구와 CPU와 메모리 사이의 속도 차이를
고려하여 데이터를 효율적으로 분산 메모리에 저장하고 이를 관리하여 시스템
전체 성능을 극대화시키는 등의 연구가 활발하게 진행되고 있다.
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메모리데이터관리에관한연구로는램클라우드(RAMCloud)가대표적이다.
램클라우드는 기존의 디스크 기반 데이터 관리 기법의 문제점을 해결하기 위해
제안되었다. 램클라우드는 기존의 디스크 기반 서버와 달리 데이터를 디스크가
아닌 다중 서버 메모리에 분산 적재하도록 하여 시스템의 확장성을 높이고 접근
지연 시간을 단축시키도록 한다. 또한 메모리의 데이터 로그를 비동기적으로
디스크에 백업하고, 복구 시에 다중 서버의 디스크에서 로그를 읽어 복구 시간을
단축시키도록 하였다. 초기의 램클라우드는 아이디어 수준에 머물렀으나, 현재
에는 이를 기반으로 다양한 연구가 진행되고 있으며 2장에서 소개하는 데이터
관리 기법들 중 다수가 램클라우드의 영향을 크게 받았다고 볼 수 있다[17][18].
그림 2.1 램클라우드의 데이터 저장 기법
그림 2.2 램클라우드의 데이터 복구 기법
특히 실시간으로 폭증 데이터를 처리해야 하는 메모리 기반 시스템에서는
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메모리 데이터의 접근과 변경이 빈번하게 이루어지기 때문에 메모리의 데이터를
효율적으로관리하는기법의중요성이더욱증대되고있다[19][20].메모리에저장
된데이터를효율적으로관리하는기법으로는칼럼기반저장시스템과결함된인-
메모리 데이터 관리 기법[21], 다중 코어 및 시스템 간 사이의 병렬 처리 기법[22]
그리고압축기법을활용한성능향상및저장공간절약(Using Compression for
Performance and to Save Space)기법[23] 등이 있다.
먼저 칼럼 기반 저장 시스템과 결합된 메모리 데이터 관리 기법은 질의 처리
연산에사용되는필요한칼럼만을메모리에저장함으로써기존의행기반관계형
데이터베이스 관리 시스템들에서 질의 결과와 관련 없는 모든 칼럼을 메모리에
저장하는 열 기반의 데이터 관리 시스템보다 데이터의 접근 속도를 증가시킨
기법이다. 이는 대규모 데이터를 처리하는 응용에서 모든 칼럼을 사용하지 않고
소수의 칼럼만을 사용하여 질의 처리 연산을 반복적으로 수행하는 경우가 많기
때문이다. 두 번째로다중코어및시스템간의병렬처리기법은다중코어 CPU
를 활용하여 메모리에 저장된 데이터 처리를 여러 코어에 분산 시켜 병렬적으로
작업을 처리하여 데이터 접근 속도를 향상시킨 것이다. 이 기법은 메모리에 데이
터를 저장하는데 있어 하나 또는 여러 코어에 각 칼럼을 할당하는 수직 단편화
(Vertical Fragmentation) 기법과 테이블의 행들을 여러 개의 그룹으로 나누고
분산된 CPU에배정하는수평단편화 (Horizontal Fragmentation)기법들로나눌
수 있다. 이러한 단편화 기법은 효율적으로 대규모 데이터를 처리하는데 있어서
각 CPU가처리할데이터의양을줄여성능을향상시켰으나, 칼럼간의의존성이
큰 행 기반 관계형 데이터 관리시스템보다 칼럼 간의 의존성이 작은 칼럼 기반
데이터 관리 시스템에서에서만 유용하게 사용된다.
마지막으로 압축 기법을 활용한 성능 향상 및 저장 공간 절약 기법은 데이터
압축을 통해 메모리 저장 공간의 낭비를 줄이고 데이터 간의 관계를 중복을 최소
화하여 성능을 향상시킨 기법이다. 이 기법은 칼럼 기반 데이터 저장 시스템에서
더좋은성능을보인다. 이는칼럼기반데이터저장시스템은같은형태의데이터
타입을 가지고 있으며 많은 데이터들의 값이 동일하기 때문에 압축 효율을 높일
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수 있으며 압축으로 인해 데이터의 밀집도가 높아지고 질의 처리 시에 사용되는
메모리 공간의 크기가 줄어들게 되기 때문이다. 그러나 행 기반 관계형 데이터
관리 시스템에서는 불필요한 데이터가 메모리에 로드 되어 있어 메모리가 많이
낭비되는 문제가 발생하기도 한다.
2.2 메모리 데이터 관리 모델
본 절에서는 메인 메모리 데이터를 관리하는 다양한 모델에 대해 설명한다.
메모리에 다양한 형태로 저장된 데이터를 관리하기 위해서 키-값 (Key-Value),
도큐먼트 (Document), 칼럼족 (Column Family) 및 그래프 데이터 모델이 사용
된다. 먼저 키-값 데이터 모델은 가장 단순한 형태로 키와 데이터 값을 사상하여
저장한다. 키는 검색에 필요한 인덱스의 형태로 존재하며 일반적으로 관계형 데
이터베이스에서사용하는기본키와외래키의개념은포함하지않는다. 주로 해시
함수와 같이 빠른 검색과 확장성을 보장해주는 기법을 활용한다. 웹 사이트의
방문 기록, 사용자의 설정 값 등의 정보를 저장하기에 좋은 모델이다. 이 모델을




복사본을 디스크에 저장한다[14]. Riak은 분산형 시스템 구현에 적합한 Erlang
으로 프로그래밍 되어 있으며 키-값 모델과 도큐먼트 모델을 모두 지원한다. 각
객체들은 JSON 형식으로 저장되며 각 객체는 기본키를 통해 접근이 가능하다.
데이터 분산처리를 위해 저장된 데이터를 분할 (Partition)하는 샤딩 (Sharding)
을 지원한다[15]. Tokyo Cabinet은 C로 프로그래밍 되어 있으며 서버 측면의
cabinet과 클라이언트 측면의 tyrant로 구성되어 있다. 서버는 데이터에 대한
해시 인덱스, B-tree, 고정 크기 레코드 테이블, 가변 크기 레코드 테이블 등의
방식으로 메모리에 저장한다[8].
두 번째로, 도큐먼트 데이터 모델은 저장과 질의의 주체가 문서 단위로 이루
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어진다. 문서는 PDF, 한글, Microsoft 워드 문서와 같은 텍스트 문서뿐만 아니라
XML (Extensible Markup Language), JSON (JavaScript Object Notation)과
같은 문서도 포함한다. 도큐먼트 모델은 대량의 도서, 출판물과 같은 텍스트
정보를 포함한 데이터를 저장하기에 적합하며 관계형 테이블의 각 행에 대한 내
용도 문서화하여 저장할 수 있다. 이러한 모델을 사용하는 시스템으로는 Simple,
Couch, 그리고 Mongo 등이 있다. Simple은 Amazon 사에서 클라우드 서비스를
제공하기 위한 프레임워크인 Elastic Compute Cloud(E2C)에 사용되는 데이터
저장 시스템으로 간단한 형태로 문서들을 저장한다. 문서는 그룹화된 도메인
(Domain)으로 관리되고 한 문서는 여러 도메인에 포함될 수 있기 때문에 다중
인덱스 (Multiple Indexes)를 지원한다. 도메인을 대상으로 SELECT문을 활용
함으로써 대규모의 검색이 효율적으로 이루어 질 수 있도록 해 준다. Couch 는
Erlang으로 프로그래밍 되어 있으며 도메인과 유사한 컬렉션 (Collection)으로
문서를 그룹화 한다. 문서는 문서, 숫자 및 문서의 리스트로 구성되어 있으며
모든 컬렉션은 보조 인덱스 (Secondary Index)를 포함해야 한다[26].
Mongo는 C++로 프로그래밍 되어 있으며 컬렉션 개념과 문서에 대한 질의
메커니즘을 제공한다. 사용자에 의해 수동으로 데이터 파티션을 진행하지 않고
서버에서 자동으로 샤딩 기법을 제공한다. 일반적으로 비절차형 데이터 관리
시스템에서 제공하지 못하는 원자적 데이터 관리를 지원한다[24].
세 번째로 칼럼족 데이터 모델은 그림 2.3과 같이 관계형 데이터베이스의
테이블과 유사하지만 행마다 각 칼럼의 이름과 개수가 다를 수 있다는 점이 다
르다. 각 칼럼족은 ”키”와 ”값”의 쌍으로 구성되고 키를 통하여 행을 접근할 수
있다. 그러나칼럼족모델은이벤트모니터링, 콘텐트관리시스템등에활용되며
트랜잭션의 ACID 보장하지 못하고 질의가 복잡할 경우 성능이 떨어지는 문제가
발생한다. 이러한 칼럼족 모델을 사용하는 시스템으로는 Bigtable 그리고 HBase
등이 있다.
Bigtable은 Google 사에서 대규모 데이터 저리를 위해 개발된 시스템으로
펩타 단위의 데이터를 수천 개의 서버에 분산해서 저장할 수 있도록 해준다. 웹
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기반 데이터의 효율적인 저장을 위해서 행 키 (Row Key), 열 키 (Column Key),
타임스탬프로 구성된 인덱스 맵을 제공한다. 이러한 칼럼족을 생성 및 삭제할
수 있는 API를 제공하며 C++ 객체를 통해 Bigtable의 데이터를 읽고 쓸 수
있다. 각 테이블들은 3계층의 B+-tree로 구성되어 루트는 각 문서들의 위치를
저장하는 메타데이터를 포함하고 있다 [27]. HBase는 Java로 프로그래밍 되어
있으며 Hadoop의 분산 파일 시스템으로 사용된다. 갱신된 내용은 메모리에
저장하며 주기적으로 디스크의 파일에 저장한다. 로그를 지속적으로 기록하여
시스템에서 충돌이나 오류 발생 시 이를 복구할 수 있는 메커니즘을 제공한다.
행에 대한 원자적 연산을 보장하며 B-tree 구조를 사용하여 빠른 검색과 정렬이
가능하다[21].
그림 2.3 칼럼족 (Column Family)모델
마지막으로 그래프 데이터 모델은 데이터의 관계에 초점을 맞추고 데이터와
데이터를 링크로 연결한다. 즉 데이터 포인트는 노드 (Node)를 나타내고, 이들
사이의 관계는 에지 (Edge)를 통해 연결된다. 이러한 그래프 모델은 Facebook,
Twitter,카카오톡과같은소셜네트워크서비스(Social Network Service, SNS)관
련데이터를저장하기에적합하다. 그래프 모델을사용하는시스템으로는 Orient
와 Neo4j 등이 있다.
Orient는 Document 모델의 유연성과 graph 모델의 표현력을 결합한 형태로
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대규모의 데이터에 대해 빠른 연산 속도를 제공한다. 문서들 간의 관계성을 그래
프의형태로표현하기때문에조인연산이필요없어데이터검색속도가빠르고,
문서들 간의 중복도 최소화 하였다. 관계 탐색에 있어서 상수 시간의 오버헤드를
보장하며분산처리를위한샤딩을지원하고트랜잭션의 ACID까지보장한다[28].
Neo4j는 Java로 프로그래밍 되어 있으며 graph를 사용하여 데이터를 표현하기
때문에 직관적이다. 데이터의 안정성을 위해서 트랜잭션의 ACID를 보장하며
수십 억 개의 노드, 관계, 속성의 조합이 가능하다. 편리한 샤딩을 통해 데이터를
분산된 서버에 저장할 수 있으며 그래프 추적을 통해 질의할 수 있다[29].
2.3 메모리 접근 시간을 줄이는 해시 기법
본 절에서는 메모리에 데이터를 저장하고 접근하기 위하여 사용하는 해시
함수 기법에 대해 설명한다.
2.3.1 체인 해시
일반적으로 해시 함수를 사용하여 데이터 저장 위치를 지정할 경우 항상
동일한위치에데이터가저장되기때문에저장할데이터의크기가해시테이블의
크기보다 크다면 충돌 (Collision)이 발생 한다. 즉 서로 다른 hash(x) mod N
과 hash(y) mod N의 결과가 동일할 경우 같은 공간에 데이터를 저장해야 하기
때문에 둘 중 하나의 값만 저장할 수 있다.
그러나 기존의 해시 구조에 연결 리스트 (Linked List)를 활용하여 충돌되는
데이터를 체인 (Chain)의 형태로 연결하면 기존의 해시 테이블의 구조를 변경
하지 않고도 충돌 문제를 효과적으로 해결할 수 있다 [34]. 그림 2.4는 체인 해시
기법을 활용한 해시 테이블을 보여준다.
해시 테이블의 각 슬롯이 연결 리스트로 이루어져, 충돌 발생 시 노드를 추가
하여 데이터가 삽입된다. 체인 해시 기법은 데이터 삽입이 상수 시간에 이루어지
므로효율적이지만, 리스트가길어질수록데이터검색시간이늘어나최악의경우
검색 시간을 보장하지 못하는 단점이 있다. 이러한 체인 해시 기법은 Broder 등
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그림 2.4 체인 해시 테이블
[35]이제안한웹페이지의 URL (Uniform Resource Locator)저장, Bruna등 [36]
이 고안한 삼차원 도형의 단면을 이차원으로 변환하는 메소드, Deodhar 등[37]
이 메모리 사용을 최소화 할 수 있는 응용 구현 등 다양한 분야에서 활용되고
있다[38][22][39].
2.3.2 양방향 해시
체인 해시 기법을 사용할 경우 해시 테이블 상의 충돌 문제를 해결할 수
있는 장점이 있지만 체인의 길이가 길어지면 필요한 데이터를 검색하는데 필요
한 시간을 예측하기 힘들어지고 최악 검색 시간 (Worst-case Search Time)이
길어진다. 검색 시간에 대한 예측 불가능 문제를 해결하기 위해서 양방향 해시
기법이 제안되었다 [33]. 그림 2.5는 양방향 해시 기법의 동작 원리를 보여준다.
해시 테이블에 크기가 n 이고 해시 테이블에 m 개의 데이터를 할당한다고
가정할때서로다른해시값을도출하는 f(x)와 g(x)해시함수를정의한다. 만약
13
그림 2.5 양방향 해시 테이블
해당 아이템 x의 해시 값을 계산한 후에 충돌이 발생하는 경우 두 개의 테이블
슬롯 중에서 리스트의 길이가 짧은 곳에 새로운 값을 삽입한다.
2.3.3 쿠쿠 해시
쿠쿠 해시 (Cuckoo Hash) 기법은 앞서 언급한 양방향 해시 기법을 사용하더
라도 해시 테이블에 저장된 데이터를 검색하는데 상수 시간의 최악 검색 시간을
보장하기 어렵기 때문에 이를 해결하기 위한 대안으로 제안되었다 [47]. 상수
시간의 검색 시간을 보장하는 가장 간단한 방법은 해시 테이블 상에서 충돌이
발생하지 않게 만드는 방법으로 삽입할 데이터의 전체 개수와 동일한 개수의
해시값을도출하는완전해시함수 (Perfect Hash Function)를사용하는것이다.
그러나 완전 해시 함수를 활용하는 기법의 경우 동적으로 데이터의 개수가 변하
는 상황을 지원하지 못하고 해시 테이블의 활용률이 떨어지는 문제가 발생한다.
쿠쿠 해시 기법에서는 양방향 해시 기법에서와 마찬가지로 2개의 해시 함수와
2개의 해시 테이블 사용하는 해싱 기법이다. 하나 의 키는 2개의 해시 함수를
사용해 각 테이블마다 하나의 슬롯을 가진다. 키가 해시 테이블 내에 존재한다면
해당 키는 반드시 두 개의 슬롯 중 하나에 위치한다. 이를 통해 데이터를 저장할
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두 곳의 슬롯을 지정한다. 여기에 최소한 한 곳은 데이터를 저장할 수 있도록
해준다는 가정을 하면 체이닝 기법에 구현에 필요한 연결 리스트 구조 없이 배열
만으로 해시 테이블을 구성할 수 있다. 만약 새로운 데이터 x를 해시 테이블에
저장한다고했을때, 데이터를저장할두슬롯모두이미다른데이터가저장되어
있을 가능성이 있다. 이러한 상황을 해결하기 위해서 그림 2.6과 같이 기존에
저장되어 있던 데이터 y를 비어 있는 곳으로 옮기고 x를 y의 자리에 할당하는
방법이 있다.
그림 2.6 쿠쿠 해시 테이블
그림 2.7 쿠쿠 해시 테이블의 삽입
이러한 쿠쿠 해시 기법의 삽입 알고리즘은 그림 2.7과 같다. 데이터를 삽입할
때, 해시함수를통해찾은두슬롯중빈곳이있다면비어있는슬롯에삽입한다.
두 슬롯 모두 다른 키가 저장되어 있다면, 두 슬롯 중 하나를 택해 기존의 키를
다른 곳으로 쫓아낸 후 빈 자리에 삽입한다. 각 키는 두 개의 슬롯 중 하나에
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그림 2.8 쿠쿠 해시의 삽입 알고리즘
위치하므로, 쫓겨난 키는 다른 테이블에 있는 자신의 슬롯으로 이동되며, 이
과정은 빈 슬롯을 찾을 때까지 반복된다.
일반적인경우에는두슬롯중에서한곳에새로운데이터가삽입되지만저장
장소를옮겨야하는노드가비어있는저장장소를찾지못할경우에는계속적으로
새로운 해시 함수를 적용하여 삽입 연산을 재시도해야 하는 문제가 발생한다.
따라서 쿠쿠 해싱 기법은 데이터 검색에는 최악의 상황에도 상수 시간을 보장
하지만 데이터 삽입 지연 시간을 예측할 수 없는 문제를 가지고 있다. 정리하면
쿠쿠 해시 기법은 구현의 편리함, 안정적인 성능, 메모리의 효율적 사용 등의




구글 해시는 가장 널리 사용되고 있는 해시 기법 중의 하나이다. 구글 해시는
구글 덴스 해시(Google Dense Hash)와 구글 스파스 해시(Google Sparse Hash)
로 나누어져 있는데, 덴스 해시는 Quadratic Probing 기법을 사용하는 일반적인
해시 테이블 구현으로 알려져 있다. 구글 스파스 해시는 덴스 해시를 기반으로
스파스 해시 기법을 구현하였다. 스파스 해시 기법은 해시 테이블을 논리적으로
다수의 그룹으로 분할하며 그룹 별로 메모리의 여러 곳에 분산되어 저장한다.
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그림 2.9 해시 테이블 벤치마크
각 그룹의 크기는 상수 개의 버킷으로 고정되어 있으므로 데이터의 삽입이 상
수 시간에 이루어진다. 또한 논리적인 위치와 스파스 테이블 위치를 사상하는
비트맵에 데이터가 저장되어 있는지 유무를 저장하여 데이터의 검색 역시 상수
시간에 이루어진다[40]. 이 기법은 분할된 각 그룹의 크기를 크게 지정할수록
각 스파스 테이블의 속도는 느려지지만 위치를 사상하는 데 필요한 오버헤드는
줄어드는 특징이 있다.
그림 2.10 해시 테이블 벤치마크
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다양한 해시 기법의 성능을 평가한 결과에 따르면, 구글 덴스 해시의 성능은
평균적이며, 구글 스파스 해시는 다른 해시 기법에 비해 속도는 느리지만 안정적
인 성능을 제공하고 특히 메모리 공간 효율성이 매우 높다고 알려져 있다[41].
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제 3 장 시스템 모델
본 장에서는 먼저 제안 기법을 적용하고자 하는 시스템의 구성에 대해 설명
한다. 먼저 응용을 포함한 전체 시스템 구성에 대해 설명하고, 제안하는 메모리
데이터 관리 기법의 장점, 구성 및 데이터의 흐름에 대해 설명한다.
3.1 시스템 모델
메모리 데이터 관리는 최근 대규모 데이터를 처리하는 시스템에서 많이 활용
되고있다. 대규모데이터를처리하는시스템의경우그림 3.1과같이클라이언트
기기, 응용 서버, 저장 계층으로 구성되어 있다. 응용 서버는 응용의 목적에 따라
다른형태의로직 (Business Logic)을제공하게된다.응용이복잡해지면서최하위
계층인 데이터 관리 시스템의 종류가 다양해지고 있다. 특히 성능의 요구 수준이
높아짐에 따라, 디스크 기반의 데이터 관리 시스템만으로는 한계가 있으며 응용
서버의 부하를 줄이기 위한 방안으로 메모리를 활용한 데이터 관리 시스템이
제안되었다.
효율적인 메모리 데이터 관리 기법을 통하여 데이터 관리 시스템의 소프트웨
어구조를단순화하는것은다양한측면에서비용을절감할수있다. 구조상으로
더 적은 수의 계층과 컴포넌트가 존재하면 시스템 구축비용이 줄어들고 속도는
향상된다. 또한 시스템의 운영이 쉬워지며 시스템 규모를 유연하게 변경할 수
있고 오류 발생 가능성도 줄어든다. 적절한 메모리 데이터 관리 기법을 사용할
경우 응용 프로그램의 크기도 상당히 줄일 수 있다. 하드웨어 측면에서도 고성
능의 디스크 기반 시스템과 메모리 기반 데이터 관리 시스템의 초기 및 운용비
용을 비교할 경우 상당한 차이를 보인다. 고성능 디스크 기반 시스템 구축 시
다른 디스크에 중복된 데이터를 저장하는 방식으로 데이터 전송률을 끌어올리기




이러한 메모리 기반 데이터 관리 기술은 소프트웨어 구조와 기본적인 소프트
웨어 개발의 패러다임뿐만 아니라 하드웨어 구성과 같은 시스템 전반에 영향을
끼친다. 여러 질의 결과를 캐싱한 중복된 데이터 뷰는 분석 질의의 응답 속도를
최적화하기 위해서 사용된다. 이러한 중복된 데이터 뷰의 크기를 줄이는 것은
많은 오버헤드를 발생 시킨다. 이러한 오버헤드는 빠른 응답시간을 요구하거나
실시간으로 대용량의 데이터를 처리할 경우 더 커진다. 여러 계층으로 구성된
복잡한데이터관리시스템에데이터집약적인작업을요청하는것보다단순화된
데이터 관리 시스템으로 전환하는 것이 대규모의 트랜잭션 유발과 데이터 관리
시스템의 과부하를 줄이는데 큰 역할을 한다.
본논문의시스템모델은그림 3.2와같이저장계층에서디스크기반시스템이
아닌 메모리 기반 시스템을 사용하는 경우를 가정한다. 메모리 기반 데이터 관리
시스템은마스터서버, 데이터서버, 백업서버로구성된다. 본논문에서제안하는
그림 3.1 데이터 관리 시스템의 구조
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메모리 데이터 관리 기법은 그림 3.1에서 마스터 서버가 데이터 서버로 데이터를
분배하고, 데이터 서버에서 해시 알고리즘으로 이를 관리하는 방법, 각 데이터
서버가 백업 서버에 사본을 백업하고 복구하는 기법을 다룬다. 응용으로부터
데이터 접근 요청이 들어오면 마스터 서버가 데이터를 저장할 서버를 결정하여
데이터 서버로 보내게 된다. 각 데이터 서버에 저장되는 데이터는 중복되지 않
으며, 데이터 서버는 해시테이블을 사용하여 저장된 데이터를 관리하고 데이터
접근 요청에 대해 서비스를 제공한다. 또한 각 데이터 서버는 데이터 서버와
1:N 대응되는 백업 서버에 저장된 데이터를 분산 백업하여 시스템 장애 발생 시
데이터 서버를 복구한다.
그림 3.2 메모리 기반 데이터 관리 시스템 구조
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3.2 메인 메모리 데이터 분배
사용자로부터데이터접근요청이들어오면마스터서버는기존의 Consistent
해시 기법을 사용하여 데이터를 다수의 데이터 서버에 분산 적재 및 관리한다.
만약 N 개의 캐시 역할을 하는 노드가 있다고 가정하고 이때 부하 분산에 사용
하는 일반적인 방법은 오브젝트 o 다음과 같은 해시 함수를 사용하여 hash(o)
mod N 번째 노드에 저장하는 기법으로 동적으로 노드가 추가되거나 제거되기
전까지는 정상적으로 동작한다. 그러나 노드가 추가되거나 장애로 제거 되었을
경우, N이 변경되게 되면 모든 오브젝트는 새로운 위치에 모두 재할당을 해야
하는데 이러한 작업을 처리하는 것은 오버헤드가 크다.
그림 3.3 Consistent 해싱 기법의 동작 원리
Consistent 해시 기법을 사용하게 되면 동적으로 노드가 추가되거나 작동이
중단되어 노드가 제거되어도 모든 오브젝트를 재할당을 하는 것이 아니라, 추가
되면 인접한 다른 노드에서 적정한 양의 오브젝트를 전달 받게 되고 마찬가지로
제거된다면 남은 주변의 노드들이 나누는 형태가 되어 일관되게 일부의 오브젝
트에 대해서 재할당을 수행하게 된다. 따라서 기존의 노드들에 저장된 대부분의
캐시를사용할수있으며시스템변동이캐시적중률에영향을미치지않게된다.
Consistent 해시 기법은 오브젝트와 노드가 모두 동일한 해시 함수를 사용해서
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해싱 한다. 노드는 구간을 정하고 그 구간에는 적합한 오브젝트의 해시 값을
가지고 있는다. 노드가 제거 되면 인접한 구간의 노드가 제거된 노드의 구간을
위탁 받고 다른 노드들은 제거된 노드로부터 영향을 받지 않는다.
그림 3.3은 링 구조를 활용한 Consistent 해시 기법의 동작 원리를 보여 준다
[32]. 각 아이템 1, 2, 3, 4, 5는 표준 해시 함수를 통해 원 위의 절대 위치에
사상되고 노드 간의 링크를 연결한 원을 따라 시계 방향으로 가장 근접한 노드에
할당된다. 그림 (i)에서 A와 B 노드만 존재한다고 했을 때 노드 A는 아이템
1, 2, 3을 저장하고, 노드 B는 아이템 4, 5를 저장한다. 그림 (ii)에서 노드 C가
시스템에 추가 되었을 때 노드 C는 아이템 1, 2를 새로 할당 받고 다른 노드에
저장된 아이템들은 변경 되지 않는다.
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제 4 장 효율적인 해시 기법
3장의 시스템 모델 상에서 각 데이터 서버는 해시 기법을 사용하여 데이터를
저장하고관리한다. 본 장에서는데이터서버에서데이터를효율적으로관리하기
위해충돌을최소화하고충돌로인한비용을줄일수있는해시기법을제안한다.
제안하는 해시 기법 모델을 제시한다.
4.1 해시 기법 개요
기존의 해시 함수를 사용하여 데이터의 저장 위치를 지정할 경우 동일한
메모리 위치에 데이터가 저장되면 충돌이 발생한다. 기존 메인 메모리 데이터
관리 기법은 체이닝, 밀어내기 등의 기법을 사용해 충돌을 해소하고 있지만 검색
또는 삽입의 성능이 떨어지는 문제점이 있다. 즉 워크로드의 패턴에 따라 메모
리의 데이터 접근 처리 시간이 느려지게 된다. 따라서 본 절에서는 두 개의 메인
해시 테이블과 하나의 보조 해시 테이블을 사용하여 해시 테이블에서 데이터의




슬롯에 하나의 데이터가 저장되며, 보조 해시 테이블은 각 슬롯에 연결 리스트를
저장하여다수의데이터노드를저장할수있다. 데이터는각테이블마다하나씩,
세 개의슬롯중한곳에저장된다. 두 메인해시테이블의크기는동일하며, 보조
해시 테이블은 메인 해시 테이블 크기의 약수로 유지된다. 따라서 두 개의 해시
함수를사용하여세개의테이블을관리할수있다. 편의를위해이하본문에서는
각 테이블을 테이블 T1, T2, T3로 지칭한다.
또한 제안 해시 기법에서는 각 테이블에서 슬롯마다 데이터가 저장되어 있
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는지 아닌지를 판단하기 위해 블룸 필터를 사용한다. 블룸 필터는 둘 이상의
해시 함수를 사용하여 데이터의 해시 값들을 비트맵에 사상하고 해당 요소가
테이블에존재하는지아닌지를검사한다. 데이터존재유무를간편하게판별할수
있다는 장점으로 인해 해시 테이블 등의 검색 성능 개선을 위해 자주 사용된다.
단, 거짓인데 참인 경우(False Negative)는 존재하지 않으나 참인데 거짓인 경우
(False Positive)가 존재한다[43][44].
그림 4.1 제안하는 해시 기법
그림 4.2 블룸 필터
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제안해시기법은일반적인해시테이블과같이검색(Lookup),삽입(Insert),
갱신(Update), 삭제(Delete) 를 기본 연산으로 지원하며, 이에 더해 동적 재배치
(Dynamic Relocation)연산을수행한다. 각각의연산에대한자세한설명은다음
절에서 다룬다.
• Insert(k, v): 키 k와 데이터 v를 보조 해시 테이블에 추가한다.
• Lookup(k): 키 k가 메인/보조 해시 테이블에 있으면 참을, 그렇지 않으면
거짓을 리턴한다.
• Delete(k): 메인/보조 해시 테이블에서 키 k를 찾아 삭제한다.
• Update(k, v): 메인/보조 해시 테이블에서 키 k를 찾아 그 데이터를 v로
갱신한다.
동적 재배치 연산은 보조 해시 테이블의 데이터를 메인 해시 테이블로 이동
시키는 작업으로, 시스템의 유휴 시간에 수행된다. 그림 4.3과 같이, 해시 테이블
관리자는 마스터 서버가 요청한 삽입, 삭제, 갱신, 삭제 연산을 각각 하나의 이
벤트로 보고 이벤트 큐에 저장한다. 각 연산은 큐에 들어온 순서대로 수행하며,
수행중큐가비는시점이있으면동적재배치이벤트가큐에삽입되어수행된다.
동적 재배치는 하나의 데이터 오브젝트를 단위로 수행되며 사용자 요청에 의한
다른 이벤트가 큐에 들어올 때까지 반복한다.
제안기법의메인해시테이블은기존의쿠쿠해시기법[47]을사용하며, 보조
해시 테이블은 체인 해시 기법[34]을 사용한다. 체인 해시 테이블을 쿠쿠 해시
테이블의 지연 쓰기 버퍼와 같이 활용하여, 쿠쿠 해시 기법의 단점인 쓰기 지연
시간과 체인 해시 기법이 읽기 연산이 상대적으로 느린 단점을 상호 보완하는
것이 제안 기법의 특징이다. 제안 기법은 찾는 데이터가 메인 해시 테이블에
존재하는 경우 최대 2번의 참조만으로 성공이 보장되므로 최악의 경우를 보장할
수 없는 체인 해시 기법에 비해 안정적이다. 또한 보조 해시 테이블을 사용하여
데이터를삽입하므로기존의쿠쿠해시기법에비해응답시간이지연되는현상을
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그림 4.3 이벤트 큐 관리
현저히줄일수있다. 따라서제안기법은기존데이터관리기법에비해데이터의
충돌을 최소화하여 메모리 데이터를 효율적으로 관리함으로써 시스템의 성능을
높이게 된다.
4.2 해시 기법 동작 과정
본 절에서는 제안하는 해시 기법에서 검색, 삽입, 삭제, 갱신 연산과 동적
재배치 연산의 수행 과정을 설명한다.
4.2.1 삽입
제안하는해시기법에서데이터는메인해시테이블또는보조해시테이블에
저장된다. 삽입 연산의 처리 과정은 다음과 같다. 제안 해시 기법에서 키 K가
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해시 테이블 내에 없다는 가정 하에 키 K를 삽입한다고 할 때, 키 K는 테이블
T1에서 h1(K), 테이블 T2에서 h2(K), 보조 테이블 T3에서 (h2(K) 를 T1의
크기로 나눈 나머지) 세 슬롯에 저장될 수 있다. 이 때 다음 두 가지 경우가
발생한다.
• 메인 해시 테이블 T1, T2의 두 슬롯 중 하나 이상이 비어 있는 경우
• 메인 해시 테이블 T1, T2의 두 슬롯에 모두 다른 데이터가 저장되어 있으
며, 보조 해시 테이블 T3의 슬롯이 비어 있는 경우
• 메인 해시 테이블 T1, T2의 두 슬롯에 모두 다른 데이터가 저장되어 있으
며, 보조 해시 테이블 T3의 슬롯이 비어 있지 않은 경우
키 K를 삽입하기 위해서는 먼저 첫 번째 경우를 확인한다. 메인 해시 테이블
T1, T2에서 h1(K) 또는 h2(K)를 확인한다. 예를 들어 그림 4.4의 경우 테이블
T1의슬롯은데이터가들어있고테이블 T2의슬롯이비어있으므로테이블 T2
에 키 K를 삽입한다.
그림 4.4 키 삽입: T1, T2에 빈 슬롯이 존재
만약 메인 해시 테이블의 두 슬롯에 모두 다른 데이터가 저장되어 있다면
보조 해시 테이블 T3의 슬롯을 찾는다. T3의 슬롯이 비어 있다면 키 K를 해당
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위치에 삽입하고, 비어 있지 않다면 키 K를 이 슬롯의 리스트 헤드로 만들어
삽입한다. 예를 들어 그림 4.5는 테이블 T1의 슬롯과 테이블 T2의 슬롯에 모두
데이터가 들어 있는 상태이므로 키 K를 보조 해시 테이블의 슬롯에 삽입하며,
그림 4.6은 세 테이블의 슬롯에 모두 데이터가 들어 있는 상태이므로 키 K를
보조 해시 테이블의 슬롯의 리스트 헤드로 삽입한다.
그림 4.5 키 삽입: T1, T2는 차 있고 T3의 슬롯은 비어 있음
그림 4.6 키 삽입: T1, T2, T3의 슬롯에 모두 데이터가 있음
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위 처리 과정에서 해시 테이블의 유무를 판별할 때, 필터의 반환값이 거짓인
경우 바로 삽입할 수 있으므로 메인 해시 테이블에 접근해야 한다. 반환값이
참인 경우에도 False Positive가 존재할 수 있으므로 메인 해시 테이블의 슬롯을
직접 접근해야 한다. 따라서 삽입 시에는 반환값에 관계없이 메인 해시 테이블에
접근해야하므로, 삽입전필터값을확인할필요는없고삽입후에필터의비트를
설정하는 작업만을 수행한다.
알고리즘 4.1은 삽입 연산의 수행 과정을 나타낸 의사코드이다.
Algorithm 4.1 키 삽입 과정 의사 코드
function Insert(K)
if T1[h1(K)] is empty then
T1[h1(K)]← K
else
if T2[h2(K)] is empty then
T2[h2(K)]← K
else




4.2.2 검색, 갱신 및 삭제
제안하는 해시 기법의 검색 연산은 메인 해시 테이블 T1, T2를 먼저 검색한
후 보조 해시 테이블을 검색한다. 키 K 검색을 위해 먼저 h1(K)와 h2(K)를 사
용하여 메인 해시 테이블 T1, T2의 슬롯에 접근한다. 이 때 메인 해시 테이블의
상태는 다음 중 하나이다.
• 메인 해시 테이블 T1, T2의 두 슬롯이 모두 비어 있는 경우
• 메인 해시 테이블 T1, T2의 두 슬롯 중 하나에만 데이터가 존재하는 경우
• 메인 해시 테이블 T1, T2의 두 슬롯 모두에 데이터가 존재하는 경우
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먼저 그림 4.7과 같이 두 슬롯이 모두 비어 있는 경우, 필터를 통해 이를 확인
할 수 있다. 따라서 보조 해시 테이블로 바로 접근하여 리스트를 순차 검색한다.
그림 4.7 키 검색: T1, T2의 두 슬롯 모두 비어있음
두번째로메인해시테이블 T1 T2의두슬롯중하나에만데이터가존재하는
경우, 데이터가 저장된 슬롯을 확인한다. 그림 4.8과 같이 해당 슬롯에 저장된
키가 K이면 참을 반환하고, 그림 4.9와 같이 다른 키카 저장되어 있으면 보조
해시 테이블의 리스트를 순차 검색한다.
그림 4.8 키 검색: T1, T2의 슬롯 하나에만 데이터가 존재 (1)
세 번째로 두 슬롯 모두에 데이터가 존재하는 경우, 그림 4.10과 같이 메인
해시 테이블의 두 슬롯 중 하나에 키 K가 있으면 참을 반환한다. 둘 다 K가
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아니라면 키 K가 보조 해시 테이블 T3에 있는지를 확인해야 한다.
보조 해시 테이블 T3의 슬롯을 확인하는 과정은 다음과 같다. 먼저 필터의
값을확인한다. False Negative는없으므로, 그림 4.11과같이필터값이거짓이면
보조 해시 테이블에 접근하지 않고 검색 연산의 결과로 거짓을 반환한다. 필터
값이 참이면 보조 해시 테이블 슬롯의 리스트를 순차 검색하여 키 K가 있는지
확인한다.
그림 4.9 키 검색: T1, T2의 슬롯 하나에만 데이터가 존재 (2)
그림 4.10 키 검색: 두 슬롯이 모두 차 있고 키 K를 찾음
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만약 키 K를 찾으면 키 K를 리스트의 헤드로 이동시킨 후 참을 리턴한다
(그림 4.12, 4.13).이기법은참조지역성[42]을활용한것으로서, 자주 참조될것
으로 예상되는 데이터에 대해 두 가지 효과를 만들어 접근 지연 시간을 단축시킬
수있다. 먼저해당키를리스트헤드로이동시키므로다음에참조될때리스트의
순차 검색 비용이 감소한다. 또한 같은 리스트 내에 있는 다른 데이터에 비해
우선적으로 메인 해시 테이블로 재배치되게 된다. 알고리즘 4.2는 검색 연산의
수행 과정을 나타낸 의사코드이다.
그림 4.11 키 검색: T3의 슬롯이 비어 있음
그림 4.12 키 검색: T3 슬롯의 리스트 검색
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그림 4.13 키 검색: T3 슬롯의 리스트 헤드로 이동
Algorithm 4.2 키 검색 과정 의사 코드
function Lookup(K)
if T1[h1(K)]isempty AND T2[h2(K)] is empty then
return ListSearch(T3[h1(K) mod sizeof(T3)])
else
if T1[h1(K)] is occupied AND T2[h2(K)] is occupied then
if T1[h1(K)]=K OR T2[h2(K)]=K then
return true
else
return ListSearch(T3[h1(K) mod sizeof(T3)])
end if
else ▷ only 1 slot is occupied
if T1[h1(K)]=K OR T2[h2(K)]=K then
return true
else






갱신 (Update)과 삭제 (Delete) 연산은 해당 데이터의 키가 해시 테이블에
존재하는지 먼저 검색한 후, 존재하면 데이터 오브젝트의 내용을 갱신 또는 삭
제 데이터가 해시 테이블에 존재하지 않는다면 거짓을 리턴한다. 따라서 검색
(Lookup) 연산과 큰 차이가 없으므로 설명을 생략한다.
4.2.3 동적 재배치
제안하는 해시 기법에서 보조 해시 테이블에 삽입된 데이터는 시스템이 유휴
상태일 때 메인 해시 테이블로 동적으로 재배치된다. 데이터가 보조 해시 테이
블에 있을 때보다 메인 해시 테이블에 있을 때 검색의 효율이 높아지므로 이와
같은 동적 재배치를 통해 시스템의 응답성을 높일 수 있다.
4.1 절에서 언급한 바와 같이, 동적 재배치 연산은 보조 해시 테이블에서
임의의키를메인해시테이블로이동시킨다. 재배치할키를선택한후메인해시
테이블의 상태를 두 가지로 나눠 생각해볼 수 있다.
• 메인 해시 테이블 T1 또는 T2에 빈 슬롯이 있는 경우
• 메인 해시 테이블 T1, T2의 두 슬롯 모두에 데이터가 존재하는 경우
그림 4.14 동적 재배치: 빈 슬롯이 존재
동적 재배치 연산을 제외하면, 메인 해시 테이블에서 데이터의 존재 유무는
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삽입, 삭제 연산에 의해 변경된다. 삽입 연산의 경우 메인 해시 테이블의 빈 슬롯
에 우선적으로 삽입되며 삭제 연산은 메인 해시 테이블 또는 보조 해시 테이블에
이동시킬데이터가존재한다면삭제한다. 따라서 첫 번째경우, 그림 4.14와같이
이전에 삭제 연산에 의해 메인 해시 테이블에 빈 슬롯이 만들어진 상태이므로
되면 보조 해시 테이블에 존재하는 키를 메인 해시 테이블의 빈 슬롯으로 이동
시킨다.
그림 4.15 동적 재배치: 밀어내기 (1)
그림 4.16 동적 재배치: 밀어내기 (2)
두 번째 경우 먼저 밀어내기 기법을 사용하여 메인 해시 테이블에 빈 슬롯을
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만들고 해당 키를 이동시킨다. 예를 들어, 그림 4.15에서 키 K를 재배치하려고
한다. 메인 해시 테이블 T1, T2의 슬롯 h1(H)와 h2(H)에 모두 다른 데이터(A,
B)가 저장되어 있으므로 키 A와 키 B 둘 중 하나를 다른 테이블로 밀어내야
한다. 이 경우 T1에 있는 키 B를 T2의 h2(B)로 밀어낸 후 키 K를 리스트
헤드에서 제거하고 T2의 빈 슬롯에 재배치한다. 재배치 후의 상태는 그림 4.16
과 같다.
이와 같은 밀어내기는 재귀적으로 일어날 수 있다. 예를 들어 그림 4.17과
같은 상태에서는 T1의 h1(B)에 키 E가 저장되어 있으므로, 먼저 키 E를 T2의
h2(E)로 밀어내고, 키 B를 T1으로 밀어낸 후 마지막으로 키 B가 있던 자리에
키 K를 배치한다. 재배치 후의 상태는 그림 4.18과 같다. 밀어내기 경로의 최대
길이는 임의의 상수에 의해 결정되며, 상수보다 큰 경로가 나타나게 되면 해시
테이블크기를증가시키고데이터전체를재배치하는리해싱(Rehashing)작업을
진행하게 된다.
그림 4.17 동적 재배치: 밀어내기 (3)
4.2.4 동적 재배치의 문제점
동적 재배치 과정은 리스트 내 데이터 노드 하나를 단위로 이루어진다. 향
후에는 동적 재배치를 노드 단위가 아닌 슬롯 (리스트) 단위로 처리하면 동적
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그림 4.18 동적 재배치: 밀어내기 (4)
재배치 과정을 효율적으로 구현할 수 있다. 현재 테이블 T3 접근을 위해 메인
해시 테이블 T1의 h1()을 사용하고 있는데, 이 방법은 보조 해시 테이블 접근을
빠르게 할 수 있는 반면 같은 리스트 내의 데이터들이 메인 해시 테이블 T1
에서 충돌을 발생시키기 쉽다는 문제가 있다. 메인 해시 테이블과 보조 해시
테이블의 크기가 같다면 이 충돌 확률은 1이고, 메인 해시 테이블이 보조 해시
테이블의 N배라면 N분의 1 확률로 충돌이 발생한다. 이로 인해 밀어내기 작업
경로가 평균적으로 길어지고 재배치 비용이 커지는 단점이 생긴다. 동적 재배치
과정을 최적화하기 위해, 같은 리스트 내에 있는 다수 노드의 밀어내기 과정들을
한꺼번에 처리하여 가장 효율적인 다중 경로 계산 알고리즘의 연구가 필요하다.
또한 삭제 후 재배치 과정에 대한 연구 또한 필요하다. 메인 해시 테이블의
데이터를 삭제한 후, 보조 해시 테이블 T3에서 메인 해시 테이블의 빈 슬롯을
채울 수 있는 데이터를 즉시 이동시킬 수 있다. 예를 들어 그림 4.19에서 키 K를
삭제한 후 T3의 슬롯에서 즉시 키 A를 가져와 빈 슬롯을 채우게 한다. 그러면
메인해시테이블의슬롯이하나이상비어있는경우보조해시테이블에접근할
필요가 없어지므로 해시 테이블의 접근 지연 시간이 상당히 단축될 수 있다.
하지만 이 방법은 논리적인 오류가 존재한다. 그림 4.20과 같은 경우, 테이블
T2에서 키 K를 삭제하면 T3에 있는 키 K의 슬롯은 비어 있으므로 키 K가
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그림 4.19 삭제 후 재배치
그림 4.20 삭제 후 재배치: 오류 (1)
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그림 4.21 삭제 후 재배치: 오류 (2)
저장되어있던 T2의슬롯은빈상태로남겨진다. 하지만 그림 4.21과같이, 키 K
삭제 후 키 A를 검색하게 되면 메인 해시 테이블에 키 A의 빈 슬롯이 존재하는
상태에서 키 A가 보조 해시 테이블에 저장되어 있는 잘못된 상태가 발생할 수
있다. 따라서 이와 같은 문제점을 해결하고 삭제 후 재배치 과정을 정확히 수행
하기 위해서는 향후 해시 함수의 재설계가 필요하다.
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제 5 장 시간 복잡도 기반 성능 분석
본 장에서는 제안하는 해시 테이블 모델을 제시하고 삽입, 검색 및 삭제 알
고리즘과 동적 재배치 과정의 시간복잡도 분석을 통해 제안 기법의 데이터 처리
과정이 상수 시간에 수행됨을 확인한다.
5.1 해시 테이블 모델
그림 5.1 제안 기법의 해시 테이블 모델
본 논문의 제안 기법은 두 개의 메인 해시 테이블과 하나의 보조 해시 테이
블을 유지하여 데이터 노드들을 관리한다. 데이터 노드 di는 식별 가능한 ki와
데이터 vi쌍으로구성된다 (단, i ≤ m).두개의메인해시테이블에는같은데이터
노드의 크기를 가진 슬롯이 n개씩 존재한다. 두개의 해시 함수 h1, h2: {0,1}∗
→ {1,..., n}는 데이터 노드의 키값 ki을 입력받아 두 개의 메인 해시 테이블 내
위치 pix와 piy (단, piy, piy ≤ n)를 결정하는데 사용된다. 이 해시함수를 통해
계산된 위치 pix와 piy에 해당 데이터 노드가 위치한다. 메인 해시 테이블 각 n
개의 슬롯에 대해 하나의 데이터만 위치할 수 있다. 반면 보조 해시 테이블에는
복수개의 데이터가 연결 리스트 방식으로 연결될 수 있다.
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표 5.1 시스템 모델을 위한 기호 및 함수
기호 및 함수 설명
n 해시 테이블 내 슬롯의 개수
m 해시 테이블 내 위치한 데이터 노드의 개수
h1(x) 첫 번째 메인 해시 테이블을 위한 해시 함수 h1(x) ∈ {1, ...,n}
h2(x) 두 번째 메인 해시 테이블을 위한 해시 함수 h2(x) ∈ {1, ...,n}
α 해시 테이블의 부하 인자 α ≤ 1
n개의 슬롯을 가진 해시테이블에 m개의 아이템이 있을 때
m
n 로 계산됨
ki i 번째 데이터 노드에 대한 식별 가능한 키값 {0, 1}∗
vi i 번째 데이터 노드의 값 {0, 1}∗
di i 번째 데이터 노드에 대한 ki와 vi 의 벡터 di = < ki, vi >}
k 키값들의 집합 k = {k1, k2, k3, , · · ·km}
v 데이터들의 집합 k = {v1, v2, v3, · · ·vm}
d 데이터 노드들의 벡터 집합
d = {< k1, v1 >,< k2, v2 >,< k3, v3 >, · · · < km, vm >}
|d| 해시 테이블에 저장된 데이터들의 개수 (즉|d| = m)
해시 함수 h1와 h2는 상수 시간에 함수값을 계산한다. 또한 각 데이터 노드
들은 다른 해시 값들에 상관없이 슬롯에 갈 확률은 균등하게 모두 같다. 따라서,
임의의 데이터 노드에 대한 해시 테이블에 들어갈 확률은 1/n이다.
시스템 모델을 위한 기호 및 함수는 표 5.1과 같다.
5.2 시간 복잡도 기반 성능 분석
본 절에서는 앞의 절에서 설명된 제안 해시 테이블을 사용하는 제안 기법의
삽입, 검색 및 삭제 연산의 시간 복잡도를 분석한다. 제안 기법은 연결 리스트를
저장하는 보조 해시 테이블을 사용하여 해시 알고리즘의 삽입과 검색 속도를
높이고, 시스템의 유휴 시간에 동적 재배치 과정을 수행한다. 단, 검색, 삭제 및
갱신 연산과 달리 동적 재배치 과정은 쿠쿠 해시의 삽입 알고리즘에 기반하므로,
쿠쿠해시의삽입알고리즘의시간복잡도분석과유사한흐름을보이게된다[54].
데이터 노드 삽입 요청 시 메인 해시 테이블 내 저장 위치를 결정하기 위해
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두 번의 해시 값 h1(x)와 h2(x)을 계산한다. 그 메인 해시 테이블의 위치에 비어
있는 슬롯이 있으면 데이터 노드를 삽입한다. 비어 있는 슬롯이 존재하지 않으면
보조 해시 테이블 슬롯의 리스트의 헤드에 삽입한다. 이는 해시 알고리즘에서 빈
슬롯을 찾기 위해 반복적인 작업을 피하기 위해 추가적으로 보조 해시 테이블을
관리하는 이유이다. 따라서 제안 기법의 삽입 연산은 쿠쿠 해시 알고리즘과 다르
게 최악의 경우에도 세 번의 해시 테이블 내 데이터 노드 탐색만으로 수행되므로
O(1)이다.
하지만 이러한 보조 해시 테이블에 유지된 데이터 노드들은 검색 연산 수행
시 검색 속도를 감소시킬 수 있다. 메인 해시 테이블에 유지된 데이터들은 두
번의 해시값 계산으로 빠른 상수 시간의 검색 속도를 보이는 반면 연결 리스트에
유지된 데이터에 대한 검색 속도는 최악 상황에서 O(n)의 시간 복잡도를 가지
므로 선형적인 성능 감소를 보일 수 있다.
이를 위해 메인 해시 테이블에 상수 시간의 검색 속도를 유지할 수 있도록
보조해시테이블에존재하는데이터들을동적으로재배치하는작업이필요하다.
연결 리스트에 위치한 데이터 노드들은 h1(x)와 h2(x) 위치에 해당하는 슬롯에
다른 데이터에 의해 채워져 있으므로 두 데이터 중 하나를 선택하여 유효한 다른
위치로 이동시킨 후 저장하며, 이 과정은 빈 슬롯을 찾을 때까지 반복 수행한다.
반복적인 동적 재배치 과정의 시간 복잡도 분석을 위해 그림 5.1과 같이 먼저
두 개의 메인 해시 테이블 내 슬롯을 정점으로 하고 삽입된 데이터 노드di 들의
두개의 해시 함수값을 간선으로 하는 이분 그래프(bipartite graph)를 고려한다.
즉 이분 그래프 G는 V = {1, ..., n}이고 E={ex|ex = (h1(x), h2(x), 단 x ∈ k)}
로 구성된다. 데이터 노드의 위치가 해시 함수에 의해 1,..., n 범위에서 할당된
랜덤 변수인 사실을 고려할 때 그래프 G는 확률적으로 구성되며 여러 개의 연결
요소 (connected component)로 구성된다. 따라서 연결 리스트 상에 있는 dj 데
이터 노드에 대한 반복적인 동적 재배치 알고리즘의 수행 시간은 이분 그래프 G
상에서 그 간선 (ej = (h1(kj), h2(kj))상의 어떤 한 점 부터 도달 가능한 경로의
길이 L(ej)로서 계산할 수 있다. h1(kj) 또는 h2(kj) 부터 계산될 수 있으므로
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m개의 데이터가 삽입된 메인 해시 테이블에서 연결 리스트에 있는 ej를 동적
재배치하기 위한 반복적인 시간은 L(ej) 보다 작다. 따라서, xj 데이터 노드의
동적 재배치 과정의 시간 복잡도 τInsert(x) 가 O(1)를 보이기 위해서는 수식
(5.1)을 보이는 것으로 충분하다.
E[L(xj)] ≤ O(1) (5.1)
정리 1 임의의 상수 c ≥ 1에 대해, m ≤ n2c를 만족할 때, 제안 기법의 동적
재배치 과정은 O(1)의 시간 복잡도를 가진다.
증명 데이터 노드 xj 삽입 연산의 동적 재배치 과정의 시간 복잡도는 이분 그
래프에서 연결 요소의 평균적인 길이로 계산할 수 있다. 연결 요소의 평균적인
길이는 데이터 노드 집합 d의 원소들이 연결 요소에 포함될 평균적인 확률의
합과 같다. 각 데이터 노드들이 연결 요소에 포함될 확률은 같으므로 수식 (5.2)





= m · Pr[ei ∈ L(xj)] (5.2)
수식 (5.2)에서평균적인동적재배치과정의시간복잡도를위해서는 Pr[ei ∈
L(xj)] 을 계산해야 한다. 어떤 해시 테이블의 위치 u와 v에 대해 u와 v 사이에
경로가생기고그연결요소의경로길이가 ℓ ≥ 1인확률은최대 c−ℓn 이다. 이연결
요소의 경로 길이가 ℓ ≥ 1인 확률은 다음과 같이 수학적 귀납법으로 증명한다.
초기식 ℓ = 1 일 때, 다음과 같이 확률은 c
−ℓ
n 보다 작음이 만족한다.
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Pr[∃u→ v: 경로 길이 1] = Pr[{u, v} ∈ E]





해시함수가 {1, ..., n}범위에서균등한분포를가진다는가정에의해 ∃xPr[h1(x) =
u] = 1n이다. 또한 v, u 가 바뀔 수 있으므로 확률은
2
n2
이다. 임의의 두 점 u, v
에 대해 평균적으로 경로가 1인 연결 요소가 발생할 확률은 m개에 대해서 모두
동일하고 2 ·m ≤ nc를 만족하므로 다음과 같다.
Pr[u→ v: 경로 길이 1] = m · Pr[{u, v} ∈ E]







≤ c−1 · 1
n
따라서, ℓ=1 인 경우에 대해서 관계식을 만족한다.
임의의 두 점 u, v에 대해 연결 요소 경로의 길이가 ℓ − 1이 발생할 확률은
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Pr[∃u→ v : 경로 길이 ℓ− 1] ≤ c−(ℓ−1) · 1n을 만족한다고 가정한다.
Pr[∃u→ v경로 길이ℓ] = Pr[
∪
k


















= c−ℓ · 1
n
따라서,임의의두점 u, v에대해연결요소경로의길이가 ℓ일확률은 Pr[∃u→ v
: 경로 길이 ℓ] ≤ c−ℓ · 1n을 만족한다. 이는 수식 (5.2)에서 Pr[ei ∈ L(xj)] = O(
1
r )






















따라서, 다양한 제안 워크 로드 모델 상에서 발생하는 삽입 연산은 메인 해시
테이블에서 2번의해시값으로계산되므로 O(1)이고지연된동적재배치과정의
시간 복잡도 역시 O(1)이다. 이는 기존 기법과 다르게 유휴 시간에 메인 해시
테이블에 배치함으로써 최악의 상황에서도 상수 시간의 삽입 속도를 가지도록
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유지하고, 자주 사용되는데이터들을우선적으로이동시킴으로서검색시참조의
지역성 효과를 추가적으로 얻을 수 있다.
검색 (lookup) 연산은 h1(x)와 h2(x)의 값을 계산하고 먼저 해당 위치를 두
개의 해시 테이블에서 데이터를 찾는다. 해시 테이블에서 2개의 해당 위치에
빈 슬롯이 하나라도 있는 경우, 연결 리스트의 탐색은 불필요하다. 따라서, 해당
키값에해당하는데이터가존재하면해당데이터값을리턴하고존재하지않으면
거짓을 리턴한다. 반면, 해시 테이블 2개의 위치에 모두 데이터 노드가 할당되어
있는 경우에 해당 키값에 해당하는 데이터가 존재하면 해당 데이터 값을 리턴
하지만 존재하지 않는 경우, 연결 리스트에서 데이터를 찾아야 한다. 해시 값
계산의 연산 비용은 가정에 의해 상수 시간 θ(1)이므로 검색 (lookup) 연산은 2
번의해싱위치의방문과연결리스트순회횟수에비례한다. 수식 (5.4)에서메인
해시 테이블에서 평균적인 연결 요소 길이 E[L(xj)]는 (
∑
ℓ>1 c
−ℓ) · mn 의 상한을
갖는 것을 보였다. 이는 해시 테이블에 m개의 데이터 노드가 있는 경우 각 슬롯
당 연결 리스트에 존재하는 데이터 노드의 수를 의미한다. 따라서, 검색 연산의
경우 수식 (5.5)와 같이 정리될 수 있다.









이것은 임의의 상수 c ≥ 1에 대해 m ≤ n2c를 만족할 때, 검색 연산은 평균적
으로 상수 시간에 수행됨을 의미한다.
삭제와 갱신 연산은 해시 테이블에서 위에서 설명된 검색 연산 수행 후 해당
데이터를 삭제 혹은 갱신한다. 메인 해시 테이블에 있는 데이터 노드의 삭제 및
갱신을 상수 시간으로 가정하면, 삭제와 갱신 연산은 검색 연산의 시간 복잡도와
같으므로 O(1) 이다.
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제 6 장 데이터 복구 기법
이 장에서는 결함허용을 위해 메인 메모리 데이터를 백업 서버에 분산하여
저장하고 빠르게 복구하는 기법을 제안한다. 또한 분산 노드들의 결함율을 고려
하여 사용자 요청의 예상 응답 시간을 예측하는 모델을 제안하고 다수의 백업
서버를 사용했을 때 복구 시간이 단축됨을 확인한다.
6.1 데이터 백업
제안 기법이 적용된 시스템 모델은 메모리상에 데이터의 사본을 유지하며,
데이터원본을저장하는프로세스를데이터서버, 데이터사본을저장하는프로세
스를 백업 서버로 지칭한다. 이들 데이터 서버와 백업 서버는 1:N 대응이며 이를
마스터-슬레이브 관계를 맺는다. 백업 서버는 자신의 마스터인 데이터 서버에서
데이터의사본을복제하며, 복제한데이터를디스크에백업하는역할을수행한다.
데이터 서버에 오류가 발생할 경우 백업 시스템은 백업 서버로부터 데이터를
복구한다.
기존 기법은 데이터를 디스크에 백업하므로 메모리와 디스크의 처리 속도
차이로 인해 복구 시간이 느리다는 문제점이 있다. 또한 데이터 크기가 커질수록
복구 시간이 길어지게 된다. 하지만 제안 기법을 적용하고자 하는 실시간 금융
시스템은 응용의 시스템의 복구 시간을 단축시키는 것이 서비스 품질 보장을
위해매우중요하므로디스크기반의백업기법은적합하지않다. 따라서본논문
에서는 분산 메모리의 데이터 사본을 백업 서버의 메모리에 저장하며, 데이터를
다수의백업서버로분산적재함으로써복구속도를향상시키는기법을제안한다.
제안 기법은 데이터 서버의 데이터를 분할하여 다수의 백업 서버의 메모리에
나누어 보관하며, 오류가 발생했을 시 다수 백업 서버로부터 동시에 데이터를
전송받아 복구한다. 따라서 데이터 크기가 증가하더라도 단일 백업 서버를 사용
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하는 시스템에 비해 빠른 속도로 복구가 가능하다. 각 데이터 서버로부터 연결된
백업 서버로의 데이터 분배에는 해시 함수가 사용된다.
그림 6.1 데이터 백업 구조
6.2 데이터 복구
그림 6.2는 제안 기법의 클러스터 구성으로, 2개의 사본을 유지하는 클러
스터의 예시이다. 각 데이터 서버는 자신에게 할당된 데이터를 균등 분할하여
자신의 두 백업 서버에 분배하며, 백업 서버는 자신에게 할당된 데이터 사본을
비동기적으로 디스크에 백업한다. 또한 데이터 서버와 그 서버에 연결된 백업
서버들을 각각 물리적으로 다른 기기에 동작시킴으로써, 데이터 서버에 오류가
발생했을 시 메모리에서 메모리로 데이터를 전송하여 빠른 시간 안에 데이터를
복구할 수 있다.
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그림 6.2 백업 및 복구를 위한 클러스터 설계
6.3 예상 처리 시간 모델 기반 성능 분석
이절에서는분산메모리시스템에서사용자요청처리에필요한예상시간을
기반으로 제안하는 복구 기법의 성능을 분석한다. 마스터 서버에서 요청 후 데이
터 서버에서 처리가 되기 전까지 오류가 발생하지 않는 경우 분산 메모리의 처리
시간은 t와같다. 이처리시간은분산메모리환경내통신속도에의해결정된다.
그러나, 데이터 요청에 대한 서비스가 마치기 전에 데이터 서버에 오류가 발생하
면서비스를실패하게된다. 이런 경우, 정상적인서비스를위해서는연결된백업
서버에 의한 복구 시간 (r)과 거치게 되어 마스터 서버에서 재전송하는 시간을
거치게된다. 메모리기반시스템은높은가용성을요구하는응용에서사용되므로
복구 시간을 줄이기 위해 m 개의 백업 서버가 연결되어 있다고 가정한다. 또한
전송 실패가 반복적으로 발생할 수 있다고 가정하면, 사용자 요청에 대한 예상
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표 6.1 예상 처리 시간 모델 위한 기호 및 함수
기호 및 함수 설명
t 오류가 없을 때, 마스터 서버 요청 후 데이터 서버에서
처리되기까지 시간
E[t] 마스터 서버 요청 후 데이터 서버에서 처리될 때까지
예상 처리 시간
r 데이터 서버가 단일 백업 서버에 의해 복구되는 시간
m 하나의 데이터 서버에 연결된 백업 서버의 수
X 서비스 중 전송 실패가 발생할 때까지 걸린 시간을 나타내는
확률 변수
fX(x) X의 확률 밀도 함수
λ 데이터 서버의 오류 발생 빈도
처리 시간은 재귀적으로 표현해야 한다. X를 마스터 서버에서 요청한 시점을
기준으로 서비스 중에 전송 실패가 발생할 때까지 걸린 시간을 나타내는 확률
변수로 두고. fX(x)를 X의 확률 밀도 함수 (probability density function)라고
하자. 시스템 모델을 위한 기호 및 함수는 표 6.1과 같다.
사용자가 데이터 처리를 요청한 시간을 기준으로 반복적인 오류가 발생할 수
있다는 가정을 하는 경우, 예상 처리 시간은 정리 2와 같이 유도할 수 있다.











증명 X = x인 경우, 분산 메모리에 요청이 발생한 시점에서 백업 복구 시간을




t+ τm + E[t] if x < t
t otherwise
(6.1)
즉, 마스터 서버에서 질의를 전달하여 데이터 서버에서 서비스를 제공할
때까지 오류가 발생하지 않는 경우 처리 시간은 t인 반면, 오류가 발생하여 x가
t 보다 작은 경우 추가적인 복구 과정과 재전송 과정의 시간을 반복한다. 이 식을
조건부확률의전체기대값의정리(law of total expectation)를이용해정리하면






















































































그리고 데이터 서버의 오류가 발생 빈도 λ를 가지는 포아송 과정을 따른다고
가정하면, 마스터 서버로 부터 데이터 서버의 처리 시간은 정리 3과 같이 유도할
수 있다.
정리 3 데이터 서버의 오류 발생 빈도가 λ의 비율을 가지는 포아송 과정을
따르고 m개의 백업 서버를 유지할 때, 예상 처리 시간 E[t]는 다음과 같이 주어




+ t)eλt − λ · τ
m
증명 데이터 서버가 λ의 비율을 가지는 포아송 과정으로 오류가 발생하므로 마
스터 서버로 부터 요청된 질의가 데이터 서버로 부터 실패할 확률 분포는 λe−λx




















































+ t)eλt − λ · τ
m
□
그림 6.3 예상 처리 시간
분산 메모리 환경에서 요청한 키값에 해당하는 데이터 서비스를 위한 예상
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처리 시간은 데이터 서버의 오류 빈도에 지수적으로 증가한다. 하지만 데이터
서버에 대한 백업 서버들의 수가 많을수록 처리 시간은 백업 서버의 수에 반비
례한다. 이는 백업 서버의 수가 증가할수록 처리 시간에 어떻게 영향을 주는지를
수학적으로 분석 가능함을 의미한다.
그림 6.3은 분산 메모리 환경에서 백업 서버 구성에 따른 정리 3의 예상 처리
시간을 보여준다. 데이터 서버에 연결된 백업 서버의 수 (m)가 증가할수록 예상
처리 시간은감소하는것을볼 수 있다. 이는 오류 발생 시 다수의 백업 서버에서
동시에 데이터 서버로 백업 데이터를 전송하기 때문이다. 특히 오류 발생율 λ가
106, 5 · 106, 105 인 환경에서 백업 서버 수가 각각 M > 1, 4, 8 일 때 예상 처리
시간의 효과는 거의 없었다 (<0.01%). 이것은 제안하는 예상 처리 시간 모델이
오류 발생율이 다른 메모리 기반 시스템 환경에서 효과적인 백업 서버 구성에
사용될 수 있음을 의미한다.
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제 7 장 성능 평가
본 장에서는 제안 기법을 구현하고 실험을 통해 측정한 결과를 기술한다.
분산 메모리 시스템에서 효율적인 데이터 관리를 위해 제안한 해시 기법과 복구
기법이 데이터 처리의 효율성 복구 지연 시간 등에서 어느 정도의 성능을 보이고
있는지 실험하였다. 또한 실제 금융 거래 시스템의 워크로드를 사용하여 제안
기법의 성능을 측정하였다.
7.1 구현 및 실험 환경
리눅스 기반의 분산 메모리 관리 기법인 Redis[14]를 기반으로 분산 메모리
시스템을 구축하고 제안 알고리즘을 적용하였다. 그림 7.1은 제안 기법의 실험
환경을 나타낸다. 인피니밴드 네트워크로 연결된 3대의 서버 PC가 클러스터를
구성한다. 사용자 요청 발생기는 실제 금융 거래 시스템에서 사용되는 데이터를
수집한것을바탕으로사용자의요청을발생시키며, 이를받은응용프로그램에서
분산메모리시스템의 API를이용하여마스터서버에데이터에대한접근을요청
한다. 마스터 서버는 각 서버 PC마다 존재하며, 접근할 데이터 서버를 선택하여
데이터접근요청을전달한다. 각 데이터서버는본논문에서제안한해시기법을
사용하여 데이터를 관리하며, 각각 2개의 백업 서버를 물리적으로 다른 장치에
유지 관리한다.
성능 평가에서 사용된 실험 환경은 다음과 같다.
표 7.1 실험 환경





그림 7.1 실험 환경
7.2 제안하는 해시 기법 성능 평가
그림 7.2, 7.3, 7.4는 체인 해시 기법과 제안 해시 기법을 사용하여, 테이블
슬롯의 40%가사용된상태에서검색작업에걸린시간을측정한것이다. 각각 10
만에서 100만건의성공적인검색, 실패한 검색, 10%참조지역성이있는검색을
수행하였다. 실험 결과약 90%의키가메인해시테이블에저장됨을확인하였다.
제안 해시 기법은 체인 해시 기법에 비해 성공적인 검색의 경우 평균 7.4%, 최대
15%, 10%의 지역성이 있는 경우 평균 13%, 최대 24% 적은 시간이 소요되었다.
반면 실패한 검색의 경우 평균 4.6%, 최대 12% 느린 속도를 보였는데, 검색에
실패할 경우 메인 해시 테이블 슬롯과 보조 해시 테이블의 리스트를 모두 검색해
야하기 때문이다. 하지만 검색이 실패하는 경우에도 제안 기법에서는 체인 해시
테이블의리스트가대부분 1개의데이터만을저장하고있다(표 7.2).최악의경우
검색 시간은 제안 해시 기법이 더 짧음을 예상할 수 있다.
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표 7.2 해시 테이블 참조 횟수
해시 기법 평균 최악의 경우
체인 해시 기법 1.17 7
제안 해시 기법 1.13 3
그림 7.2 데이터를 찾을 경우 검색 시간
그림 7.3 데이터를 못 찾을 경우 검색 시간
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그림 7.4 10% 지역성이 있는 경우 검색 시간
4.2.4절에서 설명한 바와 같이 제안 해시 기법에 블룸 필터를 사용했을 때
와 보조 해시 테이블에서 참조된 데이터를 리스트 헤드로 이동시켰을 때 검색
(Lookup) 연산의 성능 변화를 확인하였다. 그림 7.5는 블룸 필터를 적용한 결과
로서, 가로축은 해시 테이블의 부하율 (Load Factor)을 나타내며 세로축은 검색
연산의 초당 처리율을 나타낸다. 부하율에 따라 데이터를 먼저 삽입한 후 검색
연산의 초당 처리율을 측정하였다. 부하율이 높아지면 충돌이 발생할 확률이
높아지므로 보조 해시 테이블에 저장된 데이터의 비율이 높아지고, 따라서 보조
해시 테이블의 탐색 비용이 커짐을 의미한다. 각 키는 100바이트의 문자열을
사용하였으며, 그래프의 각 데이터 값은 20회 반복한 결과의 평균이다.
실험 결과 처리율이 부하율 10%일 때 약 2%, 70%일 때 약 12% 개선됨을
확인하였다. 부하율이증가할수록성능의차이가커짐을알수있다. 블룸 필터를
사용하면 필터가 거짓을 리턴했을 때 해시 테이블 내에 접근하지 않고 바로
리턴하는데, 충분히큰비트맵을사용하면정확도를높일수있다. 부하율이작을
때는큰차이를보이지않는데, 블룸필터가다수의해시함수를사용하므로얻을
수 있는 이득과 비용이 상쇄되기 때문이다. 하지만 부하율이 클수록 블룸 필터
를 사용하지 않은 경우 보조 테이블에 접근하여 데이터 키값을 비교, 검색하는
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그림 7.5 블룸 필터 사용 시 검색 연산 처리율
비용이 커지게 되므로 필터를 사용하여 테이블에 접근하지 않을 때에 비해 기회
비용이 증가한다.
또한 그림 7.5는 블룸 필터 적용 결과와 함께 보조 해시 테이블에서 두 번
이상 참조된 데이터를 리스트 헤드로 이동시켰을 때 처리율을 비교한 결과를
나타내고 있다. 실험 결과 이 기법을 적용하지 않았을 시에 비해 처리율이 최대
12%까지 떨어짐을 확인하였다. 이는 보조 해시 테이블의 리스트 탐색이 각 노드
당 두 번의 포인터 참조가 필요한 데 비해, 데이터를 리스트 헤드로 이동시키기
위해서는 총 네 번의 포인터 참조가 필요해지기 때문이다. 따라서 이 참조 우선
정책이 효과적이기 위해서는 한 번 참조된 데이터가 다시 참조될 확률이 높아야
하며, 해당 데이터가 리스트 내에서 세 번째 이상에 있을 때만 이익이 발생한다.
대부분의 경우 이익보다 비용이 더 큰 상황이 발생하므로 이 정책을 사용하지
않았을때보다성능이떨어짐을알수있다. 데이터가다시참조될확률이얼마나
되는가에 따라 결과가 달라지므로 향후에는 보다 다양한 워크로드를 대상으로
실험해볼 필요성이 있다.
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7.3 제안하는 복구 기법 성능 평가
그림 7.6은 제안한 복구 기법의 성능 평가를 위해 데이터의 숫자가 증가함에
따른 복구 시간을 측정한 결과이다. 단일 백업 서버를 사용한 경우에 비해 두
개의 백업 서버를 사용한 경우 복구 시간이 평균 51.4% 감소함을 확인하였다.
그림 7.6 데이터 복구 시간
그림 7.7 데이터 복구 오버헤드
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그림 7.7은 제안한 복구 기법의 오버헤드를 측정하기 위해 데이터의 숫자가
증가함에 따른 마스터 서버의 처리율을 측정한 결과이다. 단일 백업 서버를 사용
한 경우와 두 개의 백업 서버를 사용한 경우 복구 시간이 거의 동일함을 확인할
수 있다.
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7.4 분산 메모리 시스템 성능 평가
제안 기법을 실제 금융 시스템에 통합하여, 금융 애플리케이션을 사용했을
때 분산 메모리 시스템의 처리 성능을 측정하였다. 실험은 인피니밴드 기반의 3
개 서버로 구성된 클러스터에서 시행되었다. 표 7.3은 3만 건의 주문을 발생시
켰을 때의 응용 서버에서 측정한 소요 시간을 나타낸다. 하나의 주문은 7개 9
의 연산으로 이루어져 있으며, 초당 1만 건 이상의 주문을 처리할 수 있음을
확인하였다. 표 7.4는 위 실험 결과의 주문별 소요 시간을 처리과정 별로 상세히
나타낸 것이다. 각 주문은 데이터베이스로의 다수 읽기 및 쓰기 요청과 논리적인
처리 부분으로 구성된다. 실험 결과 읽기 요청의 지연시간은 70 us 이하였으며
쓰기 (삽입 및 수정) 요청의 지연 시간은 90 us 이하임을 확인하였다.
표 7.3 분산 메모리 시스템 성능 평가
반복 회수 회차별 주문 건수 평균 소요 시간 (us) 초당 주문 처리량
20 30,000 2,619,915 11,469
표 7.4 단일 주문의 주문 단계별 소요 시간
처리 단계 요청 분류 쓰레드1 쓰레드2 쓰레드3
주문코드 검색 56 55 56
사용자계좌 검색 67 67 66
코드-계좌 검색 64 61 65
로직 - 2 2 2
포트폴리오 검색 51 49 51
로직 - 0 0 0
주문정보 삽입 88 86 88
로직 - 0 0 0
사용자계좌 갱신 8 87 87
코드-계좌 갱신 76 74 76
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제 8 장 결론 및 향후 연구 방향
8.1 결론
최근 다중 서버 메모리 기반 시스템들은 응용 범위가 넓어지고 복잡한
기능이 요구되면서 더 높은 수준의 성능이 필요하게 되었다. 메모리 기반
시스템들은일반적인대규모데이터관리뿐아니라적절한서비스품질을
요구하는 웹서비스, 빠른 성능이 요구되는 금융 거래 서비스 등 다양한
특징을 가진 응용들에 사용되고 있다. 이에 따라 메모리 기반 시스템은
데이터정합성, 확장성, 처리성능등다양한요구조건을충족시켜야하게
되었다. 최근 메모리 기반 시스템에 대한 연구가 활발해지고, 처리해야
하는 데이터 크기가 커짐에 따라 시스템의 성능을 높이기 위한 메모리
데이터 관리의 중요성이 대두되고 있다. 메모리의 데이터를 적절히 분배
하고저장및관리하는방법에따라시스템의성능이크게좌우되게된다.
메모리 기반 시스템의 데이터 관리 기법은 다양한 기업 및 연구소에서
활발히 연구되고 있으나, 그 성능이나 안정성에 있어서 아직까지 연구
개발의 여지가 많이 남아 있는 실정이다. 특히 분산 메모리 데이터 접근
시 처리 속도에 중요한 역할을 하는 해시 알고리즘에 있어서 기존의 관리
기법들은 읽기 중심의 워크로드에 특화되어 있어 점차 다양해지는 응용
들의 요구사항을 충족시키지 못하고 있다. 본 논문에서는 분산 메모리의
데이터를 효율적으로 저장하고, 읽기뿐만 아니라 쓰기 중심의 워크로드
에서도 효율적으로 데이터를 관리할 수 있는 기법을 제안하였다. 기존
쿠쿠 해시 기법은 읽기 요청을 처리하는 데는 적합하지만, 쓰기 요청이
많아졌을 때는 요청의 응답 시간을 보장할 수 없는 문제점이 존재한다.
따라서 제안 기법에서는 쿠쿠 해시 알고리즘을 사용하는 메인 해시 테이
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블과 연결 리스트를 저장하는 보조 해시 테이블을 사용하여, 쓰기 요청된
데이터를 보조 해시 테이블에 먼저 보관하도록 하였다. 시간 복잡도 기반
성능 분석을 통해 검색, 삽입 연산 등이 상수 시간에 처리됨을 보였다.
또한 분산 메모리 데이터의 결함 혀용을 위해 각 데이터 서버가 다수
백업 서버의 메모리에 데이터를 분산 백업하고, 복구 시 데이터를 동시에
전송하도록 함으로써 복구 시간을 줄이는 기법을 제안하였다. 제안 복구
기법을수학적으로분석하여성능을확인하였으며, 제안해시기법과복구
기법을구현한후실제데이터를사용해실험하여제안기법이효과적으로
다양한 워크로드에서 높은 성능을 낼 수 있음을 확인하였다.
8.2 향후 연구 방향
먼저 제안 해시 기법의 성능을 높이기 위해 보조 해시 테이블의 활용
방안과해시함수설계등을연구할계획이다. 또한 사용자요청의패턴에
따라 각 해시 테이블의 최적 크기를 동적으로 조절하는 기법을 연구할
계획이다. 마지막으로 최근 다양한 연구가 이루어지고 있는 인피니밴드의
RDMA 기술을 메모리 데이터 관리 기술을 접목하여 응답 시간을 줄이기
위한 연구 또한 유의미할 것이다.
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Abstract
A Multiple Memory Server Management
Scheme for Massive Explosive Data
Streams
Joonhyouk Jang





Memory-based systems store and manage massive volume of data in
memory of multiple servers instead of disks. Because of sharp deflation in
the price of memory, application of the memory-based system expands in
many areas. Memory-based systems show better performance than previ-
ous systems based on disk in managing the servers that are required to
process large volume of data transfer such as real-time trading servers, big
data analysis servers, and enterprise servers.
In memory-based systems, the efficient management of data stored in
main memory of multiple servers is the key to increase the quality of service
and system reliability. However, the performance of existing management
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schemes of data in memory sharply degrades when the characteristics of
user requirements vary or the number of servers connected via network
increases.
Therefore, in this thesis, we propose an efficient data management
scheme for memory-based systems using hashing and data recovery. The
proposed hashing scheme uses duplicated hash table for Lookup operation,
and uses hash table with linked list for Insert operation. By this, both
Lookup operation and Insert operation can be performed in constant time.
In addition, we propose a data recovery scheme that stores data in memory
of multiple backup servers that simultaneously send data to data server
when recovery is required.
In order to verify the performance of the proposed scheme, we stochas-
tically analyze the proposed hashing scheme and it is shown that Insert,
Lookup, Update and Delete operations are performed in constant time on
average. In addition, we also analyze the expected processing time of the
data server using the proposed scheme based on probabilistic modeling.
To evaluate the performance of the proposed scheme, we implemented our
scheme and tested the implementation on actual data workload. Our ex-
periment shows that the proposed scheme increases the throughput and
decreases the recovery time.
Keywords: Memory-based System, Data Management, Heavy Workload, Hash
Table, Data Recovery, Performance Analysis
Student Number: 2010-20882
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