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Chapter 2: 
Experimental methods  
 
 
The present chapter provides the background of the main experimental techniques 
that were employed for the thesis project. Sections 2.1-2.14 deal with the general 
technique of producing nanoclusters by gas aggregation, and the specifics of the 
instrumentation are presented. The subsequent sections (2.15-2.30) are concerned 
with scanning probe microscopy, including atomic force microscopy (AFM) and 
scanning tunneling microscopy (STM); practical examples of STM are discussed. A 
more specialized microscopy variant (magnetic force microscopy) is treated 
separately in the Appendix. 
 
 
2.1 Gas aggregation technique  
 
The technique of making nanoparticles by inert gas aggregation has been known since 
the 1930s [1]. Nucleation and growth of particles take place from a supersaturated 
vapor in a noble gas atmosphere. The physical details are quite involved, but gas 
aggregation in itself is a commonly known phenomenon that can even be observed in 
daily life [2].  
An often-cited review of the subject was published in 1976 by Granqvist and 
Buhrmann [3]. In general, the apparatus used for producing nanoparticles by gas 
aggregation consists of a vapor source inside a vacuum chamber containing an inert 
gas (usually Ar or He). A resistive filament vapor source was used in the earliest 
experiments, but since then thermal evaporation, sputtering, electron beam, and laser 
methods have been developed as well. There is no universal cluster source that is 
capable of satisfying all experimental requirements. Fundamental choices have to be 
made depending on whether free or deposited clusters are going to be studied, the size 
and species of clusters, whether they should be ionized, what temperature they should 
have, and so on [4]. With thermal evaporation, the operating temperature is limited by 
the choice of crucible material, and reactions with the crucible may be a concern. It 
can only be applied to metals, whereas sputtering does not have this limitation 
(although radiofrequency sputtering must be used for insulators to avoid charging 
effects). Laser vaporization delivers a high density vapor stream of any metal within a 
very short time (10-8 s) [1, 5]. The pulsed operation of a laser vaporization source 
makes it most appropriate for experiments involving free clusters, and the cost of a 
suitable laser may be prohibitive [4]. 
All these techniques produce nanoparticles directly from a supersaturated 












particles, produces high-purity particles, and naturally produces films and coatings. A 
disadvantage is that the cost per gram of material is still relatively high, and it does 
not quite offer the same variety of materials and microstructures as chemical means 
do. Alternatively, free jet expansion methods are sometimes used, where a vapor is 
physically cooled by adiabatically expanding from a high-pressure gas source into a 
low-pressure ambient background. These so-called seeded supersonic nozzle sources 
are designed to produce very high fluxes of low melting point (usually alkali) metals 
[1, 5, 6]. The underlying principles of cluster nucleation and growth are the same.  
 
 
2.2 Achieving supersaturation 
 
The most frequently used techniques for achieving supersaturation have been 
mentioned above. In most cases a high pressure of an inert gas is used. This is 
necessary to decrease the diffusion rate of atoms away from the source region. If the 
vapor is not confined sufficiently, supersaturation is not achieved and only individual 
atoms or very small clusters will be deposited. Frequent collisions with the inert gas 
also cool the atoms. Heavier inert gas atoms are more effective at limiting the mean 
free path. It has been observed that the obtained particle sizes increases when going 
from He to Ar and then to Xe [3]. 
In the case when sputtering is applied, the high inert gas pressure decreases 
the sputtering rate. This occurs because ions loose energy by collisions with the inert 
gas, and fewer of them will have the threshold energy required to sputter atoms from 
the target. However, in most cases there is a sufficiently broad pressure range in 
which an acceptable sputtering rate can be maintained [1].   
 The diffusion rate of vapor atoms is also controlled by the gas flow between 
the vapor source and the collecting surface. It can be a convection flow driven by a 
difference in temperature, a forced gas flow, or a combination of both. A forced gas 
flow permits the particles to be collected at a considerable horizontal distance away 
from where they were formed. Certain processing steps such as mass filtering may 
then be performed while the particles are in flight. 
 
 
2.3 Nucleation process 
 
Nucleation from a supersaturated vapor phase occurs when vapor molecules condense 
to form small droplets or nuclei. Nucleation in the absence of any foreign particles, 
ions, or surfaces is called homogeneous nucleation. Classical nucleation theory 
assumes that embryonic clusters of the new phase are spherical liquid drops with the 
bulk liquid density. The free energy of these clusters, relative to the vapor, is the sum 









the vapor and the liquid (negative). The work W(n) needed to form a cluster 
containing n atoms or molecules is then given by [1] 
2 / 3 2 / 33v( ) 4 ( ) ln( / )
4 B e
W n n nk T P Pπσ π= −    (2.1) 
where σ is the interfacial tension, v the volume per molecule in the liquid, kB the 
Boltzmann constant, T the temperature, P the vapor pressure, and Pe the equilibrium 
vapor pressure at the temperature of the vapor. The positive interface contribution 
gives rise to a free energy barrier which impedes nucleation. Its value can be found 
from the condition ∂W/∂n = 0, leading to [1] 
* 3 2( ) 16 v / 3( ln( / ))BW n k T P Pπσ= 2e     (2.2) 
where  refers to the smallest stable cluster that can grow with a decrease in free 
energy. It can be seen that increasing the supersaturation P/Pe reduces the barrier 
height, so that more clusters may grow large enough to form stable droplets.  
*n
The steady state classical nucleation theory is expected to fail in the case of 
high supersaturation, because then the change of state of the gas is faster than the time 
required to establish a local metastable equilibrium. Further, since the nucleus could 
be less than ten atoms small in the case of very high supersaturation, it should not be 
treated as a macroscopic entity having macroscopic properties such as surface tension 
and density. Another problem arises when the clusters are crystalline, because the 
bulk properties used in the nucleation theory, such as the surface tension at the 
relevant temperatures, are usually unavailable [1].  
 
 
2.4 Condensation into clusters  
 
After nucleation growth may occur. The number and distribution of clusters formed 
depends on parameters such as the dwell time in the source, the gas temperature, and 
the densities of the clustering species and the background gas. As cluster growth 
cannot be studied in detail during experiments, a convenient way to learn about the 
influence of these parameters is by computer simulation. Significant computational 
obstacles need to be overcome however, because the processes involved operate over 
orders of magnitude in time and length scales [7]. In particular, the relevant cluster 
properties develop during the flight path which is of the order of centimeters [8]. 
Nevertheless, Monte Carlo simulations [8, 9] have provided useful insights and 
results that agree qualitatively with experimental findings.  
First of all, it is necessary that dimers are formed as nuclei for cluster growth 
[9]. Unless they are initially present in the source from the evaporation or sputter 
process feeding it, the formation of dimers constitutes the critical bottle neck for 
cluster growth, since the collision of two atoms will not lead to the formation of a 












energy of the dimer. Then, while clusters grow they are continuously heated by the 
binding energy delivered by aggregating atoms—in other words, by the latent heat of 
condensation ∆Ec. A cluster needs to have a certain size (about 7 atoms or more) 
before it can transfer ∆Ec to its various internal degrees of freedom [10]. Once this 
embryo is stabilized, the cluster may grow further. Early growth occurs by accretion 
of atoms from the vapor one at a time, and subsequent collisions between smaller 
clusters can lead to coalescence and the formation of larger clusters [5]. In the growth 
region, the clusters are generally quite hot. While this is compensated by evaporation 
cooling when clusters fragment or emit single atoms, efficient cluster growth 
necessitates cooling by inelastic collisions with the surrounding inert buffer gas.  
The following collision processes can be identified [9], where A and B denote 
clustering gas and inert gas atoms, respectively: 
(1) Elastic collisions: A-A, A-B, or B-B collisions that can be considered as hard 
sphere collisions. 
(2) (Metastable) dimer formation: two colliding A atoms may form a metastable 
excited A2* collision complex, which can be stabilized if a third (A or B) atom 
collides within the lifetime of the complex. 
(3) Cluster growth: the reaction An + Am → An+m liberates a binding energy which 
heats the cluster internally. 
(4) Inelastic B–An collisions: the relative kinetic energy between the B atom and the 
An cluster can be transformed to internal excitation energy (heat) of the cluster, and 
vice versa. This constitutes the main mechanism of collisional cooling of clusters. 
(5) Cluster decay: evaporation of single atoms (or larger fragments) according to An 
→ An-1 + A. Internal energy must be channeled into the appropriate cluster vibrational 
mode(s), in order to overcome the kinetic activation barrier to bond breaking. After 
evaporation, the excess energy is imparted as kinetic energy to the escaping atom. 
Evaporation cooling is more efficient than collisional cooling, particularly for larger 
clusters, because the energy lost in an atom emission process is much larger than the 
energy lost in an inelastic collision with the buffer gas. Still, with the high pressures 
of buffer gas commonly used, the latter is the dominant cooling mechanism because it 
occurs much more frequently.  
 
 
2.5 Parameters for cluster growth 
 
The dependence of the cluster formation process on various source parameters is 
discussed in the following. 
 Regarding the influence of dwell time in the aggregation source, it is known 
from experiment that increasing cluster sizes are measured for increasing dwell time 
[4, 10]. Simultaneously, the size distribution generally becomes broader. Simulations 









fraction of bound atom tends to an upper limit. At this maximum, the cluster 
agglomeration and fragmentation processes are in equilibrium. Which of the two 
occurs in any given event depends on the internal energy of the cluster; if it is higher 
than the cluster binding energy, fragmentation is favored over agglomeration in order 
to remove the excess energy [8].  
 Experimentally, increasing the partial pressures of both the clustering gas 
and the inert gas yields increasing cluster sizes [4]. The higher efficiency for 
increasing clustering gas content is a consequence of an increased dimer formation 
rate. A higher amount of inert gas atoms then leads to a more frequent stabilization of 
A2* collision complexes. Therefore it is the collisional cooling effect which enhances 
cluster formation [9]. 
 It has been argued that an optimum gas temperature window for the 
formation of large clusters exists [9]. The value of the temperature is a result of a 
large energy input by evaporated or sputtered atoms, and the cooling by inert gas 
atoms and by the outer walls of the source. At low temperature dimers are efficiently 
created, but they have difficulty to grow due to a diminished collision rate. At high 
temperature, dimer formation decreases strongly since in a hot gas, metastable A2* 
complexes have a short lifetime. Also, growing clusters obtain a high internal energy 
which leads to swift decay, while collisions with hot inert gas atoms become 
ineffective for cooling. In simulations, a maximum average cluster size was found at 
temperatures around 300 K [9]. 
 The presence of even a small initial dimer content speeds up the clustering 
process considerably [9]. Therefore it is favorable to use methods where dimer 
“seeds” are introduced into the source from the very beginning, such as sputtering. 
The dimer content in the flux of sputtered particles amounts to ~5% for Cu sputtered 
with 200 eV Ar ions [11], i.e., 10% of the atoms are initially bound.  
 Apart from the collision, agglomeration, fragmentation, and particle transport 
processes that were described, other important processes occur in a real aggregation 
source. For example, if a gas discharge is used for sputtering to provide the necessary 
particle flux, excitation and ionization processes may be present. This may have 
considerable influence on the cross sections for cluster agglomeration and 
fragmentation, explaining the larger average cluster sizes (n≥1000) obtained in real 













2.6 The NC200-UHV nanocluster source 
 
The instrument employed for producing clusters is a NC200-UHV nanocluster source 
manufactured by Oxford Applied Research (Fig. 2.1). A magnetron discharge 
provides the sputtered species. Inside the water-cooled aggregation tube, a rare gas, 
typically argon, cools and sweeps the atoms and clusters from the aggregation region 
towards an aperture. The cluster size can be varied by adjusting any of several 
parameters such as the power supplied to the magnetron, the exit aperture size, the 
rate of rare gas flow, type of rare gas(es) being used, temperature of the aggregation 





Figure 2.1:  External view of the NC200U source. 
 
 
Figure 2.2 gives a schematic view of the source and its main components. The body is 
constructed to UHV specifications from stainless steel tubing, conflat flanges and 
bellows. The length of the source, measured from the linear motion drive to the exit 
aperture, is 752 mm with the magnetron in its fully extended position. The diameter 
of the source body is approximately 146 mm, and it is mounted on a rolling 
aluminium frame in order to facilitate changing of apertures. Considerable torque is 
exerted by a turbo pump weighing 40 kg that is mounted on the T-piece in a 














Figure 2.2: Schematic overview of the nanocluster source and its main components. 
 
 
The following gives a more detailed description of the source and its operation. 
 
 
2.7 Magnetron sputtering 
 
The 1 kW magnetron sputtering device has been designed specifically for high 
operating pressure of up to 1 mbar and for a high sputter rate. The design concept is 
licensed from Prof. Haberland of the University of Freiburg, who first applied the 
sputter discharge technique in a cluster source instead of the conventional thermal 
evaporation [12]. A DC voltage of the order of 102 V is applied between the target 
(cathode) and the magnetron cover (anode). The separation between these 
components is adjustable and amounts to 0.2-0.5 mm depending on the target 
material; small separations are required for magnetic materials. Argon gas is floated 
directly over the sputter target, while helium can be introduced from the backside. 
Due to the potential difference, electrons are accelerated away from the cathode and 
collide with the gas atoms, giving rise to excited species. The latter can decay to 
lower energy levels by the emission of light, thus forming the characteristic glow 
discharge. Part of the Ar atoms are ionized in collisions with the energetic electrons, 
after which they are accelerated towards the target, and release secondary electrons 
upon impact. The secondary electrons are repelled from the cathode and they feed the 












discharge ions sputter atoms from the target as the raw material for the clustering 
process.  
A magnetic field is applied to the plasma discharge, using water cooled rare earth 
(NdFeB) magnets producing a field of 1.18 T positioned directly behind the target. As 
a result, electrons travel along helical paths around the magnetic field lines and 
ionization is enhanced. The magnetic field also confines the electrons, so that 
sputtering can be achieved at high rates with a dense plasma. The magnetron uses 
plane targets of 50 mm in diameter with a maximum thickness of 5 mm. A copper 
target of this thickness is easy to sputter and has a lifetime of about 2 kWhrs; after 
long operation a ring-shaped erosion pattern appear on the surface. A palladium disk 
is mounted behind the target to protect the magnetron body in the case that the sputter 
target would break down.  
One drawback to the use of a magnetron sputtering device is the difficulty 
encountered when sputtering magnetic targets. The effect of the magnetic field is 
reduced, leading to under-utilization of the target material and weak sputtering. 
Depending on the magnetic saturation of the material, the thickness of the target 
needs to be limited to a level that still enables a sufficient magnetic field (200-250 
Gauss) to be projected over the target surface. This amounts to 1-2 mm for Fe targets 
and 3-4 mm for Co targets. Evidently such thinner targets require more frequent 
replacement.                                                             
 
 
2.8 Ionization of clusters 
 
Atoms ejected by the sputter discharge into the rare gas start to aggregate if they 
reach a sufficient density. The gas aggregation clustering process described in Section 
2.4 is modified because the clusters are formed in a region with high concentrations 
of electrons and ions, leading to many charge transfer processes. As a result, the 
degree of ionization of the cluster beam is unusually high. Experimentally, values of 
60-80% for Al, 20-60% for Mo, and 20-50% for Cu are found [2]. Note that this is 
20-80 times higher than the yield obtained from a very efficient electron-impact 
ionizer.  
 Sputtered atoms from metal surfaces are predominantly neutral; only about 
10-3 atoms are ionized. If one out of 1000 atoms is charged, and these atoms combine 
to form a cluster, then this cluster is becoming charged. Other efficient mechanisms to 
form positive clusters are charge transfer from Ar+ ions, and Penning ionization [12]. 
Negative clusters can simply be formed by incorporation of incident electrons. In 
experiments, the observed fluxes of both charge polarities are roughly equal [12]. Of 
course, charge loss mechanisms such as recombination also occur, so that the final 









The large fraction of charged clusters allows several functional manipulation steps to 
be performed on the cluster beam. For example, charged and neutral components of 
the beam can be separated using an ion lens and a deflector. Then, by applying a bias 
voltage to the substrate holder, one polarity of clusters can be selected for deposition 
and the other repelled [12]. Charging of the substrate surface is not a concern due to 
the very high number of deposited atoms per electric charge [13]. The cluster mass 
can be measured and the clusters can be filtered by devices such as a quadrupole mass 
filter. Alternatively, the beam can be steered or accelerated by means of deflection 
plates. The latter is called the energetic cluster impact technique, and it can be used to 
form highly adherent and uniform coatings [13].   
 
 
2.9 Aggregation chamber 
 
The gas pressure inside the aggregation chamber is monitored by a Pirani gauge 
(Leybold TTR90) connected to one of the three gas inlets to the magnetron. The other 
two inlets are used for helium and argon (of 99.99% purity), which can be introduced 
via needle valves. During operation of the source with only Ar, the rare gas pressure 
is typically ~0.15 mbar. An ionization gauge is attached to the outer cylinder, 
opposite to the differential pumping port. The base pressure measured here is ~ 3×10-8 
mbar, rising to ~1×10-3 mbar when argon is introduced as before.  
The aggregation process has to be stopped before the clusters become too 
large. This is done by letting the rare gas sweep the clusters through an aperture 
where the growth effectively comes to an end. Most of the gas is pumped by a 880 l/s 
turbopump (Pfeiffer Vacuum TMU 1001 P), backed up by a two-stage rotary vane 
pump (Pfeiffer DUO 35). The heavy clusters continue to fly through a second 
aperture (skimmer). The inner aperture is available with diameters of 2, 4, and 6 mm. 
A larger opening means that gas exchange will be faster, leading to a shorter 
residence time of clusters in the aggregation chamber. The diameter of the second 
aperture has an influence on the width of the cluster beam, which is between 5 and 40 
mm at a source-sample distance of 100 mm. We used inner and outer apertures of 6 
and 4 mm, respectively.  
The cluster source is operated with cooling water of ~15°C temperature 
flowing through the walls of the condensation tube. Alternatively, liquid nitrogen can 
be used for cooling to stabilize the beam and make the operating conditions more 
tolerant [2], but in our experience cooling with water yields good results.  
The separation between the magnetron and the aperture set can be adjusted by 
means of a linear motion drive. This allows the user to vary the residence time of 
clusters, and hence the cluster size. The available length range is 55-205 mm.   
The use of helium as a carrier/drift gas has a dramatic effect, making the 












viscosity than argon, thus increasing the transportation efficiency. Helium is only 
used in combination with argon, although it might be possible to operate the source 
with He as the sputtering/aggregation gas. Previous experiments [14] have indicated 
that very high partial pressures (>12 mbar) are required in this case. Helium has a 
higher ionization potential (24.5 eV) than argon (15.7 eV) [15], making it less 
suitable for creating a plasma discharge. Also, the cluster cooling effect is reduced 
when compared to argon.  
 
 
2.10 Sample chamber 
 
After passing through the skimmer aperture, clusters enter the sample chamber where 
they can be deposited on a substrate. Here, a base pressure of about 2×10-8 mbar is 
established with a 180 l/s turbo pump (Balzers Pfeiffer TPU 180 HM). The sample is 
mounted on a stage that can be moved in three directions, as well as rotated along a 
horizontal axis. The sample holder is a cylindrical copper piece of 27.5 mm diameter 
and 12 mm height, with small clamps attached so that it can accommodate up to four 
substrates at a time. Coating of the substrates with a metal film in vacuum is possible 
by thermal evaporation. A thin folded strip (boat) of tungsten is then heated by 
passing a high electrical current. Small amounts of coating material loaded on the 
boat are vaporized and condense on the substrate.  
 Samples are introduced into the chamber using a magnetically coupled 
transporter from Vacuum Generators, fitted with a custom-made hook. A load lock is 
available so that the vacuum does not have to be broken for transferring samples. The 
load lock is evacuated by a 56 l/s turbo pump (Balzers Pfeiffer TPU 062H). Nitrogen 
can be introduced into the load lock via a needle valve for the purpose of venting. 
 
The adjustable source parameters having influence on the growth/deposition process 
have been mentioned previously. Some of these parameters will now be discussed in 
more detail, using test data from Oxford Applied Research for illustration. In all these 
tests, the NC200U was operated using Ar as the sputtering gas and Cu as the target 
material. An inner aperture of 4 mm diameter and a skimmer aperture of 5 mm 
diameter were fitted. Water was used to cool the aggregation region, and the cluster 









2.11 Deposition rate 
 
A quartz crystal monitor (placed at a distance of 200 mm from the source aperture) 
was used to measure the deposition rate of Cu clusters. Figure 2.3 shows the 
deposition rate as a function of the magnetron power for various Ar flow rates and a 
set aggregation length of 205 mm. An increase in the deposition rate is initially 
observed for increasing power, up to a maximum situated around 40 W on each 
curve. The deposition rate drops at higher power, because the increased number of 
collisions between particles reduces the mean free path of the clusters. If lower Ar 
flow rates are used instead (in the range of 1-4 sccm; not shown), a more simple 
behavior appears with a monotonous increase in deposition rate, and the maximum is 





Figure 2.3: Deposition rate of Cu clusters as a function of magnetron power for various Ar flows. 
 
 
From Figure 2.3 it is clear that the deposition rate increases with increasing Ar gas 
flow. This point is further illustrated in Figure 2.4, where the different curves 
represent various aggregation lengths. Magnetron power was fixed at 25 W. A drop in 
deposition rate is observed beyond ~22 sccm, which again results from a reduction in 
the mean free path of the clusters. Regarding the influence of the aggregation length, 
another set of measurements has indicated that the deposition rate remains constant 
until the length is reduced below 110 mm. This is due to geometrical constraints and 














Figure 2.4: Deposition rate as a function of Ar gas flow rate for various aggregation lengths.  
 
 
2.12 Cluster size distribution 
 
The particle size distribution is a very important attribute, since many of the special 
properties of nanostructured materials depend critically on a small mean particle size 
and a narrow size distribution. An experimentally measured distribution for a set of 
typical source operating parameters is shown in Figure 2.5. Here the mass of the free 
clusters (displayed as the number of atoms per cluster) was measured using a 
quadrupole mass filter; an ion current can be measured because about 30% of the Cu 
clusters that exit the source are negatively charged. The distribution is found to be a 
smoothly varying curve reaching a maximum around 1500 atoms, and having an 
extended tail to the right of the maximum (positive skewness). The latter is a 
characteristic feature of the lognormal distribution that usually gives a good 
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The lognormal distribution is defined by the geometric mean diameter ρ and the 













Figure 2.5: Cluster size distribution for typical operating parameters. 
 
 
In early studies of the gas aggregation process [3] it was argued that growth by 
coalescence (rather than by absorption of atomic vapor) would give rise to such a 
distribution. A different approach was taken in [16], by considering the time spent for 
growth. It was shown that particle growth times can be accurately described by a 
lognormal distribution, and that growth by vapor absorption may indeed lead to a 
lognormal size distribution. This applies to any growth process where the basic 
mechanism is particle diffusion and drift through a finite growth region. Furthermore, 
it was suggested that the desirable conditions of a small mean size and a narrow size 
distribution can be achieved by applying the largest possible drift, and by making the 
system size as small as possible [16]. With the NC200U cluster source, the range of 
achievable cluster sizes is from <0.4 nm to ~10 nm in diameter. At the same time, the 
variation in cluster size is better than ∆d/d=20% for many materials, with no further 
mass selection than that naturally provided by the source. The term “cluster size” 
refers to the peak position of the distribution in this case. Note that for the asymmetric 
lognormal distribution, the peak and the mean size do not overlap. 
 
Figure 2.6 shows the effect on the Cu cluster mass distribution of the addition of He 
to the aggregation region (ratio 1:1 Ar:He). Note that the position of the distribution 
















Figure 2.6: Cluster size distributions with and without injection of helium into the aggregation zone. 
 
 
2.13 Mean cluster size 
 
A number of parameters on the NC200U source can be varied to alter the size of the 
clusters: 
• Aggregation length; 
• Aperture sizes; 
• Ar gas flow rate; 
• Addition of He to the aggregation region, and the corresponding flow rate; 
• Magnetron power; 
• Temperature of the aggregation region. 
The influence of a single parameter is sometimes quite complex and may depend on 
the rest of the settings. For example, the relationship between Ar flow rate and cluster 
size may differ for different He flows or magnetron power.      
 
The simplest parameter to vary, whilst keeping the other parameters constant, is the 
aggregation length. Reducing it results in smaller clusters. An example is shown in 
Figure 2.7, from which it is evident that the most significant changes occur between 
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Figure 2.7: Mean number of atoms per cluster versus aggregation length. 
 
 
Finally, the mean number of atoms per cluster vs. magnetron power (for different 

















2.14 Materials for clustering 
 
With the magnetron-equipped NC200U source, clusters of a number of elements can 
be produced including semiconductors, magnetic materials, and most metals; an 
overview is shown in Figure 2.9. Compound clusters from materials such as TiO2 can 
also be formed by adding O2 to the aggregation region during operation. 
Alternatively, the cluster source can be supplied with a Knudsen cell in place of the 
magnetron, allowing the deposition of other materials such as organic materials, 
metals which are not available as sputter targets, and several non-metals. In this case, 















2.15 Scanning probe microscopy: overview  
 
Scanning probe microscopes (SPMs) represent a family of instruments developed for 
analysis of surfaces. In their first applications, SPM was used for measuring three-
dimensional surface topography and, although many other surface properties can now 
be measured, that is still its primary application. All SPMs employ a sharp probe that 
scans over a surface while maintaining a very close spacing.  
The first experimental realization of an SPM dates from 1982 [17], when 
precise positioning technology was combined with measurement of the tunneling 
current between a surface and a probe. A bias voltage is applied between the probe 
and the surface, and their separation is decreased until electrons can tunnel through 
the vacuum barrier. The resulting current signal varies with the tip-to-sample 
separation and is used to create a topographic image. This instrument, named the 
scanning tunneling microscope (STM), was the first to produce real space images of 
atomic arrangements on flat surfaces. Although STMs still provide the best point 
resolution available among all scanning probe techniques, a disadvantage is the 
demand for a (semi)conducting surface. This led to the introduction of the atomic 
force microscope (AFM) in 1986 [18]. In an AFM, the probe is located on the free 
end of a cantilever with a low spring constant. The tip-sample force is measured from 
the displacement of a mechanical spring device, i.e., the cantilever. Typical forces can 
be in the range of the forces between atoms (~10-9 N at interatomic separations of 
about 1 Å), hence the name “atomic force” microscopy. Because the properties of the 
small probe spring are critical to the performance of an AFM, the technology to 
produce tips has to meet a high standard. The STM approach places fewer restrictions 
on the tip itself and is actually easier to implement. Although the concept of tunneling 
current detection might seem exotic at first, the current signal is simply a monotonic 
function of tip-to-sample distance. In an AFM the tip-sample force has both attractive 
and repulsive components and is not monotonic, which makes it more difficult to 
establish a feedback loop for the vertical distance [19]. On the other hand, AFMs are 
better suited to operation in air, where the surface layer of solids changes 
continuously due to adsorption and desorption of atoms and molecules. The STM is 
mostly used as an ultrahigh vacuum instrument because it favors clean, well-defined 
and electrically conductive surfaces [19], although applications in air or liquids are 
also possible.  
Since their invention, SPMs have rapidly become popular to perform very 
precise, three-dimensional measurements on the nanometer to micrometer scales. 
Lateral resolution for most scanning probe techniques is 2 to 10 nm, and can be as 
small as 0.1 nm for STM. Height resolution is typically better than 0.1 nm. 
Furthermore, AFMs require little or no sample preparation and no vacuum, thus 
offering a significant advantage over scanning electron microscopes. In this thesis the 
AFM is the most prominent instrument, and therefore the next sections will 
















2.16 Operating modes in atomic force microscopy  
 
There are two principal operating modes for an AFM: constant-height mode and 
constant-force mode. In constant-height mode, the tip travels in a horizontal plane 
above the sample and the interaction force varies depending on the topography and 
other local properties. The force measured at each location constitutes the data set, 
i.e., the topographic image. This mode is fast because the scanner does not have to 
move up and down. However, only smooth surfaces can be imaged where there is no 
risk of collisions. In constant-force mode, the AFM uses a feedback loop to keep the 
interaction force constant by adjusting the height of the scanner at each point. In this 
case the vertical motion of the scanner constitutes the data set. Most surface 
morphology measurements in AFM are performed in constant-force mode: irregular 
surfaces can be imaged with high precision, but the measurement takes a longer time 
than in constant-height mode.  
 
The constant-force mode in AFM can be further divided in two distinct modes: static 
and dynamic AFM.  
  
In static AFM the force acting between the tip and sample is used as the imaging 
signal. According to Hooke’s law the displacement x (deflection) of the cantilever is 
proportional to the exerted force F: F kx= − , where k is the spring constant of the 
cantilever. The deflection is monitored during the measurement, and any change is 
instantly followed by a vertical movement of the scanner in order to maintain a preset 
deflection value. The resulting image is a map of constant interaction, which should 
replicate the surface topography with reasonable accuracy.  
The usual way of operation is with a piezoelectric positioning element 
keeping the tip and sample in close contact, so that the interaction force is repulsive 
and the cantilever bends upwards. This is also referred to as contact mode. Because 
the deflection of the cantilever should be significantly larger than the deformation of 
the tip and sample, there is a limited useful range for the constant k [19]. The 
cantilever should be much softer than the bonds between atoms in tip and sample. 
Interatomic force constants in solids are in a range from 10 N/m to about 100 N/m, 
and they can be as small as 0.1 N/m in biological samples. Thus, typical values for k 
in the static AFM mode are 0.01-5 N/m. In addition, the eigenfrequency f0 of the 
cantilever should be significantly higher than the desired detection bandwidth. If ten 









least 10×2×100 s-1 = 2 kHz in order to prevent resonant excitation of the cantilever 
[19].  
Static mode operation can take place in vacuum, ambient or liquid 
environments. In ambient conditions a thin film of water is adsorbed on hydrophilic 
surfaces [20, 21]. At close proximity of tip and surface, a meniscus or liquid bridge 
may be formed between them. The meniscus implies an attractive force that shows 
dependence with the distance. The combination of normal (capillary) forces and 
lateral (frictional) forces may distort image features, and even blunt the tip or cause 
damage to the sample. Therefore, careful control is necessary and static mode AFM is 
most suitable to image hard surfaces. Even though atomic resolution has been 
demonstrated with static AFM [22], the method can only be applied in certain cases. 
Immersing the tip and sample in a liquid helps to cancel capillary forces acting on the 
tip [19].  
 
In dynamic AFM the cantilever is mounted on a piezoelectric actuator that vibrates it 
at a fixed frequency close to its natural frequency f0. When the tip approaches the 
sample, elastic and inelastic interactions cause a change in both the amplitude and the 
phase of the cantilever relative to the driving signal. AC detection methods are used 
to measure these changes, thus providing a feedback signal that allows the tip-sample 
spacing to be held constant for profiling applications. A schematic view of a dynamic 
mode AFM set-up is displayed in Figure 2.10. 
The dynamic AFM method where oscillation amplitude is the feedback signal 
is known as amplitude modulation (AM) AFM [23]. The change in amplitude in AM 
does not occur instantaneously with a change in the tip-sample separation, but on a 
time scale of  [24]. With Q factors reaching 105 in vacuum, the AM 
mode is quite slow. This problem was solved by introducing the frequency 
modulation (FM) mode [24], in which the change in the eigenfrequency occurs within 
a single oscillation cycle on a time scale of 
02 /AM Q fτ ≈
01/FM fτ ≈ .  
Both AM and FM modes were initially meant to be non-contact modes [23, 
24]. In this case the tip keeps a distance of about 5-15 nm above the sample surface, 
in order to stay clear from the adsorbed liquid layer. Topographic information is 
obtained from the weaker van der Waals forces (and other long range forces) acting 
between the tip and the sample. Lateral resolution in non-contact mode is relatively 
low, and it usually only works on hydrophobic samples where the liquid layer is at a 
minimum.  
Amplitude modulation AFM was later used very successfully at a closer 
distance range in ambient conditions involving repulsive tip-sample interactions [25]. 
This so-called “tapping mode” is a method to achieve high resolution without 
inducing destructive frictional forces. The oscillation amplitude is typically larger 
than 20 nm in free air. The probe is lowered towards the sample surface until an 












bottom of its swing. Tapping mode inherently prevents the tip from sticking to the 
surface and causing damage, because when the tip contacts the surface it has 
sufficient oscillation amplitude to overcome the tip-sample adhesion forces. Contact 
forces are significantly reduced compared to the static mode, and estimated to be as 
low as a tenth of a nanonewton, even in ambient conditions [25]. Also, the applied 
force is always vertical so that shear forces are minimized.  
 The first atomic force microscopes were mostly operated in the static contact 
mode, where the stiffness of the cantilever needs to be smaller than the interatomic 
spring constants of atoms in a solid (k≤5 N/m). This constraint on k was assumed to 
hold for dynamic AFM as well. However, it turned out that larger k values (exceeding 





Figure 2.10: Overview showing basic AFM components. 
 
 
2.17 Detection principle 
 
The most widely used detection technique in the various modes of AFM is the optical 
lever or “beam bounce” mechanism (Fig. 2.11). Here, a focused laser beam reflects 
from the end of a tilted cantilever. As the tip scans the surface of a sample, moving up 
and down with the surface contours, each angular displacement of the tip is amplified 









sensitive detector consisting of two or four closely spaced photodiodes. Angular 
displacements result in one photodiode receiving more light than the other, producing 
an output signal (the difference between the two signals divided by their sum) which 
is proportional to the deflection of the cantilever. The differential signal is converted 
to voltage, and serves as the feedback signal that enables to keep a constant distance 




Figure 2.11: Beam deflection detection in AFM.  
 
 
In tapping mode AFM the cantilever substrate is excited vertically by a piezo stack, 
causing the tip to bounce up and down. Meanwhile, the reflected laser beam is 
deflected in a regular pattern over the photodiode array. This generates a sinusoidal 
electronic signal that is fed into a RMS converter.  
Apart from information about vertical height, the return signal may contain 
information about other material characteristics such as elasticity, friction, magnetic 
and/or electric forces present. In particular, the quadruple photodiode setup allows 
measurement of lateral forces. In this case, the amplified differential signal from the 
photodiodes located on the left side and those on the right side is used. It yields 
information about the transversal torsion of the cantilever and is used in lateral force 
microscopy (LFM).  
The optical lever technique is simple yet accurate, working in any medium 
that allows a cantilever to move and a laser beam to pass through. Cantilever 
deflections smaller than 1 Å can be detected. Limits to this arise because measuring 
the deflection is subject to noise, caused by thermal drift and other noise factors. The 
noise spectrum can be expressed in a plot of the deflection noise density versus 
frequency, as illustrated in Figure 2.12 [19]. The noise density shows a 1/f 












noise”) above a 1/f corner frequency. In static AFM, the dc deflection of the 
cantilever is subjected to 1/f noise, which can be minimized by making the AFM 
components from materials with low thermal expansion coefficients (like Invar), or 
by operating at low temperatures. In dynamic AFM, the low-frequency noise is 
discriminated if the eigenfrequeny f0 of the probe spring is larger than the 1/f corner 
frequency. With a bandpass filter having a center frequency around f0, only the white 




Figure 2.12: Noise spectrum of a typical cantilever deflection detector [19]. 
 
 
2.18 Scanning and positioning 
 
In most SPMs, scanning and positioning of tip and substrate are performed using 
piezoceramic actuators. These are made from a material that expands or contracts 
proportionally to an applied voltage. The polarity of the voltage determines in which 
direction the movement occurs. The scanner incorporates independent electrodes for 
X, Y, and Z directions in a single tube. In some microscopes, the scanner tube moves 
the sample relative to the stationary tip, while in others, the sample is stationary and 
the scanner moves the tip. AC voltages are applied to the different electrodes to 
produce a scanning raster motion, where the X axis is defined to be the fast scan axis 
(Fig. 2.13). 
In order to produce the displacement pattern as depicted in Figure 2.13, the 
applied voltage waveforms should not be triangular, but rather nonlinear. This is 
necessary to correct for hysteresis in the piezo response - the electrode exhibits higher 










The SPM used for the present work employs a scanner with a travel of 90 µm in the 
X- and Y directions, as well as 6 µm travel for the Z axis. Note that the free end of the 
scanner does not move in a level plane. Especially for larger scan sizes, the 
kinematics of motion results in 2nd or 3rd order deviations from a perfect plane. These 
curvatures (commonly called bow) can be removed from the image with the aid of 





Figure 2.13: Schematic of piezo movement during a raster scan. 
 
 
2.19 AFM cantilevers  
 
Tip/cantilever assemblies are available with a continuously expanding range of 
properties to suit many different microscopy techniques. Apart from conventional 
topographic imaging, current SPMs can be set up to measure local properties such as 
magnetic or electric force gradients and field distributions, frictional forces, surface 
temperature distributions, mechanical properties such as hardness and adhesion (by 
nanoindenting), and even chemical composition by attachment of functional chemical 
species to the tip.  
In general, the probe should meet two requirements for optimum SPM 
performance: 
(i) The cantilever should be sensitive to small forces. In AFM applications, imaging 
forces are typically in the range of 0.1 to 100 nN. Therefore, the spring constant k of 












surface atom will deflect the cantilever by 0.1 nm, which can be detected with the 
optical lever technique. 
(ii) The cantilever should be insensitive to external vibrations. Vibrations such as 
movements of a building or table have low frequencies in the 1-100 Hz range. 
Coupling to the cantilever is less effective when it has a high resonance frequency, far 
away from the exciting frequency. A high resonance frequency also yields a fast 
response during scanning, and therefore, a high imaging speed. 







= ,       (2.4) 
where E is the Young’s modulus (10-18×1010 Nm-2 for Si), d the thickness and L the 





Lρ= ,      (2.5) 
where ρ is the density of the material (2.3×103 kgm-3 for Si).  






k wEρ= d       (2.6) 
A high ratio f0/k, which satisfies the two requirements above, can therefore be 
achieved by miniaturizing the cantilever and making it relatively long and slender. 
Depending on applications, variations in design are possible. For example, scanning 
on a hard ionic surface might call for a stiffer cantilever with a large force range. In 
contact mode AFM, V-shaped cantilevers are commonly used, where the double 
beam geometry provides more resistance to sideways buckling [27]. For the work 
described in this thesis we made use of tapping mode probes of the NCH-W type 
produced by Nanosensors (Neuchâtel, Switzerland). The specifications are 
summarized in Table 2.1. Figure 2.14 shows a scanning electron microscope image of 
a similar type of probe, with indications of the various dimensions.  
 
 
Cantilever thickness d 4.0-4.7 µm 
Mean width w 27-29 µm 
Length L 124 µm 
Spring constant k 37-67 N/m 
Resonance frequency f0 333-403 kHz
 













Figure 2.14: Secondary electron image of tapping mode AFM cantilever+tip from Nanosensors. 
 
 
The cross section of the cantilever is trapezoidal, having a larger width on the 
backside (detector side) for easier adjustment of the optical system. Seen in the lower 
left corner in Figure 2.14 is the silicon holder, which forms an integral part of the 
probe and is designed for manipulating the probe and fixing it to the SPM. Its lateral 
dimensions are 3.4×1.6 mm2.  
 SPM tips, cantilevers, and holders are microfabricated out of silicon nitride, 
silicon oxide, or pure silicon with techniques used in the semiconductor industry. In 
the case of the AFM probes described above, the whole assembly is made out of one 
piece of silicon by etching processes. The monolithic design avoids any intrinsic 
stresses and leads to perfectly straight cantilevers. The silicon is chemically inert, and 
it contains dopant atoms in order to dissipate static electric charge (resistivity 0.010-
0.025 Ωcm). The fact that all parts are single crystalline gives good mechanical 
properties (e.g., no fatigue). Etching processes leave a flat, smooth, and opaque 
surface on the backside of the cantilever suitable for optical detection methods. 
Cantilevers are also available with metal coatings to enhance reflection of the laser 
beam.  
 Unfortunately, real spring constants and resonance frequencies often deviate 
significantly from calculated values (note also that the specified ranges for f0  and C in 
Table 1.1 are quite large). Possible reasons are that materials in thin layers can have 
different properties than bulk materials, and that invisible cracks or failures might be 
present. For the purpose of quantitative analysis, using measured constants is 












A change in temperature can cause bending of the cantilever and a change in its 
spring constant k due to thermal expansion. Combined with a change in Young’s 
modulus E with temperature, this causes drifts in eigenfrequency f0 that add to the 
vertical noise in the dynamic operating mode. With the velocity of sound in the 
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∂ ∂=∂ ∂ −        (2.8) 
where α is the thermal expansion coefficient. For silicon oriented along the [110] 
crystal direction, the two terms on the right are equal to –5.5×10-5 K-1 and 2.55×10-6 
K-1, respectively, at T=290 K [19]. The resulting relative frequency shift for 
rectangular Si cantilevers is –5.8×10-5 K-1. By comparison, relative frequency shifts in 
frequency modulation (FM) AFM can be as small as –4×10-5, which would be equal 
to the frequency shift caused by a temperature change of only ∆T=+0.69 K. For other 
materials than silicon the drifts in f0 may be much smaller, e.g. quartz is very stable.  
 
 
2.20 AFM tips 
 
Tip properties are critical to image quality. Tips should have a small end radius of 
curvature to obtain good lateral resolution and to reduce the forces caused by the shaft 
of the tip. For imaging with atomic resolution, the front atom of the tip should ideally 
be the only atom that interacts strongly with the sample. However, in reality the tip-
sample force is composed of many contributions including ever-present long-range 
forces [19]. 
The silicon NCH-W probes have tips shaped like a polygon-based pyramid of 
10-15 µm height, pointing into a <100> crystal direction (Fig. 2.15). The macroscopic 
half cone angles are 17° when seen along the direction of the cantilever axis. When 
seen from the side, the average half angle is 25° at the front edge of the tip, and 10° 
along the rear edge. The holder is slightly tilted with respect to the sample to avoid 
unwanted cantilever-surface collisions. By taking the mounting angle of 10° into 
account, the tip front angle becomes 35° and the rear angle 0°. Therefore, the best 
orientation to measure steep sidewall angles up to 80° is using the back edge of the 
tip, as illustrated in Figure 2.16.  
Microscopically, the apex of these tips is not atomically sharp but it rather 
forms a spheroid or parabolic shape. The end radius is quoted to be less than or equal 









routine technique to characterize tips in the nanometer regime does not exist yet. If 
certain features of the sample are comparable in size to the tip apex, then the image 
will show an intricate mixture of tip and surface geometries. Very sharp (needle-like) 
features even tend to produce a replica image of the tip itself. These phenomena are 






Figure 2.15: Secondary electron images of tapping mode tips from Nanosensors in side view (a) and 
front view (b). The specific tip shape is a result of the wet anisotropic etching processes of the silicon 




Figure 2.16: Schematic representation of the influence of tip geometry on image formation when 
scanning a vertical wall trench. 
 
 
2.21 Equation of motion of a vibrating cantilever 
 
A thorough understanding of dynamic AFM operation requires solving the equation 
of motion of the cantilever-tip ensemble under the influence of tip-surface forces. A 
complete rigorous approach involves the solution of the equation of motion for a 
three-dimensional object, i.e., a vibrating cantilever (Fig. 2.17). Symmetry 
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Here w(x,t) is the transverse displacement of the cantilever beam, E, I, and µ are the 
Young’s modulus, moment of inertia, and mass per unit length of the cantilever, 





Figure 2.17: Three-dimensional representation of the microcantilever-tip system.  
 
 
To tackle the above equation is rather complicated, but some insight can be obtained 
from considering the cantilever-tip ensemble as a point-mass spring. Then the tip 
motion can be approximately described by a non-linear, second order differential 
equation [20]: 
 0 0 cos( )ts
m
mz kz z F F t
Q
ω ω+ + = +      (2.10) 
where F0 and ω are the amplitude and angular frequency of the driving force, 
respectively; Q, ω0, and k are the quality factor, angular resonance frequency, and 
force constant of the free cantilever, respectively. Fts contains the tip-surface 
interaction forces to be explained in the next section. In the absence of such forces, 
Eq. (2.10) describes the motion of a forced harmonic oscillator including damping. It 
has been shown that Eq. (2.10) provides a precise description of the tip motion under 
typical operating conditions in air, i.e., free oscillation amplitudes below 30 nm, set 
point amplitude ratios Asp/A0 of 0.9-0.4 and Q between 50-1000. A cantilever beam 
will have its own vibrational eigenmodes; whenever one of these (nearly) coincides 
with a higher harmonic of the excitation frequency, an increase of the corresponding 
frequency component can be expected. However, analysis has shown that in such 
cases the fundamental peak is still about 1000 times higher than the second highest 









2.22 Interaction forces 
 
Different intermolecular, surface, and macroscopic effects give rise to interactions 
with different distance dependencies. The force components can be classified by their 
range and strength (Fig. 2.18) [19, 21]. In vacuum, there are short-range chemical 
forces (acting on a sub-nm scale) and van der Waals, electrostatic, and magnetic 
forces with a long range (up to ~100 nm). In ambient conditions, meniscus forces 
formed by adhesion layers on tip and sample (water or hydrocarbons) can also be 
present. Introducing these forces in Eq. (2.10) makes it difficult to find a solution for 
the tip motion. The general approach is to find a compromise between a realistic 





Figure 2.18: Different forces acting between tip and sample, and the distance region where they 
dominate the AFM signal. After Porthun et al. [21]. 
 
 
Short-range chemical forces are due to overlap of (bound) electron orbitals and/or ion 
cores. The interaction range corresponds to the range of the wave functions which is 
of the order of Ångstrom. Chemical forces are attractive when overlap of the wave 
functions results in a bound state, and repulsive if they form an anti-bonding state. A 
direct connection to the electron density of states exists, therefore. The theory is very 
complex because many atoms have to be taken into account and atoms can rearrange. 
Large-scale molecular dynamics (MD) simulations have been successful in describing 
some of the phenomena that occur upon tip-substrate contact [29]. The strength of 
chemical forces is typically 0.5-1 nN, and the decay length 0.5-2 Å. The strong decay 
rate of these forces makes it possible to achieve atomic resolution with AFM.  
 
Long-range interactions of the van der Waals type arise from fluctuations in the 
electric dipole moment of atoms and their mutual polarization. Although van der 
Waals forces between atoms act on a short range (decay rate z-7), they combine to 












approximation for a geometry (sphere-plane) that resembles the tip-surface interface, 







= −        (2.9) 
where H is the material-dependent Hamaker constant (about1 eV for most solids in 
vacuum), R is the tip radius, zc the rest tip-surface separation, z the instantaneous tip 
position and d the instantaneous tip-surface separation, d=zc+z (see Fig. 2.19). This 
equation holds for separations d≥a0, where a0 is an intermolecular distance that is 
introduced to avoid the divergence of Eq. (2.9). With a tip radius of 10 nm and a tip-
sample distance z=5 Å, Fts is of the order of 1 nN. Thus, the van der Waals interaction 
can be significant, and it is sometimes a disturbance in force microscopy. Its influence 





Figure 2.19: The relevant spatial distances in tapping mode AFM, including the instantaneous tip-
surface separation d, the instantaneous position of the tip z, and the average tip-surface separation zc.  
 
 
When the tip and the sample are both conductive and have an electrostatic potential 
difference U≠0, electrostatic forces are important. This situation may be avoided by 
taking appropriate measures for grounding. In the case of an insulating sample, static 
localized charges may be present which act on the tip by Coulomb forces. If the 
distance d between a flat surface and a spherical tip with radius R is small compared 








πε= −        (2.10) 
Like the van der Waals interaction, the electrostatic interaction can also cause large 
forces. For a tip radius of 10 nm, U=1 V, and z=0.5 nm, the electrostatic force is ~-0.5 
nN. Electrostatic as well as capillary forces (the latter can be as high as 10-100 nN) 
may play a major role in a given experiment. However, those forces are not needed to 
explain the general features of AFM. Only when comparing experiment and theory do 










In the dynamic AFM modes, additional forces arise because the medium in between 
the tip and the sample (either air or liquid) must be displaced. This leads to a viscous 
drag and an interaction of the flow field with the sample surface. The resulting forces 
are known as hydrodynamic forces. 
 
2.23 Harmonic approximations of tip motion 
 
The study of the motion of a harmonic oscillator is fundamental to understanding the 
dynamics of an AFM tip in tapping mode. Therefore, one can start by considering Eq. 
(2.10) in the absence of tip-surface forces (Fts=0). The solution for a harmonic 
oscillator with damping is as follows [30]: 
 0exp( / 2 ) cos( ) cos( )rz B t Q t A tω ω β ω φ= − + + −    (2.11) 
which consists of a transient term and a steady state solution. The latter is a sinusoidal 
function having a phase lag φ with respect to the excitation force. Its oscillation 
amplitude A is determined as 
 0








ω ω ω ωω= − + 2      (2.12) 
Therefore, the amplitude that the tip eventually acquires depends on the driving force 
F0, the hydrodynamic damping, and the position of the driving frequency with respect 
to the natural resonance frequency ω0. Assuming now that the tip is under the 
influence of a parabolic tip-surface interaction potential, then the total force F acting 
on the tip includes the elastic response kz and the interaction force Fts (Eq. 2.10). For 
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The effective spring constant given by Eq. (2.14) leads to a new effective resonance 
frequency ωe: 
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Therefore, the resonance frequency of a weakly perturbed harmonic oscillator 
depends on the gradient of the interaction force. This change implies a shift of the 
resonance curve according to Eq. (2.12) where ω0 is replaced by ωe. The dependence 
of the amplitude on ωe  offers the possibility to connect the amplitude with the 












Assuming that the tip is excited to move at its natural frequency, approaching the 
sample surface will modify the resonance frequency. This in turn implies a 
modification of the oscillation amplitude, given by the value of the new resonance 
curve at the applied excitation frequency. As a consequence, the oscillation amplitude 
will be smaller than before. However, during operation the excitation frequency is 
usually slightly away from resonance (typically  a 5% offset), and then the amplitude 
may decrease or increase depending on the position of the new resonance frequency 





Figure 2.20: Resonance curve for a free harmonic oscillator (solid line), and under the influence of 
attractive and repulsive forces (dashed lines). 
 
  
The limitations of the harmonic approximation become apparent when experimental 
curves of oscillation amplitude vs. driving frequency are determined [20]. For 
relatively large tip-surface separations (zc=12 nm), the resonance curve coincides with 
that of the free cantilever. At closer separations (zc=5-6 nm), interaction forces induce 
a kind of truncation at the center of the curve, but the predicted frequency shift is not 
observed. The forces involved in the experiment were exclusively long range forces, 
so that mechanical contact did not occur. The differences between theory and 
experiment can be traced back to the assumptions underlying Eqs. (2.13)-(2.15). First 
it was assumed that tip-surface forces induce a frequency shift, not an energy transfer 
that would reduce the vibrational amplitude. Second, the force gradient was assumed 
independent of the separation. Third, the force gradient was assumed smaller than the 
cantilever force constant: dFts/dz<<k. However, in most experiments the oscillation 










2.24 High and low amplitude oscillation states  
 
The presence of attractive as well as repulsive tip-surface interactions and their non-
linear character give rise to an extraordinary feature of tapping mode AFM: the 
coexistence of two stable oscillation states. A numerical treatment of Eq. (2.10) 
shows that in some situations two solutions for the tip motion exist, 
ZH(L)=Z0+AH(L)cos(ωt-φH(L)), where H and L refer to a high amplitude and a low 
amplitude solution, respectively [20]. The simulated dependence of amplitude on tip-
surface separation is plotted in Figure 2.21. Two separate branches are observed, 
which implies that for a given feedback amplitude two corresponding values for the 
tip-surface separation can be found. Which state is favored depends on sample 
properties (e.g., elastic modulus or adhesion force), non-conservative interactions, or 





Figure 2.21: Simulated curves of amplitude vs. tip-surface separation, using a typical set of parameters 
which can be found in Ref. [20]. 
 
 
At a given tip-surface separation, the tip should oscillate in the state that has the 
highest probability. Stable operation of the microscope is expected whenever the two 
states have unequal probabilities. This is not obvious, because the deterministic 
character of the equation of motion (Eq. 2.10) implies that once the tip oscillates in a 
given state, it should remain there indefinitely. In a real experiment however, there is 
always noise, originating from mechanical, electronic, thermal, or feedback 
perturbations. In particular, the presence of feedback perturbations (due to the finite 
time response of feedback electronics) means that an oscillation state with a low 
probability will be difficult to access.  
Figure 2.22(a) shows an experimental curve of amplitude vs. tip-surface 












oscillates in a state belonging to the L branch. Approaching the tip towards the 
surface increases the probability of the H state, until a transition occurs. The H state is 
stable at small tip-surface distances. The reverse transition is observed at a larger 
separation than before, so that a hysteresis loop is formed in the central part of the 
curve. There is a tendency for the tip to remain in the initial state, and a perturbation 



















Figure 2.22: (a) Experimental amplitude curve including approach and retract sections, taken on a mica 
sample. Transitions between states take place at A and B [20]. (b) Theoretical amplitude curve showing 
region of unstable behavior [20]. 
 
 
The coexistence of two stable oscillation states opens three possibilities for imaging: 
imaging in either the L or H state, or with the tip motion switching between them. 
The latter implies that jumps occur from one zc position to another (Fig. 2.19), which 
introduces height variations not related to the topography. The shaded area in Figure 
2.22(b) represents the amplitude range where multiple H and L transitions produce an 
unstable tip behavior. Therefore, noisy or unstable data does not always result from a 
modified tip shape (e.g., by contamination), but may only reflect the intrinsic 
structure of the tip motion. A solution may be to change the driving frequency or set 
point amplitude, until either state becomes dominant.  
 An important question is whether high and low amplitude solutions are 
equivalent for imaging. Theoretical simulations revealed two major physical 
differences, which are illustrated in Figure 2.23 by means of two parameters: the 
average force and the contact time. In the low amplitude branch, the average force is 
negative (attractive) throughout the separation range, while this is only true for a 
small part of the high amplitude branch. In addition, there is finite tip-sample contact 









calculated for a specific case and are not generally applicable, they demonstrate a 
distinct difference between the L and H operating regimes: in the former, the average 
tip-surface force is negative, and in the latter it is positive. In particular for imaging 
easily deformed samples (such as biomolecules), the low amplitude oscillation state 
should be selected to operate the instrument. This will give the best resolution and 





Figure 2.23: Plots of average force (top) and contact time (bottom) as a function of tip-surface 
separation. Open symbols = L state, filled symbols = H state. Results obtained with the same set of 
calculation parameters as in Figure 2.21 [20]. 
 
 
2.25 Resolution in AFM imaging 
 
An AFM generates three-dimensional images, therefore two types of resolution need 
to be distinguished: lateral and vertical.  
Vertical resolution is limited both by noise from the detection system and by 
thermal fluctuations of the cantilever. Damping systems can be employed to minimize 
mechanical vibrations, which leaves thermal noise as the main source. If an optical 
detection system is used to measure oscillation amplitude, then the thermal noise can 

















At T=295 K, this is equal to 0.074×k-1/2. For a cantilever with a spring constant k of 50 
N/m, the thermal fluctuations would be of the order of 0.01 nm. The noise level for 
the presently used microscope is quoted to be < 0.05 nm (rms), provided that proper 
measures for vibration isolation have been taken. 
 Lateral resolution in AFM depends on tip size, tip-surface separation, 
interaction force, and sample compliance. Besides, one needs to distinguish between 
the resolution of periodic structures and of single objects. Two-dimensional crystals 
have been observed with atomic resolution [32], but atomic defects or single atoms 
adsorbed to a substrate are rarely imaged with the AFM. While it is plausible that a 
periodic corrugation can be reproduced with a tip consisting of ten or more atoms at 
the extreme end, defects should be smoothed out. When it comes to resolving single 
objects, the radius of curvature of the tip is the limiting factor. The finite tip size is 
responsible for the often observed broadening effects in AFM images, where lateral 
dimensions of single objects tend to be overestimated. Tip convolution was briefly 
explained in Section 2.19, and is also illustrated in Figure 2.24(a). By contrast, Figure 
2.24(b) shows that on a densely packed array the correct particle diameters can be 
obtained with AFM.  
 
 









Figure 2.24: (a) Simple model of AFM tip, represented by a sphere with radius Rt, scanning over an 
isolated particle. The particle  radius is Rc, but the tip follows a trajectory with radius r, leading to an 
overestimated particle size. (b) The scanning process on a densely packed layer of particles yields the 
correct diameters 2Rc  due to the lack of side contact [33]. 
 
 
2.26 Description of set-up 
 
The AFM work described in this thesis was performed with a Dimension 3100 SPM 
manufactured by Digital Instruments. The microscope is depicted in Figure 2.25. It 
generates height images by scanning a probe over the surface of a stationary sample. 
The probe is mounted on a cylindrical piezoelectric tube that is rigidly fixed near the 
top of the microscope, while its free end moves in lateral and vertical directions as 













Figure 2.25: The Dimension 3100 SPM, without its control unit and computer system. 
 
 
A separate motor drive allows height adjustment of the microscope and probe relative 
to the sample. By lowering it, the tip can be brought into contact with the sample. The 
sample is attached to a motorized positioning stage, which is visible as a disk in 
Figure 2.25. Stepper motors controlled by a trackball provide the X-Y movements 
required to go from one location to another. The area thus available for inspection is 
120×100 mm in size, while the maximum scanned area is 90 µm square. Features of 
interest for imaging can be located with micron-scale accuracy; for this purpose a 
video image of the sample is displayed. The integrated optical microscope has 
motorized zoom/focus and the viewing area is between 150 and 675 µm wide. It also 
enables the operator to view the cantilever during measurements (on-axis, real time). 
 The X-Y stage is mounted on a granite block with a silicone damping pad to 
isolate the microscope from external vibrations. In turn, the entire system is supported 
on a granite table. The use of an acoustic enclosure is also recommended, but for the 
present work this was not essential. During X-Y movements, positive pressure is 
channeled to the underside of the sample stage (chuck), allowing it to slide smoothly 
over the granite surface. In addition, a vacuum pump can provide negative pressure to 
the chuck for securing flat samples such as silicon wafers. A smaller sample can then 
be stuck on top of the wafer using a small amount of adhesive, which was the usual 












may be fixed to a magnetic holder. Maximum sample diameter is 200 mm (wafer 
size), and maximum sample thickness is 12 mm. 
The most intricate component of the Dimension 3100 SPM is the microscope head. It 
consists of several subassemblies (Fig. 2.26) : 
• A laser diode stage, including laser optics and a tilt stage to position the beam onto   
the cantilever; 
• An adjustable detector mirror, that is used to move the reflected laser spot relative 
to the detector elements; 
• A position sensitive detector, consisting of four photodiode elements (for a 
description of the principle see Section 2.17); 
• A piezo tube scanner (see Section 2.18); 
• A beam splitter and laser reflection window. Part of the reflected laser light is 





Figure 2.26: Dimension SPM head. Located on the top and on the left are adjusting knobs for laser aim 
and detector mirror, respectively. 
  
 
The signal as acquired from the photodiodes is stored as 512×512 data plots, which 
offers convenient possibilities for data processing. All signals to and from the SPM, 
such as piezo voltage and detector signal, are transferred via a controller as low 
voltage signals. The controller (NanoScope IIIa) houses the power supply, vacuum 
and air pumps, and illumination system. For the sake of specific experiments such as 
the magnetic force measurements described in Chapter 5, an extra electronics module 
was connected between the microscope and the controller. This so-called Extender 
module has a phase/frequency detection system. The phase signal provides a low-
noise measurement of any force gradients sensed by the oscillating cantilever. 









resonant frequency. In magnetic and electric force microscopy (MFM/EFM), the 
phase and frequency signals allow more sensitive measurements than the 
conventional amplitude detection used for topographic mapping.   
 
 
2.27 Fundamentals of scanning tunneling microscopy 
 
The scanning tunneling microscope (STM) is closely related to the atomic force 
microscope, and its main components are the same except for the probe tip. The 
force-sensing cantilever of the AFM is replaced by a tunneling tip, which is typically 
a metal wire that has been sharpened by chemical etching or mechanical grinding. To 
start an STM scan, the tip is brought close to an electrically conductive surface that is 
biased at a voltage Vt. When the separation is small enough, a current It starts to flow 
even before mechanical point contact is reached. The typical distance between tip and 
sample under these conditions is a few atomic diameters, and the transport of 
electrons occurs by tunneling. Electrons tunnel from filled states in the surface to 
empty states in the tip, or, if the polarity of the bias voltage is reversed, from filled 
states in the tip to empty states in the surface. The movement required to keep the tip-
to-sample distance constant constitutes the z data (constant current mode). The 
tunneling current itself may also be used as z data (constant height mode). 
 When ⏐eVt⏐ is small compared to the work function Φ, the tunneling barrier 
is roughly rectangular (see Fig. 2.27) with a width z and a height given by the work 
function Φ. Since an electron can tunnel in both directions, there is no net tunneling 
current unless a bias voltage is applied. According to elementary quantum mechanics, 
the tunneling current is given by 
 0( ) exp( 2 )t tI z I zκ= −       (2.18)  
0I  is a function of the applied voltage and the density of states in both tip and sample, 
and the decay rate is 
 2 /t mκ = Φ =        (2.19) 
where m is the mass of the electron and ħ is Planck’s constant. For metals, Φ≈4 eV, 
thus κt≈1 Å-1. When z is increased by one Ångstrom, the current drops by an order of 
magnitude. This strong distance dependence is crucial for the atomic resolution 
capability of the STM. Most of the tunneling current is carried by the atom that is 
closest to the sample. If the sample is flat, this front atom remains the one that is 
closest to the sample during scanning in x and y. Even for a relatively blunt tip, it is 
likely that a single atom will protrude far enough to fulfill this condition and thus 















Figure 2.27: Energy diagram of a one-dimensional tunneling gap in STM [19].  
 
 
In STM operation, the bias voltages typically range from 10 to 1000 mV while the 
tunneling currents vary from 0.2 to 10 nA. Measuring currents of this magnitude 
(using a current-to-voltage converter) can be done with a very good signal-to-noise 
ratio even in a simple experimental setup. Furthermore, the tunneling current is a 
strictly monotonic function of the tip-sample distance: it increases continuously as the 
separation decreases (Fig. 2.28). Therefore it is easy to establish a feedback loop that 
controls the vertical distance so that the current remains constant. The tunneling 
current is fed into a logarithmic amplifier to produce an error signal that is linear with 
the tip-sample distance. By contrast, the interaction force in atomic force microscopy 
is not monotonic as seen in Figure 2.28. It turns from attractive to repulsive at small 
separation, but stable feedback is only possible on a branch of the force curve where 





























Figure 2.28: Plot of tunneling current It as a function of distance z between center of front tip atom and 
plane defined by the centers of sample surface atoms. Also indicated is the total force Fts in AFM (thick 
line), which consists of short- and long-range components [19]. 
 
 
The lateral resolution in STM is smaller than the tip radius due to the exponential 









following estimation: for a spherical tip with a radius R, the height z of the tip at a 







= +         (2.20) 
Applying the one-dimensional tunneling model, the lateral current distribution is 
 
2




κ= −⎛ ⎞⎜⎝ ⎠⎟       (2.21) 
where 0I  is the current density at the tip center (x=0). Therefore, the lateral current 
density has a Gaussian distribution with a FWHM of 1.67 / tR κ . For a tip radius 
R=100 Å, the lateral resolution is 8.3 Å [31]. 




Figure 2.29: A model used to estimate lateral resolution in STM [31]. 
 
  
Another expression for the spatial resolution, which incorporates the distance d from 





+⎛ ⎞⎜ ⎟⎝ ⎠        (2.22) 
According to these expressions, the lateral resolution in STM is determined by the 
geometrical parameters rather than the wavelength of the tunneling electrons. This is 
characteristic of near-field microscopes, which are operated at distances between the 
probe tip and the sample surface that are small compared to the wavelength. For 












electrons typically varies in the range 12-120 Å for applied bias voltages of 0.01-1 V 
[34]. Expression (2.22) implies that high spatial resolution is obtained with a small tip 
radius of curvature and at a small tip-surface separation. Both dependencies have 
been verified experimentally [34]. However, the spherical tip model leading to (2.22) 
cannot account for the atomic resolution obtained on close-packed metal surfaces, 
such as Au(111) or Al(111). If one considers that the tunneling might occur via 
localized surface states or dangling bonds, the spatial resolution is mainly determined 
by the electronic orbital at the front end of the tip. For example, for d-band metals a 
orbital is most favorable, and any tip-sharpening procedures should be aimed at 
bringing such orbitals to the front of the tip. Moreover, the spontaneous switching of 
the resolution often observed in STM images can be explained by very subtle changes 
of the tip involving a change of the effective orbital [34]. 
2z
d
The previous discussion indicates that a simple one-dimensional model is not 
adequate for a full description of STM measurements. The complex fashion in which 
electronic orbitals of the tip and sample are involved requires a full three-dimensional 
treatment. From this it follows [34] that the tunneling current still depends 




2.28 Studying nanoclusters with STM 
 
Few techniques offer the possibility to physically characterize individual nanometer-
sized clusters supported on a substrate. Under optimal conditions, high-resolution 
transmission electron microscopy (TEM) can provide atomic resolution of particles 
larger than ~20 Å diameter. An attractive alternative to TEM, which does not require 
high-energy electrons and offers potentially higher resolution than AFM, is STM. 
With a suitable tip, the size, shape, and spatial distribution of the particles are 
measured with a high degree of accuracy. In addition, the types and locations of 
defects on the substrate surfaces can be determined from images.  
 Creating STM scans of supported nanoclusters is only possible under certain 
conditions [35]. First, the clusters must obviously possess electronic states that 
support a tunneling current. A second condition is that the binding of the clusters to 
the substrate must be strong enough to prevent unwanted cluster motion during 
scanning. Finally, the substrate should not contain structural features comparable in 
size to the clusters of interest. Ideally the substrate should have atomically flat planes, 
only interrupted by regular and clearly identifiable defects such as steps. The first 
STM studies of metal and semiconductor clusters [36] were carried out on highly 










A potential problem in such STM studies arises because the clusters may have a 
different work function Φ than the substrate. For the metal clusters themselves, Φ is 
not expected to be significantly different from the bulk value (~4 eV for metals). If 
the substrate has a higher work function however, the decay of the tunneling current 
will be faster according to Eq. (2.19). Also, a graphite substrate has a much lower 
density of states [36], which will influence the pre-exponential term 0I  in Eq. (2.18). 
It follows that for an STM operating in the constant current mode, the vertical 
position of the tip above the substrate surface will increase whenever it passes a 
metallic region. Therefore, the motion of the z piezo may not be simply related to 
cluster height alone.  
 Despite the excellent lateral resolution capability of STM (Eq. (2.21)), several 
groups have reported tip convolution effects during scanning of deposited clusters 
[37-39]. In these cases the observed cluster diameter was significantly larger than the 
corresponding height. Furthermore, the diameter distribution from STM was not in 
accordance with results from TEM and mass spectrometer measurements. [38] The 
increase in diameter could not be explained only by cluster flattening upon adsorption 
to the substrate, since this occurred at low kinetic energies. A model to estimate tip 
convolution effects in STM images of clusters is presented in Ref. [37]. It takes into 
account that when the tip passes over a spherical molecule, the tunneling zone shifts 
to orient along the shortest vector between the molecule and the tip. Therefore, 
sideways tunneling occurs and the effective radius of the tip increases. 
 A systematic STM/AFM investigation of the influence of the substrate on the 
shape, mobility, and stability of gold clusters was performed by Vandamme et al. 
[39]. The lattice mismatch between cluster and substrate was found to have a major 
influence on cluster shape and configuration. For zero lattice mismatch (Aun clusters 
on Au), STM images revealed epitaxial structures. The clusters did not aggregate in 
this case and they were significantly flattened due to “wetting” of the substrate. Upon 
increasing the lattice mismatch (up to 53% for graphite) cluster flattening was 
reduced and their mobility on the surface enhanced.  
   
 
2.29 Scanning tunneling microscopy set-up 
 
The instrument used for STM measurements is a Nanoscope II from Digital 
Instruments. A schematic diagram is shown in Figure 2.30. The microscope consists 
of the piezoelectric scanner which controls the motion of the tunneling tip, the head 
which holds the scanner, the preamplifier mounted on the head, the base which 
supports the head and sample, the support structure for the base, the course adjusting 
screws, and the stepper motor to control the fine adjust screws. The Nanoscope II is a 












be small and rigid so that they have low sensitivity to vibrations and are able to 
operate at high scan rates.  
The complete STM system consists of the microscope, a control unit, and a 
computer workstation. Output (tunneling current) and input (X/Y/Z voltages) signals 
are transferred between the microscope and the control unit. The control unit (as well 
as the computer system) is the same as used for AFM measurements. It is the 
analog/digital interface between the microscope and the PC workstation. The latter 
controls the raster scan and the feedback loop with a digital signal processor. The 
operator has control over the setpoint tunneling current and the bias voltage on the 
sample, the gain parameters of the feedback loop, and the scan parameters (frequency, 
area, etc.). The maximum scanned area of the piezotube is 880×880 nm2. During 
scanning, the microscope is enclosed in a hood to isolate it from acoustic vibrations. 





Figure 2.30: Simplified schematic of the Nanoscope II STM. Lines on the right represent signal carriers 
going to or from the control unit.  
 
 
2.30 Study of cobalt and niobium clusters deposited onto gold  
 
The following serves to illustrate some of the issues encountered in STM/AFM 
analysis of supported nanoclusters. It also highlights some important differences 
between the two techniques, with respect to image resolution and tip-sample 
interaction. 
The purpose of this work was to investigate the interaction of metal clusters with a 









substrate. These are subjects of fundamental and technological importance. STM can 
be employed for high-resolution topography analysis on such a conducting system. 
To follow any embedding processes with STM is a delicate task however, because the 
areas underneath a cluster (i.e., the buried interfaces) remain hidden. Still, useful 
information can be extracted from the surface by measuring the cluster height. 
Moreover, embedding leads to expulsion of substrate material which then forms a rim 
around a sinking cluster [40]. The encapsulating process is facilitated by several 
factors, including a large surface free energy γ  of the cluster with respect to the 
substrate, a finite interface energy, and a large lattice mismatch between the two [40, 
41]. Our experiments initially dealt with cobalt on Au(111). In principle this is a 
favorable system for embedding since Auγ =1626 mJ/m2, Coγ =2709 mJ/m2 (for the 
lowest-energy surface Co(0001)), and the lattice mismatch between hcp Co and fcc 
Au is 14% [40]. The solubility of Co in Au is almost zero at ambient temperature, so 
a Co cluster on Au is expected to be a stable entity. It is known that small particles of 
Co crystallize in the high-temperature fcc phase [42]. Indeed, from electron 
diffraction measurements in TEM we found that our clusters were mostly composed 
of fcc combined with a small fraction of hcp phase. The lattice misfit between fcc Co 
and fcc Au is only slightly lower at 13 %.  
Co is a ferromagnetic element while the Au matrix is weakly diamagnetic. 
For clusters, magnetic properties are very sensitive to their shape, size, and 
environment. Particles that are superparamagnetic in a free beam may possess 
additional interface and shape anisotropies when deposited on a surface. This tends to 
lock the particle magnetization in a particular direction [40]. Only few examples of 
STM investigations of magnetic nanoparticles exist, and most of these are concerned 
with self-organized nanoislands [40, 43, 44], not with preformed particles. Vacuum 
conditions are usually applied, because the high reactivity of nano-objects in air might 
lead to a rapid degradation of their electronic and magnetic properties. We know from 
TEM analysis that our Co clusters retain a pure Co core surrounded by a thin oxide 
shell, so their magnetic character is largely preserved after exposure to air. As for the 
Au substrate, previous studies have indicated that this should remain stable even 
during a period of several months [39].  
 
Substrate preparation 
The substrates consisted of evaporated gold coatings on a glass support material. The 
Au film thickness is about 250 nm, with a Ti or Cr interlayer of a few nm thick to 
improve adhesion of the Au to the glass. As-prepared, the Au films have a granular 
morphology –an rms surface roughness of about 4 nm was determined from AFM 
height profiles. For STM experiments, flat areas need to be created which is possible 
with an annealing treatment. The usual procedure is to heat the Au film shortly and 
repeatedly in a gas flame, followed by cooling down in air and/or final quenching in 












diffusion. Atomically flat terraces will appear which are of the order of 100 nm wide 
and oriented in the direction of lowest energy, (111).  
After performing the flame annealing procedure the samples appeared quite 
rough on a scale of micrometers, even more so than before. On closer inspection 
however, a large number of steps were observed adjoining flat areas which could 
make STM analysis feasible. The many step edges may act as preferential adsorption 
sites for clusters.  An AFM amplitude image is shown in Figure 2.30. Here the 
amplitude signal gives a better view than the height signal because it highlights the 
edges. During scanning, both types of data (height+amplitude) were displayed and 
both were saved. The structure was also imaged with STM which yielded similar 






Figure 2.31: (a) Tapping mode AFM image of annealed Au surface, amplitude signal. Amplitude 









Cluster deposition and SPM analysis 
An annealed gold film was installed in the nanocluster source to be exposed to the 
cluster beam. The sputtering target consisted of pure cobalt. Since a low coverage 
with clusters was desired, the deposition time was limited to 15 seconds. After 
removal of the sample and transfer to the scanning tunneling microscope, the surface 
was imaged in air using tips cut from Pt/Ir wire (10% Ir).  
After the first deposition session, no clusters were detected on the surface 
with STM. The substrate was therefore reinstalled in the cluster source and exposed 
for another 45 s, but still no clusters were found, even after another 2 min deposition 
making a total of 3 min. However, when the results were checked with AFM, the 
image revealed a continuous layer of clusters covering the Au as shown in Figure 
2.32(a). The Au surface underneath was only visible on a few areas that had been 
shielded from the cluster beam during deposition (Fig. 2.32(b)). The question then 
remains why the clusters were not seen in the STM scans despite their large number. 
Otherwise STM gave very good results, clearly revealing the terrace structure on parts 
of the Au surface and even providing atomic resolution (Fig. 2.33). Typical imaging 
conditions were: bias voltage Vt=700 mV, setpoint tunneling current It=0.75 nA, scan 
frequency=4 Hz. These parameters resulted from an optimization process aimed at 
finding the most stable tunneling conditions. The high-resolution image in Figure 
2.33(c) was taken with a lower bias voltage Vt=50 mV, and thus a smaller separation 
between the tip and the sample. The measured interatomic distance on this close-
packed Au plane is 0.29 nm, which agrees with the value expected for Au(111). The 













Figure 2.32: (a) AFM height profile of a continuous layer of Co clusters on Au after 3 min deposition.  
(b) AFM amplitude profile of another area on the same sample. This area was partly shielded from the 

























Figure 2.33:  (a) STM image (height mode) of annealed Au surface after deposition of Co clusters. No 
clusters are observed but Au terrace structure is clearly resolved. Vertical rang  0.8 nm. 
(b) three-dimensional view of the same area (150 nm wide). The measured step height is ~0.25 nm.  
(c) STM image (7×7 nm2) showing atomic arrangement on Au surface.  
 
 
Various attempts were made to reproduce the AFM results with STM, by adjusting 
the scanning speed, feedback gains, bias voltage and tunneling current, as well as 
reversing sample polarity (negative bias). Sharper tips made from etched tungsten 
wire were also used. The obtained results turned out to be quite insensitive to the 
scanning conditions. In addition, clusters of a different material were deposited by 
installing a niobium sputtering target in the source. Cobalt clusters are known to 
oxidize at room temperature, which might affect their conductivity and thus their 
ability to be imaged by STM. On the other hand, niobium clusters only develop an 
oxide phase at elevated temperatures (>300ºC), and this takes the shape of an internal 
oxide rather than an enveloping shell (Chapter 4 of the thesis). Deposition conditions 
for Nb were similar as for Co, with ~60 W magnetron power and ~0.65 mbar Ar 
pressure. Again, the sample was imaged both in tapping mode AFM and with STM. 
The AFM image in Figure 2.34(a) shows that after 5 seconds of deposition, the Au 
surface is partly covered with clusters that are mostly isolated in a random 
distribution. Cluster diameter appears to be about 30 nm; this is larger than the actual 
size (~10 nm) due to tip convolution effects. Cluster height is of the order of 7-8 nm. 
A corresponding STM image, obtained on a different area of the same sample, shows 













Figure 2.34: (a) Tapping mode AFM image of Nb clusters deposited on Au.(b) STM image taken 
elsewhere on the same sample. Vertical range is 4.7 nm.  
 
 
An important observation is that clean STM images were only produced after 
repeated scanning over the same area. When engaging the tip for the first time, the 
image would be very streaky and typically the area had to be scanned at least twice 
before the disturbance would disappear. An example of such a streaky image is 
displayed in Figure 2.35(a). This was taken on a continuous Nb cluster film covering 
the Au, as verified using AFM. The next STM scan (Fig. 2.35(b)), which followed the 
previous in a continuous up-and-down motion, is considerably better and exhibits a 
recognizable Au structure. The streakiness in these images is likely to be caused by 
interactions between nanoclusters and the STM tip. Other researchers have reported 
that an STM tip can displace clusters across a surface - this was observed for small 
Co clusters on atomically smooth MoS2 [44] and for Si nanoparticles nucleated on 
HOPG [45]. It should be noted that those experiments took place in ultra-high 
vacuum. At low bias voltages, the feedback loop reduces the tip-to-sample distance 
until physical contact is (almost) established. A horizontal displacement of the tip 
may then remove the nanoparticles along its path. In this way, all particles can be 
swept from selected areas of the sample. In the case of Si clusters such an interaction 
was observed for bias voltages between –2 and +2 V [45]. Therefore, stable STM 
topographs could only be produced by applying unusually high bias voltages and low 


























Figure 2.35: (a) STM image of Au surface with supported Nb clusters, second scan on this area.  
(b) third scan on the same area has improved significantly. Bias voltage 500 mV, tunneling current 0.10 
nA, scan frequency 2 Hz. 
 
 
Our attempts to increase the tip-sample separation by applying higher bias voltages 
did not lead to an improvement, because no stable tunneling conditions could be 
established in the higher voltage range (up to 3 V). Figure 2.36(a) shows an STM 
image taken on the Nb/Au system after repeated scanning with Vt=500 mV. In the 
next scan (Fig. 2.36(b)), the bias voltage was increased in steps while the tunneling 
current was held fixed at 0.10 nA. The scan direction was from top to bottom. Upon 
reaching Vt=3 V, a sudden change occurred with the appearance of a circular object. 
Its diameter is about 21 nm, with a height above the surrounding surface of 3 nm. 
Although this is undoubtedly material deposited from the STM tip, we can not be sure 
whether it is a single Nb cluster. However, these observations give rise to the idea that 
clusters are not only entrained under the scanning probe but are also adsorbed to it. 
The outermost cluster attached to the tip would then act as a new tip and carry the 
tunneling current. The small cluster dimensions (d~10 nm) make this a feasible 













Figure 2.36: (a) STM image of Au/Nb system taken at Vt=500 mV. (b) Increasing the bias voltage in a 
stepwise manner leads to material being expelled from the tip at Vt=3 V. Scan direction=down. 
 
STM: discussion / conclusions 
From the AFM results it is clear that under the present conditions, Co and Nb clusters 
remain on the Au surface rather than being embedded. Previous studies have specified 
that embedding is a thermally activated process. It was observed ex-situ with AFM on 
Co/Ag structures deposited at high temperature (600 K) [41], and in-situ with STM 
during annealing of Co/Au systems above 400 K [40]. Significant mass transport only 
starts to be effective around 450 K, while at 700 K the miscibility of Co into Au is 
high enough to induce irreversible dissolution of clusters [40]. 
Although embedding has severe implications for the mobility of clusters on 
surfaces, at room temperature this is apparently not an issue. Indeed, our STM study 
reveals a weak adhesion of the nanoparticles to the substrate. Repeated scanning with 
STM effectively removes all particles from the scanned area. Moreover, our results 
suggest that particles become attached to the probe, which would modify the 
tunneling state. The observed mobility is partly due to the influence of the STM tip, 
but it occurs under a wide range of tunneling conditions and is indicative of a low 
barrier to diffusion, as explained in Ref. [44]. 
Direct imaging of supported clusters requires a more gentle surface profiling 
technique. AFM in tapping mode provides reliable imaging albeit at slightly lower 
resolution. Alternatively, in order to fully benefit from the visualization and 
spectroscopic possibilities of STM, the particles have to be stabilized on the 
supporting surface. This is one of the major challenges for STM experiments. A 
possible solution is to functionalize the substrate with a thin layer that binds to 
specific molecules on a cluster. The binding energy should be large enough to 
withstand the tip-to-sample interactions during STM scanning. In this way, STM 
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