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ENERGY DECAY FOR THE DAMPED WAVE EQUATION UNDER A
PRESSURE CONDITION
EMMANUEL SCHENCK
Abstract. We establish the presence of a spectral gap near the real axis for the damped
wave equation on a manifold with negative curvature. This results holds under a dy-
namical condition expressed by the negativity of a topological pressure with respect to
the geodesic flow. As an application, we show an exponential decay of the energy for all
initial data sufficiently regular. This decay is governed by the imaginary part of a finite
number of eigenvalues close to the real axis.
1. Introduction
One of the standard questions in geometric control theory concerns the so-called sta-
bilization problem: given a dissipative wave equation on a manifold, one is interested in
the behaviour of the solutions and their energies for long times. The answers that can be
given to this problem are closely related to the underlying manifold and the geometry of
the control (or damping) region.
In this paper, we shall study these questions in the particular case of the damped wave
equation on a compact Riemannian manifold (M, g) with negative curvature and dimension
d ≥ 2. For simplicity, we will assume that M has no boundary. If a ∈ C∞(M) is a real
valued function on M , this equation reads
(1.1) (∂2t −∆g + 2a(x)∂t)u = 0 , (t, x) ∈ R×M ,
with initial conditions
u(0, x) = ω0(x) ∈ H1
i ∂tu(0, x) = ω1(x) ∈ H0.
Here Hs ≡ Hs(M) are the usual Sobolev spaces on M . The Laplace-Beltrami operator
∆g ≡ ∆ is expressed in local coordinates by
(1.2) ∆g =
1√
g¯
∂i(g
ij√g¯∂j) , g¯ = det g.
We will also denote by dvol =
√
g¯dx the natural Riemannian density, and 〈u, v〉 = M uv¯dvol
the associated scalar product.
In all the following, we will consider only the case where the waves are damped, wich
corresponds to take a ≥ 0 with a non identically 0. We can reformulate the above problem
into an equivalent one by considering the unbounded operator
B =
(
0 Id
−∆g −2 ia
)
: H1 ×H0 → H1 ×H0
with domain D(B) = H2 ×H1, and the following evolution equation :
(1.3) (∂t + iB)u = 0 , u = (u0, u1) ∈ H1 ×H0.
1
2 EMMANUEL SCHENCK
From the Hille-Yosida theorem, one can show that B generates a uniformly bounded, strongly
continuous semigroup e− i tB for t ≥ 0, mapping any (u0, u1) ∈ H1 × H0 to a solution
(u(t, x), i ∂tu(t, x)) of (1.3). Since B has compact resolvent, its spectrum SpecB consist
in a discrete sequence of eigenvalues {τn}n∈N . The eigenspaces En corresponding to the
eigenvalues τn are all finite dimensional, and the sum
⊕
nEn is dense in H
1 × H0, see
[GoKr]. If τ ∈ SpecB, there is v ∈ H1 such that
(1.4) u(t, x) = e− i tτ v(x) ,
and the function u then satisfies
(1.5) P (τ)u = 0 , where P (τ) = −∆− τ2 − 2 iaτ.
From (1.5), it can be shown that the spectrum is symmetric with respect to the imaginary
axis, and satisfies
−2‖a‖∞ ≤ Im τn ≤ 0
while |Re τn| → ∞ as n → ∞ . Furthermore, if Re τ 6= 0, we have Im τ ∈ [−‖a‖∞, 0], and
the only real eigenvalue is τ = 0, associated to the constant solutions of (1.1).
The question of an asymptotic density of modes has been adressed by Markus and Mat-
saev in [MaMa], where they proved the following Weyl-type law, also found later indepen-
dently by Sjstrand in [Sj] :
Card{n : 0 ≤ Re τn ≤ λ} =
(
λ
2π
)d 
p−1([0,1])
dxdξ +O(λd−1) .
Here p = gx(ξ, ξ)
2 is the principal symbol of −∆g and dxdξ denotes the Liouville measure
on T ∗M coming from its symplectic structure. Under the asumption of ergodicity for the
geodesic flow with respect to the Liouville measure, Sjstrand also showed that most of the
eigenvalues concentrate on a line in the high-frequency limit. More precisely, he proved that
given any ε > 0,
(1.6) Card{n : τn ∈ [λ, λ+ 1] + i(R \ [−a¯− ε,−a¯+ ε])} = o(λd−1) .
The real number a¯ is the ergodic mean of a on the unit cotangent bundle S∗M = {(x, ξ) ∈
T ∗M, gx(ξ, ξ) = 1}. It is given by
a¯ = lim
T→∞
T−1
 T
0
a ◦ Φtdt, well defined dxdξ − almost everywhere on S∗M .
Hence the eigenvalues close to the real axis, say with imaginary parts in [α, 0], 0 > α > −a¯
can be considered as “exceptional”. The first result we will present in this paper show that
a spectral gap of finite width can actually exist below the real axis under some dynamical
hypotheses, see Theorem 1 below.
The second object studied in this work is the energy of the waves. From now on, we
call H = H0 ×H1 the space of Cauchy data. Let u be a solution of (1.1) with initial data
ω ∈ H. The energy of u is defined by
E(u, t) =
1
2
(‖∂tu‖2L2 + ‖∇u‖2L2) .
As a well known fact, E is decreasing in time, and E(u, t)
t→∞−→ 0. It is then natural to ask
if a particular rate of decay of the energy can be identified. Let s > 0 be a positive number,
and define the Hibert space
Hs = H1+s ×Hs ⊂ H .
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Generalizing slightly a definition of Lebeau, we introduce the best exponential rate of decay
with respect to ‖ · ‖Hs as
(1.7) ρ(s) = sup{β ∈ R+ : ∃C > 0 such that ∀ω ∈ Hs, E(u, t) ≤ C e−βt ‖ω‖Hs}
where the solutions u of (1.1) have been identified with the Cauchy data ω ∈ Hs. It is
shown in [Leb] that
ρ(0) = 2min(G,C(∞)),
where G = inf{− Im τ ; τ ∈ SpecB \ {0}} is the spectral gap, and
C(∞) = lim
t→∞
inf
ρ∈T∗M
1
t
 t
0
π∗a(Φsρ)ds ≥ 0.
Here Φt : T ∗M → T ∗M is the geodesic flow, and π : T ∗M →M is the canonical projection
along the fibers. It follows that the presence of a spectral gap below the real axis is of
significative importance in the study of the energy decay. However, an explicit example
is given in [Leb], where G > 0 while C(∞) = 0, and then ρ(0) = 0 . This particular
situation is due to the failure of the geometrical control, namely, the existence of orbits of
the geodesic flow not meeting supp a (which implies C(∞) = 0). Hence, the spectrum of B
may not always control the energy decay, and some dynamical assumptions on the geodesic
flow are required if we want to solve positively the stabilization problem. In the case where
geometric control holds [RaTa], it has been shown in various settings that ρ(0) > 0, see for
instance [BLR, Leb, Hit]. In [Chr], a particular situation is analyzed where the geometric
control does not hold near a closed hyperbolic orbit of the geodesic flow: in this case, there
is a sub-exponential decay of the energy with respect to ‖ · ‖Hε for some ε > 0.
Dynamical assumptions. In this paper, we first assume (M, g) has strictly negative
sectional curvatures. This implies that the geodesic flow has the Anosov property on every
energy layer, see Section 2.1 below. Without loss of generality, we suppose that the injec-
tivity radius satisfies r ≥ 2. Then, we drop the geometric control assumption, and replace it
with a dynamical hypothese involving the topological pressure of the geodesic flow on S∗M ,
which we define now. For ervery ε > 0 and T > 0, a set S ⊂ S∗M is (ε, T )−separated if
ρ, θ ∈ S implies that d(Φtρ,Φtθ) > ε for some t ∈ [0, T ], where d is the distance induced
from the adapted metric on T ∗M . For f continuous on S∗M , set
Z(f, T, ε) = sup
S


∑
ρ∈S
exp
T−1∑
k=0
f ◦ Φk(x)

 .
The topological pressure Pr(f) of the function f with respect to the geodesic flow is defined
by
Pr(f) = lim
ε→0
lim sup
T→∞
1
T
logZ(f, T, ε).
The pressure Pr(f) contains useful information on the Birkhoff averages of f and the com-
plexity of the geodesic flow, see for instance [Wal] for a general introduction and further
properties. The particular function we will deal with is given by
(1.8) au : ρ ∈ S∗M 7→ au(ρ) = −
 1
0
π∗a ◦ Φs(ρ) ds+ 1
2
log Ju(ρ) ∈ R
where Ju(ρ) is the unstable Jacobian at ρ for time 1, see Section 2.1. In this paper, we will
always assume that
(1.9) Pr(au) < 0.
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Main results. Under the condition Pr(au) < 0, we will see that a spectral gap of finite
width exists below the real axis. As a consequence, there is an exponential decay of the
energy of the waves with respect to ‖ · ‖Hκ for any κ ≥ d/2, and if G < |Pr(au)|, we have
ρ(κ) = 2G. We begin by stating the result concerning the spectral gap.
Theorem 1. (Spectral gap) Suppose that the topological pressure of au with respect to
the geodesic flow on S∗M satisfies Pr(au) < 0, and let ε > 0 be such that
Pr(au) + ε < 0.
Then, there exisits e0(ε) > 0 such that for any τ ∈ SpecB with |Re τ | ≥ e0(ε), we have
Im τ ≤ Pr(au) + ε.
The presence of a spectral gap of finite width below the real axis is not obvious a priori
if geometric control does not hold, since there may be a possibility for | Im τn| to become
arbitrary small as n→∞ : see for instance [Hit], Theorem 1.3. However, this accumulation
on the real axis can not occur faster than a fixed exponential rate, as it was shown in [Leb]
that
∃C > 0 such that ∀τ ∈ SpecB , Im τ ≤ − 1
C
e−C|Re τ | .
Let us mention a result comparable to Theorem 1 in the framework of chaotic scattering
obtained recently by Nonnenmacher and Zworski [NoZw], in the semiclassical setting. For a
large class of Hamiltonians, including P (~) = −~∆+V on Rd with V compactly supported,
they were able to show a resonance-free region near the energy E:
∃δ, γ > 0 such that Res(P (~)) ∩ ([E − δ, E + δ]− i[0, γ~]) = ∅ for 0 < ~ ≤ ~δ,γ .
This holds provided that the hamiltonian flow Φt on the trapped set KE at energy E is
hyperbolic, and that the pressure of the unstable Jacobian with respect to the geodesic flow
on KE is strictly negative. We will adapt several techniques of [NoZw] to prove Theorem 1,
some of them coming back to [Ana1, AnNo].
In a recent paper, Anantharaman [Ana2] studied the spectral deviations of Spec B with
respect to the line of accumulation Im z = −a¯ appearing in (1.6). In the case of constant
negative curvature, she obtained an upper bound for the number of modes with imaginary
parts above −a¯ , and showed that for α ∈ [−a¯, 0[, there exists a function H(α) such that
(1.10)
∀c > 0, ∀ε > 0, lim sup
λ→∞
logCard{τn : Re τn ∈ [λ− c, λ+ c], Im τn ≥ α+ ε}
logλ
≤ H(α).
H(α) is a dynamical quantity defined by
H(α) = sup{hKS(µ), µ ∈M 1
2
,

adµ = −α}
where M 1
2
denotes the set of Φt−invariant measures on S∗M , and hKS stands for the
Kolmogorov–Sinai entropy of µ. As a consequence of Theorem 1, the result of Anantharaman
is not always optimal : H(α) 6= 0 for α ∈ [−a¯, 0[, but if Pr(au) < 0, there is no spectrum
in a strip of finite width below the real axis, i.e. the lim sup in (1.10) vanishes for some
α = α(a) 6= 0.
The operator B being non-selfadjoint, its eigenfunctions may fail to form a Riesz basis
of H. However, if a solution u of (1.3) has initial data sufficiently regular, it is still pos-
sible to expand it on eigenfunctions which eigenmodes are close to the real axis, up to an
exponentially small error in time :
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Theorem 2. (Eigenvalues expansion) Let ε > 0 such that Pr(au) + ε < 0, and κ ≥ d2 .
There exists e0(ε) > 0, n = n(ε) ∈ N and a (finite) sequence τ0, . . . , τn−1 of eigenvalues of
B with
τj ∈ [−e0(ε), e0(ε)] + i[Pr(au) + ε, 0], j ∈ J0, n− 1K ,
such that for any solution u(t, x) of (1.3) with initial data ω ∈ Hκ, we have
u(t, x) =
n−1∑
j=0
e− i tτj uj(t, x) + rn(t, x) , t > 0 .
The functions uj , rn satisfy
‖uj(t, ·)‖H ≤ Ctmj‖ω‖H and ‖rn(t, ·)‖H ≤ Cε et(Pr(a
u)+ε) ‖ω‖Hκ ,
where mj denotes the multiplicity of τj, the constants C > 0 depends only on M and a,
while Cε > 0 depending on M,a and ε.
A similar eigenvalues expansion can be found in [Hit], where no particular assumption
on the curvature of M is made, however the geometric control must hold. Our last result
deals with an exponential decay of the energy, which will be derived a consequence of the
preceding theorem :
Theorem 3. (Exponential energy decay) Let ε > 0, (τj)0≤j≤n(ε)−1, κ and u as in
Theorem 2. Set by convention τ0 = 0. The energy E(u, t) satisfies
E(u, t) ≤

n−1∑
j=1
et Im τj tmjC‖ω‖H + Cε et(Pr(a
u)+ε) ‖ω‖Hκ


2
where mj denotes the multiplicity of τj. The constants C > 0 depends only on M and a,
while Cε > 0 depending on M,a and ε. In particular, ρ(κ) = 2min(G, |Pr(au) + ε|) > 0.
Remark. In our setting, it may happen that geometric control does not hold, while Pr(au) <
0. In this particular situation, it follows from [BLR] that we can not have an exponential
energy decay uniformly for all Cauchy data in H, where by uniform we mean that the
constant C appearing in (1.7) does not depend on u. However, if for κ ≥ d2 we look at
ρ(κ) instead of ρ(0), our results show that we still have uniform exponential decay, namely
ρ(κ) > 0 while ρ(0) = 0.
1.1. Semiclassical reduction. The main step yielding to Theorem (1) is more easily
achieved when working in a semiclassical setting. From the eigenvalue equation (1.5), we
are lead to study the equation
P (τ)u = 0
where Im τ = O(1). To obtain a spectral gap below the real axis, we are lead to study
eigenvalues with arbitrary large real parts since SpecB is discrete. For this purpose, we
introduce a semiclassical parameter ~ ∈]0, 1], and write the eigenvalues as
τ =
1
~
+O(1).
If we let ~ go to 0, the eigenvalues τ we are interested in then satisfy τ~
h→0−−−→ 1 . Putting
τ = λ
~
and z = λ2/2, we rewrite the stationary equation(
−~
2∆
2
− z − i ~qz
)
u = 0 , qz(x) =
√
2za(x).
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Equivalently, we write
(1.11) (P(z, ~)− z)u = 0
where P(z, ~) = −~2∆2 − i~qz. The parameter z plays the role of a complex eigenvalue of the
non-selfadjoint quantum Hamiltonian P . It is close to the “energy” E = 1/2, while Im z is
of order ~ and represents the “decay rate” of the mode. In order to recall these properties,
we will often write
(1.12) z =
1
2
+ ~ζ , ζ ∈ C and |ζ| = O(1).
In most of the following, we will deal with the semiclassical analysis of the non-selfadjoint
Schrdinger operator P(z, ~) and the associated Schrdinger equation
(1.13) i~∂tΨ = P(z, ~)Ψ with ‖Ψ‖L2 = 1.
The basic facts and notations we will use from semiclassical analysis are recalled in Appendix
A. The operator P has a principal symbol equal to p(x, ξ) = 12gx(ξ, ξ) , and a subprincipal
symbol given by − i qz. Note that the classical Hamiltonian p(x, ξ) generates the geodesic
flow on the energy surface p−1(12 ) = S
∗M . The properties of the geodesic flow on S∗M which
will be useful to us are summarized in the next section, where is also given an alternative
definition of the topological pressure more adapted to our purposes. We will denote the
quantum propagator by
U t ≡ e− i t~ P ,
so that if Ψ ∈ L2(M) satisfies (1.13), we have Ψ(t) = U tΨ(0). Using standard methods
of semiclassical analysis, one can show that U t is a Fourier integral operator (see [EvZw],
chapter 10) associated with the symplectic diffeomorphism given by the geodesic flow Φt.
Since we assumed that a ≥ 0, it is true that ‖U t‖L2→L2 ≤ 1, ∀t ≥ 0.
Denote
Σ 1
2
= {z = 1
2
+O(~) ∈ C, ∃Ψ ∈ L2(M), (P(z, ~)− z)Ψ = 0}.
If z ∈ Σ 1
2
and Ψ is such that (1.11) holds, the semiclassical wave front set of Ψ satisfies
WF~(Ψ) ⊂ S∗M.
This comes from the fact that Ψ is an eigenfunction associated with the eigenvalue 12 of a
pseudodifferential operator with principal symbol p(x, ξ) = 12gx(ξ, ξ). Using these semiclas-
sical settings, we will show the following key result :
Theorem 4. Let z ∈ Σ 1
2
, and ε > 0 be such that Pr(au) + ε < 0. There exists ~0 = ~0(ε)
such that
~ ≤ ~0 ⇒ Im z
~
≤ Pr(au) + ε.
From (1.12), we also notice that the above equation implies Im τ ≤ Pr(au) + ε + O(~)
since τ = ~−1
√
2z, and then Im τ = Im ζ +O(~). It follows by rescaling that Theorem 4 is
equivalent to Theorem 1.
2. Quantum dynamics and spectral gap
2.1. Hyperbolic flow and topological pressure. We call
Φt = etHp : T ∗M → T ∗M
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the geodesic flow, where Hp is the Hamilton vector field of p. In local coordinates,
Hp
def
=
d∑
i=1
∂p
∂ξi
∂xi −
∂p
∂xi
∂ξi = {p, ·}
where the last equality refers to the Poisson bracket with respect to the canonical symplectic
form ω =
∑d
i=1 dξi ∧ dxi. Since M has strictly negative curvature, the flow generated by
Hp on constant energy layers E = p−1(E) ⊂ T ∗M, E > 0 has the Anosov property: for any
ρ ∈ E , the tangent space TρE splits into flow, stable and unstable subspaces
TρE = RHp ⊕ Es(ρ)⊕ Eu(ρ) .
The spaces Es(ρ) and Eu(ρ) are d− 1 dimensional, and are stable under the flow map:
∀t ∈ R, dΦtρ(Es(ρ)) = Es(Φt(ρ)), dΦtρ(Eu(ρ)) = Eu(Φt(ρ)).
Moreover, there exist C, λ > 0 such that
i) ‖dΦtρ(v)‖ ≤ C e−λt ‖v‖, for all v ∈ Es(ρ), t ≥ 0
ii) ‖dΦ−tρ (v)‖ ≤ C e−λt ‖v‖, for all v ∈ Eu(ρ), t ≥ 0.(2.1)
One can show that there exist a metric on T ∗M call the adapted metric, for which one can
takes C = 1 in the preceding equations. At each point ρ, the spaces Eu(ρ) are tangent to
the unstable manifold Wu(ρ), the set of points ρu ∈ E such that d(Φt(ρu),Φt(ρ)) t→−∞−−−−→ 0
where d is the distance induced from the adapted metric. Similarly, Es(ρ) is tangent to the
stable manifold W s(ρ), the set of points ρs such that d(Φt(ρs),Φt(ρ))
t→+∞−−−−→ 0.
The adapted metric induces a the volum form Ωρ on any d dimensional subspace of
T (T ∗ρM). Using Ωρ, we now define the unstable Jacobian at ρ for time t. Let us define the
weak-stable and weak-unstable subspaces at ρ by
Es,0(ρ) = Es(ρ)⊕ RHp , Eu,0(ρ) = Eu(ρ)⊕ RHp.
We set
Jut (ρ) = det dΦ
−t|Eu,0(Φt(ρ)) = Ωρ(dΦ
−T v1 ∧ · · · ∧ dΦ−tvd)
ΩΦt(ρ)(v1 ∧ · · · ∧ vd)
, Ju(ρ)
def
= Ju1 (ρ),
where (v1, . . . , vd) can be any basis of E
u,0(ρ). While we do not necessarily have Ju(ρ) < 1,
it is true that Jut (ρ) decays exponentially as t→ +∞.
The definition of the topological pressure of the geodesic flow given in the introduction,
although quite straighforward to state, is not really suitable for our purposes. The alterna-
tive definition of the pressure we will work with is based on refined covers of S∗M , and can
be stated as follows. For δ > 0, let Eδ = p−1[12 − δ, 12 + δ] be a thin neighbourhood of the
constant energy surface p−1(12 ), and V = {Vα}α∈I an open cover of Eδ. In what follows, we
shall always choose δ < 1/2. For T ∈ N∗, we define the refined cover V (T ), made of the sets
Vβ =
T−1⋂
k=0
Φ−k(Vbk) , β = b0b1 . . . bT−1 ∈ IT .
It will be useful to coarse-grain any continuous function f on Eδ with respect to V (T ) by
setting
〈f〉T,β = sup
ρ∈Vβ
T−1∑
i=0
f ◦ Φi(ρ).
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One then define
ZT (V, f) = inf
BT


∑
β∈BT
exp(〈f〉T,β) : BT ⊂ IT , Eδ ⊂
⋃
β∈BT
Vβ

 .
The topological pressure of f with respect to the geodesic flow on Eδ is defined by :
Prδ(f) = lim
diamV→0
lim
T→∞
1
T
logZT (V, f) .
The pressure on the unit tangent bundle S∗M is simply obtained by continuity, taking the
limit Pr(f) = limδ→0 Pr
δ(f). To make the above limits easier to work with, we now take
f = au and fix ε > 0 such that Pr(au)+ε < 0. Then, we choose the width of the energy layer
δ ∈]0, 1[ sufficiently small such that |Pr(au)− Prδ(au)| ≤ ε/2. Given a cover V = {Vα}α∈A
(of arbitrary small diameter), there exist a time t0 depending on the cover V such that∣∣∣∣ 1t0 logZt0(V , au)− Prδ(au)
∣∣∣∣ ≤ ε2 .
Hence there is a subset of t0−strings Bt0 ⊂ At0 such that {Vα}α∈Bt0 is an open cover of Eδ
and satisfies
(2.2)
∑
β∈Bt0
exp(〈au〉t0,β) ≤ exp
(
t0(Pr
δ(au) +
ε
2
)
)
≤ exp (t0(Pr(au) + ε)) .
For convenience, we denote by {Wβ}β∈Bt0 ≡ {Vβ}β∈Bt0 the sub-cover of V(t0) such that
(2.2) holds. Note that in this case, the diameter of V , t0 and then W depends on ε.
2.2. Discrete time evolution. Let {ϕβ}β∈Bt0 be a partition of unity adapted to W , so
that its Weyl quantization ϕwβ
def
= Πβ (see Appendix A) satisfy
WF~(Πβ) ⊂ Eδ, Π∗β = Πβ ,
∑
β
Πβ = 1l microlocally near Eδ/2 .
We will also consider a partition of unity {ϕ˜α}α∈A adapted to the cover V , and its Weyl
quantization Π˜
def
= ϕ˜w. In what follows, we will be interested in the propagator UNt0+1 ,
and
N = T log ~−1, T > 0 .
It is important to note that T can be arbitrary large, but is fixed with respect to ~. The
propagator UNt0 is decomposed by inserting ∑β∈Bt0 Πβ at each time step of length t0.
Setting first Uβ = U t0Πβ , we have (microlocally near Eδ/2) the equality U t0 =
∑
β Uβ , and
then
(2.3) UNt0 =
∑
β1,β2,...,βN∈Bt0
UβN . . .Uβ1 , near Eδ/2.
2.3. Proof of Theorem 4. We begin by choosing χ ∈ C∞0 (T ∗M) such that suppχ ⋐ Eδ
and χ ≡ 1 on Eδ/4, and considering Op
~
(χ). Applying the Cauchy-Schwartz inequality, we
get immediately
(2.4) ‖UNt0+1Op~(χ)‖ ≤
∑
β1,β2,...,βN∈BNt0
‖UβN . . .Uβ1U1Op~(χ)‖ +OL2→L2(~∞).
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Unless otherwise stated, the norms ‖ · ‖ always refer to ‖ · ‖L2→L2 or ‖ · ‖L2 , according to
the context. The proof of Theorem (4) relies on the following intermediate result, proven
much later in Section 4.
Proposition 5. (Hyperbolic dispersion estimate) Let ε > 0, and δ,V , t0 be as in
Section 2.1. For N = T t0 log ~
−1, T > 0, take a sequence β1, . . . βN and W1, . . . ,WβN the
associated open sets of the refined cover W. Finally , let Op
~
(χ) be as above. There exists
a constant C > 0 and ~0(ε) ∈]0, 1[ such that
~ ≤ ~0 ⇒ ‖U t0ΠβN . . .U t0Πβ1U1Op~(χ)‖ ≤ C~−d/2
N∏
j=1
e〈a
u〉t0,βj
where 〈au〉t0,β = supρ∈Wβ
∑t0−1
j=0 a
u ◦ Φj(ρ). The constant C only depends on the manifold
M .
We also state the following crucial consequence :
Corollary 6. Take ε > 0 such that Pr(au) + ε < 0. There exists C > 0 and ~0(ε) ∈]0, 1[
such that
~ ≤ ~0 ⇒ ‖UNt0+1Op~(χ)‖ ≤ C~−
d
2 eNt0(Pr(a
u)+ε)
The constant C only depends on M .
Proof. Given ε > 0, we choose δ,V , t0,W as in the preceding proposition. Using (2.4), we
then have
‖UNt0+1Op
~
(χ)‖ ≤ C~− d2
∑
β1...βN∈BNt0

 N∏
j=1
e〈a
u〉t0,βj +O(~∞)


≤ C~− d2

 ∑
β∈Bt0
e〈a
u〉t0,β


N
+O(~∞).
To get the second line, notice that the number of terms in the sum is of order (CardBt0)N =
~
−T log CardBt0 . From our choice of ε and δ, we can use (2.2), and for ~ small enough, rewrite
this equation as
‖UNt0+1Op
~
(χ)‖ ≤ C~− d2 eNt0(Prδ(au)+ε/2)
≤ C~− d2 eNt0(Pr(au)+ε)
where C > 0 only depends on the manifold M . 
Let us show how this result implies Theorem 4. We assume that Ψ satisfies (1.11), and
therefore ‖UNt0+1Ψ‖ = e (Nt0+1) Im z~ . Notice also that we have
Op~(χ)Ψ = Ψ+O(~∞)
since WF~(Ψ) ⊂ S∗M , and then
‖UNt0+1Op
~
(χ)Ψ‖ = ‖UNt0+1Ψ‖+O(~∞) = e(Nt0+1) Im z +O(~∞) .
It follows from the corollary that
e
Nt0+1
~
Im z ≤ C~− d2 eNt0(Pr(qu)+ε)+O(~m) ,
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where m can be arbitrary large. Taking the logarithm, this yields to
Im z
~
≤ logC
Nt0
− d
2Nt0
log ~+ Pr(qu) + ε+O( 1
Nt0
) .
But given ε > 0, we can take N = T log ~−1 with T arbitrary. Hence there is ~0(ε) ∈]0, 1[
and T sufficiently large, such that
~ ≤ ~0(ε)⇒ Im z
~
≤ Pr(qu) + 2ε.
Since the parameter ε can be chosen as small as wished, this proves Theorem 4.
3. Eigenvalues expansion and energy decay
3.1. Resolvent estimates. To show the exponential decay of the energy, we follow a stan-
dard route from resolvent estimates in a strip around the real axis. Let us denote
Q(z, ~) = −~
2
2
∆− z − i ~
√
2za(x) = P(z, ~)− z.
The following proposition establish a resolvent estimate in a strip of width |Pr(au) + ε|
below the real axis in the semiclassical limit. This is the main step toward Theorems 2 and
3, see also [NoZw2] for comparable resolvent estimates in the chaotic scattering situation :
Proposition 7. Let ε > 0. Choose γ < 0 such that
Pr(au) + ε < γ < 0 ,
and z = 12 + ~ζ, with |ζ| = O(1) satisfying
γ ≤ Im ζ ≤ 0 .
There exists ~0(ε) > 0, Cε > 0 depending on M,a and ε such that
~ ≤ ~0(ε) ⇒ ‖Q(z, ~)−1‖L2→L2 ≤ Cε~−1+c0 Im ζ log ~−1
where c0 =
d
2|Pr(qu)+ε| .
Proof. Given ε > 0, we fix ~0(ε) so that Corollary 6 holds. Finally, we define
Pr(au)+ = Pr(au) + ε.
In order to bound Q(z, ~)−1, we proceed in two steps, by finding two operators which
approximate Q−1: one on the energy surface Eδ, the other outside Eδ. Let χ be as in
Section 2, and choose also Let χ˜ ∈ C∞0 (T ∗M) with supp χ˜ ⋐ suppχ, such that we also have
χ˜ = 1 near S∗M . We first look for an operator A0 = A0(z, ~) such that
QA0 = (1−Op~(χ)) +OL2→L2(~∞).
For this, consider Q(z, ~)+ iOp~(χ˜)
def
= Q0(z, ~). Because of the property of χ˜, the operator
Q0 is elliptic. Hence, there is an operator A˜0, uniformly bounded in L
2(M), such that
Q0A˜0 = Id+OL2→L2(~∞).
The operator A0 we are looking for is obtained by taking A0 = A˜0(1−Op~(χ)). Indeed,
Q(z, ~)A0(z, ~) = 1−Op~(χ)− i Op~(χ˜)A˜0(1 −Op~(χ)) +OL2→L2(~∞)
= 1−Op~(χ) +OL2→L2(~∞)
since χ˜ and 1− χ have disjoints supports by construction.
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We now look for the solution on Eδ. From Corollary 6, we have an exponential decay of
the propagator UNt0 if N becomes large. To use this information, we set
A1(z, ~, T~) =
i
~
 T~
0
U t e i t~ z Op
~
(χ) dt
where T~ has to be adjusted. Hence,
Q(z, ~)A1(z, ~, T~) = Op~(χ)− U t e
i t
~
z |t=T~ Op~(χ) = Op~(χ) +R1 .
Since Im z/~ = Im ζ = O(1), we have
(3.1) ‖R1‖ = e−T~ Im ζ ‖UT~ Op~(χ)‖.
From Corollary 6, we know that for N = T t0 log ~
−1 with ~ ≤ ~0,
‖UNt0+1Op~(χ)‖ ≤ C~−
d
2 eNt0 Pr(a
u)+ .
We observe that this bound is useful only if does not diverge as ~→ 0, which is the case if
T ≥ d
2t0|Pr(au)+|
def
= T0.
Let us define
(3.2) T 0
~
= T0t0 log ~
−1 + 1 =
d
2|Pr(au)+| log ~
−1 + 1 .
If T~ = T log ~
−1t0 + 1, with T > T0 chosen large enough, we find
‖R1‖ ≤ C~Tt0γ~− d2−Tt0 Pr(a
u)+ = O(~m)
with m = m(T~) ≥ 0, since γ − Pr(au)+ > 0. Consequently, there is T1 = T1(ε) > 0 such
that T 1
~
= T1t0 log ~
−1 + 1 satisfies m(T 1
~
) = 0. This means that for T~ ≥ T 1~ , we have
Q(z, ~)(A0(z, ~) +A1(z, ~, Th)) = 1 +OL2→L2(1),
in other words, A0 +A1 is “close” to the resolvent Q
−1 . Hence, we impose now T~ ≥ T 1~ ,
and evaluate the norms of A0 and A1. By construction, ‖A0‖ = O(1). For A1, we have to
estimate an integral of the form
IT~ =
 T~
0
e−t Im ζ ‖U tOp~(χ)‖dt.
Let us split the integral according to T 0
~
, and use the decay of U tOp
~
(χ) for t ≥ T 0
~
:
|IT~ | ≤ T 0~ e−T
0
~
Im ζ +C~−
d
2
 ∞
T 0
~
e−t Im ζ e(t−1) Pr(a
u)+ dt
≤ T 0~ e−T
0
~
Im ζ(1 + Cε~
− d2 e(T
0
h−1)Pr(a
u)+)
≤ CεT 0~ e−T
0
~
Im ζ .
Using (3.2), this gives
‖A1(z, ~, T~)‖ ≤ Cε~−1+c0 Im ζ log ~−1
where Cε > 0 depends now on M , a and ε while
(3.3) c0 =
d
2|Pr(au)+| .

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We now translate these results obtained in the semiclassical settings in terms of τ . Recall
P (τ) = −∆− τ2 − 2 iaτ ≡ 1
~2
Q(z, ~).
and set R(τ)
def
= P (τ)−1. The operator R(τ) is directly related to the resolvent (τ − B)−1 :
a straightforward computation shows that
(τ − B)−1 =
(
R(τ)(−2 i a− τ) −R(τ)
R(τ)(2 i aτ − τ2) −R(τ)τ
)
.
Proposition 8. Let ε > 0 be such that Pr(au) + ε < 0, and γ < 0 satisfying
Pr(au) + ε < γ < 0.
Let τ ∈ C \ SpecB be such that γ ≤ Im τ < 0. Set also 〈τ〉 = (1 + |τ |2) 12 . There exists a
constant C > 0 depending on M,a and ε such that for any κ ≥ d/2, we have
(i) ‖R(τ)‖L2→L2 ≤ Cε〈τ〉−1−c0γ log〈τ〉
(ii) ‖R(τ)‖L2→H2 ≤ Cε〈τ〉1−c0γ log〈τ〉
(iii) ‖R(τ)‖Hκ→H1 ≤ Cε
(iv) ‖τR(τ)‖Hκ→H0 ≤ Cε .
Proof. (i) follows directly from rescaling the statements of the preceding proposition. For
(ii), observe that
‖R(τ)u‖H2 ≤ C(‖R(τ)u‖L2 + ‖∆R(τ)u‖L2) , C > 0.
But
‖∆R(τ)u‖L2 ≤ ‖u‖L2 + |τ2 + 2τ i a|‖R(τ)u‖L2 ,
so using (i), we get
‖R(τ)u‖H2 ≤ C
(
(1 + |τ2 + 2 iaτ |)‖R(τ)u‖L2 + ‖u‖L2
) ≤ Cε〈τ〉1−c0γ log〈τ〉‖u‖L2 .
To arrive at (iii), we start from the following classical consequence of the Hlder inequality :
(3.4) ‖R(τ)u‖2H1−s ≤ ‖R(τ)u‖1−sH2 ‖R(τ)u‖1+sL2 , s > 0.
From (i) and (ii), we obtain
‖R(τ)u‖H1−s ≤ Cε〈τ〉−(γc0+s) log〈τ〉‖u‖L2 .
If we choose s > −γc0, we get ‖R(τ)‖H0→H1−s ≤ Cε. Hence, for any s′ ≥ 0 we have
‖R(τ)‖Hs′→Hs′+1−s ≤ Cε .
Taking s′ = s shows (iii), where we must have κ > −γc0. In view of (3.3), and the fact
that γ ≥ Pr(au) + ε˜, this condition is satisfied as soon as κ ≥ d/2. The last equation (iv) is
derived as (iii), by considering
‖τR(τ)u‖2H1−s ≤ |τ |2‖R(τ)u‖1−sH2 ‖R(τ)u‖1+sL2 , s > 0,
and choosing s so that ‖τR(τ)‖2H0→H1−s ≤ Cε. 
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3.2. Eigenvalues expansion. We now prove Theorem 2. Let us fix ε > 0 so that Pr(au)+
ε < 0. From Theorem 1 we know that
Card (SpecB ∩ (R+ i[Pr(au) + ε, 0])) def= n(ε) <∞.
Hence there is e0(ε) > 0 such that SpecB ∩ (R+ i[Pr(au) + ε]) ⊂ Ω, where
Ω = Ω(ε) = [−e0, e0] + i[Pr(au) + ε, 0].
We then call {τ0, . . . , τn(ε)−1} = SpecB ∩ Ω, and set by convention τ0 = 0. We define as
above Pr(au)+ = Pr(au) + ε. Since we look at the eigenvalues τ ∈ Ω, let us introduce the
spectral projectors on the generalized eigenspace Ej for j ∈ J0, n− 1K :
Πj =
1
2 iπ

γj
(τ − B)−1dτ , Πj ∈ L(H, D(B∞)),
where γj are small circles centered in τj . We also denote by
Π =
n∑
j=0
Πj
the spectral projection onto
⊕n
j=0 Ej . We call E0 the eigenspace corresponding to the
eigenvalue τ0 = 0. It can be shown [Leb] that E0 is one dimensional over C and spanned by
(1, 0), so
Π0ω = (c(ω), 0) with c(ω) ∈ C.
Let now ω = (ω0, ω1) be in Hκ. Near a pole τj of (τ − B)−1, we have
(τ − B)−1 = Πj
τ − τj +
mj∑
k=2
(B − τj)k−1Πj
(τ − τj)k +Hj(τ)
where Hj is an operator depending holomorphically on τ in a neighbourhood of τj , andmj is
the multiplicity of τj . Since Π ∈ L(H, D(B∞)), we have the following integral representation
of e− i tB Πω, with absolute convergence in H:
(3.5) e− i tB Πω =
1
2 iπ
 +∞+iα
−∞+iα
e− i tτ (τ − B)−1Πωdτ , t > 0, α > 0.
The integrand in the right hand side has poles located at τj , j ∈ J0, n− 1K, so that
e− i tB Πω =
∑
j
1
2 iπ

γj
e− i tτ
Πj
τ − τj ωdτ
=
∑
j
e− i tτj pτj (t)ω
def
=
∑
j
e− i tτj uj(t) .
The operators pτj(t) appearing in the residues are polynomials in t, with degree at most
mj , taking their values in L(H, D(B∞)). It follows that for some C > 0 depending only on
M and a,
‖uj(t)‖H ≤ Ctmj‖ω‖H .
The remainder term appearing in Theorem 2 is now identified :
rn(t) = e
− i tB(1−Π)ω .
To conclude the proof, we have therefore to evaluate ‖rn‖H. To do so, we will use in a
crucial way the resolvent bounds below the real axis that we have obtained in the preceding
section. We consider the solution u(t, x) of (1.1) with initial data u = (u0, u1) = (1−Π)ω,
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with ω ∈ Hκ, κ ≥ d/2. Let us define χ ∈ C∞(R), 0 ≤ χ ≤ 1, such that χ = 0 for t ≤ 0 and
χ = 1 for t ≥ 1. If we set v = χu, we have
(3.6) (∂2t −∆+ 2a∂t)v = g1
where
(3.7) g1 = χ
′′u+ 2χ′∂tu+ 2aχ
′u .
Note also that supp g1 ⊂ [0, 1]×M , and v(t) = 0 for t ≤ 0. Let us denote the inverse Fourier
transform in time by
Ft→−τ : u 7→ uˇ(τ) =

R
ei tτ u(t)dt.
Applying Ft→−τ (in the distributional sense) to both sides of (3.6) yields to
P (τ)vˇ(τ, x) = gˇ1(τ, x) .
We then remark that R(τ)gˇ1(τ, x) is the first component of
i(τ − B)−1Ft→−τ (χ′(t)(u, i ∂tu)) .
From the properties of Π, it is clear that the operator (τ − B)−1(1 −Π) depends holomor-
phically on τ in the half-plane Im τ ≥ Pr(au)+. From (u, i ∂tu) = e− i tB(1 − Π)ω, we then
conclude that i(τ − B)−1Ft→−τ (χ′(t)(u, i ∂tu)) depends also holomorphically on τ in the
half plane Im τ ≥ Pr(au)+. Hence vˇ(τ, x) = R(τ)gˇ1(τ, x) and an application of the Parseval
formula yields to
‖ e−tPr(au)+ v(t, x)‖L2(R+,H1) = ‖vˇ(τ + iPr(au)+‖L2(R,H1)
= ‖R(τ + iPr(au)+)gˇ1(τ + iPr(au)+, x)‖L2(R,H1)
≤ Cε‖gˇ1(τ + iPr(au)+, x)‖L2(R,Hκ)
≤ Cε‖g1(t, x)‖L2(R+,Hκ) .
where we have used Proposition 8. The term appearing in the last line can in fact be
controlled by the initial data. From (3.7), we have
(3.8) ‖g1‖L2(R+;Hκ) ≤ C
(‖u‖L2([0,1];Hκ) + ‖∂tu‖L2([0,1];Hκ)) .
A direct computation shows
∂t‖u‖2Hκ ≤ C(‖u‖2Hκ + ‖∂tu‖2Hκ + ‖∇u‖2Hκ) .
The Gronwall inequality for t ∈ [0, 1] gives
‖u(t, ·)‖2Hκ ≤ C
(
‖u(0, ·)‖2Hκ +
 t
0
(‖∂su(s)‖2Hκ + ‖∇u(s)‖2Hκ)ds
)
≤ C‖ω‖2Hκ ,
since the κ−energy
Eκ(t, u) =
1
2
(‖∂tu‖2Hκ + ‖∇u‖2Hκ)
is also decreasing in t. Coming back to (3.8), we see that ‖g1‖L2(R+;Hκ) ≤ C‖ω‖Hκ and
then,
‖ e−t(Pr(au)+ε) v(t, x)‖L2(R+,H1) ≤ Cε‖ω‖Hκ .
This is the exponential decay we are looking for, but in the integrated form. It is now easy
to see that
‖u(t, ·)‖H1 ≤ Cε et(Pr(a
u)+ε) ‖ω‖Hκ .
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We have to check that the same property is valid for ∂tu. Using the same methods as above,
we also have
P (τ)Ft→−τ (∂tv) = −τ gˇ1(τ),
and then, Ft→−τ (∂tv) = −τR(τ)gˇ1(τ). It follows that
‖ e−tPr(au)+ ∂tv(t, x)‖L2(R+,H0) = ‖vˇ(τ + iPr(au)+‖L2(R,H0)
= ‖τR(τ + iPr(au)+)gˇ1(τ + iPr(au)+, x)‖L2(R,H0)
≤ Cε‖gˇ1(τ + iPr(au)+, x)‖L2(R,Hκ)
≤ Cε‖g1(t, x)‖L2(R+,Hκ) .
Grouping the results, we see that
‖u‖H ≤ Cε et(Pr(au)+2ε) ‖ω‖Hκ
and this concludes the proof of Theorem 2.
3.3. Energy decay. We end this section with the proof of the Theorem 3, which gives the
exponential energy decay. This is an immediate consequence of the following lemma, that
tells us that the energy can be controlled by the H1 norm of u, for t ≥ 2:
Lemma 9. There exists C > 0 such that for any solution u of (1.1) and E(u, t) the
associated energy functional, we have
E(u, T ) ≤ C‖u‖2L2([T−2,T+1];H1) , T ≥ 2.
Proof. This is a standard result, we borrow the proof from [EvZw]. For T > 2, we choose
χ2 ∈ C∞(R), 0 ≤ χ2 ≤ 1 such that χ2(t) = 1 for t ≥ T and χ2(t) = 0 if t ≤ T − 1. Setting
u2(t, x) = χ2(t)u(t, x), we have
(∂2t −∆+ 2a∂t)u2 = g2
for g2 = χ
′′
2u+ 2χ
′
2∂tu+ 2aχ
′
2u. Note that g2 is compactly supported in t. Define now
E2(u, t) =
1
2

M
(|∂tu2|2 + |∇u2|2)dvol
and compute
E′2(u, t) = 〈∂2t u2, ∂tu2〉 − 〈∆u2, ∂tu2〉
= −2〈a∂tu2, ∂tu2〉+ 〈g2, ∂tu2〉
≤ C

M
|∂tu2|(|∂tu|+ |u|)dvol
≤ C
(
E2(u, t) +

M
(|∂tu|2 + |u|2)dvol
)
.
We remark that E2(u, T − 1) = 0 and E2(u, T ) = E(u, T ), so the Gronwall inequality on
the interval [T − 1, T ] gives
(3.9) E(u, T ) ≤ C
(
‖∂tu‖2L2([T−1,T ];L2) + ‖u‖2L2([T−1,T ];L2)
)
.
To complete the proof, we need to bound the term ‖∂tu‖2L2([T−1,T ];L2). For this purpose,
we choose χ3 ∈ C∞(R), 0 ≤ χ3 ≤ 1 such that χ3(t) = 1 for t ∈ [T − 1, T ] and χ3(t) = 0 if
t ≤ T − 2 and t ≥ T + 1. From (1.1), we get
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0 =
 T+1
T−2
〈χ23u, ∂2t u−∆u+ 2a∂tu〉dt
=
 T+1
T−2
−χ23〈∂tu, ∂tu〉 − 2χ3χ′3〈u, ∂tu〉+ 2χ23〈u, a∂tu〉+ χ23〈u,−∆u〉dt ,
whence
‖∂tu‖L2([T−1,T ];L2) ≤ C‖u‖L2([T−2,T+1];H1).
Substituting this bound in (3.9) yields to the result. 
The Theorem 3 follows now from the preceding lemma. Let us denote by uj(t, x) and and
rn(t, x) the first component of pτj (t)ω and e
− i tB(1 − Π)ω respectively. We learned above
that
u(t, x) =
n∑
j=0
e− i tτj uj(t, x) + rn(t, x)
with ‖uj(t, ·)‖H1 ≤ Ctmj‖ω‖Hκ , and ‖rn(t, ·)‖H1 ≤ Cε et(Pr(au)+2ε) ‖ω‖Hκ . Suppose first
that the projection of ω on E0 vanishes, i.e. Π0ω = 0. Then, from the preceding lemma we
clearly have
E(u, t)
1
2 ≤
n∑
j=1
et Im τj C‖uj(t, x)‖H1 + Cε et(Pr(a
u)+2ε) ‖ω‖Hκ .
This shows Theorem 3 when Π0ω = 0. But the general case follows easily: we can write
u˜(t, x) = u(t, x) − Π0ω for which we have the expected exponential decay, and notice that
E(u˜, t) = E(u, t) since Π0ω is constant.
4. Hyperbolic dispersion estimate
This last section is devoted to the proof of Proposition 5. Let ε, δ,V ,W and Op~(χ) be
as in Section 2. We also set N = T log ~−1, T > 0.
4.1. Decomposition into elementary Lagrangian states. Recall that each set Wβ ≡
Wb0...bt0−1 in the cover W has the property
(4.1) Φk(Wβ) ⊂ Vbk , k ∈ J0, t0 − 1K
for some sequence b0, b1, . . . , bt0−1. We will say that a sequence sequence β1 . . . βN of sets
Wβk is adapted to the dynamics if the following condition is satisfied :
∀k ∈ [1, N − 1], Φkt0(Wβ1) ∩Wβk+1 6= ∅.
In this case, we can associate to the sequence {βi} a sequence γ1, . . . , γNt0 of sets Vγk ⊂ V
which are visited at the times 0, . . . , Nt0−1 for some points ofWβ1 . We will only consider the
sequences adapted to the dynamics. Indeed, it is clear from standard results on propagation
of singularities that
‖UβN . . .Uβ1‖ = O(~∞)
if the sequence is not adapted (see Appendix A), and in this case, Proposition 5 is obviously
true.
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We now decompose further each evolution of length t0 in (2.3) by inserting additional
quantum projectors. To unify the notations, we define for j ∈ J1, Nt0K the following projec-
tors and the corresponding open sets in T ∗M :
(4.2) Pγj =
{
Πβk if j − 1 = kt0, k ∈ N
Π˜γj if j − 1 6= 0 mod t0
, Vγj =
{
Wβk if j − 1 = kt0, k ∈ N
Vγj if j − 1 6= 0 mod t0 .
We will also denote by Fγ ∈ C∞0 (T ∗M) the function such that suppFγ ⊂ Vγ and Pγ = Fwγ .
Let us set up also a notation concerning the constants appearing in the various estimates
we will deal with. Let ℓ,K ∈ N be two parameters (independent of ~), and e1, e2, e3 > 0
some fixed numbers. For a constant C depending on M and derivatives of χ, a, Φt (for t
bounded) up to order e1ℓ + e2K + e3, we will write C
(ℓ,K)(M,χ), or simply C(K)(M,χ) if
only one parameter is involved. If the constant C depends also on the cutoff functions Fγ
and their derivatives, we will write
C = C(ℓ,K)(M,χ,V).
This is to recall us the dependence on the cutoff function χ supported inside Eδ, and the
refined cover V . We will sometimes use the notation C(ℓ,K)(M,V) when no dependence on
χ is assumed. Note that V depends implicitely on ε since its diameter was chosen such that
(2.2) holds.
Using (4.1), standard propagation estimates give
U t0Πβ1 = UPγt0 . . .UPγ1 +OL2→L2(~∞) , U ≡ U1 ,
and similar properties for U t0Πβk , k > 1. Finally,
(4.3) UβNt0 . . .Uβ1U Op~(χ) = UPγNt0 . . .UPγ1U Op~(χ) +OL2→L2(~∞) .
Take now Ψ ∈ L2(M). In order to show Proposition 5, we will write Op~(χ)Ψ as a linear
decomposition over some elementary Lagrangian states, and study the individual evolution
of such elementary states by UNt0+1. This type of method comes back to [Ana1] and is the
key tool to prove Proposition 5. The decomposition of Op
~
(χ)Ψ is obtained by expliciting
the action of Op~(χ) in local coordinates (see Appendix A). When applying Op~(χ) to Ψ
using local charts labelled by ℓ, we get
[Op~(χ)Ψ](x) =
∑
ℓ
1
(2π~)d

ei
〈η,x−z0〉
~ χ(
x+ z0
2
, η)ϕℓ(z0)φℓ(x)Ψ(z0)dη dz0
=
∑
ℓ

δℓχ,z0(x)Ψ(z0)dz0 ,
where we have defined
δℓχ,z0(x)
def
=
1
(2π~)d

ei
〈η,x−z0〉
~ χ(
x+ z0
2
, η)ϕℓ(z0)φℓ(x)dη .
This is a Lagrangian state, which Lagrangian manifold is given by
Λ0
def
= T ∗z0M ∩ Eδ ⊂ T ∗M .
Geometrically, Λ0 corresponds to a small, connected piece taken out of the union of spheres
{T ∗z0M ∩ p−1(12 + ν) , |ν| ≤ δ}. If we project and evolve Ψ according to the operator
appearing in the right hand side of (4.3), we get :
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‖U tPγNt0 . . .UPγ1U Op~(χ)Ψ‖ ≤
∑
ℓ
sup
z
‖U tPγNt0 . . .Pγ1Uδℓχ,z0‖

M
|Ψ(x)|dx
≤ C
∑
ℓ
sup
z
‖U tPγNt0 . . .Pγ1Uδℓχ,z0‖‖Ψ‖(4.4)
where C > 0 depends only on the manifold M . Hence we are lead by this superposition
principle to study in detail states of the form U tPγn . . .UPγ1Uδℓχ,z0 , for n ∈ J1, Nt0K and
t ∈ [0, 1]. For simplicity, because the local charts will not play any role in the following, we
will omit them in the formulæ.
4.2. Evolution of Lagrangian states and their Lagrangian manifolds.
4.2.1. Ansatz for short times. In this section we investigate the first step of the sequence of
projection–evolution given in (4.3): our goal is to describe the state U tδχ,z0 with t ∈ [0, 1].
Since U t is a Fourier integral operator, we know that U tδχ,z0 is a Lagrangian state, supported
on the Lagrangian manifold
Λ0(t)
def
= Φt(Λ0) , t ∈ [0, 1].
Because of our assumptions on the injectivity radius, the flow Φt : Λ0(s) → Λ0(t) for
1 ≥ t ≥ s > 0, induces on M a bijection from πΛ0(s) to πΛ0(t). In other words, Λ0(t)
projects diffeomorphically on M for t ∈]0, 1], i.e. ker dπ|Λ0(t) = 0 : in this case, we will say
that Λ0(t) is projectible. This is the reason for introducing a first step of propagation during
a time 1 : the Lagrangian manifold Λ0(0) is not projectible, but as soon as t ∈]0, 1], Λ0(t)
projects diffeomorphically. Treating separately this evolution for times t ∈ [0, 1] avoid some
unnecessary technical complications.
The remark above implies that the Lagrangian manifold Λ0(t), t ∈]0, 1] is generated by
the graph of the differential of a smooth, well defined function S0 :
Λ0(t) = {(x, dxS0(t, x, z0)) : 1 ≥ t > 0, x ∈ πΦt(Λ0)} .
This means that for t ∈]0, 1], we have the Lagrangian Ansatz :
v0(t, x, z0)
def
= U tδχ,z0(x)
=
1
(2π~)
d
2
(
ei
S0(t,x,z0)
~
K−1∑
k=0
~
kb0k(t, x, z0) + ~
KB0K(t, x, z0)
)
.(4.5)
The functions b0k(t, x, z0) are smooth, and x ∈ πΛ0(t). Furthermore, given any multi index
ℓ, they satisfy
(4.6) ‖∂ℓxb0k(t, ·, z0)‖ ≤ Cℓ,k
where the constants Cℓ,k depends only onM (via the Hamiltonian flow of p), the damping a,
the cutoff function χ and their derivatives up to order 2k+ ℓ. However, note that C0,0 only
depends on M . The remainder satisfies ‖B0K‖ ≤ CK where the constant CK also depends
on M , a, χ and is uniformly bounded with respect to x, z0. The base point z0 will be fixed
until section 4.5, so it will be ommited in the following to simplify the notations.
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4.2.2. Further evolution. In the sequence of projection–evolution (4.3), we then have per-
formed the first step, and obtained an Ansatz for U tδχ, t ∈]0, 1] up to terms of order ~K−d/2,
for any K ≥ 0. The main goal of the next paragraphs consist in finding an Ansatz for the
full state
(4.7) vn(t, x)
def
= U tPγnUPγn−1 . . .UPγ1Uδχ , t ∈ [0, 1], n ≥ 1 .
The βj are defined according to j − 1 mod t0 as in the preceding section, but here n is
arbitrary in the interval J1, Nt0K. Because the operator U tP is a Fourier integral operator,
vj(t, x), j ≥ 1 is a Lagrangian state, with a Lagrangian manifold which will be denoted
by Λj(t). This manifold consist in a small piece of Φj+t(Λ0), because of the successive
applications of the projectors Pγ between the evolution operator U . If j = 1, the Lagrangian
manifold Λ1(0) is given by
Λ1(0) = Λ0(1) ∩ Vγ1 ,
and for t ∈ [0, 1] we have Λ1(t) = Φt(Λ1(0)). For j ≥ 1, Λj(t) can be obtained by a similar
procedure: knowing Λj−1(1), we take for Λj(t), t ∈ [0, 1] the Lagrangian manifold
Λj(0)
def
= Λj−1(1) ∩ Vγj , and Λj(t) = Φt(Λj(0)) .
Of course, if the intersection Λj−1(1) ∩ Vγj is empty, the construction has to be stopped,
since by standard propagation estimates, vj will be of order O(~∞). But this situation will
not happen since the sequence {βi} is adapted to the dynamics. It follows that
∀j ∈ J1, nK, Λj(0) 6= ∅ .
One can show (see [AnNo], Section 3.4.1 for an argument) that the Lagrangian manifolds
Λj(t) are projectible for all j ≥ 1. This is mainly because M has no conjugate points. In
particular, any Λj(t) can be parametrized as a graph on M of a differential, which means
that there is a generating function Sj(t, x) such that
Λj(t) = {x, dxSj(t, x)} .
By extension, we will call a Lagrangian state projectible if its Lagrangian manifold is.
Let us introduce now some notations that will be often used later. Suppose that x ∈
πΛj(t), j ≥ 1. Then, there is a unique y = y(x) ∈ πΛj(0) such that
π ◦ Φt(y, dySj(0, y)) = x .
If we denote for t ∈ [0, s] the (inverse) induced flow on M by
φ−tSj(s) : x ∈ πΛj(s) 7→ πΦ−t (x, dxSj(s, x)) ∈ πΛj(s− t),
we have y(x) = φ−tSj(t)(x). If x ∈ πΛj(t), then by construction
Φ−t−k(x, dxSj(t, x)) ∈ Λj−k(0) ⊂ Λj−k−1(1) , k ∈ J0, j − 1K .
By definition, we will write
φ−t−kSj(t) (x) = πΦ
−t−k(x, dxSj(t, x)) and φ
−k
Sj
(x) = πΦ−k(x, dxSj(1, x)) .
To summarize, our sequence of projections and evolutions can be cast into the following
way:
(4.8) δχ
U1 // v0(1, ·) P1 // v1(0, ·) U // v1(1, ·) P2 // . . . Pn // vn(0, ·) U
t
// vn(t, ·)
Λ0
Φ1 // Λ0(1)
|V1 // Λ1(0)
Φ1 // Λ1(1)
|V2 // . . .
|Vn // Λn(0)
Φt // Λn(t)
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On the top line are written the successive evolutions of the Lagrangian states, while the
evolution of their respective Lagrangian manifolds is written below (the notation |V denotes
a restriction to the set V ⊂ T ∗M).
4.3. Evolution of a projectible Lagrangian state. Let Vγ and Pγ be as in (4.2). The
next proposition contains an explicit description of the action of the Fourier integral oper-
ators U tP on projectible Lagrangian states localized inside Vγ .
Proposition 10. Let Vγ and Pγ = F
w
γ be as in Section 4.1. Let w~(x) = w(x) e
i
~
ψ(x) be a
projectible Lagrangian state, supported on a projectible Lagrangian manifold
Λ = {x, dxψ(x)} ⊂ Vγ .
Assume also that Λ(t)
def
= ΦtΛ is projectible for t ∈ [0, 1]. We have the following asymptotic
developement :
(4.9) [U tPγw~](x) = e i~ψ(t,x)
K−1∑
k=0
~
kwk(t, x) + ~
KrK(t, x)
where ψ(t, ·) is a generating function for Λ(t). The amplitudes wk can be computed from
the geodesic flow (via the function ϕγ), the damping q and the function Fγ . Moreover, the
following bounds hold :
‖wk‖Cℓ ≤ Cℓ,k‖w‖Cℓ+2k
‖rK‖Cℓ ≤ Cℓ,K‖w‖Cℓ+2K+d
where the constants depend on ϕγ , a, Fγ and their derivatives up to order ℓ+2K+d, namely
Cℓ,k = C
(ℓ,k)(M,V). An explicit expression for wk will be given in the proof.
Proof. The steps we will encounter below are very standard in the non-damping case, i.e.
q = 0. If the diameter of the partition V of Eδ is chosen small enough, we can assume
without loss of generality the existence of a function ϕγ ∈ C∞([0, 1] × Rd × Rd) which
generates the canonical transformation given by the geodesic flow on Vγ for times t ∈ [0, 1],
in other words :
(4.10) ∀(y, η) ∈ Vγ , Φt(y, η) = (x, ξ)⇔ ξ = ∂xϕγ(t, x, η) and y = ∂ηϕγ(t, x, η) .
Furthermore, ϕγ satisfies det ∂
2
x,ηϕγ 6= 0, and solves the following Hamilton-Jacobi equation{
∂tϕγ + p(x, dxϕγ) = 0
ϕγ(0, x, η) = 〈η, x〉 .
We first look for an oscillatory integral representation:
U tPγw~(x) = 1
(2π~)d

e
i
~
(ϕγ(t,x,η)−〈y,η〉+ψ(y))
K−1∑
k=0
~
kaγk(t, x, y, η)w(y)dydη(4.11)
+OL2(~K)
def
= b~(t, x) + ~
K r˜K(t, x) , ‖r˜K‖ = O(1),
with (y, η) ∈ Vγ . For simplicity, we will omit the dependence on γ in the formulæ. We
have to determine the amplitudes ak. For this, we want b~ to solve
∂b~
∂t
= (
i ~∆g
2
− q)b~
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up to order ~K . Direct computations using (1.2) show that the functions ϕ and ak must
satisfy the following equations :
(4.12)


∂tϕ+ p(x, dxϕ) = 0 (Hamilton-Jacobi equation)
∂ta0 + qa0 +X [a0] +
1
2a0 divg X = 0 (0-th transport equation)
∂tak + qak +X [ak] +
1
2ak divg X =
i
2∆gak−1 (k − th transport equation)
with initial conditions 

ϕ(0, x, η) = 〈x, η〉
a0(0, x, y, η) = F(
x+y
2 , η)
ak(0, x, y, η) = 0 for k ≥ 1.
The variables y and η are fixed in these equations, so they will play the role of parameters
for the moment and will sometimes be skipped in the formulæ. X is a vector field on M
depending on t, and divgX its Riemannian divergence. In local coordinates,
X = gij(x)∂xjϕ(t, x) ∂xi = ∂ξip(x, ∂xϕ(t, x))∂xi and divg X =
1√
g¯
∂i(
√
g¯X i).
The Hamilton-Jacobi equation is satisfied by construction. To deal with the transport
equations, we notice that X corresponds to the projection on M of the Hamiltonian vector
field Hp at (x, dxϕ(t, x, η)) ∈ T ∗M . Let us call first
Λt,η = {(x, dxϕ(t, x, η)), x ∈ πΦtΛ}, η fixed.
This Lagrangian manifold is the image of the Lagrangian manifold Λ0,η = {(y, η) : y ∈ πΛ}
by the geodesic flow Φt. The flow κts on M generated by X can be now identified with the
geodesic flow restricted to Λs,η:
κts : πΛs,η ∋ x 7→ πΦt(x, ∂xϕ(t, x, η)) ∈ πΛt+s,η.
The inverse flow (κts)
−1 will be denoted by κ−ts+t. Let us extend now the flow κ
t
s of X on M
to the flow Kt generated by the vector field X = ∂t +X on R×M :
Kt :
{
R×M → R×M
(s, x) 7→ (s+ t, κts(x)) .
We then identify the functions ak with Riemannian half-densities onR×M – see [Dui, EvZw]:
ak(t, x) ≡ ak(t, x)
√
dtdvol(x) = ak(t, x)
√
g¯(x)
1
2 |dtdx| 12 ∈ C∞(R×M,Ω 1
2
).
Since we have
LX (ak
√
dtdvol) = (X [ak] + 1
2
ak divg X)
√
dtdvol ,
the 0–th transport equation takes the simple form of an ordinary differential equation:
LX (a0
√
dtdvol) + qa0
√
dtdvol = 0.
This is the same as
d
dt
(Kt)∗a0
√
dtdvol = −qa0
√
dtdvol,
which is solved by
a0
√
dtdvol = e−

t
0
q◦Ks−tds(K−t)∗a0
√
dtdvol .
We now have to make explicit the coordinates dependence, which yields to
a0(t, x)
√
g¯(x)
1
2 |dxdt| 12 = e−

t
0
q◦κs−tt (x)ds a0(0, κ
−t
t (x))
√
g¯(κ−tt (x))| det dxκ−tt |
1
2 |dxdt| 12 .
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Consequently,
a0(t, x) = e
−

t
0
q◦κs−tt (x)ds a0(0, κ
−t
t (x))
√
g¯(κ−tt (x))√
g¯(x)
| det dxκ−tt |
1
2 .
Since
κ−tt : x 7→ πΦ−t(x, ∂xϕ(t, x, η)) = ∂ηϕ(t, x, η),
it is clear that | det dxκ−tt (x)| = | det ∂2xηϕ(t, x, η)|. For convenience, we introduce the fol-
lowing operator T ts transporting functions f on M with support inside πΛs,η to functions
on πΛt+s,η while damping them along the trajectory :
T ts (f)(x) = e−

t
0
q◦κσ−tt+s dσ f(κ−tt+s(x))
√
g¯(κ−tt+s(x))√
g¯(x)
| det dxκ−tt+s(x)|
1
2 .
This operator plays a crucial role, since we have
(4.13) a0(t, ·) = T t0 (a0(0, ·)) = T t0 F,
from which we see that a0(t, ·) is supported inside πΛt,η. By the Duhamel formula, the
higher order terms can now be computed, they are given by
ak(t, ·) =
 t
0
T t−ss
(
i
2
∆gak−1(s)
)
ds .
The ansatz b~(t, x) constructed so far satisfies the approximate equation
∂b~
∂t
= (i ~∆g − q)b~ − i
2
~
K

e
i
~
S(t,x,η,y)w(y)∆gaK−1(t, x, y, η) dydη .
The difference with the actual solution U tP is bounded by
~
Kt‖∆gaK−1‖ ≤ Ct~K ,
where C = C(2K)(M,V), so (4.11) is satisfied.
As noticed above, for time t > 0, the state U tPw~ is a Lagrangian state, supported on
the Lagrangian manifold Λ(t) = ΦtΛ. By hypothese, Λ(t) is projectible, so we expect an
asymptotic expansion for b~(t, x), exactly as in (4.5). To this end, we now proceed to the
stationary phase developement of the oscillatory integral in (4.11). We set
Ik(x) =
1
(2π~)d

e
i
~
(ϕ(t,x,η)−〈y,η〉+ψ(y)) ak(t, x, y, η)w(y)dydη .
The stationary points of the phase are given by{
ψ′(y) = η
∂ηϕ(t, x, η) = y,
for which there exists a solution (yc, ηc) ∈ Λ(0) in view of (4.10). Moreover, this solution
is unique since Λ(t) is projectible: yc = yc(x) ∈ πΛ(0) is the unique point in πΛ(0) such
that x = πΦt(yc, ψ
′(yc)) , and then ηc = ψ
′(yc) is the unique vector allowing the point yc to
reach x in time t. The generating function for Λ(t) we are looking for is then given by
ψ(t, x) = S(t, x, yc,(x), ηc(x)).
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Applying now the stationary phase theorem for each Ik (see for instance [Hr], Theorem 7.7.6,
or [NoZw], Lemma 4.1 for a similar computation), summing up the results and ordering the
different terms according to their associated power of ~, we see that (4.14) holds with
w0(t, x) = e
i
~
β(t) a0(t, x, yc, ηc)
| det(1− ∂2ηηϕ(t, x, ηc) ◦ ψ′′(yc))|
1
2
w(yc) , β ∈ C∞(R),
and
(4.14) wk(t, x) =
k∑
i=0
A2i(x,Dx,η)(ak−i(t, x, y, η)w(y))|(y,η)=(yc,ηc) .
A2i denotes a differential operator of order 2i, with coefficients depending smoothly on ϕ,
ψ and their derivatives up to order 2i+ 2. This yields to the following bounds :
‖wk‖Cℓ ≤ Cℓ,k‖w‖Cℓ+2k
where Cℓ,k = C
(ℓ,k)(M,V). The remainder terms rK(t, x) is the sum of the remainders
coming from the stationary phase developement of Ik up to order K − k. Each remainder
of order K − k has a Cℓ norm bounded by Cℓ,K−k~K−k‖w‖Cℓ+2(K−k)+d so we see that
‖rK‖Cℓ ≤ Cℓ,K‖w‖Cℓ+2K+d , C = C(ℓ,K)(M,V).
The principal symbol w0 can also be interpreted more geometrically. As in Section 4.2,
denote by φ−tψ(t) the following map
φ−tψ(t) :
{
πΛ(t)→ πΛ(0)
x 7→ πΦ−t(x, dxψ(t, x)) .
Let us write the differential of Φt : (y, η) 7→ (x, ξ) as dΦt(δy, δη) = (δx, δξ). Using (4.10),
we have
δy = ∂2xηϕδx+ ∂
2
ηηϕδη
δξ = ∂2xxϕδx + ∂
2
xηϕδη ,
and then, since ∂2xηϕ is invertible,(
δx
δξ
)
=
(
∂2xηϕ
−1 −∂2xηϕ−1∂2ηηϕ
∂2xxϕ∂
2
xηϕ
−1 ∂2xηϕ− ∂xxϕ∂2xηϕ−1∂2ηηϕ
)(
δy
δη
)
If we restrict Φt to Λ(0), we have δη = ψ′′(y)δy, which means that for x ∈ πΛ(t),
dφ−tψ(t)(x) = ∂
2
xηϕ(t, x, ηc)(1 − ∂2ηηϕ(t, x, ηc)ψ′′(yc))−1.
It follows from (4.14) that
w0(t, x) = e
i
~
β(t)w(yc)F(yc, ηc) e
−

1
0
q(φ−t+s
ψ(t)
(x))ds | det dφ−tψ(t)(x)|
1
2
√
g¯(φ−tψ(t)(x))
g¯(x)
1
2
= e
i
~
β(t)w(yc)F(yc, ηc) e
−
 1
0
q(φ−t+s
ψ(t)
(x))ds
∣∣∣Jac(dφ−tψ(t)(x))∣∣∣
1
2
,
where Jac(f) denotes the Jacobian of f :M →M measured with respect to the Riemannian
volume. 
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4.4. Ansatz for n > 1. In this paragraph, we construct by induction on n a Lagrangian
state bn(t, x) supported on Λn(t), in order to approximate vn(t, x) up to order ~K−d/2.
Proposition 11. There exists a sequence of functions
{bnk(t, x), Sn(t, x) : n ≥ 1, k < K, x ∈M, t ∈ [0, 1]}
such that Sn(t, x) is a generating function for Λ
n(t), and
(4.15) vn(t, x) =
1
(2π~)
d
2
ei
Sn(t,x)
~
K−1∑
k=0
~
kbnk(t, x) + ~
K−d2RnK(t, x)
where RnK satisfies
(4.16) ‖RnK‖ ≤ CK(1 + C~)n
(
n∑
i=2
K−1∑
k=0
‖bi−1k (1, ·)‖C2(K−k)+d + C′
)
where C′ = C(K)(M,χ), CK = C
(K)(M,χ,V) and C > 0 is fixed.
Proof. The construction of the amplitudes bnk for all k ≥ 0 is done by induction on n,
following step by step the sequence (4.8). In Section 4.2 we obtained U1δχ as a projectible
Lagrangian state:
v0(1, x) =
1
(2π~)d/2
ei
S0(1,x)
~
K−1∑
k=0
~
kb0k(1, x) + ~
K−d/2B0K(1, x)
def
=
1
(2π~)d/2
b0(1, x) + ~K−d/2R0K(1, x) ,
and we know that b0(1, ·) satisfies the hypotheses of Proposition 10, which will be used to
describe U tPγ1v0(1, ·). More generally, suppose that the preceding step has lead for some
n ≥ 1 to
vn−1(t, x) =
1
(2π~)
d
2
ei
Sn−1(t,x)
~
K−1∑
k=0
~
kbn−1k (t, x) + ~
K−d/2Rn−1K (t, x)
=
1
(2π~)
d
2
bn−1(t, x) + ~K−d/2Rn−1K (t, x)
where bn−1(t, ·) is a Lagrangian state, supported on the Lagrangian manifold Λn−1(t), and
Rn−1K is some remainder in L
2(M). We now apply Proposition 10 to each Lagrangian state
e
i
~
Sn−1(1,x) ~kbn−1k (1, x) appearing in the definition of b
n−1. Because of the term ~k, if we
want an Ansatz as in (4.15), it is enough to describe U tPγnvn−1k (1, ·) up to order K − k,
which gives a remainder of order CK−k~
K−k‖bn−1k (1, ·)‖C2(K−k)+d . Grouping the terms
corresponding to the same power of ~ when applying Proposition 10 to each (vn−1k )0≤k<K−1
yields to
[U tPγnbn−1](x) = e
i
~
Sn(t,x)
K−1∑
k=0
~
kbnk (t, x) + ~
KBnK(t, x)
def
= bn(t, x) + ~KBnK(t, x),
where Sn(t, x) is a generating function of the Lagrangian manifold
Λn(t) = Φt(Λn−1(1) ∩ Vγn).
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The coefficients bnk are given by
(4.17) bnk (t, x) =
k∑
i=0
k−i∑
l=0
A2l(a
γn
k−i−l(t, x, y, η)b
n−1
i (1, y))|(y,η)=(yc,ηc)
where yc = φ
−t
Sn(t)
(x) , ηc = dySn−1(1, yc). In particular, b
n
0 (t, x) = Dn(t, x)bn−10 (1, yc), with
(4.18) Dn(t, x) = e−
 1
0
q(φs−t
Sn(t)
(x))ds
∣∣∣Jac(dφ−tSn(t)(x))
∣∣∣ 12 e i~βn(t) Fγn(yc, ηc)
for some βn(t) ∈ C∞(R). The remainder BnK satisfies
(4.19) ‖BnK(t)‖ ≤ CK
K−1∑
k=0
‖bn−1k (1, ·)‖C2(K−k)+d , CK = C(K)(M,χ,V).
Hence, we end up with
vn(1, x) =
1
(2π~)
d
2
(
ei
Sn(1,x)
~
K−1∑
k=0
~
kbnk (1, x) + ~
K(BnK(1, x) + U1Pγ1Bn−1K (1))
)
def
=
1
(2π~)
d
2
bn(1, x) + ~K−d/2RnK(1, x)
where RnK(1, x) = (2π)
− d2 (BnK(1, x) + U1PγnRn−1K (1, ·)). Again, bn satisfies the hypotheses
of Proposition 10, so we can continue iteratively. To complete the proof, we now have to
take all the remainders into account. From the discussion above, we get :
U tPγnvn−1(1, ·) = (2π~)−
d
2 U tPγnbn−1(1, ·) + ~K−d/2U tPγn(Rn−1K (1, ·))
= (2π~)−
d
2
(
bn(t, ·) + ~KBnK(t.·)
)
+ ~K−d/2U tPγn(Rn−1K (1, ·))
= (2π~)−
d
2 bn(t, ·) + ~K−d/2RnK(t, ·)
where we defined RnK = (2π)
− d2BnK + U tPγn(Rn−1K ). Since |Fγn | ≤ 1, we have
‖U tPγn‖L2→L2 ≤ 1 + C~, C > 0.
This implies that ‖U tPγn(Rn−1K (1, ·))‖ ≤ (1 + C~)‖Rn−1K (1, ·)‖, and finally RnK satisfies
(4.20) ‖RnK‖ ≤ (1 + C~)n
(‖BnK‖+ ‖Bn−1K ‖+ . . . ‖B1K‖+ ‖B0K‖)
In view of (4.19) and (4.5), this concludes the proof. 
Given vn−1(1, ·), we have then constructed vn(t, x) as in (4.15), but it remains to control
the remainder RnK in L
2 norm : from (4.19) and (4.20), we see that it is crucial for this to
estimate properly the Cℓ norms of the coefficients bjk for j ≥ 1 and k ∈ J0,K − 1K.
Lemma 12. Let n ≥ 1, and define
Dn = sup
x∈πΛn(1)
∣∣∣∣∣
n−1∏
i=0
Dn−i(1, φ−iSn(x))
∣∣∣∣∣ , D0 = 1.
If x ∈ πΛn(1), the principal symbol bn0 is given by
(4.21) bn0 (1, x) =

n−1∏
j=0
Dn−j(1, φ−jSn(x))

 b00(1, φ−nSn (x)).
For k ∈ J0,K − 1K, the functions bnk satisfy
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(4.22) ‖bnk (1, ·)‖Cℓ ≤ Ck,ℓ(n+ 1)3k+ℓDn
where Ck,ℓ = C
(ℓ,k)(M,χ,V). It follows that
‖BnK(1, ·)‖ ≤ CKn3K+dDn−1(4.23)
‖RnK(1)‖ ≤ CK(1 + C~)n
n∑
j=1
j3K+dDj−1(4.24)
where C > 0 and CK = C
(K)(M,χ,V). On the other hand, if x /∈ πΛn(1), we have bnk (x) = 0
for k ∈ J0,K − 1K.
Proof. First, if x /∈ πΛn(1), then there is no ρ ∈ Vγn such that πΦ1(ρ) = x, and then
vn(1, x) = O(~∞). In what follows, we then consider the case x ∈ πΛn(1). We first see
that (4.21) simply follows from (4.18) applied recursively. If ρn = (xn, ξn) ∈ Λn(1), we call
ρj = (xj , ξj) = Φ
j−n(ρn) ∈ Λj(1) if j ≥ 0. In other words,
∀j ∈ J1, nK, xj−1 = φ−1Sj (xj).
It will be useful to keep in mind the following sequence, which illustrates the backward
trajectory of ρn ∈ Λn(1) under Φ−k, k ∈ J1, nK and its projection on M :
ρ0 ∈ Λ0(1)
π

ρ1 ∈ Λ1(1)Φ
−1
oo
π

. . .Φ
−1
oo ρn−1 ∈ Λn−1(1)Φ
−1
oo
π

ρn ∈ Λn(1)Φ
−1
oo
π

x0 x1
φ−1S1oo . . .
φ−1S2oo xn−1
φ−1Sn−1
oo xn
φ−1Snoo
We denote schematically the Jacobian matrix dφ−iSj =
∂xj−i
∂xj
for 1 ≤ i ≤ j ≤ n. Since for
any E > 0, the sphere bundle T ∗zM ∩ p−1(E) is transverse to the stable direction [Kli],
the Lagrangians Λn ⊂ ΦnΛ0 converge exponentially fast to the weak unstable foliation as
n → ∞. This implies that Φt|Λ0 is asymptotically expanding as t → ∞, except in the flow
direction. Hence, the inverse flow Φ−t|Λn acting on Λn and its projection φ−tSn on M have
a tangent map uniformly bounded with respect to n, t. As a result, the Jacobian matrices
∂xj−i/∂xj are uniformly bounded from above : for 1 ≤ i ≤ j ≤ n there exists C = C(M)
independent of n such that
(4.25)
∥∥∥∥∂xj−i∂xj
∥∥∥∥ ≤ C .
It follows that if we denote Dj = supxj Dj(1, xj), there exists C = C(M) > 0 such that
(4.26) C−1 ≤ Dj ≤ C.
Note also that
sup
x∈πΛn(1)
∣∣∣∣∣∣
n−1∏
j=0
Dn−j(1, φ−jSn(x))
∣∣∣∣∣∣ =
n−1∏
j=0
Dn−j = Dn.
We first establish the following crucial estimate :
Lemma 13. Let n ≥ 1, and k ∈ J1, nK. For every multi index α of length |α| ≥ 2, there
exists a constant Cα > 0 depending on M such that
(4.27)
∥∥∥∥∂αxn−k∂xαn
∥∥∥∥ ≤ Cαkα−1
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Proof. We proceed by induction on k, from k = 1 to k = n. The case k = 1 is clear. Let us
assume now that ∥∥∥∥∂αxn−k′∂xαn
∥∥∥∥ ≤ Cαk′α−1 , k′ ∈ J1, k − 1K
and let us show the bound for k′ = k. For simplicity, we will denote
∂αj
def
=
∂α
∂xαj
, ∂αxj =
∂αxj
∂xαj+1
.
In particular, ‖∂αxj‖ ≤ Cα. We also recall the Fa di Bruno formula : let Π be the set of
partitions of the ensemble {1, ..., |α|}, and for π ∈ Π, write π = {B1, ...Bk} where Bi is some
subset of {1, ..., |α|}. Here |α| ≥ k ≥ 1, and we denote |π| = k. For two smooth functions
g : Rd 7→ Rd and f : Rd 7→ Rd such that f ◦ g is well defined, one has
(4.28) ∂αf ◦ g ≡
∑
π∈Π
∂|π|f(g)
∏
B∈π
∂Bg .
The term in the right hand side is written schematically, to indicates a sum of derivatives
of f of order |π|, times a product of |π| terms, each of them corresponding to derivatives of
g of order |B|. It is important for our purpose to note that ∑ |B| = |α|. Continuing from
theses remarks, we compute
Xk
def
= ∂αnxn−k = ∂xn−k∂
α
nxn−k+1
+
∑
π∈Π,|π|>1
∂|π|xn−k
∏
B∈π
∂Bn xn−k+1
def
= ∂xn−kXk−1 + Yk−1 .
By the induction hypothesis,
(4.29) ‖Yi‖ ≤ Cαiα−2
since the partitions π involved in the sum contains at least two elements. Setting Mk−1 =
∂xn−k , we have
Xk = Mk−1 . . .M1X1 +Mk−2 . . .M1Y1 +Mk−3 . . .M1Y2
+ · · ·+M1Yk−1 .
From the chain rule we have
∂xj−i
∂xj
=
∂xj−i
∂xj−i+1
. . .
∂xj−1
∂xj
,
and (4.25) yields to ‖Mi−1 . . .M1‖ = O(1) for 2 ≤ i ≤ k. Adding up all the terms con-
tributing to Xk and taking (4.29) into account yields to
‖Xk‖ ≤ Cα(1 + 1α−2 + 2α−2 + · · ·+ (k − 1)α−2) ≤ Cαkα−1
and the lemma is proved. 
We now prove (4.22). For this, we will proceed in two steps. First, we show the bounds
for the principal symbol bn0 . Then, we treat the higher order terms b
n
k , k ≥ 1 using the
bounds on ‖bn0‖Cℓ for any ℓ. For bn0 , The C0 norm estimate follows directly from (4.21).
From now on, we denote for convenience
D0(x0) def= b00(1, x0).
Computing
∂ℓnb
n
0 (xn) = ∂
ℓ
n(Dn(xn) . . .D1(x1)D0(x0)) ,
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we will obtain a sum of terms, each of them of the form
Mαn...α0 = ∂
αn
n Dn∂αn−1n Dn−1 . . . ∂α1n D1∂α0n D0,
with αn + · · · + α0 = ℓ. Note that if ℓ is fixed with respect to n, most of the multi-indices
αi vanish when n becomes large : actually, at most |ℓ| are non-zero, and we will denote
them by αi1 , . . . , αik , k ≤ |ℓ|. Hence the above expression is made of long strings of Di ,
alternating with some derivative terms ∂αin Di which number depends only on ℓ. We can
then write
(4.30) ‖Mαn...α0‖C0 ≤ Dn ×
‖∂αi1n Di1 . . . ∂
αik−1
n Dik−1∂
αik
n Dik‖C0
Di1 . . . Dik
.
Let us examinate each terms ∂αnDi appearing in the right hand side individually. By the Fa
di Bruno formula and Lemma 13, we have for i 6= 0
(4.31) ∂αnDi(xi) =
∑
π
∂
|π|
i Di
∏
B∈π
∂Bn xi ≤ Cπnα−|π| ≤ Cαnα−1
where Cα = C
(ℓ,K)(M,χ,V). Of course, if i = 0, ‖∂α0D0(x0)‖C0 ≤ Cα‖∂α0 b00‖C0 for some
constant Cα > 0. Now, for a fixed configuration of derivatives {α} = {αi1 , . . . αik} we have
to choose i1, . . . , ik indices among n+1 to form the right hand side in (4.30), and the number
of such choices is at most of order O((n + 1)k). Hence,
‖∂ℓnbn0‖C0 ≤ Dn
∑
{α}
∑
ii,...,ik
‖∂αi1n Di1 . . . ∂
αik−1
n Dik−1∂
αik
n Dik‖C0
Di1 . . .Dik
≤ Dn
∑
{α}
Cα(n+ 1)
k(n+ 1)α1−1 . . . (n+ 1)αk−1
≤ CℓDn(n+ 1)ℓ(4.32)
where Cℓ = C
(ℓ)(M,χ,V). For higher order terms (bnk , k > 0), we remark from (4.17) that
we can write
(4.33) bnk (xn) = Dn(xn)bn−1k (xn−1) +
k∑
j=1
∑
|α|≤2j
Γnjα(xn)∂
α
n−1b
n−1
k−j (xn−1) .
The function Γnjα can be expressed with the flow, the damping and the cutoff function Fγn .
It follows that the norms ‖Γnjα‖Cℓ are uniformly bounded with respect to n:
‖Γnj,α‖Cℓ = C(ℓ,K)(M,χ,V).
In order to show the bounds (4.22) for k > 0, we will proceed by induction on the index k.
The case k = 0 has been treated above. Suppose now that for any ℓ and k′ ∈ J0, k − 1K we
have proven
‖∂ℓnbnk′‖C0 ≤ Cℓ(n+ 1)3k
′+ℓ
Dn, Cℓ = C
(ℓ,K)(M,χ,V) .
As above, to treat the case k′ = k, we begin by the situation where ℓ = 0. To shorten the
formulæ, we introduce for 1 ≤ i ≤ j ≤ n the functions
Γi,k(xn) =
k∑
j=1
∑
|α|≤2j
Γijα(xi)∂
α
i−1b
i−1
k−j(xi−1)
J
j
i (xn) = Dj(xj)Dj−1(xj−1) . . .Di(xi)
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where the xi, i ≤ n have to be considered as functions of xn, namely xi = φ−n+iSn (xn).
Iterating (4.33) further, we have :
bnk (xn) = J
n
nb
n−1
k (xn−1) + Γ
n,k
= Jnn(J
n−1
n−1b
n−2
k (xn−2) + Γ
n−1,k) + Γn,k
= Jnn−1b
n−2
k (xn−1) + J
n
nΓ
n−1,k + Γn,k
= Jn1 b
0
k(x0) + J
n
2Γ
1,k + Jn3Γ
2,k + · · ·+ JnnΓn−1,k + Γn,k(4.34)
By the induction hypothesis and (4.26), each term Γi,k, i > 0 satisfies
‖Γn−i,k‖C0 ≤ Ck(n− i)3k−1Dn−i
hence adding up all the terms we get
‖bnk‖C0 ≤ CkDn(b0k(x0) +
n−1∑
i=0
(n− i)3k−1) ≤ CkDn(n+ 1)3k
and we obtain the bounds (4.22) for ℓ = 0. To evaluate ∂ℓbnk , ℓ > 1, we start from the
expression (4.34). We notice first that
∂βnΓ
n−i,k =
∑
β1+β2=β
k∑
j=1
∑
|α|≤2j
(∂β1n Γ
n−i
jα (xn−i))(∂
β2
n ∂
αbn−i−1k−j (xn−i−1)) .
Using the Fa di Bruno formula and Lemma 13, we get
‖∂β1n Γn−i,kjα (xn−i)‖C0 ≤ Cβ1 iβ1−1 and ‖∂β2n ∂αbn−i−1k−j (xn−i−1)‖C0 ≤ Cβ2i3k−1+β2 ,
and this implies
‖∂βnΓn−i,k‖C0 ≤ Cβi3k−1+β .
Then, exactly the same strategy used to derive (4.32) shows that
‖∂ℓnJni+1Γi,k‖C0 ≤ Cℓn3k−1+ℓ.
Using these estimates and (4.34) yields to
‖∂ℓnbnk‖C0 ≤ Cℓ(n+ 1)n3k−1+ℓ ≤ Cℓ(n+ 1)3k+ℓ,
where the constant Cℓ is such that Cℓ = C
(ℓ,K)(M,χ,V).

4.5. The main estimate : proof of Proposition 5. As noted before, the Lagrangians
Λn converge exponentially fast as n→∞ to the weak unstable foliation. This implies that
for x ∈ πΛj(1), the Jacobians JSj (x) def= | detφ−1Sj(1)(x)| satisfy
∀j ≥ 2, ∀(x, ξ) ∈ Λj(1),
∣∣∣∣ JSj (x)JSu(x,ξ)(x) − 1
∣∣∣∣ ≤ C e−j/C , C = C(M) > 0.
Here, Su generates the (Lagrangian) local weak instable manifold at point (x, ξ). Moreover,
theses Jacobians decay exponentially with j as j → ∞. This means that uniformly with
respect to n,
n−1∏
j=0
JSn−j(φ
−j
Sn
(x)) ≤ C(M)
n−1∏
j=0
JSu(Φ−j(x,ξ))(φ
−j
Sn
(x)) .
The Jacobian JSu(x,ξ)(x) measures the contraction of Φ
−1 along the unstable subspace
Eu(Φ1(ρ)), where Φ1(ρ) = (x, ξ), and x ∈M serves as coordinates to compute this Jacobian
(via the projection π). The unstable Jacobian Ju(ρ)
def
= | det (dΦ−1|Eu,0(Φ(ρ))) | defined in
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Section 2.1 express also this contraction, but in different coordinates: for n large enough,
the above inequality can then be extended to
(4.35)
n−1∏
j=0
JSn−j(φ
−j
Sn
(x)) ≤ C
n−1∏
j=0
JSu(Φ−j(x,ξ))(φ
−j
Sn
(x)) ≤ C˜
n−1∏
j=0
Ju(Φ−j(ρ)) .
where C, C˜ only depends on M . As noted above, because of the Anosov property of the
geodesic flow, the above products decay exponentially with n. Together with the fact that
the damping function is positive, it follows that the right hand side in (4.23) also decay
exponentially with n. Recall now that 1 ≤ n ≤ Nt0 and N = T log ~−1. Using (4.24), we
then see that the remainders RnK in (4.15) are uniformly bounded : they satisfy
‖RnK‖ ≤ CK , CK = C(K)(M,χ,V)
uniformly in n and z0, the point on which δχ,z0 was based. From the very construction of
bn(t, x), we then have
(4.36) ‖U1Pγn . . .U1Pγ1U1δχ −
1
(2π~)d/2
bn(1, ·)‖ ≤ CK~K−d/2.
But the bounds on the symbols bnk , k > 0 given in Lemma 12 tells us that (4.36) also holds if
we replace the full symbol bn by the principal symbol bn0 , provided ~ is chosen small enough
– say ~ ≤ ~0(ε). Hence, for ~ ≤ ~0,
‖U1Pγn . . .U1Pγ1U1δχ‖ ≤ (2π~)−
d
2 ‖bn0 (1, ·)‖+ CK~K−d/2 .
Now, using (4.21), (4.35) and the fact that |Fγ | ≤ 1, we conclude that for au as in (1.8),
‖bn0 (1, x)‖ ≤ C enO(~) sup
x∈πΛn(1)
exp
n∑
j=1
au ◦ Φ−j(x, dxSn(1, x))
Here, C = C(M) depends only on the manifold M . Let us consider now the particular case
n = Nt0 with N = T log ~
−1. It follows immediately that
sup
x∈πΛNt0(1)
exp
Nt0∑
j=1
au ◦Φ−j(x, dxSn(1, x) ≤
N∏
k=1
sup
ρ∈Wβk

exp t0−1∑
j=0
au ◦ Φj(ρ)

 .
By the superposition principle already mentionned in (4.4), we then obtain for some C =
C(M) > 0 depending only on M :
‖UPγNt0 . . .UPγ1U1Op~(χ)‖ ≤ C
∑
ℓ
sup
z0
‖UPγNt0 . . .Pγ1U1δℓz,α0‖
≤ C~−d/2‖bn0‖+ CK~K−d/2
≤ C~− d2
N∏
k=1
sup
ρ∈Wβk

exp t0−1∑
j=0
au ◦ Φj(ρ)


To get the last line, we have noticed that K can be chosen arbitrary large: since n ≤
T t0 log ~
−1, we see that for ~ small enough, the main term in the right hand side of the
second line is larger than the remainder CK~
K−d/2, and eNt0O(~) = O(1). This completes
the proof of Proposition 5.
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Appendix A. Semiclassical analysis on compact manifolds
In this appendix we gather standard notions of pseudodifferential calculus on a compact,
d dimensional manifold M endowed with a Riemannian structure coming from a metric g.
As usual, M is equiped with an atlas {fℓ, Vℓ}, where {Vℓ} is an open cover of M and each
fℓ is a diffeomorphism form Vℓ to a bounded open set Wℓ ⊂ Rd. Functions on Rd can be
pulled back via f∗ℓ : C
∞(Wℓ)→ C∞(Vℓ). The canonical lift of fℓ between T ∗Vℓ and T ∗Wℓ
is denoted by f˜ℓ:
(x, ξ) ∈ T ∗Vℓ 7→ f˜ℓ(x, ξ) = (fℓ(x), (Dfℓ(x)−1)T ξ) ∈ T ∗Wℓ ,
where AT denotes the transpose of A. Its corresponding pull-back will be denoted by
f˜∗ℓ : C
∞(T ∗Wℓ) → C∞(T ∗Vℓ). A smooth partition of unity adapted to the cover {Vℓ} is a
set of functions φℓ ∈ C∞c (Vℓ) such that
∑
ℓ φℓ = 1 on M .
Any observable (i.e. a function a ∈ C∞(T ∗M)) can now be split into a = ∑ℓ aℓ where
aℓ = φℓa, and each term pushed to a˜ℓ = (f˜
−1
ℓ )
∗aℓ ∈ C∞(T ∗Wℓ). If a belongs to a standard
class of symbols, for instance
a ∈ Sm,k = Sk(〈ξ〉m) def=
{
a = a~ ∈ C∞(M), |∂αx ∂βξ a| ≤ Cα,β~−k〈ξ〉m−|β|
}
,
each aℓ can be be Weyl-quantized into a pseudodifferential operator on S(R) via the formula
∀u ∈ S(Rd), Opw
~
(a˜ℓ)u(x) =
1
(2π~)d

e
i
~
〈x−y,ξ〉 a˜ℓ
(
x+ y
2
, ξ; ~
)
u(y) dy dξ
To pull-back this operator on C∞(Vℓ), one first takes another smooth cutoff ψℓ ∈ C∞c (Vℓ)
such that ψ = 1 in a neighbourhood of suppφℓ. The quantization of a ∈ Sm,k is finally
defined by gluing local quantizations together, yielding to
∀u ∈ C∞(M),Op~(a)u =
∑
ℓ
ψℓ × f∗ℓ ◦Opw~ (a˜ℓ) ◦ (f−1ℓ )∗(ψℓu)
The space of pseudodifferential operators obtained from Sk,m by this quantization will be
denoted by Ψm,k. Although this quantization depends on the cutoffs, the principal symbol
map σ : Ψm,k → Sm,k/Sm,,k−1 is intrinsically defined and do not depend on the choice of
coordinates. The residual class is made of operators in the space Ψm,−∞. As an example, the
(semiclassical) Laplacian −~2∆g ∈ Ψ0,2 is a pseudodifferential operator, and its principal
symbol is given by σ(−~2∆g) = ‖ξ‖2g = gx(ξ, ξ) ∈ S2,0.
In this article, we are concerned with a purely semiclassical theory and then deal only with
compact subsets of T ∗M . If A ∈ Ψm,k, we will denote by WF~(A) the semiclassical wave
front set of A. A point ρ ∈ T ∗M belongs to WF ~(A) if for some choice of local coordinates
near the projection of ρ, the full symbol of A is in the class Sm,−∞. WF~(A) is a closed
subset of T ∗M , and WF~(AB) ⊂ WF~(A) ∩WF~(B). In particular, if WF~(A) = ∅, then
A is a negligible operator, i.e. A ∈ Ψm,−∞. If Ψ ∈ L2(M), we also define the semiclassical
wave front set of Ψ by :
WF~(Ψ) =
{
(x, ξ) : ∃a ∈ Sm,0, a(x, ξ) 6= 0, ‖Op~(a)Ψ‖L2(M) = O(~∞)
}
c
where the superscript c indicates the complementary set. We will often make use of the
following fundamental propagation property : if U t is a Fourier integral operator associated
to a symplectic diffeomorphism Φt : T ∗M → T ∗M , then
WF~(U
tΨ) = Φt(WF~(Ψ)).
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