This study describes a quantitative method using thermography to measure the thermal properties of building fabrics that are subjected to non-steady state heat flow due to consistently changing meteorological conditions. The method includes two parts. First, the convection heat transfer coefficient is measured by thermography and heat flux meters on a small segment of the examined building fabric with uniform surface temperature. Then, thermal properties of large building fabrics are evaluated by thermography. The two parts are measured simultaneously. The method was tested on 140/160/190 mm thick massive laminated spruce timber walls of a test facility cabin located in Östersund, Sweden. The results varied by only a few percent in comparison to validation measurements performed with heat flux meters and in comparison, to values from the literature. Due to rapid changes in weather conditions the measured values had large disparity, but still a linear regression with low confidence interval was obtained. Obtaining an accurate value of convection heat transfer was important for achieving high measurement accuracy and, therefore, the value of this parameter should be measured. Other important factors to consider are solar radiation, reflected infrared (IR) radiation from nearby objects and the number of thermal images.
Introduction
In an age of increasing environmental awareness and a growing demand for energy efficient buildings, the construction industry is faced with the challenge of ensuring that the energy efficiency and thermal performance projected during the design stage is achieved once a building is in use [1] . However, energy efficiency and thermal performance are rarely validated after construction or renovation. Projected values of energy indicators, such as the specific final energy demand, seldom agree with monitored final energy use after a building is constructed [1] . Danielski [2] reported a 20% difference on average between projected and measured values among newly constructed buildings in 77 locations in Stockholm. Similar results were found by Torcellini et al. [3] in six high energy-performance commercial buildings in the USA. According to Pettersen [4] , it is impossible to predict the final energy demand with better accuracy than ±15-20%, if the behaviour of a building's residents is unknown.
The discrepancy between the predicted and measured values are commonly referred to as the 'energy performance gap'. The energy performance gap can partly be explained by discrepancies between the projected and the actual values of the thermal transmittance of building fabrics (also known as the overall heat transfer coefficient or U-value). Such differences were found by Johnston et al. [5] after in situ measurements of 25 newly constructed buildings in the UK. They anticipate that thermal performance gap is common in the existing building stock [5] . According to Menezes et al. [1] the performance gap could be reduced by knowledge acquired from post-occupancy evaluations, which could produce more accurate models of final energy demand in buildings.
Post-occupancy evaluation could include: energy monitoring, airtightness test, cavity inspection [6] , co-heating tests [7] , thermography and the use of measurement tools such as heat flux sensors (HFM) [8] . Airtightness tests and cavity inspections are qualitative methods used for building diagnosis. Energy monitoring can be used for evaluating energy efficiency but require up to one year to complete and may be costly. A co-heating test provides an average value of the thermal efficiency of a whole building fabric but not for a specific building element [5] . HFMs also provide a point measurement and may fail to represent the thermal performance of complete building elements.
Thermography is an additional method that is gaining popularity among the non-destructive tools for building diagnostics [9] . Since the introduction of infrared (IR) cameras in 1929, thermography has been used to address an increasing range of applications [9] . The International Energy Agency (IEA) has mentioned thermography for detecting defects in buildings in both annex 40 [10] and annex 46 [11] . The European standard EN 13187-1998 specifies a qualitative method using thermography for detecting thermal irregularities in building fabrics. Quantitative information, such as defect depths, can be retrieved as well [12] . Thermography can provide quick and accurate readings and, thus, has large potential for detection of thermal bridges [13] , high moister levels [14, 15] and defects in building fabrics [16] [17] [18] [19] . It can be used for quality control during construction of new buildings [20] , development of new building insulation materials [21, 22] , and for investigating the condition of existing buildings, e.g., historical buildings [23, 24] .
Several studies have also used thermography for quantitative analysis of thermal performance of building fabrics. Ohlsson and Olofsson [25] developed a method to measure the heat flux through a wall element by a single thermal image. They achieved less than 10% uncertainty under the conditions of natural convection, but during forced convection (modelling wind) less reliable results were obtained. Their study was performed in a controlled environment with steady-state heat flow conditions. According to Lehmann et al. [26] , steady-state heat flow through building fabrics seldom occurs since buildings are exposed to consistently changing meteorological conditions [26] . Under such conditions the temperature distribution along the cross section of the wall may have a chaotic pattern with points of maximum and minimum temperature that are even warmer and colder than the surface temperature of the wall. To obtain more accurate results Albatici et al. [27] recommended use of thermography on walls facing north and east before sunrise with overcast sky. Albatici et al. [27] also recommended that the following conditions should be reached during a survey: the local wind speed near the building façade should be lower than 0.5 m·s −1 , a difference of at least 15 • C between indoor and outdoor ambient air temperature should be obtained, and the outdoor temperature should have less than 6 • C temperature swing during the 12 h prior to the measurement. In similarity to steady-state heat flow, such requirements are not always possible to obtain on demand.
Fokaides and Kalogirou [28] used thermography during near steady-state conditions, in which measurement periods with relatively stable thermal conditions were selected. In their study they evaluated the thermal transmittance of different envelop elements of five buildings in Cyprus. Their results deviated by 10% to 20% in comparison with the theoretical values. Albatici et al. [27] also used thermography during near steady-state conditions to calculate the U-value of five different walls from light to heavy constructions. On average the results deviated by 26% from the modelled theoretical values and by 22% from measurements done by HFMs. Higher uncertainty in results were obtained for lightweight constructions like wooden fabrics in comparison to concrete fabrics.
Sham et al. [29] used thermography during varying weather conditions with no demand for steady-state heat flow. They monitored the exterior surface temperature of buildings in Hong Kong and calculated the heat flow over time from building fabrics to the outdoor environment. However, no uncertainty analysis or validation of the results were reported.
From the aforementioned studies [25] [26] [27] [28] [29] , it appears that uncertainty increases as the condition of the survey deviates from steady state. It was also apparent that the aforementioned studies are strongly relying on the temperature difference in the boundary layer between the examined object and ambient air. The conductivity of the boundary layer is described by the convection heat transfer coefficient. However, none of the aforementioned studies measured the convection heat transfer; instead they relied on values from the literature, which differs significantly among different studies [30] and were found to differ among the aforementioned studies as well. For example, for wind velocities (v) below 5 m·s −1 , Ohlsson and Olofsson [25] assumed h Conv = 4·v + 5.6, Sham et al. [29] assumed h Conv = 3.9·v + 5.62, Albatici et al. [27] assumed h Conv = 3.8054·v and Fokaides and Kalogirou [28] assumed a constant value of h Conv = 7.7 W·m −2 ·K −1 . Not knowing the exact value of the convection heat transfer coefficient for each experiment conditions may impose errors in the calculations.
The aim of this study was to investigate a post-occupancy quantitative method to determine the thermal performance of building fabrics during continuously changing meteorological conditions. The method includes two stages: First, the convective heat transfer coefficient is determined using both thermography and HFMs on a small segment of the examined building fabric with uniform surface temperature. Second, based on the results from the first stage, the thermal properties of a large area of building fabric is determined by thermography. The measurements in both stages are performed simultaneously while the wall is exposed to the outdoor conditions, in which steady-state heat flow conditions are unlikely to occur.
Methods
The method presented in this study is based on the theory of heat transfer, which provides expressions for the calculation of conduction heat flow (Q Cond ), convection heat transfer (Q Conv ), and radiation heat flow (Q Rad ) under steady-state heat flow conditions. These expressions are described in Equations (1)-(3) regarding heat transfer through a wall with ε as the material's emissivity and σ representing the Stefan-Boltzmann constant. h Cond and h Conv representing the conduction and convection heat transfer coefficients, respectively. T Hot and T Cold refer to different temperature measurements in each of the equations as follow: the interior and exterior wall surface temperature in Equation (1); the interior wall surface and indoor ambient air temperatures in Equation (2) ; and the interior wall surface and radiated temperature on the wall surface (also called the reflected temperature) in Equation (3) . Equation (4) describes energy balance on a wall element during steady-state conditions.
The conduction heat transfer coefficient (h Cond ) is a property of bulk material, while the convection heat transfer coefficient (h Conv ) is a property of an interface between the wall and the ambient air. Both quantities define the thermal transmittance (U Small and U Large ), which describes the insulation capability of a wall subjected to temperature difference between ambient air on both sides.
The method in this study takes advantage of the dynamics of real-time measurements. Transient changes of heat flux over time are not analysed, but, each measured value is considered as an independent measurement. The history prior to the measurement (e.g., changes in temperature, wind velocity, humidity, etc.) and between two subsequent thermography measurements is not considered, even if it could have a large influence on each individual measured value. Thus, each of the measured values may deviate from the expected value due to two reasons: (i) internal errors in the measurement equipment, which cannot be avoided; and (ii) due to the non-steady state thermal conditions that are applied to steady-state equations (Equations (1)-(4)). The study analyses the overall uncertainty of the results and not the uncertainty due to each of the aforementioned errors. The hypothesis of this study is that it could still be possible to obtain accurate values of thermal properties of building fabrics using steady-state equations during non-steady state conditions by applying linear regression on a sufficiently large sample of independent measurements.
Test Object
The test object is a single-room wooden cabin with 15 m 2 floor area, as illustrated in Figure 1 . The cabin was located about 5 m from a three-storey building to its north with no risk of shadowing from the east, south and west directions. The walls were constructed with massive glued laminated spruce timber which are kiln-dried and joined together with dowel mouldings, a technique developed by Glulam [31] . This study analyses the thermal properties of the north, east and west walls, as they were constructed with different thicknesses: 140 mm, 165 mm and 190 mm, respectively. overall uncertainty of the results and not the uncertainty due to each of the aforementioned errors. The hypothesis of this study is that it could still be possible to obtain accurate values of thermal properties of building fabrics using steady-state equations during non-steady state conditions by applying linear regression on a sufficiently large sample of independent measurements.
The test object is a single-room wooden cabin with 15 m 2 floor area, as illustrated in Figure 1 . The cabin was located about 5 m from a three-storey building to its north with no risk of shadowing from the east, south and west directions. The walls were constructed with massive glued laminated spruce timber which are kiln-dried and joined together with dowel mouldings, a technique developed by Glulam [31] . This study analyses the thermal properties of the north, east and west walls, as they were constructed with different thicknesses: 140 mm, 165 mm and 190 mm, respectively. During the measurement period, the cabin was heated by an electric fan heater with a max power of 2 kW connected to a thermostat, resulting in indoor temperature that fluctuated between 20 °C and 25 °C, representing living conditions. The heater was placed on the floor near the south wall; 3 m to 4 m from the measurement locations. The walls were exposed to the local outdoor weather conditions of Ö stersund, Sweden (63.1 °N), a subarctic climate with cold and dark winters. The temperature differences between the indoor and the outdoor environment fluctuated over the measurement period between 9 °C and 40 °C, see Appendix A. Outdoor parameters, such as wind velocity, humidity and snowfall were fluctuating as well. The temperature factor [32] at the interior surface of the walls was above 0.75 during the entire measurement period, which indicates that condensation did not occur.
Test Equipment
The measurement equipment includes: high-performance infrared camera of type FLIR T440 with resolution of 76.8 K (320 × 240 pixels), and ±2% accurate temperature measurement; and three HFMs of type HFP01 Hukseflux, 5.4 mm thick, with a nominal sensitivity of 50 μV/(W/m 2 ), a working temperature range between −30 °C to +70 °C, and an expected typical accuracy of ±5%. The HFMs were connected to data loggers of type LI-19 from Leiderdorp Instruments. Three types of humidity and temperature loggers were used: (i) RHTemp1000 MadgeTech for outdoor ambient air measurements with working temperature between −40 °C and 80 °C, temperature resolution of 0.1 °C and temperature calibrated accuracy of ±0.5 °C; (ii) MicroRHTemp MadgeTech for indoor ambient air measurements with working temperature between 0 °C and 60 °C, temperature resolution of 0.1 During the measurement period, the cabin was heated by an electric fan heater with a max power of 2 kW connected to a thermostat, resulting in indoor temperature that fluctuated between 20 • C and 25 • C, representing living conditions. The heater was placed on the floor near the south wall; 3 m to 4 m from the measurement locations. The walls were exposed to the local outdoor weather conditions of Östersund, Sweden (63.1 • N), a subarctic climate with cold and dark winters. The temperature differences between the indoor and the outdoor environment fluctuated over the measurement period between 9 • C and 40 • C, see Appendix A. Outdoor parameters, such as wind velocity, humidity and snowfall were fluctuating as well. The temperature factor [32] at the interior surface of the walls was above 0.75 during the entire measurement period, which indicates that condensation did not occur.
The measurement equipment includes: high-performance infrared camera of type FLIR T440 with resolution of 76.8 K (320 × 240 pixels), and ±2% accurate temperature measurement; and three HFMs of type HFP01 Hukseflux, 5.4 mm thick, with a nominal sensitivity of 50 µV/(W/m 2 ), a working temperature range between −30 • C to +70 • C, and an expected typical accuracy of ±5%. Figure 2 illustrates the experiment configuration. Thermal images were taken at the interior surface of each wall at a distance of at least 0.5 m from the corners to include only laminar heat flow through the walls. The IR camera was located two meters from the wall at an angle of 15 • to avoid its own reflection on the wall. Each thermal image was measured simultaneously: the surface temperature of a small wall segment of 0.1 m × 0.1 m (T Small_wall ), the surface temperature of a large wall segment of 1 m × 0.6 m (T Large_wall ), and the reflected temperature (T Reflected ). T Reflected was measured with a crinkled aluminium foil near the measurement area, as described in [33] . The thermal images were analysed by the FLIR-Tools software from FLIR System Inc.
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Infrastructures 2017, 2, x FOR PEER REVIEW 5 of 20 °C and temperature calibrated accuracy of ±0.5 °C; and (iii) ELOG9004 for wall surface measurements with temperature resolution of 0.5 °C and temperature calibrated accuracy of ±0.5 °C. Figure 2 illustrates the experiment configuration. Thermal images were taken at the interior surface of each wall at a distance of at least 0.5 m from the corners to include only laminar heat flow through the walls. The IR camera was located two meters from the wall at an angle of 15° to avoid its own reflection on the wall. Each thermal image was measured simultaneously: the surface temperature of a small wall segment of 0.1 m × 0.1 m (TSmall_wall), the surface temperature of a large wall segment of 1 m × 0.6 m (TLarge_wall), and the reflected temperature (TReflected). TReflected was measured with a crinkled aluminium foil near the measurement area, as described in [33] . The thermal images were analysed by the FLIR-Tools software from FLIR System Inc. Three HFMs were used to obtain three independent measurements. The HFMs were calibrated by the manufacturer before the measurements. To obtain continuous contact to the walls without air cavities, the HFMs were lubricated with a thin layer of Dow 340 heat sink compound. The Dow 340 heat sink compound have low thermal resistance and are assumed to have a minor effect on the thermal properties of the wall. The HFMs were located on a wall surface with uniform temperature. The location was chosen by scanning the walls with IR camera before the installation. The emissivity of the HFMs (0.95) is similar to the emissivity of the walls.
Three ELOG9004 were installed on the inner side of the wall and two on the outer side to measure the wall's interior and exterior surface temperature. RHTemp1000 registered the outdoor temperature (TOutdoor) and five MicroRHTemp registered the indoor temperatures (TIndoor). The measurement locations of the reflected temperature, HFM sensors and temperature sensors were near the location of the thermal images at the same height as the small wall segment, as illustrated in Figure 2 . Experiment settings on a massive wood wall element including the locations of the sensors and the thermal camera. Each thermal image includes measurements of the reflection temperature (small black square) and the surface temperature of the large wall segment (large red square) and the small wall segment (small red square).
Three HFMs were used to obtain three independent measurements. The HFMs were calibrated by the manufacturer before the measurements. To obtain continuous contact to the walls without air cavities, the HFMs were lubricated with a thin layer of Dow 340 heat sink compound. The Dow 340 heat sink compound have low thermal resistance and are assumed to have a minor effect on the thermal properties of the wall. The HFMs were located on a wall surface with uniform temperature. The location was chosen by scanning the walls with IR camera before the installation. The emissivity of the HFMs (0.95) is similar to the emissivity of the walls.
Three ELOG9004 were installed on the inner side of the wall and two on the outer side to measure the wall's interior and exterior surface temperature. RHTemp1000 registered the outdoor temperature (T Outdoor ) and five MicroRHTemp registered the indoor temperatures (T Indoor ). The measurement locations of the reflected temperature, HFM sensors and temperature sensors were near the location of the thermal images at the same height as the small wall segment, as illustrated in Figure 2 , and did not affect the thermography measurements.
Measurements
Two to three thermal images were taken per day for each wall at arbitrary hours during a period of two months. The temperature time lag of the wooden cabin is estimate to be between 4-6 h (see Appendix B), which is shorter than the daily measurement period. The reason for the low rate of measurements was to obtain a change in meteorological conditions between successive images. Heat flux through the wall and wall surface temperature were measured in three periods, one measurement period for each wall, as listed in Table 1 . A fourth measurement period using HFMs and temperature sensors was used for validation purposes with near steady-state heat flow conditions, as will be described in Section 2.5. The meters were configured to collect measurements with 15 min intervals. The following thermal properties were determined for each wall using Equations (5)-(7) that were developed from Equations (1)- (4):
First, the convection heat transfer coefficient (h Conv ) was determined separately for each wall using both thermography and HFMs during the corresponding measurement period, as listed in Table 1 . The convection heat transfer coefficient (h Conv ) was determined by a linear regression of the convection heat flow (Q Conv ) against the difference between the indoor temperature and the interior surface temperature of the small wall segment area ∆ (T Indoor − T Small_wall ). The convection heat flow (Q Conv ) was calculated according to Equation (5) . The conduction heat flow through the wall (Q Cond ) was measured simultaneously by three HFMs. The interior surface temperature on the small wall segment (T Small_wall ) was measured by thermography. The emissivity (ε) of the wood was 0.91; it was measured using the thermography of similar wood material covered partly by black tape with known emissivity (0.95) as describe in [34] .
After obtaining the value of the convection heat transfer coefficient (h Conv ), as described above, the thermal transmittance of the small wall segment (U Small ) could be determined by a linear regression of the conduction heat flow through the small wall segment (Q Cond,Small_wall ) against the difference between the indoor and outdoor temperatures ∆(T Indoor − T Outdoor ). Q Cond,Small_wall was calculated according to Equation (6) using the IR camera and indoor temperature sensors. Equations (5) and (6) are used to compare consistency between the results of the HFM and thermography on the small wall segment, separately for each wall. The thermography and the HFMs were both applied on a similar size of wall area and with similar uniformity of wall surface temperature.
The results from thermography of the north wall were also compared to later measurements using HFMs during near steady-state conditions, as will be described in Section 2.5.
Then, the thermal transmittance of the large wall segment (U Large ) was determined by a linear regression of the conduction heat flow through the large wall segment (Q Cond,Large_wall ) against the difference between the indoor and outdoor temperatures ∆(T Indoor − T Outdoorl ). Q Cond,Large_wall was calculated according to Equation (7) using the IR camera and indoor temperature sensors. The results were compared to the thermal transmittance measured for the small wall segment to evaluate the thermal effects of thermal inhomogeneities in the walls.
The thermal conductance (C) and the conductivity (λ) of the wood beams were also determined by thermography for each wall by a linear regression of the conduction heat flow through the small wall segment (Q Cond,Small_wall ) (Equation (6)) against the difference between the interior and exterior wall surface temperatures. The conductivity (λ) was calculated by Equation (8) with L as the wall thickness. The conductivity of the different walls was compared as they are all made by the same wood material, and thus expected to have similar values.
Near Steady-State Conditions
The HFMs and the temperature sensors were used during a fourth measurement period (as listed in Table 1 ) in which near steady-state conditions were reached. The north wall was measured since it was the less effected by solar radiation. One HFM was installed on each side of the wall and registered the heat flux with 15 min interval. The set point of the indoor thermostat was increased to 30 • C to allow a sufficient difference between the indoor and outdoor temperatures.
Of all the measurement values, only measurement periods with near steady state were selected. Near steady state was considered if all the three following conditions were fulfilled: (i) the difference between heat flux measured at the interior and exterior wall surface was less than 10%; (ii) the change in indoor temperature during three hours prior to the measurement reading was less than 1 • C; and (iii) the change in outdoor temperature during three hours prior to the measurement was less than 1 • C. The fourth measurement period included a total of 3514 measurement readings with 15 min interval; of these, only 260 measurement readings (7%) fulfilled the requirements of near steady-state conditions.
Number of Measurements
To evaluate the minimum number of thermal images that are needed to obtain adequate results, the uncertainty in the value of the thermal transmittance was analysed with regards to the number of measurements in the linear regression. The thermal transmittance of the large wall segment (U Large ) of the north wall was determined with a different number of thermal images ranging from 1 to 80 and with different combinations out of a total of 115 thermal images. The dispersion of the results and the uncertainty in relation to the expectation value of thermal transmittance were calculated for each set of thermal images.
Results

Thermal Images
A total of 134 thermal images were taken for each wall during the first three measurement periods. Figure 3 illustrates a representative example of thermal images of the three walls. The measurement areas of both the small wall segment and the large wall segment are marked with a large and a small rectangle, respectively. Table 2 lists the minimum, maximum, average temperatures and temperature uniformity for all three images. Temperature uniformity was calculated considering the temperature reading of each pixel in the thermal image.
The temperature uniformity of the small area segments was 99.7% in all three images in Figure 3 . Lower uniformity was found for the large wall segments in all three images due to thermal inhomogeneities like wood knots (illustrated by the dark spots in Figure 3 ) and contact areas between the wood beams (illustrated by the dark horizontal lines in Figure 3 ). These patterns were found in all thermal images. Higher temperature on the interior wall surface were measured for walls with larger thickness, as expected. The east wall was found to have the lowest temperature uniformity. The reason is the darker area in the left side of the image, caused by reflection from the colder north wall. Similar temperature patterns were found in most of the images of the east wall due to the position of the infrared camera. A vertical temperature gradient is also apparent in each of the three images illustrated by darker colures in the bottom of each image due to the vertical gradient in indoor ambient air temperature. The value of the reflected temperature, measured on the three walls by thermography (not shown in Figure 3) , followed roughly the changes in indoor temperature. The time lag could not be determined as it was shorter than the time between two subsequent thermal images (2-3 h), which signify the difficulty in reaching steady-state heat flow due to the high thermal inertia of the inner wall surfaces and, probably, of the outer wall surfaces as well.
Convection Heat-Transfer Coefficient
The thermal transmittance is based on Equations (6) and (7) for the small and large wall segments, respectively. These equations rely on two modes of heat transfer to the walls, i.e., by radiation and convection. The amount of heat transfer by the convection mode was found to be more significant in comparison to heat transfer by the radiation mode for all three walls. Assuming different values of the convection heat transfer coefficient in Equations (6) and (7) significantly affected the results of the different thermal properties of the walls, which stress the importance of determining the value of the convection heat-transfer coefficient by measurements.
During the measurement period, the wooden cabin was empty, and any changes over time in the value of the convection heat-transfer coefficient, on the interior surface of the walls, is due to changes in the temperature difference between the wall surface and the indoor ambient air, which were 5 °C at its highest in all three measurement periods (Table 1) . Therefore, the values of the convection heat transfer are averages over each measurement period (2-3 weeks), but due to the small temperature difference it is possible to assume that the values are representative. The convection heat transfer at the small and large wall segments was assumed to be similar, since the surfaces and geometry are similar. The value of the reflected temperature, measured on the three walls by thermography (not shown in Figure 3) , followed roughly the changes in indoor temperature. The time lag could not be determined as it was shorter than the time between two subsequent thermal images (2-3 h), which signify the difficulty in reaching steady-state heat flow due to the high thermal inertia of the inner wall surfaces and, probably, of the outer wall surfaces as well.
During the measurement period, the wooden cabin was empty, and any changes over time in the value of the convection heat-transfer coefficient, on the interior surface of the walls, is due to changes in the temperature difference between the wall surface and the indoor ambient air, which were 5 • C at its highest in all three measurement periods (Table 1) . Therefore, the values of the convection heat transfer are averages over each measurement period (2-3 weeks), but due to the small temperature difference it is possible to assume that the values are representative. The convection heat transfer at the small and large wall segments was assumed to be similar, since the surfaces and geometry are similar.
The convection heat-transfer coefficients (h Conv ) of the three walls were determined through regression analysis, as illustrated in Figure 4 , with forced intercept (X, Y) = (0, 0). The values obtained for the north and east walls differed by less than 1%. The convection heat-transfer coefficient of the west wall was 11% higher in comparison to the values of the north and east walls. The reason was the effect of direct solar radiation on the temperature of the interior and exterior surfaces of the west wall during the third measurement period (Table 1) . Hereafter the value of the convection heat-transfer coefficient of the west wall was assumed to be the average of the convection heat-transfer coefficients of the north and east walls since all three walls were subjected to similar indoor and outdoor conditions. The convection heat-transfer coefficients (hConv) of the three walls were determined through regression analysis, as illustrated in Figure 4 , with forced intercept (X, Y) = (0, 0). The values obtained for the north and east walls differed by less than 1%. The convection heat-transfer coefficient of the west wall was 11% higher in comparison to the values of the north and east walls. The reason was the effect of direct solar radiation on the temperature of the interior and exterior surfaces of the west wall during the third measurement period (Table 1) . Hereafter the value of the convection heattransfer coefficient of the west wall was assumed to be the average of the convection heat-transfer coefficients of the north and east walls since all three walls were subjected to similar indoor and outdoor conditions. Figure 5 illustrates a regression analysis to determine the thermal transmittance of the small wall segment for the north wall undertaken with HFMs and thermography. The values of thermal transmittance obtained by thermography differed by 1% in comparison to the values obtained by HFMs for all walls. The thermal transmittance of the north wall obtained by HFMs during near steady-state heat flow was higher by 2% in comparison to the value obtained by thermography, as illustrated in Figure 5 and also in Figure 8 . Figure 5 illustrates a regression analysis to determine the thermal transmittance of the small wall segment for the north wall undertaken with HFMs and thermography. The values of thermal transmittance obtained by thermography differed by 1% in comparison to the values obtained by HFMs for all walls. The thermal transmittance of the north wall obtained by HFMs during near steady-state heat flow was higher by 2% in comparison to the value obtained by thermography, as illustrated in Figure 5 and also in Figure 8 . Figure 5 and also in Figure 8 . Figure 6 illustrates a regression analysis to determine the thermal transmittance of the large wall segment (U Large ) for all three walls using thermography. The thermal transmittance of the north and west walls were 3% and 5% higher in comparison with the respective thermal transmittance of the small wall segment. The reason is most likely to be thermal inhomogeneities like wood knots and contact areas between the wood beams, as illustrated in Figure 3 . The thermal transmittance of the east wall was 20% higher in comparison with the thermal transmittance of the small wall segment. Thermal inhomogeneities may have a similar effect here as well, but the larger part of the difference is most likely a measurement error in the value of the reflection temperature, which was not uniform over the east wall as is seen in Figure 3 , and thus was difficult to evaluate. Figure 6 illustrates a regression analysis to determine the thermal transmittance of the large wall segment (ULarge) for all three walls using thermography. The thermal transmittance of the north and west walls were 3% and 5% higher in comparison with the respective thermal transmittance of the small wall segment. The reason is most likely to be thermal inhomogeneities like wood knots and contact areas between the wood beams, as illustrated in Figure 3 . The thermal transmittance of the east wall was 20% higher in comparison with the thermal transmittance of the small wall segment. Thermal inhomogeneities may have a similar effect here as well, but the larger part of the difference is most likely a measurement error in the value of the reflection temperature, which was not uniform over the east wall as is seen in Figure 3 , and thus was difficult to evaluate. Figure 6 . The thermal transmittance of the large wall segment calculated using thermography for the west wall (left figure), north wall (centre figure) and east wall (right figure) with confidence interval of 95% certainty (red lines). The Y-axis represents the conduction heat transfer (QCond,Large_wall) calculated by Equation (7). The X-axis represents the difference between the indoor and outdoor ambient air temperatures, ΔT = (TIndoor -TOutdoor). The dashed lines represent 95% certainty for measurements to disperse around the mean (black trend-line). Figure 7 illustrates the thermal conductance of the small wall segment for each of the three walls. As expected, the thermal conductance decreases with thicker walls. The conductivity of the west, north and east walls were 0.101 W·m −1 ·K −1 , 0105 W·m −1 ·K −1 and 0.108 W·m −1 ·K −1 , respectively, as Figure 6 . The thermal transmittance of the large wall segment calculated using thermography for the west wall (left figure), north wall (centre figure) and east wall (right figure) with confidence interval of 95% certainty (red lines). The Y-axis represents the conduction heat transfer (Q Cond,Large_wall ) calculated by Equation (7). The X-axis represents the difference between the indoor and outdoor ambient air temperatures, ∆T = (T Indoor -T Outdoor ). The dashed lines represent 95% certainty for measurements to disperse around the mean (black trend-line). Figure 7 illustrates the thermal conductance of the small wall segment for each of the three walls. As expected, the thermal conductance decreases with thicker walls. The conductivity of the west, north and east walls were 0.101 W·m −1 ·K −1 , 0105 W·m −1 ·K −1 and 0.108 W·m −1 ·K −1 , respectively, as illustrated in Figure 8 .
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of 95% certainty (red lines). The Y-axis represents the conduction heat transfer (QCond,Large_wall) calculated by Equation (7). The X-axis represents the difference between the indoor and outdoor ambient air temperatures, ΔT = (TIndoor -TOutdoor). The dashed lines represent 95% certainty for measurements to disperse around the mean (black trend-line). Figure 7 illustrates the thermal conductance of the small wall segment for each of the three walls. As expected, the thermal conductance decreases with thicker walls. The conductivity of the west, north and east walls were 0.101 W·m −1 ·K −1 , 0105 W·m −1 ·K −1 and 0.108 W·m −1 ·K −1 , respectively, as illustrated in Figure 8 . Figure 9 illustrates the effect of number of measurements (thermal images) on the value of the thermal transmittance and uncertainty of the north wall. The uncertainty decreases and the value of the thermal transmittance is converging with larger number of thermal images taken. A single thermal image was found to have more than 100% uncertainty. The skewed distribution with low number of thermal images is caused by one high measurement value (see also Appendix C). Already after 10 thermal images the distribution is symmetrical around its mean value with uncertainty of 10%. A regression analysis using 27 and 63 thermal images reduced the uncertainty to 5% and 3%, Figure 9 illustrates the effect of number of measurements (thermal images) on the value of the thermal transmittance and uncertainty of the north wall. The uncertainty decreases and the value of the thermal transmittance is converging with larger number of thermal images taken. A single thermal image was found to have more than 100% uncertainty. The skewed distribution with low number of thermal images is caused by one high measurement value (see also Appendix C). Already after 10 thermal images the distribution is symmetrical around its mean value with uncertainty of 10%. A regression analysis using 27 and 63 thermal images reduced the uncertainty to 5% and 3%, respectively. Figure 9 illustrates the effect of number of measurements (thermal images) on the value of the thermal transmittance and uncertainty of the north wall. The uncertainty decreases and the value of the thermal transmittance is converging with larger number of thermal images taken. A single thermal image was found to have more than 100% uncertainty. The skewed distribution with low number of thermal images is caused by one high measurement value (see also Appendix C). Already after 10 thermal images the distribution is symmetrical around its mean value with uncertainty of 10%. A regression analysis using 27 and 63 thermal images reduced the uncertainty to 5% and 3%, respectively.
Number of Measurements
8. Summary of the main results: the thermal transmittance and the conductivity of the west, north and east walls. Uncertainties of the measurements are represented by the error bars.
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Discussion
In this study, thermography was used to measure the thermal properties of massive wooden walls of glued laminated spruce timber with different thicknesses that were exposed to varying outdoor weather conditions. Thus, the walls were subjected to non-steady state heat flow conditions during the measurement periods. The non-steady state heat flow and the errors of the measurement equipment resulted in large dispersion of individual measurement results. Still, linear regressions on all measurement values gave a low confidence interval around the mean values.
Measurements undertaken using thermography were less dispersed but with a slightly higher confidence interval around the mean in comparison to measured values by HFMs. This is because the confidence interval is significantly affected by the measurement sample size. Determining the thermal transmittance with a single thermal image has more than 100% uncertainty. Less than 10% uncertainty could be achieved by 10 or more thermal images. To achieve less than 5% uncertainty, at least 27 thermal images are needed.
Today's IR cameras can be programed to capture thermal images automatically with time intervals of a few seconds to one image per day. In this study, the sampling rate of thermal images was intentionally low to obtain changes in meteorological conditions between successive images. In practice, a higher sampling rate could be applied, which would significantly shorten the 
Today's IR cameras can be programed to capture thermal images automatically with time intervals of a few seconds to one image per day. In this study, the sampling rate of thermal images was intentionally low to obtain changes in meteorological conditions between successive images. In practice, a higher sampling rate could be applied, which would significantly shorten the measurement period. There are also IR cameras with better resolution on the market, which may provide more accurate results, or alternatively can be used to evaluate larger building elements.
The convection heat transfer coefficient was another key factor for obtaining accurate results. It was calculated by using both HFMs and thermography on a small wall segment and was 2.47 W·m −2 ·K −1 for the north wall and 2.46 W·m −2 ·K −1 for the east wall with ±3% and ±6% uncertainty, respectively. Due to the effect of solar radiation, the value of the convection heat transfer coefficient of the west wall was 12% to 14% higher. The reason was the effect of direct solar radiation on the temperature of the interior surface of the west wall during the third measurement period. These values seem to be in the lower range of values in comparison to values assumed in similar studies [25, [27] [28] [29] . However, values of convection heat transfer coefficients depend strongly on the experiment's specific conditions and settings. These can vary considerably among studies [30] , e.g., wind velocity, surface texture, tilt of surfaces, temperature, and near objects. Therefore, comparisons to literature values should be made with caution.
The values of thermal transmittance obtained by thermography and HFMs on a small wall segment with uniform temperature differed by less than 1%, which suggest that the two measurement methods are compatible on surfaces with high temperature uniformity. However, values of thermal transmittance measured on a large wall segment using thermography were 3% to 5% higher in comparison to the thermal transmittance measured on a small wall segment. The reasons were thermal inhomogeneities like wood checks and knots and the contact areas between the wood beams.
The results demonstrate the main advantage of thermography over spot measurements, for example by HFMs. The results of spot measurements are strongly affected by the position of the measurement and, therefore, not representative. Thermography enables measurement of average values of large areas of building fabrics, accounting for all thermal inhomogeneities. Thermal inhomogeneities in large building elements and could also include different structures or materials with different thermal properties. The suggested method could account for these thermal inhomogeneities, and still provide representative average values of thermal transmittance for the entire building element.
Values of thermal transmittance measured by HFMs during near steady-state heat flow conditions were 2% higher in comparison to values obtained by thermography. Near steady-state measurements were performed during a period with warmer weather conditions; 7 • C higher in average both indoor and outdoor. According to Glass and Zelinka [35] , the conductivity of wood increases by about 2% to 3% with a temperature increase of 10 • C due to the absorption of moisture in the wood, which could be the reason for the 2% difference in values.
The conductivity of wood can also vary with temperature and humidity levels, which affect the water content in the wood. Thus, literature values of wood conductivity should be used with caution as actual conductivity values may vary by as much as 20% [35] . Still, a good agreement was attained between the experimental result and the reference literature values [35] , as illustrated in Figure 8 , even if the obtained measurement values had large dispersion due to the varying thermal conditions, as illustrated in Figures 5 and 6 .
The conductivities of the small wall segments of the west, north and east walls deviated by 9%, 5% and 2%, respectively in comparison to the conductivity of spruce wood from the literature (0.11 W·m −1 ·K −1 ) [35] . The conductivities of the large wall segments could not be determined since the temperature of the exterior surface of the large wall segment were not measured. But the values are expected to be higher by 3% to 5% in comparison to the conductivity of the small wall segment due to the inhomogeneities, as was shown in Section 3.1. Thus, the conductivity values of the large wall segment are expected to be 0.106 W·m −2 ·K −1 , 0.108 W·m −2 ·K −1 and 0.113 W·m −2 ·K −1 for the west, north and east walls with 6%, 2% and 3% deviation from the literature value [35] , respectively.
To obtain representative temperature readings by IR camera, thermal images of wall surfaces need to be corrected for the reflected radiation. The reflected radiation holds information about the temperature of nearby objects but not of the wall itself. The reflected radiation should be uniform on the measured surface area, otherwise it could not be determined. In this study, the gradient in reflected temperature on the interior surface of the east wall was found to impose a large error in the measurements. The temperature gradient due to reflected radiance from surrounding objects could be avoided by a better camera position.
The method described in this study was applied to 140 mm, 165 mm and 190 mm thick massive wooden walls. Thermal images were taken in a rate of two to three images per day. Further studies are needed to evaluate the applicability of the method on other types of wall fabrics, to determine the limits of the method in terms of minimum ambient temperature difference between the indoor and outdoor and the minimum heat flow through the building element, and to evaluate the minimum rate of measurement sampling in order to reduce the total measurement time. Additional studies are also needed regarding the effects of solar radiation and night sky thermal exchange.
Conclusions
Thermography is a non-destructive method that can evaluate thermal properties of large building fabrics, accounting for all thermal inhomogeneities. In this study a method using thermography was tested to measure thermal properties of building fabrics that are exposed to a varying outdoor condition, i.e., no need to attain steady-state heat flow. The method includes two stages: first, the convective heat transfer coefficient is determined using both thermography and heat flux meters; then, the thermal properties of large building fabric are determined solely by thermography. The two stages are performed simultaneously.
During the testing of the method a few key issues were identified: the value of the convective heat-transfer coefficient was found to have large effect on the results and, therefore, should be measured. The position of the infrared camera is important and should be adjusted to obtain uniform reflected temperature from the surrounded objects. Sufficient numbers of measurement are needed to obtain accurate results, and direct solar radiation on the measured building fabric should be avoided.
This study demonstrated the main advantage of thermography over spot measurements. Thermography enables measurement of average thermal properties of large areas of building fabrics, accounting for all thermal inhomogeneities, like different structures and materials, while spot measurements are strongly affected by the position of the measurement.
The results of this study indicate that thermography has a potential to be used as a tool for post-occupancy evaluation of thermal properties of building fabrics with high precision. The method used in this study was tested with the following conditions. The building elements were massive wood walls with different thicknesses. The ∆T between the indoor and outdoor temperatures varied from 10 • C to 40 • C, see Appendix A. The global solar irradiation varied during the three measurement periods from as low as 50 W/m 2 up to 400 W/m 2 , see Appendix A.
The experiment in this study was design to examine if it is possible to measure thermal properties of building elements during conditions of non-steady state heat flow with an IR camera. Therefore, a simple setup of one wall material was used, and the limitations of the method still need to be determined. These could include other types of wall fabrics and thermal properties, testing for periods with lower ∆T, lower rate of measurement sampling, and correction for the effect of higher global solar irradiation. 
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During the 2nd measurement period, solar irradiation is a bit stronger and cyclic variations in outdoor temperature are observed sporadic, depending on cloud formation. During the 3rd measurement period, cyclic variations of outdoor temperature between day and night are clearly observed. This is due to the effect of the solar irradiation, with global solar irradiation of about 400 W/m 2 and daytime of about 12 h.
The indoor temperature also alternates between 20 • C and 25 • C during the three measurement periods ( Figure A1 ). As a result, the value of the temperature difference between the indoor and outdoor ( Figure A2 ) was constantly changing during the entire measurement period, which reduces the chances for steady-state heat flow conditions.
observed. This is due to the effect of the solar irradiation, with global solar irradiation of about 400 W/m 2 and daytime of about 12 h.
The indoor temperature also alternates between 20 °C and 25 °C during the three measurement periods ( Figure A1) . As a result, the value of the temperature difference between the indoor and outdoor ( Figure A2 ) was constantly changing during the entire measurement period, which reduces the chances for steady-state heat flow conditions. Figure A3 illustrates the indoor temperature and the reflected temperature measured on the three walls during the three measurement periods. For experimental set up, see Section 2. Methods in the main article. During the entire measurement period, the reflected temperatures of the three walls were lower than the indoor temperature by a few degrees centigrade. Both the indoor temperature and the reflected temperature of the three walls have similar increases in values with time (see trend-lines in Figure A3 ). The reflected temperature of the North wall was found to be slightly lower in average in comparison to the reflected temperature of the East and West walls. The reason could be exchange of radiation with the parallel south wall, with its built-in entrance door, as illustrated in Figure 1 in the main article. From a comparison between the indoor temperature in Figure A3 and the outdoor temperature in Figure A1 , it is possible to estimate that the temperature time lag of the wooden cabin is in the range of 4-6 h. Figure A3 illustrates the indoor temperature and the reflected temperature measured on the three walls during the three measurement periods. For experimental set up, see Section 2. Methods in the main article. During the entire measurement period, the reflected temperatures of the three walls were lower than the indoor temperature by a few degrees centigrade. Both the indoor temperature and the reflected temperature of the three walls have similar increases in values with time (see trend-lines in Figure A3 ). The reflected temperature of the North wall was found to be slightly lower in average in comparison to the reflected temperature of the East and West walls. The reason could be exchange of radiation with the parallel south wall, with its built-in entrance door, as illustrated in Figure 1 in the main article. From a comparison between the indoor temperature in Figure A3 and the outdoor temperature in Figure A1 , it is possible to estimate that the temperature time lag of the wooden cabin is in the range of 4-6 h. The values of the regression analysis in each of the plots distribute around its mean value quite symmetrically, resembling a distribution of errors (standard distribution). The mean value of the different plots changes only by 2% and ranges from 0.638 (if including one thermal image) to 0.626 (regression on 63 thermal images). As the number of thermal images included in the regression analysis increase, the standard deviation of the distribution reduces significantly, resulting in a higher certainty of the results.
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By using only one thermal image there is a risk of obtaining values that deviate significantly from the expected value, e.g., the first plot in Figure A4 (one thermal image) includes a measurement with relative high value (1.3 W·m −2 ·K −1 ), which contributes to the large spreading of observations in that plot, and also the skewed distribution in Figure 9 . That stresses the importance of using several thermal images to obtain accurate results. The effect of this single high measurement value can be observed also in the plots with two and three thermal images; however, after including 10 thermal images its effect diminished and the uncertainty reduced to 11%. Including 27 thermal images was found to reduce the uncertainty to 5%, and 63 thermal images to 3% uncertainty. The values of the regression analysis in each of the plots distribute around its mean value quite symmetrically, resembling a distribution of errors (standard distribution). The mean value of the different plots changes only by 2% and ranges from 0.638 (if including one thermal image) to 0.626 (regression on 63 thermal images). As the number of thermal images included in the regression analysis increase, the standard deviation of the distribution reduces significantly, resulting in a higher certainty of the results.
By using only one thermal image there is a risk of obtaining values that deviate significantly from the expected value, e.g., the first plot in Figure A4 (one thermal image) includes a measurement with relative high value (1.3 W·m −2 ·K −1 ), which contributes to the large spreading of observations in that plot, and also the skewed distribution in Figure 9 . That stresses the importance of using several thermal images to obtain accurate results. The effect of this single high measurement value can be observed also in the plots with two and three thermal images; however, after including 10 thermal images its effect diminished and the uncertainty reduced to 11%. Including 27 thermal images was found to reduce the uncertainty to 5%, and 63 thermal images to 3% uncertainty. 
