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Preface
The series of workshops on ”What Comes Beyond the Standard Model?” started
in 1998 with the idea of organizing a real workshop, in which participants would
spendmost of the time in discussions, confronting different approaches and ideas.
The picturesque town of Bled by the lake of the same name, surrounded by beau-
tiful mountains and offering pleasant walks, was chosen to stimulate the discus-
sions.
The idea was successful and has developed into an annual workshop. This year
was a kind of small jubilee - the fifth workshop took place. Very open-minded
and fruitful discussions have become the trade-mark of our workshop, producing
several published works. It takes place in the house of Plemelj, which belongs to
the Society of Mathematicians, Physicists and Astronomers of Slovenia.
These workshops have also inspired a series of EUROCONFERENCES, with the
same name as the workshop (“WHAT COMES BEYOND THE STANDARDMO-
DEL”). The first meeting in the series entitled “EUROCONFERENCE ON SYM-
METRIES BEYOND THE STANDARDMODEL”will take place from 12 of July to
17 of July 2003 at hotel Histrion in Portorozˇ, Slovenia. This series of conferences
is also meant to confront the ideas, knowledge and experiences derived from dif-
ferent approaches to describing Nature beyond the Standard models of particle
physics and cosmology.
In the fifth workshop, which took place from 13 to 24 of July 2002 at Bled, Slove-
nia, we have tried to answer some of the open questions which the Standard
models leave unanswered, like:
• Why has Nature made a choice of four (noticeable) dimensions while all the
others, if existing, are hidden? And what are the properties of space-time in
the hidden dimensions?
• How could Naturemake the decision about the breaking of symmetries down
to the noticeable ones, coming from some higher dimension d?
• Why is the metric of space-timeMinkowskian and how is the choice of metric
connected with the evolution of our universe(s)?
• Where does the observed asymmetry between matter and antimatter origi-
nate from?
• Why do massless fields exist at all? Where does the weak scale come from?
• Why do only left-handed fermions carry the weak charge? Why does the
weak charge break parity?
• What is the origin of Higgs fields? Where does the Higgs mass come from?
• Where does the small hierarchy come from? (Or why are some Yukawa cou-
plings so small and where do they come from?)
VI Contents
• Do Majorana-like particles exist?
• Where do the generations come from?
• Can all known elementary particles be understood as different states of only
one particle, with a unique internal space of spins and charges?
• How can all gauge fields (including gravity) be unified and quantized?
• Why do we have more matter than antimatter in our universe?
• What is our universe made out of (besides the baryonic matter)?
• What is the role of symmetries in Nature?
• What is the origin of the field which caused inflation?
We have discussed these questions for ten days. Some results of this effort appear
in these Proceedings, not only of the last workshop, but also of two earlier work-
shops. The discussion will continue next year; at the EURESCONFERENCE and
in the Workshop, which will take place after the conference, from 17 of July to 28
the of July, again at Bled, again in the house of Josip Plemelj.
The organizers are grateful to all the participants for the lively discussions and
the good working atmosphere.
Norma Mankocˇ Borsˇtnik
Holger Bech Nielsen
Colin Froggatt
Dragan Lukman Ljubljana, December 2002
Workshops organized at Bled
⊲ What Comes beyond the StandardModel (June 29–July 9, 1998)
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⊲ Few-Quark Problems (July 8-15, 2000)
⊲ What Comes Beyond the StandardModel (July 17–31, 2000)
⊲ Statistical Mechanics of Complex Systems (August 27–September 2, 2000)
⊲ What Comes beyond the StandardModel (July 17–27, 2001)
⊲ Studies of Elementary Steps of Radical Reactions in Atmospheric Chemistry
(August 25–28, 2001)
⊲ What Comes Beyond the StandardModel (July 13–24, 2002)
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Derivation of Lorentz Invariance and Three Space
Dimensions in Generic Field Theory
C D. Froggatt†⋆ and H. B. Nielsen‡⋆⋆
† Department of Physics and Astronomy, Glasgow University, Glasgow G12 8QQ,
Scotland
‡ Deutsches Elektronen-Synchrotron DESY, Notkestraße 85, D-22603 Hamburg, Germany
and The Niels Bohr Institute, Blegdamsvej 17, Copenhagen Ø, Denmark
Abstract. A very general quantum field theory, which is not even assumed to be Lorentz
invariant, is studied in the limit of very low energy excitations. Fermion and Boson field
theories are considered in parallel. Remarkably, in both cases it is argued that, in the free
and lowest energy approximation, a relativistic theory with just three space and one time
dimension emerges for each particle type separately. In the case of Fermion fields it is in
the form of the Weyl equation, while in the case of the Bosons it is essentially in the form
of the Maxwell equations.
1 Introduction
Since many years ago [1], we have worked on the project of “deriving” all the
known laws of nature, especially the symmetry laws [2], from the assumption of
the existence of exceedingly complicated fundamental laws of nature. However
the derivations are such that it practically does not matter what these exceedingly com-
plicated laws are in detail, just provided we only study them in some limits such as the
low energy limit. This is the project which we have baptized “Random dynam-
ics”, in order to make explicit the idea that we are thinking of the fundamental
laws of nature as being given by a particular model pulled out at random from
a very large class of models. In this way, one can overcome the immediate re-
proach to the project that it is easy to invent model-proposals which, indeed, do
not deliver the laws of nature as we know them today. We only make the claim
that sufficiently complicated and generic models should work, not very special
ones that could potentially be constructed so as not to work. Also it should be
stressed that there is a lot of interpretation involved, as to which elements in
the “random” model are to be identified phenomenologically with what. As a
consequence, the project tends to be somewhat phenomenological itself, honestly
speaking. However, in principle, we should only use the phenomenology to find
out which quantities in the “random dynamics” model are to be identified with
which physically defined quantities (concepts).
⋆ E-mail: c.froggatt@physics.gla.ac.uk
⋆⋆ E-mail: hbech@mail.desy.de; hbech@nbi.dk
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One of the most promising steps, in developing this random dynamics pro-
ject, was [1,2] to start without assuming Lorentz invariance but to assume that
we already have several known laws such as quantummechanics, quantum field
theory and momentum conservation. Lorentz invariance was then “derived”, at
least for a single species of Weyl particles which emerged at low energy. However
this “derivation” of Lorentz invariance might not actually be the most interesting
result from this step in random dynamics; it is after all not such an overwhelm-
ing success, since it only works for one particle species on its own and does not,
immediately at least, lead to Lorentz invariance if several particle species are in-
volved. It may rather be the prediction of the number of space dimensions which
is more significant. Actually the fundamental model is assumed to have an arbi-
trary number of dimensions and has momentum degrees of freedom in all these
dimensions, but the velocity components in all but three dimensions turn out
to be zero. In this way the extra dimensions are supposedly not accessible. So
the prediction is effectively that there are just three spatial dimensions (plus one
time)!
In these early studies only a fermionic field theory (without Lorentz sym-
metry) was considered, while Bosons were left out of consideration; we then
sometimes speculated that the Bosons could at least be partly composed from
Fermions and thus inherit their Lorentz symmetry. Indeed, even in more recent
work, it is the Fermions that play the main role [3,4]. For a summary of other
recent theoretical models and experimental tests of Lorentz invariance breaking
see, for example, reference [5].
It is the purpose of the present paper to review the work with Fermions
stressing a new feature aimed at solving a certain technical problem—the use
of the “Homolumo-gap-effect” to be explained below—and to extend the work
to the case of bosonic fields, which is a highly non-trivial extension.
In the following section we shall put forward our very general field theory
model and then, in section 3, we shall write down in parallel the equations of mo-
tion for Bosons and Fermions respectively. It turns out that we obtain a common
equation of motion for the “fields” in “momentum” representation—momentum
here being really thought of as a rather general parameterisation of the degrees
of freedom, on which the Hamiltonian and commutation rules depend smoothly.
This equation of motion involves an antisymmetric matrix which depends on the
“momenta”. The behaviour of the eigenvalue spectrum of such an antisymmetric
real matrix is studied in section 4, with the help of some arguments based on the
Homolumo-gap-effect which are postponed till section 5. The conclusions are put
into section 6.
2 A random dynamics model
Since it is our main purpose to derive Lorentz symmetry together with 3 + 1
dimensions, we must start from a model that does not assume Lorentz invari-
ance nor the precise number of space dimensions from the outset. We would, of
course, eventually hope to avoid having to assume momentum conservation or
even the existence of the concept of momentum. However this assumption is less
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crucial than the others, since the derivation of Lorentz invariance is highly non-
trivial even if momentum conservation is assumed. Therefore, “for pedagogical
reasons”, we shall essentially assume translational symmetry and momentum
conservation in our model—in practice though we shall actually allow a small
departure from translational symmetry. That is to say we consider the model de-
scribed in terms of a Fock space, corresponding to having bosonic or fermionic
particles that can be put into single particle states which are momentum eigen-
states. This gives rise to bosonic and fermionic fields φ(p) and ψ(p) annihilating
these particles. We shall formulate the model in terms of fields that are essentially
real or obey some Hermiticity conditions, which mean that we can treat the fields
φ(p) and ψ(p) as Hermitian fields. In any case, one can always split up a non-
Hermitian field into its Hermitian and anti-Hermitian parts. This is done since, in
the spirit of the random dynamics project, we do not want to assume any charge
conservation law from the outset.
2.1 Technicalities in a general momentum description
In the very general type of model we want to set up, without any assumed charge
conservation, it is natural to use a formalism which is suitable for neutral par-
ticles like, say, π0 mesons. However, when one constructs a second quantized
formalism from a single particle Fock-space description, in which there can be
different numbers of particles in the different single particle states1, one at first
gets “complex” i.e. non-Hermitian second quantized fields. In order to describe say
the π0-field, one must put restrictions on the allowed Fock-space states, so that
one cannot just completely freely choose how many particles there should be in
each single particle state. Basically one “identifies” particles and antiparticles (=
holes), so that they are supposed to be in analogous states (in the Fermion case, it
is the Majorana condition that must be arranged). Field creation of a particle with
momentum p is brought into correspondence with annihilation of a particle with
momentum −p.
In our general description of bosonic or fermionic second quantized parti-
cles, we want to use a formalism of this π0 or Majorana type. We can always
return to a charged particle description by introducing a doubling of the number
of components for such a field; we can simply make a non-Hermitian (i.e. essen-
tially charged) field component from two Hermitian ones, namely the Hermitian
(“real”) and anti-Hermitian (“purely imaginary”) parts, each of which are then
Majorana or π0-like. Let us recall here that the π0 field is Hermitian when written
as a field depending on the position variable x, while it is not Hermitian in mo-
mentum space. In fact, after Fourier transformation, the property of Hermiticity
or reality in position space becomes the property, in momentum representation,
that the fields at p and −p are related by Hermitian/complex conjugation:
φ(p) = φ†(−p) (1)
1 In the fermionic case there can be 0 or 1 particle in a particular single particle state, while
in the bosonic case there can also be many.
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For generality, we should also like to have Hermitian momentum depen-
dent fields, which corresponds to having a similar reflection symmetry in posi-
tion space, saying that the values of the fields at x and −x are related by Hermi-
tian/complex conjugation. To make the “most general” formalism for our study,
we should therefore impose Hermiticity both inmomentum and in position repre-
sentation. We then have to accept that we also have a reflection symmetry in both
position and momentum space. In this paper, we shall in reality only consider
this most general formalism for bosonic fields. For this purpose, let us denote
the π0 field and its momentum conjugate field by φ0(p) and π0(p) respectively.
Then, in standard relativistic quantum field theory, the non-vanishing equal time
commutation relations between their real and imaginary parts are as follows:
[Reφ0(p),Reπ0(p
′)] =
i
2
(δ(p − p ′) + δ(p+ p ′)) (2)
[Imφ0(p), Imπ0(p
′)] =
i
2
(δ(p − p ′) − δ(p+ p ′)) (3)
We note that the appearance of the δ(p + p ′) function as well as the δ(p − p ′)
function is a consequence of the reflection symmetry (1).
Now the reader should also notice that we are taking the point of view that
many of the observed laws of nature are only laws of nature in the limit of “the
poor physicist”, who is restricted to work with the lowest energies and only with a
small range of momenta compared to the fundamental (Planck) scale. In the very
generic and not rotational invariant type of model which we want to consider, it
will now typically happen that the small range of momenta to which the physicist
has access is not centred around zero momentum—in the presumably rather ar-
bitrary choice of the origin for momentum—but rather around some momentum,
p0 say. This momentum p0 will generically be large compared to the momentum
range accessible to the poor physicist; so the reflection symmetry in momentum
space and the associated δ(p + p ′) terms in commutators will not be relevant
to the poor physicist and can be ignored. However, in our general field theory
model, there can be a remnant reflection symmetry in position space. Indeed we
shall see below that what may be considered to be a mild case of momentum non-
conservation does occur for the Maxwell equations derived in our model: there is
the occurrence of a reflection centre somewhere, aroundwhich the Maxwell fields
should show a parity symmetry in the state of the fields. If we know, say, the elec-
tric field in some place, then we should be able to conclude from this symmetry
what the electric field is at the mirror point. If, as is most likely, this reflection
point is far out in space, it would be an astronomical challenge to see any effect
of this lack of translational symmetry. In this sense the breaking of translational
symmetry is very “mild”.
2.2 General Field Theory Model
At the present stage in the development of our work, it is assumed that we only
work to the free field approximation and thus the Hamiltonian is taken to be bilinear
in the Hermitian fields ψ(p) and φ(p). Also, because of the assumed rudiment of
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momentum conservation in our model, we only consider products of fields taken
for the same momentum p. In other words our Hamiltonian takes the following
form:
HF =
1
2
∫
dp
∑
i,j
ψi(p)ψj(p)H
(F)
ij (p) (4)
and
HB =
1
2
∫
dp
∑
i,j
φi(p)φj(p)H
(B)
ij (p). (5)
for Fermions and Bosons respectively. Here the coefficient functions H
(F)
ij (p) and
H
(F)
ij (p) are non-dynamical in the free field approximation and just reflect the
general features of “random” laws of nature expected in the random dynamics
project. That is to say we do not impose Lorentz invariance conditions on these
coefficient functions, since that is what is hoped to come out of the model. We
should also not assume that the p vectors have any sort of Lorentz transformation
properties a priori and they should not even be assumed to have, for instance, 3
spatial dimensions. Rather we start out with D > 3 spatial dimensions; then one
of our main achievements will be to show that the velocity components in all but
a three dimensional subspace are zero. It is obvious that, in these expressions,
the coefficient functions H
(F)
ij (p) and H
(F)
ij (p) can be taken to have the symmetry
properties:
H
(F)
ij (p) = −H
(F)
ji (p) and H
(B)
ij (p) = H
(B)
ji (p). (6)
However, it should be borne in mind that a priori the fields are arbitrarily
normalised and that we may use the Hamiltonians to define the normalisation of
the fields, if we so choose. In fact an important ingredient in the formulation of
the present work is to assume that a linear transformation has been made on the
various field components φi(p), i.e. a transformation on the component index i,
such that the symmetric coefficient functions H
(B)
ij (p) become equal to the unit
matrix:
H
(B)
ij (p) = δij (by normalisation for all p) (7)
Thereby, of course, the commutation relations among these components φi(p)
are modified and we cannot simultaneously arrange for them to be trivial. So for
the Bosons we choose a notation in which the non-trivial behaviour of the equa-
tions of motion, as a function of the momentum p, is put into the commutator
expression2
[φi(p), φj(p
′)] = iAij(p)δ(p− p
′) (8)
It follows that the information which we would, at first, imagine should be con-
tained in the Hamiltonian is, in fact, now contained in the antisymmetric matrices
Aij(p).
For the Fermions, on the other hand, we shall keep to the more usual for-
mulation. So we normalize the anti-commutator to be the unit matrix and let
2 Note that we are here ignoring possible terms of the form iBij(p)δ(p+p
′) as irrelevant
to the poor physicist, according to the discussion after equation (2).
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the more nontrivial dependence on p sit in the Hamiltonian coefficient functions
H
(F)
ij (p). That is to say that we have the usual equal time anti-commutation rela-
tions:
{ψi(p), ψj(p
′)} = δijδ(p − p
′). (9)
The component indices i, j enumerate the very general discrete degrees of
freedom in the model. These degrees of freedom might, at the end, be identified
with Hermitian and anti-Hermitian components, spin components, variables ver-
sus conjugate momenta or even totally different types of particle species, such as
flavours etc. It is important to realize that this model is so general that it has, in
that sense, almost no assumptions built into it—except for our free approxima-
tion, the above-mentioned rudimentary momentum conservation and some gen-
eral features of second quantized models. It follows from the rudimentary mo-
mentum conservation in our model that the (anti-)commutation relations have a
δ(p− p ′) delta function factor in them.
Obviously the Hermiticity of the Hamiltonians for the second quantized sys-
tems means that the matrices H
(F)
ij (p) and H
(B)
ij (p) are Hermitian and thus have
purely imaginary and real matrix elements respectively. Similarly, after the ex-
traction of the i as a conventional factor in equation (8), the matrixAij(p) has real
matrix elements and is antisymmetric.
3 Equations of motion for the general fields
We can easily write down the equations of motion for the field components in our
general quantum field theory, both in the fermionic case:
ψ˙i(p) = i[HF, ψi(p)] = i
∑
k
ψk(p)H
(F)
ki (p) (10)
and in the bosonic case:
φ˙i(p) = i[HB, φi(p)] = −
∑
k
φk(p)Aki(p). (11)
Since H
(F)
ij (p) has purely imaginary matrix elements, we see that both the
bosonic and the fermionic equations of motion are of the form
ξ˙i(p) =
∑
k
Aikξk(p) (12)
In the fermionic case we have extracted a factor of i, by making the definition
H
(F)
ij (p) = iAij(p). (13)
Also the Boson field φ and the Fermion field ψ have both been given the neutral
name ξ here.
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4 Spectrum of an antisymmetric matrix depending on p
An antisymmetric matrix Aij(p)with real matrix elements is anti-Hermitian and
thus has purely imaginary eigenvalues. However, if we look for a time depen-
dence ansatz of the form
ξi(p, t) = ai(p) exp(−iωt), (14)
the eigenvalue equation for the frequencyω becomes
ωai =
∑
j
iAij(p)aj. (15)
Now the matrix iAij(p) is Hermitian and the eigenvaluesω are therefore real.
It is easy to see, that ifω is an eigenvalue, then so also is−ω. In fact we could
imagine calculating the eigenvalues by solving the equation
det (iA −ω) = 0 (16)
We then remark that transposition of the matrix (iA −ω) under the determinant
sign will not change the value of the determinant, but corresponds to changing
the sign of ω because of the antisymmetry of the matrix iA. So non-vanishing
eigenvalues occur in pairs.
In order to compare with the more usual formalism, we should really keep
in mind that the creation operator for a particle with a certain ω-eigenvalue is,
in fact, the annihilation operator for a particle in the eigenstate with the oppo-
site value of the eigenvalue, i.e. −ω. Thus, when thinking in usual terms, we can
ignore the negative ω orbits as being already taken care of via their positive ω
partners. The unpaired eigenstate, which is formally a possibility for ω = 0, can-
not really be realized without some little “swindle”. In the bosonic case it would
correspond to a degree of freedomhaving, say, a generalized coordinate but miss-
ing the conjugate momentum. In the fermionic case, it would be analogous to the
construction of a set of γ-matrices in an odd dimension, which is strictly speaking
only possible because one allows a relation between them (the product of all the
odd number of them being, say, unity) or because one allows superfluous degrees
of freedom. It is obviously difficult to construct such a set of γ-matrices in com-
plete analogy with the case of an even number of fields, since then the number of
components in the representation of the n gamma-matrices would be 2n/2, which
can hardly make sense for n odd. Nevertheless, we shall consider the possibility
of an unpairedω = 0 eigenstate in the bosonic case below.
Now the main point of interest for our study is how the second quantized
model looks close to its ground state. The neighbourhood of this ground state is
supposed to be the only regime which we humans can study in our “low energy”
experiments, with small momenta compared to the fundamental (say Planck)
mass scale. With respect to the ground state of such a second quantized world
machinery, it is well-known that there is a difference between the fermionic and
the bosonic case. In the fermionic case, you can at most have one Fermion in
each state and must fill the states up to some specific value of the single parti-
cle energy—which is really ω. However, in the bosonic case, one can put a large
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number of Bosons into the same orbit/single particle state, if that should pay
energetically.
4.1 The vacuum
If we allow for the existence of a chemical potential, which essentially corre-
sponds to the conservation of the number of Fermions, we shall typically get
the ground state to have Fermions filling the single particle states up to some
special value of the energy called the Fermi-energyωFS (FS standing for “Fermi-
surface”). For Bosons, on the other hand, we will always have zero particles in all
the orbits, except perhaps in the zero energy ground state; it will namely never
pay energetically to put any bosons into positive energy orbits.
4.2 The lowest excitations
So for the investigation of the lowest excitations, i.e. those that a “poor physicist”
could afford to work with, we should look for the excitations very near to the
Fermi-surface in the fermionic case. In other words, we should put Fermions into
the orbits with energies very little above the Fermi-energy, or make holes in the
Fermi-sea at values of the orbit-energies very little below the Fermi-energy. Thus,
for excitations accessible to the “poor physicist”, it is only necessary to study the
behaviour of the spectrum for the Bosons having a value of ω near to zero, and
for the Fermions having a value of ω near the Fermi-energyωFS.
Boson case: levels approaching a group of ω = 0 levels In section 5 we shall
argue that, if the model has adjustable degrees of freedom (“garbage variables”),
they would tend to make the ω = 0 eigenvalue multiply degenerate. However,
for simplicity, we shall first consider here the case where there is just a single zero-
eigenvalueω-level. We should mention that the true generic situation for an even
number of fields is that there are normally no zero-eigenvalues at all. So what we
shall study here, as the representative case, really corresponds to the case with
an odd number of fields. In this case there will normally be just one (i.e. non-
degenerate)ω = 0 eigenvalue. However it can happen that, for special values of
the “momentum parameters”, a pair of eigenvalues—consisting of eigenvalues
of opposite sign of course—approach zero. It is this situation which we believe to
be the one of relevance for the low energy excitations.
We shall concentrate our interest on a small region in the momentum param-
eter space, around a point p0 where the two levels with the numerically smallest
non-zero eigenvalues merge together with a level having zero eigenvalue. Using
the well-known fact that, in quantum mechanics, perturbation corrections from
faraway levels have very little influence on the perturbation of a certain level,
we can ignore all the levels except the zero eigenvalue and this lowest non-zero
pair. So if, for simplicity, we think of this case of just one zero eigenvalue except
where it merges with the other pair, we need only consider three states and that
means, for the main behaviour, we can calculate as if there were only the three
corresponding fields. This, in turn, means that we can treat t
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the region of interest, by studying the spectrum of a (generic) antisymmetric 3×3
matrix with real elements, or rather such a matrix multiplied by i. Let us immedi-
ately notice that such a matrix is parameterised by three parameters. The matrix
and thus the spectrum, to the accuracy we are after, can only depend on three of
the momentum parameters. In other words the dispersion relation will depend
trivially on all but 3 parameters in the linear approximation. By this linear ap-
proximation, we here mean the approximation in which the “poor physicist” can
only work with a small region in momentum parameter space also—not only in
energy. In this region we can trust the lowest order Taylor expansion in the differ-
ences of the momentum parameters from their starting values (where the near-
est levels merge). Then the ω-eigenvalues—i.e. the dispersion relation—will not
vary in the direction of a certain subspace of co-dimension three. Corresponding
to these directions the velocity components of the described Boson particle will
therefore be zero! The Boson, as seen by the “poor physicist”, can only move in-
side a three dimensional space; in other directions its velocity must remain zero.
It is in this sense we say that the three-dimensionality of space is explained!
4.3 Maxwell equations
The form of the equations of motion for the fields, in this low excitation regime
where one can use the lowest order Taylor expansion in the momentum param-
eters, is also quite remarkable: after a linear transformation in the space of “mo-
mentum parameters”, they can be transformed into the Maxwell equations with
the fields being complex (linear) combinations of the magnetic and electric fields.
We can now easily identify the linear combinations of the momentum pa-
rameters minus their values at the selected merging point, which should be in-
terpreted as true physical momentum components. They are, in fact, just those
linear combinations which occur as matrix elements in the 3×3matrixA describ-
ing the development of the three fields φj relevant to the “poor physicist”. That
is to say we can choose the definition of the “true momentum components” k
as such linear functions of the deviations, p − p0, of the momentum parameters
from the merging point that the antisymmetric matrix A reduces to
A =

 0 k3 −k2−k3 0 k1
k2 −k1 0

 (17)
with eigenvalues −iω = 0,±i
√
k21 + k
2
2 + k
2
3.
In the here chosen basis for the momenta, we can make a Fourier transform
of the three fieldsφj(k) into the x-representation. These new position space fields
φj(x) are no longer Hermitian. However, it follows from the assumed Hermitic-
ity of the φj(k) that, in the x-representation, the real parts of the fields φj(x) are
even, while the imaginary parts are odd functions of x. We now want to identify
these real and imaginary parts as magnetic and electric fields Bj(x) and Ej(x) re-
spectively:φj(x) = iEj(x)+Bj(x). However the symmetry of theseMaxwell fields
means that they must be in a configuration/state which goes into itself under a
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parity reflection in the origin. This is a somewhat strange feature which seems
necessary for the identification of our general fields with the Maxwell fields; a
feature that deserves further investigation. For the moment let us, however, see
that we do indeed get the Maxwell equations in the free approximation with the
proposed identification.
By making the inverse Fourier transformation back to momentum space, we
obtain the following identification of the fieldsφj(k) in our general quantum field
theory with the electric field Ej(k) and magnetic field Bj(k) Fourier transformed
into momentum space:
φ1(k)φ2(k)
φ3(k)

 =

 iE1(k) + B1(k)iE2(k) + B2(k)
iE3(k) + B3(k)

 . (18)
We note that the Fourier transformed electric field Ej(k) in the above ansatz (18)
has to be purely imaginary, while the magnetic field Bj(k)must be purely real.
By using the above identifications, eqs. (17) and (18), the equations of motion
(11) take the following form
 iE˙1(k) + B˙1(k)iE˙2(k) + B˙2(k)
iE˙3(k) + B˙3(k)

 =

 0 k3 −k2−k3 0 k1
k2 −k1 0



 iE1(k) + B1(k)iE2(k) + B2(k)
iE3(k) + B3(k)

 . (19)
We can now use the usual Fourier transformation identification in quantum me-
chanics to transform these equations to the x-representation, simply from the def-
inition of x as the Fourier transformed variable set associated with k,
kj = i
−1∂j (20)
Thus in x-representation the equations of motion become
 iE˙1(x) + B˙1(x)iE˙2(x) + B˙2(x)
iE˙3(x) + B˙3(x)

 =

 0 −i∂3 i∂2i∂3 0 −i∂1
−i∂2 i∂1 0



 iE1(x) + B1(x)iE2(x) + B2(x)
iE3(x) + B3(x)

 . (21)
The imaginary terms in the above equations give rise to the equation:
E˙(x) = curlB (22)
while the real parts give the equation:
B˙(x) = −curlE (23)
These two equations are just the Maxwell equations in the absence of charges
and currents, except that strictly speaking we miss two of the Maxwell equations,
namely
divE(x) = 0 and divB(x) = 0. (24)
However, these two missing equations are derivable from the other Maxwell
equations in time differentiated form. That is to say, by using the result that the
divergence of a curl is zero, one can derive from the other equations that
div E˙(x) = 0 and div B˙(x) = 0 (25)
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which is though not quite sufficient. Integration of the resulting equations (25)
effectively replaces the 0’s on the right hand sides of equations (24) by terms
constant in time, which we might interpret as some constant electric and mag-
netic charge distributions respectively. In our free field theory approximation, we
have potentially ignored such terms. So we may claim that, in the approxima-
tion to which we have worked so far, we have derived the Maxwell equations
sufficiently well.
5 Homolumo-gap and analogue for bosons
The Homolumo-gap effect refers to a very general feature of systems of Fermions,
which possess some degrees of freedom that can adjust themselves so as to lower
the energy as much as possible. The effect is so general that it should be useful
for almost all systems of Fermions, because even if they did not have any ex-
tra degrees of freedom to adjust there would, in the Hartree approximation, be
the possibility that the Fermions could effectively adjust themselves. The name
Homolumo gap was introduced in chemistry and stands for the gap between “
the highest occupied” HO “molecular orbit” MO and the “lowest unoccupied”
LU “molecular orbit” MO. The point is simply that if the filled (occupied) orbits
(single particle states) are lowered the whole energy is lowered, while it does not
help to lower the empty orbits. It therefore pays energetically to make the occu-
pied orbits go down in energy and separate from the unfilled ones; thus a gap
may appear or rather there will be a general tendency to get a low level density near
the Fermi-surface. This effect can easily be so strong that it causes a symmetry to
break [6]; symmetry breaking occurs if some levels, which are degenerate due
to the symmetry, are only partially filled so that the Fermi-surface just cuts a set
of degenerate states/orbits. It is also the Homolumo-gap effect which causes the
deformation of transitional nuclei, which are far from closed shell configurations.
We want to appeal to this Homolumo gap effect, in subsection 5.3, as a justifica-
tion for the assumption that the Fermi-surface gets close to those places on the
energy axis where the level density is minimal.
However we first want to discuss a similar effect, where the degrees of free-
dom of a system of Bosons adjust themselves to lower the total energy. As for
the Fermion systems just discussed, this lowering of the total energy is due to the
adjustment of a sum over single particle energies—the minimisation of the zero-
point energy of the bosonic system. We consider the effect of this minimisation to
be the analogue for Bosons of the Homolumo-gap effect.
5.1 The analogue for bosons
In the “derivation” of the Maxwell equations given in subsection 4.3, we started
by introducing the assumption of the existence of a zero frequency,ω = 0, eigen-
value by taking the number of Hermitian fields and thereby the order of the an-
tisymmetric matrix Aij to be odd. We now turn to our more general assumption
of the existence of multiply degenerateω = 0 eigenvalues. Honestly we can only
offer a rather speculative argument in favour of our assumption that there should
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be several eigenvalues which are zero, even in the case when the total number of
fields is not odd. For quite generic matrices, as would be the cleanest philosophy,
it is simply not true that there would be zero eigenvalues for most momenta in
the case of an even number of fields. However, let us imagine that there are many
degrees of freedom of the whole world machinery that could adjust themselves
to minimize the energy of the system and could also influence the matrix Aij(p).
Then one could, for instance, ask how it would be energetically profitable to ad-
just the eigenvalues, in order to minimize the zero-point energy of the whole (sec-
ond quantized) system. This zero-point energy is formally given by the integral
over all (the more than three dimensional) momentum space; let us just denote
this integration measure by dp, so that:
Ezero−point =
∫
dp
∑
eigenvalue pair k
|ωk(p)|/2 (26)
Provided some adjustment took place in minimizing this quantity, there would
a priori be an argument in favour of having several zero eigenvalues, since they
would contribute the least to this zero-point energy Ezero−point. At first sight, this
argument is not very strong, since it just favours making the eigenvalues small
and not necessarily making any one of them exactly zero. However, we under-
lined an important point in favour of the occurrence of exactly zero eigenvalues,
by putting the numerical sign explicitly into the integrand |ωk(p)|/2 in the ex-
pression (26) for the zero-point energy. The important point is that the numeri-
cal value function is not an ordinary analytic function, but rather has a kink at
ωk(p) = 0. This means that, if other contributions to the energy of the whole sys-
tem are smooth/analytic, it could happen that the energy is lowered whenωk(p)
is lowered numerically for both signs of ωk(p); here we consider ωk(p) to be a
smooth function of the adjusting parameters of the whole world machinery (we
could call them “garbage parameters”). For a normal analytic energy function this
phenomenon could of course never occur, except if the derivative just happened
(is fine-tuned one could say) to be equal to zero at ωk(p) = 0. But with a contri-
bution that has the numerical value singularity behaviour it is possible to occur
with a finite probability (i.e. without fine-tuning), because it is sufficient that the
derivative of the contribution to the total energy from other terms is numerically
lower than the derivative of the zero-point term discussed. Then, namely, the lat-
ter will dominate the sign of the slope and the minimum will occur exactly for
zeroωk(p).
In this way, we claim to justify our assumption that the matrix Aij(p) will
have several exactly zero eigenvalues and thus a far frommaximal rank; the rank
being at least piecewise constant over momentum space. We shall therefore now
study antisymmetric matrices with this property in general and look for their
lowest energy excitations.
5.2 Using several zero eigenvalues to derive Maxwell equations
As in subsection 4.3, we assume that when a single pair of opposite sign eigen-
values approach zero as a function of the momentum, we can ignore the faraway
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eigenvalues. Then, using the approximation of only considering the fields cor-
responding to the two eigenvalues approaching zero and the several exact zero
eigenvalues, we end up with an effective (n+ 2) x (n+ 2)matrix Aij(p) obeying
the constraint of being of rank two (at most). Now we imagine that we linearize
the momentum dependence of Aij(p) on p around a point in momentum space,
say p0, where the pair of eigenvalues approaching zero actually reach zero, so
that the matrix is totally zero, Aij(p0) = 0, at the starting point for the Taylor
expansion. That is to say that, corresponding to different basis vectors in momen-
tum space, we get contributions to the matrixAij(p) linear in the momentum dif-
ference p− p0. Now any non-zero antisymmetric matrix is necessarily of rank at
least 2. So the contribution from the first chosen basis vector in momentum space
will already give a matrix Aij of rank 2 and contributions from other momentum
components should not increase the rank beyond this. A single basis vector for a
set of linearly parameterised antisymmetric real matrices can be transformed to
just having elements (1,2) and (2,1) nonzero and the rest zero. In order to avoid
a further increase in the rank of the matrix by adding other linear contributions,
these further contributions must clearly not contribute anything to matrix ele-
ments having both column and row index different from 1 and 2. However this
is not sufficient to guarantee that the rank remains equal to 2. This is easily seen,
because we can construct 4 x 4 antisymmetric matrices, which are of the form of
having 0’s on all places (i,j) with both i and j different from 1 and 2 and have
nonzero determinant.
So let us consider 4 by 4 sub-determinants of the matrix Aij already argued
to be of the form 

0 A12 A13 · · · A1n
−A12 0 A23 · · · A2n
−A13 −A23 0 · · · 0
: : 0 · · · 0
−A1n −A2n 0 · · · 0

 . (27)
Especially let us consider a four by four sub-determinant along the diagonal in-
volving columns and rows 1 and 2. The determinant is for instance
det


0 A12 A13 A15
−A12 0 A23 A25
−A13 −A23 0 0
−A15 −A25 0 0

 = −
(
det
(
A13 A15
A23 A25
))2
. (28)
In order that the matrixAij be of rank 2, this determinant must vanish and so we
require that the 2 by 2 sub-matrix (
A13 A15
A23 A25
)
(29)
must be degenerate, i.e. of rank 1 only. This means that the two columns in it are
proportional, one to the other. By considering successively several such selected
four by four sub-matrices, we can easily deduce that all the two columns(
A13
A23
)
,
(
A14
A24
)
, · · ·
(
A1n
A2n
)
(30)
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are proportional. This in turn means that we can transform them all to zero, ex-
cept for say (
A13
A23
)
, (31)
by going into a new basis for the fields φk(p − p0). So, finally, we have trans-
formed the formulation of the fields in such away that only the upper left three by
three corner of the Amatrix is non-zero. But this is exactly the form for which we
argued in subsection 4.3 andwhich was shown to be interpretable as the Maxwell
equations, andmoreover theMaxwell equations for just three spatial dimensions!
5.3 The Weyl equation derivation
Let us now turn to the application of the Homolumo-gap effect to a system of
Fermions in our general field theory model.We shall assume that the Homolumo-
gap effect turns out to be strong enough to ensure that the Fermi-surface just gets
put to a place where the density of levels is very low. Actually it is very realistic
that a gap should develop in a field theory with continuum variables p label-
ing the single particle states. That is namely what one actually sees in an insula-
tor; there is an appreciable gap between the last filled band and the first empty
band. However, if the model were totally of this insulating type, the poor physi-
cist would not “see” anything, because he is supposed to be unable to afford to
raise a particle from the filled band to the empty one. So he can only see some-
thing if there are at least some Fermion single particle states with energy close to
the Fermi-surface.
We shall now divide up our discussion of what happens near the Fermi-
surface according to the number of components of the Fermion field that are rele-
vant in this neighborhood. Let us denote by n the number of Fermion field com-
ponents, which contribute significantly to the eigenstates near the Fermi-surface
in the small region of momentum space we choose to consider.
The eigenvalues ±ω of iAij – which come in pairs – correspond to eigen-
states with complex components. Thus it is really easiest in the fermionic case
to “go back” to a complex field notation, by constructing complex fields out of
twice as big a number of real ones. So now we consider the level-density near the
Fermi-surface for n complex Fermion field components.
5.4 The case of n = 0 relevant levels near Fermi-surface
The n = 0 case must, of course, mean that there are no levels at all near the
Fermi-surface in the small momentum range considered. This corresponds to the
already mentioned insulator case. The poor physicist sees nothing from such re-
gions inmomentum space and hewill not care for such regions at all. Nonetheless
this is the generic situation close to the Fermi surface and will apply for most of
the momentum space.
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5.5 The case of n = 1 single relevant level near the Fermi-surface
In this case the generic situation will be that, as a certain component of the mo-
mentum is varied, the level will vary continuously in energy. This is the kind of
behaviour observed in a metal. So there will be a rather smooth density of levels
and such a situation is not favoured by the Homolumo gap effect, if there is any
way to avoid it.
5.6 The case of n = 2 relevant levels near the Fermi-surface
In this situation a small but almost trivial calculation is needed.Wemust estimate
how a Hamiltonian, described effectively as a 2 by 2 Hermitian matrix H with
matrix elements depending on the momentum p, comes to look in the generic
case—ı.e. when nothing is fine-tuned—and especially how the level density be-
haves. That is, however, quite easily seen, when one remembers that the three
Pauli matrices and the unit 2 by 2 matrix together form a basis for the four di-
mensional space of two by two matrices. All possible Hermitian 2 by 2 matrices
can be expressed as linear combinations of the three Pauli matrices σj and the
unit 2 by 2 matrix σ0 with real coefficients. We now consider a linearized Taylor
expansion3 of the momentum dependence of suchmatrices, by taking the four co-
efficients to these four matrices to be arbitrary linear functions of the momentum
minus the “starting momentum” p0, where the two levels become degenerate
with energyω(p0). That is to say we must take the Hermitian 2 by 2 matrix to be
H = σaVia(pi − p0i) + σ
0ω(p0). (32)
This can actually be interpreted as the Hamiltonian for a particle obeying the
Weyl equation, by defining
P1 = V
i
1(pi − p0i) P2 = V
i
2(pi − p0i) P3 = V
i
3(pi − p0i) (33)
Hnew = H − σ
0Vi0(pi − p0i) − σ
0ω(p0) = σ · P (34)
ωnew = ω− V
i
0(pi − p0i) −ω(p0) (35)
and supposing that the Vi0 are not too large
4 compared to the other Via’s. The
renormalisation of the energy, eq. (35), is the result of transforming away a con-
stant velocity Vi0 in D dimensions carried by all the Fermions, using the change
of co-ordinates x′i = xi − tVi0, and measuring the energy relative to ω(p0). Note
that the “starting momentum” p0 will generically be of the order of a fundamen-
tal (Planck scale) momentum, which cannot be significantly changed by a “poor
physicist”. So the large momentum p0 effectively plays the role of a conserved
3 A related discussion of the redefinition of spinors has been given in the context of the
low energy limit of a Lorentz violating QED model [7].
4 If the V i0 are very large, there is a risk that different sides of the upper light-cone fall
above and below the value ω(p0) of the energy at the tip of the cone.
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charge at low energy, justifying the use of complex fermion fields and the exis-
tence of a Fermi surface.
A trivial calculation for theWeyl equation,Hnewψ = ωnewψ, leads to a level
density with a thin neck, behaving like
ρ ∝ ω2new (36)
According to our strong assumption about homolumo-gap effects, we should
therefore imagine that the Fermi-surface in this case would adjust itself to be
near the ωnew = 0 level. Thereby there would then be the fewest levels near the
Fermi-surface.
5.7 The cases n ≥ 3
For n larger than 2 one can easily find out5 that, in the neighbourhood of a point
where the n by n general Hamiltonian matrix deviates by zero from the unit
matrix, there are generically branches of the dispersion relation for the particle
states that behave in the metallic way locally, as in the case n = 1. This means
that the level density in such a neighborhood has contributions like that in the
n = 1 case, varying rather smoothly and flatly as a function of ω. So these cases
are not so favourable from the Homolumo-gap point of view.
5.8 Conclusion of the various n cases for the Fermion model
The conclusion of the just given discussion of the various n-cases is that, while of
course the n = 0 case is the “best” case from the point of view of the homolumo-
gap, it would not be noticed by the “poor physicist” and thus would not be of any
relevance for him. The next “best” from the homolumo-gap point of view is the
case n = 2 of just two complex components (corresponding to 4 real components)
being relevant near the Fermi-surface. Then there is a neck in the distribution of
the levels, which is not present in the cases n = 1 and n > 2.
So the “poor physicist” should in practice observe the case n = 2, provided
the homolumo-gap effect is sufficiently strong (a perhaps suspicious assump-
tion).
Now, as we saw, this case of n = 2 means that the Fermion field satisfies a
Weyl equation, formally looking like the Weyl equation in just 3+1 dimensions! It
should however be noticed that there are indeed more spatial dimensions, by as-
sumption, in our model. In these extra spatial dimensions, the Fermions have the
same constant velocity which we were able to renormalise to zero, because the
Hamiltonian only depends on the three momentum components P in the Tay-
lor expandable region accessible to the “poor physicist”. The latter comes about
because there are only the three non-trivial Pauli matrices that make the single
particle energy vary in a linear way around the point of expansion. In this sense
the number of spatial dimensions comes out as equal to the number of Pauli ma-
trices.
5 HBNwould like to thank S. Chadha for a discussion of this n ≥ 3 case many years ago.
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6 Conclusion, re´sume´, discussion
We have found the remarkable result that, in the free approximation, our very
general quantum field theory, which does not have Lorentz invariance put in, leads
to Lorentz invariance in three plus one dimensions for both Bosons and Fermions. In
the derivation of this result, we made use of what we called the homolumo-gap
effect and its “analogue for Bosons” and that experimentalists only have access to
energies low compared to the fundamental scale. The derivation of three spatial
dimensions should be understood in the sense that our model, which has at first
a space of D dimensions, leads to a dispersion relation (ı.e. a relation between
energy and momentum) for which the derivative of the energy ω w.r.t. the mo-
mentum inD−3 of the dimensions is independent of the momentum. Then, in the
remaining 3 dimensions, we get the well-known Lorentz invariant dispersion re-
lations both in the Bosonic and the Fermionic cases. In fact we obtained the Weyl
equation and the Maxwell equations, in the fermionic and the bosonic cases re-
spectively, as “generic” equations of motion – after the use of the homolumo gap
and its analogue. These Maxwell and spin one half equations of motion are in
remarkable accord with the presently observed (ı.e. ignoring the Higgs particle)
fundamental particles!
6.1 Some bad points and hopes
In spite of this remarkable success of our model in the free approximation, we
have to admit there are a number of flaws:
1) The three space dimensions selected by each type of particle are a priori
overwhelming likely not to be the same three. That is to say we would have to hope
for some speculative mechanism that could align the three dimensions used by
the different species of particles, so as to be the same three dimensions.
2) Although we have hopes of introducing interactions, it is not at all clear
how these interactions would come to look and whether e.g. they would also be
Lorentz invariant—according to point 1) one would a priori say that they do not
have much chance to be Lorentz invariant.
3) There are extra dimensions in the model, although they do not participate
in the derived Lorentz invariance which is only a 3+1 Lorentz invariance. Rather
the velocity components in the extra dimension directions are constant, indepen-
dent of the momentum of the particles. We can really by convention renormalise
them to zero and claim that we do not see the extra dimensions, because we can-
not move in these directions. But from point 1) there is the worry that these di-
rections (in which we have no movement) are different for the different types of
particles.
The best hope for rescuing the model from these problems might be to get
rid of momentum conservation in the extra directions.Wemight hope to get some
attachment of the particles to a fixed position in the extra directions much like at-
tachments to branes, but then one would ask how this could happen in a natural
way. Of course the point of viewmost in the spirit of the randomdynamics project
would be that a priori we did not even have momentum conservation, but that it
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also just arose as the result of some Taylor expansion. This becomes very specula-
tive but it could easily happen that it is much easier to get a translational invari-
ance symmetry develop, along the lines suggested in section 6.2.3 of our book [2],
for the momentum directions in which we have rapid motion than in the direc-
tions in which we have zero velocity. If we crudely approximated the particles
by non-relativistic ones, the rapid motion would mean low mass while the zero
motion would mean a very huge mass. The uncertainty principle would, there-
fore, much more easily allow these particles to fall into the roughness valleys6
in the translational invariance violating potential in the extra directions, where
the non-relativistic mass is much larger than in the 3 space directions. A particle
would be very much spread out by uncertainty in the 3 directions and, thus, only
feel a very smoothed out roughness potential, if translational invariance is bro-
ken in these directions. In this way translational invariance could develop in just
3 dimensions.
A breakdown of the translational invariance—or, as just suggested, a lack of
its development—in the extra dimensions would be very helpful in solving the
above-mentioned problems. This is because there would then effectively only be
3 space dimensions and all the different types of particles would, thus, use the
same set of 3 dimensions. It must though be admitted that they would still have
different metric tensors, or metrics we should just say. We had some old ideas [2]
for solving this problem, but they do not quite work in realistic models.
6.2 Where did the number three for the space dimension come from?
One might well ask why we got the prediction of just three for the number of
spatial dimensions. In fact we have derived it differently, although in many ways
analogously, for Bosons and for Fermions:
Bosons: For Bosons we obtained this result by considering the simultaneous
approach of a pair of equal and opposite eigenvalues of the real antisymmet-
ric matrix Aij to the supposedly existing zero frequency, ω = 0, level(s). Thus
the rank of the matrix A relevant to this low energy range is just two, except at
the point around which we expand where it has rank zero. Then we argued that
we could transform such a matrix in such a way that it effectively becomes a 3
by 3 matrix—still antisymmetric and real. So the matrix A has effectively three
independent matrix elements and each can vary with the components of the mo-
mentum. However, in the low energy regime, this dependence can be linearized
and A only depends on three linearly independent components of the momen-
tum. It is these three dimensions in the directions of which we have non-zero
velocity (or better non-constant velocity) for the Boson—the photon, say, in as far
as it obeys the Maxwell equations. We thus got the number three as the number
of independent matrix elements in the antisymmetric matrix A, obtained after
transforming away most of this rank two matrix.
Fermions: In this case we went to a complex notation, although we still started
from the same type of antisymmetric real matrix as in the bosonic case. The
6 By roughness valleys we refer to the (local) minima or valleys in a potential representing
a non-translational invariant potential set up so as break momentum conservation.
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homolumo-gap argumentation suggested that just n = 2 complex components
in the field should be “relevant” near the Fermi surface, after ruling out the triv-
ial n = 0 case as unobservable by anybody. This number of relevant components
thenmeant that just n2−1 = 4−1 = 3 non-trivial linearly independentn bynma-
trices could be formed. These three matrices could, of course, then be used as the
coefficients for three momentum components in the linearized (Taylor expanded)
momentum dependence of the Hamiltonian. In this way the number three arose
again.
So there is an analogy at least in as far as, for both Bosons and Fermions, it
is the number of linearly independent matrices of the type finally used, which
remarkably predicts the observable number of spatial dimensions to be 3. How-
ever in the bosonic case it is real three by three matrices which we ended up with,
while in the fermionic case it is Hermitian 2 by 2 matrices with the unit matrix
omitted. The unit matrix is not counted because it does not split the levels and
basically could be transformed away by the shift of a vierbein, ı.e. by adjusting
the meaning of the momentum and energy components.
A strange prediction of the Boson model is that, at first at least, we get a
parity symmetric state of the world for the Maxwell fields. That is to say for ev-
ery state of the electromagnetic—or generalized Yang Mills—field there is some-
where, reflected in the origin of position space, a corresponding reflected state. In
principle we could test such an idea, by looking to see whether we could classify
galaxies found on the sky into pairs that could correspond to mirror images—in
the “origin”—of each other. Really we hope that this illness of our model might
easily repair itself.
7 Acknowledgements
C.D.F. thanks Jon Chkareuli and H.B.N. thanks Bo Sture Skagerstam for help-
ful discussions. C.D.F. thanks PPARC for a travel grant to attend the 2001 Bled
workshop and H.B.N. thanks the Alexander von Humboldt-Stiftung for the For-
schungspreis.
References
1. H. B. Nielsen, Fundamentals of Quark Models, eds. I. M. Barbour and A. T. Davies, Scot-
tish Universities Summer School in Physics (1976), pp. 528-543.
2. C. D. Froggatt and H. B. Nielsen, Origin of Symmetries, (World Scientific, Singapore,
1991).
3. N. Mankoc Borstnik and H. B. Nielsen, hep-ph/0108269.
4. H. B. Nielsen and S. E. Rugh, hep-th/9407011.
5. CPT and Lorentz Symmetry, ed. by V. A. Kostelecky (World Scientific, Singapore, 1999);
CPT and Lorentz Symmetry II, ed. by V. A. Kostelecky (World Scientific, Singapore, 2002)
6. H. A. Jahn and E. Teller, Proc. Roy. Soc. London A161 (1937) 220.
7. D. Colladay and V. A. Kostelecky, Phys. Rev.D55 (1997) 6760;
D. Colladay and V. A. Kostelecky, Phys. Rev.D58 (1998) 116002;
D. Colladay and P. McDonald, J. Math. Phys. 43 (2002) 3554.
BLED WORKSHOPS
IN PHYSICS
VOL. 3, NO. 4
Proceedings to the 5th Workshop
What comes beyond . . . (p. 20)
Bled, Slovenia, July 13-24, 2002
Unitary Representations, Noncompact Groups
SO(q, d− q) and More Than One Time
N. Mankocˇ Borsˇtnik1,2, H. B. Nielsen3 and D. Lukman2
1 Department of Physics, University of Ljubljana, Jadranska 19, 1111 Ljubljana, Slovenia
2 Primorska Institute for Natural Sciences and Technology, C. Marezˇganskega upora 2,
Koper 6000, Slovenia
3 Department of Physics, Niels Bohr Institute, Blegdamsvej 17, Copenhagen, DK-2100
Abstract. Since the Lorentz group and accordingly the Poincare´ group are noncompact
groups, the question arises if and under which conditions can one define an inner prod-
uct of two state vectors of a chosen irreducible representation space of the Lorentz group
or accordingly of the Poincare´ group for let us say spinors which is invariant under the
Lorentz transformations and unitary for any dimension d and any signature q + (d − q)
(with q time and d−q space dimensions) and what can one define as a probability density.
This contribution is analyzing some aspects of a possible answer to this question.
1 Introduction
There are many experiences and accordingly many papers in the literature and
books about representations of the Lorentz and the Poincare´ group in one time
and three space dimensions. The answer to the question when can one define for,
let us say, spinors a current, which transforms under the Lorentz transformations
as a d-vector with a zero component, which can be interpreted as a probability
density for three space and one time dimensions and yet spinors obey equations
of motion, are known since Dirac and Wigner[1,2,3].
For the Minkowski metric we may write an inner product for two generic
states |φ〉 and |ψ〉 of a chosen irreducible representation of the Lorentz group and
accordingly of the Poincare´ group as
〈φ||ψ〉 = 〈φ|Oψ〉. (1)
In this contribution we shall pay attention to mainly “spinors“. (We call “spinors“
the representations, for which the relation [Sab, Sac]− = 1/2ηaaηbc is fulfilled.
For these casesO = γ0, which is the time-like member of d γa matrices, fulfilling
the Clifford algebra
{γa, γb}+ = 2η
ab. (2)
Although the matrices γa are not among the infinitesimal generators of either the
Lorentz or the Poincare´ group they still are needed to define the inner product for
spinors so that it is unitary and Lorentz invariant. However, as it is well known,
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the infinitesimal generators of the Lorentz group Sab - the internal part of - are
for spinors expressible in terms of the γa matrices
Sab =
i
4
[γa, γb]− (3)
and one of invariants[4] of the Poincare´ group - the operator of handedness Γ -
can be written as
Γ : = (i)d/2
∏
a
(
√
ηaaγa), if d = 2n, (4)
with Γ † = Γ and Γ2 = I. Can one define the inner product, which is unitary
and Lorentz invariant for any signature and any spin? The answer to this ques-
tion could help to understand, why Nature has made a choice of one time and
three space coordinates at the low energy regime. (For discussions on this topic
the reader can look at references[6,7,10,5,6], arguing that it is the internal space,
which influences the choice of signature and also the choice of dimensions.)
We also would like to know all equations of motion which fields should
obey for a signature q, (d − q). We would like to know a possible quantization
procedure, starting from Lagrange formalism, Hamilton equations of motion,
Poisson brackets, first quantization procedure and the corresponding uncertainty
principle, Fourier transformations, second quantization procedure, an interaction
scheme among fields andmany other properties formore than one time signature
(if all these procedures are at all applicable to more than one time signature).
In this paper, we shall mainly discuss the question whether or not one can de-
fine the inner product, which is Lorentz invariant and yet unitary, for any signa-
ture. Since the use of the Bargmann-Wigner[8,7] prescription enables to construct
states for any spin out of states of spinors, we shall look for the inner product
only for spinors.
2 Proposal for inner product for spinors in any dimension and
for any signature
The answer to the question, whether or not one can define an inner product,
which is Lorentz invariant and yet unitary for a spinor in d-dimensional spaces
for a generic signature q, (d − q), is rather simple.
We first have to notice that due to the Hermiticity property of the γa matri-
ces,
γa† = γaηaa, (5)
the inner part of the generators of the Lorentz transformations has theHermiticity
properties as follows
Sab† = ηaaηbbSab. (6)
The generators of the Lorentz transformations are the sum of the spin (the inner
part) and the generators of the Lorentz transformations in ordinary part of the
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space-time, that is Lab = xapb − xbpa, where pa is a conjugate momentum op-
erator to xa. Lab are Hermitian operators, Lab† = Lab, while Sab, as we see in
Eq.6, are in general not. Since the Hermiticity or anti-Hermiticity property of Sab
depends on the signature, a general Lorentz transformation operator
U(ω) = e−
i
2
ωabS
ab
(7)
has not the property of an unitary operator in the sense that U† would be equal
to U−1.
In order that two observers, belonging to two Lorentz transformed coordi-
nate systems (with respect to each other), will measure the same probabilities for
a physical event, it must be that the inner product should not changewith Lorentz
transformations
〈Uφ||Uψ〉 = 〈φ||ψ〉 = 〈φ|Oψ〉. (8)
With O = γ0 and d = 4, this requirement is certainly fulfilled for the Minkowski
metric when a spinor is involved, since Sab†γ0 = γ0Sab for each a, b and accord-
ingly U†γ0 = γ0U−1. We then have (this is the well known fact for d = 1 + 3, of
course) that (ψ(x) = 〈x|ψ〉)
ψ(x)†γ0 γaγb...γn︸ ︷︷ ︸
n times
ψ(x) (9)
transforms as a tensor of the rank n under a Lorentz transformation. We find
accordingly that
ψ(x)†γ0γaψ(x) (10)
is a 4 vector and then ψ(x)†ψ(x) is as a positive definite quantity interpreted as a
probability density.
When the signature q + (d − q) is under consideration and q ≥ 1 the in-
ner product as defined in Eq.(1) still guarantees its Lorentz invariance and the
unitarity
〈Uφ||Uψ〉 = 〈Uφ|OUψ〉 = 〈φ||ψ〉 = 〈φ|Oψ〉. (11)
provided now that O is for spinors generalized to
O = (i)(q−1)/2
∏
a∈ηaa=1
γa, for q odd,
O = (i)q/2
∏
a∈ηaa=1
γa, for q even. (12)
We can check that O has the property O† = O, which is needed in order that
〈ψ||ψ〉 = (〈ψ||ψ〉)†. The product in Eq.(12) includes all γa, with the index a (in the
increasing order) belonging to the time-like coordinates. Then U†O = OU−1 and
the inner product for two Lorentz transformed observers is the same.
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It is still true that
ψ(x)†γ0 γaγb...γn︸ ︷︷ ︸
n times
ψ(x) (13)
transforms as a tensor of the rank nwith respect to a Lorentz transformation. For
a vector, for example, it follows that (Uψ(x))†Oγa(Uψ(x)) = Λab ψ(x)†Oγbψ(x).
(It is usually ψ(x)†Oγ0ψ(x), which in 1 + (d − 1) plays the role of a probability
density and not ψ(x)†Oψ(x) !)
When there are more than one time coordinate the question, what can one
interpret as a probability density, arises, which in this contribution we are not yet
able to answer. Only for one time coordinate (for any d) the time component of
the vector ψ(x)†Oγaψ(x) has the form, which we use to interpret as a probability
density, namely ψ(x)†ψ(x).
3 Inner product for spinors obeying equations of motion
Eq.(11) defines the inner product for all possible states of a Hilbert space in q +
(d − q) dimensional space, without specifying details.
Let us first treat scalars, which obey no equation of motion. We expect O =
I. Let a label i define (see Weinberg[2] Vol I, Eqs.(2.5.1,2.5.19)) all the internal
degrees of freedom (we pay attention first of all on spin degree of freedom). States
ψi depend on momenta pa = (p0, p1, .., pd) with all possible components of pa.
If eigenstates of the momentum operator, they can be orthonormalized as follows
〈ψp,i|ψp,k〉 = δik δd(p − p ′). (14)
Of a particular interest are eigenstates of the equations of motion operator
(papa = 0)Φi, which depend on components pa defined on a surface on which
papa = 0. Let us treat for a while massless particles only. Let q = 1 and p is
a d − 1 vector in the subspace with the Euclidean signature. If one starts with
a vector ψp,k which depends on a generic pa, one has to project ψp,k first on
a (d − 1)-dimensional surface on which (p0)2 = (p)2. We can achieve this by
a projector-like operator δ(papa) since δ(papa)δ(papa) = N δ(papa), with N
which is ∞ (but can be taken into account in the normalization procedure). Ac-
cordingly, δ(papa)Ψp,i is (up to a normalization factor) a projection of Ψp,i on a
state defined on a surface on which (p0)2 = (p)2. A state Ψi, which depend on a
generic pa can then with the requirement that only the projection on the surface
of papa = 0makes sense be orthonormalized as follows
〈Ψ^i|Ψ^k〉 =
∫
ddp 〈Ψi|p〉δ(PaPa)〈p|Ψk〉µ
= δik
∫
N d
d−1p
2
√
p2
(Ψ^
†
i
^Psik)
∣∣∣∣
(p0)2=(p)2
, (15)
with the weight function µ which is equal to µ = Nθ(p0) for p0 ≥ 0, or µ =
N (1− θ(p0)) for p0 ≤ 0, withN which is a normalization constant. In Eq.(15) the
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projector was of course needed only once, we put it on 〈p|Ψi〉. We may interpret
(Ψ^
†
iΨ^k)
∣∣∣∣
(p0)2=(p)2
as a probability density in the Euclidean part of the Hilbert
space, if we chose N = 2p0. The notation Ψ^i is to point out that the projection of
the state Ψi on a state defined on a surface on which (p0)2 = (p)2 was performed.
Eqs.(1,15) are valid for any dimension d with the Minkowski signature (1 +
(d − 1)). We easily prove Eq.(15) by integrating it over p0.
Let us assume againMinkowski signature 1+(d−1) and treat spinors instead
of scalars. Again we are interested on spinors, which obey equations of motion.
Massless spinors obey equations of motion γaPa = 0. For spinors δ(γaPa) is a
kind of “projector“ as it is δ(PaPa) in the case of scalars.We find1
δ(γaPa) = 2(γ
aPa) δ(P
aγaP
bγb) = 2(γ
aPa) δ(P
aPa). (16)
We immediately see that for massless spinors the “projector“ δ(γaPa) not only
projects states Ψi on a subspace of states which are eigenstates of the operator
PaPa = 0 but also transforms a left handed spinor with Γ = −1 into a right
handed spinor with Γ = 1. We stay within a Weyl representation of a chosen
handedness, if we first multiply a state Ψi with a scalar operator γana, where
na is a vector with a property nana = 1 and then make use of the “projector“
δ(γaPa). We can write an inner product for two states, which are defined in the
entire momentum space, but for which we are only interested in the parts, which
are the projections of the two states on the subspace, on which the equations of
motion are fulfilled, as follows
〈Ψ^i|Ψ^k〉 =
∫
ddp〈γcncΨi|p〉 O 2γapa δ(pbpb) γdnd〈p|Ψk〉 (17)
=
∫
ddp〈Ψi|p〉 O 2(p0γ0 + γp) δ(pbpb)〈p|Ψk〉 (18)
= N
∫
dd−1p (Ψ^
†
i Ψ^k)
∣∣∣∣
(p0)2=(p)2
, (19)
since (naγa)†O = Onaγa, naγanbγb = I, paγanbγb = nbγb(p0γ0+pγ), while
(p0γ0 + γp)δ(PaPa)Ψp,k = 2p
0γ0δ(pap
a)Ψp,k. Again, Ψ^i is the notation, which
point out that the projection of a state Ψi on a state defined on a surface on which
(p0)2 = (p)2 is what we are interested in.
1 We are using the formula δ(f(x)) = δ(x)/
(
∂f
∂x
)
x=a
which is valid if f has a single simple
zero a. This formula can be proved in the followingway: we substitute Taylor expansion
for f around simple zero a,
f(x) ≈ f(a) + (x − a) ·
(
∂f
∂x
)
x=a
+ . . . ,
in the argument of δ function∫
h(x)δ(f(x))dx =
∫
h(x)δ
(
(x − a) · ∂f
∂x
)
dx
which immediately yields the required formula.
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We have obtained a meaningful definition of the probability density, which
is Ψ^†iΨ^k
∣∣∣∣
(p0)2=(p)2
.
Have we learned enough from the case 1+ (d − 1) to proceed to the general
q + (d − q)? To generalize the inner product for spinors from q = 1 to any q
we would need to know all the equations of motion, since equations of motion
occur as projectors in the inner product (Eq.(19)). Up to now we only have taken
into account one equation of motion, the Weyl one. Are there more than one?
Having more than one time parameter, one would expect more than one equation
of motion. We see, for example, that for two time parameters one immediately
can find two momenta, which are orthogonal to each other and yet both fulfil
the condition papa = 0, namely, for example, pa0 = (p
0, 0, · · · , 0, p0) and pa1 =
(0, p1, 0, · · · , p1, 0). For general q one findsmin{q, d−q} vectors pa, which all are
orthogonal to each other. We further see that
(
min{q,d−q}∑
β=1
αβ γ
apβa)
2 = 0 (20)
leads to a solution
paβpβa = 0, p
a
βpγa = 0, for all β, γ ∈ (1,min{q, d − q}), (21)
with q vectors paβ, which are orthogonal to each other. This should motivate us to
look for more than one equations of motion, namely formin{q, d − q} equations
of motion.
4 Conclusion
In this contribution we have tried to confront the problems which occur when the
signature of time-space is q + (d − q), with q > 1. We have studied in particular
a definition of an inner product of two generic spinors in d-dimensional space,
belonging to a chosen irreducible representation of the Lorentz group or accord-
ingly of the Poincar ’e group. We expect that the inner product is unitary and
Lorentz invariant, while the Lorentz group SO(q, d − q) is noncompact. We also
expect that the probability density has some meaning. One of the motivations for
studying these problems is to find out, why Nature has made a choice of one time
and three space dimensions, with some problems already discussed in ref.[9].
For q = 1 the answers to these questions are known since Dirac and Wigner.
The problem of the unitarity of the inner product was solved by defining Ψ¯ =
Ψ†γ0. Since usually not the whole Hilbert space, but only the projection of this
space on the surface on which the equations of motion are fulfilled, is of the in-
terest, the inner product has to manifest this requirement.
In this contribution we generalized the definition of ψ¯ for spinors to any q
of d dimensional space, by introducing the operatorO =∏a is a time−like index γa.
We further study the case with q = 1, by introducing the projector δ(γapa)which
projects the vectors γdnd〈p|Ψk〉, with Ψk, which is a vector in the d-dimensional
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space, on the surface on which the Weyl equation is fulfilled and transforms it
from one handedness to another, so that the projected vector has the same hand-
edness as the starting one, namely Ψk. We did that to be able to generalize the
inner product for any q. The problem, which we haven’t yet solved, is however to
find out all the equations of motion which a spinor should obey in d-dimensional
space of the signature q + (d − q). All the equations of motion should to our un-
derstanding namely enter into the definition of the inner product in a way the
Weyl equation does in Eq.(19).
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Abstract. We propose some possible answers to the open questions of the Standard elec-
troweak model, using the approach of one of us[1,4,6,7] unifying spins and charges. We
demonstrate that one (!) Weyl left handed multiplet of the group SO(1, 13) contains, if rep-
resented in a way to demonstrate the SU(3), SU(2) and U(1)’s substructure, the spinors
(quarks and leptons) and the “antispinors“(antiquarks and antileptons) of the Standard
model (with the right handed weak chargeless neutrino and the left handed weak charge-
less antineutrino in addition), that the weak charge breaks parity while the colour charge
does not, comment on a possible break of the group SO(1, 13)which leads to spins, charges
and flavours of leptons and quarks and antileptons and antiquarks, comment on the ap-
pearance of spin connections and vielbeins as gauge fields connected with charges and as
Yukawa couplings and accordingly as masses of families. We demonstrate the appearance
of families, suggesting symmetries of mass matrices and argue for the appearance of the
fourth family, with all the properties (besides the masses) of the three known families (all
in agreement with ref.[16]). We also comment on small charges of observed spinors (and
“antispinors“) and on anomaly cancellation.
1 Introduction
The Standard electroweak model assumes the left handed weak charged dou-
blets which are either colour triplets (quarks) or colour singlets (leptons) and the
right handed weak chargeless singlets which are again either colour triplets or
colour singlets. And the corresponding “antispinors“ (antiquarks and antilep-
tons). How can it be at all that charges are connected with the handedness of the
group SO(1, 3) which concerns spins? Why does the weak charge break parity
while the colour charge does not? Why there are families of quarks and leptons
and where do families of spinors (fermions) come from? Why are quarks and
leptons massless - until (in the concept of the Standard model) gaining a (small)
mass at low energies through the vacuum expectation value(s) of Higgs fields and
Yukawa couplings (which agrees with the experimental data so well) or where
the Yukawa couplings come from? How particles and antiparticles appear? Why
the observed representations of known charges are so small1: singlets, doublets
1 This paper started as an answer to the Holger Bech Nielsen presentation of an attemt to
argue for small charges at the workshop BLED 2002, “What comes beyond the Standard
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and at most triplets? Why does the anomaly cancellation occur? Why are spinors
(almost) massless at low (observed) energies? Can it not be that indeed all the
internal degrees of freedom - spins and charges - are only one unified degree of
freedommanifesting at low energies as spins and charges?
We are proposing a possible answer to (some of) these questions by us-
ing the approach of one of us[1,4,4,6,7,10,7] and the technique[3,5,10], developed
within this approach. We demonstrate in section 2 that a left handed SO(1, 13)
Weyl spinor multiplet includes, if the representation is interpreted in terms of the
subgroups SO(1, 3), SU(2), SU(3) and the sum of the two U(1)’s, spinors and
“antispinors“ of the Standard model - that is left handed SU(2) doublets and
right handed SU(2) singlets of SU(3) charged quarks and SU(3) chargeless lep-
tons, while “antispinors“ are oppositely charged and have opposite handedness.
(Right handed neutrinos and left handed antineutrinos - both weak chargeless -
are also included, so that the multiplet has 64members, half with spin up and half
with spin down.) The representation for spinors alone is anomaly free (and so is
for “antispinors“) (section 6). And it is also mass protected. Besides, the approach
offers a possible explanation for families of spinors and their masses (sections 3,
4).
Our gauge group is SO(1, 13) - the smallest complex Lorentz group with a
left handed Weyl spinor containing the needed representations of the Standard
model. Accordingly the gauge fields are spin connections and vielbeins[2,7],which
in four dimensional subspace manifest as the gauge fields of the known charges
and the Yukawa couplings (section 4).
We shall mainly comment on representations of the group SO(1, 13) and
of subgroups of this group (section 2) and on a possible way of breaking the
SO(1, 13) symmetry (section 5) leading to the Standard model degrees of free-
dom. But we also shall demonstrate that the action for a Weyl (massless) spinor
in a d-dimensional space with a gravitational gauge field present can manifest in
a four dimensional subspace as an action for a massive (Dirac) spinor, with the
Yukawa couplings following from the gauge field (4), and with the appearance of
families (2.5, 3) of quarks and leptons.
We define the handedness of the group SO(1, d−1) and the subgroups SO(d ′)
of this group (2), with d = 2n and d ′ = 2k in terms of appropriate products of the
generators of the Lorentz transformations in internal space[2,3]. We demonstrate
that handedness of the group SO(1, d−1) and of subgroups play an essential role
for spinors (6).
We use the technique[11], which enables to follow explicitly the appearance
of charged and chargeless states and antistates of an irreducible (left handed
Weyl) representation of the group SO(1, 13) (2.3). It helps to understand the ano-
maly freedom of the representation, the smallness of the representation, the ap-
pearance of the complex representation - needed to distinguish between spinors
and “antispinors“.
model? “. My (S.N.M.B.) answer to the attempt was that the approach of mine unifying
spins and charges offers a natural explanation for small charges. To show this we present
the work (done mainly five years ago with A.B.B.), which is an attempt to answer also
some of other open questions of the Standard model.
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We also introduce (3, 4) the operators, transforming one family into another
and present the mass matrices for the four families of quarks and leptons, sug-
gested by our approach (4.1). We also comment on more than four families, as-
suming the symmetry of mass matrices, proposed by the approach.
In this paper we pay attention on spinor representations only, that is on the
smallest representation besides the trivial one (which is a scalar with respect to all
the internal degrees of freedom, leading to trivial noninteracting fields without
spins and in our approach accordingly also without charges).
2 Spinor representations in d-dimensional space expressed in
terms of Clifford algebra elements
In this section we demonstrate, using the technique[3,7,5,10,7] which represents
spinors in terms of products of the Clifford algebra elements γa, that one left
handed SO(1, 13)multiplet contains states with the properties needed to describe
quarks and leptons of one family of the Standardmodel. We also demonstrate the
appearance of families.
For this purpose we first make in subsection 2.1 a choice of basic states of
the Lorentz group. We choose them to be eigenstates of a chosen Cartan subal-
gebra elements (d/2 for d even) of the Lorentz algebra with d(d − 1)/2 elements.
We are interested in all possible invariants of the group SO(1, 13) and of sub-
groups. We look only on maximal regular subgroups of the group SO(1, 13), that
is on subgroups the sum of ranks of which is the rank of the group SO(1, 13),
which is d/2 = 7 paying attention on even dimensional subspaces, since only
in even dimensional subspaces the mass protection mechanism works[8,10]. We
accordingly pay attention (2.2) on the SO(d ′) subgroups, with d = 2k and their
subgroups SU(2) and SU(3) and U(1)’s. We define the handedness, which is a
Casimir of the group SO(1, 13) or any of subgroups SO(1, d ′ − 1) or SO(d ′).
In subsection 2.3 we present a simple and transparent technique to describe
spinor basic states in terms of products of γa’s. We use this technique in subsec-
tion 2.4 to represent one left handed SO(1, 13)Weyl spinor and to demonstrate its
properties.
2.1 Lorentz group SO(1, 13) and subgroups SO(1, 3), SU(2), SU(3),U(1)
Let operators γa close the Clifford algebra
{γa, γb}+ = 2η
ab, for a, b ∈ {0, 1, 2, 3, 5, · · · , d}, (1)
for any d, even or odd, and let the Hermiticity property of γa’s be
γa+ = ηaaγa, (2)
in order that γa be unitary as usual, i.e. γa†γa = 1.
The operators
Sab =
i
4
[γa, γb] :=
i
4
(γaγb − γbγa) (3)
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close the algebra of the Lorentz group
{Sab, Scd}− = i(η
adSbc + ηbcSad − ηacSbd − ηbdSac) (4)
and also fulfill the spinor algebra {Sab, Sac}+ =
1
2
ηaaηbc. Recognizing from
Eq.(4) that two operators Sab, Scd with all indices different commute, we read-
ily select the Cartan subalgebra of the algebra of the Lorentz group withm = d/2
for d even commuting operators.
We define one of the Casimirs of the Lorentz group which determines the
handedness of an irreducible representation of the Lorentz group2
Γ (d) : = 2d/2
∏
a
√
ηaa S03S12S56 · · · Sd−1 d
= (i)d/2
∏
a
(
√
ηaaγa), if d = 2n, (5)
for any integer n. We understand the product of γa’s in the ascending order with
respect to the index a: γ0γ1 · · ·γd. It follows for any choice of the signature ηaa
that Γ (d) is Hermitean and its square is equal to the unity operator
Γ (d)† = Γ (d), Γ (d)2 = I. (6)
One also finds that in even-dimensional spaces Γ (d) anticommutes (while in odd-
dimensional spaces Γ (d) commutes) with γa’s ({Γ (d), γa}+ = 0 for d even). Ac-
cordingly, Γ (d) always commutes with the generators of the Lorentz algebra
{Γ (d), Sab}− = 0. (7)
For spinors it is easy to see that eigenstates of the Cartan subalgebra are
eigenstates of the operator of handedness as well.
We shall select operators belonging to the Cartan subalgebra of 7 elements of
SO(1, 13) as follows
S03, S12, S56, · · · , S13 14. (8)
We present the operators of handedness for the Lorentz group SO(1, 13) and the
subgroups SO(1, 3), SO(1, 7), SO(1, 9), SO(6) and SO(4)
Γ (1,13) = 27i S03S12S56 · · · S13 14,
Γ (1,3) = −4i S03S12,
Γ (1,7) = −24i S03S12S56S78,
Γ (1,9) = 25i S03S12S9 10S11 12S13 14,
Γ (6) = 8 S9 10S11 12S13 14,
Γ (4) = 4 S56S78. (9)
2 To see the definition of the operator Γ for any spin in even-dimensional spaces see
references[2,3,9,5].
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2.2 Subgroups of SO(1, 13)
From the point of view of small charge representations one would look for the
(SU(2)×SU(2))k (isomorphic to (SO(4))k) content of the group SO(1, 13). Namely,
the SU(2) × SU(2) content of SO(4) (or SO(1, 3)) demonstrates either doublets
with respect to the first SU(2) and singlets with respect to the second or opposite.
But 14 is not a multiple of 4. Accordingly, one can look for the regular subgroups
SO(1, 7) (with the (SU(2)×SU(2))2 content of it) and SO(6) of the group SO(1, 13),
with the sum of the ranks of subgroups (4 and 3, respectively) equal to the rank
of SO(1, 13).
The group SO(1, 13) and the subgroup SO(6) (isomorphic to SU(4)) have
complex representations as all groups of the type SO(2(2k+1)), for any k, have[14].
Complex representations are needed to distinguish between spinors and “anti-
spinors“3. We shall use indices 0, 1, 2, 3 to describe the spin part of the internal
degrees of freedom, indices 5, 6, 7, 8 to describe the weak and one U(1) charge
and indices 9, 10, 11, 12 to describe the colour and another U(1) charge. We shall
use the sum of the two U(1)’s generators to describe the hypercharge Y of the
Standard model and the difference as an additional hypercharge Y ′.
The generators of the subgroups SO(1, 3), SU(2), SU(3) and U(1)’s, needed
to determine the spin, the weak charge, the colour charge and the hyper charges
content of SO(1, 13) can be written in terms of the generators Sab
τAi =
∑
a,b
caiab S
ab,
{τAi, τBj}− = iδ
ABfAijkτAk, (10)
with A = 1, 2, 3, 4, 5, 6 representing the corresponding subgroups and fAijk the
corresponding structure constants. Coefficients cAiab have to be determined so
that the commutation relations of Eq.(10) hold[6].
One expresses the left handed (Γ (1,3) = −1) and the right handed (Γ (1,3) = 1)
content of SO(1, 3) representation with the help of the operators
τ11 :=
1
2
(S23 − iS01), τ12 := 1
2
(−S13 − iS02), τ33 := 1
2
(S12 − iS03)
τ21 :=
1
2
(S23 + iS01), τ22 := 1
2
(−S13 + iS02), τ23 := 1
2
(S12 + iS03). (11)
Equivalently the SU(2) × SU(2) content of the compact group SO(4) follows
τ31 :=
1
2
(S58 − S67), τ32 := 1
2
(S57 + S68), τ33 := 1
2
(S56 − S78)
τ41 :=
1
2
(S58 + S67), τ42 := 1
2
(S57 − S68), τ43 := 1
2
(S56 + S78). (12)
3 The concept of spinors and “antispinors“ can be understood, if looking at the properties
of one Weyl representation in terms of subgroups of SU(3), SU(2) and two U(1)’s in
Table I. We started with oneWeyl spinor only, which then in terms of the representations
of the subgroups demonstrates as spinors with respect to the subgroup SO(1, 3) with
the SU(3) and U(1)’s charges (quarks and leptons) and as spinors with respect to the
subgroup SO(1, 3) with the SU(3) and U(1)’s anticharges (antiquarks and antileptons)
and we call these spinors with anticharges “antispinors“.
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We shall choose τ3i, i = 1, 2, 3 to describe the weak charge and τ43 to describe the
U(1) content of SO(4). We find {τAi, τBj} = iδAB ǫijkτ3k, with A = 1, 2, 3, 4 and
i = 1, 2, 3, except for A = 4, since τ43 is used to determine the U(1) content of
representations.
We express generators of subgroups SU(3) and U(1) of the group SO(6) in
terms of the generators Sab as follows
τ51 : =
1
2
(S9 12 − S10 11), τ52 := 1
2
(S9 11 + S10 12), τ53 := 1
2
(S9 10 − S11 12),
τ54 : =
1
2
(S9 14 − S10 13), τ55 := 1
2
(S9 13 + S10 14), τ56 := 1
2
(S11 14 − S12 13),
τ57 : =
1
2
(S11 13 + S12 14), τ58 := 1
2
√
3
(S9 10 + S11 12 − 2S13 14)
τ61 : = −
1
3
(S9 10 + S11 12 + S13 14). (13)
We find {τ5i, τ5j} = ifijkτ5k, {τ61, τ5i} = 0, for each i, with coefficients fijk
which are the structure constants of the group SU(3).
We define two superpositions of the two U(1)’s generators as follows
Y = τ61 + τ43, Y ′ = τ61 − τ43. (14)
The choice of subgroups of the group SO(1, 13) makes possible to comment
one weyl spinor of the group SO(1, 13) in terms of the groups of the Standard
model.
2.3 Technique for generating spinor representations in terms of γa’s
In this subsection we very briefly present the technique from refs.[3,7,10], asking
the reader to see for proofs and details the reference[11]. This simple technique
makes spinor representations and accordingly all their properties very transpar-
ent. We define, namely, spinors as polynomials of the Clifford algebra objects
γa’s, which are eigenstates of the chosen Cartan subalgebra and assume that γa’s
and accordingly also Sab’s are applied from the left hand side.
Let Sab be any of the elements of the Lorentz algebra (Eq.(3)) of the Lorentz
group. Then the states obtained by operating by the operators
ab
(±
√
−ηaaηbb): =
1√
2
(γa ±
√
−ηaaηbb γb),
ab
[±√−ηaa]: = 1√
2
(1±
√
−ηaaηbb γaγb) (15)
on |ψ > are eigenstates of the operator Sab with the eigenvalues
±(i/2)ηbb
√
−ηaaηbb
and
±(i/2)(−ηaaηbb)
√
−ηaaηbb,
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respectively. |ψ > is any state which the above operators will not transform into
zero. The reader can find the proof in ref.[11].
One also notices that the operators γa transforms the first two operators of
Eq.(15) into the second two operators of Eq.(15), or opposite, if being multiplied
from the left
γa
ab
(±
√
−ηaaηbb): =
1√
2
(ηaa ±
√
−ηaaηbb γaγb),
γa
ab
[±√−ηaa]: = 1√
2
(γa ± ηaa
√
−ηaaηbb γb) (16)
and similar transformation follows also for the operator γb. We leave the reader
to work out that the state obtained by the application of γa or γb has the opposite
eigenvalue of the operator Sab than the starting state.
Let Sab and Scd be the two elements of the Cartan subalgebra (Eq.(8)). Then
the two vectors
(γa +
√
−ηaaηbb γb) (γc +
√
−ηccηdd γd)|ψ〉,
(1+
1
ηaa
√
−ηaaηbb γaγb) (1+
1
ηcc
√
−ηccηdd γcγd)|ψ〉 (17)
belong to the same irreducible representation, where |ψ〉 is any state which will
not be transformed into zero. This can easily be checked by applying Sac, Sbd, Sad
or Sbc on one of the two vectors to obtain the second one by taking into account
Eq.(16). The reader can find the proof in ref.[11]. We also point out that the second
state has the opposite eigenvalues for both Sab and Scd than the first one.
We would like to pay attention that γa (or γb) being applied from the left on
the operator
ab
(±) transforms it to the operator
ab
[∓], to which an opposite value of
Sab belongs.
Let us make a choice of a starting state of a Weyl representation of the group
SO(1, 13), which is the eigenstate of all the members of the Cartan subalgebra
(Eq.(8)) and is left handed (Γ (1,13) = −1), as follows
03
(+i)
12
(+) |
56
(+)
78
(+) ||
9 10
(+)
11 12
(−)
13 14
(−) |ψ〉 =
(γ0 − γ3)(γ1 + iγ2)|(γ5 + iγ6)
(γ7 + iγ8)||(γ9 + iγ10)(γ11 − iγ12)(γ13 − iγ14)|ψ〉. (18)
The signs ”|” and ”||” are to point out the SO(1, 3) (up to |), SO(1, 7) (up to ||)
and SO(6) (between | and ||) substructure of the starting state of the left handed
multiplet of SO(1, 13) which has 214/2−1 = 64 vectors. Again |ψ〉 is any state,
which is not transformed to zero. From now on we shall not write down |ψ〉
anylonger. One easily finds that the eigenvalues of the chosen Cartan subalgebra
elements of Eq.(8) are +i/2, 1/2, 1/2, 1/2, 1/2,−1/2,−1/2, respectively. This state
is a right handed spinor with respect to SO(1, 3) (Γ (1,3) = 1, Eq.(9)), with spin
up (S12 = 1/2), it is SU(2) singlet (τ33 = 0, Eq.(12)), and it is the member of
the SU(3) triplet (Eq.(13)) with (τ53 = 1/2, τ58 = 1/(2
√
3)), it has τ43 = 1/2 and
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τ6,1 = 1/2. We further find according to Eq.(9) that Γ (4) = 1, Γ (1,7) = 1, Γ (6) = −1
and Γ (1,9) = −1.
To obtain all the states of one Weyl spinor one only has to apply on the start-
ing state of Eq.(18) the generators Sab.
The generators S01, S02, S31, S32 transform spin up state (the
03
(+i)
12
(+) part of
the starting state (Eq.(18) with S12 = 1/2 and S03 = i/2) into spin down state
(
03
[−i]
12
[−], which has S12 = −1/2 and S03 = −i/2), leaving all the other parts of the
state and accordingly also all the other properties of this state unchanged. None
of the generators Smn, with m,n = 0, 1, 2, 3, can change a right handed SO(1, 3)
Weyl spinor (Γ (1,3) = 1) into a left handed SO(1, 3) Weyl spinor (Γ (1,3) = −1).
The generators S57, S58, S67, S68 transform one SU(2) singlet into another
singlet (
56
(+)
78
(+) into
56
[−]
78
[−]), changing at the same time the value of τ43 from 1/2
to −1/2. (τ3i can not do that, of course.)
The generators Smh,m = 0, 1, 2, 3 ; h = 5, 6, 7, 8, transform a right handed
SU(2) singlet (Γ (1,3) = 1) with spin up into a member of the left handed (Γ (1,3) =
−1) SU(2) doublet, with spin up (S05, for example, changes
03
(+i)
12
(+)
56
(+)
78
(+) into
03
[−i]
12
(+)
56
[−]
78
(+)) or spin down (S15, for example, changes
03
(+i)
12
(+)
56
(+)
78
(+) into the
03
(+i)
12
[−]
56
[−]
78
(+)). S57, S58, S67, S68 transform one state of a doublet into another
state of the same doublet (
56
(+)
78
(+) into
56
[−]
78
[−]), as also τ3i do. The SU(3) quan-
tum numbers τ53 and τ58 as well as τ61 stay unchanged.
The generators Skl, with k, l = 9, 10, 11, 12, 13, 14, transform one member of
the triplet into the other two members (S9 11, S9 12, S10 11, S10 12, S9 13, S9 14,
S10 13, S10 14 transform
9 10
(+)
11 12
(−)
13 14
(−) either into
9 10
[−]
11 12
[+]
13 14
(−) with τ53 = −1/2,
τ58 = 1/(2
√
3) and τ61 = 1/6 or into
9 10
[−]
11 12
(−)
13 14
[+] with τ53 = 0, τ58 = −1/
√
3
and τ61 = 1/6) or they transform a triplet into a singlet (S11 13, S11 14, S12 13,
S12 14 transform
9 10
(+)
11 12
(−)
13 14
(−) into
9 10
(+)
11 12
[+]
13 14
[+] with τ53 = 0 = τ58 and
τ61 = −1/2).
The generators Sh,k, with h = 0, 1, 2, 3, 5, 6, 7, 8 and k = 9, 10, 11, 12, 13, 14,
transform a triplet of Eq.(18) into an antitriplet. S7 13 for example, applied on
the starting state, transforms it into the right handed member of the SU(2) (anti)
doublet with τ33 = 1/2, τ43 = 0, τ53 = 1/2, τ58 = −1/(2
√
3) and τ61 = −1/6.
Both Γ (4) and Γ (6) change sign.
We present the discussed left handed Weyl (spinor) representation of the
group SO(1, 13) with 64 states in the next subsection in Table I.
2.4 Left handed weak charged and right handed weak chargeless quarks and
leptons and corresponding antiquarks and antileptons
We built a left handed (Γ1,13 = −1) spinor (Weyl) representation of 214/2−1 = 64
states on the state of Eq.(18), which is, as we discussed in the previous subsec-
tion 2.3, a triplet state with respect to the group SU(3) and it is a right handed
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(Γ (1,3) = 1) SU(2) singlet by simply applying the operators Sab as discussed in the
previous subsection, which means that we pairwisely change (+)(+) (or (+i)(+))
into [−][−] (or into [−i][−]). The 64-plet is presented in Table I. The reader can find
in Table I also the Standard model names of the representation as well as the two
hypercharges Y and Y ′ of Eq.(14).
We first generate the octet of SO(1, 7) by applying on a starting state the
generators Sab, with a, b = 0, 1, 2, 3, 5, 6, 7, 8. This octet (with Γ (1,7) = 1) will
have the SU(3) charge equal to (τ53 = 1/2, τ58 = 1/(2
√
3)) and the U(1) charge
equal to τ61 = 1/6, while Γ (6) = −1. It contains two right handed (Γ (1,3) = 1)
SU(2) singlets (Γ (4) = 1), each with spin up and spin down, and one left handed
(Γ (1,3) = −1) SU(2) doublet (Γ (4) = −1), each state of the doublet appears with
spin up and spin down. This part of the 64 multiplet is presented in Octet I of
Table I.
By applying the generators τ5i (or Shk, h = 9, 10 and k = 11, 12, 13, 14) the
handedness Γ (6) = −1 can of course not change, but the SU(3) charge within
the triplet changes. The same octet for each of the triplet SU(3) charges repeats
(Octets II and III on Table I). The triplet representation of 3 × 8 states represents
right handed weak chargeless quarks and left handed weak charged quarks of one family.
By applying the generators Shk, with h, k = 11, 12, 13, 14, the SU(3) triplet
changes into a SU(3) singlet with τ53 = 0 = τ58. τ61 changes to−1/2, while Γ (6) =
−1 can not change. The octet, the same as in the above triplet case, describes weak
chargeless right handed leptons and weak charged left handed leptons (Octet IV of Table
I).
If we now apply on the starting state (Eq,(18)) generators Slh, with l =
0, 1, 2, 3, 5, 6, 7, 8 and h = 11, 12, 13, 14, the triplet transforms into antitriplet. Let
us take, for example, S0 11. This generator, applied on the starting state, generates
an antitriplet with τ53 = −1/2, τ58 = −1/(2
√
3), τ61 = −1/6. Γ (6) changes sign
since the octet changes properties and goes to an antioctet. One finds (Antioctet V
of Table I) two left handed (Γ (1,3) = −1) SU(2) singlets (Γ (4) = 1), each with spin up
and spin down, and one right handed (Γ (1,3) = 1) SU(2) doublet (Γ (4) = −1), each
state of the doublet appears with spin up and spin down. As in the case of the
SU(3) triplets the application of τ5i (or Shk, with h = 11, 12 and k = 9, 10, 13, 14,
so that only one out of three factors determining the colour charge is of the “-“
type, that is either (−) or [−]) generates the other two antitriplets (Antioctets VI
and VII of Table I).
When Shk;h, k = 9, 10, 11, 12 changes two“+“ into “-“, the antisinglet states
are generated, with the same octet content as the antitriplet states have and the
same Γ (6), but with τ53 = 0 = τ58, while τ61 = 1/2. One finds weak charged right
handed leptons and weak chargeless left handed leptons (Antioctet VIII of Table I).
In Table I (spread over the Tables 1–4) the 64-plet of one Weyl spinor of
SO(1, 13) is presented. The multiplet contains spinors - all the quarks (Octets
I,II,III) and leptons (Octet IV)- and the corresponding “antispinors”- antiquarks
(Antioctets V, VI, VII) and antileptons (Antioctet VIII) of the Standard model,
that is left handed weak charged quarks and leptons and right handed weak
chargeless antiquarks and antileptons, as well as left handed weak chargeless
antiquarks and antileptons and weak charged right handed antiquarks and an-
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i |aψi > Γ
(1,3) S12 Γ (4) τ33 τ43 τ53 τ58 τ61 Y Y ′
Octet I, Γ (1,7) = 1, Γ (6) = −1,
of quarks
1 uc1R
03
(+i)
12
(+) |
56
(+)
78
(+) ||
9 10
(+)
11 12
(−)
13 14
(−) 1 1/2 1 0 1/2 1/2 1/(2
√
3) 1/6 2/3 -1/3
2 uc1R
03
[−i]
12
[−] |
56
(+)
78
(+) ||
9 10
(+)
11 12
(−)
13 14
(−) 1 -1/2 1 0 1/2 1/2 1/(2
√
3) 1/6 2/3 -1/3
3 dc1R
03
(+i)
12
(+) |
56
[−]
78
[−] ||
9 10
(+)
11 12
(−)
13 14
(−) 1 1/2 1 0 -1/2 1/2 1/(2
√
3) 1/6 -1/3 2/3
4 dc1R
03
[−i]
12
[−] |
56
[−]
78
[−] ||
9 10
(+)
11 12
(−)
13 14
(−) 1 -1/2 1 0 -1/2 1/2 1/(2
√
3) 1/6 -1/3 2/3
5 dc1L
03
[−i]
12
(+) |
56
[−]
78
(+) ||
9 10
(+)
11 12
(−)
13 14
(−) -1 1/2 -1 -1/2 0 1/2 1/(2
√
3) 1/6 1/6 1/6
6 dc1L
03
(+i)
12
[−] |
56
[−]
78
(+) ||
9 10
(+)
11 12
(−)
13 14
(−) -1 -1/2 -1 -1/2 0 1/2 1/(2
√
3) 1/6 1/6 1/6
7 uc1L
03
[−i]
12
(+) |
56
(+)
78
[−] ||
9 10
(+)
11 12
(−)
13 14
(−) -1 1/2 -1 1/2 0 1/2 1/(2
√
3) 1/6 1/6 1/6
8 uc1L
03
(+i)
12
[−] |
56
(+)
78
[−] ||
9 10
(+)
11 12
(−)
13 14
(−) -1 -1/2 -1 1/2 0 1/2 1/(2
√
3) 1/6 1/6 1/6
i |aψi > Γ
(1,3) S12 Γ (4) τ33 τ43 τ53 τ58 τ61 Y Y ′
Octet II, Γ (1,7) = 1, Γ (6) = −1,
of quarks
9 uc2R
03
(+i)
12
(+) |
56
(+)
78
(+) ||
9 10
[−]
11 12
[+]
13 14
(−) 1 1/2 1 0 1/2 -1/2 1/(2
√
3) 1/6 2/3 -1/3
10 uc2R
03
[−i]
12
[−] |
56
(+)
78
(+) ||
9 10
[−]
11 12
[+]
13 14
(−) 1 -1/2 1 0 1/2 -1/2 1/(2
√
3) 1/6 2/3 -1/3
11 dc2R
03
(+i)
12
(+) |
56
[−]
78
[−] ||
9 10
[−]
11 12
[+]
13 14
(−) 1 1/2 1 0 -1/2 -1/2 1/(2
√
3) 1/6 -1/3 2/3
12 dc2R
03
[−i]
12
[−] |
56
[−]
78
[−] ||
9 10
[−]
11 12
[+]
13 14
(−) 1 -1/2 1 0 -1/2 -1/2 1/(2
√
3) 1/6 -1/3 2/3
13 dc2L
03
[−i]
12
(+) |
56
[−]
78
(+) ||
9 10
[−]
11 12
[+]
13 14
(−) -1 1/2 -1 -1/2 0 -1/2 1/(2
√
3) 1/6 1/6 1/6
14 dc2L
03
(+i)
12
[−] |
56
[−]
78
(+) ||
9 10
[−]
11 12
[+]
13 14
(−) -1 -1/2 -1 -1/2 0 -1/2 1/(2
√
3) 1/6 1/6 1/6
15 uc2L
03
[−i]
12
(+) |
56
(+)
78
[−] ||
9 10
[−]
11 12
[+]
13 14
(−) -1 1/2 -1 1/2 0 -1/2 1/(2
√
3) 1/6 1/6 1/6
16 uc2L
03
(+i)
12
[−] |
56
(+)
78
[−] ||
9 10
[−]
11 12
[+]
13 14
(−) -1 -1/2 -1 1/2 0 -1/2 1/(2
√
3) 1/6 1/6 1/6
Table 1. Parts I and II of Table I
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i |aψi > Γ
(1,3) S12 Γ (4) τ33 τ43 τ53 τ58 τ61 Y Y ′
Octet III, Γ (1,7) = 1, Γ (6) = −1,
of quarks
17 uc3R
03
(+i)
12
(+) |
56
(+)
78
(+) ||
9 10
[−]
11 12
(−)
13 14
[+] 1 1/2 1 0 1/2 0 −1/
√
3 1/6 2/3 -1/3
18 uc3R
03
[−i]
12
[−] |
56
(+)
78
(+) ||
9 10
[−]
11 12
(−)
13 14
[+] 1 -1/2 1 0 1/2 0 −1/
√
3 1/6 2/3 -1/3
19 dc3R
03
(+i)
12
(+) |
56
[−]
78
[−] ||
9 10
[−]
11 12
(−)
13 14
[+] 1 1/2 1 0 -1/2 0 −1/
√
3 1/6 -1/3 2/3
20 dc3R
03
[−i]
12
[−] |
56
[−]
78
[−] ||
9 10
[−]
11 12
(−)
13 14
[+] 1 -1/2 1 0 -1/2 0 −1/
√
3 1/6 -1/3 2/3
21 dc3L
03
[−i]
12
(+) |
56
[−]
78
(+) ||
9 10
[−]
11 12
(−)
13 14
[+] -1 1/2 -1 -1/2 0 0 −1/
√
3 1/6 1/6 1/6
22 dc3L
03
(+i)
12
[−] |
56
[−]
78
(+) ||
9 10
[−]
11 12
(−)
13 14
[+] -1 -1/2 -1 -1/2 0 0 −1/
√
3 1/6 1/6 1/6
23 uc3L
03
[−i]
12
(+) |
56
(+)
78
[−] ||
9 10
[−]
11 12
(−)
13 14
[+] -1 1/2 -1 1/2 0 0 −1/
√
3 1/6 1/6 1/6
24 uc3L
03
(+i)
12
[−] |
56
(+)
78
[−] ||
9 10
[−]
11 12
(−)
13 14
[+] -1 -1/2 -1 1/2 0 0 −1/
√
3 1/6 1/6 1/6
i |aψi > Γ
(1,3) S12 Γ (4) τ33 τ43 τ53 τ58 τ61 Y Y ′
Octet IV, Γ (1,7) = 1, Γ (6) = −1,
of leptons
25 νR
03
(+i)
12
(+) |
56
(+)
78
(+) ||
9 10
(+)
11 12
[+]
13 14
[+] 1 1/2 1 0 1/2 0 0 -1/2 0 -1
26 νR
03
[−i]
12
[−] |
56
(+)
78
(+) ||
9 10
(+)
11 12
[+]
13 14
[+] 1 -1/2 1 0 1/2 0 0 -1/2 0 -1
27 eR
03
(+i)
12
(+) |
56
[−]
78
[−] ||
9 10
(+)
11 12
[+]
13 14
[+] 1 1/2 1 0 -1/2 0 0 -1/2 -1 0
28 eR
03
[−i]
12
[−] |
56
[−]
78
[−] ||
9 10
(+)
11 12
[+]
13 14
[+] 1 -1/2 1 0 -1/2 0 0 -1/2 -1 0
29 eL
03
[−i]
12
(+) |
56
[−]
78
(+) ||
9 10
(+)
11 12
[+]
13 14
[+] -1 1/2 -1 -1/2 0 0 0 -1/2 -1/2 -1/2
30 eL
03
(+i)
12
[−] |
56
[−]
78
(+) ||
9 10
(+)
11 12
[+]
13 14
[+] -1 -1/2 -1 -1/2 0 0 0 -1/2 -1/2 -1/2
31 νL
03
[−i]
12
(+) |
56
(+)
78
[−] ||
9 10
(+)
11 12
[+]
13 14
[+] -1 1/2 -1 1/2 0 0 0 -1/2 -1/2 -1/2
32 νL
03
(+i)
12
[−] |
56
(+)
78
[−] ||
9 10
(+)
11 12
[+]
13 14
[+] -1 -1/2 -1 1/2 0 0 0 -1/2 -1/2 -1/2
Table 2. Parts III and IV of Table I
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i |aψi > Γ
(1,3) S12 Γ (4) τ33 τ43 τ53 τ58 τ61 Y Y ′
Antioctet V, Γ (1,7) = −1, Γ (6) = 1,
of antiquarks
33 d¯c¯1L
03
[−i]
12
(+) |
56
(+)
78
(+) ||
9 10
[−]
11 12
[+]
13 14
[+] -1 1/2 1 0 1/2 -1/2 −1/(2
√
3) -1/6 1/3 -2/3
34 d¯c¯1L
03
(+i)
12
[−] |
56
(+)
78
(+) ||
9 10
[−]
11 12
[+]
13 14
[+] -1 -1/2 1 0 1/2 -1/2 −1/(2
√
3) -1/6 1/3 -2/3
35 u¯c¯1L
03
[−i]
12
(+) |
56
[−]
78
[−] ||
9 10
[−]
11 12
[+]
13 14
[+] -1 1/2 1 0 -1/2 -1/2 −1/(2
√
3) -1/6 -2/3 1/3
36 u¯c¯1L
03
(+i)
12
[−] |
56
[−]
78
[−] ||
9 10
[−]
11 12
[+]
13 14
[+] -1 -1/2 1 0 -1/2 -1/2 −1/(2
√
3) -1/6 -2/3 1/3
37 d¯c¯1R
03
(+i)
12
(+) |
56
(+)
78
[−] ||
9 10
[−]
11 12
[+]
13 14
[+] 1 1/2 -1 1/2 0 -1/2 −1/(2
√
3) -1/6 -1/6 -1/6
38 d¯c¯1R
03
[−i])
12
[−] |
56
(+)
78
[−] ||
9 10
[−]
11 12
[+]
13 14
[+] 1 -1/2 -1 1/2 0 -1/2 −1/(2
√
3) -1/6 -1/6 -1/6
39 u¯c¯1R
03
(+i)
12
(+) |
56
[−]
78
(+) ||
9 10
[−]
11 12
[+]
13 14
[+] 1 1/2 -1 -1/2 0 -1/2 −1/(2
√
3) -1/6 -1/6 -1/6
40 u¯c¯1R
03
[−i]
12
[−] |
56
[−]
78
(+) ||
9 10
[−]
11 12
[+]
13 14
[+] 1 -1/2 -1 -1/2 0 -1/2 −1/(2
√
3) -1/6 -1/6 -1/6
i |aψi > Γ
(1,3) S12 Γ (4) τ33 τ43 τ53 τ58 τ61 Y Y ′
Antioctet VI, Γ (1,7) = −1, Γ (6) = 1,
of antiquarks
41 d¯c¯2L
03
[−i]
12
(+) |
56
(+)
78
(+) ||
9 10
(+)
11 12
(−)
13 14
[+] -1 1/2 1 0 1/2 1/2 −1/(2
√
3) -1/6 1/3 -2/3
42 d¯c¯2L
03
(+i)
12
[−] |
56
(+)
78
(+) ||
9 10
(+)
11 12
(−)
13 14
[+] -1 -1/2 1 0 1/2 1/2 −1/(2
√
3) -1/6 1/3 -2/3
43 u¯
¯c2
L
03
[−i]
12
(+) |
56
[−]
78
[−] ||
9 10
(+)
11 12
(−)
13 14
[+] -1 1/2 1 0 -1/2 1/2 −1/(2
√
3) -1/6 -2/3 1/3
44 u¯
¯c2
L
03
(+i)
12
[−] |
56
[−]
78
[−] ||
9 10
(+)
11 12
(−)
13 14
[+] -1 -1/2 1 0 -1/2 1/2 −1/(2
√
3) -1/6 -2/3 1/3
45 d¯c¯2R
03
(+i)
12
(+) |
56
(+)
78
[−] ||
9 10
(+)
11 12
(−)
13 14
[+] 1 1/2 -1 1/2 0 1/2 −1/(2
√
3) -1/6 -1/6 -1/6
46 d¯c¯R
03
[−i])
12
[−] |
56
(+)
78
[−] ||
9 10
(+)
11 12
(−)
13 14
[+] 1 -1/2 -1 1/2 0 1/2 −1/(2
√
3) -1/6 -1/6 -1/6
47 u¯
¯c2
R
03
(+i)
12
(+) |
56
[−]
78
(+) ||
9 10
(+)
11 12
(−)
13 14
[+] 1 1/2 -1 -1/2 0 1/2 −1/(2
√
3) -1/6 -1/6 -1/6
48 u¯
¯c2
R
03
[−i]
12
[−] |
56
[−]
78
(+) ||
9 10
(+)
11 12
(−)
13 14
[+] 1 -1/2 -1 -1/2 0 1/2 −1/(2
√
3) -1/6 -1/6 -1/6
Table 3. Parts V and VI of Table I
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i |aψi > Γ
(1,3) S12 Γ (4) τ33 τ43 τ53 τ58 τ61 Y Y ′
Antioctet VII, Γ (1,7) = −1, Γ (6) = 1,
of antiquarks
49 d¯c¯3L
03
[−i]
12
(+) |
56
(+)
78
(+) ||
9 10
(+)
11 12
[+]
13 14
(−) -1 1/2 1 0 1/2 0 1/
√
3 -1/6 1/3 -2/3
50 d¯c¯3L
03
(+i)
12
[−] |
56
(+)
78
(+) ||
9 10
(+)
11 12
[+]
13 14
(−) -1 -1/2 1 0 1/2 0 1/
√
3 -1/6 1/3 -2/3
51 u¯c¯L
03
[−i]
12
(+) |
56
[−]
78
[−] ||
9 10
(+)
11 12
[+]
13 14
(−) -1 1/2 1 0 -1/2 0 1/
√
3 -1/6 -2/3 1/3
52 u¯c¯3L
03
(+i)
12
[−] |
56
[−]
78
[−] ||
9 10
(+)
11 12
[+]
13 14
(−) -1 -1/2 1 0 -1/2 0 1/
√
3 -1/6 -2/3 1/3
53 d¯c¯3R
03
(+i)
12
(+) |
56
(+)
78
[−] ||
9 10
(+)
11 12
[+]
13 14
(−) 1 1/2 -1 1/2 0 0 1/
√
3 -1/6 -1/6 -1/6
54 d¯c¯3R
03
[−i])
12
[−] |
56
(+)
78
[−] ||
9 10
(+)
11 12
[+]
13 14
(−) 1 -1/2 -1 1/2 0 0 1/
√
3 -1/6 -1/6 -1/6
55 u¯c¯3R
03
(+i)
12
(+) |
56
[−]
78
(+) ||
9 10
(+)
11 12
[+]
13 14
(−) 1 1/2 -1 -1/2 0 0 1/
√
3 -1/6 -1/6 -1/6
56 u¯c¯3R
03
[−i]
12
[−] |
56
[−]
78
(+) ||
9 10
(+)
11 12
[+]
13 14
(−) 1 -1/2 -1 -1/2 0 0 1/
√
3 -1/6 -1/6 -1/6
i |aψi > Γ
(1,3) S12 Γ (4) τ33 τ43 τ53 τ58 τ61 Y Y ′
Antioctet VIII, Γ (1,7) = −1, Γ (6) = 1,
of antileptons
57 e¯L
03
[−i]
12
(+) |
56
(+)
78
(+) ||
9 10
[−]
11 12
(−)
13 14
(−) -1 1/2 1 0 1/2 0 0 1/2 1 0
58 e¯L
03
(+i)
12
[−] |
56
(+)
78
(+) ||
9 10
[−]
11 12
(−)
13 14
(−) -1 -1/2 1 0 1/2 0 0 1/2 1 0
59 ν¯L
03
[−i]
12
(+) |
56
[−]
78
[−] ||
9 10
[−]
11 12
(−)
13 14
(−) -1 1/2 1 0 -1/2 0 0 1/2 0 1
60 ν¯L
03
[−i]
12
[−] |
56
[−]
78
[−] ||
9 10
[−]
11 12
(−)
13 14
(−) -1 -1/2 1 0 -1/2 0 0 1/2 0 1
61 ν¯R
03
(+i)
12
(+) |
56
[−]
78
(+) ||
9 10
[−]
11 12
(−)
13 14
(−) 1 1/2 -1 -1/2 0 0 0 1/2 1/2 1/2
62 ν¯R
03
[−i])
12
[−] |
56
[−]
78
(+) ||
9 10
[−]
11 12
(−)
13 14
(−) 1 -1/2 -1 -1/2 0 0 0 1/2 1/2 1/2
63 e¯R
03
(+i)
12
(+) |
56
(+)
78
[−] ||
9 10
[−]
11 12
(−)
13 14
(−) 1 1/2 -1 1/2 0 0 0 1/2 1/2 1/2
64 e¯R
03
[−i]
12
[−] |
56
(+)
78
[−] ||
9 10
[−]
11 12
(−)
13 14
(−) 1 -1/2 -1 1/2 0 0 0 1/2 1/2 1/2
Table 4. Parts VII and VIII of Table I
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tileptons. It also contains right handedweak chargeless neutrinos and left handed
weak chargeless antineutrinos in addition.
The first two states of each of the triplet (that is of Octet I, Octet II, Octet III),
the antitriplet (that is of Antioctet V, Antioctet VI, Antioctet VII), the singlet (that
is of Octet IV) and the antisinglet (that is of Antioctet VIII) form the (210/2−1 =16)-
plet of the group SO(1, 9). (The SO(4) part is only a spectator, for the chosen mul-
tiplet of SO(1, 9) taken to be
56
(+)
78
(+)). Since the starting state is a SU(2) singlet (a
weak chargeless state), all the states of the chosen multiplet of the group SO(1, 9)
are SU(2) singlets. Since the starting state has a right handedness with respect to
the subgroup SO(1, 3) (Γ (1,3) = 1) all the quarks and the leptons are right handed,
while all antiquarks and antileptons are left handed. We see that the generators
Sab, a, b = 0, 1, 2, 3, 9, 10, 11, 12, 13, 14, transform quarks into other quarks or to
leptons, without changing handedness Γ (1,3) of particles (a member of a triplet
transforms into other members of the triplet or to a singlet without changing
Γ (1,3)), while they transform quarks (SU(3) triplets) and leptons (SU(3) singlets)
into antiquarks (antitriplets of SU(3)) and antileptons (antisinglets of SU(3)) of
opposite handedness. For the group SO(1, 7), however, left handedweak charged
quarks (SU(2) doublets) or leptons (SU(2) doublets) transform into right handed
weak chargeless quarks or leptons (both SU(2) singlets).
The difference in properties of representations of the two subgroups - SO(1, 9) (which
is a complex group) and SO(1, 7) (which is a real group)- explains, why the weak
charge breaks parity, while the colour charge does not.While the group SO(1, 9) has com-
plex representations (and so has complex representations also SU(3) as a subgroup
of the group SO(1, 9)), bringing the particle and antiparticle concept into the theory
(requiring that particles have opposite handedness than antiparticles), the group
SO(1, 7), which has real representations (and has accordingly no particle and an-
tiparticle concept) has left and right handed particles in the same multiplet, one which
is a SU(2) doublet and another which is a SU(2) singlet. And here is the reason, why the
weak charge breaks parity, while the colour charge does not: Colour chargeless and colour
charged states have both the same handedness, while weak charged and weak chargeless
states have different handedness.
We also notice that the two U(1)’s charges τ43 and τ61 combined into Y and
Y ′ connect the SO(4) (and accordingly SU(2), that is the weak charge) and the
SO(6) (and accordingly SU(3), that is the colour charge) degrees of freedom.
The Cartan subalgebra eigenstates appear in one irreducible representation
always in pairs, it is with a plus and with a minus sign. Since the trace of all Sab,
which do not belong to the Cartan subalgebra, are zero as well, it follows that the
trace of any superposition of Sab’s (and accordingly also of any of
∑
ab c
Ai
abS
ab)
is equal to zero. But one can notice that the trace of any superposition of Sab within
only the particle part (or only within the antiparticle part) of one Weyl representation
of SO(1, 13) alone is already equal to zero, due to the complex character of the repre-
sentation. This fact guaranties the appropriate anomaly cancellation as we shall
discussed in section 6.
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2.5 Families
We demonstrated in subsection 2.4 that one Weyl irreducible representation of
the group SO(1, 13) contains just one family and one antifamily of the Standard
model (with right handedweak chargeless neutrino and left handedweak charge-
less antineutrino in addition).
We can, however, notice, that other 64-plets can be reached, which have all
the properties of the Weyl multiplet of Table I, simply by changing the starting
state, for example, into
03
[+i]
12
[+] |
56
(+)
78
(+) ||
9 10
(+)
11 12
(−)
13 14
(−)
03
(+i)
12
(+) |
56
[+]
78
[+] ||
9 10
(+)
11 12
(−)
13 14
(−) . (19)
None of these two states can be reached by multiplying the states of the Weyl
spinor of subsection 2.4 from the left by either Sab or by γa. We namely learned
that γa when multiplying from the left the operator
ab
(+) or
ab
(+i) transforms it to
ab
[−] or to
ab
[−i], never to
ab
[+] or
ab
[+i]. We can prove (see ref. [11]) that any of the states
of Eq.(19) are orthogonal to all the states of Table I and to each other.
States of the two additional 64-plets, which follow from the starting two
states of Eq.(19) by the application of Sab will accordingly be orthogonal to each
other and to the states of Table I.
We are proposing that different 64-plets represent different families of quarks
and leptons (and antiquarks and antileptons). There are 214/2 families in the
group SO(1, 13) of Dirac (two Weyl) spinors. To select three out of these families
in order to identify them with the families of the Standard model a mechanism is
needed. We shall comment on a possible mechanism in section 3, demonstrating
that the same mechanism offers the Yukawa couplings as well.
3 A possible mechanism generating families
In subsection 2.5 we demonstrated different Weyl representations, all with the
same properties with respect to the group SO(1, 13) and the subgroups of this
group interesting for the Standard model content of elementary particles. We ex-
pect these Weyl representations to be candidates for describing the three families
of quarks and leptons, provided that there is a model behind, supporting such an
expectation. In this subsectionwe briefly point out those results of refs.[1,4,4,7,5,7],
which show that there are operators, which transform one family into another.
In section 4we then demonstrate that there is a Lagrange function for spinors
in d = 14 dimensional space-time, which in four dimensional subspace manifest
the needed Yukawa couplings of the Standard model.
In the approach of one of us[1,4,4,7,5,7] unifying spins and chargeswe pointed
out that there are two kinds of operators in Grassmann space (as well as in space
of differential forms), which can be identified with the Clifford algebra objects
γa of Eq.(1). In subsection 2.3 we introduced only one kind of γa’s and express
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spinor states as polynomials of these γa’s, requiring that all the operators operate
on these polynomials from the left. In subsection 2.4 we then presented one Weyl
spinor of the group SO(1, 13), reached by multiplying the starting state from the
left by Sab.
We saw that the multiplication by γa from the left changes the operator
ab
(+)
or the operator
ab
(+i) into the operator
ab
[−] or the operator
ab
[−i], respectively, never
to
ab
[+] or to
ab
[+i], respectively. To obtain the two starting states of Eq.(19) the oper-
ator is needed, which would do the later transformation.
In refs.[1,4,4,7,5] we presented two kinds of operators, both fulfilling the Clif-
ford algebra relation4, while anticommuting with each other. These two different
superpositions of Grassmann coordinates and the corresponding momentum can
in the presenting technique be simulated by the left and the right multiplication
of the Clifford algebra objects. To come from one family to another we need to de-
fine operators, which would transform for example (γa − γb) into (ηaa + γaγb).
Let us multiply the operator (γa − γb) by γa from the right instead of from the
left. We find
(γa − γb)γa = (ηaa + γaγb). (20)
This is just what we need.
The operators γa operating from the left and the operators γa operating
from the right are obviously not the same operators, although both fulfill the
Clifford algebra relation(1). They namely generate different states (orthogonal to
each other). Both are odd Clifford algebra objects. Knowing which kind of trans-
formations the right multiplication causes on the objects which are polynomials
of γa’s, it is meaningful to rename the operators γa’s when they operate from the
right hand side.
We define the second kind of operators γ˜a as operators, which formally operate from
the left hand side (as γa do) on states
ab
(±i),
ab
(±),
ab
[±i] and
ab
[±] transforming these states
as γa would do if being applied from the right hand side
γ˜a
ab
(±i):=
ab
(±i) γa = ηaa
ab
[±i], γ˜a
ab
(±):=
ab
(±) γa = ηaa
ab
[±],
γ˜a
ab
[±i]:=
ab
[±i] γa =
ab
(±i), γ˜a
ab
[±]:=
ab
[±] γa = ηaa
ab
(±) . (21)
Then we can write
{γ˜a, γ˜b}+ = 2η
ab = {γa, γb}+,
{γ˜a, γb}+ = 0. (22)
4 The two possible superpositions of a Grassmann coordinate θa (or equivalently of a
differential form) and the conjugate momentum pθa := −i
−−→
∂
∂θa
:= −i
−→
∂ a (or equivalently
of the conjugate momentum to the differential form[5]) define two different Clifford
algebra objects, namely a˜a := i(pθa − iθa), ˜˜aa := −(pθa + iθa), with the properties
{a˜a , a˜b} = 2ηab = { ˜˜aa , ˜˜ab}, {a˜a, ˜˜ab} = 0. One can check that while a˜a transforms
(a˜a − a˜b) into (ηaa − a˜aa˜b), transforms ˜˜aa (a˜a − a˜b) into (ηaa + a˜aa˜b) and this is
what is needed to come from one family to another.
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We can define accordingly besides Sab of Eq.(3) also S˜ab
S˜ab =
i
4
[γ˜a, γ˜b], (23)
which fulfill the Lorentz algebra of Eq.(4), as accordingly also Sab = Sab + S˜ab
do, while
{S˜ab, γc}− = 0 = {S
ab, γ˜c}−. (24)
4 Lagrange function including Yukawa couplings
Refereeing to the work of one of us[8,7] we write the Lagrange density function
for a Weyl (massless) spinor in d(= 1+ 13) - dimensional space as
L = ψ¯γap0aψ = ψ¯γafµap0µ,
with p0µ = pµ −
1
2
Sabωabµ −
1
2
S˜abω˜abµ. (25)
The Lagrange density of Eq.(25) is the Lagrange density for a Weyl spinor in 14-
dimensional space in a free-falling system (ψ¯γap0aψ) that is with no gravita-
tional (and accordingly, due to our approach, with no any other gauge) fields and
in an external system (ψ¯γafµap0µ), where f
µ
a are vielbeins and ωabµ and ω˜abµ
are spin connections, the gauge fields of Sab and S˜ab, respectively.
The only internal degree of freedom of spinors in d = 14 dimensional space
- the spin - might in four-dimensional subspace appear as the ordinary spin and
all the known charges (as presented in Table I). The gravitational field presented
with spin connections and vielbeins might accordingly in four dimensional sub-
space manifest as all the known gauge fields as well as the Yukawa couplings,
if the break of symmetries occurs in an appropriate way. To see that let us first
rewrite the Lagrange density of Eq.(25) in an appropriate way. According to sec-
tion 2 we can rewrite Eq.(25) as follows
L = ψ¯γα(pα −
∑
A,i
gAτAiAAialphaψ)
+ iψ+S0hSkk
′
fσhωkk ′σψ+ iψ
+S0hS˜kk
′
fσhω˜kk ′σψ, (26)
with ψ, which does not depend on coordinates xσ, σ = {5, 6, · · · , 14}. We assume
for simplicity in addition that there is no gravitational field in four-dimensional
subspace (fαm = δ
α
m,m = {0, 1, 2, 3}, α = {0, 1, 2, 3}, ωmnα = 0).
The second and the third term look like a mass term, since fσhω˜kk ′σ be-
haves in d(= 1 + 3)− dimensional subspace like a scalar field, while the op-
erator S0h, h = 7, 8, for example, transforms a right handed weak chargeless
spinor into a left handed weak charged spinor, without changing the spin. Since
masses of quarks of one family differ from masses of leptons in the same family,
it is meaningful to rewrite the term ψ+S0hSkk
′
fσhωkk ′σψ as −γ
0γhτAiAAiσ f
σ
h to
point out that hypercharges (Y and Y ′) are important for the appropriate Yukawa
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couplings. We also note that the term iψ+S0hS˜kk
′
fσhω˜kk ′σψ contributes to the
Yukawa couplings, which connect different families.
One should of course ask oneself whether or not it is at all possible to choose
spin connections and vielbeins fσhωkk ′σ and f
σ
hω˜kk ′σ in a way to reproduce the
masses of the three families of quarks and leptons and to predict, what aremasses
of a possible fourth generation in a way to be in agreement with the experi-
mental data. The work on this topic is under consideration. To demonstrate that
the approach used in this paper does suggest possible relations among Yukawa
couplings and consequently also the mass matrix, we present in the subsection
4.1 a possible choice of Yukawa couplings, suggested by Eq.(26), which leads to
four rather than to three generations of quarks and leptons, with the values for
the masses of the fourth generation, which do not contradict the experimental
data[16].
4.1 Mass matrices for four generations of quarks and leptons
Let us assume that the break of symmetries suggests that only terms like
ψ+S0hS˜kk
′
fσhω˜kk ′σψ
appear in the Lagrange density, with h and σ ∈ 5, 6, 7, 8 and k, k ′ either both
equal to 0, 1, 2, 3 or both equal to 5, 6, 7, 8. Then there are only four families which
are measurable at low energies, namely
03
(+i)
12
(+)
56
(+)
78
(+)
03
[+i]
12
[+]
56
(+)
78
(+)
03
(+i)
12
(+)
56
[+]
78
[+]
03
[+i]
12
[+]
56
[+]
78
[+] . (27)
If we denote byAi the matrix element for the transition from a right handedweak
chargeless spinor of type i = u, d, e, ν to the left handed weak charged spinor
(these transitions occur within one family and are caused by the second term
−γ0γhτAiAAiσ f
σ
h) of Eq.(26 ), by Bi the matrix element causing the transition, in
which
03
(+i)
12
(+) changes to
03
[+i]
12
[+] or opposite (such are transitions between the
first and the second family or transitions between the third family and the fourth
of Eq.(27) caused by S˜mm
′
fσhω˜mm ′σ withm,m
′ = 0, 1, 2, 3 and h = 5, 6, 7, 8 ), by
Ci the matrix element causing the transition in which
56
(i)
78
(+) changes to
56
[+]
78
[+] or
opposite (such are transitions between the first and the third family or transitions
between the second and the fourth family of Eq.(27) caused by S˜kk
′
fσhω˜kk ′σ with
h, k, k ′ = 5, 6, 7, 8) and by Di transitions in which all four factors change, that
is the transitions, in which
03
(+i)
12
(+) changes to
03
[+i]
12
[+] or opposite and
56
(+i)
78
(+)
changes to
56
[+]
78
[+] or opposite (such are transitions between the first and the fourth
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family or transitions between the second and the third family of Eq.(27)) and if
we further assume that the elements are real numbers, we find the following mass
matrix 

Aa Ba Ca Da
Ba Aa Da Ca
Ca Da Aa Ba
Da Ca Ba Aa

 ,
with a, which stays for a family members u, d, ν, e.
To evaluate the matrix elements Aa, Ba, Ca, Da one should make a precise
model, taking into account that matrix elements within one family depend on
quantum numbers of the members of the family, like Y, Y ′ and others, and ac-
cordingly also on the way how symmetries are broken. We noticed in addition
that the elements Da correspond to two step processes and are expected to be
smaller. We mention again that we simplified the problem by assuming that ma-
trix elements are real, while in general they are complex. All these need further
study.
We can noticed, that the mass matrices have the symmetry(
X Y
Y X
)
,
which makes the diagonalization of the mass matrix of Eq.(4.1) simple. We find
λa1 = Aa − Ba − Ca +Da,
λa2 = Aa − Ba + Ca −Da,
λa3 = Aa + Ba − Ca −Da,
λa4 = Aa + Ba + Ca +Da. (28)
We immediately see that a ”democratic” matrix with Aa = Bb = Cc = Dd
(ref.[18]) leads to λa1 = λa2 = λa3 = 0, λa4 = 4Aa. The diagonal matrix leads
to four equal values λai = Aa.We expect that break of symmetries of the group
SO(1, 13) down to SO(1, 3), SU(3) and U(1) will lead to something in between. If
we fit λai with the masses of familiesmai, with a = u, d, ν, e and i is the number
of family, we find
Aa = {(ma4 +ma3) + (ma2 +ma1)}/4,
Ba = {(ma4 +ma3) − (ma2 +ma1)}/4,
Ca = {(ma4 −ma3) + (ma2 −ma1)}/4,
Da = {(ma4 −ma3) − (ma2 −ma1)}/4. (29)
For the masses of quarks and leptons to agree with the experimental ones i.e.
mui/GeV = 0.0004, 1.4, 180, 285(215) andmdi/GeV = 0.009, 0.2, 6.3, 215(285) for
quarks, and for leptons mei/GeV = 0.0005, 0.105, 1.78, 100 and for mνi/GeV let
say 1.10−11, 2.10−11, 6.10−11 and 50, which would agree also with what Okun
and coauthors[16] have found as possible values for masses of the fourth family,
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we find
Au = 116.601 Bu = 115.899 Cu = 26.599 Du = 25.901
(A ′u = 99.101 B
′
u = 98.399 C
′
u = 9.099 D
′
u = 8.401)
Ad = 55.377 Bd = 55.2728 Cd = 52.223 Dd = 52.127
(A ′d = 72.877 B
′
d = 72.773 C
′
d = 69.723 D
′
d = 69.627)
Ae = 25.471 Be = 25.419 Ce = 24.581 De = 24.529
Aν = 12.5 Bν = 12.5 Cν = 12.5 Dν = 12.5.
(30)
Values in the parentheses correspond to the values in the parentheses for the
masses of quarks. The mass matrices are for leptons and even for d quarks very
close to a ”democratic” one[18]. One could also notice that for quarks Aa are
roughly proportional to the charge Y. Further studies are needed to comment
more on mass matrices, suggested by our approach unifying spins and charges.
Some further discussions can be found in ref.[17]. There the generalization to
more than four family is done. The approach unifying spins and charges namely
suggests 22k families, with k = 1, 2, 3. It turns out that the structure of Eq.(4.1)
repeats whenever the number of families doubles. This symmetry suggestss for
k = 2 for example 22k = 16 at most independent parameters. If we put the
first row equal to Aa, Ba, Ca, Da, Ea, Fa, Ga, Ha, Ia, Ja, Ka, La,Ma, Na, Oa, Pa,
we can then easily write down the mass matrices (see also ref.[17]). Also the
eigenvalues can for any 22k, due to the symmetry of mass matrices, easily be
found. We find for k = 2 if we write Aa = {(Aa − Ba) − (Ca − Da)}, Ba =
{(Ea−Fa)−(Ga−Ha)}, Ca = {(Ia−Ja)−(Ka−La)}, Da = {(Ma−Na)−(Oa−Pa)},
for the four (lowest) λai the values of Eq.28 if we exchange AwithA, Bwith B, C
with C and D, D. The other 12 values (which can easily be expressed in terms of
the 16matrix elements, if taking into account the symmetry of the mass matrices)
can always be found to lie as high as needed.
5 Possible break of symmetries
We shall comment on a possible break of symmetries which leads to physics of
the Standard model. Taking into account that mass protection mechanism occurs
only in even dimensional spaces[8,10,12], that spinors and “antispinors“ should
not transform into each others at low energies, that the colour charge should be
a conserved quantity, as well as other above discussed phenomena, we find as a
promising way of breaking symmetries[13] the following one5
5 Two of the authors of this paper have shown[13] that the way of breaking the group
SO(1, 13), presented also in this section, leads to unification of all the three coupling
constants at high enough energy and that the proton decay does not contradict the ex-
perimental data.
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SO(1, 13)↓
SO(1, 7) ⊗ SO(6)ւ ց
SO(1, 7) SU(4)ւ ↓
SO(1, 3) ⊗ SO(4) SU(3)⊗U(1)↓ ↓
SO(1, 3) ⊗ SU(2)⊗U(1) SU(3)⊗U(1)
︸ ︷︷ ︸
SO(1, 3) ⊗ SU(2)⊗U(1)⊗ SU(3)⊗U(1)↓
SO(1, 3) ⊗ SU(2)⊗U(1)⊗ SU(3)
In the first step of breaking SO(1, 13) the Sabωabµ term should break into
Sabωabµ+ S˜
abω˜abµ. Further breaks of symmetries then should take care that
particle-antiparticle transitions should not occur any longer, which means that
transitions caused by Sab or S˜ab, with a = 0, 1, 2, 3, 5, 6, 7, 8 and b = 9, 10, 11, 12
(or opposite, with a and b exchanged), should at lower energies appear with a
negligible probability. The same should appear also for transitions transforming
(coloured) quarks into (colourless) leptons while quarks and leptons demonstrate
a SO(1, 7) multiplet, with (as we have seen) left handed weak charged and right
handed weak chargeless spinors. Further break should occur then close to the
weak scale, leading to all the Standard model spinors.
6 Discussions and conclusions
We have presented in this paper some possible answers to the open questions of
the Standard model, using the approach of one of us.
We see that a left handed SO(1, 13) Weyl multiplet (we have no mirror sym-
metry in this approach!) contains, if represented in a way to demonstrate the
SO(1, 3), SU(2) and U(1)’s substructure of the group SO(1, 13), just all the quarks
and the leptons and all the antiquarks and the antileptons of the Standardmodel,
with right handed (charged only with Y ′) neutrinos and left handed (again charged
only with Y ′) antineutrinos in addition.
The group SO(1, 13) (with the rank 7), which unifies the spin and all the
known charges, has complex representations. Its two regular subgroups SO(1, 7)
(with the rank 4 and possible regular subgroups (SU(2) × SU(2))2) and SO(6)
(with the rank 3 and possible regular subgroups SU(3) andU(1) - neither SO(1, 13)
nor SO(6) have as regular subgroups groups (SU(2)×SU(2))k) have real and com-
plex representations, respectively. Complexity of the representations of SO(1, 13)
and accordingly of SO(6) enables the concept of spinors and “antispinors“.
We further see that due to real representations of the group SO(1, 7), the
left handed weak charged quarks and leptons together with right handed weak
48 A. Borsˇtnik Bracˇicˇ and N. Mankocˇ Borsˇtnik
chargeless quarks and leptons appear in the Weyl multiplet of SO(1, 13), causing
that the weak charge violets the parity.
A spinor multiplet of the subgroup SO(1, 9) would instead contain, due to
the complex character of its representations, the colour charged and chargeless
spinors of left handedness and the colour anticharged and antichargeless “an-
tispinors“ of right handedness and could accordingly not break the parity. (All
spinors of one multiplet of SO(1, 9) have namely the same handedness while “an-
tispinors“ of the same multiplet have the opposite handedness.)
It is the real and the complex nature of representations of the two subgroups
SO(1, 7) and SO(1, 9), respectively, which is responsible for the fact that weak
charge breaks parity while the colour charge can not, if the spinor-antispinor con-
cept should stay. Accordingly, also the colour charge is conserved.
We see that invariants of the Lorentz group appear to be important. One well
known invariant of groups SO(1, d−1) is 1/2SabSab which is for spinors equal to
1/4d(d− 1)/2 and it is smaller, the smaller is d. We pay attention to the invariant,
which is the operator of handedness[3,7,9,10]. For an even d it can be defined for
any spin as Γ = αεa1a2...adS
a1a2Sa3a4 · · · Sad−1ad , with the constant α, which
can be chosen in a way that for any spin Γ = ±1 and Γ2 = 1, Γ+ = Γ . According
to Table I, the value of Γ (1,13) = −1 and stays (of course) unchanged also if only
a part of the group is concerned. We also see that Γ (1,7) is for all the spinors
equal to 1 and for all the “antispinors“ equal to -1. One also sees that when the
subgroup SU(2) (the weak charge group) is broken, that is when Q = (Y + τ33)
(the electromagnetic charge) only is the well defined quantity besides the colour
charge (τ53, τ58), the handedness Γ (1,3) is broken, leading to the superposition of
states uL and uR, for example, since both states have the same colour properties
(τ53, τ58) and the electromegnetic chargeQ.
We saw in subsection that the trace of all the Cartan subalgebra operators
within half a Weyl representation of SO(1, 13), namely the particle part alone (as
well as the antiparticle part alone), is equal to zero. This is true also for all the
other generators of SO(1, 13) and is accordingly true for all the linear superposi-
tions of Sab. Due to this fact the anomaly cancellation for spinors is guaranteed.
A break of a symmetry leads to smaller subgroups (of smaller ranks and
smaller representations, the sum of ranks of regular subgroups being just equal
to the rank of the group). The smallest spinor representations besides a scalar
one 6 would occur for the break of the type (SU(2)× SU(2))k (since all the eigen-
values of the Cartan subalgebra would be ±1/2 and accordingly also the eigen-
values of the superpositions of Sab which lead to invariant subgroups, would
then be ±1/2 for doublets and 0 for singlets), if the group would be of such a
type. For the group SO(1, 13) this is not the case. Accordingly, instead of only
SU(2) (and U(1)’s from SU(2)) also SU(3) appears (as well as U(1) from SO(6))
(enabling the concept of spinors and “antispinors“, as already mentioned). These
are (small) representations of spinors in the agreement with the concept of the
Standard model.
6 Scalar representations are trivial, leading in the proposed approach to scalars without
any charge.
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In the proposed approach unifying spins and charges the concept of fami-
lies naturally appears, reached from the starting family by the operators S˜ab =
−i/4[γ˜aγ˜b − γ˜bγ˜a]. We present in this paper the definition as well as the mean-
ing of the Clifford odd objects γ˜a’s, which anticommute with ordinary γa’s. The
number of families at low energies appear to depend on the interaction.
We propose a Lagrange density for spinors in d = 14 dimensional space
ψ+γ0γafµa (pµ −
1
2
Sbc ωbcµ ) ψ. (31)
It contains the (gauged) gravitational field with spin connections ωbcµ and viel-
beins fµa only, which then manifest at low energies as all the known gauge fields
AAiα
ψ+γ0γmfαm (pα −
∑
Ai
τAiAAiα )ψ (32)
as well as the Yukawa couplings
ψ+γ0γhSh
′h ′′ωh ′h ′′σf
σ
hψ, (33)
and
ψ+γ0γhS˜h
′h ′′ω˜h ′h ′′σf
σ
hψ (34)
with no index h, h ′, h ′′ from {0, 1, 2, 3}), with operators of the type Shh
′
, which
transform right handed SU(2) singlets into left handed SU(2) doublets within
one family. For operators of the type S˜hh
′
cause transitions betweem states of the
same properties with respect to the Sab belonging to different families. Both types
of terms manifest accordingly as mass terms quarks and leptons (and antiquarks
and antileptons). It is the interactions in higher dimensions which look like a
Higgs causing the Yukawa couplings in a four-dimensional subspace.
The mass matrices suggested by the approach have the dimension 4 × 4 at
least (or the multiple of 22k × 22k, with k = 1, 2, 3) and (if assuming that the ma-
trix elements are real) the symmetry of Eq.(4.1), which starts at 2 × 2 (so that the
number of different matrix elements is allways equal to the rank of the matrix).
Accordingly the eigenvalues can easily be found and also fitted to the experimen-
tal data in a way, that they do agree with the experimental data. The approach
suggests an even number of families, with the fourth family in agreement with
the ref.[16].
We presented[13] a possible scheme of breaking symmetry SO(1, 13), which
manifests the above mentioned properties of representations. We studyed the ar-
guments for the three families at low energies and the fourth family, which does
not contradict the experimental data[16]. The study is not yet finished[17]. We
have so far learned from this study that the break of symmetry, presented in this
paper, seems to be the appropriate one, reproducing the experimental mass ma-
trices, as well as the probabilities for the weak transitions.
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The mass protection mechanism works in even dimensional spaces [8,10,10]
only7, provided that only one Weyl spinor (one irreducible representation) is as-
sumed. Since we assume one Weyl spinor representation of SO(1, 13), spinors in
d = 14 are massless. And as we have said, it is the interaction in d = (1 + 13),
which manifests in d = (1+ 3) subspace as a mass term.
One has to ask oneself why a Weyl spinor in d = (1 + 13)? Why the break
of symmetry of the group SO(1, 13) occurs at all, leading then to small charges
and to further break of symmetries in which, however the baryon number and
accordingly the colour charge is conserved? How accurately can within the ap-
proach of unifying spins and charges the parameters of the Standard model and
physics behind be predicted?
There should be several answers to these questions, connectedwith the prop-
erties of the internal space 8 and also the ordinary part of the space, like topology
properties, differential geometry properties, dynamical properties and also the
many body properties.
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A Tight Packing Problem
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Bjornvn. 52, 07730 Oslo, Norway
Abstract. In order to determine the abelian coupling in the context of the Multiple Point
Principle, we seek a tight packing in aNgen=3-dimensional space where the U(1) coupling
is absorbed in the action metric. A face-centered cubic lattice was originally assumed,
a tighter packing is however obtained for an identification lattice corresponding to a 3-
dimensional tesselation, using rhombic dodecahedra. This suggests a description in terms
of a Han-Nambu-like system of charges corresponding to the 23-1=7 linearly independent
basis vectors of a Z32 projective space.
1 Introduction
In the course of this article, a specific geometrical object is defined, namely an
almost regular three-dimensional lattice corresponding to a 3-dimensional tesse-
lation (space-filling system) of rhombic dodecahedra. The motivation is the need
within the scheme of Anti-Grand Unification and the Multiple Point Principle, for
a tight packed three-dimensional lattice which basically represents the abelian
sector of the Standard Model group, i.e. U(1)3. We look for a non-orthogonal
lattice, since on such a lattice each site has more neigbouring sites than on an
orthogonal lattice. The lattice directions of these different sites are interpreted
as corresponding to different (vaccum) phases, and we want as many different
phases as possible. The search for a lattice where each site has a maximal number
of neighbouring sites can be formulated as a tight packing problem.
The Anti-Grand Unification scheme and the Multiple Point Principle have
many interesting properties. Some very appealing features are that the Anti-Grand
Unification scheme provides a prediction of the number of generations, and the
Multiple Point Principle supplies a finetuning mechanism for the free parameters
in the Standard Model. According to The Principle of Multiple Point Criticality
there is a multiple point in the action parameter space, corresponding to a sit-
uation where the vacuum is maximally degenerate, and a maximal number of
vacuum phases come together. The observed coupling values are then explained
as the critical multiple point values that the couplings take when the vacuum is
maximally degenerate.
In the pursuit of the critical multiple point, we look for a tightest packed
three-dimensional lattice (corresponding to three generations). Dense packing
means that each lattice site is surrounded by as many nearest neighbours as
possible, in our scheme at (approximately) the same, critical distance. The dens-
est regular three-dimenional lattices are the face-centered cubic lattice and the
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hexagonal lattice. The face-centered cubic lattice with twelve “critical” neigh-
bours of each site has already been studied, and it was found that this lattice
corresponds to a total of twelve phases coming together at the critical point. Six
of the twelve phases coming together at the critical point correspond to confined
one-dimensional subgroups of U(1)3. In this article the goal is to find an alter-
native lattice, in order to maximize the number of phases corresponding to these
confined one-dimensional subgroups.
We find that while on the face-centered cubic lattice there are six such phases,
on an almost regular three-dimensional lattice, dual to the face-centered cubic
lattice, seven of the phases that come together at the critical point correspond to
confined one-dimensional subgroups.
2 Anti-grand unification and the Multiple Point Principle
Aflaw of the StandardModel is that it gives no prediction either of the generation
replication pattern, or of the number of generations. All the generations are really
treated on the same footing.
Another shortcoming of the Standard Model is the large number of free pa-
rameters. There are on the one hand parameters that are not mass related, and on
the other hand the mass parameters associated with the weak symmetry break-
ing, i.e. the Higgs quartic and quadratic self couplings which determine the Higgs
mass and vacuum expectation value; and the Yukawa couplings, which deter-
mine the quark masses and mixing angles. The introduction of the Higgs field
and the weak spontaneous symmetry breaking thus implies a substantial increase
in the number of free parameters.
In the Anti-Grand Unification scheme [1], it is assumed that the Standard
Model gauge group is derived from the group (SMG)Ngen where Ngen is the
number of generations, and
SMG ≡ S(U(2)xU(3)) (1)
In the Standard Model, running coupling constants for SU(2) and SU(3) at
Planck scale deviate by approximately 3 from the critical values for SMG lattice
theory (i.e. from the low energy values of the coupling constants extrapolated to
the Planck scale). This can be explained if we assume that there are three gener-
ations, and the Standard Model group SMG comes about at Planck scale, by the
breakdown of (SMG)3 to the diagonal subgroup. With Ngen = 3,
(SMG)Ngen = SMG1 ⊗ SMG2 ⊗ SMG3 = {(g1, g2, g3)|gj ∈ SMGj},
and the special case where g1 = g2 = g3 corresponds to the diagonal subgroup,
(SMGNgen=3)diagonal ≡ {(g, g, g)|g ∈ SMG}.
The 1/g2 for the diagonal subgroup couplings being approximately three times
larger than for the single SU(2) and SU(3) subgroups, suggests that these inverses
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of the squared coupling are exactly three times larger for the non-abelian sub-
groups. This constitutes a prediction of three generations.
The Multiple Point Principle [2] can be perceived as a finetuning mechanism
accounting for the free parameters of the Standard Model. The idea is that as
certain extensive parameters are globally fixed, intensive parameters are fine-
tuned. The extensive parameters are furthermore fixed at values such that the
universe is supposed to contain a combination of different degenerate vacua, i.e.
more than one phase. The philosophy is that the lattice artifact phases in a lattice
gauge theory really have physical meaning (assuming that space-time is funda-
mentally discrete and we really have a physical 4-dimensional lattice, acting as a
non-arbitrary regulator).
With first order transitions between these different phases, the extensive qu-
antities can be fixed at values that are not situated at certain points, but within
finite intervals. Several coexisting phases constitute constraints on the conjugate
intensive parameters, like the gauge couplings. The situation is similar to an equi-
librium system in an insulated container where water exists in its three phases.
This system has fixed extensive parameter values, like the volume and the energy.
It is a very stable system, since there is a whole range of parameter values for the
average energy and average volume per molecule, and the three phases continue
to coexist because the heat of fusion and the heat of sublimation and vaporization
are finite.
Since knowledge of the number of extensive quantities implies a knowledge
of the number of the various phases, the global fixation of extensive parameters
breaks locality. Thismild type of nonlocality however implies no contradictions
with data, since it exists everywhere in space-time, and can thus be incorporated
in the coupling constants, which are universal intensive parameters.
In this scheme it is not only assumed that the vacuum exists in several phases.
According to The Principle of Multiple Point Criticality, Nature moreover seeks
out a point in the action parameter space where a maximal number of phases
come together - phases in a lattice gauge theory of the Standard Model gauge
group (SMG)3. At thismultiple point the vacuum ismaximally degenerate, and
the running gauge coupling constants assume ”multiple point critical values” at
Planck scale.
In this way, the Multiple Point Principle supplies an explanation for the fine-
tuning of the parameter values.
The prediction that there are three generations also depends the Multiple
Point Critical Principle, which predicts that the couplings are driven to one and
the same multiple point value gMP for all three generations, that is, for the diag-
onal subgroups of SU(3) and SU(2),
1
g2diag
=
1
g21
+
1
g22
+
1
g23
+ =
3
g2MP
(2)
In the abelian case the situation is more complicated. ForU(1) the deviation of the
coupling in going from the multiple point of (SMG)3 to the diagonal subgroup, is
not three but ∼ 6. So instead of U(1)3 we would have ∼ U(1)6. It is thus necessary
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to consider the abelian sector separately.
3 Phase transitions
A first order phase transition is characterized by a sharp distinction between the
phases, in the sense that the division between phases is so clear that we do not
need much stuff to determine what phase we are in, at first order phase transi-
tions. In a second order phase transition we need more stuff to determine which
phase we are in, that is, we need to go to the long wavelength limit.
In lattice gauge theory, phases are defined in a more abstract way than in
the case of water and ice. A lattice is a system of P elements x, y, z, .. which have
a reflexive, transitive and antisymmetric relation, usually represented as lattice
sites connected by lattice links. A gauge field on a lattice assigns a gauge group
element U(•-•) to each link of the lattice. These links in their turn constitute the
lattice plaquettes. A gauge invariant action on the lattice must be formulated in
terms of lattice gauge variables, which not apriori satisfy the Bianchi identities,∑

U() = 0, where U()=U(l1)U(l2)U(l3)U(l4),
l1
l2
l3
l4
In D > 2, the Bianchi identities which do not apply to plaquette variables, how-
ever do apply to the volumes enclosed by the plaquettes, like the cubes in a 3-
dimensional cubic lattice.
There are several vacuum phases, which are determined by the transforma-
tion properties of the vacuum under gauge transformations corresponding to a
set of gauge functions that are constant or linear in the space-time coordinates.
Phenomenologically different phases can be distinguished by their different fluc-
tuation patterns, the vacuum phases are thus determined by the different quan-
tum fluctuations of space-time. The strength of quantum fluctuations is governed
by the coupling constants, so for small coupling constants the fluctuations are
small, and for large coupling constants they are large. With the running coupling
constants increasing with energy, at the fundamental lattice scale the fluctuations
are thus very large.
A ”confinement-like” phase corresponds to short range correlations, and a
”Coulomb-like” phase corresponds to infinite range correlations. The ordinary
electromagnetic potential Aµ is in the Coulomb phase, and photons, having infi-
nite range, correspond to infinite correlations. On the lattice, the Bianchi identi-
ties can in the confinement-like phase be neglected (to a rough approximation),
meaning that the fluctuations of one plaquette variable is approximately inde-
pendent of the fluctuations of the other plaquettes that enclose a lattice cell. In
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the Coulomb phase, on the other hand, the Bianchi identities are non-negligeable,
leading to a correlation of plaquette variable fluctuations over long distances, i.e.
distances of at least several lattice constants.
Each possible combination of gauge field phases corresponds to a specific
vacuum, so when you have a gauge field you consider what phase it is in. What
phases are possible depends on the gauge group. For gauge groups with many
subgroups, like (SMG)3, the degrees of freedom corresponding to the different
subgroups can have qualitatively different fluctuation patterns, corresponding to
different regions of the action parameter space. At the multiple point the phase
transitions are first order, in the sense that the phases are distinguishable at the
lattice scale. The determination of gauge couplings by means of first order phase
transitions however has the problem of non-universality, so in that sense second
order phase transitions would be preferable for giving well defined numbers for
the transition points. The problem is then that there is no scale for second order
phase transtions. At the multiple point of a phase diagram for a gauge lattice
theory, we thus assume that the lattice phases are separated by first order phase
transtions. Different short distance physics can be represented by different dis-
tributions of group elements along different subgroups of the gauge group in
different parts of the action parameter space. The focusing on the short distance
aspect does however not mean that the long distance behaviour is not influenced
by the passage from one phase to another.
The abelian and non-abelian subgroups of the anti-grand unification group
(SMG)3 can be treated separately, because in the approximation where we iden-
tify theU(1)j inU(1)3 with SMGj/(SU(2)xSU(3))j (j = 1, 2, 3), the interaction be-
tween abelian and non-abelian subgroups may be discarded, and U(1)3, SU(2)3
and SU(3)3 can be treated separately.
The necessecity for the different treatment of the abelian and non-abelian sec-
tors is obvious when dealingwith the action corresponding to (SMG)3. It is possi-
ble to express the action corresponding to the Cartesian product (SMG)Ngen as a
sum of contributions from each factor group, S =∑j Sj. This means that the con-
fining phases must correspond to factorizable invariant subgroups, implying that
the phase diagram for (SMG)Ngen can be determined from the phase diagrams
of the individual factors (a group Gwith the group operation · is factorizable if it
has two proper nontrivial subgroupsH and F such thatG = H ·F). That the action
is restricted to being additive however means that the phases corresponding to
confinement along non-factorizable subgroups are missing. For the non-abelian
subgroups there are rather few such phases, but for the abelian subgroups there
is an infinity of partially confining phases of U(1)3 missing. The action S =∑j Sj
thus gives a good approximation for the non-abelian subgroups, but not for the
abelian. In order to find the multiple point, it is therefore necessary to consider
the whole group (SMG)3, or, to a good approximation, U(1)3.
The non-factorizable subgroups of U(1)3 occur as diagonal-like subgroups
of all possible Cartesian products with 2 or 3 repeated factors, which can be
the subgroup U(1) or the discrete groups ZN (Appendix III). U(1)3 is a com-
pact factor group of the covering group R3, by going to U(1)3 we identify the
3-dimensional identification lattice L of elements of R3 with the unit element,
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the 3-dimensionality of the identification lattice thus representing the assumed
number of generations. The idea is to use the Multiple Point Principle Criticality
to find the identification lattice L which will bring a maximal number of phases
together.
The elements of the group U(1) can be represented as {eigA
µ
} ∼ {eiθ}, so
U(1) is compactified as θ runs around the unit circle. In that sense, the sites 0, 2π,
4π,...are identified with each other,
0 2π 4π 6π 8π
θ· · ·
With two U(1) groups we have
2π 4π · · · U(1)1
U(1)2
Here the sites 2π, 4π,.. correspond to charges or some other quantized quantity.
This system can be “dynamized” by absorbing the U(1) coupling in the metric
gµν, which is the metric on the space of charges, i.e. the metric used in forming
the inner product of two θ-variables. When the coupling is thus absorbed the
distance between two charges is well defined, as the metric is included in the
formalism.
The sites on the axes are identified with the origin - this is the compactifica-
tion. As the couplings are included in the definition of the distance, the distance
between two charges will vary according to the charge values of the two charges
between which the distance goes. So from the point of view of U(1), all the sites
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are the same site, while from the point of view of the charges, they are differ-
ent. The sites can also be interpreted as monopoles, i.e. sinks or sources for mag-
netic fields. In any lattice gauge theory we get ”effective monopoles”, because
certain flux combinations of the different abelian magnetic field can disappear
into a lattice cube, as if there were a monopole. This monopole is a lattice ar-
tifact, but behaves exactly like a fundamental monopole. In the Coulomb-like
phase vacuum contains very few monopoles, while when a subgroup U(1)j (j =
1, 2, 3) is confined, there is statistically an abundance of lattice cubes for which the
monopole charge 2π(n1, n2, n3) is ±2π(1, 0, 0), a few with charges±2π(2, 0, 0) or
±2π(3, 0, 0), and also some monopoles with nk 6= 0, k 6= j.
When there is confinement along U(1)j, the distance between nearest neigh-
bours on the U(1)j identification lattice is less than the critical distance. If we
assume that the critical distance along one lattice direction is independent of
the spacing between the neighbours in other lattice directions, the transition in
one subgroup does not really influence the fluctuation pattern for the other sub-
groups. In this approximation the multiple point criticality corresponds to having
a critical distance between neighbouring identification lattice points in all direc-
tions, as critical distances correspond to critical couplings.
The identification lattice - a 3-dimensional lattice of elements of R3 - is a gen-
eralization of the identification mod 2π. If R3 has a well-defined inner product,
a unique action can be defined on the lattice. The action is then described by the
geometry of the identitification lattice in the sense that the different phases can
be reached by changes in the action, corresponding to deviations from the critical
distance between nearest lattice neighbours. There is one phase defined for each
pair (Gj, G˜j) of subgroups of SMG, where Gj ∈ SMG and G˜j is an invariant sub-
group of Gj. The action must be formulated in such a way that it encompasses all
the phases.
Let G1 = U(1) and G˜1 = Z2. A simple lattice action for U(1) is S = β cosθ,
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β cosθ
θ
2 phases
βcrit
Confinement Coulomb
The phase transition between the confinement and Coulomb phases is a function
of β, that is, of βcrit. With one more term in the Lagrangian, i.e. S = β cosθ +
γ cos 2θ, the critical point is modified,
γ
β
γcrit
Z2 alone
confined
total
confinement
Coulomb
βcrit
3 phases
With yet another term, the critical point is again modified and yet more phases
meet.
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4 Abelian and non-abelian subgroups
The abelian and non-abelian sectors are separated also in that the abelian and
non-abelian couplings need different considerations. The reason is that in non-
abelian groups the commutator relations constitute constraints that fix the nor-
malization of the gauge couplings, while in the abelian case there are no such
constraints. In the non-abelian case the Yang-Mills fields are themselves charged
and can therefore be used to define an ”inner convention” of the gauge charges
to be established. In this case the Lie algebra commutator relations are nonlinear
and thus not invariant under rescalings of the gauge potential. If such rescalings
were allowed, the gauge couplings would be deprived of physical significance.
In the abelian case, however, such rescalings of the gauge potential are pos-
sible. For theU(1) there is therefore no natural unit of charge. So the weak hyper-
charge fine structure constant is normalizable only by reference to some quantum
of charge - but which quantum of charge?
There is the notion that a fundamental quantum of charge should in some
sense be ”small”, this is the philosophy of the Han-Nambu scheme[3]. The ques-
tion is how to define ”smallness”. The non-abelian representations of the Stan-
dard Model gauge group realized in nature are small in the sense that in the
non-abelian sector of Standard Model there is the trivial representation and the
lowest dimensional representation after the trivial. In the abelian sector it is more
unclear what small means. Abelian subgroups always have 1-dimensional irre-
ducible representations, so dimension tells nothing. Therefore, replace the de-
mand for “smallness” by the demand that the number of “Han-Nambu”charges
of the fundamental Weyl components taking the (“small”) values −1, 0, 1 should
be maximal. The reason for the notation is that this approach resembles an early
quark model by Han and Nambu [4], where a group of eight integrally charged
quarks was proposed, quarks that also carry a colour-like quantum number. In
this group two of the charges have chargeQ = 1, and two had Q = −1, the other
four are electrically neutral.
5 Tight packing
On the lattice a confining subgroup is found along a lattice direction where the
distance between two nearest neighbours is smaller than the distance correspond-
ing to a critical coupling value. The critical coupling for a given subgroup gen-
erally depends on which phases are realized for the remaining U(1) degrees of
freedom. The critical distance in one direction is however approximately inde-
pendent of the distance between neighbouring lattice sites in other directions,
approximate MPP criticality is thus achieved when the distance between neigh-
bouring identification lattice sites is critical in all directions. This corresponds to
a maximal number of 1-dimensional subgroups, or to having the tightest possible
packing of identification lattice points.
This tight packing problem is closely related to the problem of finding the
tightest packing of equal non-overlapping spheres in N-dimensional space, that
is, the problem of packing spheres in such a way that one sphere ”kisses” as
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many other spheres as possible. In 2 dimensions there are two periodic packings
for identical circles: square lattice and hexagonal lattice, in 1940 the hexagonal
lattice was proven to be the densest of all possible plane packings [5]. The lattice
plaquettes are the fundamental regions of the lattice, and the packing density or
filling factor for a lattice is defined as
ρP =
Volume of one sphere
Volume of fundamental region
(3)
For example, in the hexagonal 2-dimensional lattice the lattice plaquettes are
rhombuses, and (with lattice constant 1) ρP = (π1/4)/(
√
3/2)=π/2
√
3 ∼ 0.907,
and each circle kisses 6 other circles,
In the square lattice the fundamental regions are squares,
the kissing number is 4, and density is ρP = (π1/4)/1 = π/4 ∼ 0.785. So in two
dimensions the hexagonal lattice gives the densest packing, and also the biggest
kissing number.
In 3 dimensions there are three periodic packings for identical spheres: cubic,
face-centered cubic (fcc), and hexagonal, where the fcc and the hexagonal packing
have the same filling factor. There is also random tight packing [6], which has ρP
∼ 0. 64.
In studying the tight packing problem, one can use root lattices (Appendix
I). In 1 dimension, the only tight packing is the root lattice A1 generated by the
vector (−1, 1),
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A1
Assuming that our spheres have radius 1/
√
2, the minimal distance between dis-
tinct packing points is 2.
In 2 dimensions the only tight packing is the root lattice A2, which is gen-
erated by stacking displaced A1’s, with a distance between the layers of at least√
2− 1/2 =
√
3/2,
A1
A
′
1
A"1
Likewise, tight packing in 3 dimensions is generated by stacking copies of A2,
with a separation between the layers of at least
√
2− 2/3 =
√
4/3. A sphere in
a 3-dimensional can be surrounded in essentially two different ways. First, there
are two layers of spheres stacked in such a way that each sphere in the top layer
is in contact with three spheres in the bottom layer. Then a third layer is added in
two different ways. If the spheres in the third layer are placed over the holes in
the first layer not occupied by the second layer, we get a face-centered cubic close
packing, where the contact points of the twelve neighbours of each sphere form
the vertices of a cuboctahedron. Fruits in fruit stands are often stacked in this fcc
fashion.
If the spheres in the third layer are instead placed directly over the spheres
in the first layer, the result is a hexagonal close packing, where the contact points
of the twelve neighbours form the corners of an anti-cuboctahedron, obtained by
twisting the cuboctahedron about one of its four equatorial planes.
In 1611 Kepler hypothesized that fcc tight packing is the densest possible 3-
dimensional packing, with ρP = π
√
18 ∼ 0.74. And in 1831 it was proven by Gauss
that the face-centered cubic lattice is the densest lattice packing in 3 dimensions.
But lattice packing is not the same as sphere packing. A regular lattice is the
most regular arrangement of spheres, and can be constructed by repeating a sin-
gle lattice ”crystal”. In that sense, the maximum lattice density is a finite problem.
In sphere-packing, on the other hand, the position of every sphere is a variable,
and it takes infinitely many spheres to fill up all of mathematical space. One thus
has to reduce the problem to a finite part of space, with a finite amount of spheres.
In the process of proving Kepler’s conjecture, it was therefore suggested to use
Voronoi cells in the analysis of the problem. A Voronoi cell is the set of points that
are closer to one particular sphere than any other. For example, the Voronoi cell
of a 2-dimensional disc is the set of points in the plane which are as close or closer
to the centre of that disc than to the centre of any other disc.
The Voronoi cells corresponding to a 2-dimensional hexagonal lattice are
hexagons, and the Voronoi cells of the 3-dimensional face-centered cubic lattice
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are rhombic dodecahedra. Using an extension of the notation of cells, Kepler’s
conjecture was proven [7] in the 1990-ies. It has also been proven that there are
packings of congruent ellipsoids with density considerably greater than π
√
18.
6 A tighter packing
In a 3-dimensional lattice with mutually orthogonal directions, there are 8 phases
that can be reached, with confinement of eight subgroups. With a fcc lattice cor-
responding to the cuboctahedron, a larger number of phases can come together,
confining a total of twelve subgroups, six of which are the one-dimensional sub-
groups of U(1)3. The fcc lattice is relevant for all the continuous subgroups of
U(1)3, we are however also interested in the phases confined with respect to dis-
crete abelian subgroups in contact with the multiple point.
So instead of a fcc identification lattice, we introduce a Han-Nambu like sys-
tem of charges, corresponding to the 23−1 = 7 linearly independent basis vectors
of a Z32 projective space [8]. The seven vectors with the coordinates
(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1) (4)
constitute, together with the vector (0, 0, 0), a representation of the discrete group
Z32.
Since the seven one-dimensional subgroups of U(1)3 should all be critical
for the same action metric, these vectors should all have the same length, set to
unity. As they represent Z32, this is however not possible. The next best thing is
to have these vectors as close as possible to unity. This can be accomplished by
determining a metric which minimizes the amount of deviation from unity for all
seven vectors.
Therefore, define a metric on the space of charges such that a critical distance
is determined by phase transitions that make confinement in the direction along
the charges. The Z32 symmetry constrains the number of adjustable parameters in
the metric to two, giving the metric tensor
ηkl =

a b bb a b
b b a


In terms of ηkl the squared length of the vectors (1, 0, 0), (0, 1, 0), (0, 0, 1) is a, e.g.
(1, 0, 0)

a b bb a b
b b a



10
0

 = a
The squared deviation length from unity for these vectors is then (a−1)2. For the
vectors (1, 1, 0), (1, 0, 1), (0, 1, 1) it is 2(a + b), and the squared deviation length
from unity for these vectors is [2(a + b) − 1]2. The vector (1, 1, 1) has the length
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3(a+2b), with the squared deviation from unity [3(a+2b)−1]2. The total squared
deviation length for all seven vectors is then
D = 3(a−1)2+3[2(a+b)−1]2+[3(a+2b)−1]2 = 24a2+48b2+60ab−24a−24b+7
(5)
Minimizing the total squared deviation length with respect to a and b gives
∂D/∂a = 4a + 5b − 2 = 0 and ∂D/∂b = 5a + 8b − 2 = 0, giving a = 6/7
and b = −2/7. This gives the metric tensor
ηkl =
2
7

 3 − 1 − 1−1 3 − 1
−1 − 1 3


The vectors ((1, 0, 0), (0, 1, 0), (0, 0, 1)), ((1, 1, 0), (1, 0, 1), (0, 1, 1)) and (1, 1, 1) thus
have the lengths
√
6/7,
√
8/7 and
√
6/7, respectively.
They span a rhombic dodecahedron which is made out of twelve rhombuses
shaped in accordance with the Golden Section., i.e. the two diagonals of each
rhombus satisfies x =
√
2y. The rhombic dodecahedron has fourteen vertices.
Three faces meet at eight of these vertices, and four faces meet at six of the ver-
tices. On this lattice, seven of the phases that come together at the critical point
correspond to confined one-dimensional subgroups of U(1)3, i.e. one more than
for the facec-centered cubic lattice,
The rhombic dodecahedron is dual to the cuboctahedron, and thus the Voronoi
cell of the fcc lattice. The rhombic dodecahedron ismoreover a 3-dimensional pro-
jection of the 4-dimensional hypercube. An objectO in a D-dimensional space can
be projected onto an object O
′
in a space of (D-1) dimensions, in many different
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ways. For an object O with well-defined symmetries, we are however interested
in projections O
′
that retain some of these symmetries.
The cube has an octahedral symmetry, with three axes of 4-fold rotational
symmetry which join centres of opposite faces, four axes of 3-fold rotational sym-
metry which join diagonally opposite vertices, six 2-fold rotation axes joining
the midpoints of opposite edges. One of the 2-dimensional projections of the
3-dimensional cube is the square, with its 4-fold rotational symmetry, another
2-dimensional projection of the cube is the hexagon, with its π/3 rotational sym-
metry,
The cube is space filling, i.e. a 3-dimensional tesselation. Its symmetric 2-dimen-
sional projections, the square and the hexagon, correspondingly fill the plane. In
its turn, the cube is a 3-dimensional projection of the 4-dimensional hypercube,
and the hypercube fills 4-dimensional space. The cube and the rhombic dodecahe-
dron are (symmetric) 3-dimensional projections of the 4-dimensional hypercube,
and they both fill 3-dimensional space.
In this way, the tesselations in spaces of different dimensions are related. To
get a notion of 4-dimensionality, consider how to go from one known dimension
to the next: first, let 1 dimension be represented by a 1-dimensional line:
the go from 1 to 2 dimensions by connecting two 1-dimensional lines to make a
2-dimensional square
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Then repeat the procedure in going from 2 to 3 dimensions, connect two 2-dimen-
sional squares to make a 3-dimensional cube:
Now to go to 4 dimensions do the same thing: connect two 3-dimensional cubes
to make a 4-dimensional hypercube
7 Conclusion
A tight packing in a Ngen=3-dimensional space where the U(1) coupling is ab-
sorbed in the action metric was found, for a system of charges corresponding
to the 23-1=7 linearly independent basis vectors of a Z32 projective space. This
lattice, which corresponds to a 3-dimensional tesselation using rhombic dodec-
ahedra, implies that seven of the phases that come together at the critical point
correspond to confined one-dimensional subgroups.
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8 APPENDIX
I. Root lattices
ALie algebraL is a flat vector space V over some field (usually the real or complex
numbers), together with the Lie bracket [, ], which is a binary operation, [, ] : VxV→ V . It is bilinear, satifies the Jacobi identity, and [v, v] = 0, v ∈ V . A Lie algebra
is usually represented as a vector space of square matrices over the real/complex
numbers. A simple Lie algebra contains no non-trivial ideals, and a semisimple
Lie algebra is the direct sum of simple Lie algebras. An abelian subalgebra of a
Lie algebra has vanishing commutators, and is often called a torus, the Cartan
subalgebra is a maximal torus. Semisimple Lie algebras are classified through the
representations of their Cartan subalgebras, that is, by their root system.
In a collection of diagonal matrices which span a subspace of the represe-
nattion space, the diagonal elements constitute weights. The Cartan subalgebra
H is abelian, and can be put into diagonal form. For example, in the standard
representation of the special linear Lie algebra sl3(C) on C3, the matrices
H1 =

1 0 00 −1 0
0 0 0

 ,H2 =

0 0 00 −1 0
0 0 1


span the Cartan algebra. There are then three weights, w1 = h11, w2 = h22
w3 = h33, corresponding to the decomposition of C3 into its eigenspaces, C3 =<
w1 > ⊕ < w2 > ⊕ < w3 >. The eigenvectors wj are the weight vectors, and the
corresponding spaces < wj > are the weight spaces.
The roots of a semisimple Lie algebra are the weights of the adjoint repre-
sentation, they generate the discrete root lattice in the dual of the representation
space. In their turn, the weights form a weight lattice which contains the root lat-
tice. For example, the special Lie algebra sl2C of 2x2with trace zero, has the basis
B1 =
(
1 0
0 −1
)
,B2 =
(
0 1
0 0
)
,B3 =
(
0 0
1 0
)
,
and the adjoint representation is given by [B1,B2] = 2B2 and [B1,B3] = −2B3, so
there are two roots, 2, −2.
A finite reflection group is a finite group of linear transformations of Rn,
which can be represented by a Dynkin diagram. That is, the group is generated
by reflections through unit vectors that are all at angles π/n from each other.
These vectors are represented by dots in the diagram, so a Dynkin diagram like
corresponds to a reflection group having one generator for each dot, such that
r2 = 1 for each generator (∼ reflections). Not all Dynkin diagrams correspond
to finite groups, but those denoted by An, Bn, Cn, Dn, E6, E7, E8, F4, G2, do, and
they moreover correspond to lattice symmetries. The dots act as a basis of the
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lattice and the links keep track of the angles between the basis vectors, which are
the roots.
Lie algebras of compact simple Lie groups are also classified by Dynkin di-
agrams. Then An is identified as the Lie algebra corresponding to sln+1(C), i.e.
(n+1)x(n+1) traceless matrices. The compact real form of sln(C) is sun, and the
corresponding compact Lie group is SU(n).
II. Projective geometry
Projective geometry enables us to view geometry as a whole. It is based on the
concept of projective transformation. If the points on a line a are projected into
the points on a line b, which in their turn are projected into the points on a line c,
etc. the last line being l, then each point on a corresponds to a definite point L on
l. This corresponds to a projective transformation
{A}∧¯{K} (6)
The set of all points on a line l is called the range (or pencil ir row) of points.
The correspondence of not the whole range, but of individual points, is written
A1A2A3...∧¯K1K2K3... (7)
Theorem: Any three points of a straight line can be projected into any three
points of a straight line, i.e. A1A2A3∧¯K1K2K3 provided that A1A2A3 as well as
K1K2K3 are distinct and collinear.
Theorem: Any projective transformation of a line is fully determined by the
fate of the three points on the line. So if Aj → Kj for j = 1, 2, 3, then for each other
point A4 on a, there is a uniquely determined point K4 on k to which A4 will go.
Parallell lines are dealt with in a special way; by introducing points at in-
finity. To each straight line there is attributed a point at infinity, and each line
parallell to a meets a in the point at infinity, of a. The points at infinity of the
straight lines of a plane constitute a straight line at infinity, of this plane. All the
points at infinity of the 3D space constitute the plane at infinity.
III.The discrete subgroups ZN
Z2 = the integers modulo 2; a mod n = b means that a = np + b, so b is the remain-
der when a is divided by n. For example, 8 mod2 = 0, 9 mod2 = 1. This means that
Z2 divides the integers Z into the two equivalence classes of even and odd inte-
gers. In the general case,ZN is generated by a homomorphism of the integersZ to
the factor group (0, 1, ..., N)+NZ of the integersZ . So Z2 = (0, 1) = {a|a ∈ (0, 1)},
0 1
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is a very discrete group, with addition as group operation:
0+ 1 = 1
0+ 0 = 0
1+ 1 = 2 = 0(mod2)
From Z2 we can compose Z22 = (0, 1) ⊗ (0, 1) = {(a, b)|a, b ∈ (0, 1)},
(0,0) (1,0)
(1,1)(0,1)
and Z32 = (0, 1) ⊗ (0, 1) ⊗ (0, 1) = {(a, b, c)|a, b, c ∈ (0, 1)},
SO(3) = SU(2)/Z2 = {rZ2, r ∈ SU(2)} amounts to identifying the elements. The
elements of SU(2) are eia
jσj where aj ∈ [0, 2π] for a given normalization. In the
Lie algebra, 0 corresponds to the identity group element, since ei0 = 1, and 2π
corresponds to −1, and (1,−1) is the center of SU(2), i.e. the maximum set of
elements that commute with all other elements in the group.
When creating explicit representation of SU(2)/Z2, we use a representation
of Z2 which has the same group operation as SU(2), that is, matrix multiplication.
So with
Z2 = {
(
1 0
0 1
)
,
(
−1 0
0 −1
)
}, SU(2)/Z2 =
[
g
{(
1 0
0 1
)
,
(
−1 0
0 −1
)}
|g ∈ SU(2)
]
We can view ZN2 projective geometrically: All the non-vanishing elements of Z
N
2
are basically rays in ZN2 because in the Z2-field there is only one non-vanishing
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element, so a ray has only one element. If Pd(Z2) is the projective space of d
dimensions over the field Z2, Pd(Z2) = {rays ∈ Zd+12 }. For example
P2(Z2) = {rays ∈ Z32}
The number of elements in Z32 = 2
3 = 8. The number of rays is equal to the number
of non-vanishing elements in Z32, i.e. 8 − 1 = 7. Thus the number of points in the
projective plane over Z32 is 7.
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1 Holger Bech Nielsen
Happy Birthday dear Holger and congratulations with your 60 years day. Thank
you for many exciting years of work together. Because this is a contribution to
a “festschrift” for you, we shall let you escape this once from being a co-author
(which has the advantage that you are not strictly accountable for the contents).
2 Introduction
Elementary particles come as fermions and bosons. Maybe there are even fewer
categories than these two, maybe we could perceive fermions and bosons as dif-
ferent modi of one sole type of particle.
Or is it the other way round? While the standard picture of the physics at
the fundamental scale is one of oneness and simplicity, in the Random Dynamics
scheme [1,2,3], the assumption is that at the Planck level, or at an even more
fundamental level, there is a multitude of individual particles. Because of the lack
of information that characterizes our low energy world, these are perceived by us
as the few species of identical fermions or bosons described by particle physics.
Herewe outline how this complex world of non-identical particles at the fun-
damental level ends up as a few different species of fermions or bosons having
symmetries that are subgroups of the Standard Model group at energies accessi-
ble to the poor physicist. After first introducing large exchange forces, we see that
particles, by assumption all different fundamentally, are effectively all identical
at low energies. Some diversity reemerges when we examine the consequences
of the generic structure of Young diagrams and the so-called HOMO-LUMO gap
effect. Column endings of Young tableaux function as different isolated Fermi
surfaces and the action of the HOMO-LUMO gap effect ”bunches” these Fermi
surfaces together into what we perceive as SU(N)multiplets.
⋆ Editors’ note: This contribution was intended for the Holger Bech Nielsen’s Festschrift
(Vol. 1 of this Proceedings), but was received late, so we include it here.
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3 Toy Model
To illustrate the idea, let us consisder a universe consisting of n = 2 different par-
ticles. Assume furthermore that there are two single particle states (wave pack-
ets/orbits) Ψ1 and Ψ2. Then there are 2! possible 2-particle states
Ψ1(1)Ψ2(2) and Ψ1(2)Ψ2(1) (1)
which for later convenience are assumed to be normalized to unity.
Now assume that the HamiltonianH contains a very strong exchange term
KPl
(
0 1
1 0
)
=^ O^exch (2)
where KPl is a large coefficient of the order of the Planck mass.
Initially assume that the single particle states Ψ1 and Ψ2 are close together in
phase space so that the exchange force term in the Hamiltonian dominates.
Solving for eigenstates of the exchange operator O^:
det
(
−λ KPl
KPl −λ
)
= 0 (3)
yields
λ = ±KPl. (4)
Only one of these eigenstates will be accessible to us “poor physicists”, living
at our (low) energy scale. Which one depends on the sign of KPl.
Now let us project the set {Ψ1(1)Ψ2(2), Ψ1(2)Ψ2(1)} of 2-body states onto the
irreducible representations of the symmetric group S2. There are two irreducible
representations corresponding to the Young tableaux Sij and Aij (see Figure 1)
that correspond respectively to the symmetric and antisymmetric eigenstates of
the exchange operator O^:
Sij
i j
i
j
Aij
Fig. 1. The Young tableaux corresponding to the symmetric and anti-symmetric irre-
ducible representations of S2 .
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S12 =
1√
2
(Ψ1(1)Ψ2(2), Ψ1(2)Ψ2(1))
(
1
1
)
=
1√
2
(
1
1
)
(5)
A12 =
1√
2
(Ψ1(1)Ψ2(2), Ψ1(2)Ψ2(1))
(
1
−1
)
=
1√
2
(
1
−1
)
(6)
These are written in the basis(
1
0
)
= (Ψ1(1)Ψ2(2), Ψ1(2)Ψ2(1))
(
1
0
)
(7)
(
0
1
)
= (Ψ1(1)Ψ2(2), Ψ1(2)Ψ2(1))
(
0
1
)
(8)
corresponding respectively to the eigenstates of the system when a measure-
ment reveals the system to be in the state Ψ1(1)Ψ2(2) or the state Ψ1(2)Ψ2(1). In
the basis of the eigenstates of the exchange operator O^ (i.e., (5) and (6) above), the
eigenstates (7) and (8) are (
1
0
)
= 1
2
(
1
1
)
+ 1
2
(
1
−1
)
(9)
(
0
1
)
=
1
2
(
1
1
)
−
1
2
(
1
−1
)
(10)
Consider now the uncertainty in the exchange force energy if we, for exam-
ple, want to know that particle 1 is in the state Ψ1 and particle 2 is in the state Ψ2
corresponding to the eigenstate
(
1
0
)
:
∆O^exch = KPl
(
(1, 0)
(
0 1
1 0
)2 (
1
0
)
−
[
(1, 0)
(
0 1
1 0
)(
1
0
)]2) 12
= KPl. (11)
It is seen that if we want to determine that the system is in the state Ψ1(1)Ψ2(2),
the cost in energy is of the order of the Planck mass. “Poor physicists” could
therefore never afford to establish the individual identity of the particles 1 and
2 (even though they are by assumption non-identical at the fundamental scale
which is here taken to be of the order of the Planck mass). The “poor physicist”
can therefore regard the two particles as being identical (and, moreover, in this
simple example, as fermions or bosons).
Initially we have considered the effect of the assumed strong exchange force
when the single particle states Ψ1 and Ψ2 essentially coincide in phase space.
Hence there is an approximate symmetry under O^exch ∝ σx; the Hamiltonian
H must therefore essentially commute with σx. The contribution to H from e.g.
σz must accordingly vanish. Denote by A the position in phase space at which
the single particle states Ψ1 and Ψ2 coincide. It has been argued that the strong
exchange force singles out one of the two irreducible representations Sij or Aij
(corresponding to bosons or fermions) that is accessible to “poor physicists”.
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Imagine now displacing Ψ1 and Ψ2 to non-coinciding positions in phase
space so that the invariance under O^exch ∝ σx is no longer expected. Let us
subsequently imagine that we again move the states Ψ1 and Ψ2 so that these
once more become coincident at some new position B in phase space. Now we
ask whether we can expect the system to “remember” upon reunion at B that it
started out atA as fermionic (or bosonic)? The answer is, generally speaking, yes.
When the single particle states Ψ1and Ψ2 are separated, it is really not mean-
ingful to ask whether particles 1 and 2 are fermions or bosons, but generally the
“reunited” system at Bwill have the same statistics (fermi or bose) as it had atA.
The argument for this goes as follows. Think of displacing the system from
A to B in such a way that single particle states Ψ1 and Ψ2 remain essentially coin-
cident along the way. Then, unless the eigenvalues of O^exch become degenerate
somewhere along the way from A to B, the exchange force maintains the same
statistics for the entire journey. In particular, the “path” followed in phase space
from A to B is inconsequential; whenever Ψ1 and Ψ2 again become coincident
in phase space, the exchange force works in the same and the statistics (fermi or
bose) is “conserved” unless a degeneracy surface/line is encountered along the
way.
4 What is a generic Young Diagram?
Assuming that we have a system of n (different) particles, we ask what a typical
Young diagram looks like. To this end, consider a Young diagramwithC columns
and label by λi the number of rows in the ith column. Then the total number of
boxes in the Young diagram is just
C∑
i=1
λi=^λ (12)
Now consider a canonical ensemble of Young diagrams. For a Young dia-
gram with λ boxes we assign a weight exp(−ξλ)where ξ is determined so that
n =< λ >=
∑
all Young d. λe
−ξλ∑
all Young d. e
−ξλ
. (13)
It follows that the distribution of the different column lengths λi are propor-
tional to exp(−ξλ). Now rewrite λ =
∑C
i=1 λi as
λ = (λ1 − λ2) · 1+ (λ2 − λ3) · 2+ (λ3 − λ4) · 3+ · · · =
C∑
i=1
(λi − λi+1) · i (14)
where λC+1 = 0.
Now calculate the average difference in the length of (i.e., number of rows
in) two adjacent columns λi and λi+1:
< λi − λi+1 >=
∑
all Young d.(λi − λi+1)e
−ξλ∑
all Young d. e
−ξλ
(15)
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Use now the approximation in which < λi − λi+1 > is taken as being equal
to the value of λi − λi+1 that maximizes < λi − λi+1 >:
d < λi − λi+1 >
d(λi − λi+1)
=
∑
all Young d.(1− ξ(λi − λi+1) · i)e−ξλ∑
all Young d. e
−ξλ
= 0 (16)
or
< λi − λi+1 >≈ (λi − λi+1)max = 1
ξ · i (17)
We see that for a generic Young diagram, only one column ends at a given
row number and the distance between column endings is typically large (see Fig-
ure 2).
λ1
λ2
λ3




∼ 1/ξ
∼ 1/2ξ
∼ 1/3ξ
{
Fig. 2. The figure is intended to suggest that, in a generic Young diagram, column endings
at λ1 , λ2, · · · are widely separated and that just one column (of plaquettes) ends at a given
λi .
For “poor physicists”, each column ending corresponds to a different fermion
species associated with the effective Fermi surface located at the column ending.
This is because he can only afford hole excitations that are near the termination
of a column and not so deep down in the Fermi sea as to be near the next col-
umn ending. So because the “poor physicist” is restricted to only working very
close to a column ending, he is prevented energetically from doing a comparison
of particles associated with (generically) widely separated column endings (i.e.,
effective Fermi surfaces) that would establish them as being of the same species.
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In summary, we have first argued (Section 3) that the effect of strong ex-
change forces is to render fundamentally different particles effectively identical
at low energies. Subsequently (Section 4) we have argued that the generic struc-
ture of a Young diagram effectively insures a few different species corresponding
to the widely separated column terminations of a typical Young diagram.
5 The HOMO-LUMO gap
Inspired by the Jahn-Teller Effect observed in nuclear physics and the HOMO-
LUMO1 gap observed in the energy levels of molecular orbitals, we put forth
a generalization suggestively referred to as the HOMO-LUMO Gap Effect. Our
generalization states that for any system of fermions, the energy interface be-
tween occupied and unoccupied energy levels (i.e., the Fermi surface) tends to
occur at an energy EFS for which the density of states ρ(EFS) is low. This deple-
tion of the energy level density at the Fermi surface has the effect of pushing
unoccupied energy levels to higher energies (at no “cost” in energy) concurrent
with pushing occupied levels to lower energies (thereby yielding a lower energy
for the system). Our claim is that there is a universal tendency for fermion sys-
tems to have available degrees adjusted in such a way that a HOMO-LUMO gap
is formed.
The Jahn-Teller Effect is observed in nuclei for which the highest occupied
nucleon single particle state falls between two magic numbers (see Figure 3). For
the filled states of a nucleus, there are energy gaps atmagic numbers that separate
bunches (shells) of levels degenerate with respect to some symmetry. Especially
the rotational symmetry (spherical symmetry) of the nucleus is important for the
level bunching. So if the Fermi surface for neutrons or protons falls between a
pair of magic numbers, i.e., within a shell, a HOMO-LUMO gap is observed be-
tween these magic numbers at the Fermi surface. The appearence of this extra gap
(i.e., a gap not at a magic number) is accompanied by the adjustment of available
degrees of freedom in such a way that the rotational symmetry of the nucleus is
spontaneously broken and the level degeneracy hereby lifted.
The scenario for having a HOMO-LUMO gap in the spectrum of molecu-
lar orbitals parallels that for the Jahn-Teller Effect: the molecule is deformed in
such a way that a molecular symmetry is broken (see Figure 4) with the result
that states that would have been degenerate under the symmetry are split by a
HOMO-LUMOgap. This happens if the filling of states stopswithin a grouping of
several orbitals that would otherwise be degenerate under some (typically) non-
Abelian discrete symmetry (e.g., permutation symmetry). When this happens,
the Fermi surface is just here in the midst of several would-be degenerate states
and a HOMO-LUMOgap is created by spontaneously breaking the symmetry re-
sponsible for the degeneracy provided there are available degrees of freedom that
can be adjusted to bring about the symmetry breaking (e.g., equal bonds lengths
become unequal leading to a skewed molecule - see Figure 4.
1 HOMO stands for Highest Occupied Molecular Orbital and LUMO stands for Lowest
Unoccupied Molecular Orbital
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←magic number
←magic number
Homo − Lumo
empty
filled
empty
filled








Sphere
Ellipsoid
Fig. 3. Highest occupied states are pushed down in energy (and lowest unoccupied states
are push up in energy) concurrent with a breaking of spherical symmetry when the filling
of states stops within a bunch of states that otherwise would be degenerate under the
symmetry.
The HOMO-LUMO Gap Effect - our generalization of the Jahn-Teller Effect
in nuclei and the HOMO-LUMO gap observed in molecular spectra - is stated in
the language of fermions: the HOMO-LUMO GAP Effect tends to deplete the
density of fermion states at the Fermi surface by the adjustment of available
(background) variables. But the HOMO-LUMO gap effect is even more general
than this insofar as there is no need for the restriction to fermions. There is a anal-
ogous effect for bosons that we could call the HOMO-LUMOGap−1 Effect or the
HOMO-LUMO Pile-up Effect inasmuch as, for bosons, there is an accumulation
or pile-up of bosons at the HOMO-LUMO interface. The name HOMO-LUMO
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A symmetric molecule
Degenerate orbits Degeneracy lifted
A skew molecule
Fig. 4. In a skewed molecule (e.g., having unequal bond lengths) a symmetry that other-
wise would lead to degenerate states at the Fermi surface is spontaneously broken in such
a way that occupied states are pushed to lower energies and unoccupied state to higher
energies. This is the HOMO-LUMOGap Effect.
Effectmight be a more encompassing name. For fermions wewouldmean a deple-
tion of states at the HOMO-LUMO interface. For bosons wewouldmean a pile-up
or accumulation of states at the HOMO-LUMO interface. An interface between
differently filled orbits for bosons, not usually considered, has been proposed by
Ninomiija and H.B. Nielsen. Their viewpoint is that for negative energy orbits, a
boson is lacking and thus has occupation number −1. So the “pile-up” comes at
the transition between positive energy orbits with 0 bosons in the ground state
and negative energy orbits occupied by −1 bosons. Such an effect is used in an-
other contribution to these proceeding by C. Froggatt and H.B. Nielsen. In what
follows, we shall restrict ourselves to the HOMO-LUMO Effect for fermions, i.e.,
state density depletion at the HOMO-LUMO interface.
Up until nowwe have first indicated how particles assumed to be fundamen-
tally non-identical at the Planck scale are, in the presence of large exchange forces,
discerned as being identical at our low-energy level. In the second step how-
ever, we argue that such identical particles are categorized into different types or
flavours since what we observe are different species of fermions at each of the
widely separated column endings of a generic Young tableaux.
We want now to claim in the third step that column endings of a Young
tableau not too widely separated in energy tend to get bunched together by the
HOMO-LUMO gap effect. That is, it may be energetically favorable to push the
Fermi surfaces at several (e.g., 2 or 3) adjacent column endings together so that
they share a common HOMO-LUMO gap instead of the adjustment of available
background variables that would be required in order to create a HOMO-LUMO
gap at each column ending. This bunching together of the Fermi surfaces at sev-
eral adjacent column endings can mean that fermions, which in the absence of
the HOMO-LUMO gap effect, would be perceived as different species, are now
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in some sense perceived as different isospin states of the some SU(N) multiplet
where N is the number of column endings sharing a HOMO-LUMO gap. It is
more likely that several columns end at the same dip if there are relatively few
dips in the state density as a function of energy. There is a balance between the
energy cost of adjusting available background variables so as to make more dips
and adjustments that would press several column endings of different energy
into the same dip.
6 Getting SU(N) Symmetry
Wewill now calculate the number of standard Young tableaux allowed for a given
filling of states in a configuration with n hole/(excited)particle pairs at the effec-
tive Fermi surface located at the terminus of N columns of equal length in the
ground state Young tableaux imagined for all particles of the Universe. We then
show that this number of allowed standard Young tableaux is the same as the
number of SU(N) singlets that can be obtained by contracting n particles with N
colors with n anti-particles with N colors. This allows us to postulate a SU(N)
symmetry for the particles occupying states near the terminus of N columns of a
Young tableau of equal length.
6.1 Counting the number of standard Young tableaux allowed for a given
filling of states in an excited configuration
Consisder the prototype situation in which N columns of a Young tableaux have
the same length (i.e., end at the same effective “Fermi surface”FSi say) We can
imagine that N column endings get bunched together at a local minimum value
ρ(EFSi ) of the density of states ρ(E) due to the HOMO-LUMOGap Effect. The sit-
uation is depicted in Figure 5 forN = 3. The cross-hatched area suggests that the
Young tableau continues above and to the left of the 9 plaquettes that are num-
bered by three different states. The poor physicist need only be concerned with
the states near the effective Fermi surface FSi defined by the Ni = 3 columns
that all end at FSi. That we consider in the example of Figure 5 a Fermi sea that
is three states deep is not crucial to the arguments that follow. We could as well
have considered a deeper sea. The (cross-hatched) states to the left of the num-
bered plaquettes are typically very far below the next effective Fermi surface.
As the poor physicist cannot afford to create a hole so deep down in the Fermi
sea measured relative to the next effective Fermi surface, he can forget about the
cross-hatched states to the left of the (accessible) numbered states in the figure.
The situation of Figure 5 is imagined to be the ith occurence of perhaps a
whole set of similar occurences {FSj, Nj}whereNj columns of equal length end at
an effective Fermi surface FSj. Each of these FSj corresponds to a particle species
j for which the poor physicist has access to excitations near FSj but not to excita-
tions that would allow him to bring particles from FSi to FSj (i 6= j). Being able to
do this would reveal to him that the ith and jth particles were really the same (by
the arguments of section 3).
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Fig. 5. In the figure on the left, we use as an example the case of Ni = 3 columns that
have the same length. This is one of perhaps many occurences of Nj columns having the
same length in the ground state Young tableau for the Universe. The Nj columns of the
same length define an effective Fermi surfaces FSj at the terminius of these Nj columns.
Nj is expected to be small, perhaps 2 or 3, because column endings are generically widely
separated but can be bunched into small clusters because of the HOMO-LUMO gap effect.
Only the states above the N coincident column endings need be considered and of these,
only those near the column endings. The unimportant part of the Young tableau is cross-
hatched in the figure. In the Figure we consider a Fermi sea that is “3 states deep”. Using
a deeper Fermi sea has no effect on the ensuing arguments.
We have already argued that the generic stucture of Young diagrams indi-
cates that the FSj are expected to be energetically widely separated and that the
Nj = 1 is expected. Only upon invoking the HOMO-LUMO Gap Effect can we
argue that some Nj can be expected to be slightly larger than 1 (e.g., 2 or 3).
In Figure 5 the integers 1,2,3 label the different single partice states in order of
increasing energy. This is the ground state and corresponds to the “clean” Dirac
sea (i.e., no holes and no excitations of single particle states lying above the Fermi
surface FSi). The state 1 is occupied by 3 particles. The same is true for states 2
and 3 as seen in the part of the total Young tableau of Figure 5 that is labelled. The
labelling is in accord with that for a standard Young tableau: a standard Young
Tabeaux has labels that never decrease in in going from left to right in any row
and labels that increase steadily in value in going from the top to the bottom of
any column. A Young frame is a tabeau with labels removed; i.e., a Young frame
consists of rows (and also columns of course) of plaquettes without labels in them.
A Young frame and Young diagram are the same thing and we have used these
two terms interchangeably.
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Now let us consider an excited configuration corresponding to the creation
of n holes and the occupation by n particles of single particle states lying above
the Fermi surface FSi. Let us use n = 3 as an example. An excited configration
is specified by telling how many of the n holes are in each Dirac Sea state and
how many of the n excited particles are in each state above the Fermi Sea FSi. For
brevity we refer to such a specification as a given “filling” corresponding to an
excited configuration. For n = 3 an example of an excited configuration “filling”
is as in Figure 6b. There are of course also many other possible excited configu-
raion “fillings” for n = 3 hole/excited-particle pairs. In Figure 6a we show the
(unique) ground state “filling”. The number of holes in a state in the excited con-
figuration “filling” is obtained by comparing the number of particles in that state
in the ground state “filling” and in the excited configuration “filling”.
Fig. 6. In Figure 6a (on the left) the ground state filling is shown. There areN = 3 particles
i state 1,N = 3 particles in state 2 andN = 3 particles in state 3.N is the number of (equal
length) columns that all end at the effective Fermi surface labelled “FSi . In Figure 6b (to
the right) we show the n = 3 excited state configuration that we want to consider: there
are n = 3 different excited states each occupied by one particle and the n = 3 Fermi sea
states 1,2 and 3 are each occupied by one hole.
We want now to construct the set of standard Young tabeaux consistent with
the given “filling” We shall refer to these as “f-allowed standard Young tableaux.
We continue to use the filling of Figure 6 with n = 3 as an example. The possible f-
allowed standard Young tableaux for the filling of Figure 6 are depicted in the left
column of Figure 7. We see that there are 6 f-allowed standard Young tableaux for
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the “filling” of Figure 6. These f-allowed standard Young tableaux are numbered
from 1 to 6 for future reference.
The aim, using our examplewithN = 3 andn = 3, is, for each f-allowed stan-
dard Young tableaux in the allowed set (corresponding to the given “filling”), to
illustrate a correspondence between such an f-allowed standard Young tableaux
and a pair of standardYoung tableaux (each consisting ofn = 3 plaquettes) where
one member of the pair is for the n holes created in the given “filling” (i.e., Fig-
ure 6 in which n = 3) and the other member of the pair is for the excited particles
of the “filling” (i.e., the n = 3 particles occupying states above the Fermi sea
FSi). Let us refer to these pair members as the “hole”standard Young tableau and
“excited particle”standard Young tableau respectively. So in the sequel, we shall
be referring to standard Young tableaux of three types: f-allowed standard Young
tableaux, “hole” standard Young tableaux and “excited particle standard Young
tableaux. We now proceed to identify the “hole/(excited)particle” pair of stan-
dard Young tableaux corresponding to each f-allowed standard Young tableau.
In the next column of Figure 7, the f-allowed standard Young tableau are
drawn again but this timewe, for each f-allowed standard Young tableau, identify
an (as yet non-standard) “excited particle” tableau that is enclosed by a bold line
frame and a (as yet non-standard) “hole” tableau that is drawn with broken lines
above the relevant f-allowed standard Young tableau. Each column of the “hole”
tableau is labelled by the missing Dirac sea states in that column relative to the
ground state “filling”. We use the rule that the label of the missing state of largest
negative energy is put in the bottom plaquette of the broken-line column, the next
to largest negative energy missing state in the next to bottom plaquette, etc. All
the “hole” and all the “excited particle” tableaux consist of n = 3 plaquettes since
the excited configuration of Figure 6 that we are using as an examnpe has n = 3
excited particles and n = 3 holes.
Having now identified the (as yet non-standard) “hole” and “excited parti-
cle” tableau pair corresponding to each allowed standard Young Tableau, we put
these non-standard “hole” and “excited particle” tableax into the standard Young
tableau form as follows. For the “hole” non-standard tableaux, we reflect the (la-
belled) plaquettes about the “SW to NE” diagonal. This yields the desired “hole”
standard Young tableaux as seen in column 3 of Figure 7. For the “excited par-
ticle” non-standard tableaux, we reflect the (labelled) plaquettes about the “SW
to NE” diagonal and reverse the order of the labels to get the standard Young
tabeaux form for the “excited particle” tableaux (shown in Column 4 of Figure 7).
So far we have - for each f-allowed standard form Young tableau belonging
to the set of f-allowed standard Young tableaux for the given “filling” - found a
recipe for being able to see that there is a one-to-one correspondence between
each f-allowed standard Young tableau and a pair of standard n = 3 Young
tableaux where the pair consists of a standard “hole” Young tableau and a stan-
dard “excited particle” Young tableau. These are shown in Columns 3 and 4 re-
spectively og Figure 7.
We nowwant to use this one-to-one correspondence in conjunction with well
known knowledge about the total number of standard Young tableaux havng n
plaquettes (n = 3 in our example) to tell us the total number of f-allowed standard
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Fig. 7. Seen in the left column are the f-allowed standard Young tableaux (numbered 1 to
6) for the “filling” corresponding to the configuration with n = 3 holes and n = 3 excited
particles at the terminus ofN = 3 columns of equal length as shown in Figure 6 In the next
column, the (non-standard) tablaux for the n = 3 “holes and n = 3 “excited particles” are
identified respectively by broken-line frames drawn above the f-allowed standard Young
tableau in question and a bold-line frame within the f-allowed standard Young tableau
in question. In the third and fourth columns, the (non-standard) respectively “hole”, and
“excited particle” tableaux identified in the second column are rendered in standard Young
tableau form.
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Young tableax allowed by a given “filling”. But first let us finish the special case
of our example with N = n = 3.
Observe now that there are 3 different Young frames occuring in Columns 3
and 4 of Figure 7. One type - call it Young frame 1 - has the n = 3 plaquettes all in
one row. Another type - call it Young frame 2 - has two plaquettes in the first row
and one plaquette in the second row. The third frame type - call it Young frame 3
- has all n = 3 plaquettes in the same column.
The f-allowed standard Young tableau “number 1” in the first column of Fig-
ure 7 is labelled by one standard Young tableau for the “holes” and one standard
Young tableau for the “excited particles” both of which are of Young frame type
1 and corresponds by convention to the fully symmetrized (singlet) representa-
tion of the symmetric group S3 (all plaquettes in a single row). We denote by the
symbol f1 the number of standard Young tableaux that have the Young frame 1.
For the fully symmetrized Young frame we have f1 = 1 (this is also true for any
n). The f-allowed standard Young tableau “number 6” in the first column of Fig-
ure 7 is labelled in an analogous fashion by a “hole” standard Young tableau and
a “excited particle” standard Young tableau both of Young frame type 3 corre-
sponding to the “fully antisymmetrized” (singlet) representation of the symmet-
ric group S3 (all plaquettes in a single column). We denote by the symbol f3 the
number of standard Young tableaux that have the Young frame 3. For the fully
antisymmetrized Young frame we have f3 = 1 (this is also true for any n).
Note now that the “hole” standard Young tableaux and the “excited particle”
standard Young tableaux identified with the f-allowed standard Young tableaux
numbers 2,3,4 and 5 in the left column of Figure 7 all have the type 2 Young frame
- namely the Young frame which corresponds to the mixed symmetry case (with
two plaquettes in the first row and one plaquette in the second row). Denote by
the symbol f2 the number of standard Young tableaux having the type 2 Young
frame. For both the “hole” and the “excited particle” standard Young tableax we
see that f2 = 2 correponding to the two doublet representations of the group
S3. Each of the f-allowed standard Young tableaux 2,3,4 and 5 in Figure 7 is in a
one-to-one correspondence with a pair of standard Young tableaux namely one
of the f2,‘‘hole ′′ = 2 possible “hole” standard Young tableaux and one of the
f2,‘‘excited part. ′′ = 2 possible “excited particle” standard Young tableaux. For
the “hole” and the “excited particle” standard Young tableaux of Young frame
type 2, this scheme provides a total of f2,‘‘hole ′′ · f2,‘‘excited part. ′′ = 22 labels that
have a one-to-one correspondence to the four f-allowed standard Young tableaux
with numbers 2,3,4 and 5 in Figure 7.
In our example with n = 3 plaquettes, the total number of labels provided
by the two sets of standard Young tableaux (one set for “holes” and one set for
“excited particles”) is
f21 + f
2
2 + f
2
3 = 1
2 + 22 + 12 = 6 = 3! (18)
Due to the one-to-one correspondence between f-allowed standard Young
tableaux for the given “filling” and the 3! labels that we get using the “hole”
and “excited particle” standard Young tableaux, we conclude that the number of
standard Young tablaeux allowed by the given “filling” is also n! = 3!.
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We now use a couple of theorems[4] from group theory about Young frames
and standard Young tableaux to establish the general validity of the result ob-
tained in our example with n = 3.
Theorem 1 The number of standard Young tableaux which belongs to the Young frame
with row lengths (measured in plaquettes)m1,m2, · · · ,mr (m1+m2+ · · ·+mr = n)
with n being the total number of plaquettes is
f = n!
∏
l<k(li − lk)
l1!l2! · · · lr! (19)
where l1 =m1 + r− 1, l2 = m2 + r − 2, · · · , lr = mr
Theorem 2 If the index j enumerates the different Young frames that all have n plaque-
ttes, then the total number of standard Young tableaux corresponding to all Young frames
made up of n plaquettes is given by
∑
j
f2j = n! (20)
Using these theorems in conjunction with the one-to-one correspondence between
f-allowed standard Young tableaux for a n hole/(excited)particle configuration
and all the
∑
j f
2
j = n! possible labellings that are possible by using all possible
standard Young tableaux having n plaquettes, we conclude that there are n! al-
lowed standard Young tableaux for a configuration with n excited particles (and
n holes). In the event that N < n, some of the standard Young tableaux are not
realizable (i.e., those containing row lengths greater than N in which case the
number of allowed standard Young tableaux is less than n!).
6.2 Counting the number of SU(N) singlets that can be obtained by
contracting n particles and n anti-particles each havingN colors
Consider now n particles pa and n anti-particles pa where the index a labels N
possible colors. We ask how many SU(N) singlets are obtainable by contracting
the n particles with the the n anti-particles. It is rather easy to see that (for n ≤ N)
the number of singlets that can be produced in this way is n!.
6.3 Postulating SU(N) symmetry
The number of SU(N) singlets that result from contracting n particles that can
have N different “colors” with n anti-particles that can have N different “(anti)
colors” is n! (for n ≤ N). The number of f-allowed standard Young tableaux for
the excitation of n particles to states lying above an effective Fermi surface at the
terminus of N column of equal length somewhere in a Young tableau for “the
Universe” is also equal to n! (for n ≤ N).
It is left as an exercise for the reader to show that an equality also holds for
N < n albeit for a number less than n!.
We therefore postulate that the particles near the effective Fermi surface at
the terminus of N columns of equal length fall into SU(N) multiplets and have
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therefore SU(N) symmetry. Because such particles are totally confined (i.e. only
realized as colorless singlets), our postulate of SU(N) symmetry can never be
challenged: singlets always rotate into singlets. We can postulate SU(N) symme-
try because color is globally zero (a singlet). Note that since we have singlets,
or rather only one state of the theory for each representation, the color rotation
symmetry does not predict any (physical) degeneracies.
7 Conclusion
The basic idea is that when the poor physicist only sees a certain very small num-
ber of the (linear superpositions of) states obtained from each other by permu-
tation of the genuinely individual (at Planck scale) particles, he will most likely
interprete the particles that he observes as a poor physicist as being identical.
If he only sees one single state for each “filling” in an excited configuration, he
can consistently interprete the particles as being either simple bosons or simple
fermions.
But if the number of f-allowed states per “filling” becomes larger than one,
the picture of what a poor physicist sees becomes slightly more sophisticated.
We have found that, in the case of the Young frame with N columns of the same
length all ending at an effective Fermi surface, one gets the right number of states
by pretending that the (fermions say) areN-plets under an SU(N) symmetry with
the restriction that only singlets are allowed (a kind of confinement postulate). The
poor physicist will encounter no contradiction in assuming such an SU(N) sym-
metry because, with only singlet states allowed in the SU(N) symmetry, the as-
sumption will have no predictive power. Any Hamiltonian is allowed.
In the third section we assume a Planck scale universe that, in the spirit of
Random Dynamics, consists of particles that are all different (individual). By fur-
ther assuming that theHamiltonian contains very strong particle exchange forces,
we show in the context of a very simple model (i.e., a n=2 particle universe),
that these particles are perceived as being either identical fermions or identical
bosons at energies accessible to experiment provided that, in some cases (when
more than one Young frame column have the same length) we include a “color
description” to take into account the degrees of freedom due to a low energy
vestige of the fundamental individuality at the Planck scale.
Again inspired by Random Dynamics, we examine in the fourth section the
generic structure of a Young tableau for an n-particle universe. The characteristic
feature is that only one column of a typical Young tableau ends at a given en-
ergy and that adjacent (single) column endings are widely separated in energy.
At low energies and in the case of fermions, these column endings function as
energetically isolated Fermi surfaces. Inasmuch as the only hole excitations acces-
sible at low energies must lie very near these isolated Fermi surfaces, the “poor
physicist” perceives the fermions at each surface as a different species. So even
for fermions that are effectively identical as a result of the exchange force mech-
anism described in section 3, the energetically poor physicist can not afford to
make the comparison needed to establish this because he does not have access to
Why so Few Particle Species 87
hole excitations so deep within the Fermi sea so as to be near an adjacent Fermi
surface (i.e., an adjacent column ending).
In section 5 we consider the way in which the HOMO-LUMO gap effect
can be expected to modify the spectrum of Fermi surfaces corresponding to the
generic Young diagram for a n-particle universe as described in section 4. The
HOMO-LUMO gap effect, which is seen in e.g. the Jahn-Teller effect, is stated
in a more general context (e.g., that of Random Dynamics) as the energetically
favourable adjustment of “background” variables that results in the depletion of
energy level density at a Fermi surface. This has the effect that some small num-
ber N, 2 or 3 perhaps, of not too widely separated column endings get pushed
together at one effective Fermi surface (i.e., N columns of a total Young tableau
of the Universe assume equal lengths).
In section 5 we argue that particles in states near theN column endings of the
same length can be claimed to be SU(N) multiplets. The claim of having SU(N)
symmetry cannot be challenged because the SU(N) symmetry is realized globally
as (confined) SU(N) singlets. This opens the door for future work that may reveal
that this globally colorless SU(N) symmetry can turn out to be manifested locally
as non-trivial SU(N) representations with the possibility of interactions through
e.g. locally manifested SU(N) gauge fields.
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Abstract. Among open questions, on which the Standard electroweak model gives no
answers, is the appearance of families of spinors, their numbers and the spinors masses.
We argue for more than three families, following the approach of one of us[1,2,3] and the
ref.[4].
1 Introductions
The Standard electroweak model gives no explanation for either the number of
spinor families (fermions) or for spinor masses (masses of quarks and leptons).
According to the Standard electroweak model the families of spinors manifest
anomaly freedom (as also the families of antispinors do) as well as gauge invari-
ance. Each family consists of at first massless left handed weak charged doublets
and right handed weak chargeless singlets[
νe
e
]
L
[
u
d
]
L
(νR)
eR
uR
dR
.
(We put the right handed neutrino into parentheses, since the Standard model
does not assume its existence. One of the reasons for that is that a right handed
neutrino would have zero as value for all the charges of the Standard model.
If it exists, it could interact only through the gravitational interaction.) Spinors
acquire masses due to Yukawa couplings (this is done by an assumption), which
is a kind of an interaction between weak charge doublets of Higgs scalars (with
respect to the group SO(1, 3)) and massless spinors. All the current data are in
agreement with the assumption of only three families. In ref.[4], however, the
authors are analyzing possible masses of a fourth family, which do not contradict
the experimental data.
We present bellow the experimental values for the masses of the three known
families of spinors as well as the masses of a possible fourth family suggested in
ref.[4]) as values, which do not contradict the present experimental data.
mui = 0.004 GeV, 1.4 GeV, 180 GeV, 285(215) GeV
mdi = 0.009 GeV, 0.2 GeV, 6.3 GeV, 215(285) GeV
mei = 0.0005 GeV, 0.105 GeV, 1.78 GeV, 100 GeV,
mνi = 10
−11GeV, 10−9GeV, 10−8GeV, 50 GeV.
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The two values in parentheses represent two possibilities for the masses of the
fourth generation, suggested by ref.[4], both being in agreement with the experi-
mental data. Values for the neutrino masses of three generations are just guessed
in agreement with the experimental data, since the experimental data suggest the
square of mass differences among families and not really the masses.
There are many proposals in the literature[5,6,7,8] for fermions, which could
occur in addition to the known three generations. The most natural and accord-
ingly the most attractive is to our understanding the idea for the fourth replica-
tion of just the three known families, with high enough masses, ”allowed” by the
ref. ([4]) and small enough mixing matrix elements connecting a possible fourth
family with the known three.
Following the approach of one of us[1,2,3], we discuss in this contribution
the results of the mechanism, which gives the families of quarks and leptons, as
well as the Yukawa couplings. The details of the approach can be found in ref.[3].
We argue for four generations of quarks and leptons.
2 Approach unifying spins and charges
The approach of one of us[1,2,3], unifying spins and charges, is offering mecha-
nisms for both: the appearance of families and accordingly also for the number
of families, as well as for interactions which manifest as the Yukawa couplings.
The approach assumes the unified internal space of not only all the charges but
also of the spins within the group SO(1, 13). All spinors and antispinors of one
family of the Standard model appear in this approach as just one Weyl spinor of
the group SO(1, 13) (with right handedweak chargeless neutrino and left handed
weak chargeless antineutrino included).
Analyzing the properties of the Weyl spinor with respect to the subgroups
SO(1, 3), SU(3), SU(2) and the two U(1)’s of the group SO(1, 13) (the rank of
SO(1, 13) is 7 as it is also the sum of the ranks of SO(1, 3), SU(3), SU(2) and the
two U(1)), one easily sees[3] that there are left handed spinors with respect to
the subgroup SO(1, 3), which are the SU(2) doublets and either singlets (lep-
tons) or triplets (quarks) with respect to SU(3) and right handed (with respect
to SO(1, 3)) SU(2) singlets, which again are either singlets or triplets with re-
spect to SU(3) within one Weyl spinor (one fundamental irreducible representa-
tion). Within the same Weyl spinor one finds also the right handed (with respect
to SO(1, 3)) SU(2) doublets which are antitriplets or antisinglets with respect to
SU(3) and left handed (with respect to SO(1, 3)) SU(2) singlets, which are again
antitriplets and antisinglets with respect to SU(3). TheWeylmultiplet of SO(1, 13)
has namely 2d/2−1 members, which is 26 = 64 (that is 16 spinors with spin up and
down and 16 antispinors with spin up and down), which means that the family
includes also the right handed weak chargeless spinors called right handed neu-
trinos and the antifamily includes the left handed weak chargeless antineutrino,
the antiparticle of the right handed neutrino. Since there are two U(1) charges in
SO(1, 13) besides SO(1, 3) spins and SU(3) and SU(2) charges, the right handed
neutrino and the left handed antineutrino carry a nonzero (one of the two) hyper
charge.
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In the approach unifying spins and charges there are two kinds of genera-
tors of the Lorentz transformations and accordingly of the corresponding spin
connections[3], which cause transitions between right handed weak chargeless
singlets and left handed weak charged doublets. One kind of generators makes
transitions within a family, another kind makes transitions among the families,
both together manifesting accordingly the properties of the Yukawa couplings
and the Higgs doublets. In this contribution we shall not explain how the La-
grange density for spinors in d = 1+13might split in four dimensional subspace
into the Lagrange density with the usual covariant derivative manifesting the
interaction with the known gauge fields and the part manifesting the mass ma-
trices. The reader can find the explanation in ref.[3]. We shall only summarize
the results, representing them in mass matrices. We shall further assume that the
elements are real numbers in order to study a general behavior of families.
The approach unifying spins and charges suggests even number of families,
the smallest number is equal to four[
νi
ei
]
L
[
ui
di
]
L
νiR
eiR
uiR
diR
,
with i ∈ {1, 2, 3, 4}, which is the family number. The approach unifying spins
and charges suggests, if we assume real matrix elements (we shall do that for
simplicity-just to study general features of mass matrices), the following structure
of the Yukawa couplings[3]
M4 =


Aa Ba Ca Da
Ba Aa Da Ca
Ca Da Aa Ba
Da Ca Ba Aa

 ,
with awhich stays for u, d, ν, e. The matrix has the symmetry structure(
X Y
Y X
)
.
Diagonalizing this mass matrix we obtain the eigenvalues
λa1 = (Aa − Ba) − (Ca −Da),
λa2 = (Aa − Ba) + (Ca −Da),
λa3 = (Aa + Ba) − (Ca −Da),
λa4 = (Aa + Ba) + (Ca +Da), (1)
the masses, which should be equalized with the experimental values mai of
Eq.(1), with ai, which stays for the members ui, di, νi, ei of the i-th family.
One can expressAa, Ba, Ca, Da in terms of masses as follows
Aa = {(ma4 +ma3) + (ma2 +ma1)}/4
Ba = {(ma4 +ma3) − (ma2 +ma1)}/4
Ca = {(ma4 −ma3) + (ma2 −ma1)}/4
Da = {(ma4 −ma3) − (ma2 −ma1)}/4. (2)
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Taking into account Eq.(1) we find
Au = 116.6 Bu = 115.899 Cu = 26.599 Du = 25.901
(A ′u = 99.101 B
′
u = 98.399 C
′
u = 9.099 D
′
u = 8.401)
Ad = 55.377 Bd = 55.2728 Cd = 52.223 Dd = 52.127
(A ′d = 72.877 B
′
d = 72.773 C
′
d = 69.723 D
′
d = 69.627)
Ae = 25.471 Be = 25.419 Ce = 24.581 De = 24.529
Aν = 12.5 Bν = 12.5 Cν = 12.5 Dν = 12.5,
(3)
with all the values in GeV. The values in parentheses correspond to two possibil-
ities for the allowed masses of a possible fourth family.
The ”democratic” matrix with Aa = Ba = Ca = Da would lead, as we can
immediately see from Eq.(1), to λa1 = λa2 = λa3 = 0, λa4 = 4Aa . All the matrix
elements besides the diagonal one equal to zero means λai = Aa, i = 1, 2, 3, 4.
Since the masses of the fourth family are for all the quarks and the leptons pretty
higher than of the other three families, we expect that the mass matrices are closer
to the ”democratic” one than to the diagonal one, what indeed is happening1.
One also can notice that if C = D = 0 the two by diagonal matrices require the
doubling of the eigenvalues λai that is λa1 = λa2 = (A−B), λa3 = λa4 = (A+B).
To understand better what more than four families can mean (in the pro-
posed approach of one of us unifying spins and charges the number of families is
equal to 4k) let us look at the case with eight families, again assuming that matrix
elements are real numbers. The approach of one of us suggests the matrices
M8 =


Aa Ba Ca Da Ea Fa Ga Ha
Ba Aa Da Ca Fa Ea Ha Ga
Ca Da Aa Ba Ga Ha Ea Fa
Da Ca Ba Aa Ha Ga Fa Ea
Ea Fa Ga Ha Aa Ba Ca Da
Fa Ea Ha Ga Ba Aa Da Ca
Ga Ha Ea Fa Ca Da Aa Ba
Ha Ga Fa Ea Da Ca Ba Aa


.
Again a stays for the members of a family u, d, ν, e. These matrices have the sym-
metry structure of Eq.(1), as was already the symmetry structure of the case with
fourth family. Now each of block X and Y itself has the two by two structure of
Eq.(1). One then accordingly easily finds the corresponding eigenvalues
λa1 = {(Aa − Ba) − (Ca −Da)} − {(Ea − Fa) − (Ga −Ha)}
λa2 = {(Aa − Ba) − (Ca −Da)} + {(Ea − Fa) − (Ga −Ha)}
λa3 = {(Aa − Ba) + (Ca −Da)} − {(Ea − Fa) + (Ga −Ha)}
λa4 = {(Aa − Ba) + (Ca −Da)} + {(Ea − Fa) + (Ga −Ha)}
λa5 = {(Aa + Ba) − (Ca +Da)} − {(Ea + Fa) − (Ga +Ha)}
λa6 = {(Aa + Ba) − (Ca +Da)} + {(Ea + Fa) − (Ga +Ha)}
λa7 = {(Aa + Ba) + (Ca +Da)} − {(Ea + Fa) + (Ga +Ha)}
λa8 = {(Aa + Ba) + (Ca +Da)} + {(Ea + Fa) + (Ga +Ha)}. (4)
1 Ref.[9] introduces the ”democratic” matrix in the three family case.
92 D. Lukman, A. Kleppe and N.S. Mankocˇ Borsˇtnik
If we now call Aa = (Aa − Ba), Ba = (Ca − Da), Ca = (Ea − Fa), Da =
(Ga − Ha), then the values of Eq.(2) for A,B,C,D have to be identified with
A,B, C,D , correspondingly and fitted accordingly with the masses of Eq.(1). One
easily sees that then the last four values for λai can allways be chosen to be as
large as needed in order that the four additional families can not be experimentaly
seen.
This kind of doubling the number of families can be continued. Due to (by
the approach of unifying spins and charges) suggested symmetry of the mass ma-
trix (Eq.(1), this symmetry keeps when ever we double the number of families)
the eigenvalues λai can easily be found and the lowest four families then identi-
fiedwith the four types of values of Eq.(1) in a way that all the rest of the eigenval-
ues acquire (very) high masses an can not be seen at present energies. In the next
step of doublingAa = {(Aa−Ba)−(Ca−Da)}, Ba = {(Ea−Fa)−(Ga−Ha)}, Ca =
{(Ia− Ja)−(Ka−La)}, Da = {(Ma−Na)−(Oa−Pa)}, with I, J, K, L,M,N,O, P
the matrix elements of the doubled structure and with the starting symmetry all
the time.
3 Conclusions and discussions
Following the approach of one of us[1,2,3] and the ref.[4] we argue in this contri-
bution for an even number of families, in particular for four families, with the fourth
family having all the properties, besides the masses, equal to the properties of the known
three families.
The approach (unifying spins and charges) is offering a mechanism for not
only the appearance of families, which should be an even number, but also for the
appearance of the Yukawa couplings and Higgs: It is a spin connection in higher
dimensions than four ( that is the gravitational interaction) which in four dimen-
sional subspace might manifest as correct mass terms for (otherwise massless)
spinors. This approach has in one SO(1, 13) multiplet (one Weyl spinor) just all
the quarks and the leptons (the left handed weak charged doublets and the right
handed weak chargeless singlets, which are either colour charge triplets - quarks
- or colour chargeless singlets-leptons), as well as all the antiquarks and all the an-
tileptons, with right handed weak chargeless neutrinos and the left handed weak
chargeless antineutrinos included.
To study properties of mass matrices, we assume that matrix elements, sug-
gested by the approach, are real numbers. Due to the symmetry of the mass ma-
trix (Eq.(1)), suggested by the approach, and due to the assumption of real num-
bers one then easily finds the eigenvalues of the mass matrices and demonstrate
that eigenvalues can agreewith the experimental data and the ref.[4]. It also turns
out that the mass matrix, if fitted to the experimental data, demonstrate the struc-
ture, which is pretty close to the ”democratic” matrix.
Since the approach is offering indeed (22k), with k = 1, 2, 3, families (with
the interaction in higher dimensions and accordingly with the masses of families,
which depend on the way how the group SO(1, 13) breaks and also on the cor-
responding running coupling constants) we look for the eigenvalues of matrices
of the dimension (22k) × (22k). We find that there are the differences of the mass
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matrix elements, which determine the masses of the four lowest families, while
the rest of families lie at much higher values.
We intend to study further properties of the mass matrices, suggested by the
approach unifying spins and charges. We shall evaluate the mass matrices to pre-
dict differences in mass matrices among the members of one family, complexity
of matrix elements and others.
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Abstract. We investigate if there could be any contradiction between the measured gauge
coupling constants and the relations between them following from the way of breaking
down stepwise the SO(10) GUT to SO(4)× SO(6) suggested by a certain spin-charge uni-
fying model proposed by one of us. This break down way only gives an inequality pre-
diction, telling on which side of SU(5) unification the couplings should fall. It pushes the
unification scale up to 1017 GeV with respect to the best fitting of the SU(5) (SU(5)), thus
providing a - very weak! - support for the model mentioned. The proton decay time is
accordingly pushed up, now with a model not having ordinary SUSY.
1 Introduction
The SU(5) grand unified theory (GUT) is rather predictive concerning the three
fine structure coupling constants in as far as the three invariant Lie subalgebras of
the Standard Model suggest that all the three corresponding coupling constants
get separated at the same scale. The SUSY-SU(5) coupling predictions of the very
unification has much been celebrated. Non-susy SU(5)-GUT has already since
long [1] been in disagreement with experimentally determined gauge coupling
constants. Since thus SU(5)-G.U.T. is in a bad shape so must be SO(10) broken
down along the SU(5)-route, i.e. with SU(5) as an intermediate step. However,
if you break down (say) SO(10)-G.U.T. along a non-SU(5) route you can easily
get so many parameters that you can avoid predictions independent of further
modelling and thus SO(10) should not be considered killed[2].
One obvious way to break down SO(10) is to break it into SO(4) × SO(6)
which as far as the Lie algebra is concerned is equivalent to SU(2) × SU(2) ×
SU(4) which can then be further broken down by breaking the SU(4) down to
SU(3)×U(1), and one of the SU(2)’s toU(1). Finally the weak hypercharge of the
StandardModel can then be identified with a linear combination of the two U(1),
the rest -essentially a B− L charge - being broken.
This breaking pattern is closely related to the breaking pattern suggested in
connection with the spin-charge-unifying model put forward by one of us [3,4,5].
In fact this model starts from a 1 + 13 dimensional space-time and it contains
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in principle SO(10) as a subgroup of its SO(1, 13) and thus has an underlying
SO(10) symmetry that is even gauged in as far as the whole SO(1, 13) is supposed
to be gauged - really due to gravity in the high dimensional space time. The first
breaking - the one at the highest energies - is supposed in this model to be into
SO(1, 7) × SO(6) where the SO(1, 7) is supposed to contain the Lorentz group in
the finally four dimensions also. The part of this SO(1, 7)which is purely ordinary
gauge transformation - i.e. not involving any relation to the 1 + 3 part of space-
time dimensions - is an SO(4) subgroup. This model has spin-charge-unification
in the sense that for instance the whole SO(1, 13) is supposed to include what at
the end shall show up as the Lorentz group in the observed 1+3 dimensions with
all the known charges. Concerning the part of the “inner space” meaning spin -
which is the main concern of this model - this spin got unified with the charges in
the sense that the Lorentz group is united with the gauge transformation group
into the SO(1, 13).
SO(1, 13)↓
SO(1, 7) ⊗ SO(6)ւ ց
SO(1, 7) SU(4)ւ ↓
SO(1, 3) ⊗ SO(4) SU(3)⊗U(1)↓ ↓
SO(1, 3) ⊗ SU(2)⊗U(1) SU(3)⊗U(1)
︸ ︷︷ ︸
SO(1, 3) ⊗ SU(2)⊗U(1)⊗ SU(3)⊗U(1)↓
SO(1, 3) ⊗ SU(2)⊗U(1)⊗ SU(3)
It turns out that in this model, unifying spins and charges[5,7], in one SO(1, 7)
spinor multiplet, a left handed SU(2) doublets together with a right handed SU(2)
singlets occur, just as it is needed as an input for the StandardModel.
Apart from the appearance also of the Lorentz group SO(1, 3) and some fur-
ther generators mixing the latter with the gauge group SO(10), this model is re-
ally much like the SO(10) model, being broken to the SO(4) × SO(6) way. It is
the purpose of the present article to investigate if relations among the coupling
constants in the StandardModel - α1, α2, and α3 - found experimentally as αelm,
αW , and αS could possibly be consistent with such a break down under the re-
strictions implied by the mentioned model of the spin-charge unification. As a
test we also present in this (non SUSY ) model the proton decay time, for which
it comes out that it causes no problem.
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2 Group SO(1, 13) and subgroups SO(4) × SU(4) breaking to
Standard Model group andU(1)B−L
If we ignore the geometrical - i.e. Lorentz transformation in 1 + 3 related - com-
ponents in the group SO(1, 7) we are just considering the SO(4) × SO(6) group
at the intermediate level. Note, that a priori in breaking SO(10) one can have
each of these subgroups SO(4) and SO(6) breaking further themselves at differ-
ent scales of energy, thus providing parameters to be fitted at these scales. This
situation means that we have as the unavoidable predictions mainly the relations
between the “contributions” to the (inverse) weak hypercharge gauge coupling
squared α1 coming from respectively the SO(6) - a contribution unifying with the
SU(3) coupling α3 = αS - and the SO(4) unifying with the weak isospin coupling
α2 = αW .
3 Normalization of coupling constants
Let us here perform a little trivial calculation of the parametrization of the Stan-
dard Model gauge couplings - in terms of those of SO(4) and SO(6) - as they
would appear under the assumptions of:
a) the gauge group SO(4)× SO(6), the subgroup of SO(10) (lying behind the
group of SO(1, 13)) giving rise to respectively SU(2) × U(1)SO(4) and SU(3) ×
U(1)SO(6),
b) and then having the twoU(1)’s broken into only one in such away that the
surviving U(1) identifies with the Standard Model U(1) as embedded into con-
ventional SO(10) as it could be containing the mentioned group SO(4) × SO(6).
Before we shall fix the combination of U(1)-charges to be identified with the
Standard Model weak hyper-charge we should choose a normalization of the
U(1)-group couplings for theU(1)’s embedded into respectively SO(4) and SO(6)
as respectively U(1)SO(4) × SU(2)SO(4) ⊆ SO(4) and U(1)SO(6) × SU(3)SO(6) ⊆
SU(4) = SO(6) and we shall do that so that SO(4) and SO(6) symmetry ensure
the same coupling for U(1)SO(4) and SO(4) and SU(2) inside it as well as for
U(1)SO(6) and SO(6) and SU(3).
To do that we shall first rearrange the generators Sab of the group SO(10)
so that they will manifest the subgroups SO(4) and SO(6) structure[3,4,5]. Mak-
ing a choice that indices k ∈ 1, 2, 3, 4 belong to the subgroup SO(4) and h ∈
5, 6, 7, 8, 9, 10 to the subgroup SO(6), we find the SU(2) × SU(2) substructure of
SO(4) and make a choice that the generators
τ11 : =
1
2
(S14 − S23), τ12 :=
1
2
(S13 + S24), τ13 :=
1
2
(S12 − S34),
τ2 : =
1
2
(S12 + S34) =: QU(1),SO(4) (1)
close the algebra of the group SU(2) and U(1), respectively
[τAi, τBj] = ifAijkτAkδAB, (2)
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with f1ijk = εijk and f2ijk = 0, while τ31 := 1
2
(S14 + S23), τ32 := 1
2
(S13 − S25)
together with τ2 form the algebra of the group SU(2) as well.
We express the generators of the subgroups SU(3) and U(1) embedded into
SO(6) in terms of Sab as follows
τ41 : =
1
2
(S58 − S67), τ42 :=
1
2
(S57 + S68), τ43 :=
1
2
(S12 − S34),
τ44 : =
1
2
(S510 − S69), τ45 :=
1
2
(S59 + S610), τ46 :=
1
2
(S710 − S89),
τ47 : =
1
2
(S79 + S810), τ48 :=
1
2
√
3
(S56 + S78 − 2S910)
τ5 : = (−)
1
3
(S56 + S78 + S910)/(
√
2/3), τ ′5 =
√
2/3 · τ5 =: QU(1),SO(6) (3)
with commutation relations defined in Eq.(2) and with f4ijk which are the stan-
dard structure constants of the group SU(3), while f5ijk = 0. We have introduced
besides the operator τ5 also the operator τ ′5, since the second one plays the role
of the operator determining the number of baryons minus the number of leptons
(B− L) := 2 · τ ′5 (4)
and in addition, it is also the operator which, together with the operator τ2, de-
fines the operator Y1, which corresponds to 1/2 of the hypercharge y appearing
in the Standard Model
y/2 := Y1 = (τ2 + τ ′5). (5)
We also may define accordingly the operator Y2 as an additional hypercharge,
since Y1 and Y2 are the two orthogonal charges, while Y1 and (B− L) are not
Y2 = (−τ2 + τ ′5). (6)
The covariant derivative for spinor representations in themodel, which starts
with SO(10) (in the proposed model it really starts with SO(1, 13)), is as follows
Dµ = ∂µ − g
1
2
Sabωabµ, (7)
where g is the coupling constant of the group SO(10).
Taking into account only the SU(2)×U(1)SO(4)×SU(3)×U(1)SO(6) substruc-
ture of the group SO(10) (or the SO(1, 3)×SU(2)×U(1)SO(4)×SU(3)×U(1)SO(6)
substructure of the group SO(1, 13)) we can write for spinor representations the
corresponding covariant derivative (in the case of SO(1, 13) this follows, if grav-
ity in the four dimensional subspace is neglected)
Dµ = ∂µ −
g√
2
{τ2A2µ + τ
5A5µ + τ
1 ·AWµ + τ4 ·ASµ} (8)
and the corresponding Lagrange density
L = ψ¯γµPµψ (9)
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with Pµ = iDµ. The (only one) coupling constant in Eq.(8) is clearly related to
the coupling constant in Eq.(7), since fields AAiµ are orthonormal superpositions
of ωabµ. ( We present here two particular examples, which are A11µ = (ω14µ −
ω23µ)/
√
2, and A48µ = (ω56µ + ω23µ − 2ω910µ)/
√
6. The rest of the fields AAi,
expressed in terms ofωabµ, can be found in ref. [5] with the normalization factor
1/2 rather than 1/
√
2 as here).
We also canwrite the covariant derivative presented in Eq.(8) in a way, which
points out the StandardModel structure of the group SO(10)
Dµ = ∂µ − gU(1),SO(4) τ
2A2µ − gU(1),SO(6) τ
′5A5µ
−gW τ
1 ·AWµ − gS τ4 ·ASµ, (10)
with
gW = gS = g/
√
2 = gU(1),SO(4), gU(1),SO(6) =
√
3/2 gU(1),SO(4), (11)
in agreement with Eq.3.
The notation points out that the coupling constants of the two U(1) sub-
groups belong to the two different starting subgroups, namely to SO(4) and SO(6).
From Eq.(11) it follows that
(gU(1),SO(6))
2 : (gU(1),SO(4))
2 = 3 : 2. (12)
Introducing the notation
A^Ai := gAA
Ai
µ , A = {1, 2, 4, 5}, i = {1, na}, (13)
with n1 = 3, n2 = 1, n4 = 8, n5 = 1, we may write the Lagrange density for the
gauge fields
L = − 1
4(gA)2
Tr(F^AiµνF^Aiµν), (14)
with summation performed over A and i and with
F^Aiµν := gAτ
Ai ( ∂µA
Ai
ν − ∂νA
Ai
µ − f
AijkAAjµ A
Ak
ν ). (15)
We present in Table 1 quantum numbers of one irreducible representation of
the subgroup SO(1, 7) of the group (SO(1, 13)). It coincides with one generation
of fermions (left handed weak charged doublets and right handed weak charge-
less singlets) of the StandardModel. We find them using the technique presented
in refs.[5,6], since with the help of this technique one easily finds vectors and the
corresponding quantum numbers of one generation.
According to the quantum numbers, presented in Table 1 , we easily see that
the operators τ1i of the group SU(2), the operators τ4i of the group SU(3) and
the operators τ2 are normalized so that
Tr{τAiτBj} = 2δABδij, (16)
since we find if following Table 1 for, let say, Tr{(τ13)2} = 3 · (1/2)2+ 3 · (−1/2)2+
3 · (0)2 + 3 · (0)2 + 1 · (1/2)2 + 1 · (−1/2)2 + 1 · (0)2 + 1 · (0)2 = 2, for, let say,
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SU(2) doublets SU(2) singlets
τ13 τ2 τ ′5 Y1 Y2 Γ (4) τ13 τ2 τ ′5 Y1 Y2 Γ (4)
SU(3) τ4 3 = ui 1/2 0 1/6 1/6 1/6 - 1 0 1/2 1/6 2/3 -1/3 1
tri- ( 1
2
, − 1
2
, 0 )
plets τ4 8 = di -1/2 0 1/6 1/6 1/6 -1 0 -1/2 1/6 -1/3 2/3 1
( 1
2
√
3
, 1
2
√
3
, − 1√
3
)
SU(3) τ4 3 = 0 νi 1/2 0 -1/2 -1/2 -1/2 -1 0 1/2 -1/2 0 -1 1
singlets τ4 8 = 0 ei -1/2 0 -1/2 -1/2 -1/2 -1 0 -1/2 -1/2 -1 0 1
Table 1. Expectation values of the Cartan subalgebra of the group SU(3) × U(1) ⊂ SU(6)
and of the group SU(2) × U(1) × SO(1, 3) ⊂ SO(1, 7), following ref.[5]. We chose the
representations to be eigenvectors of the operators τ13 (Eq.1) and τ2 (Eq.1), τ43 and τ48
(Eq.3) and τ ′5 (Eq.3) as well as the operator of handedness Γ (4) (Γ (4) = ∓1, representing
left and right handed spinors, respectively). We also present the sum and the difference of
the two U(1) operators τ5 and τ2 , which are Y1 and Y2 , respectively.
Tr{(τ48)2} = 4 · (1/(2√3))2 + 4 · (1/(2√3))2 + 4 · (−1/√3)2 + 4 · (0)2 = 2 and for
Tr(τ2)2 = 3 · (0)2+ 3 · (0)2+ 1 · (0)2+ 1 · (0)2+ 3 · (1/2)2+ 3 · (−1/2)2+ 1 · (1/2)2+
1 · (−1/2)2 = 2. While the operator τ5 is also normalized according to Eq.(16) to
2, the operator τ ′5 is normalized instead to 4/3. We see this, since according to
Table 1 we find that Tr{(τ ′5)2} = 3 · (1/6)2 + 3 · (1/6)2 + 1 · (−1/2)2+ 1 · (−1/2)2+
3 · (1/6)2 + 3 · (1/6)2 + 1 · (−1/2)2 + 1 · (−1/2)2 = 2 · 2/3. Similarly we find that
both Tr{(Y1)2} = 2 · 5/3 (Y1 = τ2+ τ ′5) and Tr{(Y2)2 = 2 · 5/3, (Y2 = −τ2 + τ ′5)}.
We namely find that Tr{(Y1)2} = 3 · (1/6)2 + 3 · (1/6)2+ 1 · (−1/2)2+ 1 · (−1/2)2+
3 · (2/3)2 + 3 · (−1/3)2 + 1 · (0)2 + 1 · (−1)2 = 2 · 5/3 = Tr{(Y2)2}.
4 Breaking of (B-L) gauge symmetry
We recognize, as we said, in the quantum number Y1 = y/2 the hypercharge of
the Standard Model and in 2τ ′5 = (B − L) the baryon minus lepton quantum
number. We could instead of the (B − L) quantum number as well use the quan-
tum number Y2 as the additional quantum number to Y1 (Eq.(6)). The first one is
the sum of the twoU(1) generators belonging to the subgroups SO(6) and SO(4),
respectively, of the group SO(10), namely (τ2 + τ ′5) (Eq.(5)), while (B− L) = 2τ ′5
and Y2 = (τ2 + τ ′5) (Eq.(6)).
Let us now come back to the covariant derivative (Eq.(8)) manifesting the
Standard Model structure of the group SO(10) and let us assume that there is a
Higgs field φY2 with the vacuum expectation value much larger than the weak
scale, coupling alone to the Y2 hypercharge quantum number but not to the
Y1 = y/2 hypercharge [which means that the vacuum expectation value of Y2,
< φ|Y2|φ > 6= 0 while < φ|y|φ >= 0] since it would make say Z0µ too heavy.
( Let us remaind the reader that the quantum numbers of the Standard Model
Higgs just agree, up to the spin and accordingly the handedness, with the quan-
tum numbers of a spinorial field, which is ( a left handed) SU(2) doublet and a
SU(3) singlet ( Table 1)).
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Since
A^Y
2
µ = (A^
5
µ − A^2µ)/
√
2, (17)
with A2µ and A
5
µ defined in Eq.13, at low energy it must be - due to the sea-gull
term for the Higgs field φY2 (φB−L)- that
A^5µ = A^2µ. (18)
As long as the relation of Eq.(18) is valid, the only charge among the two abelian
charges (Y1 and Y2), which matters, is Y1 = y/2. Effectively, τ ′5 = (B− L)/2may
also be put to zero, so that effectively
(
y
2
)effective =
1
2
QU(1),SO(4), (19)
but with an effective Lagrange density L(y
2
)effective
(Ly
2
)effective = −
1
4(gU(1),SO(4))2
· (1+ 2
3
)F^U(1),SO(4)µν . (20)
Denoting the Y2 (the (B − L)) gauge breaking scale weak hypercharge coupling
by g ′ = gy
2
, the covariant derivative has the form
Dµ = ∂µ − (y/2)A^ ′yµ − τ
W · A^Wµ − τS · A^Sµ, (21)
with τWi = τ1i, τSi = τ4i andwith the correspondingly defined A^ ′
y
µ = A^
′
Y1
µ , A^
Wi
µ =
A^1iµ , A^
Si
µ = A^
4i
µ .
Due to the slavery following from equation (18) we have for the y-part of the
Lagrange density
L(y/2)effective = −
5
3
1
4
1
(gU(1),SO(4))2
Tr(F^U(1),SO(4)µνF^U(1),SO(4)µν )
= −
1
4
1
(g ′)2
Tr(F^ ′
µν
F^ ′µν), (22)
with
1
(g ′)2
=
1
(gU(1),SO(4))2
+
1
(gU(1),SO(6))2
=
5
3
1
(gU(1),SO(4))2
(23)
and accordingly A^ ′
Y1
µ = g
′A ′
Y1
µ .
This is just the usual SU(5) ⊂ SO(10) prediction for the U(1) coupling con-
stant, assuming that the break occurred at the unification scale, the same for
SO(4) and SO(6). After the Y2 and accordingly the (B − L) is broken, the Stan-
dard Model coupling constants further run, leading to the three lines crossing at
one point if SU(5)(⊂ SO(10)) would work
1
α ′
SU(5)
=˙
3
5
1
α ′
. (24)
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Instead we have
1
α ′
SU(5)
=
3
5
(
1
αU(1),SO(4)
+
1
αU(1),SO(6)
) =
3
5
1
α2
+
2
5
1
α3
. (25)
We present a plot of experimental values of (α ′)−1, (α2)
−1 and (α3)
−1, as
well as of (α ′SU(5))
−1 = 3
5
(α ′)−1 on Fig. 1.
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Fig. 1. The running coupling constants are presented, extrapolated from the experimental
values by the assumption that they run independently up to the unification scale. They
would meet in one point, if the SU(5) unification would work.
The main point of this paper is, however, to see what happens, if break-
ing went differently. We may assume that above some scale, say 1017GeV, it is
only one group and accordingly only one coupling constant, the one of the group
SO(1, 13) or rather SO(10), since in this paper we do not pay attention to the
gravitational (that is the spin ) part SO(1, 3) of the internal space. At 1017GeV
then SO(1, 13) breaks to SO(1, 7) and SO(6). The SO(4) part of the group SO(1, 7)
runs now with a slower rate than SO(6) (which runs approximately as SU(4)).
Then SU(4) at around say 1016 further breaks to SU(3) × U(1) and accordingly
slows the rate, while SO(4) breaks to SU(2) × SU(2) without changing the rate
(since SU(2) × SU(2) are the invariant subgroups of the group SO(4) - with the
same number of generators). One of the SU(2) further breaks to U(1)SO(4), this
U(1)SO(4) determining with U(1)SO(6) the hypercharge y = Y
1 (Eq.5) of the
Standard Model, while the second hypercharge Y2 (Eq.6) breaks, say, at around
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3 · 1013GeV. The break of the hypercharge Y2 changes the slope of the (α ′SU(5))−1
and of (α3)−1 but not of (α2)−1.
Since the SO(4) stayed unbroken down to much lower energy scale than
SO(6), which broke close to the SO(10) unification scale, (for this kind of assump-
tion speaks the fact that one SO(1, 7) multiplet contains left handed SU(2) dou-
blets and right handed SU(2) singlets as it can be found in ref[5,7]), theαU(1),SO(4)
would at the lower scales be stronger relative to αU(1),SO(6) than the ideal SO(10)
unification requires (αU(1),SO(6) : αU(1),SO(4) = 2 : 3) and the unification can be
made so that all three coupling constants meet at the grand unification scale at
arround 1017GeV .
This kind of proposed unification can be seen on Fig. 2.
5 Numerology for almost viable nice picture
From the fitting to the gauge coupling constants we got that the ratio of the scale
of the SO(10) breaking, which really means the scale where SO(1, 13) breaks to
SO(1, 7) × SO(6) ( so that the SO(10) gets restored above the scale in question)
to the scale of SO(1, 7) breaking, is 10
17GeV
3·1013GeV
≈ 3000. Over this scale ratio we
have to have the 4 extra dimensions implied by the SO(1, 7) rather than SO(1, 3).
This means that for instance the Newton constant G is getting weakened by a
factor 30004 where the number 4 is the number of extra dimensions. That means
in terms of the Planck scale, which is 1/
√
G, that it goes up compared to the
“fundamental scale ” by a factor 30004/2 ≈ 107. In other words with the by the
phenomenologically given effective Planck scale of 2 · 1019GeV we should have a
fundamental scale of 2 ∗ 1012 GeV. This matches badly with our SO(10) unifying
scale which became 1017 GeV. In fact we should of course expect the fundamental
scale to be above the breaking scale of SO(1, 13) which is in the model represent-
ing the breaking scale of the ( hidden ) SO(10). So really it looks like the inequality
expected is not fulfilled.
Similarly to the weakening of the gravitational coupling we also have of
course a weakening of the gauge couplings. Here it must though be admitted that
we do not find it attractive with a weakening factor of the order of 30004 for the
fine structure constants. It would namely mean that at the fundamental scale and
measured in fundamental units - remember they have dimension in other dimen-
sions than 4 - the fine structure constants would be about 1/50 ∗ 30004 ≈ 1012
which seems a very strong coupling that would probably confine or become
strange and unbelievable otherwise. Rather we should take say that the couplings
have α’s of order unity at the fundamental level, and then we would rather ex-
pect an weakening factor of 50. That would with 4 extra dimensions mean the
fourth root of 50 = 2.7 scale ratio of SO(1, 7) breaking to that of SO(1, 13).
This naive scaling calculation does not take into account the running cou-
pling constants in higher dimensions properly, it treats them naively - as in four
dimensional space. This fact could of course be reason for the above result.
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Fig. 2. The running coupling constants are presented, extrapolated from the experimen-
tal values by the assumption that the gauge group SO(4) breaks at much lower scale (
at around 1013 GeV) than the gauge group SO(6) (which breaks at around 1017 GeV).
The SU(2) gauge group coupling constant does not change when running together with
(αU(1),SO(4))
−1 . The three coupling constants can meet at the same point and then run
together as SO(1, 13) (rather SO(10)).
6 Proton decay
The scale of SO(10) or SO(1, 13) breaking becoming to SO(1, 7)×SO(6) occurs in
the proposed approach at around 1017 GeV. Further breaking of SO(6) to SU(3)×
U(1) occurs at around 1016 GeV, while SO(4) breaks at around 3 · 1013 GeV. Since
neither a SO(4) multiplet nor a SO(6) multiplet includes both quarks and anti-
quarks, while the SO(1, 13) multiplet does (to see this the reader can have a look
in Table I of the ref.[7], presented in this Proceedings), a proton decay may oc-
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cur at the SO(1, 13) (SO(10)) unification scale. The decay rates corresponding to
a massive gauge particle exchange with a mass M of this last scale (1017 GeV).
Since the proton lifetime is approximately proportional to (1/α23)at1017 ×M4/m5p,
while the best SU(5)GUT fitting with the unification scale 1015 GeV and 1/α ≈ 43
gives the life time of a proton equal to 1033 years, the unification scale at 1017 and
the inverse coupling constant≈ 47makes the life time of the proton for more than
8 order of magnitude longer, and accordingly causes no problem in the approach
unifying spins and charges, at least not in this simplified version.
7 Conclusion
In this paper we have demonstrated that the approach of one of us, unifying
spins and charges, suggests the breaking of SO(1, 13) which leads to the unifi-
cation scale for the three coupling constants at around 1017GeV and accordingly
to acceptable (not yet measurable) life time of the proton (since neither of the
subgroups SO(4) and SO(6) includes both coloured and anticoloured represen-
tations and could correspondingly cause no proton decay at lower energy scale
when SO(4) alone or SO(6) alone is the unifying group). But it is also true that
the model unifying spins and charges proposed by one of us allows for enough
many parameters so that the prediction is indeed an inequality prediction. This
inequality prediction happens to be fulfilled experimentally, i.e. by the measured
fine structure constants, and thus the model passed a little test that with fifty
percent probability could have gone wrong. The model like other unifying mod-
els, however, tends to get so low unification scale (for at least SU(2) × U(1) into
SO(4)) that proton decay could become a problem: it could become a difficulty
to the non-observation of proton decay. But this is not happening in this model.
Further there appears a related problem: Because extra dimensions are in princi-
ple to appear in the model, an assumption of the Newton constant being of order
unity at the fundamental scale in fundamental units leads to a fundamental scale
lower in energy than the usual Planck scale. That brings this fundamental scale
bellow of the unification of the whole group. This is not what would support
the model, unless this effect is an artifact of the too simplified treatment of the
running coupling constants in more than four dimensional spaces.
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