On the stability of a functional equation deriving from an inequality of Popoviciu for convex functions  by Trif, Tiberiu
J. Math. Anal. Appl. 272 (2002) 604–616
www.academicpress.com
On the stability of a functional equation
deriving from an inequality of Popoviciu for
convex functions
Tiberiu Trif
Universitatea Babes¸-Bolyai, Facultatea de Matematica˘ s¸i Informatica˘, Str. Koga˘lniceanu 1,
3400 Cluj-Napoca, Romania
Received 25 September 2001
Submitted by T.M. Rassias
Abstract
In this paper we solve the Jensen type functional equation
n
(
n− 2
k− 2
)
f
(
x1 + · · · + xn
n
)
+
(
n− 2
k− 1
) n∑
i=1
f (xi )
= k
∑
1i1<···<ikn
f
(
xi1 + · · · + xik
k
)
,
deriving from an inequality of Popoviciu for convex functions. Likewise, we investigate
the stability of this functional equation in the spirit of Hyers, Ulam, Rassias, and Ga˘vrut¸a˘.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Popoviciu [12, Théorème 2] proved that if I is a nonempty interval and
f : I → R is a convex function, then for all x, y, z ∈ I it holds that
E-mail address: ttrif@math.ubbcluj.ro.
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)0 01 81 -6
T. Trif / J. Math. Anal. Appl. 272 (2002) 604–616 605
3f
(
x + y + z
3
)
+ f (x)+ f (y)+ f (z)
 2
[
f
(
x + y
2
)
+ f
(
y + z
2
)
+ f
(
z+ x
2
)]
. (1.1)
In connection with (1.1), Popoviciu considered also the functional equation
3f
(
x + y + z
3
)
+ f (x)+ f (y)+ f (z)
= 2
[
f
(
x + y
2
)
+ f
(
y + z
2
)
+ f
(
z+ x
2
)]
. (1.2)
He proved that a continuous function f : R → R satisfies (1.2) for all x, y, z ∈ R
if and only if it has the form f (x)= ax+ b, with a and b arbitrary real constants.
In [16, Theorem 2.1] we solved the functional equation (1.2). More precisely, we
proved that a function f between two real linear spaces X and Y satisfies (1.2)
for all x, y, z ∈X if and only if there exists an additive mapping A :X→ Y such
that f (x)=A(x)+ f (0) for all x ∈X. Likewise, in [16,17] we have investigated
the Hyers–Ulam–Rassias stability of the functional equation (1.2).
However, it should be noted that (1.1) is a special case of the following
inequality, established also by Popoviciu (see [12, Théorème 3]). Given the
positive integers n and k, with 2 k  n− 1, it holds that
n
(
n− 2
k − 2
)
f
(
x1 + · · · + xn
n
)
+
(
n− 2
k − 1
) n∑
i=1
f (xi)
 k
∑
1i1<···<ikn
f
(
xi1 + · · · + xik
k
)
(1.3)
for all x1, . . . , xn ∈ I . In connection with (1.3), it is natural to consider the cor-
responding functional equation
n
(
n− 2
k − 2
)
f
(
x1 + · · · + xn
n
)
+
(
n− 2
k − 1
) n∑
i=1
f (xi)
= k
∑
1i1<···<ikn
f
(
xi1 + · · · + xik
k
)
, (1.4)
which is a generalization of (1.2).
The main purpose of the present paper is to solve the functional equation (1.4).
Likewise, in Section 3, using ideas from the papers of Rassias [13], Gajda [3],
and Ga˘vrut¸a˘ [4], we establish the generalized Hyers–Ulam–Rassias stability of
Eq. (1.4).
Throughout the rest of the paper, n and k will be positive integers such that
2 k  n− 1.
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2. Solutions of Eq. (1.4)
Theorem 2.1. Let X and Y be real linear spaces. A function f :X→ Y satisfies
(1.4) for all x1, . . . , xn ∈X if and only if there is an additive mapping A :X→ Y
such that f (x)=A(x)+ f (0) for all x ∈X.
Proof. Necessity. Let A :X → Y and g :X → Y be the functions defined by
A(x) := (1/2)[f (x) − f (−x)] and g(x) := (1/2)[f (x) + f (−x)] − f (0), re-
spectively. Obviously we have f (x) = A(x) + g(x) + f (0) for all x ∈ X. We
claim that A is additive and that g(x)= 0 for all x ∈X.
Indeed, since f satisfies (1.4) for all x1, . . . , xn ∈X, it is immediately seen that
n
(
n− 2
k − 2
)
A
(
x1 + · · · + xn
n
)
+
(
n− 2
k − 1
) n∑
i=1
A(xi)
= k
∑
1i1<···<ikn
A
(
xi1 + · · · + xik
k
)
(2.1)
and
n
(
n− 2
k − 2
)
g
(
x1 + · · · + xn
n
)
+
(
n− 2
k − 1
) n∑
i=1
g(xi)
= k
∑
1i1<···<ikn
g
(
xi1 + · · · + xik
k
)
(2.2)
for all x1, . . . , xn ∈X. In addition, remark that
A(−x)=−A(x) and g(−x)= g(x)
for all x ∈X.
Putting x1 = x and x2 = · · · = xn = 0 in (2.1) yields
n
(
n− 2
k − 2
)
A
(
x
n
)
= k
(
n− 1
k − 1
)
A
(
x
k
)
−
(
n− 2
k − 1
)
A(x) for all x ∈X.
(2.3)
Letting x1 = x , x2 = y , and x3 = · · · = xn = 0 in (2.1), we get
n
(
n− 2
k − 2
)
A
(
x + y
n
)
+
(
n− 2
k − 1
)[
A(x)+A(y)]
= k
(
n− 2
k − 2
)
A
(
x + y
k
)
+ k
(
n− 2
k − 1
)[
A
(
x
k
)
+A
(
y
k
)]
(2.4)
for all x, y ∈X. From (2.3) and (2.4) it follows that
A(x + y)−A(x)−A(y)= k
[
A
(
x + y
k
)
−A
(
x
k
)
−A
(
y
k
)]
(2.5)
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for all x, y ∈X. Putting now x1 = x , x2 = y , x3 =−x− y , and x4 = · · · = xn = 0
in (2.1) and taking into account that A is odd, we find that(
n− 2
k − 1
)[
A(x)+A(y)−A(x + y)]
= k
[(
n− 3
k − 2
)
−
(
n− 3
k − 1
)][
A
(
x + y
k
)
−A
(
x
k
)
−A
(
y
k
)]
(2.6)
for all x, y ∈X. From (2.5) and (2.6) we deduce that[(
n− 2
k − 1
)
+
(
n− 3
k − 2
)
−
(
n− 3
k − 1
)][
A(x)+A(y)−A(x + y)]= 0
for all x, y ∈X. Since(
n− 2
k − 1
)
+
(
n− 3
k − 2
)
−
(
n− 3
k − 1
)
= 2
(
n− 3
k − 2
)
> 0,
we conclude that
A(x + y)=A(x)+A(y) for all x, y ∈X.
Consequently, A is additive as claimed.
In order to prove that g = 0, we set x1 = x , x2 = −x , x3 = · · · = xn = 0 in
(2.2). Taking into account that g is even and g(0)= 0, we obtain
g(x)= kg
(
x
k
)
for all x ∈X. (2.7)
Letting x1 = x , x2 = · · · = xn = 0 in (2.2) and taking account of (2.7) we find that
g(x)= ng
(
x
n
)
for all x ∈X. (2.8)
From (2.2), (2.7), and (2.8) it follows that(
n− 2
k − 2
)
g(x1 + · · · + xn)+
(
n− 2
k − 1
) n∑
i=1
g(xi)
=
∑
1i1<···<ikn
g(xi1 + · · · + xik ) (2.9)
for all x1, . . . , xn ∈X.
Letting x1 = x , x2 = y , x3 =−x , and x4 = · · · = xn = 0 in (2.9), we get
g(x + y)+ g(x − y)= 2g(x)+ 2g(y) for all x, y ∈X.
By virtue of a well known result, we conclude the existence of a biadditive sym-
metric mapping B :X ×X→ Y such that g(x) = B(x, x) for all x ∈ X. Taking
into account (2.7) or (2.8) we deduce that B = 0. Consequently, g = 0 as claimed.
Sufficiency. This is obvious. ✷
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Remark. A special case of Theorem 2.1 has been proved by Crstici [2]. More
precisely, he established the above result under the additional assumption that the
positive part of f , i.e., x → f (x)+ f (−x), is bounded.
3. Generalized Hyers–Ulam–Rassias stability of Eq. (1.4)
Throughout this section X and Y will be a real normed linear space and a real
Banach space, respectively. Given a function f :X→ Y , we set
Df (x1, . . . , xn) := n
(
n− 2
k − 2
)
f
(
x1 + · · · + xn
n
)
+
(
n− 2
k − 1
) n∑
i=1
f (xi)
− k
∑
1i1<···<ikn
f
(
xi1 + · · · + xik
k
)
for all x1, . . . , xn ∈X.
Theorem 3.1. Let q := k(n− 1)/(n− k), r := −k/(n− k), and let ϕ :Xn →
[0,∞[ be a function such that
φ(x1, . . . , xn) :=
∞∑
j=0
q−jϕ
(
qjx1, . . . , q
jxn
)
<∞ (3.1)
for all x1, . . . , xn ∈X. If a function f :X→ Y satisfies∥∥Df (x1, . . . , xn)∥∥ ϕ(x1, . . . , xn) (3.2)
for all x1, . . . , xn ∈ X, then there exists a unique additive mapping A :X → Y
such that∥∥f (x)− f (0)−A(x)∥∥ 1
k
(
n−1
k−1
)φ(qx, rx, . . . , rx) (3.3)
for all x ∈X.
Proof. Let g :X → Y be the function defined by g(x) := f (x) − f (0). Then
g(0)= 0 and, since Dg(x1, . . . , xn)=Df (x1, . . . , xn), we have∥∥Dg(x1, . . . , xn)∥∥ ϕ(x1, . . . , xn) (3.4)
for all x1, . . . , xn ∈X.
Replacing x1, x2, . . . , xn in (3.4) by qx, rx, . . . , rx , respectively, we get∥∥∥∥∥
(
n− 2
k − 1
)
g(qx)− k
(
n− 1
k − 1
)
g(x)
∥∥∥∥∥ ϕ(qx, rx, . . . , rx);
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hence∥∥g(x)− q−1g(qx)∥∥ 1
k
(
n−1
k−1
)ϕ(qx, rx, . . . , rx) (3.5)
for all x ∈X.
Next, we prove by induction on m that for all x ∈X it holds∥∥g(x)− q−mg(qmx)∥∥
 1
k
(
n−1
k−1
) m−1∑
j=0
q−jϕ
(
qj (qx), qj(rx), . . . , qj (rx)
)
. (3.6)
Indeed, (3.5) ensures the validity of (3.6) for m = 1. Assume now that the
inequality (3.6) holds true for some positive integer m. Replacing x in (3.5) by
qmx and then dividing both sides of (3.5) by qm yields∥∥q−mg(qmx)− q−m−1g(qm+1x)∥∥
 1
k
(
n−1
k−1
)q−mϕ(qm(qx), qm(rx), . . . , qm(rx)) (3.7)
for all x ∈ X. The inequalities (3.6), (3.7), and the triangle inequality for norm
imply∥∥g(x)− q−m−1g(qm+1x)∥∥
 1
k
(
n−1
k−1
) m∑
j=0
q−jϕ
(
qj (qx), qj (rx), . . . , qj (rx)
)
for all x ∈X. This completes the proof of the inequality (3.6).
Let x be an arbitrary point in X. By virtue of (3.5) we have∥∥q−mg(qmx)− q−g(qx)∥∥

m−1∑
j=
∥∥q−j−1g(qj+1x)− q−jg(qjx)∥∥
 1
k
(
n−1
k−1
) m−1∑
j=
q−jϕ
(
qj (qx), qj(rx), . . . , qj (rx)
)
for all positive integers  and m with  < m. Taking into account the assumption
(3.1), we conclude that (q−j g(qjx))j∈N is a Cauchy sequence for all x ∈ X.
Consequently, we can define the mapping A :X→ Y by
A(x) := lim
j→∞q
−j g(qjx).
Let x1, . . . , xn be any points in X. By virtue of (3.4) and (3.1) we have
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∥∥DA(x1, . . . , xn)∥∥= lim
j→∞ q
−j∥∥Dg(qjx1, . . . , qjxn)∥∥
 lim
j→∞ q
−jϕ
(
qjx1, . . . , q
j xn
)= 0.
Hence DA(x1, . . . , xn) = 0 for all x1, . . . , xn ∈ X. Since A(0) = 0, Theorem
2.1 ensures that A is additive. Moreover, by passing to the limit in (3.6) when
m→∞, it follows that (3.3) holds true for all x ∈X.
Now, let A˜ :X→ Y be another additive mapping satisfying∥∥f (x)− f (0)− A˜(x)∥∥ 1
k
(
n−1
k−1
)φ(qx, rx, . . . , rx)
for all x ∈X. Then we have∥∥A(x)− A˜(x)∥∥= q−m∥∥A(qmx)− A˜(qmx)∥∥
 q−m
(∥∥A(qmx)− f (qmx)+ f (0)∥∥
+ ∥∥f (qmx)− f (0)− A˜(qmx)∥∥)
 2q
−m
k
(
n−1
k−1
)φ(qm(qx), qm(rx), . . . , qm(rx))
= 2
k
(
n−1
k−1
) ∞∑
j=0
q−m−j
× ϕ(qm+j (qx), qm+j (rx), . . . , qm+j (rx))
= 2
k
(
n−1
k−1
) ∞∑
j=m
q−jϕ
(
qj (qx), qj(rx), . . . , qj (rx)
)
for all x ∈X and all positive integers m. But, by virtue of (3.1) we have
lim
m→∞
∞∑
j=m
q−jϕ
(
qj (qx), qj (rx), . . . , qj (rx)
)= 0.
Therefore A(x)= A˜(x) for all x ∈X. ✷
Theorem 3.2. Let q := k(n− 1)/(n− k), r := −1/(n− 1), and let ϕ :Xn →
[0,∞[ be a function such that
φ(x1, . . . , xn) :=
∞∑
j=0
qjϕ
(
q−jx1, . . . , q−j xn
)
<∞
for all x1, . . . , xn ∈X. If a function f :X→ Y satisfies∥∥Df (x1, . . . , xn)∥∥ ϕ(x1, . . . , xn)
for all x1, . . . , xn ∈ X, then there exists a unique additive mapping A :X → Y
such that
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∥∥f (x)− f (0)−A(x)∥∥ 1(
n−2
k−1
)φ(x, rx, . . . , rx) (3.8)
for all x ∈X.
Proof. Let g :X → Y be the function defined by g(x) := f (x) − f (0). Then
g(0) = 0 and (3.4) holds true for all x1, . . . , xn ∈X. Replacing x1, x2, . . . , xn in
(3.4) by x, rx, . . . , rx , respectively, we get∥∥∥∥∥
(
n− 2
k − 1
)
g(x)− k
(
n− 1
k − 1
)
g(q−1x)
∥∥∥∥∥ ϕ(x, rx, . . . , rx);
hence∥∥g(x)− qg(q−1x)∥∥ 1(
n−2
k−1
)ϕ(x, rx, . . . , rx) (3.9)
for all x ∈X. Starting from (3.9), it is easy to prove that
∥∥g(x)− qmg(q−mx)∥∥ 1(
n−2
k−1
) m−1∑
j=0
qjϕ
(
q−j x, q−j (rx), . . . , q−j (rx)
)
for all x ∈X and all positive integers m.
By proceeding like in the proof of Theorem 3.1, it is not difficult to show that
(qjg(q−j x))j∈N is a Cauchy sequence for all x ∈X, that the mappingA :X→ Y ,
defined by A(x) := limj→∞ qjg(q−j x), is additive, and that A is the unique
additive mapping satisfying (3.8) for all x ∈X. We omit the details. ✷
Next, we list some corollaries of the Theorems 3.1 and 3.2. They are in the
spirit of Isac and Rassias [8], Rassias and Šemrl [15], Rassias [13], and Gajda [3].
Corollary 3.3. Let q := k(n− 1)/(n− k), r := k/(n− k), let δ, θ  0, and let
ψ : [0,∞[→ [0,∞[ be a function such that
(i) ψ(st)ψ(s)ψ(t) for all s, t ∈ [0,∞[;
(ii) ψ(q) < q .
If a function f :X→ Y satisfies
∥∥Df (x1, . . . , xn)∥∥ δ+ θ n∑
i=1
ψ
(‖xi‖) for all x1, . . . , xn ∈X,
then there exists a unique additive mapping A :X→ Y such that∥∥f (x)− f (0)−A(x)∥∥
 δ
n
(
n−2
k−2
) + θ(
n−2
k−1
)[q −ψ(q)]
[
ψ
(
q‖x‖)+ (n− 1)ψ(r‖x‖)]
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for all x ∈X.
Proof. Follows from Theorem 3.1. Indeed, for all x1, . . . , xn ∈X we have
φ(x1, . . . , xn)= δ
∞∑
j=0
q−j + θ
n∑
i=1
∞∑
j=0
q−jψ
(
qj‖xi‖
)
 q
q − 1δ + θ
n∑
i=1
∞∑
j=0
q−j
(
ψ(q)
)j
ψ
(‖xi‖)
= k(n− 1)
(k − 1)nδ+ θ
(
n∑
i=1
ψ
(‖xi‖)
) ∞∑
j=0
(
ψ(q)
q
)j
= k(n− 1)
(k − 1)nδ+
qθ
q −ψ(q)
n∑
i=1
ψ
(‖xi‖). ✷
Corollary 3.4. Let q := k(n− 1)/(n− k), r := 1/(n− 1), let θ  0, and let
ψ : [0,∞[→ [0,∞[ be a function such that
(i) ψ(st)ψ(s)ψ(t) for all s, t ∈ [0,∞[;
(ii) ψ(q) > q .
If a function f :X→ Y satisfies
∥∥Df (x1, . . . , xn)∥∥ θ n∑
i=1
ψ
(‖xi‖) for all x1, . . . , xn ∈X,
then there exists a unique additive mapping A :X→ Y such that∥∥f (x)− f (0)−A(x)∥∥
 θ(
n−2
k−1
)[1− q/ψ(q)]
[
ψ
(‖x‖)+ (n− 1)ψ(r‖x‖)]
for all x ∈X.
Corollary 3.5. Let q := k(n− 1)/(n− k), r := k/(n− k), let δ, θ  0, 0 <p < 1,
and let β : [0,∞[ n→[0,∞[ be a function such that
β(λu1, . . . , λun)= λpβ(u1, . . . , un) for all λ,u1, . . . , un ∈ [0,∞[.
If a function f :X→ Y satisfies∥∥Df (x1, . . . , xn)∥∥ δ + θ · β(‖x1‖, . . . ,‖xn‖) for all x1, . . . , xn ∈X,
then there exists a unique additive mapping A :X→ Y such that
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∥∥f (x)− f (0)−A(x)∥∥ δ
n
(
n−2
k−2
) + rpθ(
n−2
k−1
)
(q − qp)β(n− 1,1, . . . ,1)‖x‖
p
for all x ∈X.
Corollary 3.6. Let q := k(n− 1)/(n− k), r := 1/(n− 1), let θ  0, p > 1, and
let β : [0,∞[n→[0,∞[ be a function such that
β(λu1, . . . , λun)= λpβ(u1, . . . , un) for all λ,u1, . . . , un ∈ [0,∞[.
If a function f :X→ Y satisfies∥∥Df (x1, . . . , xn)∥∥ θ · β(‖x1‖, . . . ,‖xn‖) for all x1, . . . , xn ∈X,
then there exists a unique additive mapping A :X→ Y such that∥∥f (x)− f (0)−A(x)∥∥ qprpθ(
n−2
k−1
)
(qp − q)β(n− 1,1, . . . ,1)‖x‖
p
for all x ∈X.
We omit the proofs of the Corollaries 3.4–3.6 because they are similar to that
of Corollary 3.3.
Corollary 3.7. Let q := k(n− 1)/(n− k), r := k/(n− k), let δ, θ  0, and let
0 <p < 1. If a function f :X→ Y satisfies
∥∥Df (x1, . . . , xn)∥∥ δ+ θ n∑
i=1
‖xi‖p for all x1, . . . , xn ∈X,
then there exists a unique additive mapping A :X→ Y such that∥∥f (x)− f (0)−A(x)∥∥ δ
n
(
n−2
k−2
) + θ(qp + (n− 1)rp)(
n−2
k−1
)
(q − qp) ‖x‖
p
for all x ∈X.
Proof. Follows either from Corollary 3.3 for ψ(t) = tp , or from Corollary 3.5
for β(u1, . . . , un)= up1 + · · · + upn . ✷
Corollary 3.8. Let q := k(n− 1)/(n− k), r := 1/(n− 1), let θ  0, and let
p > 1. If a function f :X→ Y satisfies
∥∥Df (x1, . . . , xn)∥∥ θ n∑
i=1
‖xi‖p for all x1, . . . , xn ∈X,
then there exists a unique additive mapping A :X→ Y such that∥∥f (x)− f (0)−A(x)∥∥ qpθ(1+ (n− 1)rp)(
n−2
k−1
)
(qp − q) ‖x‖
p for all x ∈X.
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Proof. Follows either from Corollary 3.4 for ψ(t) = tp , or from Corollary 3.6
for β(u1, . . . , un)= up1 + · · · + upn . ✷
For p = 1, a result similar to those established in Corollaries 3.7 and 3.8
does not hold. To prove this, let h : R → R be the function defined by h(x) :=
x log2(1 + |x|). This function has been considered by Rassias and Šemrl [14].
They proved that it satisfies the inequality∣∣h(x + y)− h(x)− h(y)∣∣ |x| + |y| for all x, y ∈ R. (3.10)
In what follows we generalize (3.10) by proving the following
Proposition 3.9. Let (αm)m∈N be the sequence defined by α1 = 0 and αm+1 =
1 + (m/(m+ 1))αm for m  1. Then for each positive integer m and all real
numbers x1, . . . , xm it holds that∣∣h(x1 + · · · + xm)− h(x1)− · · · − h(xm)∣∣ αm(|x1| + · · · + |xm|). (3.11)
Proof. For m = 1 the inequality (3.11) is obviously true, while for m = 2 it
reduces to (3.10). Assume that (3.11) holds true for some m  2 and all real
numbers x1, . . . , xm.
Let x1, . . . , xm+1 be arbitrary real numbers. Then for each i ∈ {1, . . . ,m+ 1}
we have∣∣h(x1 + · · · + xm+1)− h(x1)− · · · − h(xm+1)∣∣

∣∣∣∣∣h(x1 + · · · + xm+1)− h(xi)− h
(
m+1∑
j=1
j =i
xj
)∣∣∣∣∣
+
∣∣∣∣∣h
(
m+1∑
j=1
j =i
xj
)
−
m+1∑
j=1
j =i
h(xj )
∣∣∣∣∣

∣∣∣∣∣
m+1∑
j=1
j =i
xj
∣∣∣∣∣+ |xi | + αm
m+1∑
j=1
j =i
|xj |
m+1∑
j=1
|xj | + αm
m+1∑
j=1
j =i
|xj |
= (1+ αm)
(|x1| + · · · + |xm+1|)− αm|xi |.
Summing these inequalities we find that∣∣h(x1 + · · · + xm+1)− h(x1)− · · · − h(xm+1)∣∣

(
1+ m
m+ 1αm
)m+1∑
j=1
|xj | = αm+1
m+1∑
j=1
|xj |,
completing the inductive proof of (3.11). ✷
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Theorem 3.10. Let  := n(n−2
k−2
)
, m := k(n
k
)
, and a := 2(n−2
k−2
)
α + 2
(
n−1
k−1
)
αm. The
function h satisfies the inequality
∣∣Dh(x1, . . . , xn)∣∣ a n∑
i=1
|xi| for all x1, . . . , xn ∈ R,
but
sup
{∣∣∣∣h(x)−A(x)x
∣∣∣∣: x ∈ R \ {0}
}
=∞
for each additive mapping A : R→ R.
Proof. Let x1, . . . , xn be arbitrary real numbers. We have
Dh(x1, . . . , xn)= n
(
n− 2
k − 2
)
h
(
x1 + · · · + xn
n
)
− h
((
n− 2
k − 2
)
(x1 + · · · + xn)
)
+
[
h
((
n− 2
k − 2
)
(x1 + · · · + xn)
)
−
(
n− 2
k − 2
) n∑
i=1
h(xi)
]
−
[
k
∑
1i1<···<ikn
h
(
xi1 + · · · + xik
k
)
− h
((
n− 1
k − 1
)
(x1 + · · · + xn)
)]
−
[
h
((
n− 1
k − 1
)
(x1 + · · · + xn)
)
−
(
n− 1
k − 1
) n∑
i=1
h(xi)
]
.
By virtue of (3.11) we deduce that
∣∣Dh(x1, . . . , xn)∣∣
(
n− 2
k − 2
)
α|x1 + · · · + xn| +
(
n− 2
k − 2
)
α
n∑
i=1
|xi |
+ αm
∑
1i1<···<ikn
|xi1 + · · · + xik |
+
(
n− 1
k − 1
)
αm
n∑
i=1
|xi |
 2
(
n− 2
k − 2
)
α
n∑
i=1
|xi| + 2
(
n− 1
k − 1
)
αm
n∑
i=1
|xi |
= a
n∑
i=1
|xi|.
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Now, let A : R→ R be any additive mapping. If A is continuous at a point, then
there is a real number c such that A(x)= cx for all x ∈ R. In this case we have
|h(x)− A(x)|/|x| →∞ as x →±∞. On the other hand, if A is nowhere con-
tinuous, then the range of ∀x ∈ R \ {0} → |h(x)− A(x)|/|x| is also unbounded,
because the graph of A is everywhere dense in R2. ✷
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