Abstract. The horizontal and vertical distributions of light transmittance were evaluated as a function of foliage distribution using lidar (light detection and ranging) observations for a sugar maple (Acer saccharum) stand in the Turkey Lakes Watershed. Along the vertical profile of vegetation, horizontal slices of probability of light transmittance were derived from an Optech ALTM 1225 instrument's return pulses (two discrete, 15-cm diameter returns) using indicator kriging. These predictions were compared with (i) below canopy (1-cm spatial resolution) transect measurements of the fraction of photosynthetically active radiation (FPAR) and (ii) measurements of tree height. A first-order trend was initally removed from the lidar returns. The vertical distribution of vegetation height was then sliced into nine percentiles and indicator variograms were fitted to them. Variogram parameters were found to vary as a function of foliage height above ground. In this paper, we show that the relationship between ground measurements of FPAR and kriged estimates of vegetation cover becomes stronger and tighter at coarser spatial resolutions. Three-dimensional maps of foliage distribution were computed as stacks of the percentile probability surfaces. These probability surfaces showed correspondence with individual treebased observations and provided a much more detailed characterization of quasi-continuous foliage distribution. These results suggest that discrete-return lidar provides a promising technology to capture variations of foliage characteristics in forests to support the development of functional linkages between biophysical and ecological studies.
Introduction
As part of recent sustainable forestry initiatives in Canada, forest ecosystem models are required to evaluate spatial and temporal changes in both forest structure and carbon and nitrogen cycling. Several research programs have focused on implementing policy (Intergovernmental Panel on Climate Change (IPCC), 2001) and alternative forestry practices (Canadian Council of Forest Ministers (CCFM), 1997) to enhance biomass production and reduce atmospheric carbon. Forest biophysical variables, such as leaf area index (LAI) and net primary productivity (NPP), are used directly to monitor changes in carbon and nitrogen within forest environments. LAI has been found to control levels of carbon dioxide, water, and energy exchanged between the biosphere and atmosphere (Waring and Running, 1998) . NPP provides a measure of the amount of carbon absorption by plants, allowing carbon sinks to be identified. Predictions of LAI and NPP have been created recently for global (Myneni et al., 2002) and national extents (Chen et al., 1999; Lui et al., 2002) . Recent approaches to validating LAI and NPP over a range of spatial resolutions and extents have involved using a combination of remotely sensed ecosystem properties, allometric measurements, and empirical relationships (Reich et al., 1999) . Validation for LAI and NPP may be further improved by incorporating fine spatial resolution remotely sensed measures of forest structure (Lieth and Whittaker, 1975; Chen et al., 1999) .
The provision of fine spatial resolution remotely sensed information on forest structure is made difficult by several factors. The three-dimensional characteristics of vegetation (e.g., vegetation density in forest canopies) prevent detailed forest structural information from being captured using monoscopic optical remote sensing instruments (Lang and Xiang, 1986) . Further, the majority of remote sensing instruments operate at spatial resolutions that are too coarse to capture individual forest structural components. Fine spatial resolution remote sensing data are required that can be aggregated spatially to arrive at spatial resolutions sensitive to the forest attributes under investigation (Treitz and Howarth, 1996; Treitz, 2001) .
Knowledge on the three-dimensional light regime within forest canopies is requisite for accurate predictions of both LAI and NPP and evaluation of forest stand development. The horizontal and vertical distributions of light and foliage occur in a complementary fashion, with light transmittance being dependent on the presence, size, and arrangement of canopy gaps Norman et al., 1971) . Leaf and gap structure within a forest canopy can be quantified by taking into account the spatial distribution of leaves, leaf angle, leaf width, and the degree of leaf clumping in both random and nonrandom canopies Chen and Cihlar, 1995) . Currently, several hand-held optical instruments are available for measuring light transmittance. However, several constraints restrict the sampling process: (i) temporal implications of solar angle and atmospheric interference, (ii) a lack of measurements along the entire vertical forest profile, and (iii) a lack of high density observations over larger forested areas.
Forest growth and yield have traditionally been monitored using allometric measurements of forest structure (e.g., diameter at breast height (DBH), tree height, and tree volume). Allometric measurements provide a valuable description of forest structure with the limitation that observations are often available only for harvested areas and developed from volume tables and standardized equations. While traditional allometric measurements can be used to quantify forest structure for individual trees, plots, or stands (with spatial resolution ranging from square metres to hectares), ground observations for larger forested landscapes are not feasible because of the density of samples required. Future directions for monitoring forest growth and yield will require more detailed samples of vegetation structure to address local changes occurring by species, age, and site condition.
Lidar (light detection and ranging) remote sensing has generated great interest recently because of its potential to provide forest biophysical variables with greater spatial detail and accuracy (Lim et al., 2003) . Lidar is an active remote sensing instrument operating similarly to a laser ranger by obtaining multiple measurements of distance and energy on a path between the laser instrument and a reflective surface. Vertical height measurements of forest canopy and ground surfaces can be obtained by setting appropriately the reflection threshold values for the laser return pulse.
Two types of lidar devices are currently in use: (i) discretereturn lidar, and (ii) full-waveform lidar. Full-waveform lidar instruments usually operate with a coarse footprint (e.g., spatial resolution of approximately 10 to 100 m). An associated reflectance waveform is created for each footprint to monitor changes in the characteristics of the reflecting surface. Fullwaveform lidar has been used of late to accurately predict forest biophysical variables (Lefsky et al., 1999a; 1999b; Means et al., 1999) . Recently, a study by Parker et al. (2001) explored the association between light transmittance in forest canopies and the digitized waveform return from full-waveform lidar. The spatial variation in light transmittance was found to vary as a function of canopy height and could be replicated using digitized waveform data. However, full-waveform lidar is currently used exclusively for research purposes because of acquisition costs and data storage limitations (Flood, 2001) .
The density of three-dimensional measurements provided by discrete-return lidar may facilitate the accurate prediction of forest structural variables for several reasons. First, with footprint return densities of up to 2-3 returns/m 2 and footprint diameters of about 15 cm, detailed structural components of a forest canopy (e.g., gaps, crown edges, and inner-crown vegetation) may be captured. Second, because of this high density of laser returns, observations can be spatially aggregated to correspond with the spatial character of the forest environment.
The goal of this research was to obtain spatially explicit vertical and horizontal distributions of foliage and light transmittance. Two main objectives were proposed to achieve this goal: (i) to identify an interpolation and mapping technique for developing three-dimensional models of forest structure from discrete-return lidar data, and (ii) to determine the potential of using vegetation attributes derived from the interpolated lidar data for predicting light transmittance in forest canopies. Two specific ground measures of forest structure were selected to assess the accuracy of the interpolated surfaces from lidar: (i) the distribution of canopy gaps (open spaces) obtained from light transmittance measurements, and (ii) maximum tree height measured on a per-stem basis. A systematic approach was taken based on the characteristics of the lidar data. First, global trends in the ground observations were removed, after which ordinary kriging was used to interpolate the digital elevation model (DEM). Next, vegetation height was determined from vegetation first-return pulses by subtracting the interpolated ground elevation from each vegetation first-return pulse. Vegetation probability surfaces were then interpolated using indicator kriging for a series of thresholds defined using the nine percentiles of vegetation height. Each threshold surface provides a continuous measure of vegetation probability (i.e., the probability of a lidar pulse being returned from foliage at the associated threshold height). Finally, we assessed the accuracy of the predicted vegetation probability surfaces using ground-based observations of tree height. Light transmittance was also evaluated for its correspondence with predicted surfaces of vegetation probability.
Methods

Study site
The study site for this paper is the Turkey Lakes Watershed (TLW), located in the Algoma district of northern Ontario, Canada, approximately 60 km north of the city of Sault Ste. Marie and 13 km inland from Lake Superior's shoreline. Since 1997, the Canadian Forest Service has been conducting the Turkey Lakes Harvesting Impacts Project (TLHIP) in the watershed. Variations in silvicultural practices are monitored within several harvest blocks where single-tree selection, shelterwood, and clear-cut harvesting has been performed (see Morrison et al., 1999) . The focus of this study is a 1-ha shelterwood site where shelterwood cutting was performed in 1997 (Figure 1) . Shelterwood cutting is the practice of removing lower-strata trees to allow regeneration of lower vegetation for future harvesting purposes (Oliver, 1990) . The site is occupied by 733 trees that are primarily remnant, uneven-aged sugar maple (Acer saccharum, 88%) and yellow birch (Betula alleghaniensis, 6%) with smaller percentages of iron wood (Ostrya virginiana, 4%), white birch (Betula papyrifera, 1%), and white spruce (Picea glauca, 1%). Evidence of shelterwood harvesting can be noted in portions of the study site with lower strata vegetation beginning to regenerate where thinning was performed.
Data
Lidar observations
An Optech ALTM 1225 lidar instrument was flown over the study site on 24 August 2000. The Optech ALTM 1225 instrument is a cross-track scanning system operating with a laser wavelength of 1047 nm. Mounted on a Piper Navajo aircraft, the instrument was flown at a speed of 60 m/s and at an altitude of 750 m above ground with a pulse repetition rate of 25 kHz. The scanning frequency was 15 Hz with a scan range of ±15°over a 400-m swath distance resulting in a footprint diameter of 20 cm. Elevation return measurements were calibrated using ground control points established with a survey-grade GPS instrument across the study site. A 25% overlap of flight lines was obtained during the data acquisition to increase the density of lidar returns. REALM proprietary classification software (Optech Inc., Toronto, Ont.), designed to isolate lidar vegetation and ground-return pulses, allowed for four discrete datasets of vegetation-first, vegetation-last, ground-first, and ground-last returns to be classified. Within the 1-ha study site, a total of 8662 laser pulse returns were obtained.
Six attributes were associated with each lidar return in the classified datasets: (1) a Universal Transverse Mercator (UTM) Easting location, (2) a UTM Northing location, (3) the elevation of the return, (4) a unique flight line number corresponding to the flight pass being made, (5) the scan angle at which the lidar return was acquired, and (6) an intensity or amplitude for each detected return. Within this study, the first four attributes were used to evaluate ground and vegetation height.
Ground observations
Tree inventory
Several stem-level datasets for the 1 ha shelterwood site were made available because of intensive ground surveys previously conducted by the Canadian Forest Service -Great Lakes Forestry Centre. Within the study site, all 733 tree locations were referenced to benchmarks established over a 20-m grid using an electronic Sokkia DT6 theodolite. Tree locations were then georeferenced by establishing coordinate locations for the four corners of the study site using a survey-grade GPS receiver. Species identification and DBH were surveyed for all trees in the summer of July 1999. A second measurement of DBH was taken in November 1999 to confirm DBH values; maximum differences between measures were -1.2 cm and +1.7 cm.
Tree height and crown radius measurements were obtained using a vertex hypsometer for all trees identified as contributing to the upper-canopy. Where stems angled away from nadir, the offset angle from nadir was measured. Two separate crown radius measurements were taken for all upper-canopy trees: (i) the distance to crown edge in the four cardinal directions at the crown base, and (ii) the distance to crown edge at the height of maximum crown radius. Using the crown radius measurements, crown ellipses were constructed as vector features within ArcInfo (Version 7.1.2, ArcEdit module) using coordinate geometry (COGO) functions. The upper-canopy of the study site is primarily dominated by mature trees with an average height of 18.73 m; 37% of these trees are below the average tree height. A visual description of upper-canopy vegetation cover can be obtained from the crown ellipses (Figure 2 ).
Optical measurements of radiation
A variety of parameters exist for evaluating the complex relationship between canopy gap locations and irradiance patterns (see Norman et al., 1971; Lang and Xiang, 1986; Chen and Cihlar, 1995) . For the purposes of this study, light transmittance within a forest canopy was specifically evaluated by measuring the fraction of photosynthetically active radiation (FPAR). FPAR is a key variable used in ecosystem models, representing the portion of radiation absorbed by plant canopies during photosynthesis.
The TRAC instrument was used to measure FPAR within the study site (Tracing Radiation and Architecture of Canopies; Chen and Cihlar, 1995) . This optical instrument was designed for measuring LAI and FPAR through continuous measures of photosynthetically active radiation (PAR), or photosynthetic photon flux density (PPFD, µmol·m -2 ·s -1 ). Both upwelling and downwelling radiation were sampled at~1-cm intervals along straight transects perpendicular to the solar azimuth using three LI-COR Point Quantum sensors (LI-190SA, LI-COR, Inc., Lincoln, Nebr.). By maintaining a walking speed of 0.33 m/s and a sampling rate of 32 Hz, a sample density of 100 readings/m can be achieved. To obtain FPAR, both downwelling (incident) and upwelling (reflected) PAR were measured above and below the canopy. Using the ratio of these measurements, FPAR was calculated for individual below-canopy transect observations using the following equation:
where F(t) is the fraction of photosynthetically active radiation, P d1 and P u1 are downwelling (incident) and upwelling (reflected) PAR measured above the canopy using the TRAC instrument, and P d2 and P u2 are corresponding PAR measurements obtained below the canopy. Downwelling PAR was measured in an open area within 100 m of the study site using a LI-COR Point Quantum sensor. The P d1 sensor was positioned 3 m above the ground and attached to a datalogger (LI-1400, LI-COR, Inc., Lincoln, Nebr.) measuring incoming PAR at 15-s intervals. The TRAC and P d1 sensors were crosscalibrated prior to the field campaign to eliminate bias between the two instruments. A total of six 100-m transects were established across the study site. To obtain measurements perpendicular to the sun, four transects were measured at an azimuth of 170°south between 10:00 a.m. and 11:00 a.m. An additional two transects were measured at an azimuth of 80°east between 1:00 p.m. and 3:30 p.m. To georeference the TRAC data, the endpoints of the six transects were measured off from the corners of the study site that was georeferenced with a survey-grade GPS receiver. Once the 100-m transects were oriented across the site, markers were placed along the transects at 10-m intervals. Following the collection of PAR observations, the data were spatially located along the transect by dividing the total number of readings over the 10-m marker locations. At the time of data collection, solar zenith angles ranged between 26.57°and 50.12° (Table 1 ). All measurements using the TRAC instrument were made during cloudless skies from 8 to 13 July 2002.
Predicting light transmittance and foliage distribution
Spatial variation and geostatistics
A variety of statistical models can be used to interpolate geospatial data (Bailey and Gatrell, 1995; Burrough and McDonnell, 1998) . However, few techniques base the interpolation on second-order spatial relationships (i.e., spatial dependence) that occur between observations. Geostatistics permits the modelling of spatial pattern by estimating spatial covariance from the data, and then taking it into account during the interpolation. Although traditional linear weighted interpolation techniques such as inverse distance weighting can provide predictions that are as accurate (especially at high point densities; Lloyd and Atkinson, 2002) and less computationally intensive than kriging (Isaaks and Srivastava, 1989; Webster and Oliver, 2001 ), kriging can provide other benefits. It is known as a best linear unbiased predictor (BLUP); "linear" in that predictions are weighted as a linear combination of the available data and "unbiased" with respect to the reduction of the mean residual error towards zero (Isaaks and Srivastava, 1989) . Where traditional interpolation techniques use only distance-weighting independent of the data itself, kriging uses weights obtained by modelling the spatial dependence of the available data. Furthermore, residual and kriging variance surfaces provide spatial and data-dependent information on the accuracy of the interpolated surfaces.
Spatial dependence may be modelled for use in the kriging process using a semivariogram. For continuous variables, such as elevation, the experimental semivariance is defined as half the average squared difference between values separated by a given lag h, where h is a vector in both distance and direction (Equation (2)). Thus, the experimental semivariogram γ v (h) may be obtained from α = 1, 2, …, P(h) pairs of observations [z v (x α ), z v (x α + h)] defined on a support v at locations (x, x + h) separated by a fixed lag h:
The spatial dependence between point locations is characterized by estimating the parameters of the semivariogram model, for example, (i) the range a, (ii) the sill variance c 1 , and (iii) the nugget variance c 0 . These parameters are applied to the final kriging function to allow the modelling of spatial dependence in the interpolated surface. The range provides a measure of the spatial arrangement of points based on their distance and direction vector of separation. The sill variance provides a measure of spatial dependence. The nugget variance provides a measure of spatially uncorrelated noise within the dataset. It is generally expected, based on Matheron's (1965) theory of regionalized variables, that as distance increases features will become less related while features separated by shorter distances remain more closely related.
Ground-return interpolation
One of the underlying assumptions of geostatistics is that all observations can be modelled as realizations of a stationary process (Isaaks and Srivastava, 1989) . To make a prediction of the semivariance between values at locations across a given area, it must be assumed that the behaviour of the process will be similar across space. An intrinsic stationary dataset must meet the requirement of having a constant mean and variance changing only as a function of distance. Anisotropy exists where either the amount or scale of variation changes with direction (Isaaks and Srivastava, 1989) . A non-stationary, anisotropic surface can often be made stationary by removing a global trend.
At each location u at which interpolation is required, Goovaerts (1997) suggested first removing any global trend $( ) m u and then interpolating the residual values $( ) r u using kriging and the respective semivariogram of the residuals. The final predicted surface is obtained by adding back the global trend $( ) m u to the interpolated residuals. If, as in our case, elevation observations are made on a linearly sloping surface, a linear trend is sufficient (Goovaerts, 1997) .
Both first-order and second-order trend surfaces were fitted to the ground-last lidar returns and the residuals were evaluated for violations of model assumptions (i.e., stationarity). It was found that removing a first-order trend achieved a model with stationarity in the mean (Figure 4a ) with no further improvement using a second-order trend surface. The firstorder residuals were then interpolated using ordinary kriging ( Figure 4b ) and the first-order trend was added back to the interpolated residuals to produce a final ground DEM (Figure 4c) . The performance assessment of the prediction was carried out using stratified (or M-fold) cross-validation (Ripley, 1996) . Each location u in the dataset is repredicted using all the data except for M randomly selected points. Repeating this process several times (maximum N M ) allows the characterization of prediction uncertainty by collecting the distribution of errors. We found a high level of correlation (R 2 = 0.96) between observed and cross-validated predictions of ground elevation supporting that an accurate ground elevation had been achieved (Figure 5) . Further analysis suggests that this unbiased performance assessment provides a robust measure of the quality of the predictor as M varies between 20% and 80% (Lim et al., 2002) .
Indicator semivariograms
The height of each lidar vegetation-first return above the ground surface was determined by subtracting each vegetationfirst return from the interpolated ground surface. A cross section of this lidar-derived vegetation height dataset (V ht is the height of lidar vegetation returns above ground elevation) can be viewed in Figure 6a .
Two vegetation returns can occur in close spatial proximity and provide an extreme range in vegetation height measurements because of the previously described characteristics of the forest canopy surface and the footprint size and density of discretereturn lidar. The result is a bimodal distribution of vegetation height across the study area, which is a product of the intensity of discrete-return lidar sampling and the vegetation structure. Interpolation of the V ht distribution directly using ordinary kriging will not provide an accurate prediction as such algorithms rely on assumptions of normality (Goovaerts, 1997) . To account for the bimodal characteristics in the V ht distribution, indicator kriging was performed. Indicator kriging allows the evaluation of the V ht distribution over a series of selected thresholds (Isaaks and Srivastava, 1989; Goovaerts, 1997) . The available continuous data z(x α ) may be transformed into an indicator variable i v (x α z k ) defined as
for a given threshold (or cut-off) z k . In essence, these 0 and 1 values that are assigned to the available continuous data z(x α ) serve as probability (threshold) values of the cumulative distribution function (CDF) for the interpolation. It is possible to obtain experimental indicator functions from these indicator data. The experimental indicator semivariogram γ vI (h; z k ) (where (h; z k ) is read as lag h given the threshold z k ) may be obtained from the indicator data i v (x α ; z k ) as
Generally, k thresholds will be defined resulting in k indicator semivariograms. Often, the nine percentiles of the CDF are chosen as the indicator thresholds resulting in nine indicator semivariograms (Goovaerts, 1997) . The choice of the number of cut-offs depends on the amount and nature of available data (Lloyd and Atkinson, 2001 ). The indicator approach has been applied previously to characterize the probability of soil contamination (Meirvenne and Goovaerts, 2001 ) and water temperature (Fabri, 2001) where accurate interpolation of nonnormally distributed environmental attributes was required. In the case of interpolating vegetation-first lidar returns obtained from a forest canopy, indicator kriging provides the benefit of evaluating the probability of vegetation occurring at any specified (fixed or locally adapted) height threshold.
Since the experimental semivariogram provides only discrete values of the semivariance γ at a set of discrete lags h 1 , h 2 , …, it is necessary to fit a continuous mathematical model for statistical inference. However, not just any mathematical function will do. Specifically, the semivariogram γ(h) of the random function (RF) must be conditional negative semidefinite (CNSD). Semivariogram models with the CNSD property are called permissible or "authorized". Practitioners usually choose from the set of known authorized functions. Four of the most common functions in general use are the nugget effect, spherical, exponential, and Gaussian models. Each can be described according to its characteristic shape. All four models are bounded (transitive) because they include a maximum value of semivariance known as the sill. For the spherical model the sill is reached within a finite lag known as the range a. For the exponential and Gaussian models the sill is approached asymptotically. Since the exponential and Gaussian models never reach the sill, it is necessary to define a "practical range" a = 3r in place of the definite range. The nugget effect model is a "flat" model representing a constant positive semivariance at all lags; thus, it too has a sill. Further, whereas the other models intercept the ordinate at the origin, the nugget effect model represents a discontinuity at the origin.
There are many different ways to fit models to experimental semivariograms, including completely automatic fitting and fitting by eye. The best solution is often a compromise between these two (semi-automatic fitting) where the user chooses a type of semivariogram model (based partly on the sample function and partly on a priori knowledge), decides whether an anisotropic model is required, and then obtains a fit for these choices using weighted least sum of squares (WSS) approximation given by
The V ht dataset was reclassified into nine indicator variables using the nine percentiles z k1-9 of the distribution, as suggested by Goovaerts (1997) . Nine percentiles were found to provide a good representation of the entire bimodal vegetation distribution with each indicator threshold z k being located at a different height along the vertical profile of the canopy. In addition, the use of nine indicator thresholds provided an adequate number of breaks in the distribution by providing adequate changes in spatial characteristics at each respective threshold height. Indicator semivariograms were created for each binary variable allowing the spatial structure at each height threshold to be modelled (Figure 6b) . The best leastsquared fit in each case was provided by the spherical model, which in theory, is an appropriate model for deciduous canopy structure owing to the size, shape, and density of tree crowns and intercrown spaces (Treitz, 2001) .
Indicator probability maps
The public domain geostatistics software package GSLIB (Deutsch and Journel, 1998 ) was used to perform indicator kriging. Using the series of binary indicator variables classified from V ht and their respective semivariograms, a series of indicator probability maps were created. At each indicator threshold z k , a conditional probability was predicted at all unsampled locations by applying ordinary kriging (Bierkens and Burrough, 1993) . Probability values for each threshold surface represent the likelihood of exceeding the threshold z k within each cell. As a result, each threshold surface provides a continuous measure of vegetation probability (i.e., the probability of a lidar pulse being returned from foliage at or above the associated indicator threshold height z k , hereafter referred to as PVz k ) characterizing the probability of being vegetated or non-vegetated (open gap space) at that given threshold. This representation of foliage distribution provides more vertical detail in characterizing accuracy than traditional interpolation or median indicator kriging techniques (Lloyd and Atkinson, 2001 ).
Comparing ground and lidar observations
We assessed the accuracy of the indicator kriging predictions using ground observations of tree height and FPAR. A nonlinear relationship is expected between FPAR and vegetation height since FPAR is known to vary as a function of vegetation density, arrangement, and illumination geometry Parker, 1995) . Specifically, the probability of light transmittance is expected to be high where canopy gaps are present and low where vegetation density is high. To account for changes in illumination and observation geometry, we sampled the lidar (PVz k ) data with an angle correction according to the actual solar position (see Table 1 ). Then we investigated the relationship between observed FPAR measurements and predicted PVz k surfaces across a series of aggregations (spatial resolutions: 0.25, 1.0, and 2.5 m). The aggregation levels were arbitrarily selected with operational considerations in mind (i.e., from very fine spatial resolution close to the actual footprint size to coarser resolutions potentially smoothing noisy observations and providing more manageable sized datasets). PVz k surfaces were aggregated spatially by performing indicator kriging at coarser spatial resolutions. Ground observations of FPAR were aggregated to the corresponding spatial resolutions using a local average spatial filter.
A similar technique was used to compare ground observations of tree height to each PVz k surface. Each PVz k surface was evaluated for the correspondence between the location of observed tree heights exceeding each indicator threshold z k and the PVz k value predicted for each tree location. It was found after initial attempts to relate predictions of vegetation probability from lidar to ground-based measures of tree height that tree crowns and the maximum height of each tree were not necessarily located directly above each stem location. To account for the offset of maximum vegetation height from the stem location, the maximum PVz k value was obtained within a 2.5-m radius of each stem.
Results and discussion
A three-dimensional representation of foliage distribution Figure 7 presents a three-dimensional representation of the indicator probability surfaces based on the nine percentiles of the lidar V ht dataset. Variations in the probability of vegetation height can be noted over the nine indicator threshold surfaces. At smaller threshold heights z k1-2 , the boundaries of lower canopy gaps are apparent and increase in size when evaluated at larger thresholds z k3-9 . Detailed canopy characteristics are captured using a fine spatial resolution of 0.25 m.
Modelled semivariance parameters from the V ht dataset were found to provide a description of the vertical and horizontal forest canopy with semivariance changing as a function of the vegetation structure at the nine threshold heights. Lower semivariance values occurred at the lower and upper threshold heights z k1-2,8-9 within the canopy corresponding with the presence of smaller variability in foliage distribution around the top of the canopy and within the understory, respectively. Semivariance increased at the middle thresholds of the canopy z k3-7 where the vegetation density within the canopy increased.
The range of the semivariograms remained fairly consistent over the series of indicator thresholds with the exception of lower threshold heights z k1-2 . It is apparent from the probability surfaces for each indicator threshold that open areas in the forest canopy are separated by larger distances at smaller thresholds z k1-2 . At larger thresholds z k3-9, range values vary less between thresholds indicating a more consistent spatial pattern of features in the mid-canopy and the overstory. This lack of variation in the range may be attributed to the study site being dominated by a single-species, sugar maple forest canopy.
The above results demonstrate typical characteristics of a deciduous forest canopy where vegetation complexity is lower in the sub-canopy with increasing structural complexity in the mid-canopy (Oliver, 1990) . A recent study by Parker et al. (2001) found similar results using large-footprint, fullwaveform lidar where the spatial variation of vegetation structure was found to change as a function of height within the forest canopy.
Ground measured FPAR and gap probability
The relationships between observed FPAR and the cumulative PVz k surface were evaluated for three spatial resolutions. Ground measurements of FPAR provided greater correspondence to the lidar-based prediction of cumulative PVz k as the data were spatially aggregated from a spatial resolution of 0.25 to 2.5 m. We found strong nonlinear monotonic relationships between FPAR and cumulative PVz k . Since the optimal spatial resolution for analysis is related to, among other things, the characteristics of the objects being analyzed (Jupp et al., 1988; Atkinson and Curran, 1995) and the locational accuracy of observations, the results of this analysis suggest that some level of aggregation is needed to investigate relationships between vegetation structure and FPAR.
Ground measured tree height and foliage distribution
The PVz k surfaces were further assessed by comparing observed tree heights exceeding each indicator threshold. Theoretically, all observed tree heights greater than each indicator threshold should correspond with areas of high vegetation probability at the same threshold height. PVz k surfaces at lower threshold heights were found to correspond with observed tree heights exceeding the respective threshold. At the fourth height threshold (Figure 8a) it was apparent that all trees with heights greater than 13.83 m correspond well with areas of high vegetation probability. This high level of correspondence between observed tree heights and predicted vegetation probability is maintained up to the seventh threshold height of 18.73 m. Above the seventh threshold height (Figure 8b) , the correspondence between observed and expected vegetation height decreases to less than 70%.
Several sources of error may be associated with the low correspondence above the seventh threshold height. First, a random elevation error of 30 to 50 cm occurred with the Timing Interval Measurement (TIM) unit when the data were acquired. The TIM unit allows the time interval between the laser pulse leaving the aircraft and the return of the reflected pulse back to the sensor to be measured precisely. This error applied only to the lidar last-return datasets. In addition, variability may be introduced into the height predicted from the vegetation firstreturn data owing to the multiple scattering impact of vegetation geometry. Finally, measuring tree heights from the ground using a vertex hypsometer becomes more difficult as tree height increases because of overlapping vegetation and the angle at which measurements are taken. This may add uncertainty to the ground observations and result in the lack of correspondence with PVz k surfaces for the upper threshold heights z k7-9 .
Conclusions
This study suggests that interpolations of the vegetationreturn from discrete-return lidar can provide fine spatial resolution information on the probability of vegetation within deciduous canopy environments. Through the use of indicator kriging, horizontal slices of vegetation probability can be obtained over a series of canopy threshold heights. The correlation between vegetation probability surfaces and observed FPAR measurements was also investigated and it is suggested that some level of spatial aggregation is needed to account for differences in radiation pathways (e.g., zenith angles between lidar data and TRAC radiation measurements). Evaluation of semivariance at specific threshold heights within the forest canopy provided a description of the horizontal pattern of vegetation structure.
While this work has served as an exploratory study to evaluate methods for mapping the vegetation-return from discrete-return lidar, several management and research incentives are offered. As a predictive tool, discrete-return lidar can be used to obtain information on the horizontal and vertical distributions of foliage and light transmittance within forest canopies. Operating as a diagnostic tool, these indicator probability surfaces can be used to obtain detailed information about the distribution of light, structure, health, and habitat in forests for management. The use of indicator kriging allows a vegetation probability surface to be created at any specified level within the canopy. This interpolation technique permits an analysis to be tailored to investigate structural features at a particular height within the forest canopy. Further, by evaluating semivariogram model parameters over a series of threshold heights within the forest canopy, additional information is obtained on the spatial characteristics of forest structure at each threshold. Recent studies suggest that evaluating the spatial variation in fine spatial resolution data over a range of spatial resolutions can provide information on forest health, such as chlorophyll content and other physiological conditions (Sampson et al., 2001) .
Additional research may consider applying the methodology of this study over larger spatial extents and in areas with alternative vegetation types or where variable vegetation cover exists. Extending our findings to larger areas is challenging because of the requirement of stationarity and consideration of multiple species and multiple architecture effects. Fine-tuned methods need to account for the angular differences of data acquisition between lidar and hand-held optical instruments, such as TRAC, which can be achieved by geometric-optical (GO) modelling techniques (Lang and Xiang, 1986; Chen et al., 1997; Canham et al., 1999; Lieffers et al., 1999) . If detailed predictions of gap structure and vegetation density can be assessed from discrete-return lidar, improvements can be made in estimates of carbon sequestration and provide a significant contribution to predictions of the carbon budget.
In the near future, advances in discrete-return lidar instruments may allow additional forest structural information to be determined. Future discrete-return lidar instruments may allow full-waveform information to be captured for a small percentage of measured returns (Flood, 2001) . While fullwaveform information cannot feasibly be acquired for all discrete lidar returns because of data storage limitations, detailed information from the complete waveform could be used to determine the accuracy of predictions of foliage structure. Recent research on the interpretation of fullwaveform lidar (Lefsky et al., 1999a; 1999b; Harding et al., 2001; Parker et al., 2001 ) could be integrated with the density of discrete-return lidar measurements and provide greater accuracy in predictions of forest structural variables moving from individual-based observations to quasi-continuous fields.
