In this paper, we deal with the problem of detecting a distributed target in colored noise with unknown covariance matrix. The target echoes are all assumed to come from the same direction. However, the exact direction is unknown a priori. Precisely, the signal steering vector lies in a certain known subspace, but with unknown coordinate. We derive the Wald test and two-step Wald test, and also show that there is no meaningful Rao test or its two-step variation. Moreover, it is found that the two-step Wald test is equivalent to an existing direction detector. Additionally, it is shown that the Wald test possesses the constant false alarm rate (CFAR) property. Some numerical examples are given to compare the detection performance of the novel direction detector with its counterparts, both in the cases of matched and mismatched signals.
Introduction
The problem of detecting a distributed target in Gaussian or non-Gaussian background is a classic task in radar applications [1] [2] [3] [4] [5] [6] [7] . A large number of approaches are proposed in the literature. According to the generalized likelihood ratio test (GLRT) criterion, the authors in [8] proposes the multiband GLR (MBGLR) detector in homogeneous environments, under the assumption that the target echoes all come from the same direction. Homogeneous environments correspond to the case that the noise in the data under test (primary data) has the same covariance matrix as that of the training (secondary) data [9] . Under the same assumption, some other GLRT-based detectors are given in [10] , while the corresponding Rao and Wald tests are exploited in [11] . In partially homogeneous environments, where the noise in the primary and secondary data shares the same covariance matrix up to an unknown scaling factor, the GLRT is developed in [10] , and the Rao and Wald tests are derived in [12] .
All the detectors mentioned above are designed under the same assumption that the target echoes come from the same and known direction. In [13] the directions for the target echoes are assumed completely unknown, and three GLRT-based detectors and a spectral norm test (SNT) are proposed, while the Rao and Wald tests are proposed in [14] . Different from the assumption of unknown direction in [13, 14] , the direction is assumed partially known in [15] . Precisely, the signal steering vector lies in a known subspace of dimension greater than one but with unknown coordinates. The so-called generalized adaptive direction detector (GADD) is proposed in partially homogeneous environments. The signal model in [15] is also adopted in [16] , but it is assumed that there exists certain subspace interference. The one-step GLRT (or simply the GLRT) and two-step GLRT-based direction detectors are proposed in homogeneous environments. More recently, the model in [16] is generalized in [17] by assuming that the interference subspace is unknown and the detection problem is solved according to an ad hoc algorithm, strongly related to the GLRT. A general signal model is adapted in [18] , where the row space and column space of a rank-one matrix-valued signal are assumed to be known, whereas the corresponding coordinates are unknown. However, it does not resort to the secondary data in [18] . Instead, it puts certain constraint on the dimension of the data and uses a unitary matrix transformation to the data. This results in a set of virtual equivalent training data. However, the row structure of the signal is lost. The GLRT based on the principle of invariance is proposed therein. In fact, the signal model in [18] is equivalent to that in [15] . But different from [15] , the environments are assumed to be homogeneous in [18] .
In this paper, we still deal with the problem of detecting a distributed target with certain direction uncertainty in homogeneous environments under a signal model equivalent to [18] . As noted above, the GLRT and two-step GLRT already exist in the literature. However, since the covariance matrix and the signal coordinate are both unknown, no uniformly most powerful (UMP) detector exists. Hence, it is reasonable to devise new detectors, and investigate the performance difference between the new detectors and the existing ones under different measurement, such as superior detection performance for matched signals, improved robustness to mismatched signals, or lower computational complexity. It is worth noting that besides the GLRT criterion, there are another two widely used criteria for detector design, i.e., the Rao and Wald tests, as well as their two-step variations. However, to the best of our knowledge, the Rao and Wald tests, as well as their two-step variations, are not developed in the literature for the detection problem mentioned above. This is the main motivation of this paper. Precisely, according to the Wald test and its two-step variation, we derive two adaptive direction detectors and show that the two-step Wald test is equivalent to the maximum eigenvalue detector in [18] , which, in turn, is the two-step GLRT in [16] when no interference exists.
Moreover, we find that there is no meaningful Rao test or its two-step variation. Finally, the constant false 3 / 16 alarm rate (CFAR) property of the proposed detector is proved, the detection performance is provided by Monte Carlo simulations, and the computational load is discussed.
The rest of the paper is organized as follows. Section 2 deals with the problem formulation. The design of the detectors is presented in Section 3. Section 4 exploits the performance evaluation. Finally, Section 5 concludes the paper. vec( ) C denotes the vectorization of the matrix C , and C P is the orthogonal projection matrix onto the column subspace of C , i.e., n 's are assumed to be independent and identically distributed (IID), and share the same covariance matrix with k n .
Notation
Hence, the detection problem can be formulated as the following binary hypothesis testing:
where 1 2 [ , ,..., ]
n n n , and
The design of the direction detectors

Wald test
To derive the Wald test, we introduce an
where r =   is the relevant parameter and
the so-called nuisance parameter.
Remark 1:
If we choose  as the relevant parameter and set  and R as the nuisance parameters, we also obtain the same Wald test. The proof is given in the Appendix.
The Wald test for complex-valued signals is [19]
where
 is the value of r  under hypothesis 0 H , and
where  
which is partitioned in the following manner , , 
In (5), 1 
( , )
L f X X is the joint probability density function (PDF) of X and
where 0
Taking the logarithm of (7), and then performing the derivative w.r.t.  and *  , yields ( )
and
respectively. Substituting (8) and (9) into (5) results in
It is found that z , defined as 
One can readily verify that , ( ) r s I    is a null matrix. Thus, we have
Substituting (12) into (3) yields the Wald test for given  ,  , and R
Wald
In order to obtain the Wald test, we need the MLEs of  ,  , and R under hypothesis 1 H . It is well-known that the MLE of R in (7) for given  and  under hypothesis 1 H is [9]  ( )
Substituting (14) into (7), after some algebra, yields
In order to obtain the MLEs of  and  , we need to minimize the following function of  and  
Hence, (16) can be recast as 
for any conformable matrix and vector involved, we can rewrite (18) as
Since the matrix (20) is positive definite, one can obtain the MLE of  as
Substituting (21) into (14) yields
Moreover, inserting (21) into (20) leads to According to (17) and (19), we can express (23) as
Minimizing (24) over  under the constraint in (17) is tantamount to maximizing the following function of
It is well-known that the maximum value of (25) is the maximum eigenvalue of the following matrix [15] 
Moreover, the MLE of  is the principal eigenvector of   ( )
Substituting (21), (12) , and (22) into (3), with the constant scalar dropped, yields that the Wald test for given
According to the matrix inversion lemma and the constraint in (17), we have 
Inserting (30) into (28) leads to
Substituting (27) Since the Wald test, with fixed  ,  , and R , in (13) takes the form of a signal-to-noise ratio (SNR) (see (52) below), we refer to the fully adaptive version of (13), i.e., (32), as the SNR-based direction detector (SNRDD).
Remark 2: Equation (32) can be expressed as
A  , and k x is the k th of the primary data X . It follows from (33) that the SNRDD can be taken as an energy detector, which first quasi-whitens the primary data X and the signal matrix A , and then coherently integrates the quasi-whitened  X along the direction of maximum energy, i.e., max  s .
Two-step Wald test
The two-step design criterion for adaptive detectors has the following two main steps. It first assumes that the covariance matrix (sometimes only its structure) is known, and then derives the detector. The second step is to replace the covariance matrix (or its structure) by a proper estimate [10] . For our problem, the relevant parameter, given R , is still r =   , whereas the nuisance parameter becomes s =   .
Remark 3:
It should be emphasized that one can put different constraints on  or  to eliminate the ambiguity between the solutions of the MLEs of  and  . Different constraints do not change the forms of the corresponding detectors. We resort to different constraints just because a properly-chosen constraint can simplify the derivation.
In this subsection, we abandon the constraint in (17) . Instead, we assume that  satisfies the following
Substituting (34) into (13) yields
Nulling the derivative of the logarithm of (7) w.r.t.  leads to the MLE of  for given R and 
Substituting (36) into (35), we obtain that for given  and R the Wald test is
Inserting (36) into (7) and dropping the PDF of
The MLE of  in (38) under the constraint in (34) is the principal eigenvector of the following matrix [15]
For convenience, we denote the corresponding eigenvalue as
. It follows that ( ) For further utilization, the aforementioned fact is written symbolically as
With R replaced by S , (42) turns into
which is the maximum eigenvalue detector in [18] . Furthermore, it is equivalent to the two-step GLRT in (11) of [16] , if no subspace interference exists. For convenience, it is referred to as the adaptive matched direction detector (AMDD).
Investigation of the Rao test and its two-step variation
The Rao test for the complex-valued signal is given by [19] 
Substituting (8), (9), and (12) into (45) yields the Rao test for given  ,  , and R
Since and  under hypothesis 0 H are both zero vectors. Hence, according to the expression of (46), there is no meaningful Rao test or two-step Rao test.
Performance assessment 4.1 CFAR property
The CFAR property of the AMDD in (44) is shown in [18] , also addressed in [22] . Hence, we only need to is independent of R . In fact, this is indeed the case, since the AMDD in (44) is CFAR; refer to [18, 22] for details. Thus, (49) is independent of R .
Gathering the results above, the CFAR property of the SNRDD follows.
Numerical examples
In this subsection, we evaluate the detection performance of the SNRDD, also in comparison with the AMDD, the GADD [15] , and the GLR direction detection (GLRDD) [18] by Monte Carlo simulations. We choose these detectors to be compared to because they can all work for the problem under consideration, and they are all CFAR. The GADD is given by [15] 
while the GLRDD is found to be [18] 
The noise is modeled as an exponentially correlated random vector with one-lag correlation coefficient.
That is to say, the ( , ) i j th element of R is
We set 2 1 n s = and 0.95 e = . The quantities A ,  , and  are randomly chosen. However, when they are generated, they are deterministic for each Monte Carlo trial. In order to reduce the computational complexity, the probability of false alarm (PFA) is set to be 3 
10
in all simulations. To evaluate the probability of detection (PD) and the detection threshold, we resort to 4 10 and 100 PFA independent data realizations, respectively. The reason why we choose these values is that the estimation errors of the PD and the PFA for a given threshold are maintained lower than 10% [13, 24] . The SNR is defined as 
, and 6 J = Fig. 1 demonstrates the detection performance of these detectors for matched signals. The results highlight that the SNRDD and AMDD have nearly the same PD, which is lower than that of the GLRDD, and higher than that the GADD. It can also be seen that the PD of each detector decreases with the increase of K .
In practice, there often exists signal mismatch. That is to say, the actual signal steering vector is not aligned with the nominal one or does not lie in the nominal signal subspace. The signal mismatch can be caused by many factors [25] [26] [27] , such as imperfectly calibrated array, pointing errors, wavefront distortions, and so on.
The detection performance of the detectors for mismatched signals is characterized in Fig. 2 , which shows the contours of constant PDs. As adopted in [28] , the contour is represented as a function of SNR and 2 cos f , where 2 cos f is the cosine squared between the actual signal direction s (recall (1)) and the nominal signal subspace A in the whitened space [15] , i.e.,
The results in Fig. 2 indicate that when the target is less distributed (i.e., small value of K ), the SNRDD and AMDD are most robust, while the GADD is most selective. In contrast, when the target is fully distributed (i.e., moderately large value of K ), the SNRDD and AMDD are still most robust, whereas the GLRDD is most selective in this case. Another feature implied by Fig. 2 is that for each detector at a specific , respectively. In summary, the relationship between the computational complexity of the four detectors is AMDD < GADD < SNRDD < GLRDD.
Conclusions
In this paper, we have considered the problem of detecting a distributed target with direction uncertainty in unknown noise. The corresponding Rao and Wald tests, including their two-step variations, are exploited. We have shown that there is no meaningful Rao test or two-step Rao test. Moreover, the two-step Wald test is identical to the two-step GLRT, i.e., the AMDD, while the Wald test, named as the SNRDD, is new. It is found that the detection performance of the SNRDD, both for matched and mismatched signals, is comparable to that of the AMDD, which has a slightly lower PD than the GLRDD for matched signals. However, the SNRDD and AMDD are most robust for the signal mismatch.
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Here, we prove the fact that the choice of  or  as the relevant parameter does not alter the resulting Wald test. When 
Substituting (56) and (57) into (5) 
Note that substituting (59) into (3) results in (13) . It should be clear that the choice of the relevant and nuisance parameters do not affect the MLEs of  ,  , and R . Hence, the Wald test, with  being the relevant parameter, is identical to that when  is selected as the relevant parameter. This completes the proof.
