We analyze the behavior of the largest eigenvalues of sample covariance matrices of the form Q = (Σ 1/2 X)(Σ 1/2 X) * . The sample X is an M × N rectangular random matrix with real independent entries and the population covariance matrix Σ is a positive definite diagonal matrix independent of X. In the limit M, N → ∞ with N/M → d ∈ [1, ∞), we prove the relation between the largest eigenvalues of Q and Σ that holds when d is above a certain threshold. When the entries of Σ are i.i.d., the limiting distribution of the largest eigenvalue of Q is given by a Weibull distribution.
Introduction
For a vector-valued, centered random variable y ∈ R M , its population covariance matrix is given by Σ := E[yy T ]. For N independent samples (y 1 , · · · . y N ) of y, the sample covariance matrix Q := 1 N N i=1 y i y T i can be a simple and unbiased estimator of Σ when N is much larger than M . On the other hand, if the sample number N is comparable to the population size M , the sample covariance matrix is no more a reasonable estimator for the population covariance matrix. Nevertheless, even in such a case, the characteristic of the population covariance matrix may appear in the sample covariance matrix, as we consider in this paper.
We are interested in a matrix of the form
the linearization of Q whose inverse is conveniently related to the resolvents of Q and Q. Together with Schur's complement formula and other useful formulas for the resolvents of Q or Q, we prove a priori estimates for the local law.
In the last step, we apply the "fluctuation averaging" argument to control the imaginary part of the resolvent of Q on much smaller scale than N −1/2 . Technically, the analysis is different from other works involving the same idea such as [24, 2, 9] , due to the unboundedness of the diagonal entries of the resolvent of Q. Finally, by precisely controlling the imaginary part of the argument in the resolvent, we track the location of the eigenvalues at the edge.
The structure of this paper is as follows: In section 2, we provide the definition of the model and locate the right endpoint of supp µ f c . After that we state the main theorem of present paper. In section 3, we collect basis notations and the notion of the stochastic dominance. In section 3.4, we introduce the linearization technique and resolvent identities. In section 4, we prove the main theorem. In section 5, we prove several lemmas related to the "local law". In section 6, we prove the "fluctuation averaging lemmas". Proofs of some technical lemmas are collected in Appendix A.
Definition and Results
In this section, we define our model and state the main result.
Definition of the model
Definition 2.1. Let X be an M × N real random matrix whose entries (x ij ) are independent, zero-mean random variables with variance 1/N and for p ≥ 3, p-th moment satisfies
for some positive constant c p > 0 which depends only on p.
Also, M ≡ M (N ) with M ≤ N and
2)
as n → ∞. For simplicity, we assume that d is constant, so we use d instead of d.
Note that in Definition 2.1, we have no assumption that (x ij ) are identically distributed; only for independence.
Let Σ be an M × M real diagonal random matrix whose entries (σ i ) are nonnegative and independent with X random variables with LSD ν. Without loss of generality, we assume that the entries of Σ satisfy the following inequality,
From the Σ and X, we form the sample covariance matrix
Edge behavior of µ f c
In this subsection we will find the location of right end point and local behavior of µ f c . We denote by L + the right end point of µ f c and κ := |E − L + | where z = E + iη.
Theorem 2.4. Let ν be a Jacobi measure defined in (2.5) with b > 1. Define 
Main result
In the following, we fix some n 0 ∈ N independent of M and consider the largest eigenvalues (λ i ) n0 i=1 of Q. The main result of the paper shows that the locations of the extremal eigenvalues of Q are determined by (σ i ), the order statistics of the eigenvalues of Σ.
Theorem 2.5. Let X be an M × N random matrix with the assumptions in Definition 2.1. Assume that the distribution ν is given by (2.5) with b > 1 and fix some d > d + ; see (2.6). Let n 0 > 10 be a fixed constant independent of M , denote the i-th largest eigenvalue of Q by λ i and let 1 ≤ k < n 0 . Then the joint distribution function of the k largest rescaled eigenvalues, 8) converges to the joint distribution function of the k largest rescaled order statistics of (σ i ), 
Preliminaries
In this section, we collect some basic notations and identities.
Deformed Marchenko-Pastur law
For a (probability) measure ω on R, its Stieltjes transform is defined by
Notice that m ω (z) is an analytic function in the upper half plane, i.e., defined for z with Im z > 0 and satisfies Im m ω (z) ≥ 0.
As first shown in [21] , for a fixed Σ, the limiting spectral distribution of Q in the model (1.1) is a "deformed 
,
Im m f c (z) ≥ 0 , (z ∈ C + ) , (3.2) where ν is the limiting spectral distribution of Σ. It is shown in [21] that (3.2) has a unique solution. Also, it is easy to check that lim sup ηց0 Im m f c (E + iη) < ∞, thus m f c (z) determines an absolutely continuous probability measure on R with the density ρ f c given by
Im m f c (E + iη) , (E ∈ R) . (3.
3)
The distribution ρ f c has been studied in details in [25] ; for example, it was shown that ρ f c is an analytic function inside its support. Remark 3.1. The measure µ f c is often called the free multiplicative convolution of the Marchenko-Pastur law and the measure ν, and denote by µ f c := ν ⊠ µ MP where µ MP is the measure corresponding to ρ f c .
High-probability estimate
The following definition, introduced in [8] , gives a shorthand notation for high-probability estimates.
Definition 3.2 (Stochastic dominance). Let
be two families of nonnegative random variables where U (N ) is a (possibly N -dependent) parameter set. We say X is stochastically dominated by Y , uniformly in u, if for all (small) ε > 0 and (large) D > 0,
for sufficiently large N ≥ N 0 (ε, D). If X is stochastically dominated by Y , uniformly in u, we write X ≺ Y . If for some complex family X, we have |X| ≺ Y we also write X = O ≺ (Y ).
As a natural consequence, we say Y stochastically dominates X, uniformly in u, if X ≺ Y . Also, we denote Y ≻ X in this case. Observe that the relation ≺ is a partial ordering with the arithmetic rules of an order relation; e.g., if
For convenience, we define the "high probability" event. In a notion of the stochastic dominance, we say Ω holds with high probability if 1 − ½(Ω) ≺ 0.
Definition 3.3 (high probability event). We say an event Ω occurs with high probability if for given D > 0,
. Also, we say an event Ω 2 occurs with high probability on Ω 1 if for given
Notations
For convenience, we use double brackets to denote the index set, i.e., for n 1 , n 2 ∈ R,
We use the symbols O( · ) and o( · ) for the standard big-O and little-o notation. The notations O, o, ≪, ≫, refer to the limit N → ∞ unless stated otherwise, where the notation a ≪ b means a = o(b). We use c and C to denote positive constants that are independent on N . Their values may change after passing the equality or inequality. Finally, we write a ∼ b, if there is C ≥ 1 such that C −1 |b| ≤ |a| ≤ C|b|.
Linearization of Q
Rather than treat the product form matrices Q = (Σ 1/2 X)(Σ 1/2 X) * or Q = X * ΣX, we linearize the problem as introduced in [20] . Define a partitioned (N + M ) × (N + M ) matrix
where I N is the N × N identity matrix, then H is an invertible matrix, as proved in [20] . We denote the such inverse matrix as G, i.e. G(z) := H(z) −1 . Also, we define the normalized (partial) traces, m and m, of G by
In the following, we use lowercase alphabets a, b, · · · for indices in 1, N , Greek alphabets α, β, · · · for indices in N + 1, N + M and capital letters A, B, · · · for indices in 1, N + M . Observe that the diagonal entries of Σ are denoted by σ 1 , σ 2 , · · · , σ M and α ∈ N + 1, N + M . To maintain the consistency of notation, we also define
We denote the nonzero entries of Σ as
In addition, instead of x ij , we denote each entry of X by Greek and lowercase alphabet; for example, x αb with α = N + i, b = j.
Resolvent(Green function)
We define the resolvent, or Green function, G Q (z), and its normalized trace, m Q (z), of Q by
Frequently, we abbreviate G ≡ G(z), m ≡ m(z), etc. We refer to z as spectral parameter and often write z = E +iη, E ∈ R, η > 0. In addition, it is known that m(z) = m Q (z), see [20] .
Minors
Let T ⊂ 1, N + M , then we define the minor
i.e., the entries in the columns/rows indexed by T are replaced by zeros. The Green function
For simplicity, we use the notations
and abbreviate (A) = ({A}), (TA) = (T ∪ {A}). In Green function entries (G (T) AB ) we refer to {A, B} as lower indices and to T as upper indices.
Finally, we set
Here, we use the normalization N −1 instead of (N − |T|) −1 , since it is more convenient for our computations.
Resolvent identities
The next lemma collects the main identities between the matrix elements of G and its minor G (T) .
Lemma 3.4. Let G(z) = H −1 (z), z ∈ C + be a Green function defined by (3.5) and Σ is diagonal. For a, b ∈ 1, N , α, β ∈ N + 1, N + M , A, B, C ∈ 1, N + M , the following identities hold:
-Schur complement/Feshbach formula: For any a and α,
-For any a and α,
-Ward identity: For any a, 18) where η = Im z.
For a proof we refer to Lemma 4.2 in [10] , Lemma 6.10 in [12] , and equation (3.31) in [11] .
Lemma 3.5. There is a constant C such that, for any z ∈ C + , A ∈ 1, N + M , we have
The lemma follows from Cauchy's interlacing property of eigenvalues of H and its minor H (A) . For a detailed proof we refer to [7] . For T ⊂ 1, N + M with, say, |T| ≤ 10, we obtain |m − m (T) | ≤ C N η .
Large deviation estimates
For i ∈ 1, N , let (X i ) and (Y i ), be two families of random variables that
, for all p ∈ N and some constants c p , uniformly in i ∈ 1, N . We collect here some useful large deviation estimates.
Lemma 3.6. Let (X i ) and (Y i ) be independent families of random variables and let (a ij ) and (b i ), i, j ∈ 1, N , be families of complex numbers. Suppose that all entries (X i ) and (Y i ) are independent and satisfy (3.20). Then we have the bounds
If the coefficients a ij and b i are depend on an additional parameter u, then all of the above estimates are uniform in u, that is, the threshold N 0 = N 0 (ε, D) in the definition of ≺ depends only on the family (c p ) from (3.20); in particular, N 0 does not depend on u.
Finally, we point out the bound of the (x ij ): From (2.1), we obtain 
Proof of Theorem 2.4
Proof of Theorem 2.4. The main strategy is the same as that of [18] . Recall (3.2) and rewrite as following:
f c , then z turns into a function F of τ where
Taking imaginary part on the both sides, then
For any fixed Re τ ∈ (−1, 0), H(τ ) goes to zero as |Im τ | goes to ∞ and it goes to ∞ as |Im τ | goes to zero. By monotonicity, there is unique Im τ such that H(τ ) = 1 so that Im F (τ ) = 0. 
Therefore, there is no solution of Im F (τ ) = 0 when Re τ ∈ (−∞, −1). Also, we conclude that when τ = −1, F (τ ) = 1 + τ + is the end point denoted by L + . The proof of second part is analogous to Lemma A.4 of [18] .
Definition of Ω
In this subsection we define an event Ω, on which the eigenvalues (σ i ) exhibit "typical" behavior. For this purpose we need some more notation: Denote by b the constant
which only depends on b. Fix some (small) ǫ > 0 satisfying 6) and define the domain D ǫ of the spectral parameter z by
Further, we define N -dependent constants κ 0 and η 0 by
In the following, typical choices for z ≡ L + − κ + iη will be κ and η with κ ≤ N ǫ κ 0 and η ≥ η 0 .
We are now prepared to give a definition of the "good" event Ω:
Definition 4.1. Let n 0 > 10 be a fixed positive integer independent of M . We define Ω to be the event on which the following conditions hold for any k ∈ 1, n 0 − 1 :
1. The k-th largest eigenvalue σ k satisfies, for all j ∈ 1, n 0 with j = k,
In addition, for k = 1, we have
hence for j ∈ n 0 + 1, M ,
2. There exists a constant c < 1 independent of M such that for any z ∈ D ǫ satisfying
we have
We remark that, together with (4.9) and (4.10), (4.12) implies
14)
for all i = k.
3. There exists a constant C > 0 such that for any z ∈ D ǫ , we have
Remark 4.2. For arbitrary Σ, we assume that entries of Σ satisfy the conditions in Definition 4.1, and ESD of Σ converges weakly to Jacobi measure with b > 1. If Σ is a diagonal random matrix whose entries are i.i.d Jacobi measure ν with b > 1, the Glivenko-Cantelli theorem implies that the LSD of Σ converges to ν itself. Furthermore, In Appendix A, we show that 16) thus the event Ω c occurs rarely.
Remark 4.3. In (3.7), we defined σ α to make notations consistent with (2.3). In the following, σ i , σ j , σ k will be replaced by σ α , σ β , σ γ with α = i + N, β = j + N, γ = k + N , i, j, k ∈ 1, M if we deal with the Greek indices.
Definition of m f c
Let ν be the empirical measure defined by
We define a random measure µ f c by µ f c := ν ⊠ µ MP , the free multiplicative convolution of ν and the MarchenkoPastur law. As in the case of m f c , the Stieltjes transform m f c of the measure µ f c is a solution of the self-consistent equation
and we obtain µ f c through the Stieltjes inversion formula from m f c (z), c.f., (3.3).
Properties of m f c and m f c
Recall the definitions of m f c and m f c . Let
Taking imaginary part and negative sign,
By rearranging, we have that
Therefore, 0 ≤ R 2 (z) < 1 and we also find that 0 ≤ R 2 (z) < 1 by similar manner.
As an another property, we point out that the self-consistent equation ( 
Proof. We only prove the first part of the lemma, because the second one can be proved in analogous way. Since
then we have
Hence, for z ∈ D ǫ , we can rewrite (4.25) as
We thus obtain from (4.27) and (4.29) that
We now estimate the difference
(4.30)
In order to find an upper bound on the integral on the very right side, we consider the following cases:
(1) When b ≥ 2, we have
and B c ≡ [0, 1]\B. Estimating the integral in (4.30) on B we find
where we have used that, for t ∈ B,
On the set B c , we have
where we have used that, for t ∈ B c ,
We also have
Thus, we obtain from (4.30), (4.33) and (4.34) that
Since T (z) is continuous and D ǫ is compact, we can choose the constants uniform in z. We thus have proved that
which, combined with (4.29), proves the desired lemma.
We consider the following subset of D ǫ to estimate the difference | m f c − m f c |.
Eventually, we are going to show that λ k + iη 0 ∈ D ′ ǫ , k ∈ 1, n 0 − 1 with high probability on Ω; see Remark 4.10.
Recall that we assume that σ 1 > σ 2 > . . . > σ M . Assuming that Ω holds, i.e., (σ i ) satisfy the conditions in Definition 4.1, we are going to show that m f c (z) is a good approximation of
) is closest to −1. Suppose to contrary that (4.39) does not hold. Using the definitions of m f c and m f c , we obtain the following equation:
.
From the assumption (4.15), we find that the first term in the right hand side of (4.40) is bounded by
Next, we estimate the second term in the right hand side of (4.40). For i = k, we have 1
which shows that either 1
In the first case, by considering the imaginary part, we find
The second case can be shown by similar way. For the other terms, we use
From (4.18), we have that
We also assume in the assumption (4.13) that
for some constant c. Thus, we get
Since this contradicts the assumption that (4.39) does not hold, it proves the desired lemma. Proposition 4.9. Let n 0 > 10 be a fixed integer independent of M . Let λ k be the k-th largest eigenvalue of Q, k ∈ 1, n 0 − 1 . Suppose that the assumptions in Theorem 2.5 hold. Then, the following holds with high probability on Ω:
where η 0 is defined in (4.8).
Remark 4.10.
for all i = k on Ω, we obtain from Proposition 4.9 that
on Ω. Hence, we find that λ k + iη 0 ∈ D ′ ǫ , k ∈ 1, n 0 − 1 , with high probability on Ω.
Combining the tools developed in the previous subsection, we now prove the main result on the eigenvalue locations.
Proposition 4.11. Let n 0 > 10 be a fixed integer independent of M . Let λ k be the k-th largest eigenvalue of Q, where k ∈ 1, n 0 − 1 . Then there exists constant C > 0 such that with high probability on Ω,
Proof of Theorem 2.5 and Proposition 4.11. Since the distribution of the largest eigenvalue of Σ is given by the order statistics of (σ i ), the FisherTippettGnedenko theorem implies that the limiting distribution of the largest eigenvalue of Σ is a member of either Gumbel, Frèchet or Weibull family. In this case, we have the Weibull distribution. Thus, it suffices to prove Proposition 4.11. Let k ∈ 1, n 0 − 1 . From Lemma 4.7 and Proposition 4.9, we find that with high probability on Ω,
In Lemma 4.4, we showed that
Thus, we obtain
Therefore, we have with high probability on Ω that
completing the proof of Proposition 4.11.
Recalling that P(Ω) ≥ 1 − C(log N ) 1+2b N −ǫ , we obtain from Proposition 4.11 the following corollary.
Corollary 4.12. Let n 0 be a fixed constant independent of N . Let λ k be the k-th largest eigenvalue of Q, where 1 ≤ k < n 0 . Then, there exists a constant C 1 > 0 such that for s ∈ R + we have
for N sufficiently large.
Remark 4.13. The constants in Proposition 4.11 and Corollary 4.12 depend only on d, the measure ν and constant c p in (2.1), but are otherwise independent of the detailed structure of the sample X.
Estimates on the Location of the Eigenvalues
In this section, we prove Proposition 4.9. Recall the definition of η 0 in (4.8). For k ∈ 1, n 0 − 1 , let E k ∈ R be a solution E = E k to the equation
and set z k := E k + iη 0 . The existence of such E k is easy to see from Lemma 4.4 and Lemma 4.7. If there are two or more solutions to (5.1), we choose E k to be the largest one among these solutions.
Properties of m f c and m
In the proof of Proposition 4.9, we will use the following local law as an a priori estimate. Recall the constant ǫ > 0 in (4.6) and the definition of the domain D ′ ǫ in (4.38). 
Remark 5.2. By boundedness of m f c , m f c ∼ 1, the proposition (5.1) implies
The proof of Proposition 5.1 is the content of the rest of this subsection.
Recall the definitions of ( z k ) in (5.1). We begin by deriving a basic property of m f c (z) near ( z k ). Recall the definition of η 0 in (4.8).
ǫ , the following hold on Ω:
(2) if z = z k for some k ∈ 1, n 0 − 1 , then there exists a constant C > 1 such that
Proof. Recall that .12) is satisfied. In the first case, where |z − z k | ≫ N −1/2+2ǫ , we find from Lemma 4.4 and Lemma 4.7 that
Since z = E + iη 0 satisfies (4.12), we also find that
for some constant c. Thus,
for some constant c ′ . Recalling that
hence the statement (1) of the lemma follows.
Next, we consider the second case: 8) then by solving the quadratic equation above for Im m f c ( z k ), we obtain
which completes the proof of the lemma.
The following lemma provides priori estimate for imaginary part of m f c with general η.
Proof. By the definition of m f c ,
where k satisfies (4.12) and we have used the trivial bound
from lemma (5.3) and using m f c ∼ 1, then we have
In the rest of this section, we prove the local law (5.1). In order to prove (5.1), we introduce more convenient representations for the resolvent identities (3.13) which have been showed in [17] . Recall the resolvent identities (3.13) that 1
Define E A to be the partial expectation with respect to the A-th column/row of and set Z a :
. Recall the identities (5.12) and note from Remark 2.3 that
We define events
)
. We assume that Ω ǫ holds for the rest of the proof. First, considering the difference of G −1
In addition, by (5.14), we have
Furthermore, applying the arithmetic geometric mean and Lemma (3.5) on the first term of the very right hand side, we obtain
Hence, by (5.18)
Thus we can say 1
Multiplying G aa G bb on the both sides and take average by summation over b,
Dividing both sides by mG aa , we conclude that
Taking imaginary part on both sides,
By Cauchy's interlacing law, left hand side becomes
we can conclude that Reasoning as in the proof of Lemma 4.7, we find the following equation for m − m f c : 
(5.33)
We notice that 
We get from Lemma 4.7 that on Ω,
for some constant c > 0, and
Hence, we find that T m < c ′ < 1 for some constant c ′ . Now, if we let
Thus, by taking absolute value on both sides of (5.29), we get
Thus on Ω, we have shown that for fixed z ∈ D
To prove that the desired bound holds uniformly on z, we use the lattice argument which appears in [19] . Consider a lattice L such that, for any z satisfying the assumption of the lemma, there exists z
We have already seen that the uniform bound holds for all points in L. For a point z / ∈ L, we have
. This proves the desired lemma.
As a corollary of Lemma 5.5 we obtain:
Now, we prove the local law. To estimate the difference Λ(z) := |m(z) − m f c (z)|, we consider the imaginary part of z, η, to be large. Lemma 5.7 shows that Λ satisfies local law for such η. After that, we prove that if Λ has slightly bigger upper bound than our local law, we can improve the upper bound to the local law level (see lemma 5.8 ).
Moreover, the Lipschitz continuity of the Green function and m f c lead us to obtain that if z satisfies our local law, then for any z ′ close enough to z also satisfies the bound. Applying the argument repetitively, we finally prove Proposition 5.1.
Recall that we have set κ 0 = N −1/(b+1) ; see (4.8).
Lemma 5.7. We have on Ω that for all 
Using Lemma (3.5) and (5.20), if we repeat the procedure from previous lemma, we obtain that
Taking imaginary part, Im m |m| 2 = −Im 
Argue analogously as the proof of Lemma 5.5, it contradicts to the assumption |m(z) − m f c (z)| > N −1/2+5ǫ/3 . To get a uniform bound, we again use the lattice argument as in the proof of Lemma 5.5. This completes the proof of the lemma. and Ω ǫ hold. We consider the self-consistent equation ( 
In addition, Lemma (3.5), Lemma (5.4) and the assumption imply that
which holds on Ω. Also by the assumption,
Hence,
where we have used (4.14). Furthermore, by the fact m f c ∼ 1, we have m ∼ 1 so that
For α = γ, we have
thus, as in the proofs of Lemma 4.7 and Lemma 5.5,
where we used trivial bounds
We now have that
and, in particular, T m < c < 1, with high probability on Ω. Now we also apply the argument from Lemma (5.5) again to obtain the desired lemma.
We now prove Proposition 5.1 using a discrete continuity argument.
Proof of Proposition 5.1. Fix E such that z = E + iη 0 ∈ D ′ ǫ . Consider a sequence (η j ) defined by η j = η 0 + jN −2 . Let K be the smallest positive integer such that η K ≥ N −1/2+ǫ . We use mathematical induction to prove that for z j = E + iη j , we have on Ω that
On this event, the case j = K is already proved in Lemma 5.7. For any z = E + iη, with η j−1 ≤ η ≤ η j , we have
Thus, we find that if
We now invoke Lemma 5.8 to obtain that |m(z) − m f c (z)| ≺ N −1/2+ǫ . This proves the desired lemma for any z = E + iη, with η j−1 ≤ η ≤ η j . By induction on j, the desired lemma can be proved. Uniformity can be obtained by lattice argument. 
Estimates on
Proof. Let η = η 0 . Since
we find from the large deviation estimates in Lemma 3.6 and the Ward identity (3.18) that on Ω,
Recall (4.19) and the trivial bound |G γγ | ≤ η
Thus, we obtain that on Ω,
Together with the usual lattice argument, this proves the first part of the lemma. The second part of the lemma can be proved in a similar manner. 
1 N M α=n0 Z α (z) ≺ N −1/2−b/2+3ǫ ,(5.
52)
and, for k ∈ 1, n 0 − 1 ,
Corollary 5.12. For all z ∈ D ′ ǫ , the following bounds hold on Ω:
and, for k ∈ 1, n 0 − 1 , 
Proof of Proposition 4.9
Recall the definition of ( z k ) in (5.1). We first estimate Im m(z)
Lemma 5.14. There exists a constant C > 1 such that the following bound holds with high probability on Ω:
ǫ with η = η 0 and choose k ∈ 1, n 0 − 1 such that (4.12) is satisfied. Consider
(5.57)
From the assumption in (4.12), Corollary 5.6, and Proposition 5.1, we find that with high probability on Ω,
(5.58)
We also observe that
Thus, from Lemma 5.9 and Corollary 5.12, we find with high probability on Ω that
Recalling (5.4), i.e.,
We thus obtain from (5.57), (5.58), and (5.59) that with high probability on Ω,
(5.60)
Taking imaginary parts, we get
If we take
since by (4.45) and (5.1),
where we have used (5.1), m f c ∼ 1 so that m ∼ 1 and G aa ∼ 1.
Considering that
By the definition of G aa , Lemma 5.9 and Lemma 5.10, the left hand side of the equation can be written as 
−Im
Therefore we can conclude that C −1 η ≤ −Im 1 m ≤ Cη with high probability for some C > 1. This proves the desired lemma.
As a next step, we prove that there exists z k = E k + iη 0 near z k such that Im m( z k ) ≫ η. Before proving this, we first show that Im m (γ) (z) ∼ η even if z is near z k .
Lemma 5.15. There exists a constant C > 1 such that the following bound holds with high probability on Ω, for all z = E + iη 0 ∈ D ′ ǫ : For given z, choose γ ∈ N + 1, N + n 0 − 1 such that (4.12) is satisfied. Then, we have
Proof. Reasoning as in the proof of Lemma 5.14, we find from Proposition 5.1, Corollary 5.6, Lemma 5.9, and Corollary 5.12 that, with high probability on Ω,
Considering the imaginary part, we can prove the desired lemma as in the proof of Lemma 5.14. Lemma 5.17. For any k ∈ 1, n 0 − 1 , there exists E k ∈ R such that the following holds with high probability on Ω: If we let
Proof. Note that the condition |z − z k | ≥ N −1/2+3ǫ has not been used in the derivation of (5.58) and (5.59), so although |z − z k | ≤ N −1/2+3ǫ , we still attain that
with high probability on Ω. Consider
on Ω. Thus, from Lemma 4.7 and the definition of z k , we find that
on Ω. Since
with high probability on Ω, we find that there exists 
From (5.70), we obtain that
Combining with (5.66),
m < c < 1 for some constant c, with high probability on Ω, we get from (5.72) that
with high probability on Ω, which was to be proved.
We now turn to the proof of Proposition 4.9. Recall that we denote by λ k the k-th largest eigenvalue of Q, k ∈ 1, n 0 − 1 . Also recall that κ 0 = N −1/(b+1) ; see (4.8).
Proof of Proposition 4.9. First, we consider the case k = 1. From the spectral decomposition of Q, we have
and Im m(
Recall the definition of z 1 = E 1 + iη 0 in (5.1). Since, with high probability on Ω, Im m(z) ∼ η 0 for z ∈ D ′ ǫ satisfying |z − z 1 | ≥ N −1/2+3ǫ , as we proved in Lemma 5.14, we obtain that
Recall the definitions for z 1 and z − 1 in the proof of Lemma 5.17. Assume
). However, we already have shown in Lemma 5.14 and Lemma 5.17 that with high probability, Im m( z 1 ) ≫ η 0 , Im m(z 
which proves the proposition for the special choice k = 1.
Next, we consider the case k = 2; with induction, the other cases can be shown by similar manner. Consider H (1) , the minor of H obtained by removing the first row and column and denote the largest eigenvalue of H (1) by λ
1 . The Cauchy's interlacing property implies λ 2 ≤ λ 1 , we follow the first part of the proof which yields
where we let z 2 = E 2 + iη 0 be a solution to the equation
This shows that
To prove the lower bound, we may argue as in the first part of the proof. Recall that we have proved in Lemma 5.14 and Lemma 5.17 that with high probability on Ω,
(2) There exists
is a decreasing function of E. Since we know that with high probability on Ω,
we have Im m( z 2 ) ≤ Cη 0 , which contradicts to the definition of z 2 . Thus, we find that λ 2 ≥ E 2 − N −1/2+3ǫ with high probability on Ω.
We now proceed as above to conclude that, with high probability on Ω,
which proves the proposition for k = 2. The general case is proven in the same way.
Fluctuation Average Lemma
In this section we prove Lemma 5.10, Lemma 5.11 and Corollary 5.12. Recall that we denote by E i the partial expectation with respect to the i-th column/row of W . Set
We are interested in bounding the fluctuation averages
where n 0 is a M -independent fixed integer. By Schur's complement formula,
where we have used the large deviation estimate (3.21). The first main result of this section asserts that 4) and the second one implies that
with z satisfying |1 + Re
Fluctuation average lemma or abstract decoupling lemma was used in [9, 24] . For sample covariance matrix model with general population, the lemma was used in [2] to obtain stronger local law from a weaker one. In these works, the LSD show square-root behavior at the edge. On the other hand, due to the lack of such behavior in our model, we need different approach to prove the lemmas, which was considered in [19] . When the square root behavior appears, it was proved that there exists a deterministic control parameter
and Λ o bounds the off-diagonal entries of the Green function and Z a 's. Moreover, the diagonal entries of the Green function is bounded below.
In our circumstance, under the assumption of Lemma 5.11, the Green function entries with the Greek indices, (G αβ (z)), can become large, i.e., |G αβ (z)| ≫ 1 when Im η ∼ N −1/2 , for certain choices of the spectral parameter z (close to the spectral edge) and certain choice of indices α, β. However, resolvent fractions of the form G αβ (z)/G ββ (z) and G αβ (z)/G αα (z)G ββ (z) (α, β ≥ n 0 ) are small (see Lemma 6.1 below for a precise statement). Using this observation, we adapt the methods of [19] to control the fluctuation average (6.1).
On the other hand, the Green function entries, (G ab ), are in a different situation. Roughly speaking, Once we have the local law, G aa are close to m which is close to m f c so that it is bounded below and above. By this property, we can find a control parameter, Λ o , which satisfies |G ab | ≪ Λ o ≪ 1 for Im z ≫ N −1 . This is the reason why the orders of the right hand side of Lemma (5.10) and Lemma (5.11) are different. Thus we do not have such difficulty from the formal case and we can apply the method from [24] .
Preliminaries
In this subsection, we introduce some notion from [19] which are useful to estimate the fraction of green function entries. Let a, b ∈ 1, M and T, T ′ ⊂ 1, M , with α, β ∈ T, β ∈ T ′ , α = β, then we set
and we often abbreviate
. Below we will always implicitly assume that {α, β} and T, T ′ are compatible in the sense that α = β, α, β ∈ T, β ∈ T ′ .
Starting from (3.17), simple algebra yields the following relations among the {F
(6.8)
6.2 The fluntuation average lemma for Z a From section 5, we have local law , |m − m f c | ≺ N −1/2+ǫ , which induces that m ∼ 1 so that G aa ∼ 1 and G aa − G bb = o(1). It is quite interesting that once we have local law, G aa are asymptotically identical and bounded below and above. This is because of the structure of G aa . When the local law holds, the summation part of its denominiator is well averaged so that the estimates above are staisfied. This property leads us to prove the "fluctuation average lemma" or "abstract decoupling lemma" via mehod from [24] . Therefore, it is sufficient to prove essential bounds from [9] or [24] to prove Lemma (5.10).
Lemma 6.2. For any z = E + iη ∈ D ′ ǫ and a, b ∈ 1, N , we have |G aa − G bb | = o(1) and |m − G aa | = o(1) so that G aa ∼ 1 with high probability on Ω.
Proof. Recalling Ω ǫ from the proof of Lemma (5.5). Considering that
Im m N η
Im m f c N η ,
where we have used Lemma (3.5) , local law (5.1) and (5.14). Furthermore, by the Lemma (5.4), we have
Hence we have 1
Since we have m f c ∼ 1 and |m − m f c | ≤ N −1/2+2ǫ with high probability, thus we have m ∼ 1 so that G aa ∼ 1. Then it is easy to check the desired estimates. Now we prove the boundedness of off diagonal entries of G. Proof. By resolvent identities 3.14 and large deviation estimate 3.6, we have
where we have used the local law (5.1), Lemma (6.2) and N −1/2−ǫ ≤ η.
From above lemmas, we have a rough bound for fraction of the green function entries.
Corollary 6.4. For z ∈ D ′ ǫ and a, b ∈ 1, N , we have
for some constant C.
Through those three bounds, we can apply the method from appendix B of [9] so that we have the proof of the Lemma (5.10).
The Fluctuaion average lemma for Z α
Proof of the fluctuation average lemma for Z α is more complicate than that of Z a . Eventhough the local law yields the well boundedness of G ab 's, G αβ might be extremely large. We use the technique from [19] . Therefore, we only need to check the core estimates which have been used in [19] to prove fluctuation average lemma.
Remark 6.5. Since in [19] , the authors used the (ξ, ν)-high probability concept rather than stochastic dominance, one can also check [9] to handle the stochastic dominance version of proof of fluntuation average lemma. The both proofs are identical in some degrees.
Recall the definition of the domain D 14) and max α,β∈A α =β
on Ω.
Proof. Dropping the z-dependence from the notation, we first note that by Schur's complement formula (3.13) and Inequality (6.13), we have with high probability on Ω, for z ∈ D
for all α ∈ A, β ∈ 1, M , α = β. Thus, for z ∈ D ′ ǫ , Lemma 3.5 yields 17) with high probability on Ω, so that |G
Further, from the resolvent formula (3.15) we obtain 18) for α, β ∈ A, α = β. From the large deviation estimate (3.21) and by (6.17) we infer that 19) with high probability, where we have used Lemma 4.6 of [17] . Since 0 < b < 1/2 so that N −1 ≪ N −b , hence we conclude that 20) on Ω.
To prove the second claim, we recall that, for α = β, the resolvent formula (3.15). Then we get 21) and the large deviation estimates (3.22) and (3.24) imply that 22) with high probability. Since |m − m
ǫ , by Lemma (3.5) and (6.13) we have
We define an event which holds with high probability on Ω which is useful to estimate some inequalities.
Definition 6.7. Let Ξ be an event defined by requiring that the following holds on it: (1) for all z ∈ D ′ ǫ , (6.13), (6.14) and (6.15) hold; (2) for all z ∈ D ′ ǫ and α ∈ A, (6.24) and (3), for all a ∈ 1, M and γ ∈ 1, N ,
By moment condition of x ij , Lemma 5.8, Corollary 5.6, Lemma 5.5 and Inequality (3.24), we know that Ξ holds with high probability on Ω. 
on Ω, for N sufficiently large.
The proof of this corollary is exactly identical with that of appendix B in [19] . See [19] for more detail.
Lemma 6.9. Let p ∈ N. Let q ∈ 0, p and consider random variables
Assume moreover that there is a constant K, such that for any r ∈ N, with r ≤ 10p,
where the E X denote the partial expectation with respect to the random variables (x ij ) with (σ i ) kept fixed.
Then we have
(Here, we use the convention that, for q = 0, the first product is set to one, and, similarly, for q = p, the second product is set to one.)
By Jensen's inequality, we also have
The Hölder's inequality implies that
for any D, we obtain that
Furthermore, by the property of stochastic dominant,
Similarly, we can obtain
Then it is easy to show the desired lemma.
In order to prove the fluctuation average lemma, we need to consider the random variables of the form
where # stands for som appropriate (T,
By using lemma (6.8) n times, we obtain an upper bound of the form that of X from Lemma (6.9). In addition, in order to apply Lemma (6.9), we also need an upper bound of r-th moment of the variables. Lemma 6.10. For any fixed even integer p ∈ 2N, let # stands for some appropriate (T,
for some constants K, for all r ≤ 10p and 1 ≤ n ≤ p + 1.
Proof. Starting from Schur's formula
and recall the trivial bounds |G 
Furthermore, we have
By Hölder's inequality,
where we set β n+1 := α i . Then we obtain
Choosing K = 4, we obtain desired lemma.
From the previous lemmas, we can derive the following significant lemma. . Let Ξ denote the event in Definition 6.7 and assume it holds with high probability. Then there exist constants C, c, c 0 , such that for fixed p ∈ 2N, p = 2r, r ∈ N, , we have
Proof. The proof of this lemma is only rely on the identity (3.17) and the estimates from previous lemmas. Therefore, we can follow the method from [19] or [9] to prove our lemma. Check [19] for more detail of the proof.
proof of lemma 6.10. From Lemma 6.11, by the Chebyshev's inequality, for any fixed ǫ > 0 and D > 0, we have
for large enough N > N 0 (ǫ, p) where p ∈ 2N. If we choose p ≥ (1 + D)/(3ǫ), we obtain the desired lemma.
proof of Corollary 5.12. Since the proof of Corollary 5.12 is the same with that of [19] , we omit the detail in this paper.
Appendix A
In this appendix, we estimate the probabilities for the events 1.-3. in the definition of Ω; see Definition 4.1. Recall the definition of the constants ǫ in (4.6) and κ 0 in (4.8). In the following, we denote by (σ i ) M i=1 the (unordered) sample points distributed according to the measure ν with b > 1. We denote by (σ (i) ) the order statistics of (σ i ), i.e., σ (1) 
Lemma A.1. Let (σ (i) ) be the order statisctics of sample points (σ i ) under the probability distribution ν with b > 1. Let n 0 > 10 be a fixed positive integer independent of M . Then, for any k ∈ 1, n 0 − 1 and for any sufficiently small ǫ > 0, we have
For a proof, we refer to Theorem 8.1 of [19] . Here, we state the key part of the proof as a following remark.
Remark A.2. For a random variables σ with law ν as in (2.5), we have for any x ≥ 0,
for some constant C > 1.
Next, we estimate the probability of condition (2) . Then, for any fixed ℓ > 0, there exists a constant C ℓ (independent of N ) such that
Fix z ∈ D ǫ . For i ∈ 1, M , let X i ≡ X i (z) be the random variable
By definition, EX i = 0. Moreover, we have
and, for any positive integer p ≥ 2,
The proof of left parts are analogous to the Theorem 8.2 of [19] .
To estimate the probability for the third condition in Definition 4.1, we need the following two auxiliary lemmas. Recall the definition of R 2 in (4.19). Proof. We only prove the case k = 1; the general case can be shown by the same argument. In the following, we assume that N −ǫ κ 0 < |1 − σ (1) | < (log N )κ 0 , and |σ (z ∈ C + ).
Observe that EY i = R 2 < 1 for z ∈ C + . Moreover, we find that there exists a constant c < 1 independent of N , such that R 2 (z) < c uniformly for all z ∈ D ǫ satisfying (A.10), where we combined Lemma A.4 and Lemma A.5. We also have that Y i (z) ≤ Cη −2 .
We first consider the special choice E = L + . Let Y i be the truncated random variable defined by
Notice that using the estimate (A.3), we have for z = L + + iη ∈ D ǫ that
Let us define
then it follows that
Now, we estimate the mean and variance of Y i . From the trivial estimate P(
0 , we find that 13) for some C ′ > 0. As a consequence, we get
(A.14)
We thus obtain that 15) hence, for a constant c satisfying R 2 + C ′ N −(b−1)ǫ + N −ǫ < c < 1,
This proves the desired lemma for E = L + .
Before we extend the result to general z ∈ D ǫ , we estimate the probabilities for some typical events we want to assume. Consider the set Σ ǫ := {σ i : |1 − σ i | ≤ N 3ǫ κ 0 } , and the event Ω ǫ := {|Σ ǫ | < N 3ǫ(b+2) } .
From the estimate (A.3), we have
so using a Chernoff bound, we find that P(Ω .
We may now proceed as in (1) Since we proved in Lemma A.1 that the assumptions N −ǫ κ 0 < |1 − σ (1) | < (log N )κ 0 and |σ (1) − σ (2) | > N −ǫ κ 0 hold with probability higher than 1 − C(log N )
1+2b N −ǫ , we find that the desired lemma holds for any z ∈ D ′ ǫ .
