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Resumen
Desde hace muchos a˜ nos los modelos (S,s) han sido una herramienta importante de la
teor´ ıa econ´ omica aplicada. Estos son modelos de prop´ osito general de toma de decisiones
econ´ omicas en situaciones donde se tienen dos caracter´ ısticas deﬁnidas: una variable de
estado que afecta los pagos de ﬂujo y los costos ﬁjos que ejercen control sobre la variable
de estado. El origen de este tipo de problemas son los modelos de control de inventario
los cuales tienen como principal objetivo encontrar la mejor manera de equilibrar los
costos de explotaci´ on del inventario, los costos asociados con el funcionamiento de
inventario, y los costos asociados con la recepci´ on y el procesamiento de ´ ordenes. La
soluci´ on computacional de este tipo problemas aumenta su nivel de complejidad si se
le incluyen variables binarias con la ﬁnalidad de simular econom´ ıas de escala.
Tradicionalmente la optimizaci´ on ha sido un fundamento b´ asico de los economistas
quienes necesariamente tienen que recurrir a modelos matem´ aticos para representar
sistemas t´ ecnico-econ´ omicos que se comporten bajo teor´ ıas de racionalidad econ´ omica
(maximizar beneﬁcios socio-econ´ omicos), ya sea a nivel microecon´ omico o a nivel ma-
croecon´ omico. En la medida que los algoritmos matem´ aticos de optimizaci´ on se han
vuelto m´ as poderosos los modelos econ´ omicos reﬂejan m´ as apropiadamente los siste-
mas t´ ecnico-econ´ omicos. Sin embargo, los problemas binarios siguen siendo un tema
de investigaci´ on debido a los recursos computacionales que requieren para su soluci´ on.
E s t en oe su np r o b l e m as u p e r a d o .
Este trabajo es un aporte de investigaci´ on en direcci´ on a encontrar nuevos caminos
para resolver problemas b´ asicos tipo (S,s), como lo es de la cantidad econ´ omica de
pedido (EOQ)1 de una manera eﬁcaz. Para tal ﬁn se proponen m´ etodos alternativos de
∗Trabajo presentado como tesis de maestr´ ıa en el Programa de Econom´ ıa para Graduados (PEG) de la
Universidad de los Andes, 3 de febrero de 2011.
1Por sus siglas en ingl´ es, “Economic Order Quantity”.
relajaci´ on semideﬁnida de programas din´ amicos con variables binarias. Con el objeto
de ofrecer, una aproximaci´ on cuantitativa, como caso ilustrativo, los modelos desarro-
llados se aplican a datos procedentes de una ﬁrma representativa del sector cer´ amico
colombiano.
Palabras clave: control de inventarios, programaci´ on semideﬁnida, cantidad econ´ omi-
ca de pedido.




For a lot of years (S,s) models have been an important tool of applied economic theory.
These are general purpose models for economic decision making in situations having two
deﬁnite characteristics: A state variable that aﬀects ﬂux payments and ﬁxed costs that
exert control over the state variable. The origin of this type of problems are inventory
control models which have as main objective ﬁnding the best way to balance the costs
of inventory exploitation, the costs associated with inventory functioning, and the costs
associated with reception and processing of orders. The computational solution of this
type of problems increases its level of complexity if binary variables are included in it
with the purpose of simulating scale economies.
Traditionally optimization has been a basic foundation of economists who neces-
sarily have to resort to mathematical models to represent techno-economic systems
that behave under theories of economic rationality (maximizing socio-economic proﬁt),
whether on a microeconomic level or on a macroeconomic level.
This work is a research contribution in the direction to ﬁnding new ways to solve
(S,s) type basic problems, as is the Economic Order Quantity (EOQ) one in an eﬀective
way. To that end alternative methods of semideﬁnite relaxation of dynamical programs
using binary variables are proposed. In order to oﬀer a quantitative approach as an
illustrative case, the models developed are applied to data coming from a representative
ﬁrm of the Colombian ceramics sector.
Key words: inventory control, semideﬁnite programming, economic order quantity.
JEL Clasiﬁcation: M11, C61, C44.
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Semideﬁnite Programming Applied to
Economic Order Quantity ProblemsIntroducci´ on
Los modelos con l´ ımite de capacidad (S,s) se han empleado en un gran de n´ umero de oca-
siones donde se requiere de ajuste discreto y de analizar las rigideces microecon´ omicas como
una inﬂuencia importante en la din´ amica global. Caplin & Leahy (2010), muestran c´ omo este
tipo de modelos han facilitado la apertura de nuevas perspectivas de la teor´ ıa econ´ omica apli-
cada y su importancia en problemas de macroeconom´ ıa como lo son modelos de demanda de
dinero2, de asignaci´ on de precios y de determinaci´ on de pol´ ıticas de consumo. El inter´ es por
los modelos (S,s)s eo r i g i n ´ o en algunos esfuerzos por formalizar los principios del problema
de control de inventarios, donde se busca equilibrar los costos de explotaci´ on del inventario,
los costos asociados con el funcionamiento de inventario, y costos asociados con la recepci´ on
y procesamiento de ´ ordenes, es decir los problemas EOQ.
Para todas las organizaciones de cualquier sector de la econom´ ı a ,e lc o n t r o ld e lﬂ u j od e
bienes desde los proveedores de materia prima hasta los clientes ﬁnales es un problema crucial.
El control del capital invertido en insumos, en producto en proceso y en los bienes ﬁnales
ofrece un potencial muy importante para mejorar la eﬁciencia en la administraci´ on de los
recursos.
Las razones principales para que las ﬁrmas deban mantener una provisi´ on del inventario
son: la incertidumbre de la oferta y de la demanda, y los plazos de entrega de la producci´ on y
de transporte. Adicionalmente se debe analizar las econom´ ıas de escala mediante el cual los
costos unitarios de pedido disminuyen al aumentar la cantidad de unidades ordenadas. Los
problemas EOQ hacen parte de un conjunto de modelos microecon´ omicos que determinan la
cantidad de pedido ´ optima que se debe ordenar de un bien o bienes para minimizar los costos
variables totales necesarios para hacer pedidos y mantener el inventario, para garantizar
niveles competitivos de servicio al cliente. Para la determinaci´ on del volumen ´ optimo del lote
o pedido, as´ ı como para la ﬁjaci´ on de una pol´ ıtica de aprovisionamiento conveniente, se han
formulado numerosos modelos que responden a situaciones econ´ omicas diversas, los cuales dan
contenido a la llamada “Teor´ ıa del Control de Inventarios”. El estudio de la cantidad ´ optima
de pedido inicia con la conocida f´ ormula de EOQ descrita inicialmente por Harris (1913), pero
son Wilson & Mueller (1927) quienes realizan un estudio inicial a profundidad, esta primera
versi´ on del modelo para un ´ unico producto es formulada bajo las siguientes presunciones: i)
la demanda es constante y continua, ii) los pedidos y los gastos de explotaci´ on son constantes
en el tiempo, iii) la cantidad de lotes es un valor positivo, iv) la cantidad de lotes se entrega
toda al mismo tiempo y v) no se permite escasez. A partir de esta publicaci´ on b´ asica, se han
publicado una gran cantidad de variaciones al modelo b´ asico, que incluye el an´ alisis de varios
2El modelo de Baumol-Tobin describe la demanda de dinero en t´ erminos de un trade-oﬀ entre liquidez y
tasa de beneﬁcio de manera que el agente optimice sus tenencias de dinero.
3productos o insumos simult´ aneamente.
La literatura ofrece soluciones operativas razonables cuando los costos de operaci´ on y
las limitaciones de capacidad dan lugar a modelos lineales, inclusive cuando estos son de
gran tama˜ no. Si la limitaciones de capacidad no act´ uan en conjunto, es posible hacer la
planiﬁcaci´ on individual de cada uno de los productos, por lo que la consideraci´ on de los costos
ﬁjos asociados a la utilizaci´ on de capacidad, no supone un incremento en la complejidad del
problema y puede resolverse utilizando programaci´ on din´ amica (Wagner & Whitin, 1958).
Pero si es necesario incluir costos ﬁjos por unidad de transporte, costos de penalizaci´ on por
incumplimiento de un nivel deseado de inventarios, costos por unidad de pedidos y adem´ as
se comparte la capacidad del sistema, el problema resultante es combinatorio 2T−1, donde T
es el n´ umero de periodos del horizonte planeaci´ on y NP completo3 (Florian et al., 1980).
La utilizaci´ on de metodolog´ ıas cl´ asicas de optimizaci´ on para la soluci´ o nae s t et i p od e
problemas se ven enfrentadas a algunas diﬁcultades como son: i) variables no discretas, ii)
funci´ on objetivo no lineal, iii) restricciones operacionales no lineales, iv) estructura combi-
natoria. Lozano (1991) aborda la soluci´ on de este problema como una relajaci´ on del modelo
a un problema lineal, mediante procedimientos duales. Lasdon & Terjung (1971) hace uso
de procedimientos primales para la soluci´ on de este problema donde itera sobre las cantida-
des asignadas. El procedimiento dual tiene la ventaja de garantizar optimalidad buscando la
factibilidad (relajaci´ on lagrangiana), lo cual no sucede en los procedimientos primales donde
se parte de la factibilidad (Fisher, 1981). Pero al igual que las otras metodolog´ ıas no garan-
tiza soluciones factibles. En la implementaci´ on pr´ actica, la linealizaci´ on de las funciones no
necesariamente debe ser una buena representaci´ on del planteamiento original.
Han sido numerosos los enfoques de aproximaci´ on que se han utilizado para dar soluci´ on
a este tipo de problemas, entre ellos heur´ ısticas basadas en programaci´ on matem´ atica (Baker
et al., 1978), la programaci´ on lineal, la relajaci´ on lagrangiana (Eppen & Martin, 1987), los
m´ etodos de planos cortantes (Pochet, 1988; Leung et al., 1989) y las t´ ecnicas de la generaci´ on
de columnas (Martin, 1987; Trigeiro et al., 1989). Los autores m´ as recientes como Belvaux
& Wolsey (2001), Stadtler (1996) y Suerie & Stadtler (2003) utilizan m´ etodos avanzados de
soluci´ on que incluyen, aproximaciones polinomiales. Anily & Tzur (2005) proponen m´ etodos
eﬁcientes de soluci´ on para problemas con varios productos o ´ ıtems con capacidad constante,
que son de complejidad polinomial. Investigaciones m´ as recientes (v.g. Federgruen et al.,
2007) utilizan heur´ ısticas de intervalo progresivo para este tipo de problemas din´ amicos, estas
metodolog´ ıas heur´ ısticas permiten solucionar diferentes grados de ﬂexibilidad en el ajuste de
las variables discretas.
El enfoque natural para solucionar este tipo de problemas ser´ ıa la optimizaci´ on no-lineal
3Problemas de decisi´ on de alta complejidad computacional con tiempo de soluci´ on polin´ omico.
4entera o aproximaciones utilizando enfoque heur´ ıstico; este trabajo propone el uso de m´ etodos
alternativos basados en optimizaci´ on convexa y en el m´ etodo de momentos para resolver
problemas din´ amicos de cantidad econ´ omica de pedido con variables binarias.
Existen algunos modelos que por su tama˜ no presentan limitaciones computacionales de
soluci´ on. Este es el caso de los modelos insumo-producto para simular sectores econ´ omicos.
Por ejemplo en Colombia se utiliza el sistema FASOM para simular el mercado el´ ectrico y el
de gas. ´ Este requiere gran n´ umero de variables binarias para hacer m´ as realista su aplicaci´ on4.
En la medida que los algoritmos matem´ aticos de optimizaci´ on se han vuelto m´ as poderosos
los modelos econ´ omicos reﬂejan m´ as apropiadamente los sistemas t´ ecnico-econ´ omicos. Sin
embargo, los problemas binarios siguen siendo un tema de investigaci´ on debido a los recursos
computacionales que requieren para su soluci´ on. Este no es un problema superado. En casos
como el anterior radica la importancia de proponer m´ etodos alternativos de soluci´ on que en
el futuro puedan competir con metodolog´ ıas tradicionales.
En el desarrollo de este trabajo se divide en las siguientes fases: la primera fase analiza
los modelo EOQ y algunas de sus variaciones, la segunda fase se compone del marco te´ orico
de las metodolog´ ıas matem´ aticas utilizadas, la tercera fase aporta el sustento te´ orico de la
aplicaci´ on de relajaciones convexas para solucionar de forma alternativa el problema EOQ,
en la ´ ultima fase muestra un caso ilustrativo de la aplicaci´ on de la metodolog´ ıa propuesta a
una situaci´ on real.
1. Modelos de cantidad econ´ omica de pedido
El inter´ es por los modelos de control de inventarios data de principios del siglo XX (Nah-
mias, 2006). La literatura econ´ omica ha considerado los inventarios como el resultado de la
suavizaci´ on de la producci´ on como consecuencia de las ﬂuctuaciones del comportamiento del
mercado. Las ﬁrmas tienen rendimientos a escala en sus niveles normales de producci´ on con
el objetivo de minimizar los costos totales de producci´ on y los costos relacionados con el
manejo de los inventarios.
Los modelos de EOQ es un tema central de la planiﬁcaci´ on de la producci´ on. Los diferentes
tipos de modelos dependen de las suposiciones realizadas tales como el tipo de patr´ on de
demanda, las limitaciones de capacidad y la funci´ on de costo. Las dos categor´ ıas utilizadas
para identiﬁcar los distintos tipos de modelos de planiﬁcaci´ on son: modelos sin limitaciones
de capacidad y modelos con l´ ımite de capacidad.
Los costos asociados con la mayor´ ıa de los problemas pr´ acticos de inventarios son tres:
4Los modelos continuos generan imprecisiones debido a su incapacidad para manejar dichos aspectos:
conectividad (sistemas de transporte, desarrollo de ciudad), asignaci´ on dedicada de recursos.
5los costos de compra, los costos de funcionamiento del inventario, y los costos asociados con
la recepci´ on y el procesamiento de ´ ordenes. La pregunta b´ asica de la teor´ ıa de inventarios
se fundamenta en determinar la mejor manera de equilibrar dichos costos y de encontrar la
cantidad ´ optima de lote de pedido Q∗. (Ver ﬁgura 1.1). El primer modelo para lograr este
objetivo lo propuso inicialmente Whitin (1953). A partir de este momento existen un gran
n´ umero de autores que han propuesto gran variedad de extensiones y aplicaciones basadas
en teor´ ıa de control de inventarios.
















Costos de  recepción y el 
procesamiento de órdenes
Cantidad Q*
Se supone que las ﬁrmas desean controlar los niveles de inventario de manera continua,
seleccionar el nivel de inventario deseado S, y determinar un punto de reabastecimiento5 s,
para minimizar los costos6. Un supuesto espec´ ıﬁco de los modelos (S,s) es que la cantidad
de pedido, depende del nivel de inventario inicial de cada periodo I y de la demanda de cada





S − s si I − d<0,
0s i I − d>0.
El comportamiento esperado a lo largo del tiempo es que cuando los inventarios est´ an
por debajo del punto de reabastecimiento se hace el pedido, contrario a lo que sucede si
5Para evitar que haya escasez y reducir el costo de retenci´ on, cada periodo se debe hacer a un nivel de
inventario que asegure que cuando llegue cada pedido, el nivel de inventario sea igual a cero. La determinaci´ on
del punto de reabastecimiento se vuelve muy importante cuando la demanda es aleatoria y puede haber
agotamiento de inventario.
6El modelo EOQ es ampliamente aceptado en la literatura de econom´ ıa de la empresa y en log´ ıstica.
Tambi´ en se ha utilizado en algunos estudios de econom´ ıa del transporte. Por ejemplo, Shirley & Winston
(2004) lo utiliza como base del an´ alisis en inversiones en infraestructura vial y McFadden et al. (1985) lo
utiliza como modelo de demanda de carga de transporte. Aunque la demanda del producto es generalmente
considerada como la demanda de productos terminados, el modelo EOQ se aplica tambi´ en a la demanda para
productos en proceso y materias primas.
6los inventarios se mantienen por encima del punto de reabastecimiento. Las ﬁrmas tambi´ en
reconocen que no es posible recibir instant´ aneamente las cantidades ordenadas, los inventarios
disminuyen en una tasa proporcional a la demanda esperada µd durante el tiempo en que se
hace y se recibe el pedido. (Ver ﬁgura 1.2).

























El nivel ´ optimo de inventario de un producto en una ﬁrma es inﬂuenciado por las expec-
tativas de ventas futuras y por los costes de explotaci´ on de los inventarios. De tal forma, si se
espera un mayor nivel en las ventas, el nivel de inventario ´ optimo ser´ a mayor. Sin embargo,
la ﬁrma debe incurrir en costos de capital de los productos en inventario y debe pagar por
el espacio f´ ısico para almacenarlos adem´ as del pago de seguros e impuestos, y de absorber la
p´ erdida en el valor de sus bienes en funci´ on de la tasa de depreciaci´ on.
Los costos generados por agotamiento de las existencias incluyen los costos de entrega
urgente (gastos de pre-pedido), las posibles ventas perdidas y posibles costos adicionales por
retrasos en la producci´ on. Se espera que el nivel del punto de reabastecimiento deba ser mayor
si la variabilidad y el nivel de las ventas es m´ as alto.
Para esta investigaci´ on es de especial inter´ es los modelos matem´ aticos din´ amicos que
tienen como objetivo la determinaci´ on de pol´ ıticas ´ optimas de inventarios para uno o varios
productos en una unidad de almacenamiento con capacidad limitada y para un n´ umero de
periodos de planeaci´ on ﬁnitos.
La formulaci´ on del problema EOQ para un producto con variaci´ on de la demanda en
T periodos de planeaci´ on, conocido como el modelo din´ amico de lote econ´ omico de pedido
7para un producto fue publicado por Wagner & Whitin (1958), en este suponen que el costo
de compra c, el costo de ordenar k, y el costo de inventario h son constantes a lo largo de
todos los periodos, las cantidades demandadas dt son no negativos para el periodo t-´ esimo,
t =1 ,2,...,T. El objetivo es determinar la cantidad de producto en inventario en cada
periodo It y la cantidad a ordenar en cada periodo xt, de tal manera que todas las demandas






s.a. It = It−1 + xt − dt ∀t =1 ,...,T






1s i xt > 0,
0s i xt =0.
Una ampliaci´ on del modelo (1.1) es descrita por Florian et al. (1980). Este modelo, cono-
cido como EOQ multiproducto, considera una familia de N art´ ıculos que se producen en
el mismo origen o comparten el sistema de transporte. Las demandas se especiﬁcan para cada
art´ ıculo y para cada periodo de un horizonte dado de T periodos. El objetivo es encontrar
una estrategia de pedidos y niveles de inventario que satisfaga las demandas para todos los
art´ ıculos y minimicen tanto los costos variables como los costos ﬁjos de la orden. La capacidad
y los costos pueden ser variables, reﬂejando series de tiempo de los pron´ osticos, diferentes
vol´ umenes de pedidos, ﬂuctuaciones estacionales de los par´ ametros del costo, o cambios en
la capacidad de inventario, el cual tiene la siguiente formulaci´ on:
Par´ ametros
dit : cantidad demandada del producto i en el tiempo t
cit : costo variable por unidad ordenada del producto i en el tiempo t
hit : costo de inventario de cada producto i en el tiempo t
kt : costo de realizar el pedido en el tiempo t
Ct : capacidad de la orden en el tiempo t
8Variables de decisi´ on
xit : cantidad comprada del producto i en el tiempo t
Iit : nivel de inventario del producto i en el tiempo t
I0










s.a. Iit = Iit−1 + xit − dit ∀i =1 ,...,N, t=1 ,...,N
N  
i=1






Iit ≥ 0; xit ≥ 0; yt ∈{ 0,1}
(1.2)
2. Marco te´ orico
En este apartado desarrollaremos la argumentaci´ on matem´ atica y conceptual que respalda
este trabajo con la ﬁnalidad de relajar programas din´ amicos enteros tipo EOQ utilizando
programaci´ on semideﬁnida.
2.1. Relajaci´ on de programas matem´ aticos utilizando distribucio-
nes de probabilidad
Consideramos aqu´ ı un programa matem´ a t i c oe ns uf o r m am ´ as general:
minf(x)
s.a. x ∈ Ω
(2.1)
donde Ω es un conjunto factible incluido en un espacio euclidiano y f(x) ∈ Ω. La forma
geom´ etrica y topol´ ogica de Ω y las propiedades de f dan lugar a las grandes familias de pro-
gramas matem´ aticos en Optimizaci´ on e Investigaci´ on de Operaciones (Hillier & Lieberman,
1980).
Adicionalmente, la p´ erdida de convexidad de Ω y de f dan lugar a problemas cada vez m´ as
complicados, llegando algunos de ellos a ser problemas NP duros o problemas NP completos.
9Una t´ ecnica para dotar a un programa matem´ atico general como (2.1) de una estructura
convexa consiste en redeﬁnirlo utilizando distribuciones de probabilidad.
Consideremos P(Ω) la familia de todas las distribuciones de probabilidad deﬁnidas en
Ω. Para una distribuci´ on de probabilidad espec´ ıﬁca µ ∈ P(Ω) consideraremos Eµ(f)c o m oe l
valor esperado de la funci´ on f respecto a la distribuci´ on de probabilidad P. Es muy importante
observar que P(Ω) es un conjunto convexo. Luego el problema de optimizaci´ on
minEµ(f)
s.a. µ ∈ P(Ω)
(2.2)
es equivalente al programa matem´ atico (2.1).
Teorema 1
Si G es la familia de conjuntos de m´ ınimos globales de (2.1) P(G) es la familia de conjuntos
de distribuciones de probabilidad con G como soporte de m´ ınimos del problema de optimi-
zaci´ on (2.2).
Demostraci´ on
Teniendo en cuenta que m =m i n Ω f, m es cota inferior del problema de optimizaci´ on (2.2).
Simplemente si













Por lo cual, m ≤ Eµ(f) para cualquier distribuci´ on de probabilidad µ en Ω. Esto muestra
que m es la cota inferior del problema de optimizaci´ on (2.2).
Por otra parte f(x)=m para cada x ∈ G,p o r q u eG es el conjunto de m´ ınimos globales




fd   µ =
 
G
fd   µ = m
 
G
d  µ = m.
Con esto hemos mostrado que toda   µ ∈ P(G)e su n´ optimo para el problema de optimi-
zaci´ on (2.2). Sin embargo, tenemos que determinar si puede haber otros ´ optimos.
Supongamos que   µ ∈ P(Ω) y que E µ(f)=m. Si descomponemos Ω como Ω = G∪Gc donde
Gc = {x ∈ Ω | x/ ∈ G},v e m o sq u em<f(x) ∀x ∈ Gc. Por lo tanto si   µ es una distribuci´ on de
10probabilidad que contempla (como posibles) algunos eventos en Gc, m<E µ(f). Por lo tanto
  µ no es ´ optimo para el problema (2.2). Concluimos que si   µ es ´ optimo para (2.2) entonces   µ
es una distribuci´ on de probabilidad en G. 
En t´ erminos matem´ aticos precisos decimos que una distribuci´ on de probabilidad µ est´ ad e -
ﬁnida en un conjunto Ω cuando µ est´ a “soportada” en Ω. Los eventos de un espacio muestral
Ω son aqu´ ı todos los subconjuntos “borelianos”. Esta es la “sigma ´ algebra” generada por
todos los subconjuntos abiertos y cerrados en Ω.
Resaltamos que el conjunto de distribuciones de probabilidad P(Ω) es un conjunto con-
v e x o ,ap e s a rd eq u eΩn ol os e a ,i n c l u s oe na q uellos casos en los cuales Ω es un conjunto





es una funci´ on lineal en µ aunque f no lo sea. f puede ser cualquier tipo de funci´ on, incluso
discontinua y siempre podemos concluir que (2.3) es una funci´ on lineal en µ. Por lo tanto el
problema (2.2) tiene propiedades muy importantes en t´ erminos de la teor´ ıa de la optimizaci´ on
las cuales el problema original (2.1) no tiene. El problema (2.2) se denomina una “relajaci´ on
exacta” del problema (2.1).
Espec´ ıﬁcamente la familia de soluciones P(Ω) de (2.2) contiene medidas de Dirac7 δa con
a ∈ G, las cuales se identiﬁcan con cada punto ´ optimo global a ∈ G que son las soluciones
de (2.1).
Cuando el problema (2.1) se puede expresar como un programa no lineal en la forma
minf(x)
s.a. gi(x)=0 ; i =1 ,2,...,k
con x ∈ Ω ⊆ R
n
(2.4)
podemos presentar una relajaci´ on en distribuciones de probabilidad un poco m´ as ﬁna siempre
q u es ec u m p l agi(x) ≥ 0 ∀x ∈ Ω para cada i =1 ,2,...,k.
Su relajaci´ on exacta en t´ erminos de distribuciones de probabilidad es
minEµ(f)
s.a. Eµ(gi) = 0 para cada i =1 ,2,...,k,
con µ ∈ P(Ω).
(2.5)
7Dirac es una medida de probabilidad δa en un conjunto G deﬁnida por δa(G)=
 
0 x/ ∈ G,
1 x ∈ A.
112.2. Programas polinomiales y relajaciones en momentos
Cuando un programa matem´ atico dado en la forma (2.4) se puede plantear utilizando po-
linomios unidimensionales, entonces podemos conseguir una relajaci´ on exacta de (2.5) que
toma la forma de un programa semideﬁnido.
Los programas semideﬁnidos son una extensi´ on de los programas lineales en los cuales
podemos introducir restricciones en forma de desigualdades matriciales. Hay una extensa
literatura y algoritmos para este tipo de programas. Su ventaja radica en que son programas
convexos dotados de estructura que se puede explotar de forma eﬁciente a trav´ es de algoritmos
de punto interior.
Supongamos que la funci´ on objetivo f(x) es un polinomio unidimensional con grado r en






donde c0,c 1,...,c r son los coeﬁcientes del polinomio f. Cuando consideramos el valor espe-


































con j =0 ,1,...,r. Los momentos mj tienen un sentido importante en estad´ ıstica: m0 =1 ,
m1 es el valor esperado de la distribuci´ on µ y m2 − m1
2 es la varianza de la distribuci´ on
µ. Si cada una de las restricciones del problema (2.4) se puede expresar como un polinomio






12Donde gi(x) es un polinomio de grado ri con coeﬁcientes ai0,a i1,a i2,...,a iri entonces el valor





donde 0,m 1,...,m ri son los momentos algebraicos de la distribuci´ on de probabilidad µ de
orden 0 hasta orden ri, respectivamente. Estos aparecen deﬁnidos en (2.8). Teniendo en cuenta
esta forma de expresar valores esperados Eµ de funciones polinomiales como f,g1,g 2,...,g k;
un programa matem´ atico dado en la forma
minf(x)
s.a. gi(x)=0 i =1 ,2,...,k
x ∈ R
(2.10)
donde f,g1,...,g k, son polinomios de una variable, como aparecen en (2.6) y (2.9), se puede
transformar como vimos en la secci´ on 2.1 en un problema de optimizaci´ on dado en la forma
minEµ(f)
s.a. Eµ(gi)=0 i =1 ,2,...,k
µ ∈ P(R)
(2.11)









aijmj =0 i =1 ,2,...,k
siendo m0,m 1,m 2,...,m  r los momentos de una distribuci´ on de probabilidad en la recta
real R.A q u ´ ı tomamos   r =m a x {r1,...,r k;r}. Podemos suponer que   r es par,   r =2 s,y
utilizamos la caracterizaci´ on cl´ asica de los valores m0,m 1,...,m 2s como los momentos de
una distribuci´ on de probabilidad en R:
Deﬁnici´ on 2
Esencialmente, los valores m0,m 1,...,m 2s son los momentos algebraicos de una distribuci´ on





k,l=0 que resulta ser semideﬁnida positiva.
13Teorema 3
En esta deﬁnici´ on, la expresi´ on “esencialmente” se reﬁere a que hay casos l´ ımite donde
la aﬁrmaci´ on no es cierta, o debe formularse en un sentido l´ ımite para hacerla verdadera.
(Egozcue et al., 2003; Meziat, 2003).
Utilizando este resultado el programa matem´ atico (2.10), y (2.11) y (2.7) se transforman














donde la ´ ultima desigualdad ≥ se reﬁere a imponer la restricci´ on de semipositividad en la ma-
triz de Hankel (mk+l)s
k,l=0.T a m b i ´ en debemos resaltar que (2.12) es un programa matem´ atico
deﬁnido en un espacio euclidiano, a diferencia de la relajaci´ on (2.11) la cual est´ a deﬁnida
en distribuciones de probabilidad. Finalmente resaltamos que (2.12) es una relajaci´ on exacta
de (2.10). (Egozcue et al., 2003; Meziat, 2003).
Para recuperar una soluci´ on de (2.10) a partir de una soluci´ on su forma convexa rela-
jada (2.12). Existe un procedimiento algebraico que permite recuperar una distribuci´ on de
probabilidad µ, a partir de sus momentos algebraicos   m0,...,  m2s siempre que el soporte de
la distribuci´ on µ est´ e contenido en s puntos o menos. Por lo tanto si   m0,...,  m2s es un vector
de 2s + 1 valores que son soluci´ on ´ optima de (2.12) podemos encontrar al menos una distri-
buci´ on de probabilidad   µ en R cuyos momentos son los valores   m0,   m1,...,  m2s. La medida   µ
resuelve el problema (2.11) y adem´ as sus puntos de soporte son todos ´ optimos del problema
original (2.10).
Nota. Si el programa matem´ atico (2.10) carece de restricciones, entonces debemos exigir
que el polinomio f(x) sea de grado par, porque en otro caso podr´ ıa no haber soluci´ on.
Cuando nos interesamos en programas matem´ aticos con la forma
minf(x)
s.a. gi(x)=0 i =1 ,2,...,k
x ∈ R
n
14en los cuales tanto f(x), como las restricciones gi(x) son polinomios en varias variables, la
relajaci´ on semideﬁnida se puede obtener, pero no es m´ as una relajaci´ on exacta. Algunos
aspectos del planteamiento y sus resultados cambian signiﬁcativamente.
En primer lugar hay que ser cuidadosos con la notaci´ on de las variables y los momentos
respectivos en varias dimensiones.
Ejemplo 4
Para que las ideas queden claramente presentadas en la forma apropiada para este trabajo,
supondremos que la funci´ on objetivo f y las restricciones gi son polinomios en tres variables







j3 ≥ 0 (2.13)
donde r es el grado de f y cj1j2j3 es el coeﬁciente que corresponde al monomio xj1yj2zj3.









donde ri es el grado del polinomio gi y aij1j2j3 es el coeﬁciente respectivo para el monomio
xj1yj2zj3 en el polinomio gi(x,y,z).
Cuando tomemos un valor esperado como Eµ(f) respecto a una distribuci´ on de probabi-





donde mj1j2j3 es el momento algebraico referido al monomio xj1yj2zj3 de la distribuci´ on de
probabilidad µ, es decir,
mj1j2j3 =






para valores enteros (no negativos) j1,j 2,j 3 que cumplan 0 ≤ j1 + j2 + j3 ≤ r donde r es el
grado del polinomio f.
De forma an´ aloga, para cada restricci´ on gi(x,y,z) podemos expresar su valor esperado





15para cada i =1 ,2,...,k. Con esta notaci´ on multi-´ ındice un programa matem´ atico dado como
minf(x,y,z)
s.a. gi(x,y,z)=0 ∀i =1 ,2,...,k
(2.15)
donde la funci´ on objetivo f y las restricciones gi son polinomios en x,y,z como aparecen








aij1j2j3 mj1j2j3 ≥ 0
siempre que gi ≥ 0 ∀i =1 ,2,...,k y siempre que cada variable mj1j2j3 represente el mo-
mento algebraico de una misma distribuci´ on de probabilidad respecto al monomio xj1yj2zj3.
En el caso multidimensional en general, no se puede encontrar una caracterizaci´ on de los
momentos algebraicos de una distribuci´ on de probabilidad deﬁnida en un espacio euclidiano
Rn utilizando una sola desigualdad matricial como es el caso de la recta real. Sin embargo,
hay unos resultados parciales que pueden ser ´ utiles para R2.
Sin p´ erdida de generalidad, vamos a ﬁjar un grado l´ ımite par 2s para los polinomios invo-
lucrados en el programa matem´ atico (2.15). Es decir, la funci´ on objetivo f y las restricciones
g1,...,g k son polinomios en tres variables (x,y,z) cuyos grados no superan el valor 2s.
Podemos plantear relajaciones del programa matem´ atico (2.15) que sean l´ ımites inferiores























donde la desigualdad ≥ 0 se reﬁere a la exigencia de semipositividad en la matriz de res-
tricci´ on. Es importante se˜ nalar que si la regi´ on factible en el programa matem´ atico (2.15)
es un conjunto compacto (cerrado y acotado) entonces el programa semideﬁnido (2.16) es
una familia de programas semideﬁnidos, indexados por s, los cuales tienen soluci´ on y dan
lugar a una sucesi´ on creciente de cotas inferiores del programa matem´ atico (2.15). No hay
garant´ ıa sobre que las soluciones ´ optimas de (2.16) sean los momentos multivariados de una
distribuci´ on de probabilidad en R3.
16Para terminar profundizaremos en el concepto de matriz de restricci´ on utilizada en la
deﬁnici´ on del programa semideﬁnido (2.16). A manera de ejemplo, para obtener la matriz de





que son la base para todos los polinomios con grado ≤ 2 en tres variables (x,y,z). Luego
construimos una matriz (tabla) de 10 × 10 con estas funciones en su primera ﬁla y en su
primera columna, el resto de las posiciones en la tabla se obtiene multiplicando las funciones
que encabezan su respectiva ﬁla y su respectiva matriz, as´ ı tenemos la Tabla 2.1.
Tabla 2.1. Matriz de restricci´ on (funciones)
1 x y z x2 y2 z2 xy xz yz
x x2 xy xz x3 xy2 xz2 x2y x2z xyz
y xy y2 yz x2y y3 yz2 xy2 xyz y2z
z xz yz z2 x2z y2z z3 xyz xz2 yz2
x2 x3 x2y x2z x4 x2y2 x2z2 x3y x3z x2yz
y2 xy2 y3 y2z x2y2 y4 y2z2 xy3 xy2z y3z
z2 xz2 yz2 z3 x2z2 y2z2 z4 xyz2 xz3 yz3
xy x2y xy2 xyz x3y xy3 xyz2 x2y2 x2yz xy2z
xz x2z xyz xz2 x3z xy2z xz3 x2yz x2z2 xyz2
yz xyz y2z yz2 x2yz y3z yz3 xy2z xyz2 y2z2
Para llegar a la matriz de restricci´ on, debemos modiﬁcar cada monomio en la forma
xj1yj2zj3 por la variable correspondiente a su respectivo momento, es decir mj1j2j3,c o nl o
cual tenemos la Tabla 2.2.
Es importante resaltar que (2.16) es una familia de relajaciones semideﬁnidas, indexadas
en s, las cuales forman una sucesi´ on creciente de l´ ımites inferiores de (2.15).
Explotaremos estos resultados en el desarrollo de este trabajo.
2.3. Caracterizaci´ on de los momentos de medidas de probabilidad
en R2
La caracterizaci´ on de un conjunto de valores como los momentos generalizados de medidas
positivas, es equivalente en t´ erminos matem´ aticos a la caracterizaci´ on de funciones positivas
como suma de cuadrados. Explicaremos este punto en detalle a continuaci´ on.
17Tabla 2.2. Matriz de restricci´ on (momentos)
m000 m100 m010 m001 m200 m020 m002 m110 m101 m011
m100 m200 m110 m101 m300 m120 m102 m210 m201 m111
m010 m110 m020 m011 m210 m030 m012 m120 m111 m021
m001 m101 m011 m002 m201 m021 m003 m111 m102 m012
m200 m300 m210 m201 m400 m220 m202 m310 m301 m211
m020 m120 m030 m021 m220 m040 m022 m130 m121 m031
m002 m102 m012 m003 m202 m022 m004 m112 m103 m013
m110 m210 m120 m111 m310 m130 m112 m220 m211 m121
m101 m201 m111 m102 m301 m121 m103 m211 m202 m112
m011 m111 m021 m012 m211 m031 m013 m121 m112 m022
Sea Ω ⊆ Rn donde contamos con una base de funciones ϕ1,...,ϕ m (i.e. un conjunto
de funciones linealmente independientes) deﬁnidas en Ω. Donde ϕ1,...,ϕ m se concretar´ an
en bases de funciones que dan lugar a polinomios. Por una parte podemos deﬁnir un cono
convexo en Rm como los vectores ζ ∈ Rm que dan lugar a combinaciones lineales no negativas







ζiϕi(x) ≥ 0, ∀x ∈ Ω
 
.
Es claro que V es un cono convexo y cerrado en Rm, i.e. V es cerrado al tomar combina-
ciones positivas entre vectores de V . Por otra parte, consideramos otro cono convexo en Rm
deﬁnido como vectores formados por momentos generalizados, respecto a la base de funcio-
nes ϕ1,...,ϕ m,M, de medidas positivas en Ω. (Una medida positiva es una distribuci´ on de




m | si =
 
Ω




Queda claro que M es un cono convexo en el espacio euclidiano Rm. Estableceremos un
principio de dualidad entre V y M. Deﬁnimos en an´ alisis convexo el “cono dual” de un cono
18convexo W en Rm como
W
∗ = {y ∈ R
m | w · y ≥ 0 ∀w ∈ W}.
Es importante notar que W ∗ es cono convexo, independientemente de que W lo sea. Tambi´ en
es f´ acil ver que W ∗ es un conjunto cerrado. En an´ alisis convexo sabemos que W ∗∗ = W cuando
W es un cono convexo y cerrado, si W tan solo es cono convexo, sin ser cerrado, entonces
W ∗∗ = W. Tenemos un resultado de dualidad entre los conos M y V :
Dualidad: M = V
∗
donde M se reﬁere a la clausura topol´ ogica.
Demostraci´ on
1. Si s ∈ M, entonces para c ∈ V elegido de manera arbitraria, tenemos




















donde µ es una medida positiva en Ω y
 m
i=1 ciϕi ≥ 0p o r q u ec ∈ V .C o m oc es elegido
de forma arbitraria, tenemos que c · s ≥ 0 ∀c ∈ V ,l u e g os ∈ V ∗.V e m o sq u eM ⊆ V ∗
porque V ∗ es cerrado.
2. Rec´ ıprocamente, veremos que V ∗ ⊆ M. El argumento se hace por contradicci´ on. Su-




ciϕi(  x) < 0.
Consideremos la medida de Dirac δ x soportada en el punto   x (δ x es una distribuci´ on
de probabilidad trivial con un solo evento que tiene el 100% de probabilidad en el
punto   x). Entonces los momentos   mi de la medida δ x son
  mi =
 
Ω
ϕiδ x(x)d  x = Eδ x(ϕi)=ϕi(  x).
19En otras palabras, los momentos   mi de la medida (distribuci´ on de probabilidad) δ x son




ciϕi(  x)=c ·   m
yv e m o sq u ec/ ∈ M∗ porque   m ∈ M. Concluimos que M∗ ⊆ V . Por resultados de




Concluimos el principio de dualidad que busc´ abamos: V ∗ = M. 
Este principio de Dualidad V ∗ = M nos dice que la clausura topol´ ogica del cono de
momentos de medidas positivas M, coincide con el cono dual del cono de coeﬁcientes que
deﬁnen funciones no negativas (positivas) en Ω. Por lo tanto un camino para caracterizar M
es estudiar las representaciones de V como el cono de coeﬁcientes de funciones no negativas
e nΩb a j ol ab a s eϕ1,...,ϕ m.
En el caso de polinomios en dos variables (x,y) cuyo grado es menor o igual a 4, la clave
descansa en un resultado cl´ asico: Hilbert (1888). En este contexto la base funcional son los
15 t´ erminos dados en la forma
x
iy
j con 0 ≤ i + j ≤ 4
que forman la base natural para los polinomios de grado ≤ 4 en dos variables x,y.
Hilbert mostr´ oq u e :i )s if es un polinomio no negativo en 2 variables, con grado menor






donde p1,p 2,p 3 son polinomios. Esta situaci´ on era similar para polinomios en 1 variable con
grado par (con solo dos cuadrados: f = p1
2 +p2
2), ii) en polinomios de n variables con grado
2( c o ns o l on cuadrados a lo sumo: f =
 n
1 pi
2), iii) para ninguna otra familia de polinomios
algebraicos determinada por grados y dimensiones. Hilbert demostr´ o que las 3 proposiciones
aqu´ ı enunciadas eran ciertas y tambi´ en prob´ o la ausencia de caracterizaciones en forma de
sumas de cuadrados para otras familias de polinomios no negativos (Lasserre, 2006; Nesterov,
2000).
Con este resultado podemos enfrentarnos a la caracterizaci´ on de la clausura del cono
de momentos M correspondiente a los momentos algebraicos de la base funcional xiyj con
200 ≤ i + j ≤ 4 respecto a medidas positivas en R2.
Demostraci´ on
1. Cuando s ∈ M ⊆ V ∗, tenemos que















































es una matriz de restricci´ on semideﬁnida positiva.














21pero aplicando la caracterizaci´ on de Hilbert para polinomios no negativos en dos va-

















ecuaci´ on que nos permite identiﬁcar uno a uno los coeﬁcientes de cada funci´ on base
























0≤i+j≤4cijxiyj ≥ 0 por lo cual s ∈ V ∗ = M.D et a lf o r m as es un punto
l´ ımite de una sucesi´ on de vectores de momentos de alguna medida positiva soportada
en R2 respecto a la base natural xiyj 0 ≤ i + j ≤ 4 que da lugar a los polinomios en
2 variables y grado menor o igual a 4. 
Es importante notar la forma que toma en este caso bidimensional la matriz de restricci´ on
(Tabla 2.3).
Tabla 2.3. Matriz de restricci´ on
s00 s10 s01 s20 s11 s02
s10 s20 s11 s30 s21 s12
s01 s11 s02 s21 s12 s03
s20 s30 s21 s40 s31 s22
s11 s21 s12 s31 s22 s13
s02 s12 s03 s22 s13 s04
Desafortunadamente la caracterizaci´ on de Hilbert de polinomios positivos como sumas de
cuadrados no aplica a familias m´ as generales de polinomios. Por esta raz´ on la caracterizaci´ on
de M con una sola desigualdad matricial sobre la matriz de restricci´ on (Tabla 2.3) no aplica
en dimensiones mayores. Por lo cual debemos conformamrnos con una “sub”-relajaci´ on.
22Teorema 6
Un polinomio f en n variables, no negativo, de grado 2, siempre se puede presentar como una
suma de n t´ erminos lineales al cuadrado (Lasserre, 2006; Laurent, 2005; Laurent & Jibetean,
2005).
Ejemplo 7
Volviendo al ejemplo 4 y aplicando los mismos argumentos para el caso de 2 variables y grado
≤ 4, encontramos una caracterizaci´ on general para los momentos de orden ≤ 2d em e d i d a s
positivas en un espacio euclidiano Rn. Para efectos de la ilustraci´ on consideremos n =3y
la tabla que genera la base natural de los polinomios de grado ≤ 2 en las variables x,y,z.









xx 2 xy xz
yx yy 2 yz



















m000 m100 m010 m001
m100 m200 m110 m101
m010 m110 m020 m011










que caracteriza los momentos, hasta una clausura l´ ımite, de una medida positiva en R3
respecto a la base xiyjzk con 0 ≤ i + j + k ≤ 2 en el orden natural (2.17).
Para caracterizar los momentos de las medidas de probabilidad en el conjunto no convexo
Ω={(x,y,z) | z − x − y ≥ 0; z
2 = z; x,y ≥ 0} (2.19)
tenemos que aplicar cada una de las restricciones en (2.19) sobre la matriz de restricci´ on (2.18)
en la siguiente forma (Lasserre, 2001, 2002):
Sea xiyjzk un monomio8 en la base (2.17). Las posiciones que ocupa en la matriz de
restricciones (2.18) se modiﬁcan multiplic´ andolas por la restricci´ on elegida en (2.19). Por
ejemplo, tomamos la restricci´ on
z − x − y ≥ 0

















lo cual da lugar a una nueva entrada en la matriz como
mijk+i − mi+1jk− mij+1k
para formar una nueva matriz de restricciones siempre que no induzcamos la aparici´ on de
funciones base con grado mayor que las listadas en (2.17). Por lo tanto la matriz de restricci´ on
y la restricci´ on z − x − y dan lugar a una matriz de restricci´ on adicional en la forma
m001 − m100 − m010 ≥ 0.
De la misma forma las restricciones x ≥ 0, y ≥ 0 inducen las nuevas restricciones como
m100 ≥ 0,m 010 ≥ 0
y la restricci´ on z2 − z = 0 toma la forma m002 = m001 de manera que podemos reemplazar
m002 por m001 en todas las apariciones.
En resumen, la caracterizaci´ on de los momentos de las medidas positivas soportadas en
el conjunto no convexo Ω = {(x,y,z) | z − x − y ≥ 0; z2 = z; x,y ≥ 0} toma la forma de
vectores dados como mijk que cumplen con
m000 m100 m010 m001
m100 m200 m110 m101
m010 m110 m020 m011
m001 m101 m011 m002
m001 − m100 − m010 ≥ 0
m100 ≥ 0; m010 ≥ 0
Explotaremos este resultado en la parte siguiente de este trabajo.
243. Relajaciones semideﬁnidas aplicadas a problemas de
cantidad econ´ omica de pedido
Centraremos nuestra atenci´ on en la forma que toma la funci´ on hamiltoniana del Programa
Din´ amico (3.5):
Ht(I1t,I 2t,...,I Nt,x 1t,...,x Nt,y t,ρ 1t+1,...,ρ Nt +1)=ctyt +
N  
i=1
ρit+1(Iit + xit − dit)




s.a. Ht(I1t,...,I Nt,x 1t,...,x Nt,y t,ρ 1t+1,...,ρ Nt +1)
(3.1)
el problema se reduce a minimizar una expresi´ on lineal en las variables x1t,...,x Nt,y t mien-
tras se mantienen dentro del espacio de control U. Como ya vimos en la secci´ on 2.2, el




(x1,x 2,...,x N,y) ∈ R
N+1 | γy − x1 − x2 −···−xN ≥ 0;
x1,x 2,...,x N ≥ 0; y
2 − y =0
 
.
Por lo tanto la minimizaci´ on del hamiltoniano Ht en (3.1) es un problema de optimizaci´ on
polinomial, con funci´ on objetivo lineal, donde el conjunto factible involucra solamente una
restricci´ on cuadr´ a t i c an oc o n v e x a ,y2−y = 0, para caracterizar la restricci´ on entera y ∈{ 0,1}.
Por lo tanto la minimizaci´ on del hamiltoniano Ht en (3.1) puede adelantarse mediante una
relajaci´ on exacta deﬁnida en los momentos algebraicos hasta grado 2 de las medidas de
probabilidad soportadas en el espacio de control u.
25Teorema 8
El programa matem´ a t i c on oc o n v e x o
minα1x1 + α2x2 + ···+ αNxN + cy
s.a. (x1,x 2,...,x N; y) ∈ u
(3.2)
admite una relajaci´ on exacta dada como el siguiente programa semideﬁnido (convexo):

























Principio del M´ ınimo
Si el espacio de control U es un conjunto convexo en Rm y las funciones hamiltonianas
Ht(xt,u t,ρ t+1) son convexas en las variables de control ut, respectivamente, cuando se que-
dan ﬁjas xt y ρt+1, entonces una condici´ on necesaria para que una secuencia de control
  u0,  u1,...,  uT−1 sea ´ optima para el programa din´ amico (3.7) es que se cumpla la siguiente
condici´ on de optimalidad:
  ut =a r gm i n
ut∈U
Ht(  xt,u t,ρ t+1)
donde arg min se reﬁere a m´ ınimos globales y   xt se reﬁere a la secuencia de estados deﬁnidos
por la secuencia de control   ut a trav´ es de la ley de control (3.8). Este resultado ser´ ad eg r a n
relevancia en la argumentaci´ on del presente trabajo. 










s.a. Iit+1 = Iit + xit − dit
t =0 ,1,2,...,T− 1; i =1 ,2,...,N
N  
i=1
xit ≤ γyt t =0 ,1,...,T− 1
yt ∈{ 0,1} t =0 ,1,...,T− 1
x1t,x 2t,...,x Nt ≥ 0 t =0 ,1,...,T− 1
(3.4)
donde v1,v 2,...,v N son los valores exigidos de inventario en el ´ ultimo periodo T, ct son los
costos de utilizaci´ on de un empaque, recipiente o contenedor en el periodo t, dit es la demanda
del producto i en el periodo t, γ es la capacidad del empaque, recipiente o contenedor utilizado
(podr´ ıa depender de t) en todos los periodos.
Es muy importante se˜ nalar que la restricci´ on entera yt ∈{ 0,1} nos dice expl´ ıcitamente
que la utilizaci´ on de un empaque, recipiente o lote no es fraccionaria, ni en su uso ni en




xit ≤ γyt .
Es muy importante notar que la variable yt tiene un efecto de decisi´ on en el proceso. Si
yt = 0 no se produce ni se env´ ıa ninguna cantidad de ning´ un producto. Si yt = 1, entonces
hay disponible un “volumen” de env´ ıos igual a γ>0, para incluir all´ ı la producci´ on de todos
los productos.
Centrando la atenci´ on en el programa din´ amico (3.4) es importante resaltar que las va-
riables de control son todo el vector (x1t,x 2t,...,x Nt;yt) ∈ RN+1, cuyo espacio de control





xit ≥ 0 ∀i =1 ,2,...,N
en cada periodo t. Es evidente que el espacio de control U de este problema no es un conjunto
convexo en RN+1.
Tambi´ en es claro que el Principio del M´ ınimo de la teor´ ıa de la Programaci´ on Din´ amica
27no aplica debido a la ausencia de convexidad en el espacio de control
U =
 
(x1,x 2,...,x N;y) ∈ R
N+1 | xi ≥ 0; i =1 ,...,N; y −
N  
i=1
xi ≥ 0; y ∈{ 0,1}
 
.
Utilizando sistem´ aticamente esta nomenclatura podemos representar el programa din´ ami-









s.a. Iit+1 = Iit + xit − dit
t =0 ,1,2,...,T− 1; i =1 ,2,...,N
(x1t,...,x Nt; yt) ∈ U
(3.5)
donde Iit, i =1 ,...,N son variables de estado y el vector (x1t,...,x Nt; yt) ∈ U es el control
del programa din´ amico (3.5). La diﬁcultad evidente para abordar este problema en forma
num´ erica y en forma anal´ ıtica est´ a en la clara ausencia de convexidad en el espacio de control
U.A d e m ´ as debe ser claro para el lector que esta falta de convexidad radica en la restricci´ on
entera sobre la variable y:
y ∈{ 0,1}
siendo y el n´ umero de empaques, lotes o contenedores. Como se mencion´ o anteriormente el
n´ ucleo central de este trabajo es el tratamiento de la no convexidad del espacio de control U
aplicando los m´ etodos propuestos en las secciones 2.1, 2.2 y 2.3. Desarrollaremos este punto
a continuaci´ on.
El teorema 8, combinado con el Principio del M´ ınimo, permite proponer una relajaci´ on
convexa, con estructura semideﬁnida (con restricciones en forma de desigualdades matriciales)
que sea una relajaci´ on exacta del Programa Din´ amico (3.4) que sirve de modelo al problema










s.a. Iit+1 = Iit + m0···1···0
t − dit




























∀t =0 ,...,T− 1
(3.6 cont.)
El lector deber´ ıa notar que las variables de control (x1t,x 2t,...,x Nt,y t)e nU, del progra-
ma din´ amico original (3.4), han cambiado por un conjunto convexo de variables de control





t :0≤ j1 + j2 + ···+ jN + jN+1 ≤ 2
 
que deben cumplir el conjunto de restricciones necesarias, dadas en forma de desigualdades
matriciales, que las caracterizan como los momentos de una distribuci´ on de probabilidad





jN+1 :0≤ j1 + ···+ jN+1 ≤ 2,
q u ee sl ab a s ed el o sp o l i n o m i o sd eg r a d o≤ 2 en las variables x1t,x 2t,...,x Nt,y t.
Es muy importante notar que el programa din´ amico (3.6) tiene un espacio de control
convexo deﬁnido por la familia de desigualdades matriciales y las desigualdades lineales que
aparecen en (3.6) para las variables de control − → mt.
Teorema 9
El Programa Din´ amico (3.6) es una relajaci´ on exacta del programa din´ amico (3.4) que re-
presenta el problema de cantidad econ´ omica de pedido.
Demostraci´ on
Cuando   mt es una sucesi´ on de controles ´ optima para el programa din´ amico, la estructura
convexa del espacio de control de (3.6) nos permite aplicar el principio del m´ ınimo y encontrar
que cada   mt es un ´ optimo para la funci´ on hamiltoniana de (3.6). Dicha funci´ on hamiltoniana










  Iit + m0···1···0
t − dit
 
la cual es optimizada en los inventarios (estados)   Iit, i =1 ,...,N, t =1 ,...,T, por los


























para t =0 ,1,...,T− 1
Por lo tanto, utilizando los Resultados 1 y 2 presentados al comienzo de esta secci´ on,
vemos que cada secuencia ´ optima   mt t =0 ,1,...,T − 1 se puede identiﬁcar con una o
la combinaci´ on convexa de varias soluciones ´ optimas del hamiltoniano Ht del Programa









  Iit + xit − dit
 
bajo las restricciones
(x1t,x 2t,...,x Nt; yt) ∈ U
siendo U el espacio de control no convexo e   Iit los estados generados respectivos. 
La gran ventaja de la relajaci´ on propuesta en (3.6) es que su implementaci´ on num´ erica
se puede hacer como un gran programa matem´ atico semideﬁnido, del cual destacamos que es
convexo y continuo y para el cual existen rutinas comerciales y gratuitas con un alto grado
de eﬁciencia. Veremos los detalles de la implementaci´ on en el siguiente cap´ ıtulo.
3.1. Programas din´ amicos bajo restricciones enteras en el control






s.a. xt+1 = ft(xt,u t)
ut ∈ U ⊆ R
m
t =0 ,...,T− 1
x0 ﬁjo
(3.7)
30donde t =0 ,1,...,T representa periodos de tiempo discretos, xt una o varias variables de
estado y ut una o varias variables de control que pertenecen a un espacio de control u y
determinan la evoluci´ on de un sistema din´ amico discreto en las variables de estado xt,p o r
xt+1 = ft(xt,u t) (3.8)
la “ley de control” tomada de (3.7).
Para prop´ ositos de este trabajo la forma de las expresiones gt y ft es bastante simple,
usualmente lineales o cuadr´ aticas convexas. Lo que impone un reto y motiva el uso de t´ ecnicas
del estado del arte en optimizaci´ on es la forma particular del espacio de control U. Recien-
temente se han hecho algunos progresos en superar espacios de control discretos, es decir
aquellos casos en que U es una colecci´ on de puntos discretos (Ortiz & Meziat, 2010).
La teor´ ıa cl´ asica de la Programaci´ on Din´ amica nos da un conjunto de condiciones nece-
sarias llamadas Principio del M´ ınimo, cuando el espacio de control U es un conjunto convexo
en un espacio euclidiano Rm. Una herramienta central en el estudio de programas din´ amicos
como (3.7) es la funci´ on hamiltoniana (hamiltoniano) del problema. Esta funci´ on se deﬁne
como
Ht(xt,u t,ρ t+1)=gt(xt,u t)+ρt+1 · ft(xt,u t)
donde · es el producto punto de Rn, siendo n la dimensi´ on de las variables de estado. Las
variables introducidas ρt+1 en Rn se denominan multiplicadores de Lagrange.
4. Caso ilustrativo
Con el objeto de aplicar el m´ etodo de relajaci´ on semideﬁnida en el modelo EOQ, se uti-
lizar´ ai n f o r m a c i ´ on proveniente de una ﬁrma del sector cer´ amico colombiano. Esta ﬁrma se
dedica a la producci´ on y venta de piezas terminadas para construcci´ on de ba˜ nos, cocinas
yd e m ´ as usos de piezas cer´ amicas, su actividad econ´ omica se desarrolla en el marco de la
industria de la construcci´ on.
D e b i d oal ae v o l u c i ´ on positiva de la participaci´ on en el mercado internacional y al aumento
del nivel de costos de fabricaci´ on por la introducci´ on de cambios tecnol´ ogicos, la ﬁrma se vio
en la necesidad de desarrollar estrategias para competir eﬁcientemente en el mercado. Por
tal motivo, desde hace algunos a˜ nos la empresa tom´ o la decisi´ on de diversiﬁcar los posibles
or´ ıgenes de producci´ on, es decir que un peque˜ no porcentaje de sus productos son fabricados
por terceros. Los productos tercerizados en la mayor´ ıa de los casos son de origen chino. La
frecuencia de compra de la compa˜ n´ ıa a estos proveedores (en funci´ on de las cantidades de
importaci´ on) es mensual. Otro aspecto importante a considerar es la variabilidad que causan
31en los costos las ﬂuctuaciones de la tasa de representativa del mercado (TRM), si se tiene en
cuenta que en la ﬁrma, aproximadamente el 20% de su producci´ on proviene de importaciones
y el 40% del mercado atendido est´ a ubicado en el exterior.
Como ilustraci´ on al m´ etodo objeto de este trabajo, tomaremos la problem´ atica de la
ﬁrma de determinar la pol´ ıtica de compra e inventarios de productos tercerizados, cabe
anotar que cada proveedor es especializado a lo sumo en tres referencias y que sus env´ ıos no
se consolidan con los de otros proveedores. El objetivo b´ asico es minimizar los costos totales
de operaci´ on con cada agente de suministro, sujeto a restricciones del uso de capacidad de
env´ ıo y frecuencia. Los costos en los que se incurren en la operaci´ on son:
− Costo de mantener inventario: Es la suma de todos los costos proporcionales a la cantidad
de inventario disponible f´ ısicamente. Este incluye los costos de mantenimiento de espacio
f´ ısico, impuestos, roturas y los costos de oportunidad de una inversi´ on alternativa. Para
el caso pr´ actico se asumir´ an como un porcentaje mensual del costo promedio de capital
(WACC), m´ as los costos de manejo en los centros de distribuci´ on.
− Costo de pedido: es el costo relacionado con la cantidad que se pide. En este caso se
tendr´ a en cuenta como el costo ﬁjo de importaci´ on de cada contenedor incluyendo algunos
tr´ amites de importaci´ on e impuestos. Debido a las condiciones reales del sistema, no se
importa m´ as de un contenedor al mes por proveedor. Como consecuencia de este tipo de
costos, se deben tener en cuenta las econom´ ıas de escala generadas en la compra de los
productos, como se hace evidente en la ﬁgura 4.1.

















































− Costo de adquisici´ on: es el costo de compra y adquisici´ on de cada producto, se tomar´ ac o -
mo el precio de compra de cada producto al proveedor.
324.1. Caso para un producto
El primer ejemplo de la aplicaci´ on del m´ etodo de relajaciones semideﬁnidas a EOQ descritas
en la secci´ on 3, se desarrollara para un proveedor que suministra un ´ unico producto. El
objetivo es describir el comportamiento de las compras que se deben realizar y del nivel de
inventario, de acuerdo a un perﬁl de demanda esperado. Si tomamos la extensi´ on del modelo





t +( It=T − v)
2
s.a. It = It−1 + m10
t − dt,t =1 ,...,T
γm01
t − m10
























≥ 0 ∀t =1 ,...,T
m01
t − m02
t =0 ∀t =1 ,...,T
m10
t;m01
t ≥ 0 ∀t =1 ,...,T
En la soluci´ on de este problema, para los datos suministrados por la ﬁrma (ver ﬁgura 4.2),
se puede observar que a pesar que el producto tiene una demanda relativamente estable, los
costos de pedido compiten con los costos de inventario, generando que el m´ ınimo costo total se
encuentre realizando cinco veces pedidos, de tama˜ no de lote diferente a lo largo del horizonte
de planeaci´ on. Adem´ as se conﬁrma que es un modelo adecuado cuando los costos marginales
son decrecientes como consecuencia del aprovechamiento de la capacidad disponible.
4.2. Caso multiproducto
Un segundo ejemplo se implementar´ a para analizar un proveedor que suministra dos pro-
ductos. En ´ este, los productos compiten por la capacidad disponible y tratan de minimizar
los costos agregados de la operaci´ on. Para describir esta situaci´ on tomaremos como base el
modelo presentado en la primera secci´ on en (1.2), el cual se puede reescribir en su forma de


















































































s.a. It = It−1 + m10
t − dt,t =1 ,...,T
γm01
t − m10







































t ≥ 0 ∀t =1 ,...,T
m001
t − m002






t − dit,i =1
Iit−1 + m100





t ≥ 0 t =1 ,...,T
Los valores soluci´ on encontrados para este problema, utilizando los datos suministrados
por la compa˜ n´ ıa del proveedor Leinou, se muestran a continuaci´ on para cada uno de los
productos.
Como se puede observar en las ﬁguras 4.3 y 4.4, los perﬁles de demanda para los dos






































































































































































productos no presentan una variabilidad muy alta, la complicaci´ on b´ asica de este tipo de
sistemas es que comparten capacidad, entonces no solamente entran a competir los costos
de inventarios y los costos de env´ ıo, sino que tambi´ en la decisi´ on de la cantidad de lote
pedido mantiene interdependencia de los productos, lo cual hace que la determinaci´ on de una
posible pol´ ıtica de inventarios o de precios no se puedan tomar de manera independiente. La
utilizaci´ on compartida de capacidad se puede observar en la ﬁgura 4.5.
En este tipo de problemas, la unicidad de las respuestas se prueba mediante el orden
de magnitud (si es cercano a cero, se puede concluir que son minimizadores ´ unicos) de las
siguientes expresiones:
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Para realizar los c´ alculos de los problemas propuestos se utiliz´ o un proyecto denominado
NEOS, que es una plataforma gratuita que permite resolver problemas de programaci´ on
matem´ atica a trav´ es de internet. ´ Esta ha sido ampliamente utilizada por universidades y
empresas como recurso para resolver problemas de todo tipo de complejidad NEOS cuenta
c o nu ng r a nn ´ umero de paquetes de optimizaci´ on, entre ellos se seleccion´ o SDP, que es una
herramienta para resolver problemas de programaci´ on semideﬁnida donde se desee minimi-
zar o maximizar una funci´ on objetivo lineal con restricciones lineales en forma de matrices
sim´ etricas semideﬁnidas positivas. Este tipo de estructuras tiene propiedades te´ oricas intere-
santes para aplicaciones pr´ acticas en la teor´ ıa de control, la optimizaci´ on combinatoria y en
el ´ algebra.
Para utilizar el aplicativo de NEOS 9, se debe generar un archivo con la extensi´ on .dat-s,
9http://neos.mcs.anl.gov/neos/solvers/sdp:DSDP/SDPA.html
36q u ec o n t i e n ei n f o r m a c i ´ on sobre la localizaci´ on de los coeﬁcientes de las variables ubicados en
la triangular superior de la gran matriz semideﬁnida generada a partir del modelo relajado,
(ver ﬁgura 4.6). Una vez compilado, el sistema genera un archivo de respuesta de con las
soluciones y propiedades del problema.
Figura 4.6. Archivo de entrada y salida de NEOS
5. Conclusiones
En este trabajo se han explorado m´ etodos de relajaci´ on semideﬁnida aplicados a problemas
de cantidad econ´ omica de pedido y se mostraron ejemplos ilustrativos aplicados situaciones
reales. Para futuras investigaciones se deber´ ıa estudiar la metodolog´ ıa de momentos para
la soluci´ on de problemas con diferentes formas funcionales de costos no convexos, ´ area de
especial inter´ es entre los economistas.
Una de las grandes debilidades de la implementaci´ on de programas semideﬁnidos es el
incipiente desarrollo de los solucionadores, en la actualidad los formatos de codiﬁcaci´ on son
poco eﬁcientes, m´ as a´ un si los problemas tienen un tama˜ no de variables considerables y/o se
implementan para horizontes de planiﬁcaci´ on muy elevados.
Los resultados de la aplicaci´ on del modelo EOQ a situaciones reales presentan algunos
conﬂictos con la teor´ ıa sobre hechos estilizados sobre los inventarios. Ejemplo de esto es
que te´ oricamente se esperar´ ıa que con una demanda sin un nivel importante de ﬂuctuaci´ on,
el nivel de inventario se comportar´ ıa de forma similar (correlaci´ on positiva), esto no se ve
reﬂejado en la aplicaciones realizadas como consecuencia de la limitaci´ on de capacidad y de
las econom´ ıas de escala.
37Anexo: Par´ ametros del caso ilustrativo
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