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1. INTRODUCTION 
In a number of investigations we are forced to consider an infinite system 
of linear or nonlinear differential equations of the form 
dvi 
Vi(O) = ci , 
i = 1, 2,... . In order to obtain either an analytic or computational solution 
we must employ a closure method which replaces (1) by a finite system, 
2 = h,(w, ) w2 )...) WN), Wi(O) = bi , (2) 
i = 1,2 ,..., N. In [I]-[8], various applications of a closure procedure based 
on a mean-square approximation technique are given. 
Successful as this method is in some cases, it runs into serious difficulties 
in other cases. One cause of trouble is the following. The functions ai 
appearing in (1) may be moments; that is to say they may be functions 
of the form 
vi = 
I 
pi dG(r, t), i = 1, 2,..., (3) 
with dG > 0 and j dG = 1. Hence, certain moment inequalities must be 
fulfilled; for example, we must have 
92 >, q, (4) 
for t 2 0, a consequence of Schwarz’s inequality. There is no guarantee 
that similar inequalities are satisfied by the wDi as given by (2) if a mean-square 
approximation is used, or if any other existing closure method is applied. 
Let us illustrate this. Consider the ordinary differential equation 
u’ = -u + 23, u(0) = I, (5) 
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where r is a random variable, uniformly bounded by a small constant, 
( Y 1 :< c < 1. Then ZI --= ~(t, Y) exists for t :> 0 and the moments 
likewise exist. From (5) we deduce that the v, satisfy the infinite system 
of linear differential equations 
v; - -?zv* + nv,,, , t&(O) = E(P). (7) 
We consider a truncated set of equations 
w:, = --nwn + neu,,, , u1,(0) = E(Y”), (8) 
n =- 1, 2,..., N, where z>~,-~ is to be replaced by some function of 
WI ) U’s2 )...) WN . Assuming that this function is linear, namely 
the mean-square closure procedure requires that the mean-square error 
z.2 ’ 
J( 
wN+* 
0 
- i akA,vk)z dt 
P=l 
is to be minimized with respect to the quantities akN which are taken to be 
time-independent. 
Observe that in the expression for the mean-square error we use the 
solution of the exact infinite system, (7). In many cases, this solution is not 
known in advance. In fact, it is often the solution we arc trying to find in 
some approximate fashion. Consequently, in evaluating the minimizing 
. . 
quantltles akN some approximate values for the v,, must be used. An example 
of this will be given below. 
The question arises: how do we know that the solution of the corresponding 
finite system 
wh = -nw, + nno~,, , w,(O) = E(Y”), (11) 
12 = 1, 2 ,..., N - 1, 
Iv 
w& = -lvW, + N 1 akNWk 
k-l 
satisfies the required moment inequalities ? These arc difficult questions, 
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In what follows, we present a simple closure technique which preserves 
moment properties. In subsequent papers we will apply the method to 
other classes of problems. 
2. A LEMMA 
We begin with the following well-known result. Let X be the solution 
of the linear matrix differential equation 
X’ = BX + XB=, X(0) = c, (1) 
where B is an arbitrary real matrix, Br denotes the transpose, and C is 
non-negative definite. Then X(t) is a symmetric matrix for t >, 0, and 
non-negative definite. If C is positive definite, then X(t) is positive definite 
for t > 0. The proof follows immediately from the standard representation 
x(t) = eBG?t. (2) 
It is of interest to note that in the more general version of (1) in which 
B is allowed to be time-dependent, there exists at least one B(t) (in general, 
infinitely many) for every positive definite X(t) for which (1) is exact. 
However, when B is assumed time-independent, (1) can be considered only 
an approximate relation except in accidental cases. 
Also worth noting is the fact that we can retain analytic tractability and 
provide more degrees of freedom in parameter space by using the nonlinear 
equation (a Riccati equation), 
X’ = BX + XB= $ XDX, X(0) = c, (3) 
where D is non-negative definite, in place of the linear equation in (1). 
It is easy to see from the explicit representation in terms of the solution 
of associated linear differential equations, cf. [9], or by means of successive 
approximations, that X is again positive definite for t 3 0 if C is positive 
definite. 
3. MOMENT-PRESERVING CLOSURE 
Let us illustrate the general method with the special equation of (1.7), 
with IV = 2, 
Consider the first two equations of the infinite system in (1.7) and the 
associated matrix system 
c 2,’ = (-,“+ v2 --* + O2 )y-2v,  2v, 
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where ~1s = 1. Let 
where b, , b, , b, , b, are real parameters to be determined, and the associated 
matrix system 
(3) 
We wish to determine the elements b, , b, , b, , b, so that 
IIt 0 --a, + v2 C4) 
is a minimum where II ... jl is some suitable matrix norm of quadratic nature. 
For example, we may set 
1) x [Ia = j-m tr(XX=) dt = 1,” (z xzj) df. 
0 i.5 
(5) 
If the exact solution for the vi is used in (4), the expression is well- 
determined. This would be the case where our purpose was to find 
approximate differential equations of greater simplicity or tractability. If 
the vi are not known, some approximate version of the original system is 
employed. Various “bootstrap” or “self-consistent” methods can be used 
to obtain this approximation, cf. [l]-[8]. 
The point is that no matter how we carry out the minimization, the lemma 
of Section 2 ensures that the matrix 
(6) 
obtained from (3), is positive definite. 
4. ANALYTIC DETAILS 
In this case, the algebra reduces considerably if we demand that w. = 1. 
The equation in (3.3) reads 
w; = (b,W” + h?w,) + @Job +“4) 
w; = (b,w, +b,) + @oh + WA) (1) 
w; = (hw, + hw,) + (WlbS + wa&). 
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We take b, = b, = 0 in order to have wi = 0, and thus w,, =: 1. The 
resulting equations are 
w; = b, -I- b,wl, 
(2) 
w; = 2b,w, + 2b,w,. 
Since we want wi(t) to approach zero as t + co, we take b, = 0. Hence, 
finally, there is only one free parameter, b, . The minimization in (3.4) is 
readily carried out using various approximate forms for the wi , as illustrated 
in the next section. 
5. FURTHER ANALYTIC DETAILS 
If we take or , v2 , w3 to be given by the approximate equations 
v; = -“1 + v, , %(O> = Cl , 
v; = -2v, , v2(0) = c2 , 
vs = 0 
and set 
11 XII2 = I9 tr(XXT) dt, 
0 
then the minimization procedure leads to the value 
W + c-2) 
b4 = - (6cla + 4c,c, + 7~;) 
= --I + (&i?; z1;:;)7Q) ’ 
The equations for w, and wa are then 
w; = b,w, , w’,(O) = Cl I 
w; = 2b,w,, w,(O) = cz , 
with the solution 
(1) 
l-4 
(3) 
(4) 
(5) 
w, = clebd, 
w2 = c2e2b4t. 
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The moment inequality is clearly preserved since 
6. HIGHER DIY~ENSIOSAL Cm 
If we consider the first higher dimensional case, N = 3, we find using 
the same reasoning that B takes the form 
upon requiring that w(, -= 0. Thus, the nine original parameters are reduced 
to four, and we can proceed as above. 
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