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SMALL DATA GLOBAL EXISTENCE AND DECAY FOR
RELATIVISTIC CHERN–SIMONS EQUATIONS
MYEONGJU CHAE AND SUNG-JIN OH
Abstract. We establish a general small data global existence and decay theorem for
Chern–Simons theories with a general gauge group, coupled with a massive relativistic field
of spin 0 or 1/2. Our result applies to a wide range of relativistic Chern–Simons theories con-
sidered in the literature, including the abelian/non-abelian self-dual Chern–Simons–Higgs
equation and the Chern–Simons–Dirac equation. A key idea is to develop and employ a
gauge invariant vector field method for relativistic Chern–Simons theories, which allows us
to avoid the long range effect of charge.
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1. Introduction
In this article, we consider Chern–Simons gauge theories with a general gauge group
G coupled with a massive field of spin 0 (Higgs) or 1/2 (Dirac) on R1+2. Our main result
(Theorems 1.5 and 1.7) is global existence of a unique solution to small compactly supported
initial data, along with sharp decay rates. We give a unified proof that applies to a wide
range of relativistic Chern–Simons theories; some well-studied examples include the self-dual
Chern–Simons–Higgs equation with abelian and non-abelian gauge groups, and the abelian
Chern–Simons–Dirac equation.
As will be explained in Section 1.4 in more detail, the main difficulty in the proof is
the long range effect of charge, which manifests as the slow spatial decay of the magnetic
potential. In order to overcome this difficulty, we develop a gauge covariant vector field
approach [46, 47, 34, 3] for relativistic Chern–Simons theories, which allows us to avoid
the gauge potential in the analysis. An issue for executing this strategy is the anomalous
commutation property of the Chern–Simons coupled Klein–Gordon equation; see (1.16) for
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details. This issue is taken care of by adapting the ODE technique of [33, 12], developed to
address possible long range effects, to our gauge covariant setting.
We begin by describing the Chern–Simons–Higgs and Dirac equations with a general gauge
group in Sections 1.1 and 1.2, respectively. In Section 1.3, we state the main results of the
paper in precise terms. Section 1.4 contains an explanation of the main ideas of our proof,
and in Section 1.5 we give a brief discussion of the history of the problem and related results.
The introduction ends with a short outline of the rest of the paper in Section 1.6.
1.1. Non-abelian self-dual Chern–Simons–Higgs equation. Here we first give a gen-
eral formulation of the Chern–Simons–Higgs equation with a general gauge group G; see
(1.5). This formulation requires a choice of a real scalar potential U(ϕ). We then describe a
particular choice of U(ϕ) leading to the self-dual Chern–Simons–Higgs equation (CSH). For
concreteness, our first main theorem (Theorem 1.5) is stated for this equation, but our proof
is clearly valid for more general potentials U(ϕ); see Remark 1.6. Important special cases
of (CSH) include the abelian self-dual equation (G = U(1) and V = C) and the non-abelian
self-dual equation with adjoint coupling (G = SU(n) and V = sl(n;C)); see Examples 1.2
and 1.3 below.
Consider a Lie group G with the associated Lie algebra g, which possesses a positive-
definite metric 〈·, ·〉g that is bi-invariant (i.e., invariant under the adjoint action G × g ∋
(g, a) 7→ gag−1 ∈ g). Let V be a complex vector space equipped with an inner product
〈·, ·〉V , on which the group G acts via a unitary representation ρ : G → U(V ). In what
follows, the subscript V in 〈·, ·〉V will often be omitted.
Remark 1.1. WhenG is compact, which is the case in all examples below, a bi-invariant metric
always exists, since any left-invariant metric can be made bi-invariant by averaging its right-
translates using the Haar measure; recall that the Haar measure is finite and bi-invariant on
compact Lie groups [7, Chapter 1]. Moreover, for any representation ρ : G → GL(V ) there
exists an inner product on V which makes ρ unitary, by starting with any inner product 〈·, ·〉
and averaging its left-translates 〈ρ(g) ·, ρ(g) ·〉 using the Haar measure.
Let R1+2 denote the (2+1)-dimensional Minkowski space equipped with the metric
ηµν = (η
−1)µν = diag (−1,+1,+1)
in the rectilinear coordinates (x0, x1, x2). Let E be a vector bundle with fiber V over R1+2
with structure group G. We refer to the sections of E as scalar multiplet fields. Since R1+2 is
contractible, every fiber bundle over this space is trivial, i.e., E is (smoothly) equivalent to
the product bundle R1+2 × V . Hence the scalar multiplet fields may be concretely realized
as the V -valued functions on R1+2; see Section 2.2 below.
In order to differentiate a scalar multiplet field, we introduce the notion of a covariant
derivative (A)D on E, described by a g-valued 1-form A(·) in the following fashion:
(A)DXϕ = ∇Xϕ+ A(X) · ϕ. (1.1)
Here ϕ is a scalar multiplet field (i.e., a V -valued function), X is a vector on R1+2, ∇X is
the usual directional derivative of ϕ (viewed as a V -valued function) in the direction X and
A(X) ∈ g acts on ϕ by the infinitesimal representation dρ ↾I : g → u(V ). Given two vector
fields X, Y on R1+2, the associated curvature 2-form F = F [A] is defined by the relation
F (X, Y )ϕ =
(
(A)DX
(A)DY − (A)DY (A)DX − (A)D[X,Y ]
)
ϕ. (1.2)
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In terms of the connection 1-form A, the curvature F takes the form
F = dA +
1
2
[A ∧A] (1.3)
(see Section 2.3 for the notation) or in coordinates,
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]. (1.4)
In analogy with Maxwell’s theory of electromagnetism, the F12 component of the curvature
2-form is sometimes called the magnetic field, and F01, F02 are referred to as the electric field.
The components A1, A2 are alternatively referred to as the magnetic potential, and A0 as the
electric potential.
The Lagrangian density for the Chern–Simons–Higgs system is given by
L[A,ϕ] =
κ
2
LCS[A]− 〈(A)Dµϕ, (A)Dµϕ〉 − U(ϕ)
where κ ∈ R \ {0} is called the coupling constant and U(ϕ) is a real-valued scalar potential.
The term LCS[A] is the Chern–Simons Lagrangian, defined as
LCS[A] = ǫ
µνρ
(
〈Aµ, ∂νAρ〉g + 1
3
〈Aµ, [Aν , Aρ]〉g
)
.
We say that (A,ϕ) is a solution to the Chern–Simons–Higgs equation if it is a formal crit-
ical point of the action (A,ϕ) 7→ S[A,ϕ] = ∫
R1+2
L[A,ϕ] dtdx. The corresponding Euler–
Lagrange equation satisfied by the formal critical points takes the form

(A)ϕ =
1
2
δU
δϕ
,
F =
1
κ
(⋆JCSH),
JCSH =〈T ϕ, (A)dϕ〉+ 〈(A)dϕ, T ϕ〉.
(1.5)
Here (A) = (A)Dµ (A)Dµ is the covariant d’Alembertian,
(A)dϕ = (A)Dµϕ dx
µ is the covariant
differential of ϕ and ⋆ is the Hodge star (see Section 2.3). The notation δU
δϕ
refers to the
functional derivative of U(ϕ), characterized by
d
ds
∣∣∣
s=0
(∫
R1+2
U(ϕ+ sf) dtdx
)
=
∫
R1+2
Re〈δU
δϕ
, f〉 dtdx
for all V -valued f ∈ C∞0 (R1+2). The linear operator T : V → g ⊗R V is defined as follows:
Given an orthonormal basis {eA} ⊆ g with respect to 〈·, ·〉g, let
T v =
∑
A
eA ⊗ T Av, where T A : V → V, v 7→ eA · v for each index A.
A compact way of denoting T A while respecting the difference between upper and lower
indices is to write T Av = ∑A′ δAA′eA′ · v, where δAA′ is the diagonal symbol that equals 1
when A = A′ and vanishes otherwise. The inner product between T v ∈ g⊗R V and w ∈ V
is naturally defined to be an element of g by the formula
〈T v, w〉 =
∑
A
〈T Av, w〉eA, 〈w, T v〉 =
∑
A
〈w, T Av〉eA.
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According to these definitions, note that 〈a · v, w〉 = 〈a, 〈T v, w〉〉g for a ∈ g and v, w ∈ V .
Note also that 〈T ϕ, (A)dϕ〉 and 〈(A)dϕ, T ϕ〉 in (1.5) define g-valued 1-forms.
In the study of the Chern–Simons–Higgs equation, a special emphasis is given to the self-
dual case, in which the energy functional has a particular structure so that its minima can
be found by solving a simpler first order elliptic equation (Bogomol’nyi equation). In this
case, the scalar potential U is given by
U(ϕ) = 1
κ2
∣∣∣δAA′〈T Aϕ, ϕ〉T A′ϕ+ v2ϕ∣∣∣2, (1.6)
where v ∈ R\{0} is a constant playing the role of the mass parameter for ϕ. Computing the
functional derivative, we are led to the following self-dual Chern–Simons–Higgs equation:

(A)ϕ− v
4
κ2
ϕ =UCSH(ϕ),
F =
1
κ
(⋆JCSH),
JCSH =〈T ϕ, (A)dϕ〉+ 〈(A)dϕ, T ϕ〉.
(CSH)
where
UCSH(ϕ) =
4v2
κ2
δAA′〈T Aϕ, ϕ〉T A′ϕ
+
1
κ2
δAA′δBB′〈T Aϕ, ϕ〉〈(T A′T B′ + T B′T A′)ϕ, ϕ〉T Bϕ
+
1
κ2
δAA′δBB′〈T Aϕ, ϕ〉〈T Bϕ, ϕ〉T A′T B′ϕ.
(1.7)
Our first main theorem (Theorem 1.5) is small data global existence for the general self-dual
Chern–Simons–Higgs equation (CSH). We remark that Theorem 1.5 is stated for (CSH) only
for the sake of concreteness. In fact, due to the perturbative nature of the proof, self-duality
is not essential for this theorem to hold; see Remark 1.6.
We now describe important special cases of (CSH). We begin with the case of the abelian
gauge group G = U(1), which has been extensively studied.
Example 1.2 (Abelian self-dual Chern–Simons–Higgs [13, Section IV.A]). Let G = U(1) =
{eiθ ∈ C}, so that g = u(1) = iR and 〈ia, ib〉g = ab for a, b ∈ R. Take V = C, equipped with
the usual inner product 〈z, w〉 = zw, and let ρ(eiθ)z = eiθz for eiθ ∈ U(1) and z ∈ C. Using
i as a basis for g = u(1), we may write T v = iv and (A)D = ∇+ iA for a real-valued 1-form
A. Therefore,
JCSH = i
(
ϕ(A)dϕ− ϕ (A)dϕ).
The self-dual potential is given by
U(ϕ) = 1
κ2
|ϕ|2(|ϕ|2 − v2)2.
for some v ∈ R \ {0}. Hence UCSH(ϕ) takes the form
UCSH(ϕ) =
1
κ2
(
− 4v2|ϕ|2ϕ+ 3|ϕ|4ϕ
)
.
Another important special case of (CSH) is when the structure group G is SU(N) (N > 1),
and it acts on the space sl(N,C) (complexification of the Lie algebra su(N)) by the adjoint
action.
4
Example 1.3 (Non-abelian self-dual Chern–Simons–Higgs with adjoint coupling [13, Sec-
tion V.B]). Let G = SU(N) (N > 1) be the group of N × N unitary matrices with unit
determinant, so that g = su(N) is the Lie algebra of N × N anti-hermitian matrices with
zero trace and 〈a, b〉g = tr(ab†) for matrices a, b. We take the state space to be the com-
plexification of the Lie algebra g = su(N), i.e., V = sl(N,C) is the space of N ×N complex
matrices with zero trace and 〈v, w〉V = tr(vw†). The group G acts on V via the adjoint
action ρ(g)v = gvg−1 for g ∈ SU(N) and v ∈ sl(N,C).
In this case, the current JCSH and the self-dual potential U(ϕ) take the form
JCSH =− [ϕ†, (A)dϕ] + [((A)dϕ)†, ϕ],
U(ϕ) = 1
κ2
∣∣∣[[ϕ, ϕ†], ϕ] + v2ϕ∣∣∣2,
for some v ∈ R \ {0}. Hence UCSH(ϕ) is given by
UCSH(ϕ) =
4v2
κ2
[ϕ, [ϕ, ϕ†]] +
1
κ2
(
2[[ϕ, [ϕ†, [ϕ, ϕ†]]], ϕ] + [[ϕ, [ϕ, ϕ†]], [ϕ, ϕ†]]
)
.
1.2. Non-abelian Chern–Simons–Dirac equations. Here we describe the Chern–Simons–
Dirac equation with a general gauge group G. Our formulation includes the well-studied
abelian case [20] as a special case; see Example 1.4.
Let G be a Lie group with a positive-definite bi-invariant metric, W be a complex vector
space with an inner product 〈·, ·〉W , and ρ : G → U(W ) be a unitary representation. In
order to describe the Chern–Simons–Dirac system with a general gauge group G, we first
need to describe the spinor multiplet fields on R1+2.
Let γµ (µ = 0, 1, 2) be the gamma matrices, which are C-valued 2× 2 matrices satisfying
γµγν + γνγµ = −2(η−1)µν I2×2 . (1.8)
The standard representations of γµ are given by
γ0 =
(
1 0
0 −1
)
, γ1 =
(
0 1
−1 0
)
, γ2 =
(
0 −i
−i 0
)
.
The space of spinors associated to the Minkowski space (R1+2, η) is simply ∆ = C2, on
which the gamma matrices act by matrix multiplication, and the spinor bundle is the trivial
bundle S = R1+2 ×∆. Let E˜ be a vector bundle with fiber W and structure group G. The
bundle of spinor multiplets is the tensor product E = S ⊗C E˜, whose fiber is V = ∆⊗C W .
Using the triviality of the bundle E, we will identify the sections (or spinor multiplet fields)
of E with V -valued functions on R1+2.
The gamma matrices γµ and the elements g ∈ G, a ∈ g act on V by the rules
γµ(s⊗ w) = γµs⊗ w, g · (s⊗ w) = s⊗ ρ(g)w, a · (s⊗ w) = s⊗ (dρ ↾I (a)w),
where s ∈ ∆ and w ∈ W . Moreover, the inner products on ∆ andW induce an inner product
〈·, ·〉V on V , characterized by
〈s1 ⊗ w1, s2 ⊗ w2〉V = (s†2s1)〈w1, w2〉W ,
where s1, s2 ∈ ∆ and w1, w2 ∈ W . Note that γ0 is hermitian, γj (j = 1, 2) is anti-hermitian,
g ∈ G is unitary and a ∈ g is anti-hermitian with respect to 〈·, ·〉V .
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Given a g-valued connection 1-form A, a spinor multiplet field ψ and a vector X on R1+2,
we define the gauge covariant derivative (A)DX in the direction X associated to A by
(A)DXψ = ∇Xψ + A(X) · ψ. (1.9)
The curvature 2-form F is defined by (1.2) as in the case of Chern–Simons–Higgs. In addition,
we introduce the covariant Dirac operator, defined by
(A) 6D := γµ (A)D∂µ .
The Chern–Simons–Dirac Lagrangian density is given by
L[A,ψ] =
κ
2
LCS + i〈(A) 6Dψ, γ0ψ〉+m〈ψ, γ0ψ〉.
where κ 6= 0 is the coupling constant and m > 0 is the mass of the spinor multiplet field
ψ and 〈·, ·〉 = 〈·, ·〉V . The Chern–Simons–Dirac equation for (A,ψ) is the Euler–Lagrange
equation for the action S[A,ψ] = ∫
R1+2
L[A,ψ] dtdx, and takes the form

i(A) 6Dψ +mψ =0
F =
1
κ
(⋆JCSD)
JCSD(∂µ) =− iηµν〈γ0γνT ψ, ψ〉.
(CSD)
Here T v ∈ g⊗V for v ∈ V is again defined as T v =∑A eA⊗T Av with T Av =∑A′ δAA′eA′ ·v,
where {eA} is any orthonormal basis for g with respect to 〈·, ·〉g. The matrix γ0γν acts on
T v in the natural fashion, i.e., γ0γνT v =∑A eA ⊗ γ0γνT Av.
An important special case of (CSD) is when the gauge group is abelian, i.e., G = U(1).
Example 1.4 (Abelian Chern–Simons–Dirac [20]). Let G = U(1), g = u(1) = iR and
〈ia, ib〉g = ab for a, b ∈ R. Taking W = C with the usual action of U(1), we have the natural
equivalence V = ∆ ⊗C C ∼= ∆ = C2 and eiθ ∈ U(1) acts on this space by component-wise
multiplication. Then the 1-form JCSD takes the form
JCSD(∂µ) = ηµν(ψ
†γ0γνψ).
1.3. Main theorems. We now state precisely the main theorems of this paper, which are
small data global existence and decay results for the general Chern–Simons–Higgs and Dirac
equations formulated above.
We begin with the case of (CSH). We say that a triplet (a, f, g) of a g-valued 1-form
a = a1dx
1 + a2dx
2 and V -valued functions f, g on Σ0 = {0} × R2 is an initial data set for
(CSH) if it obeys the (CSH) constraint equation, i.e.,
∂1a2 − ∂2a1 + [a1, a2] = −1
κ
(
〈T f, g〉+ 〈g, T f〉
)
. (1.10)
We say that (A,ϕ) is a solution to the initial value problem (IVP) for (CSH) with data
(a, f, g) if (A,ϕ) solves (CSH) and obeys
(A,ϕ, (A)D0ϕ) ↾Σ0= (a, f, g),
where the notation ↾Σ0 refers to the pullback along the embedding Σ0 →֒ R1+2; see the end
of Section 2.3 for the precise definition. Note that the constraint equation is precisely the
pullback of the equation F = 1
κ
⋆ JCSH along the embedding Σ0 →֒ R1+2; hence it necessarily
holds for (a, f, g) if a solution to the IVP exists.
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The precise statement of the main theorem for (CSH) is as follows.
Theorem 1.5. Consider the IVP for (CSH) with v 6= 0 and κ 6= 0. There exists a positive
function δ1(R) of R ∈ (0,∞) such that the following holds. Let (a, f, g) be a smooth initial
data set for (CSH) obeying
supp (f, g) ⊆ BR,
5∑
k=1
‖((A,Σ0)D(k)f, (A,Σ0)D(k−1) g)‖L2(R2) + ‖f‖L2(R2) ≤ ǫ, (1.11)
where BR := {x ∈ R2 : |x| < R} and (A,Σ0)D is the (induced) gauge covariant derivative on
{0}×R2. If ǫ ≤ δ1(R), then a smooth solution to the IVP exists globally, and it is unique up
to smooth local gauge transformations. Moreover, the solution (φ,A) exhibits the following
gauge invariant asymptotic behavior:
|φ(t, x)|+ |(A)Dφ(t, x)| < Cǫ(1 + |t|)−1. (1.12)
By uniqueness up to smooth local gauge transformations, we mean the following: Given
two solutions (A,ϕ), (A′, ϕ′) to the IVP for (CSH), there exists an open covering {Oα}α∈A
of R1+2 and smooth functions (local gauge transformations) {Uα : Oα → G}α∈A such that
the gauge transform of (A,ϕ) ↾Oα by Uα equals (A
′, ϕ′), i.e.,
(A′, ϕ′)(t, x) = (UαAU−1α − dUαU−1α , Uα · ϕ)(t, x) for every (t, x) ∈ Oα.
Remark 1.6. As one may expect from the perturbative nature of the statement, the exact
self-duality of (CSH) is unnecessary for Theorem 1.5 to hold. It will be clear from our proof
that the important points are: U(ϕ) has a positive mass term m2|ϕ|2 (m 6= 0) and the
remaining terms of U(ϕ) are quartic or higher in ϕ, so that U(ϕ) is cubic or higher.
Next, we consider the case of (CSD). We say that a pair (a, ψ0) of a g-valued 1-form
a = a1dx
1 + a2dx
2 and V = ∆ ⊗ W -valued functions ψ0 on Σ0 is an initial data set for
(CSD) if it obeys the (CSD) constraint equation, i.e.,
∂1a2 − ∂2a1 + [a1, a2] = − i
κ
〈T ψ0, ψ0〉 (1.13)
We say that (A,ψ) is a solution to the IVP for (CSD) with data (a, ψ0) if (A,ψ) solves (CSD)
and obeys
(A,ψ) ↾Σ0= (a, ψ0).
Again, since the constraint equation (1.13) is a part of (CSD), it necessarily holds for (a, ψ0)
if a solution to the IVP exists.
We now state our main theorem for (CSD).
Theorem 1.7. Consider the IVP for (CSD) with m 6= 0 and κ 6= 0. There exists a positive
function δ2(R) of R ∈ (0,∞) such that the following holds: Let (a, ψ0) be a smooth initial
data set obeying
suppψ0 ⊆ BR,
5∑
k=0
‖(A,Σ0)D(k)ψ0‖L2(R2) < ǫ. (1.14)
If ǫ ≤ δ2(R), then a smooth solution to the IVP exists globally on R1+2, and it is unique up
to smooth local gauge transformations. Moreover, the solution (ψ,A) exhibits the following
gauge invariant asymptotic behavior:
|ψ(t, x)|+ |(A)Dψ(t, x)| < Cǫ(1 + |t|)−1. (1.15)
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The notion of uniqueness up to smooth local gauge transformations is defined as in the
case of (CSH).
We conclude this section with a few remarks.
Remark 1.8. For (CSH), global existence and regularity for initial data of arbitrary size have
been already established in the abelian case (Example 1.2); see [8, 48, 38]. This result is
essentially proved by iterating a local well-posedness theorem with the help of the conserved
energy of the system, with respect to which (CSH) is subcritical. Even when global regularity
is known, however, Theorem 1.5 provides complementary information about the asymptotic
decay of the solution, at least in the regime of small compactly supported initial data.
On the other hand, for (CSD) a similar global regularity statement is not available even
in the abelian case; to our knowledge, Theorem 1.7 is the first global existence result for
(CSD).
Remark 1.9. Dependence of δ1 and δ2 on the size R of the support of the matter field is a
technical condition, which is common in the literature of nonlinear Klein-Gordon equations.
It arises from the use of foliation by hyperboloids (see Subsection 2.5), which only covers the
domain of dependence of a ball in {t = 0} (or equivalently, an outgoing null cone). One idea
for removing this condition is to prove a separate global existence and decay theorem in the
domain of dependence of {t = 0} \BR. In this region, one may exploit the improved rate of
decay for solutions to the free Klein-Gordon equation, namely t−N for any N as opposed to
t−1 in the case considered in the present paper.
1.4. Main ideas. In this subsection, we discuss the key difficulties of the problem and
thereby motivate the main ideas of the paper. To keep the discussion simple and concrete,
we mostly focus on the special case of the abelian self-dual Chern–Simons–Higgs equation
(Example 1.2), where we furthermore fix v = κ = 1. Unless otherwise specified, we let
(A, φ) denote a solution to this system on R1+2, which is assumed to be smooth and suitably
decaying in space.
The problem of magnetic charge. The main difficulty for studying the precise asymptotic
behavior of a solution is the possible long range effect of the total magnetic charge of the
system, which is defined by
q =
∫
{t}×R2
F.
By integrating the equation dF = d2A = 0 over sets of the form (t1, t2) × R2 and applying
Stoke’s theorem, it follows that q is conserved in time. On the other hand, integrating
dA = F over a ball of the form {t} ×BR, where t ∈ R and R > 0, we see that∫
{t}×∂BR
A =
∫
{t}×BR
F → q as R→∞.
For generic initial data, the total magnetic charge q would be non-zero. In this case, the
preceding computation shows that a part of A has a long range tail qr−1 as r →∞. This be-
havior is potentially problematic, since upon expansion the covariant Klein–Gordon equation
for φ has a quadratic term of the form 2iAµ∂µφ and r
−1 is not integrable.
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Gauge covariant vector field method for Chern–Simons theories. To overcome the above
difficulty, we observe that the r−1 tail manifests itself in gauge dependent fields, such as A,
but not for gauge covariant fields, such as F . In fact, note that F is compactly supported
if φ is. These considerations suggest that it might be favorable to analyze the long time
behavior of solutions to Chern–Simons theories in a gauge covariant fashion. To this end,
we develop and employ a gauge covariant version of the celebrated vector field method,
which originated in [29, 27, 11] in the context of the wave equation, and was first used in
the context of Klein–Gordon equations in [28]. The key idea of the gauge covariant vector
field method is to replace the commuting vector fields Zµν (see Section 2.4) by their gauge
covariant analogues
Zµν = xµ∂ν − xν∂µ 7→ Zµν = (A)DZµν = xµ(A)Dν − xν (A)Dµ,
expressed in the rectilinear coordinates (x0, x1, x2). On one hand, we develop a geometric
formalism based on exterior differential calculus and Hodge duality, which seem natural for
Chern–Simons theories, to compute iterated commutators of Zµν with the Chern–Simons sys-
tem (see Section 5). On the other hand, we establish a gauge invariant Klainerman–Sobolev
inequality (Proposition 4.3), which converts boundedness of generalized energy constructed
by commutation of Zµν to pointwise decay.
A gauge invariant version of the Klainerman–Sobolev inequality for the Klein–Gordon
equation was first proved by Psarelli in the work [46, 47] on the massive Maxwell–Klein–
Gordon and Maxwell–Dirac equations in R1+3. We remark that a gauge covariant vector field
method was employed in the study of massless Maxwell–Klein–Gordon equation in R1+3 as
well; see [34, 3]. Furthermore, a suitable version of this method proved to be useful in
the small data global existence problem for the closely related Chern–Simons–Schro¨dinger
equation in R1+2 [41].
The problem of anomalous commutation. The success of the vector field method relies on a
good commutation property of the system with the commuting vector fields, which in this
case are Zµν . However, it turns out that the Chern–Simons theories exhibit an anomalous
commutation property with Zµν , which is a priori problematic. To demonstrate this issue in
more detail, we begin by computing (up to the main term) the commutator between Zµν and
the covariant Klein–Gordon operator (A)− 1 using the Chern–Simons equation F = ⋆J :
[Zµν ,
(A)− 1]ϕ =ιZµν ⋆ ((dJ) ∧ ϕ)− 2ιZµν ⋆ (J ∧ (A)dϕ) + (l.o.t.)
=Ncubic + (l.o.t.)
(1.16)
where (l.o.t.) denotes terms which are quintic and higher in ϕ and
Ncubic = ιZµν ⋆ (ϕ ∧ (A)dϕ ∧ (A)dϕ).
A simple computation (see Lemma 5.22) shows that, in general, the best one can say is
|Ncubic| = |ιZµν ⋆ (ϕ ∧ (A)dϕ ∧ (A)dϕ)| ≤ C|ϕ||Tϕ||Sϕ|,
where T denotes one of {(A)D0, (A)D1, (A)D2} and S is the gauge covariant analogue the
scaling vector field, i.e., S = xµ (A)Dµ.
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The appearance of Sϕ is undesirable, since S does not commute well with (A)−1. Indeed,
comparing1 with the free case, we see that |Sϕ| should not exhibit any decay in time. In
general, one may hope for uniform boundedness of |Sϕ| at best. This fact renders the
nonlinearity Ncubic essentially quadratic, which is borderline for closing the proof of global
existence with only the (gauge invariant) Klainerman–Sobolev inequality.
In fact, even when we assume the sharp decay rate
|ϕ|+ |Nϕ| . ǫt−1, (1.17)
where N = 1√
t2−r2S is the normalization of S, the gauge covariant vector field method
discussed so far seems to only lead to a weak decay rate
|Z(m)ϕ|+ |NZ(m−1)ϕ| . ǫt−1 logm+2(1 + t) (1.18)
due to the above anomalous commutation property. In particular, this decay is insufficient
to recover the sharp decay rate (1.17).
Gauge covariant ODE method for decay. To solve the problem of anomalous commutation,
we begin by observing that the equation for ϕ itself without any commutation with Zµν ,
((A)− 1)ϕ = UCSH(ϕ), (1.19)
is favorable in the sense that UCSH(ϕ) is at least cubic or higher in ϕ, and no nonlinearity
containing Sϕ is present. If one is able to work directly with this equation, then one may
hope to prove that at least the undifferentiated field ϕ obeys the sharp decay rate t−1.
Fortunately, this is indeed the case. We first rewrite (A)− 1 as
((A)− 1)ϕ =− 1
τ 2
(A)Dτ (τ
2(A)Dτϕ)− ϕ+△A,Hτϕ
=
1
t
[
− (A)D2τ (tϕ)− tϕ+O
( ǫ3
t1+
)] (1.20)
where τ =
√
t2 − r2 and △A,Hτ is the covariant on constant τ -hypersurfaces; see Section 4.3
for more details. The last equality can be justified just using the weak decay bounds (1.18).
By (1.18), (1.19) and (1.20), it follows that
(A)D2τ (tϕ) + tϕ = O
( ǫ3
t1+
)
which may be viewed as gauge covariant ODE for tϕ. Multiplying by (A)Dτ (tϕ) and inte-
grating in τ , we recover the sharp decay rate (1.17) in terms of the initial data, which allows
us to close the whole proof.
We note that such an ODE technique has been used effectively in non-gauge covariant
setting to handle nonlinear Klein–Gordon equations exhibiting modified scattering; see, for
instance, [33]. We also the mention the work [12], where a similar ODE technique was used.
1Let f be a solution to the free Klein–Gordon equation ( − 1)f = 0 with compactly supported data.
In general, the sharp decay rate for ∇f and f is τ−1, where τ = √t2 − r2. Since each Zµν commutes with
− 1, note that |Zµνf | . τ−1 as well. If, in addition, |Sf | . τ−α for any α > 0, then it can be proved that
|∇f | . τ−min{1+α,2}, which is impossible in general.
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Squaring the covariant Dirac equation. Finally, we remark that it is possible to treat Chern–
Simon–Dirac with mass on the same footing as Chern–Simons–Higgs, using the well-known
fact that squaring the (covariant) Dirac operator leads to a (covariant) Klein–Gordon oper-
ator. The lower order terms turn out to be cubic in ψ, which is acceptable; see Section 3.1
for more details. We remark that the same observation was used by Psarelli [47] to treat
the small data global existence problem for the massive Maxwell–Dirac equation in R1+3
essentially in the same fashion as the massive Maxwell–Klein–Gordon equation in the same
spacetime.
1.5. History of the problem and related results. The relativistic Chern–Simons model
in R1+2 was first suggested by Hong–Kim–Pac [18] and Jackiw–Weinberg [24] to study vortex
solutions of the Abelian Higgs model carrying both electric and magnetic charges. When the
potential in the Lagrangian is self-dual (Example 1.2), the minimum of energy is saturated
if and only if (A,ϕ) satisfies a simpler system of first order equations called the self-dual
equations, or the Bogomol’nyi equations. The self-dual equations can be further reduced to a
single elliptic equation by the Jaffe–Taubes reduction [25]. According to boundary conditions
|ϕ| → 0 or |ϕ| → 1 at infinity, the solutions are called topological or non-topological,
respectively. The topological solution was constructed earlier by Wang [53]. The general
multi-vortex non-topological solution was later constructed by Chae–Imanuvilov [9].
The relativistic non-abelian Chern–Simons model was proposed by Kao and Lee [26],
and Dunne [14, 15]. The supersymmetric Chern–Simons model was discussed in [16, 17,
37]. Topological solutions were constructed by Yang [51]. The existence of non-topological
solutions was obtained very recently and the general theory is still limited. For the recent
developments we refer to [1, 32, 19, 10]. Most of the known results consider B = SU(3) as
the gauge group.
In recent years, the initial value problem for relativistic Chern–Simons theories has been
studied by many authors. Most of the work in the literature (to the best of our knowledge)
concern well-posedness of such equations under a certain gauge condition.
The most investigated case so far is the abelian Chern–Simons–Higgs equation (Exam-
ple 1.2). This equation is energy subcritical : After neglecting the lower order linear and
cubic terms in the potential, the scaling critical Sobolev space is (φ, ∂tφ) ∈ H˙1/2x × H˙−1/2x ,
whereas the energy (essentially) controls the H˙1x × L2x norm. Global well-posedness of the
IVP with sufficiently smooth initial data was proved by Chae–Choe [8] in the Coulomb
gauge ∂1A1+∂2A2 = 0, by combining higher order energy estimate with the Bre´zis–Gallouet
inequality [6]. Afterwards, building on the work of Huh [21, 22] and Bournaveas [4] on
low regularity local well-posedness, global well-posedness for arbitrary finite energy data
was established by Selberg–Tesfahun [48] in the Lorenz gauge −∂0A0 + ∂1A1 + ∂2A2 = 0.
The regularity condition for local well-posedness has been subsequently improved in various
gauges (Lorenz, Coulomb and temporal A0 = 0) by various authors [23, 38, 43, 45].
The local well-posedness theory for the abelian Chern–Simons–Dirac equation (Example
1.4) parallels that of the abelian Chern–Simons–Higgs equation; see [20, 23, 42, 5, 44]. We
note however that the scaling critical Sobolev space for this equation is ψ ∈ L2x, which
coincides with the only known coercive conserved quantity of the equation (charge). Conse-
quently, large data global well-posedness is far more difficult to establish in the Dirac case
compared to the Higgs case, and remains a major open problem.
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The IVP for relativistic Chern–Simons equations with general non-abelian gauge groups
has not been addressed much in the literature. In the small data case, the local well-posedness
theory in the abelian case extends without much difficulty. However, new issues arise when
considering data of arbitrary size. For instance, the classical result of Uhlenbeck (see Proposi-
tion 3.2) on the existence of a regular gauge transformation into the Coulomb gauge requires
a certain smallness condition, which makes the existing proofs of global well-posedness of
the abelian Chern–Simons–Higgs equation fail in the non-abelian case. Nevertheless, in the
forthcoming work of the second author, global well-posedness for any finite energy data is
proved for the Chern–Simons–Higgs equation with general non-abelian gauge groups, using
the Yang–Mills heat flow gauge introduced in [39, 40].
Finally, we mention the recent development concerning a non-relativistic version of Chern–
Simons theory, namely the (abelian) Chern–Simons–Schro¨dinger equation. This equation is
critical with respect to the conserved mass, i.e., the L2-norm of the Schro¨dinger field. After
the initial work of Berge´–de Bouard–Saut [2], local well-posedness for data small in Hs for
any s > 0 was established in the interesting work of Liu–Smith–Tataru [36] using the heat
gauge A0 = ∂1A1 + ∂2A2.
We are aware of two works on Chern–Simons–Schro¨dinger equation on the global in time
behavior of the solutions. One is the recent work of Liu–Smith [35], where large data global
well-posedness and scattering for subthreshold mass was established under equivariance sym-
metry. Another is the work [41] of the second author with Pusateri, where analogue of the
main theorems of this paper (i.e., global existence and optimal pointwise decay rate of the
solution with small localized data) was established for Chern–Simons–Schro¨dinger without
any symmetry assumptions. In fact, by revealing a new genuinely cubic null structure of
the Chern–Simons–Scho¨dinger equation in the Coulomb gauge, it was furthermore proved in
[41] that the solutions scatter to free waves in this gauge. At the moment, scattering to free
waves in any gauge is open for (CSH) and (CSD).
1.6. Structure of the paper. This paper is structured as follows.
• In Section 2, the basic geometric setup (e.g., tensor notation, vector bundles, exterior
differential calculus, Killing vector fields etc.) is given.
• Next, in Section 3, preliminary reductions of the main theorems are performed. For
instance, a unified system of equations (3.2) is introduced, which allows us to treat
(CSH) and (CSD) concurrently. By the end of this section, the proof of the main
theorems is reduced to showing the main a priori estimates, Proposition 3.6.
• In Section 4, the main analytic tools of the paper are presented, including a gauge
covariant vector field method (energy inequality and Klainerman–Sobolev inequality).
Also introduced are a gauge covariant ODE argument for establishing the sharp decay
rate, and gauge invariant Gagliardo–Nirenberg inequalities.
• Section 5 is the algebraic heart of the paper; we use the formalism of exterior differ-
ential calculus for vector-valued forms to derive the commutation properties of the
Chern–Simons systems with respect to the Killing vector fields Zµν .
• Finally, in Section 6, we use the tools developed in Sections 4 and 5 to establish
Proposition 3.6, thereby completing the proof of the main theorems.
• In Appendix A, we record the reduced systems in the temporal and Cronstro¨m gauges.
These computations are used in Section 3.
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2. Geometric setup and notation
In this section we provide the basic geometric setup used in this paper. We also take this
opportunity to fix the notation and conventions.
2.1. Tensor notation. In this paper, we mostly use the invariant notation for tensors. All
tensor products, unless otherwise specified, are taken over R. The metric dual 1-form of a
vector field X will be denoted X♭, and the metric dual k-contravariant tensor of a k-covariant
tensor T will be denoted by T♯. The Levi-Civita connection associated to the Minkowski
metric η will be denoted by ∇. This connection is trivial (i.e., has vanishing Christoffel
symbols) in the rectilinear coordinates (t = x0, x1, x2).
Greek indices (e.g., µ, ν) run over 0, 1, 2, and are used either to indicate tensor components
in the rectilinear coordinates (t = x0, x1, x2) or to parametrize Killing vector fields on R1+2;
see Subsection 2.4 below. We employ the Einstein summation convention of summing up
repeated upper and lower indices. Furthermore, indices are raised or lowered using the metric
η, e.g., T µ = (η−1)µνTν .
Sometimes it will be convenient to employ the abstract index notation, which we now
briefly explain. The abstract indices a, b, c, . . . are not numbers (like µ, ν = 0, 1, 2), but rather
placeholders which indicates the type of a tensor. For example, a vector field is written as Xa
and a k-covariant tensor is denoted by Ta1···ak . Contraction is indicated by repeated upper and
lower abstract indices as in the Einstein summation convention, e.g., T (X, Y ) = TabX
aY b
for a 2-covariant tensor T and vector fields X and Y . This elegant representation of the
contraction operation is a key advantage of the abstract index notation. Finally, abstract
indices are raised and lowered using the metric η. When applied to all indices of a vector
field Xa or a k-covariant tensor Ta1···ak , this is equivalent to taking their respective metric
dual, i.e., Xa = X
♭
a and T
a1···ak = T a1···ak♯ .
2.2. Vector bundles and gauge structure of (CSH) and (CSD). The proper way to
describe gauge theories is to use the language of vector bundles. For a general introduction
to the theory of vector bundles, we refer to [30, 31].
In this paper, we only need to consider the trivial V -bundle E := R1+2× V for a complex
vector space V , equipped with a metric 〈·, ·〉V , as well as the restricted bundles on subsets
O ⊆ R1+2. For simplicity, we will often omit the subscript V and write 〈·, ·〉 = 〈·, ·〉V .
The sections of E may be identified with the V -valued functions on R1+2 by the following
procedure. Take a global orthonormal frame field {Θa}, i.e., dimV -many sections which form
an orthonormal basis with respect to 〈·, ·〉 at every point; it exists thanks to the triviality
of E. Then identifying the frame {Θa(p)} at each point p ∈ R1+2 with a fixed basis {θa} of
V , we obtain the desired identification. Note that this procedure works equally well for any
vector bundle equipped with a real or complex inner product (e.g., the adjoint g-bundle) on
any contractible subset of R1+2. In this paper, this identification is freely used.
A G-valued function U acts naturally (on the left) on a V -valued function φ by the
pointwise action, i.e,. (U · φ)(p) = U(p) · φ(p). Geometrically, this corresponds to a change
of frame at each point p by an appropriate action (on the right) of U(p). We call U a gauge
transformation, and U · φ the gauge transform of φ by U .
Given a section φ of E, realized as a V -valued function, a gauge covariant derivative (A)D
of φ can be written in reference to ∇ as in (1.1); it is characterized by a g-valued 1-form
A, called the corresponding connection 1-form. The commutator of two gauge covariant
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derivatives leads to the curvature 2-form F by (1.2). Under a gauge transformation U , the
connection 1-form A and the curvature 2-form F transform under the rules
A 7→ UAU−1 − (dU)U−1, F 7→ UFU−1. (2.1)
As a consequence, note that F takes values in the adjoint g-bundle, whereas A does not.
Let A be any connection 1-form. As the representation ρ is unitary, g acts on V by
anti-hermitian operators; hence we have the following Leibniz rule for V -valued functions:
∇〈φ1, φ2〉 = 〈(A)Dφ1, φ2〉+ 〈φ1, (A)Dφ2〉. (2.2)
Similarly, by the bi-invariance of 〈·, ·〉g, we have
∇〈a1, a2〉g = 〈(A)Da1, a2〉g + 〈a1, (A)Da2〉g (2.3)
for g-valued functions a1, a2.
Finally, if we define (A)Da (where a is g-valued) by the adjoint action (i.e., Lie bracket),
then
(A)D(a · φ) = ((A)Da) · φ+ a · (A)Dφ. (2.4)
where a and φ are g- and V -valued functions, respectively.
2.3. Exterior differential calculus. We now introduce basic operations of the exterior
differential calculus, which will be our main tool for computing commutation relations. A
standard reference is [30, Chapter 1]. Our notation is as follows: ∧ denotes the wedge
product, d is the exterior derivative and ιX is the interior product
2 with a vector field X .
The Lie derivative with respect to X will be denoted by LX . This operation makes sense for
any tensor field; in particular, one has LXf = Xf for a function f and LXY = [X, Y ] for a
vector field Y .
We also need to develop the exterior differential calculus of vector- and Lie algebra-valued
forms. Let V be a complex vector space, equipped with an inner product 〈·, ·〉V . Consider
also the Lie algebra g associated with G, whose action on V is denoted by a ·v (a ∈ g, v ∈ V ).
When V = g, we let g act by the adjoint action, i.e., a · v = [a, v].
A V -valued k-form at a point p ∈ R1+2 is a totally anti-symmetric multilinear form that
takes in k tangent vectors at p and gives an element of V . A (smooth) V -valued k-form on
an open subset U of R1+2 is a (smooth) association of points p with a V -valued k-form at
p. A g-valued k-form is defined similarly. In order to distinguish from these objects, the
usual k-forms on R1+2 will be referred to as being real-valued. Any V -valued k-form can
be decomposed to a linear combination of tensor products of the form φ ⊗ ω, where φ is a
V -valued function and ω is a real-valued k-form.
The operations d and ιX are naturally extended (component-wisely) to V - and g-valued
k-forms, as well as the wedge product v∧ω of a V -valued k-form v and a real-valued ℓ-form
ω. On the other hand, we define the wedge product a ∧ v of a g-valued k-form a and a
V -valued ℓ-form v using the action (on the left) of g on V . This product is characterized by
the relation
(b⊗ ω1) ∧ (φ⊗ ω2) = (b · φ)ω1 ∧ ω2
2Our convention is that the contraction takes place in the left-most slot, i.e., (ιXω)(Y1, . . . , Yk−1) =
ω(X,Y1, . . . , Yk−1).
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for a g-valued function b, a V -valued function φ and real-valued differential forms ω1, ω2. In
particular, when V = g, the wedge product of two g-valued forms a, b is defined using the
adjoint action, or the Lie bracket; for this reason, we use the notation [a∧b] for this product.
Throughout the paper, the following convention is in effect:
Convention. Unless otherwise specified by parentheses, wedge products are understood to be
taken from the right to the left.
Note that, due to the lack of associativity of the Lie bracket, the wedge product of g-valued
forms generally fails to be associative, i.e., we have [[a∧b]∧c] 6= [a∧ [b∧c]] for g-valued forms
a, b, c in general. Similarly, for a V -valued form v, in general we have [a∧ b]∧ v 6= a∧ (b∧ v).
Given a connection 1-form A, we define the gauge covariant exterior derivative (A)d of a
V -valued k-form v to be
(A)dv = dv + A ∧ v. (2.5)
Furthermore, the gauge covariant Lie derivative is defined as
(A)LXv = LXv + (ιXA)v. (2.6)
Observe that for V -valued functions, both definitions coincide with the gauge covariant
derivative, i.e., (A)dAφ(X) =
(A)LXφ = (A)DXφ.
The Hodge star operator associated to η is denoted by ⋆. This operator linearly maps a
real-valued k-form (k = 0, 1, 2, 3) to a real-valued (3 − k)-form, and is characterized by the
relation
ω1 ∧ ⋆ω2 = η−1(ω1, ω2)ǫ, (2.7)
where ǫ = dx0∧dx1∧dx2 is the volume form on R1+2 and η−1(·, ·) is the induced Minkowski
metric3 on real-valued k-forms. This definition naturally extends to V - and g-valued dif-
ferential forms componentwisely. Equivalently, the Hodge star operator ⋆ on a V - [resp.
g-]valued k-form is characterized by the relation
⋆(φ⊗ ω) = φ⊗ ⋆ω
for φ ∈ V [resp. φ ∈ g] and a k-form ω.
In order to measure the size of real-valued forms, we use the auxiliary Euclidean metric
(dx0)2 + (dx1)2 + (dx2)2, which has the benefit of being parallel. Hence for a real-valued
k-form ω, we define
|ω|2 =
∑
µ1<···<µk
|ω(Tµ1, . . . , Tµk)|2,
where Tµ = ∂µ in the rectilinear coordinates. The norm of a V - or g-valued k-form is defined
similarly, using in addition 〈·, ·〉V or 〈·, ·〉g, respectively.
Given a V -valued k-form v on R1+2 and an embedded submanifold Σ ⊂ R1+2 of R1+2, we
denote by v ↾Σ the pullback of v along the inclusion map ι : Σ →֒ R1+2, which is a V -valued
k-form on Σ characterized by
v ↾Σ (X1, . . . , Xk) = v(dι(X1), . . . , dι(Xk))
for every p ∈ Σ and X1, . . . , Xk ∈ TpΣ, where dι : TpΣ → Tι(p)R1+2 is the differential of the
map ι at p. In particular, if v is a V -valued 0-form (i.e., a V -valued function) then v ↾Σ is
simply the restriction of v to Σ.
3The induced Minkowski metric for real-valued k-forms is defined so that given any orthonormal set of
1-forms {e0, e1, e2}, {ei1 ∧ · · · ∧ eik : i1, . . . , ik = 0, 1, 2} is orthonormal.
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For further formulae and results in exterior differential calculus, we refer to Section 5.1.
2.4. Killing vector fields on R1+2. A vector field on a Lorentzian (more generally, pseudo-
Riemannian) manifold is said to beKilling if it generates a one-parameter group of isometries.
As is well-known, there are 6 linearly independent Killing vector fields on R1+2, given in the
rectilinear coordinates (t = x0, x1, x2) by
• Translations: Tµ = ∂µ
• Lorentz transforms and rotations: Zµν = xµ∂ν − xν∂µ
where µ, ν = 0, 1, 2 and xµ = ηµλx
λ. These vector fields commute with the Klein-Gordon
operator − 1. We also define the scaling vector field
S = xµ∂µ,
which is not a Killing vector field. It is a conformal Killing vector field, but it does not
satisfy a good commutation relation with respect to − 1.
The span of the vector fields Tµ, Zµν and S form a Lie algebra under the natural commu-
tation operation. Schematically, their commutation relations are given as follows:
[T, T ] =0, [Z, T ] =T, [Z,Z] =Z,
[T, S] =T, [Z, S] =0, [S, S] =0.
Below, we will often consider covariant derivatives of V -valued functions with respect to
the vector fields introduced above. It will be convenient to introduce the following notation:
Tµ :=
(A)DTµ, Zµν :=
(A)DZµν = xµTν − xνTµ, S = (A)DS = xµTµ.
Furthermore, in view of (2.8) below, we also introduce the notation
N = (A)DN = τ
−1S.
Note that these covariant differential operators coincide with the covariant Lie derivatives
along the same vector fields, i.e., Zµνφ =
(A)LZµνφ etc.
2.5. Spherical and hyperboloidal polar coordinates. On each constant t-hypersurface,
we define the spherical polar coordinates (r, θ) ∈ (0,∞)× [0, 2π) by
x1 = r cos θ, x2 = r sin θ.
In what follows, we will refer to this coordinate system simply as the polar coordinates. In
this coordinate system the metric takes the form
η = −dt2 + dr2 + r2dθ2.
Define the function ωj in the rectilinear coordinates (t, x
1, x2) by
ωj = ω
j :=
xj√
(x1)2 + (x2)2
(j = 1, 2) .
In the polar coordinates, we have ω1 = cos θ and ω2 = sin θ.
The hyperboloidal polar coordinate system is the Minkowski analogue of the spherical
polar coordinate system on Euclidean spaces. The coordinates consist of (τ, y, θ) ∈ (0,∞)×
(0,∞)× [0, 2π), where
t = τ cosh y, r = τ sinh y.
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These coordinates cover (of course, minus the axis of rotation {(x0, 0, 0)}, like the standard
polar coordinates) the solid future light cone
C0 = {(x0, x1, x2) : −(x0)2 + (x1)2 + (x2)2 < 0, x0 > 0}.
In this coordinate system, the metric and its inverse take the form
η =− dτ 2 + τ 2dy2 + τ 2 sinh2 ydθ2,
η−1 =− ∂τ ⊗ ∂τ + τ−2∂y ⊗ ∂y + τ−2(sinh y)−2∂θ ⊗ ∂θ .
We denote the constant τ -hypersurface by Hτ . Observe that the future pointing unit normal
N = nHτ to Hτ is equal to ∂τ , which coincides with the vector field τ−1S, i.e.,
N = nHτ = ∂τ = τ
−1S. (2.8)
The induced volume form on Hτ is given by
dσHτ = τ
2 cosh y dydθ.
The hyperboloidal polar coordinates are useful since they are Lorentz-invariant, i.e., the
vector fields Zµν are tangent to Hτ . Indeed, partial derivatives in the hyperboloidal polar
coordinate system are related to Zµν by
∂θ =Z12, (2.9)
∂y =− (ω1Z01 + ω2Z02). (2.10)
We also note that
cosh y
sinh y
∂θ =− (ω1Z02 − ω2Z01). (2.11)
which is favorable in the region {r ≤ t}. Inverting the linear system consisting of (2.10) and
(2.11), Z01 and Z02 may be written in terms of ∂y and ∂θ as follows:
Z01 =ω1∂y + ω2
cosh y
sinh y
∂θ (2.12)
Z02 =ω2∂y − ω1 cosh y
sinh y
∂θ. (2.13)
2.6. Notation for spacetime regions. Given R ∈ R, we denote by CR the solid future
light cone with its tip at (R, 0, 0), i.e.,
CR = {(x0, x1, x2) ∈ R1+2 : −(x0 − R)2 + (x1)2 + (x2)2 < 0, x0 > R}.
As discussed above, the cone C0 admits a foliation by the hyperboloids
Hτ = {τ = const} = {(x0, x1, x2) ∈ R1+2 : −(x0)2 + (x1)2 + (x2)2 = −τ 2, x0 > 0}.
for τ > 0, i.e., C0 = ∪τ>0Hτ .
For R > 0, we denote by BR(x0) the open ball in R
2 of radius R and centered at x0, i.e.,
BR(x0) = {(x1, x2) ∈ R2 : (x1 − x10)2 + (x2 − x20)2 < R2}.
In the case x0 = 0, we will often omit x0 and simply write BR = BR(0).
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2.7. Norms and other conventions. We use the standard notation Lp, W k,p and Hk for
the Lebesgue, Lp- and L2-based Sobolev spaces of order k, respectively. Furthermore, we
also introduce a weighted norm on Hτ :
|||φ|||Lpτ := ‖φ‖Lp(Hτ , dσcosh y ). (2.14)
This norm arises naturally from the energy inequality; see Section 4.1.
In this paper, complicated formulae would often be simplified to its schematic form; see
for instance Propositions 5.12, 5.14 and 5.18 below. By a schematic formula of the form
(LHS) =
∑
k
Bk,
we mean precisely that the left-hand side is equal to the linear combination of terms of the
right-hand side, i.e., there exist constants ck such that (LHS) =
∑
k ckBk.
3. Reduction to the main a priori estimate
The goal of this section is to reduce the proof of the main theorems (Theorems 1.5 and
1.7) to establishing a priori estimates for a unified system (3.2) encompassing both (CSH)
and (CSD); see Proposition 3.6 below.
In order to simplify the exposition, the following convention will be in effect for the re-
mainder of the paper:
Convention. The non-zero parameters κ, v and m in (CSH) and (CSD) are normalized to
1, i.e., κ = v = m = 1.
Our analysis can be adapted in an obvious fashion to the general parameters, as long as
they are non-zero.
3.1. Unified system for (CSH) and (CSD). In this subsection, we first show how (CSD)
can be reduced to a covariant Klein–Gordon equation by squaring the Dirac equation. Build-
ing on this reduction, we then introduce a single system that allows for a unified treatment
of (CSH) and (CSD); see (3.2) below.
Consider the covariant Dirac equation in (CSD), i.e.,
(i(A) 6D +m)ψ = 0.
Applying the covariant Dirac operator i(A) 6D and using (1.8), we obtain the following covari-
ant Klein-Gordon equation with mass m2 for ψ:
(A)ψ −m2ψ = 1
2
γµγνF (Tµ, Tν) · ψ. (3.1)
In what follows, we will work exclusively with the equation (3.1). In particular, we may
forget the spinorial structure of ψ, and consider ψ simply as a V -valued function on R1+2.
Similarly, we view
γ = ηµνγ
µdxν , α = γ0γ = ηµνα
µdxν
as 2× 2 matrix-valued 1-forms on R1+2. These observations allow us to treat (CSD) on the
same footing as (CSH), despite its original spinorial nature.
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We now introduce a unified system of equations that subsumes both (CSH) and (CSD).
Let V be a complex vector space with inner product 〈·, ·〉, with an additional structure
V = ∆⊗C W in the case of (CSD). Let φ be a V -valued function on R1+2, which represents
φ =
{
ϕ for (CSH)
ψ for (CSD).
Let G be a Lie group with a positive-definite bi-invariant metric 〈·, ·〉g, which acts on V as
described in Sections 1.1 and 1.2, and let A be a connection 1-form on R1+2. The unified
Chern–Simons system is given by{
((A)− 1)φ =U(φ)
F = ⋆ J(φ).
(3.2)
For (CSH) and (CSD), J(φ) equals (respectively)
JCSH(ϕ) =〈T ϕ, (A)dϕ〉+ 〈(A)dϕ, T ϕ〉,
JCSD(ψ) =〈T ψ, iαψ〉.
In the case of (CSH), the V -valued potential U(φ) = UCSH(ϕ) takes the form
UCSH(ϕ) = 4[ϕ, [ϕ, ϕ
†]] + 2[[ϕ, [ϕ†, [ϕ, ϕ†]]], ϕ] + [[ϕ, [ϕ, ϕ†]], [ϕ, ϕ†]].
In the case of (CSD), we have U(φ) = UCSD(ψ) with
UCSD(ψ) =
1
2
ǫµνλγ
µγν(JλCSD(ψ) · ψ). (3.3)
Here ǫµνλ = ǫ(Tµ, Tν , Tλ). In what follows, we will refer to the first equation of (3.2) and the
covariant Klein–Gordon equation, and the second equation as the Chern–Simons equation.
Let Σ ⊂ R1+2 be a spacelike hypersurface with a future directed unit normal vector field
nΣ. For instance, (Σ, nΣ) = (Σt0 , T0) or (Hτ0 , N). The data on Σ for a solution (A, φ) to
(CSH) consist of a triple (a, f, g) of a g-valued 1-form and V -valued functions f, g on Σ, such
that
(a, f, g) = (A, φ, (A)DnΣφ) ↾Σ . (3.4)
As a consequence of the equation (3.2), such a triple (a, f, g) obeys the constraint equation
da+
1
2
[a ∧ a] = ⋆J ↾Σ (3.5)
Accordingly, we say that (a, f, g) is an initial data set for (3.2) if it solves (3.5) with
(φ, (A)DnΣφ) ↾Σ= (f, g) on the right-hand side. Note that an initial data set (a, f, g) for
(CSH) is also an initial data set for (3.2), whereas an initial data set (a, ψ0) of (CSD) gives
rise to an initial data set (a, f, g) for (3.2), where f = ψ0 and g is computed from the Dirac
equation i(A) 6Dψ +mψ = 0.
3.2. Solving up to the initial hyperboloid. Since both (CSH) and (CSD) are time
reversible, it suffices to prove Theorems 1.5 and 1.7 just in the future time direction. As
is usual in the vector field method for a Klein–Gordon equation [28], the main part of our
analysis takes place in the hyperboloidal foliation {Hτ}τ>0. To connect this analysis with
the Cauchy problem for the foliation {Σt}t∈R, we first apply a time translation to place the
initial data on Σ2R, where we remind the reader that R measures the radius of the support
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of the initial data. Then we use the following result, which passes from initial data posed on
Σ2R to a solution up to H2R.
r
t
(3
2
R, 5
2
R)
Σ 5
2
R
Σ2R
R
CR
Q
t = R + r
t = r
H2R
BR
Figure 1. The initial time slice and the initial hyperboloid
Proposition 3.1 (Solution up to the initial hyperboloid). There exists δ∗∗ = δ∗∗(R) > 0
such that the following statements hold. Let (a, f, g) be a smooth (CSH) initial set obeying
(1.11) [resp. a smooth (CSD) initial data set obeying (1.14)], and consider the IVP for
(CSH) [resp. (CSD)] with data on Σ2R = {t = 2R}. If ǫ ≤ δ∗∗(R), then there exists a
smooth solution (A, φ) to the IVP on the spacetime region (see Figure 1)
Q :=
(
{2R ≤ t ≤ 5
2
R} ∪ {τ ≤ 2R} ∪ CcR
)
∩ {t ≥ 2R}.
which is unique up to smooth local gauge transformations. We have
supp φ ⊆ CR ∩ {t ≥ 2R} = {(t, x) : t ≥ 2R, |x| ≤ t+R}. (3.6)
Moreover, the solution (A, φ) obeys the following gauge invariant bounds:
sup
t∈[2R, 5
2
R]
5∑
k=0
‖T(k)φ‖L2(Σt) ≤ Cǫ. (3.7)
The notion of uniqueness up to smooth local gauge transformations is defined as in the
case of (CSH); see the discussion following Theorem 1.5 above. The significance of the time
t = 5
2
R in the definition of Q and (3.7) is that H2R intersects the cone {t = R+ r} precisely
on the circle {t = 5
2
R, r = 3
2
R}; see Figure 1.
A result like Proposition 3.1 is usually a quick consequence of the local well-posedness
theory in the {Σt}t∈R foliation and the finite speed of propagation; for instance, see [12]. In
order to properly formulate these properties for (3.2), we must address the issue of gauge
choice, which arises at two stages: First, in finding a description of initial data obeying good
bounds, and second, in the unique evolution of the initial data.
To find a representation of the data with nice bounds, we rely on the following result. In
what follows, given an open subset O of Σt0 and a V -(or g-)valued k-form v, we define its
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Sobolev norms on O by
‖v‖2Hm(O) :=
m∑
k=0
‖(Σt0 )∇(k)v‖2L2(O),
where (Σt0 )∇ denotes the (induced) Levi-Civita connection on Σt0 . If v is defined on a larger
set O ⊃ O (possibly an open set in the spacetime), then this norm is defined using the
pullback along O →֒ O, i.e., ‖v‖Hm(O) := ‖v ↾O ‖Hm(O).
Proposition 3.2. Let B := {t0} × Br0(x0) ⊆ Σt0 and (a, f, g) an initial data set for (3.2)
on B satisfying the constraint equation (3.5). For a fixed integer m ≥ 1, let
α :=
m∑
k=0
‖(A,Σt0)D(k)f‖L2(B) +
m−1∑
k=0
‖(A,Σt0)D(k)g‖L2(B), (3.8)
where (A,Σt0 )D is the (induced) covariant derivative on Σt0 . If α < α∗(r0), where α∗(r0) is
some fixed positive function depending only on r0, then there exists a smooth gauge transfor-
mation U on B such that the gauge-transformed potential a˜ = UaU−1 − dUU−1 satisfies
ι
n∂B
a˜ =0 on ∂B = {x : |x− x0| = r0},
(Σt0)δa˜ =0 on B.
Here, n∂B is the outer normal vector field on ∂B tangent to Σt0 and
(Σt0 )δ is the exterior
codifferential on Σt0 . Moreover, the gauge transformed initial data set (a˜, f˜ = U ·f, g˜ = U ·g)
obeys the bounds
‖a˜‖Hm(B) ≤C(m)α2,
‖f˜‖Hm(B) + ‖g˜‖Hm−1(B) ≤C(m)α.
In the case m = 1, this proposition is an immediate consequence of the classical theorem
of Uhlenbeck [52, Theorem 1.3] and the explicit formula for the curvature 2-form F [a] in
terms of f and g via the constraint equation (3.5). To handle the case m > 1, first note that
a˜ is a solution to the boundary value problem for the div-curl system

da˜ =F [a˜]− 1
2
[a˜ ∧ a˜] on B
(Σt0 )δa˜ =0 on B
ι
n∂B
a˜ =0 on ∂B,
where F [a˜] is again given explicitly in terms of f˜ , g˜ through the constraint equation. Hence
standard elliptic arguments lead to higher regularity bounds for a˜ in terms of those for F [a˜],
which in turn follows from bounds for f˜ , g˜. We omit the routine induction argument on m
that leads to the full proof.
To state a local well-posedness theorem for (3.2), we choose the temporal gauge
ι∂tA = A0 = 0,
which has the nice feature of directly exhibiting the property of finite speed of propagation.
To proceed further, we need to introduce some terminology. We say that a vector (or
a direction) X tangent to R1+2 is time-like [resp. null or space-like] if η(X,X) < 0 [resp.
η(X,X) = 0 or η(X,X) > 0]. A time-like or null vector X is said to be future-directed
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[resp. past-directed] if η(X, ∂t) < 0 [resp. η(X, ∂t) > 0]. Finally, given a subset O ⊆ Σt0 =
{t0} × R2, we define the future [resp. past] domain of dependence D+(O) to be the set of
all points p ∈ R1+2 such that all straight rays emanating from p in the past- [resp. future-]
directed time-like or null directions intersect with O. For instance, if O = {t0} × Br0(x0) is
the ball of radius r0 centered at x0 in Σt0 , then D+(O) is the cone
D+(O) = {(t, x) ∈ R1+2 : t0 ≤ t < t0 + r0, |x− x0| < r0 + t0 − t}
We are now ready to state local in spacetime well-posedness of (3.2) in the temporal gauge,
which includes the finite speed of propagation property.
Theorem 3.3 (Local well-posedness in the temporal gauge). Let B := {t0}×Br0(x0) ⊆ Σt0
and (a, f, g) a smooth initial data set for (3.2) on B. Fix m ≥ 3, and let
α˜2 := ‖a‖Hm−1(B) + ‖(Σt0 )δa‖Hm−1(B) + ‖f‖2Hm(B) + ‖g‖2Hm−1(B).
If α˜ < α˜∗(r0), where α˜∗(r0) is some fixed positive nondecreasing function of r0, then there
exists a unique smooth solution (A, φ) to the IVP for (3.2) satisfying the temporal gauge
condition ι∂tA = 0 in the set D+(B). Moreover, the solution obeys the bound
sup
t∈[t0,t0+r0)
(
‖A‖Hm−1(Bt) + ‖δA‖Hm−1(Bt) + ‖φ‖2Hm(Bt) + ‖∂tφ‖2Hm−1(Bt)
)
≤ Cα˜2,
where Bt := Σt ∩ D+(B).
In the temporal gauge ι∂tA = 0, the Chern–Simons system (3.2) becomes a coupled
system of a Klein–Gordon equation for φ and transport equations for A and δA whose
characteristics are precisely the constant x curves. The precise form of the system can
be found in Appendix A.2, using the formalism developed in Sections 2.3 and 5.1. The
initial data for (A, φ) on B are (a, f, g) as in (3.4), whereas the initial data for δA on B is
(Σt0 )δa, thanks to the temporal gauge condition. Theorem 3.3 follows from a standard Picard
iteration argument using the localized energy inequality for the wave equation in D+(B),
integration along characteristics for the transport equation and the Sobolev inequality. We
omit the details.
Sketch of proof of Proposition 3.1. Recall that 0 ≤ ǫ < δ∗∗(R) by hypothesis. Choosing
δ∗∗(R) sufficiently small, we may apply Proposition 3.2 with B = {2R}×B3R(0) and m = 5
to find a gauge transform (a˜, f˜ , g˜) of (a, f, g) on B obeying
‖a˜‖H5(B) + ‖f˜‖2H5(B) + ‖g˜‖2H4(B) ≤ Cǫ2.
Taking δ∗∗(R) smaller if necessary, we may apply Theorem 3.3 to (a˜, f˜ , g˜) to construct a
unique smooth solution (A˜(in), φ˜(in)) to (3.2) in the temporal gauge on the set
Q(in) := D+(B) = {(t, x) : 2R ≤ t < 5R, |x| < 5R− t},
which obeys the estimate
sup
t∈[2R,5R)
(
‖A˜(in)‖H4(Bt) + ‖δA˜(in)‖H4(Bt) + ‖φ˜(in)‖2H5(Bt) + ‖∂tφ˜(in)‖2H4(Bt)
)
≤ Cǫ2, (3.9)
where Bt = Σt∩D+(B) = {(t, x) : |x| < 5R−t}. Simply by undoing the gauge transformation
from Proposition 3.2, we obtain from (A˜(in), φ˜(in)) a smooth solution to the IVP for the
original data (a, f, g) on Q(in), which we denote by (A(in), φ(in)).
22
To complete the proof, it remains to prove the existence of a smooth solution (A(out), φ(out))
to the IVP with the data (a, f, g) on the set Q(out) := CcR. Indeed, once we have (A(out), φ(out))
on Q(out), the desired solution (A, φ) may be constructed by simply patching (A(in), φ(in))
and (A(out), φ(out)) on Q(in)∪Q(out) ⊃ Q. As we will see below, φ(out) = 0, which proves (3.6).
Furthermore, (3.7) follows from (3.6), (3.9) and (3.2). Uniqueness up to smooth local gauge
transformations can be proved afterwards using Proposition 3.2 and Theorem 3.3.
Fix a ball B contained in Σ2R \ ({2R} × BR). Since (f, g) = (0, 0) on B, Proposition 3.2
implies the existence of a smooth gauge transformation UB, such that the gauge transform
(a˜, f˜ , g˜) of (a, f, g) by UB is identically zero on B. Therefore, by Theorem 3.3 the unique
smooth solution to (3.2) on D+(B) with data (a˜, f˜ , g˜) in the temporal gauge is the zero
solution. Undoing the gauge transformation UB, we obtain (A
(out), φ(out)) on D+(B). Since
B is arbitrary and sets of the form D+(B) cover Q(out), these local solutions patch up to the
desired solution (A(out), φ(out)) on the whole region Q(out). The fact that φ(out) = 0 is clear
from the construction. 
3.3. Local well-posedness in the hyperboloidal foliation. In order to proceed, we
need a local well-posedness theory of (3.2) in the hyperboloidal foliation {Hτ}τ>0. For our
purposes, it suffices to formulate analogues of Proposition 3.2 and Theorem 3.3 in this setting.
Let dHτ0 (x, y) denote the geodesic distance between points x and y on Hτ0 . We define the
geodesic ball (Hτ0 )Br0(x0) with radius r0 and center x0 in Hτ0 by
(Hτ0 )Br0(x0) = {x ∈ Hτ0 : dHτ0 (x, x0) < r0}.
Given an open subset O of Hτ0 and a V -(or g-)valued k-form v on O, let
‖v‖2Hm(O) :=
m∑
k=0
‖(Hτ0 )∇(k)v‖2L2(O),
where (Hτ0 )∇ denotes the (induced) Levi-Civita connection on Hτ0 . If v is defined on a larger
set O ⊃ O (possibly an open set in the spacetime), then ‖v‖Hm(O) := ‖v ↾O ‖Hm(O).
We are now ready to state the analogue of Proposition 3.2 in Hτ0 .
Proposition 3.4. Let B := (Hτ0 )Br0(x0) ⊆ Hτ0 and (a, f, g) an initial data set for (3.2) on
B satisfying the constraint equation (3.5). For a fixed integer m ≥ 1, let
β :=
m∑
k=0
‖(A,Hτ0 )D(k)f‖L2(B) +
m−1∑
k=0
‖(A,Hτ0 )D(k)x g‖L2(B), (3.10)
where (A,Hτ0 )D is the (induced) covariant derivative on Hτ0. If β < β∗(τ0, x0, r0), where
β∗(τ0, x0, r0) is some fixed positive function depending only on τ0, x0 and r0, then there exists a
smooth gauge transformation U on B such that the gauge-transformed potential a˜ = UaU−1−
dUU−1 satisfies
ι
n∂B
a˜ =0 on ∂B,
(Hτ0 )δa˜ =0 on B.
Here, ∂B = {x ∈ Hτ0 : dHτ0 (x, x0) = r0}, n∂B is the outer normal vector field on ∂B tangent
to Hτ0 and (Hτ0 )δ is the exterior codifferential on Hτ0. Moreover, the gauge transformed initial
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data set (a˜, f˜ = U · f, g˜ = U · g) obeys the bounds
‖a˜‖Hm(B) ≤C(m)β2,
‖f˜‖Hm(B) + ‖g˜‖Hm−1(B) ≤C(m)β.
The proof of Proposition 3.4 proceeds exactly as that of Proposition 3.2; we skip the
details.
We now turn to the task of formulating a local (in spacetime) well-posedness theorem in
the {Hτ}τ>0 foliation. In order to fix the gauge ambiguity, we use the Cronstro¨m gauge
condition, which reads xµAµ = 0 in the rectilinear coordinates. In the hyperboloidal polar
coordinates, the gauge condition takes the form
ι∂τA = Aτ = 0. (3.11)
This gauge is an analogue of the temporal gauge in the hyperboloidal foliation {Hτ}τ>0.
In the Cronstro¨m gauge, the analogue of Theorem 3.3 reads as follows.
Theorem 3.5 (Local well-posedness in the Cronstro¨m gauge). Let B := (Hτ0 )Br0(x0) ⊆ Hτ0
and (a, f, g) a smooth initial data set for (3.2) on B. Fix m ≥ 3, and let
β˜2 := ‖a‖Hm(B) + ‖(Hτ0 )δa‖Hm(B) + ‖f‖2Hm(B) + ‖g‖2Hm−1(B).
If β˜ < β˜∗(τ0, x0, r0), where β˜∗(τ0, x0, r0) is some positive nondecreasing function of r0 for
each fixed τ0 and x0, then there exists a unique smooth solution (A, φ) to the IVP for (3.2)
satisfying the Cronstro¨m gauge condition (3.11) in the set D+(B). Moreover, the solution
obeys the bound
sup
τ≥τ0
(
‖A‖Hm−1(Bτ ) + ‖δA‖Hm−1(Bτ ) + ‖φ‖2Hm(Bτ ) + ‖∂τφ‖2Hm−1(Bτ )
)
≤ Cβ˜2,
where Bτ := Hτ ∩ D+(B).
As in the case of the temporal gauge, the Chern–Simons system (3.2) becomes a coupled
system of a Klein-Gordon equation for φ and transport equations for A and δA whose
characteristics are precisely the integral curves of the scaling vector field S (or equivalently
∂τ ). For the precise form of the system, we refer to Appendix A.3. Hence Theorem 3.5 is
again proved by a standard Picard iteration argument as in the case of Theorem 3.3. We
remark that the finite speed of propagation of the transport equation (more precisely, the
fact that the solution to the tranport equation on D+(B) is determined solely on the data
on B) follows from the fact that the characteristics are causal curves.
3.4. Reduction to the main a priori estimate. Our goal now is to reduce the proof of
the main theorems (Theorems 1.5 and 1.7) to establishing a priori estimates for solutions to
(3.2) with initial data obeying (1.11) or (1.14) with sufficiently small ǫ.
Before we state the main a priori estimates, we need to specify the class of solutions to
which these estimates apply. As in the hypothesis of Proposition 3.1, let (a, f, g) be a smooth
(CSH) initial set obeying (1.11) [resp. a smooth (CSD) initial data set obeying (1.14)] with
ǫ ≤ δ∗∗(R), and consider the IVP for (CSH) [resp. (CSD)] with data on {t = 2R}. Applying
Proposition 3.1, there exists a smooth solution (A, φ) (unique up to smooth local gauge
transformations) to the IVP on ({τ ≤ 2R} ∪ CcR)∩ {t ≥ 2R}. Applying Theorem 3.5, (A, φ)
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extends as a smooth solution (again, unique up to smooth local gauge transformations) to a
region of the form
OT := ({τ ≤ T} ∪ CcR) ∩ {t ≥ 2R}
for some T > 2R.
In order to show that (A, φ) extends to a global solution to the future, we would need to
show that T can be taken to be +∞, if ǫ > 0 is sufficiently small. The following a priori
estimates is a key step.
Proposition 3.6 (Main a priori estimate). There exists δ∗ = δ∗(R) > 0 such that for any
T > 2R, the following statements hold. Let (A, φ) be a smooth solution to the IVP for (3.2)
on the spacetime region OT constructed by Proposition 3.1 and Theorem 3.5 as above. If
ǫ ≤ δ∗(R), then the solution obeys the following estimates for 2R ≤ τ ≤ T :
• L2 bounds with growth. For 0 ≤ m ≤ 4,
‖ cosh yZ(m)φ‖L2(Hτ , dσcosh y ) + ‖TZ
(m)φ‖L2(Hτ , dσcosh y ) . ǫ log
m(1 + τ). (3.12)
• Sharp L∞ decay.
‖ cosh yφ‖L∞(Hτ , dσcosh y ) + ‖ cosh yNφ‖L∞(Hτ , dσcosh y ) + ‖Tφ‖L∞(Hτ , dσcosh y ) . ǫτ
−1. (3.13)
Assuming the validity of Proposition 3.6 for the moment, we may now prove Theorems 1.5
and 1.7.
Proof of Theorems 1.5 and 1.7 assuming Proposition 3.6. First, we note that uniqueness up
to smooth local gauge transformations follows from Proposition 3.2 and Theorem 3.3. Hence
it only remains to show global existence of the smooth solution (A, φ) to the future. For this
purpose, it suffices to show that if (A, φ) obeys the hypothesis of Proposition 3.6 on some
OT , then it can be extended as a smooth solution to OT ′ for some T ′ > T . Indeed, using
Proposition 3.6 we may then set up a simple continuity argument to prove global existence
of (A, φ) to the future, as well as the desired estimates stated in Theorems 1.5 and 1.7.
Such an extension statement is a consequence of (3.12), Proposition 3.4 and Theorem 3.5.
Given any point x0 ∈ HT , there exists r∗ > 0, depending on TZφ, . . . ,TZ(4)φ and x0,
such that Proposition 3.4 (with m = 5) applies to (a, f, g) = (A, φ, (A)D∂τφ) ↾B on B =
(HT )Br∗(x0), which produces a gauge-transformed data set (a˜, f˜ , g˜) on B. Choosing r∗ > 0
smaller if necessary, we may use Theorem 3.5 to find a unique smooth solution (A˜, φ˜) to (3.2)
on D+(B) in the Cronstro¨m gauge with data (a˜, f˜ , g˜). Undoing the gauge transformation
from Proposition 3.4, we arrive at a smooth extension of (A, φ) to D+((HT )Br∗(x0)). Thanks
to the support property (3.6), such an extension need to be performed only for x0 on the
compact set CR ∩ HT . Therefore, we can find OT ′ with T ′ > T to which (A, φ) extends as
desired. 
As described in Section 1.6, Sections 4–6 of this article are devoted to the proof of the
main a priori estimates (Proposition 3.6).
4. Gauge covariant vector field method
In this section, we develop the machinery of gauge covariant vector field method for the
covariant Klein–Gordon equation
(A)φ− φ = N.
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Throughout this section, we denote by A a g-valued connection 1-form, and by φ a V -valued
function. We furthermore assume that φ and N are sufficiently smooth and decaying towards
the spatial infinity (for instance, φ(t), N(t) ∈ S uniformly in t).
4.1. A covariant energy inequality. In this subsection, we derive an energy inequality
for the covariant Klein–Gordon equation on constant τ -hypersurfaces Hτ using the time-like
Killing vector field T0. This inequality is fundamental to our development of the gauge
covariant version of the vector field method. The main result is as follows:
Proposition 4.1 (Energy inequality for covariant Klein–Gordon equation). Suppose that
the curvature 2-form F satisfies the bound∫ τ1
τ0
sup
Hτ
(∑
µ
|F (Tµ, T0)|2
)1/2
dτ ≤ CF . (4.1)
for some constant 0 < CF <∞. Then there exists a constant C = C(CF ) > 0 such that for
all τ0 ≤ τ ≤ τ1, we have(∫
Hτ
eHτ [φ] dσHτ
)1/2
≤ C
(∫
Hτ0
eHτ0 [φ] dσHτ0
)1/2
+ C
∫ τ
τ0
||| cosh y((A)− 1)φ(τ ′)|||L2
τ ′
dτ ′,
(4.2)
where the energy density eHτ [φ] is defined in (4.8) below. Moreover, there exist constants
c, C ′ > 0 such that the integral of eHτ [φ] obeys the following lower bounds:∫
Hτ
eHτ [φ] dσHτ ≥c
(
||| cosh yφ|||2L2τ + |||Nφ|||2L2τ + |||τ−1Zφ|||2L2τ + |||Tφ|||2L2τ
)
(4.3)
∫
Hτ
eHτ [φ] dσHτ +
∑
µ,ν
C ′
τ 2
∫
Hτ
eHτ [Zµνφ] dσHτ ≥ c||| cosh yNφ|||2L2τ (4.4)
We remind the reader that ||| · |||Lpτ = ‖ · ‖Lp(Hτ , dσcosh y ).
Proof. In this proof, it will be convenient to employ the abstract index notation for ten-
sors. Then the energy-momentum tensor associated to the covariant Klein–Gordon equation
((A)− 1)φ = 0 may be written as
Q[φ]ab = Re〈(A)Daφ, (A)Dbφ〉 − 1
2
ηab(〈(A)Dcφ, (A)Dcφ〉+ 〈φ, φ〉).
It can be easily verified that Q[φ]ab is symmetric in a, b and satisfies
∇aQ[φ]ab =Re〈((A)φ − φ), (A)Dbφ〉+ Re〈Fab · φ, (A)Daφ〉. (4.5)
Given a vector field X , we may define the 1- and 0-currents associated to X by
(X)P [φ]a :=Q[φ]abXb,
(X)Q[φ] :=
1
2
Q[φ]ab((X)π♯)ab,
where (X)πab is the deformation tensor of X , given by
(X)πab = ∇aXb +∇bXa
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and ((X)π♯)
ab is its metric dual, i.e., ((X)π♯)
ab := (X)πcd η
caηdb. The currents (X)Pa and
(X)Q
satisfy the divergence identity
∇a((X)P [φ])a = (X)Q[φ] + (∇aQab[φ])Xb. (4.6)
We now derive the energy inequality that will be used below, by considering the associated
currents to the time-like Killing vector field T0 = ∂t. Since T0 is Killing, it satisfies
∇aT b0 +∇bT a0 = 0.
It follows that (T0)Q = 0 and therefore, by (4.5), we have
∇a((T0)P [φ])a =
(
Re〈((A)φ − φ), (A)Dbφ〉+ Re〈Fab · φ, (A)Daφ〉
)
(T0)
b. (4.7)
Integrating this identity over the spacetime region {(τ ′, y, θ) : τ0 ≤ τ ′ ≤ τ} and applying the
divergence theorem, we obtain∫
Hτ
eHτ [φ] dσHτ =
∫
Hτ0
eHτ0 [φ] dσHτ0 −
∫ τ
τ0
∫
Re〈((A)− 1)φ,T0φ〉 dσHτ ′ dτ ′
−
∫ τ
τ0
∫
(η−1)µνRe〈F (Tµ, T0) · φ,Tνφ〉 dσHτ ′ dτ ′
and the energy density eHτ [φ] is defined as
eHτ [φ] =
(T0)P [φ](N) = Q[φ](T0, N). (4.8)
Assume, for the moment, that E(τ) obeys the lower bound (4.3). We introduce the function
E(τ) = sup
τ0≤τ ′≤τ
∫
Hτ ′
eHτ ′ [φ] dσHτ ′ ,
which is non-decreasing. By (4.3), Cauchy–Schwarz and Ho¨lder’s inequality, we arrive at the
bound
E(τ) ≤E(τ0) + 1
c1/2
∫ τ
τ0
||| cosh y((A)− 1)φ|||L2
τ ′
E(τ ′)1/2 dτ ′
+
1
c
∫ τ
τ0
(
sup
Hτ ′
(∑
µ
|F (Tµ, T0)|2
)1/2)
E(τ ′) dτ ′.
Using the fact that E(τ) is non-decreasing, we may pull out a factor of E(τ)1/2 from each
term on the right-hand side, which can then be cancelled on both sides. Then applying
Gronwall’s inequality to handle the last term, (4.2) follows.
To complete the proof of the proposition, it only remains to verify the bounds (4.3) and
(4.4). In the hyperboloidal polar coordinates, T0 can be written as
T0 = cosh y∂τ − sinh y∂y
τ
.
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Note furthermore that N = ∂τ is the future-pointing unit normal to each Hτ . Therefore, the
energy density associated to T0 on Hτ is given by
eHτ [φ] = cosh yQ[φ](∂τ , ∂τ )− sinh yQ[φ](
∂y
τ
, ∂τ )
=
1
2
cosh y
(
|(A)Dτφ|2 + |1
τ
(A)Dyφ|2
)
− sinh yRe〈1
τ
(A)Dyφ,
(A)Dτφ〉
+
1
2
cosh y
(
| 1
τ sinh y
(A)Dθφ|2 + |φ|2
) (4.9)
By Cauchy-Schwarz, we have
e[φ] ≥1
2
(
cosh y|φ|2 + e−y|(A)Dτφ|2 + e−y|1
τ
(A)Dyφ|2 + cosh y| 1
τ sinh y
(A)Dθφ|2
)
≥ 1
2 cosh y
(
| cosh yφ|2 + |(A)Dτφ|2 + |1
τ
(A)Dyφ|2 + |1
τ
cosh y
sinh y
(A)Dθφ|2
)
.
Integrating over Hτ with respect to the induced measure dσHτ , then applying (2.8), (2.9),
(2.12) and (2.13), we obtain∫
Hτ
e[φ] dσHτ ≥ c
(
||| cosh yφ|||2L2τ + |||τ−1Zφ|||2L2τ + |||Nφ|||2L2τ
)
.
Combined with the simple pointwise bound
|Tφ| ≤ C cosh y(|Nφ|+ τ−1|Zφ|),
the desired lower bound (4.3) follows.
To prove (4.4), note first that
sinh yRe〈1
τ
(A)Dyφ,
(A)Dτφ〉 ≤ cosh y|τ−1(A)Dyφ|2 + 1
4
cosh y|(A)Dτφ|2
≤C
′
τ 2
∑
µ,ν
e[Zµνφ] +
1
4
cosh y|(A)Dτφ|2,
for some C ′ > 0. Combined with (4.9), we see that there exists c > 0 such that
e[φ] +
C ′
τ 2
∑
µ,ν
e[Zµνφ] ≥ c cosh y|(A)Dτφ|2 = c
cosh y
| cosh yNφ|2, (4.10)
from which (4.4) follows. 
As a consequence of the identity (4.7) in the proceeding proof, we may relate the energy on
the initial hyperboloidHτ0 with the energy on the constant time hypersurface Σt0 = {t = t0}.
This result will be used later to prove Lemma 6.1, which justifies the bootstrap assumptions
at the initial hypersurface H2R.
Lemma 4.2. Let τ0 ≥ t0. Then we have∫
Hτ0
eHτ [φ](τ0) dσHτ0 ≤
∫
Σt0
eΣt0 [φ] dx
1dx2
+
∫
Rτ=τ0t=t0
(
|((A)− 1)φ||T0φ|+
∑
µ
|F (Tµ, T0)||Tµφ|
)
dtdx1dx2
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where Σt0 = {t = t0}, eΣt0 [φ] = 12
∑
µ |Tµφ|2 + 12 |φ|2 and
Rτ=τ0t=t0 := {(x0, x1, x2) ∈ R1+2 : x0 ≥ t0, (x0)2 − (x1)2 − (x2)2 ≤ τ0}. (4.11)
Proof. Note that eΣt0 =
(T0)P (T0), where T0 = ∂t is the future pointing unit normal to Σt0 .
The lemma is an immediate consequence of integrating the identity (4.7) over Rτ=τ0t=t0 and
applying the divergence theorem. 
4.2. Gauge invariant Klainerman–Sobolev inequality. In this subsection, we derive
a gauge invariant version of the Klainerman–Sobolev inequality, which constitutes another
key ingredient of the gauge covariant vector field method.
Proposition 4.3. Let φ be a smooth V -valued function on Hτ . Then we have
τ‖ cosh yφ‖L∞(Hτ , dσcosh y ) ≤ C
∑
k:0≤k≤2
‖ cosh yZ(k)φ‖L2(Hτ , dσcosh y ). (4.12)
Gauge invariant Klainerman–Sobolev inequality of this type was first established by Psarelli
[47, 46] in R1+3. To make the present paper self-contained, we sketch a proof of Proposi-
tion 4.3.
Remark 4.4. Recall that in the rectilinear coordinates (t, x1, x2), we have t = τ cosh y. There-
fore, if the norm on the right-hand side were bounded, then (4.12) would imply that φ decays
with the rate t−1, which is sharp for the Klein–Gordon equation on R1+2. In our application
below, however, the norm on the right-hand side will grow in τ , which will result in a loss of
decay.
In our proof of Proposition 4.3, we will employ some standard Sobolev inequalities on R2
and S1. For the reader’s convenience, we state (without proofs) the necessary inequalities in
the next lemma.
Lemma 4.5. The following statements hold.
(1) Let φ be a function in the Sobolev space W 1,2({x ∈ R2 : |x| ≤ 1}). Then we have
‖φ‖L4({x∈R2:|x|≤1},dx) ≤ C‖φ‖W 1,2({x∈R2:|x|≤1},dx). (4.13)
(2) Let φ be a function in the Sobolev space W 1,4({x ∈ R2 : |x| ≤ 1}). Then we have
‖φ‖L∞({x∈R2:|x|≤1},dx) ≤ C‖φ‖W 1,4({x∈R2:|x|≤1},dx). (4.14)
(3) Let φ be a function in the Sobolev space W 1,2(S1). Then we have
‖φ‖L∞(S1) ≤ C‖φ‖W 1,2(S1). (4.15)
Another important ingredient of our proof is a version of the diamagnetic inequality (also
commonly referred to as Kato’s inequality), which allows us to relate covariant derivatives
of a V -valued function with ordinary derivatives of its amplitude.
Lemma 4.6 (Diamagnetic inequality). For any vector field X and smooth V -valued function
φ on H1 or S1, we have
∂X |φ| ≤ |(A)DXφ|, (4.16)
in the sense of distributions, i.e., the inequality holds after testing against smooth non-
negative compactly supported functions on H1 or S1. By the dual characterization of Lp
norms, it follows that ∂X |φ| ∈ Lp and ‖∂X |φ|‖Lp ≤ ‖(A)DXφ‖Lp for all 1 ≤ p <∞.
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We omit the standard proof.
Proof of Proposition 4.3. By scaling, it suffices to prove the following inequality for smooth
compactly supported functions φ on H1:
cosh y|φ(y, θ)| ≤ C
∑
α:0≤|α|≤2
(∫ ∞
0
∫
S1
cosh y′|Zαφ(y′, θ′)|2 sinh y′dθ′dy′
) 1
2
. (4.17)
We begin by establishing (4.17) in the region y ≤ 1. In this region, the point is that (4.17)
reduces to its unweighted analogue on R2 through the relations
cosh y ≃ 1, sinh y ≃ y. (4.18)
Here, the notation A ≃ B means that there exist positive constants 0 < c ≤ C such that
cA ≤ B ≤ CA.
By (4.13), (4.18), the diamagnetic inequality (4.16) with X = ∂y,
1
y
∂θ and the relations
(2.10), (2.11), we have
‖φ‖L4(H1∩{y≤1}) ≤C
(
‖∂y|φ|‖L2(H1∩{y≤1}) + ‖
1
y
∂θ|φ|‖L2(H1∩{y≤1}) + ‖φ‖L2(H1∩{y≤1})
)
≤C
∑
α:0≤|α|≤1
‖Zαφ‖L2(H1∩{y≤1}),
and similarly
‖Zφ‖L4(H1∩{y≤1}) ≤C
∑
α:1≤|α|≤2
‖Zαφ‖L2(H1∩{y≤1}).
Repeating the preceding argument with (4.13) replaced by (4.14), we have
‖φ‖L∞(H1∩{y≤1}) ≤C
∑
α:0≤|α|≤1
‖Zαφ‖L4(H1∩{y≤1}).
Putting together the previous three inequalities and using cosh y ≃ 1 to build in the appro-
priate weights, the desired inequality (4.17) in the region {y ≤ 1} follows.
Next, we turn to the task of proving (4.17) in the region y ≥ 1. Using the fundamental
theorem of calculus, Cauchy-Schwarz and (2.10), we compute
cosh2 y|φ(y, θ)|2 ≤2cosh y
sinh y
|
∫ ∞
y
cosh y′Re〈φ, (A)D∂yφ〉(y′, θ) sinh y′ dy′|
≤C
∫ ∞
0
cosh y′(|φ|2 + |Zφ|2)(y′, θ) sinh y′ dy′.
We have used the fact that cosh y
sinh y
≤ C, which holds since y ≥ 1. Applying the previous
computation to (A)D∂θφ = Z12φ, we obtain
cosh2 y|(A)D∂θφ(y, θ)|2 ≤C
∫ ∞
0
cosh y′(|Zφ|2 + |Z(2)φ|2)(y′, θ) sinh y′ dy′.
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Integrating the preceding two inequalities over θ ∈ S1, we obtain
cosh2 y
∫
S1
|φ(y, θ)|2 + |(A)D∂θφ(y, θ)|2 dθ
≤ C
∑
α:0≤|α|≤2
∫ ∞
0
∫
S1
cosh2 y′|Zαφ(τ, y′, θ′)|2 sinh y
′dθ′dy
cosh y′
.
Now the desired inequality (4.17) follows from the combination of the standard Sobolev
inequality (4.15) and the diamagnetic inequality (4.16) (with X = ∂θ) on S
1. 
4.3. A gauge invariant ODE argument for sharp decay. Due to the specific structure
of our problem, it turns out that the combination of the energy and the Klainerman–Sobolev
inequality is insufficient. What we need is a version of the ODE argument [33, 12] devised
to handle the modified scattering behavior due to a long range effect, adapted to the gauge
covariant setting.
Proposition 4.7. For every (y, θ) ∈ [0,∞) × S1 and τ ∈ (0,∞), the following inequality
holds:
|(A)Dτ (τ cosh yφ)(τ, y, θ)|+ τ cosh y|φ(τ, y, θ)|
≤C
(
|(A)Dτ (τ cosh yφ)(τ0, y, θ)|+ τ cosh y|φ(τ0, y, θ)|
)
+ C
∑
k:1≤k≤2
∫ τ
τ0
cosh y
τ ′
|Z(k)φ(τ ′, y, θ)| dτ ′
+ C
∫ τ
τ0
τ ′ cosh y|((A)− 1)φ(τ ′, y, θ)| dτ ′.
(4.19)
Our proof of this proposition is based on the following algebraic computation, which relates
the induced covariant Laplacian on Hτ with ωj ’s and Zµν ’s.
Lemma 4.8. Let △A,Hτ be the induced covariant Laplacian on Hτ , i.e.,
△A,Hτ :=
1
τ 2
( 1
sinh y
(A)D∂y(sinh y
(A)D∂y) +
1
sinh2 y
(A)D2∂θ
)
.
Then the following identity holds.
△A,Hτ =−
sinh2 y
τ 2 cosh2 y
(
ω21Z
2
02 + ω
2
2Z
2
01 − ω1ω2(Z01Z02 + Z02Z01)
)
+
1
τ 2
(Z201 + Z
2
02)−
sinh y
τ 2 cosh y
(ω1Z01 + ω2Z02)
(4.20)
Proof. Using (2.12), (2.13) and the fact that ω21 + ω
2
2 = 1, we compute
1
sinh y
(A)D∂y(sinh y
(A)D∂y) =
(A)D2∂y +
cosh y
sinh y
(A)D∂y
=(ω1Z01 + ω2Z02)
2 − cosh y
sinh y
(ω1Z01 + ω2Z02)
=ω21Z
2
01 + ω
2
2Z
2
02 + ω1ω2(Z01Z02 + Z02Z01)
− cosh y
sinh y
(ω1Z01 + ω2Z02).
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Similarly, using (2.11), we have
cosh2 y
sinh2 y
(A)D2∂θ =
(
ω1Z02 − ω2Z01
)2
=ω1
(
ω1Z02 − ω2Z01
)
Z02 − ω2
(
ω1Z02 − ω2Z01
)
Z01
− cosh y
sinh y
∂θω1Z02 +
cosh y
sinh y
∂θω2Z01
=ω21Z
2
02 + ω
2
2Z
2
01 − ω1ω2(Z01Z02 + Z02Z01) +
cosh y
sinh y
(ω1Z01 + ω2Z02).
Hence
1
sinh y
(A)D∂y(sinh y
(A)D∂y) +
1
sinh2 y
(A)D2∂θ
=
1
sinh y
(A)D∂y(sinh y
(A)D∂y) +
cosh2 y
sinh2 y
(A)D2∂θ − (A)D2∂θ
= Z201 + Z
2
02 −
sinh2 y
cosh2 y
(
ω21Z
2
02 + ω
2
2Z
2
01 − ω1ω2(Z01Z02 + Z02Z01)
)
− sinh y
cosh y
(ω1Z01 + ω2Z02).
Recalling the definition of △A,Hτ , the lemma follows. 
With Lemma 4.8 in hand, we are ready to prove Proposition 4.7.
Proof of Proposition 4.7. We begin by expanding
(A)φ− φ =− 1
τ 2
(A)Dτ (τ
2(A)Dτφ)− φ+△A,Hτφ.
Then by Lemma 4.8, we have
(A)D2τ (τ cosh yφ) + (τ cosh yφ)
=− sinh
2 y
τ cosh y
(
ω21Z
2
02 + ω
2
2Z
2
01 − ω1ω2(Z01Z02 + Z02Z01)
)
φ
+
cosh y
τ
(Z201 + Z
2
02)φ−
sinh y
τ
(ω1Z01 + ω2Z02)φ− (τ cosh y)((A)φ − φ).
Taking the inner product with (A)Dτ (τ cosh yφ), the left-hand side becomes
1
2
∂τ
(
|(A)Dτ (τ cosh yφ)|2 + |τ cosh yφ|2
)
.
Integrating in τ from τ0 and using Cauchy-Schwarz, (4.19) follows. 
4.4. Gauge invariant interpolation inequalities with weights. In this subsection, we
derive various interpolation inequalities involving Z and weights of the form cosh y.
Lemma 4.9. Let φ be a smooth compactly supported V -valued function on Hτ . Then for
1 ≤ r ≤ p ≤ q ≤ ∞ and 0 ≤ ϑ ≤ 1 defined by 1
p
= 1−ϑ
q
+ ϑ
r
, we have
‖ cosh yφ‖Lp(Hτ , dσcosh y ) ≤ C‖ cosh yφ‖
1−ϑ
Lq(Hτ , dσcosh y )
‖ cosh yφ‖ϑ
Lr(Hτ , dσcosh y )
(4.21)
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By scaling, we may take τ = 1. Then this lemma is an easy consequence of Ho¨lder’s
inequality with respect to the measure (cosh y)−1dσH1 .
Lemma 4.10 (Covariant Gagliardo-Nirenberg inequality with weights). Let φ be a smooth
compactly supported function on Hτ . Then for 2 ≤ p, q, r ≤ ∞ and 2p = 1q + 1r , we have
‖ cosh yZφ‖Lp(Hτ , dσcosh y )
≤ C‖ cosh yφ‖
1
2
Lq(Hτ , dσcosh y )
( ∑
k:0≤k≤2
‖ cosh yZ(k)φ‖Lr(Hτ , dσcosh y )
) 1
2 (4.22)
Proof. To simplify the exposition, we will use the following notation: For 1 ≤ r ≤ ∞ and
k ≥ 0 an integer, we will write
‖ cosh yZ(≤k)φ‖Lr(Hτ , dσcosh y ) :=
∑
0≤k′≤k
‖ cosh yZ(k′)φ‖Lr(Hτ , dσcosh y ).
Also, by scaling, it suffices to consider the case τ = 1. Below, we will omit H1 and simply
write Lp = Lp(H1, dσcosh y ).
Before we embark on the proof, we will introduce a few necessary ingredients. Our first
ingredient is the following integration by parts formula on H1: For Z = Zµν (µ, ν = 0, 1, 2)
and f, g smooth compactly supported real-valued functions on H1, it holds that
∫
H1
(Zf)g dσH1 = −
∫
H1
fZg dσH1 . (4.23)
This identity, which is equivalent to saying that the orthogonal projection of Zµν to H1 is
divergence-free, is an immediate consequence of the fact that Zµν is a Killing vector field in
the ambient Minkowski space R1+2 that is tangent to H1. Observe also that
|Z(cosh y)| ≤ cosh y.
A quick way to verify this inequality is to note that cosh y = t
τ
and
|Zµν( t
τ
)| = 1
τ
|xµδ0ν − xνδ0µ| ≤
t
τ
on H1.
With these preparations, we are now ready to prove (4.22). With (4.23), as well as the
Leibniz rule (2.2), this inequality can be easily shown using Ho¨lder’s inequality as follows:
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Writing p = 2 + 2b, where b ≥ 0 since p ≥ 2, we have
||| cosh yZφ|||pLp =
∫
(cosh y)p−1〈Zφ,Zφ〉〈Zφ,Zφ〉b dσ
=−
∫
(cosh y)p−1〈φ,Z2φ〉〈Zφ,Zφ〉b dσ
+
∫
(cosh y)p−1Z〈φ,Zφ〉〈Zφ,Zφ〉b dσ
=−
∫
(cosh y)p〈φ,Z2φ〉〈Zφ,Zφ〉b dσ
cosh y
− 2b
∫
(cosh y)p〈φ,Zφ〉〈Zφ,Zφ〉b−1〈Zφ,Z2φ〉 dσ
cosh y
− (p− 1)
∫
(cosh y)p−1|Z(cosh y)|〈φ,Zφ〉〈Zφ,Zφ〉b dσ
cosh y
.
Then the absolute value of the last expression is bounded from the above by
≤ C||| cosh yφ|||Lq ||| cosh yZ(≤2)φ|||Lr ||| cosh yZφ|||p−2Lp ,
from which (4.22) follows. 
Lemma 4.11. Let φ be a smooth compactly supported function on Hτ . For 0 ≤ k ≤ m− 1,
we have ∑
0≤ℓ≤k
‖ cosh yZ(ℓ)φ‖Lp(Hτ , dσcosh y )
≤ C‖ cosh yφ‖1−
k
m
L∞(Hτ , dσcosh y )
( ∑
0≤ℓ≤m
‖ cosh yZ(ℓ)φ‖L2(Hτ , dσcosh y )
) k
m
(4.24)
where 1
p
= k
2m
.
Proof. We will use the same notation and convention as the previous proof. Fix m ≥ 1. We
claim that the following holds: For 1 ≤ k ≤ m− 1 and rk := 2mk ,
||| cosh yZ(≤k)φ|||Lrk ≤ C||| cosh yφ|||
1
k+1
L∞ ||| cosh yZ(≤k+1)φ|||
k
k+1
Lrk+1
. (4.25)
Indeed, (4.24) would follow from (4.25) by induction on k.
To prove the inequality (4.25), we use a separate induction argument on k. The k = 1
case follows from (4.21) and (4.22) by taking p = 2m, q =∞ and r = m. Next, assume that
(4.25) holds for some integer k − 1 such that 1 ≤ k − 1 ≤ m − 1. Then for every integer ℓ
satisfying 1 ≤ ℓ ≤ k, by (4.22) and the induction hypothesis, we have
||| cosh yZ(ℓ)φ|||Lrk
≤ C||| cosh yZ(ℓ+1)φ|||
1
2
Lrk+1
||| cosh yZ(ℓ−1)φ|||
1
2
Lrk−1
(4.26)
≤ C||| cosh yZ(≤k+1)φ|||
1
2
Lrk+1
(
||| cosh yZ(≤k)φ|||
k−1
k
Lrk ||| cosh yφ|||
1
k
L∞
) 1
2
.
For ℓ = 0, we have
||| cosh yφ|||Lrk ≤ C||| cosh yφ|||
1
k+1
L∞ ||| cosh yφ|||
k
k+1
Lrk+1
(4.27)
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by (4.21). Summing up (4.26) for 1 ≤ ℓ ≤ k and (4.27), we arrive at
||| cosh yZ(≤k)φ|||Lrk
≤ C||| cosh yZ(≤k+1)φ|||
1
2
Lrk+1
(
||| cosh yZ(≤k)φ|||
k−1
k
Lrk ||| cosh yφ|||
1
k
L∞
) 1
2
,
which then implies the desired estimate for k. 
5. Commutation relations and structure of the equations
The purpose of this section is to compute the equation satisfied by Z(k)φ, using the com-
mutation properties of (CSH) and (CSD) with respect to Zµν . This is the main algebraic
ingredient of our proof of Theorems 1.5 and 1.7.
The main tool for our computation is the formalism of exterior differential calculus for V -
and g-valued forms introduced in Section 2.3, which is summarized and further developed
in Section 5.1. Then in Section 5.2, we compute the commutator between (A) − 1 and
Zµν , under the Chern–Simons equation F = ⋆J . The (general order) commutator can be
expressed in terms of covariant Lie derivatives of the current J (i.e., (A)L(k)Z J); the latter
is computed for (CSH) and (CSD) in Sections 5.3 and 5.4, respectively. In Section 5.5, we
establish commutation properties of the V -valued potential U(φ). Finally, in Section 5.6,
we provide rudimentary pointwise bounds for various expressions introduced in this section,
which will be basic to the analysis performed in Section 6.
5.1. More on the exterior differential calculus. This section is a continuation of Sec-
tion 2.3. We begin by summarizing the key formulae of the exterior differential calculus of
real-valued differential forms.
Lemma 5.1 (Exterior differential calculus). Given a real-valued k-form ω and vector fields
X, Y , the following identities hold.
[LX , ιY ]ω =ι[X,Y ]ω, (5.1)
[LX ,LY ]ω =L[X,Y ]ω, (5.2)
[LX , d]ω =0, (5.3)
d2ω =0. (5.4)
The following identity, called Cartan’s formula, also holds.
ιXdω + dιXω =LXω. (5.5)
Moreover, given a real-valued ℓ-form ω′, the following Leibniz rules hold.
LX(ω ∧ ω′) =(LXω) ∧ ω′ + ω ∧ LXω′ (5.6)
ιX(ω ∧ ω′) =(ιXω) ∧ ω′ + (−1)kω ∧ ιXω′ (5.7)
d(ω ∧ ω′) =(dω) ∧ ω′ + (−1)kω ∧ dω′. (5.8)
Along with the facts that df is the usual differential on functions and ιXdf = Xf , these
identities completely characterize the operations LX , ιX and d.
Analogous calculus rules hold for V -valued differential forms.
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Lemma 5.2. Given a V -valued k-form v and a real-valued ℓ-form ω, we have
ω ∧ v = (−1)kℓv ∧ ω. (5.9)
Let A be a connection 1-form and F the associated curvature 2-form. For any vector fields
X, Y , the following identities hold.
[(A)LX , ιY ]v =ι[X,Y ]v, (5.10)
[(A)LX , (A)LY ]v =(A)L[X,Y ]v + (ιY ιXF )v, (5.11)
[(A)LX , (A)d]v =(ιXF ) ∧ v, , (5.12)
(A)d2v =F ∧ v. (5.13)
The following version of Cartan’s formula also holds.
ιX
(A)dv + (A)dιXv =
(A)LXv. (5.14)
Finally, given an additional real-valued ℓ-form ω, the following Leibniz rules hold.
(A)LX(v ∧ ω) =((A)LXv) ∧ ω + v ∧ LXω (5.15)
ιX(v ∧ ω) =(ιXv) ∧ ω + (−1)kv ∧ ιXω (5.16)
(A)d(v ∧ ω) =((A)dv) ∧ ω + (−1)kv ∧ dω. (5.17)
The key difference from the real-valued case is that (A)d2 6= 0, but instead (5.13) holds.
When v is a 0-form (i.e., a V -valued function), this is precisely the definition of the curvature
2-form F . Then the general case of a k-form follows from (5.17), which in turn is straight-
forward. The proof of the rest of the lemma is more routine, using the definitions (2.5) and
(2.6), as well as Lemma 5.1; we omit the details.
For a g-valued k-form a, the covariant differential (A)da and the covariant Lie derivative
(A)LXa are defined using the adjoint action. The formulae in Lemma 5.2 in hold verbatim
for g-valued differential forms. Moreover, it is clear that the following additional Leibniz
rules hold.
Lemma 5.3. Let A be a connection 1-form. Given a g-valued k-form a and a V -valued
ℓ-form v, the following Leibniz rules hold.
(A)LX(a ∧ v) =((A)LXa) ∧ v + a ∧ (A)LXv (5.18)
ιX(a ∧ v) =(ιXa) ∧ v + (−1)ka ∧ (ιXv) (5.19)
(A)d(a ∧ v) =((A)da) ∧ v + (−1)ka ∧ ((A)dv). (5.20)
In particular, these Leibniz rules hold in the case V = g, where v = b is a g-valued ℓ-form.
In this case, we have
[a ∧ b] = (−1)kℓ+1[b ∧ a]. (5.21)
Next, we introduce some useful definitions for computations concerning the current J ,
performed in Sections 5.3 and 5.4. For a pair φ1, φ2 ∈ V , let
[[φ1, φ2]] =
1
2
(
〈T φ1, φ2〉+ 〈φ2, T φ1〉
)
. (5.22)
Observe that [[φ1, φ2]] is a g-valued bilinear (over R) form in φ1, φ2, which is anti-symmetric
thanks to the anti-hermitian property of T . It obeys the following important Leibniz rule.
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Lemma 5.4. Let A be a connection 1-form. Given V -valued functions φ1, φ2 and a vector
field X, the following Leibniz rule holds.
(A)DX [[φ
1, φ2]] = [[(A)DXφ
1, φ2]] + [[φ1, (A)DXφ
2]]. (5.23)
Proof. By symmetry, it suffices to prove
(A)DX〈T φ1, φ2〉 = 〈T (A)DXφ1, φ2〉+ 〈T φ1, (A)DXφ2〉. (5.24)
Recall that (A)DXφ = ∇Xφ + A(X) · φ on a V - (or g-)valued function φ. We introduce
the shorthand a = A(X). Fix an orthonormal basis {eA} of g, so that T A′ϕ = δA′AeA · ϕ
and a = aAeA. We denote the structure constants by {cCAB} ⊆ R, where [eA, eB] = cCABeC .
Using (2.2) and the above conventions, the left-hand side of (5.24) equals
δAA
′〈eA · φ1, φ2〉[a, eA′] + δAA′
(
〈(A)DX(eA · φ1), φ2〉+ 〈eA · φ1, (A)DXφ2〉
)
eA′
=δAA
′〈eA · φ1, φ2〉[a, eA′] + δAA′〈[a, eA] · φ1, φ2〉eA′
+ δAA
′
(
〈eA · (A)DXφ1, φ2〉+ 〈eA · φ1, (A)DXφ2〉
)
eA′ .
Note that the last line is exactly the right-hand side of (5.24). Hence the difference between
the left- and the right-hand sides of (5.24) is equal to
δAA
′〈eA · φ1, φ2〉[a, eA′] + δAA′〈[a, eA] · φ1, φ2〉eA′
=aCcDCA′δ
AA′〈eA · φ1, φ2〉eD + aCcDCAδAA
′〈eD · φ1, φ2〉eA′
=(cA
′
CDδ
DA + cACDδ
DA′)aC〈eA · φ1, φ2〉eA′ .
Therefore, to establish (5.24), it suffices to show
cA
′
CDδ
DA + cACDδ
DA′ = 0. (5.25)
The identity (5.25) is a consequence of the bi-invariance of 〈·, ·〉g, i.e.,
〈[eC , eA′], eA〉g + 〈[eC , eA], eA′〉g = 0.
This completes the proof. 
Remark 5.5. In the case of abelian Chern–Simons–Higgs case (Example 1.2), Lemma 5.4 is
verified by simply computing
(A)DX(iφ
1φ2 − iφ1φ2) = i(A)DXφ1φ2 − i(A)DXφ1φ2 + iφ1(A)DXφ2 − iφ1(A)DXφ2.
The anti-symmetric form [[·, ·]] induces a g-valued wedge product [[v1 ∧ v2]] of V -valued
forms, characterized by the relation
[[(φ1 ⊗ ω1) ∧ (φ2 ⊗ ω2)]] = [[φ1, φ2]]⊗ (ω1 ∧ ω2) (5.26)
for V -valued functions φ1, φ2 and real-valued differential forms ω1, ω2.
Lemma 5.6. Let v, w be V -valued k- and ℓ-forms, respectively. Then we have
[[v ∧ w]] = (−1)kℓ+1[[w ∧ v]]. (5.27)
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Moreover, let A be a connection 1-form. For any vector field X, the following Leibniz rules
hold.
(A)LX [[v ∧ w]] =[[(A)LXv ∧ w]] + [[v ∧ (A)LXw]], (5.28)
ιX [[v ∧ w]] =[[ιXv ∧ w]] + (−1)k[[v ∧ ιXw]], (5.29)
(A)d[[v ∧ w]] =[[(A)dv ∧ w]] + (−1)k[[v ∧ (A)dw]]. (5.30)
Proof. Identities (5.27) and (5.29) are immediate from the defining relation (5.26), whereas
(5.23) and (5.30) follow from Lemmas 5.1, 5.4. We omit the routine details. 
To summarize, we have defined V -valued wedge products v ∧w, a∧ v and g-valued wedge
products [a ∧ a′], [[v ∧ w]] for v, w ∈ V and a, a′ ∈ g, which obey appropriate Leibniz rules
with respect to (A)LX , ιX and (A)d. Note that in Lemma 5.4 and Lemma 5.6, such rules hold
with covariant derivatives on both sides (in contrast to, say, (2.2) and (2.3)).
We now turn to the properties concerning the Hodge star operator ⋆. In order to state the
properties, we need a few definitions. First, we define the (exterior) codifferential operator
δ for real-valued differential forms by the formula∫
η−1(dω1, ω2) dσR1+2 =
∫
η−1(ω1, δω2) dσR1+2 , (5.31)
where ω1 and ω2 are real-valued k- and k+1-forms, respectively. The covariant codifferential
(A)δ of a V -valued differential form v is defined similarly using (A)d and the Minkowski metric
for V -valued differential forms, which is naturally defined using 〈·, ·〉V (for explicit alternative
formulae for δ and (A)δ, see (5.34) below). Given a vector field X , we will denote its metric
dual 1-form by X♭, i.e., X♭b := X
aηab.
In the following two lemmas, we record some useful properties of ⋆.
Lemma 5.7. Let the base manifold be R1+2 with the Minkowski metric with signature
(−1,+1,+1). Given a real-valued k-form ω and a vector field X, we have
⋆ ⋆ ω =− ω, (5.32)
ιX ⋆ ω = ⋆ (ω ∧X♭), (5.33)
δω =(−1)k+1 ⋆ d ⋆ ω. (5.34)
Moreover, if Z is a Killing vector field, then LZ commutes with ⋆ and ♭, i.e.,
LZ ⋆ ω = ⋆ LZω, (5.35)
LZX♭ =(LZX)♭ = [Z,X ]♭. (5.36)
Finally, the formulae (5.32)–(5.35) hold for any V - or g-valued k-form, where δ, d and LZ
are replaced by the covariant counterparts (A)δ, (A)d and (A)LZ .
Proof. The identity (5.32) is a quick consequence of the definition (2.7), whereas (5.33)
follows from the fact that ιX is dual to X
♭∧, i.e.,
η−1(ιXω1, ω2) = η−1(ω1, X♭ ∧ ω2).
The identity (5.34) follows from (5.31). For (5.35) and (5.36), note that if Z is Killing then
LZη = 0, LZη−1 = 0, LZǫ = 0.
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From these facts, (5.36) follows immediately. To prove (5.35), we compute
LZ
(
η−1(ω1, ω2)ǫ
)
=η−1(LZω1, ω2)ǫ+ η−1(ω1,LZω2)ǫ
=LZω1 ∧ ⋆ω2 + ω1 ∧ ⋆LZω2,
LZ
(
ω1 ∧ ⋆ω2) =LZω1 ∧ ⋆ω2 + ω1 ∧ LZ ⋆ ω2,
and observe that the two left-hand sides are equal by (2.7).
Finally, note that the same proof goes through for V - or g-valued differential forms. 
Lemma 5.8. Let the base manifold be R1+2 with the Minkowski metric with signature
(−1,+1,+1). Given a g-valued k-form a and a V -valued k-form v (0 ≤ k ≤ 3), we have
a ∧ ⋆v = ⋆a ∧ v. (5.37)
Moreover, if φ is a V -valued 0-form (i.e., a V -valued function), then
(⋆a) ∧ φ = ⋆(a ∧ φ). (5.38)
Proof. This lemma follows from the real-valued counterparts
ω1 ∧ ⋆ω2 = ⋆ω1 ∧ ω2, (⋆ω1) ∧ f = ⋆(ω1 ∧ f),
which is easily seen to hold for real-valued k-forms ω1, ω2 and a 0-form (i.e., a real-valued
function) f . 
In view of the characterizing relation (2.7) of ⋆, we define the real-valued bilinear form
η−1(a · v) for a g-valued k-form a and a V -valued k-form v (0 ≤ k ≤ 2) so that
a ∧ ⋆v = ⋆a ∧ v = η−1(a · v)ǫ. (5.39)
The d’Alembertian operator  can be expressed in terms of d and ⋆ as follows. Recalling
the definition of the divergence, (5.31) and (5.34), for any real-valued 1-form ω, we have
div ω = −δω = − ⋆ d ⋆ ω.
Hence, it follows that f = div(df) = − ⋆ d ⋆ f . By an entirely analogous computation, the
covariant d’Alembertian operator can be expressed in terms of (A)d and ⋆ as well. We record
this result as a lemma.
Lemma 5.9. Given a V -valued function φ, we have
(A)φ = − ⋆ (A)d ⋆ (A)dφ. (5.40)
Because of the Chern–Simons equation F = ⋆J , expressions of the form ιZ⋆ often need to
be considered. Our final lemma in this subsection is a technical result, which can be used to
compute the commutator between (A)d (or (A)δ) and ιZ⋆.
Lemma 5.10. Let Z be a Killing vector field and v be a V -valued k-form.
(A)d ιZ ⋆ v =(−1)k+1ιZ ⋆ (A)δv + ⋆(A)LZv, (5.41)
(A)δ ιZ ⋆ v =(−1)kιZ ⋆ (A)dv + ⋆(v ∧ dZ♭). (5.42)
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Proof. For (5.41), we compute using Lemmas 5.2 and 5.7 as follows:
(A)d ιZ ⋆ v =− ιZ (A)d ⋆ v + (A)LZ ⋆ v
=(−1)k+1ιZ ⋆ (A)δv + ⋆(A)LZv.
Similarly, for (5.42), we again use Lemmas 5.2 and 5.7 to compute
(A)δ ιZ ⋆ v =(−1)3−k ⋆ (A)d ⋆ ιZ ⋆ v
=(−1)k ⋆ (A)d(v ∧ Z♭)
=(−1)kιZ ⋆ (A)dv + ⋆(v ∧ dZ♭). 
5.2. Commutation relation for the covariant Klein–Gordon operator. Our goal here
is to compute the commutator between the covariant Klein–Gordon operator (A) − 1 and
Z(k). The basic computation is contained in the following lemma.
Lemma 5.11. Let J be a g-valued 1-form, and A be a connection 1-form satisfying the
Chern–Simons equation F = ⋆J . Then given any V -valued function (viewed as a 0-form) φ
and a Killing vector field Z, we have
[Z, (A)]φ = ιZ ⋆
(A)d(J ∧ φ)− ιZ ⋆ (J ∧ (A)dφ)− ⋆(J ∧ φ ∧ dZ♭). (5.43)
Moreover, given in addition a g-valued 1-form Γ and Killing vector fields Z1 and Z2, we have
Z2(ιZ1 ⋆
(A)d(Γ ∧ φ)) =ιZ1 ⋆ (A)d((A)LZ2Γ ∧ φ) + ιZ1 ⋆ (A)d(Γ ∧ Z2φ) (5.44)
+ ι[Z2,Z1] ⋆
(A)d(Γ ∧ φ) + η−1(J ∧ Z♭2 · (Γ ∧ φ ∧ Z♭1)),
Z2(−ιZ1 ⋆ (Γ ∧ (A)dφ)) =− ιZ1 ⋆ ((A)LZ2Γ ∧ (A)dφ)− ιZ1 ⋆ (Γ ∧ (A)d(Z2φ)) (5.45)
− ι[Z2,Z1] ⋆ (Γ ∧ (A)dφ) + η−1(Γ ∧ Z♭1 · (J ∧ Z♭2 ∧ φ)),
Z2 ⋆ (Γ ∧ φ ∧ dZ♭1) = ⋆ ((A)LZ2Γ ∧ φ ∧ dZ♭1) + ⋆(Γ ∧ Z2φ ∧ dZ♭1) (5.46)
+ ⋆(Γ ∧ φ ∧ d[Z2, Z1]♭).
We postpone the proof until the end of this section, and proceed to the computation of
[Z(k), (A)−1]. Given a g-valued 1-form Γ, a V -valued function φ and a vector field Z, define
N1[Γ, φ;Z] =ιZ ⋆ ((
(A)dΓ) ∧ φ), (5.47)
N2[Γ, φ;Z] =− 2ιZ ⋆ (Γ ∧ (A)dφ), (5.48)
N3[Γ, φ;Z] =− ⋆(Γ ∧ φ ∧ dZ♭). (5.49)
Note that, by the Leibniz rule (Lemma 5.3), the sum N1 +N2 satisfies
ιZ ⋆
(A)d(Γ ∧ φ)− ιZ ⋆ (Γ ∧ (A)dφ) = N1[Γ, φ;Z] +N2[Γ, φ;Z]. (5.50)
The reason why we split (5.50) into N1 and N2, rather than ιZ ⋆
(A)d(Γ ∧ φ) and −ιZ ⋆ (Γ ∧
(A)dφ), is simply because the former pair turns out to be more convenient to estimate.
For g-valued 1-forms Γ1,Γ2, a V -valued function φ and vector fields Z1, Z2, we also define
N4[Γ
1,Γ2, φ;Z1, Z2] =η
−1(Γ2 ∧ Z♭2 · (Γ1 ∧ φ ∧ Z♭1))
+ η−1(Γ1 ∧ Z♭1 · (Γ2 ∧ φ ∧ Z♭2)).
(5.51)
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In application, keeping track of the exact Killing vector field Z (or Z1, Z2) involved in these
formulae is not important. Accordingly, in what follows we often use the simple schematic
notation
Nj[Γ, φ] = Nj[Γ, φ;Z] (j = 1, 2, 3), N4[Γ
1,Γ2, φ] = N4[Γ
1,Γ2, φ;Z1, Z2]
where Z, Z1 and Z2 are understood to be one of the vector fields Zµν .
With this convention in mind, we are finally able to state the main result of this section
in a fairly compact form.
Proposition 5.12. Let J be a g-valued 1-form, and A a connection 1-form satisfying the
Chern–Simons equation F = ⋆J . Let φ be a V -valued function. Then for m ≥ 1, the
following schematic commutation formula holds:
[Z(m), (A)− 1]φ =
∑
k1+k2≤m−1
N1[
(A)L(k1)Z J,Z(k2)φ] +
∑
k1+k2≤m−1
N2[
(A)L(k1)Z J,Z(k2)φ]
+
∑
k1+k2≤m−1
N3[
(A)L(k1)Z J,Z(k2)φ] +
∑
k1+k2+k3≤m−2
N4[
(A)L(k1)Z J, (A)L(k2)Z J,Z(k3)φ]
(5.52)
where the last sum should be omitted in the case m = 1.
We remind the reader that by a schematic formula, we mean that the left-hand side equals
a linear combination of terms on the right-hand side.
This proposition is an immediate consequence of Lemma 5.11, the definitions (5.47)–(5.51),
and the Lie algebra relation among {Zµν}. Hence it is only left to establish Lemma 5.11;
this is done using the tools developed in Section 5.1.
Proof of Lemma 5.11. We begin by establishing (5.43). On V -valued functions, the differ-
ential operator Z is identical to (A)LZ . Using (5.40) and the fact that Z is a Killing vector
field (hence (A)LZ commutes with ⋆), the left-hand side of (5.43) is equal to
− ⋆
(
[(A)LZ , (A)d] ⋆ (A)dφ
)
− ⋆(A)d ⋆ [(A)LZ , (A)d]φ.
Using (5.12) and the Chern–Simons equation F = ⋆J , we may replace the commutator by
(ιZ ⋆ J)∧. Applying (5.33), the preceding expression is then equal to
− ⋆
(
⋆ (J ∧ Z♭) ∧ ⋆(A)dφ
)
− ⋆(A)d ⋆
(
⋆ (J ∧ Z♭) ∧ φ
)
= − ⋆
(
⋆ ⋆(J ∧ Z♭) ∧ (A)dφ
)
− ⋆(A)d ⋆ ⋆(J ∧ Z♭ ∧ φ)
= ⋆(J ∧ Z♭ ∧ (A)dφ) + ⋆(A)d(J ∧ Z♭ ∧ φ),
where we have used Lemma 5.8 and (5.32). The desired identity (5.43) now follows from
Lemma 5.3 and (5.33).
The identities (5.44)–(5.46) follow from routine computation, as in the preceding proof
of (5.43); hence we only sketch the proofs and leave the details to the reader. All these
identities are proved by first replacing Z2 by
(A)LZ2, applying (5.33) and then using the
Leibniz rule (5.15). Since Z2 is Killing, note that
(A)LZ2 commutes with ⋆. We remark
that the last terms in (5.44) and (5.45) arise from the commutator [(A)LZ2, (A)d], (5.12), the
Chern–Simons equation F = ⋆J , and the definition (5.39). 
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5.3. Covariant Lie derivatives of JCSH. In Proposition 5.12, the commutator between
Z(m) and (A)− 1 was computed in terms of Z(k)φ and the covariant Lie derivatives of J . In
this subsection, we compute the latter in terms of ϕ in the case of (CSH).
We begin by defining the following g-valued differential form, which is bilinear (over R) in
the V -valued functions ϕ1, ϕ2:
Γ
(0)
CSH[ϕ
1, ϕ2] = 2[[ϕ1 ∧ (A)dϕ2]], (5.53)
where [[· ∧ ·]] has been defined in (5.22) and (5.26). Recall that
JCSH(ϕ) = 〈T ϕ, (A)dϕ〉+ 〈(A)dϕ, T ϕ〉.
Hence, we may write
JCSH(ϕ) = Γ
(0)
CSH[ϕ, ϕ] = 2[[ϕ ∧ (A)dϕ]].
We also define
Γ
(1)
CSH[ϕ
1, ϕ2, ϕ3, ϕ4;Z] = 2[[ϕ1 ∧ (ιZ ⋆ Γ(0)CSH[ϕ3, ϕ4] ∧ ϕ2)]], (5.54)
where each ϕj is a V -valued function and Z is a vector field. The relevance of Γ
(1)
CSH is made
clear by the following lemma, in which the commutation relation of Γ
(0)
CSH is computed.
Lemma 5.13. Let A be a connection 1-form and ϕ a V -valued function, which satisfy the
Chern–Simons equation F = ⋆JCSH(ϕ). Then for any V -valued functions ϕ
1, ϕ2 and a Killing
vector field Z, we have
(A)LZΓ(0)CSH[ϕ1, ϕ2] = Γ(0)CSH[Zϕ1, ϕ2] + Γ(0)CSH[ϕ1,Zϕ2] + Γ(1)CSH[ϕ1, ϕ2, ϕ, ϕ;Z]
Proof. This identity follows from the Leibniz rule (5.28) and (5.12). 
Based on the observation that Γ
(0)
CSH occurs in Γ
(1)
CSH, higher order covariant Lie derivative
(A)L(m)Z JCSH(ϕ) can also be computed using Lemma 5.13 and the Leibniz rule (5.28). We
begin by making the following recursive definition of Γ
(m)
CSH for all integers m ≥ 1:
Γ
(m)
CSH[ϕ
1, ϕ2, . . . , ϕ2m+2;Z1, Z2 . . . , Zm]
=2[[ϕ1 ∧ (ιZ1 ⋆ Γ(m−1)CSH [ϕ3, . . . , ϕ2m+2;Z2, . . . , Zm] ∧ ϕ2)]].
Here, each ϕj is a V -valued function, and Zj is a vector field.
Using this definition, it is not difficult to write down a formula for (A)LZ1 · · · (A)LZmJCSH(ϕ)
for any m. However, the exact formula is rather long and unwieldy. As discussed earlier, we
need not keep track of each Zj, so we may simply write
Γ
(m)
CSH[ϕ
1, ϕ2, . . . , ϕ2m+2] = Γ
(m)
CSH[ϕ
1, ϕ2, . . . , ϕ2m+2;Z1, Z2 . . . , Zm],
with the understanding that each Zj is one of the Killing vector fields Zµν . With this
convention, we may write down the following compact schematic formula, which suffices for
our use.
Proposition 5.14. Let A be a connection 1-form and ϕ a V -valued function, which satisfy
the Chern–Simons equation F = ⋆JCSH(ϕ). Then for any m ≥ 1, the following schematic
formula holds:
(A)L(m)Z JCSH(ϕ) =
m∑
ℓ=0
( ∑
k1+···k2ℓ+2≤m−ℓ
Γ
(ℓ)
CSH[Z
(k1)ϕ, · · · ,Z(kℓ+2)ϕ]
)
. (5.55)
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This proposition may be proved by induction on m, using the Leibniz rule (5.28), the
commutation formulae (5.10) and (5.12), and the Lie algebra relation among {Zµν}. We
omit the straightforward details.
For specific values m = 2, 3, Γ
(m)
CSH takes the following form:
Γ
(2)
CSH[ϕ
1, ϕ2, . . . , ϕ6] =22[[ϕ1 ∧ ([[ϕ3 ∧ ((ιZ⋆)2Γ(0)CSH[ϕ5, ϕ6] ∧ ϕ4)]] ∧ ϕ2)]], (5.56)
Γ
(3)
CSH[ϕ
1, ϕ2, . . . , ϕ8] =23[[ϕ1 ∧ ([[ϕ3 ∧ ([[ϕ5 ∧ ((ιZ⋆)3Γ(0)CSH[ϕ7, ϕ8] ∧ ϕ6)]] ∧ ϕ4)]] ∧ ϕ2)]].
(5.57)
These turn out to be only cases needed for our application in Section 6.
We end with computation of (A)dΓ
(0)
CSH and
(A)δΓ
(0)
CSH; it will be used in conjunction with
Lemma 5.10 and Proposition 5.14 to compute (A)d(A)L(m)Z JCSH.
Lemma 5.15. Let A be a connection 1-form and ϕ a V -valued function, which satisfy the
Chern–Simons equation F = ⋆JCSH(ϕ). Then for any V -valued functions ϕ
1 and ϕ2, we
have
(A)dΓ
(0)
CSH[ϕ
1, ϕ2] =[[(A)dϕ1 ∧ (A)dϕ2]] + [[ϕ1 ∧ (⋆Γ(0)CSH[ϕ, ϕ] ∧ ϕ2)]], (5.58)
(A)δΓ
(0)
CSH[ϕ
1, ϕ2] = ⋆ [[(A)dϕ1 ∧ ⋆(A)dϕ2]]− [[ϕ1, ((A)− 1)ϕ2]]− [[ϕ1, ϕ2]]. (5.59)
Remark 5.16. Observe that [[(A)dϕ1 ∧ (A)dϕ2]] has a structure similar to the classical null
form Qµν(f, g) = ∂µf∂νg − ∂νf∂µg. Moreover, a further computation using the definition of
⋆ shows that
⋆[[(A)dϕ1 ∧ ⋆(A)dϕ2]] = −ηµν [[Tµϕ1,Tνϕ2]].
which resembles the classical null form Q0(f, g) = ∂
µf∂µg. These structures do not play
any role in the analysis that follows, due to the fast enough pointwise decay rate of the
Klein–Gordon equation. However, they should be essential in the case of massless Chern–
Simons–Higgs equation.
Proof. Using (5.30), the Leibniz rule and (5.13), we have
(A)dΓ
(0)
CSH[ϕ
1, ϕ2] =[[(A)dϕ1 ∧ (A)dϕ2]] + [[ϕ1 ∧ (⋆Γ(0)CSH[ϕ, ϕ] ∧ ϕ2)]],
which proves (5.58).
To prove (5.59), we begin by writing out
(A)δΓ
(0)
CSH[ϕ
1, ϕ2] = ⋆ (A)d ⋆ [[ϕ1 ∧ (A)dϕ2]].
Recalling the definition (5.26) of [[· ∧ ·]], it is immediate that
⋆[[ϕ ∧ v]] = [[ϕ ∧ ⋆v]]
when ϕ is a V -valued 0-form (i.e., a V -valued function) and v is a V -valued k-form. Using
(5.30), the Leibniz rule and (5.40), we have
(A)δΓ
(0)
CSH[ϕ
1, ϕ2] = ⋆ (A)d[[ϕ1 ∧ ⋆(A)dϕ2]]
= ⋆ [[(A)dϕ1 ∧ ⋆(A)dϕ2]] + ⋆[[ϕ1 ∧ ((A)d ⋆ (A)dϕ2)]]
= ⋆ [[(A)dϕ1 ∧ ⋆(A)dϕ2]]− [[ϕ1, (A)ϕ2]],
which finishes the proof. 
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5.4. Covariant Lie derivatives of JCSD. Here we compute
(A)L(m)Z J in the case of (CSD).
We remind the reader that
JCSD(ψ) = −〈iαT ψ, ψ〉,
where α = ηµνα
µdxν is a 2 × 2 matrix-valued 1-form with αµ = γ0γµ. The matrix αµ acts
on T ψ naturally, i.e., αµT ψ =∑A eA ⊗ αµT Av for any orthonormal basis {eA} of g.
Since γ0 is hermitian, γj is anti-hermitian and γ0γj + γjγ0 = 0 (j = 1, 2), it follows that
αµ is hermitian for µ = 0, 1, 2. On the other hand, each T A is anti-hermitian. Finally, since
αµ and T A commute, we have αT ψ = T αψ. Putting these observations together, we may
write
JCSD(ψ) =
1
2
〈T ψ, iαψ〉+ 1
2
〈iαψ, T ψ〉 = [[ψ ∧ iαψ]].
Motivated by the preceding computation, we define g-valued differential forms Γ
(k)
CSD, which
are multilinear (over R) in the inputs:
Γ
(0)
CSD[ψ
1, ψ2] =[[ψ1 ∧ iαψ2]]
Γ
(k)
CSD[ψ
1, ψ2;Z1, . . . , Zk] =[[ψ
1 ∧ i(LZk · · · LZ1α)ψ2]].
Here ψ1, ψ2 are V = ∆ ⊗W -valued functions, and each Zj is a vector field. By the above
computation and definition, we have
JCSD(ψ) = Γ
(0)
CSD[ψ, ψ] = [[ψ ∧ iαψ]].
As in the case of (CSH), we often do not keep track of each Zj and simply write
Γ
(k)
CSD[ψ
1, ψ2] = Γ
(k)
CSD[ψ
1, ψ2;Z1, . . . , Zk],
where each Zj is understood to be one of the Killing vector fields Zµν .
The following analogue of Lemma 5.13 holds.
Lemma 5.17. Let A be a connection 1-form and ψ a V -valued function, which satisfy the
Chern–Simons equation F = ⋆JCSD(ψ). Then for any V -valued functions ψ
1, ψ2 and a
Killing vector field Z, we have
(A)LZΓ(0)CSD[ψ1, ψ2] = Γ(0)CSD[Zψ1, ψ2] + Γ(0)CSD[ψ1,Zψ2] + Γ(1)CSD[ψ1, ψ2] (5.60)
Proof. This identity holds thanks to the Leibniz rule (5.28) and the formula (A)LZ(αψ2) =
(LZα)ψ2 + α(A)LZψ2. 
As a simple consequence of the previous lemma, the following formula for (A)L(m)Z JCSD(ψ)
holds.
Proposition 5.18. Let A be a connection 1-form and ψ a V -valued function, which satisfy
the Chern–Simons equation F = ⋆JCSD(ψ). Then for any m ≥ 1, the following schematic
formula holds.
(A)L(m)Z JCSD(ψ) =
m∑
ℓ=0
( ∑
k1+k2≤m−ℓ
Γ
(ℓ)
CSD[Z
(k1)ψ,Z(k2)ψ]
)
. (5.61)
As in the case of (CSH), we end with a lemma that computes (A)dΓ
(k)
CSH. Combined with
Proposition 5.18, this lemma allows us to compute (A)d(A)L(m)JCSD.
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Lemma 5.19. Let A be a connection 1-form. Then for any V -valued functions ψ1 and ψ2,
we have
(A)dΓ
(k)
CSD[ψ
1, ψ2;Z1, . . . , Zk]
=[[(A)dψ1 ∧ i(LZk · · · LZ1α)ψ2]]− [[ψ1 ∧ (i(LZk · · ·LZ1α) ∧ (A)dψ2)]].
(5.62)
We omit the proof, which is a straightforward application of (5.30) and the Leibniz rule,
combined with the fact that dα = 0.
5.5. Commutation relation for U(φ). In this subsection, we establish the commutation
properties of the V -valued potential U(φ).
We begin with the case of (CSH). By (1.7) and the convention v = κ = 1, UCSH can be
decomposed into
UCSH(ϕ) = U3[ϕ, ϕ, ϕ] + U5[ϕ, ϕ, ϕ, ϕ, ϕ]
where
U3[ϕ
1, ϕ2, ϕ3] =δAA′〈T Aϕ1, ϕ2〉T A′ϕ3,
U5[ϕ
1, ϕ2, ϕ3, ϕ4, ϕ5] =δAA′δBB′
(
〈T Aϕ1, ϕ2〉〈(T A′T B′ + T B′T A′)ϕ3, ϕ4〉T Bϕ5
+ 〈T Aϕ1, ϕ2〉〈T Bϕ3, ϕ4〉T A′T B′ϕ5
)
.
Lemma 5.20. Let X be any vector field, and ϕ1, . . . , ϕ5 be V -valued functions. The multi-
linear forms U3 and U5 obey the following Leibniz rules.
(A)DXU3[ϕ
1, ϕ2, ϕ3] =U3[
(A)DXϕ
1, ϕ2, ϕ3] + · · ·+ U3[ϕ1, ϕ2, (A)DXϕ3] (5.63)
(A)DXU5[ϕ
1, ϕ2, ϕ3, ϕ4, ϕ5] =U5[
(A)DXϕ
1, ϕ2, ϕ3, ϕ4, ϕ5] + · · · (5.64)
+ U5[ϕ
1, ϕ2, ϕ3, ϕ4, (A)DXϕ
5].
Proof. The idea of the proof is similar to that of Lemma 5.4. To exemplify, we will show
that
U˜5[ϕ
1, ϕ2, ϕ3, ϕ4, ϕ5] = δAA′δBB′〈T Aϕ1, ϕ2〉〈T A′T B′ϕ3, ϕ4〉T Bϕ5,
which is a part of the quintilinear form U5, obeys the Leibniz rule
(A)DXU˜5[ϕ
1, ϕ2, ϕ3, ϕ4, ϕ5] = U˜5[
(A)DXϕ
1, ϕ2, ϕ3, ϕ4, ϕ5] + · · ·+ U˜5[ϕ1, ϕ2, ϕ3, ϕ4, (A)DXϕ5].
(5.65)
The desired identities (5.63) and (5.64) may be proved by a similar argument.
As in the proof of Lemma 5.4, we introduce the shorthand a = A(X), and fix an orthonor-
mal basis {eA} of g so that T Aϕ = δAA′eA′ · ϕ. We define the structure constants cCAB by
[eA, eB] = c
C
ABeC . The difference between the left- and right-hand sides of (5.65) can then
be computed as follows:
aCcDCAδ
AA′δBB
′〈eD · ϕ1, ϕ2〉〈eA′ · (eB′ · ϕ3), ϕ4〉eB · ϕ5
+ aCcDCA′δ
AA′δBB
′〈eA · ϕ1, ϕ2〉〈eD · (eB′ · ϕ3), ϕ4〉eB · ϕ5
+ aCcDCB′δ
AA′δBB
′〈eA · ϕ1, ϕ2〉〈eA′ · (eD · ϕ3), ϕ4〉eB · ϕ5
+ aCcDCBδ
AA′δBB
′〈eA · ϕ1, ϕ2〉〈eA′ · (eB′ · ϕ3), ϕ4〉eD · ϕ5
Relabeling the indices, we see that this expression vanishes, and hence (5.65) follows, if
cACDδ
DA′ + cA
′
CDδ
AD = 0, cB
′
CDδ
BD + cBCDδ
DB′ = 0.
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However, these are precisely (5.25). 
Next we turn to the case of (CSD), where V = ∆⊗W . Recall the definition of UCSD(ψ)
given in (3.3). Using the notation [[·, ·]], the V -valued potential UCSD(ψ) may be rewritten as
UCSD(ψ) = U˜3[ψ, ψ, ψ],
where
U˜3[ψ
1, ψ2, ψ3] =
1
2
ǫ(Tµ, Tν , Tλ)γ
µγν [[ψ1, iαλψ2]]ψ3.
Lemma 5.21. Let X be any vector field, and ψ1, . . . , ψ3 be V -valued functions. The multi-
linear form U˜3 obeys the following Leibniz rule.
(A)DXU˜3[ψ
1, ψ2, ψ3] =U˜3[
(A)DXψ
1, ψ2, ψ3] + · · ·+ U˜3[ψ1, ψ2, (A)DXψ3]. (5.66)
Proof. Since ǫ(Tµ, Tν , Tλ), γ
µ and αµ are constant, the desired conclusion follows from Lem-
mas 5.3 and 5.4. 
5.6. Pointwise bounds. Let Ω be a V -, g- or real-valued differential form. Recall that the
norm |Ω| is defined by the formula
|Ω|2 =
∑
µ1<···<µk
|Ω(Tµ1 , . . . , Tµk)|2.
where we use 〈·, ·〉 [resp. 〈·, ·〉g] on the right-hand side when Ω is V - [resp. g-] valued. The
following bounds are obvious, yet useful:
| ⋆ Ω| ≤|Ω|,
|ιTµΩ| ≤|Ω|,
|ιZµνΩ| ≤τ cosh y|Ω|,
|ιSΩ| ≤τ cosh y|Ω|,
|ιNΩ| ≤ cosh y|Ω|.
(5.67)
Let Ω1,Ω2 be V -, g- or real-valued forms for which the wedge product Ω1∧Ω2 can be defined
as in Section 5.1 (e.g., Ω1 is g-valued and Ω2 is V -valued). Then we have the inequality
|Ω1 ∧ Ω2| ≤ C|Ω1||Ω2|.
Similarly, for a g-valued form a and a V -valued form v, we have
|[[a ∧ v]]| ≤ C|a||v|.
Recall the multilinear expressions N1, . . . ,N4, which were defined in Section 5.2 to facil-
itate the computation of [Z(m), (A) − 1]. The following pointwise bounds hold for these
expressions.
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Lemma 5.22. Let Γ, Γj (j = 1, 2) be g-valued 1-forms and φ be a V -valued function. Then
we have
|N1[Γ, φ]| ≤Cτ |ιN (A)dΓ||φ| (5.68)
≤Cτ cosh y|(A)dΓ||φ|, (5.69)
|N2[Γ, φ]| ≤Cτ
(
|Γ||Nφ|+ |ιNΓ||Tφ|
)
(5.70)
≤Cτ cosh y|Γ||Tφ|, (5.71)
|N3[Γ, φ]| ≤C|Γ||φ|, (5.72)
|N4[Γ1,Γ2, φ]| ≤Cτ 2 cosh2 y|Γ1||Γ2||φ|. (5.73)
Proof. Recalling the definitions (5.47) and (5.48) ofN1 and N2, we see that we need to bound
|ιZ ⋆ Ω| where Ω = (A)dΓ ∧ φ or Γ ∧ (A)dφ. In rectilinear coordinates, it can be checked that
xµǫνκλ − xνǫµκλ = ǫµνκxλ − ǫµνλxκ.
Let Ω be a (V -, g- or real-valued) 2-form Ω. By the preceding identity, we have
ιZµν ⋆ Ω = 2τ
∑
κ
ǫµνκιN ιTκΩ.
Recalling the definition of |Ω|, we see that
ιZµν ⋆ Ω ≤ Cτ |ιNΩ|.
The bounds (5.68) and (5.70) now follow, using the Leibniz rule for ιN .
The inequalities (5.69) and (5.71) are immediate consequences of (5.67). Moreover, (5.72)
and (5.73) are straightforward to establish; hence we omit their proofs. 
For Γ
(k)
CSH [resp. Γ
(k)
CSD], which was defined in Section 5.3 and arise in the computation of
(A)L(m)Z JCSH [resp. (A)L(m)Z JCSD], the following pointwise bounds hold.
Lemma 5.23. Let φj (j = 1, 2, . . .) be V -valued functions. Then for any integer k = 0, 1, . . .,
we have
|Γ(k)CSH[φ1, φ2, . . . , φ2k+2]| ≤Ck(τ cosh y)k|φ1| · · · |φ2k+1||Tφ2k+2|. (5.74)
In the case k = 0, for any vector X we have the following refined bound:
|ιXΓ(0)CSH[φ1, φ2]| ≤ C|φ1||(A)DXφ2|. (5.75)
Lemma 5.24. Let φ1, φ2 be V -valued functions. Then for any integer k = 0, 1, . . ., we have
|Γ(k)CSD[φ1, φ2]| ≤Ck|φ1||φ2|. (5.76)
Finally, the following pointwise bounds for the multilinear forms U3, U5 and U˜3 (defined
in Section 5.5) hold.
Lemma 5.25. Let φj (j = 1, . . . , 5) be V -valued functions. Then we have
|U3[φ1, φ2, φ3]| ≤C|φ1||φ2||φ3|, (5.77)
|U5[φ1, φ2, φ3, φ4, φ5]| ≤C|φ1||φ2||φ3||φ4||φ5|, (5.78)
|U˜3[φ1, φ2, φ3]| ≤C|φ1||φ2||φ3|. (5.79)
We omit the straightforward proofs of the preceding lemmas.
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6. Proof of the main a priori estimates
In this section, we carry out the proof of the main a priori estimates (Proposition 3.6). In
Section 6.1, we reduce the proof of Proposition 3.6 to a bootstrap argument. In particular, we
list the bootstrap assumptions, and introduce a few conventions that will simplify the further
presentation. In the remainder of the section, we show that the bootstrap assumptions can
be improved provided that δ⋆(R) in the hypothesis of Proposition 3.6 is chosen sufficiently
small.
6.1. Reduction to a bootstrap argument. Throughout this section, we assume that
(A, φ) is a solution to (3.2) satisfying the hypotheses of Proposition 3.6, where δ∗ = δ∗(R) is
to be specified below.
We begin with a bound on the initial hyperboloid H2R, which is the starting point of the
proof of Proposition 3.6.
Lemma 6.1. If ǫ is sufficiently small depending on R, then we have
4∑
k=0
(∫
H2R
eH2R [Z
(m)φ] dσH2R
)1/2
≤ C(R)ǫ, (6.1)
where the energy density eH2R was defined in (4.8).
This lemma is a consequence of (3.7), Lemma 4.2 and the formula for the commutator
[Z(m), (A) − 1] derived in Section 5. Observe that |Z(m)φ| ≤ C(m,R)∑mk=0 |T(k)φ| in the
region Rτ=2Rt=2R defined in (4.11), thanks to the support property (3.6). This observation
allows us to use (3.7) (combined with the Sobolev inequality) to bound the error terms in
Lemma 4.2. We omit further details.
Next, we turn to the statement of the central bootstrap assumptions. In order to proceed,
we introduce the following notation: By τα+ [resp. τα−] for some α ∈ R, we mean τα+δ
[resp. τα−δ] for a fixed absolute constant 0 < δ ≪ 1.
For 2R ≤ τ ≤ T ′ (where T ′ ≤ T ), the following bootstrap assumptions will be made:
• L2 bounds with growth. For 0 ≤ m ≤ 4,
||| cosh yZ(m)φ|||L2τ + |||TZ(m)φ|||L2τ ≤ 10ǫ1 logm(1 + τ). (6.2)
For 0 ≤ m ≤ 3,
||| cosh yZ(m)Nφ|||L2τ ≤ 10ǫ1 logm+1(1 + τ). (6.3)
• Sharp L∞ decay.
||| cosh yφ|||L∞τ + ||| cosh yNφ|||L∞τ + |||Tφ|||L∞τ ≤ 10ǫ1τ−1. (6.4)
• Nonlinearity estimates. For 0 ≤ m ≤ 4,
||| cosh y((A)− 1)Z(m)φ|||L2τ ≤ 10ǫ3−1 τ−1 logm−1(1 + τ). (6.5)
Here, ǫ1 = B0ǫ and B0 is a large absolute constant to be chosen later; recall from the
hypothesis of Proposition 3.6 that ǫ1 = B0ǫ ≤ B0δ∗.
From Lemma 6.1 and a simple computation involving the Klainerman–Sobolev inequality
(Proposition 4.3) and the formula for [Z(m), (A)−1] in Section 5.2, it follows that (6.2)–(6.5)
hold on the initial hyperboloid τ = 2R without the factor of 10 on the right-hand side if B0
is chosen sufficiently large. In the rest of Section 6, our goal is to show that if B0 is large
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enough and δ∗ is sufficiently small, then the above bootstrap assumptions may be improved,
in the sense that (6.2)–(6.5) hold for τ ∈ [2R, T ′] without the factor of 10 on the right-hand
side. By a routine continuity argument in T ′, we may conclude that (6.2)–(6.5) hold for all
τ ∈ [2R, T ]; Proposition 3.6 would then follow.
We end with a few conventions that will be in effect for the rest of this section. First, in
view of the fact that δ∗ would be chosen very small at the end, we assume that 0 < ǫ1 ≤ 1.
Second, unless otherwise stated, all the estimates are for τ ∈ [2R, T ′]. Finally, since R
is fixed, we suppress specifying dependence of constants on R.
6.2. Consequences of the bootstrap assumptions. Henceforth, our goal is to improve
the bootstrap assumptions (6.2)–(6.5). We begin by deriving some quick consequences of
the bootstrap assumptions in Section 6.1. We start with some decay estimates for Z(m)φ
and Z(m)Nφ, which follow from the Klainerman–Sobolev inequality (Proposition 4.3).
Lemma 6.2. Suppose that (A, φ) satisfies the bootstrap assumptions (6.2) and (6.3). Then
for 0 ≤ m ≤ 2, we have
||| cosh yZ(m)φ|||L∞τ + ||| cosh yZ(m−1)Nφ|||L∞τ ≤ Cǫ1 τ−1 logm+2(1 + τ). (6.6)
where the last term on the left-hand side should be omitted in the case m = 0.
For m = 3, we have
||| cosh yZ(3)φ|||L4τ + ||| cosh yZ(2)Nφ|||L4τ ≤ Cǫ1 τ−1+
2
p log4(1 + τ). (6.7)
Proof. The inequality (6.6) follows from (6.2), (6.3) and the Klainerman–Sobolev inequality
(Proposition 4.3). Then (6.7) follows by application of Lemma 4.10. 
Our argument below requires bounds for NZ(m)φ. The following estimate for the com-
mutator [Z(m),N]φ may be used to show that such estimates follow from the corresponding
bounds for Z(m)Nφ.
Lemma 6.3. Suppose that (A, φ) satisfies the bootstrap assumptions (6.2) and (6.3). Then
for 1 ≤ m ≤ 3 and 1 ≤ p ≤ ∞, we have
||| cosh y[Z(m),N]φ|||Lpτ
≤Cǫ21τ−1+
∑
k≤m−1
(
||| cosh yZ(k)φ|||Lpτ + ||| cosh yNZ(k)φ|||Lpτ + |||TZ(k)φ|||Lpτ
)
. (6.8)
In order to prove Lemma 6.3, it is convenient to establish certain bounds for NZ(m)φ
and TZ(m)φ simultaneously, since these expressions arise in the commutator [N,Z(m)]φ. We
record these bounds as a lemma:
Lemma 6.4. Suppose that (A, φ) satisfies the bootstrap assumptions (6.2) and (6.3). For
0 ≤ m ≤ 3, we have
||| cosh yNZ(m)φ|||L2τ ≤ Cǫ1 logm(1 + τ). (6.9)
Moreover, the following Lp estimates also hold:
||| cosh yNZ(m)φ|||L∞τ + |||TZ(m)φ|||L∞τ ≤Cǫ1τ−1 logm+2(1 + τ) for 0 ≤ m ≤ 1, (6.10)
||| cosh yNZ(m)φ|||L4τ + |||TZ(m)φ|||L4τ ≤Cǫ1τ−
1
2 log4(1 + τ) for m = 2. (6.11)
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Proof of Lemmas 6.3 and 6.4. We begin with a simple observation: Once (6.8) is established
in the range 1 ≤ m ≤ m0 for some m0 ≤ 3, then (6.9), (6.10) and (6.11) for the same range of
m follow. Indeed, proceeding inductively, we may assume that (6.8), (6.9), (6.10) and (6.11)
hold for up to some m − 1, where 0 ≤ m ≤ m0 (in the case m = 0, we make no induction
hypothesis). Then the claim for m is obvious for (6.9) and the term involving NZ(m)φ in
(6.10) and (6.11). To bound TZ(m), we use the pointwise inequality
|Tφ˜| ≤ C cosh y(|Nφ˜|+ τ−1|Zφ˜|) (6.12)
with φ˜ = Z(m)φ. By the preceding discussion, the first term on the right-hand side is
acceptable. On the other hand, the last term obeys (thanks to Lemma 6.2) a far better
decay rate than needed:
||| cosh yτ−1Z(m+1)φ|||Lpτ ≤ Cǫ1τ−2+
2
p log4(1 + τ), (6.13)
for any 1 ≤ p ≤ ∞ when 0 ≤ m ≤ 1 and 2 ≤ p ≤ 4 when m = 2.
Consequently, not only would Lemma 6.4 follow once we prove (6.8) for all m, but we are
also allowed to employ the bounds in Lemma 6.4 for m for which (6.8) has already been
proved. As discussed above, this will be useful because expressions of the form NZ(k)φ and
TZ(k)φ with k ≤ m− 1 appear in the commutator [N,Z(m)]φ; see, in particular, the case of
(CSH) below.
Our next task is to compute [N,Z(m)]φ. The commutator between Zµν and S = τN is
[S,Zµν ]φ =− (ιSιZµν ⋆ J)φ,
since S and Zµν commute. From this computation, (5.10), (5.35) and the Lie algebra relations
among {S, Zµν}, we may derive the following schematic commutation formula for [Z(m),N]φ:
[N,Z(m)]φ =τ−1
∑
k1+k2≤m−1
(ιSιZ ⋆
(A)L(k1)Z J)Z(k2)φ for m ≥ 1.
Given a (V -, g- or real-valued) 1-form Γ, we compute using the rectilinear coordinates
(t = x0, x1, x2)
ιSιZµν (⋆Γ) =(η
−1)αβ(xκxµǫνκα − xκxνǫµκα)Γ(Tβ)
=(η−1)αβǫµνκxκxαΓ(Tβ)− (η−1)αβǫµναxκxκΓ(Tβ).
Observe furthermore that (η−1)αβxαTβ = xβTβ=τN and xκxκ = −τ 2. Hence
|ιSιZ ⋆ Γ| ≤ C(τ 2 cosh y|ιNΓ|+ τ 2|Γ|). (6.14)
We therefore arrive at the pointwise bound
cosh y|[N,Z(m)]φ| ≤ Cτ cosh y
∑
k1+k2≤m−1
(
cosh y|ιN (A)L(k1)Z J |+ |(A)L(k1)Z J |
)
|Z(k2)φ|. (6.15)
In order to proceed, we divide into two cases: J = JCSH and J = JCSD.
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- Case 1: J = JCSH. When m = 1, by (5.75) and (6.15), we may estimate
cosh y|[N,Z]φ| ≤Cτ cosh y
(
|ιNΓ(0)CSH[φ, φ]|+ |Γ(0)CSH[φ, φ]|
)
|φ|
≤Cτ cosh y|φ|2(cosh y|Nφ|+ |Tφ|).
We now take the ||| · |||Lpτ norm and apply Ho¨lder’s inequality, where we estimate cosh yNφ
and Tφ using ||| · |||Lpτ and cosh y|φ|2 using ||| · |||L∞τ . By Lemma 6.2, the desired inequality
(6.8) follows. As a dividend (see the remarks at the beginning of the proof), we may now
use the bounds in Lemma 6.4 up to m = 1.
For m ≥ 2, using Proposition 5.14 and (6.15), cosh y|[N,Z]φ| is bounded from the above
by
Cm
∑
j1+j2+k2≤m−1
τ cosh y
(
cosh y|ιNΓ(0)CSH[Z(j1)φ,Z(j2)φ]|+ |Γ(0)CSH[Z(j1)φ,Z(j2)φ]|
)
|Z(k2)φ|
+ Cm
∑
k1,k2,ℓ:
k1+k2≤m−1
1≤ℓ≤k1
∑
j1+···+j2ℓ+2≤k1−ℓ
τ cosh3 y|Γ(ℓ)CSH[Z(j1)φ, . . . ,Z(j2ℓ+2)φ]||Z(k2)φ|,
(6.16)
where we used the crude bound
cosh y|ιNΓ|+ |Γ| ≤ C cosh2 y|Γ| (6.17)
on the second line4. In what follows, we treat the sum on each line separately.
Consider a summand from the first line of (6.16), which can be bounded using (5.75) by
Cmτ cosh y|Z(j1)φ|(cosh y|NZ(j2)φ|+ |TZ(j2)φ|
)
|Z(k2)φ|. (6.18)
Taking the ||| · |||Lpτ norm, we apply Ho¨lder’s inequality and bound the highest order factor
with an appropriate weight of cosh y (i.e., either cosh yZ(k)φ, cosh yNZ(k)φ or TZ(k)φ) using
||| · |||Lpτ and the rest using ||| · |||L∞τ . Since we are only considering m = 2, 3, the non-highest
order cannot exceed 1; hence the non-highest order factors obey a pointwise upper bound
Cτ−1 cosh−1 y log3(1+τ) by Lemma 6.2 and (6.10) for 0 ≤ m ≤ 1. From such a consideration,
the contribution of (6.18) is easily seen to be acceptable for the proof of (6.8).
Next, consider a summand from the second line of (6.16), which can be bounded by
Cmτ
ℓ+1 coshℓ+2 y|Z(j1)φ| · · · |Z(j2ℓ+1)φ||TZ(j2ℓ+2)φ||Z(k2)φ|, (6.19)
using (5.74). As before, we take the ||| · |||Lpτ norm and apply Ho¨lder’s inequality to bound
the highest order factor (with an appropriate weight of cosh y) using ||| · |||Lpτ and the rest
using ||| · |||L∞τ . As in the preceding case, the non-highest order cannot exceed 1, so the
non-highest order factors are bounded from the above by Cτ−1 cosh−1 y log3(1 + τ). Since
there are 2ℓ + 2 such factors (where ℓ ≥ 1), it can be readily checked that the contribution
of (6.19) is acceptable as well.
4Such a simplifying procedure is possible in this case since there is enough factors of Z(j)φ to absorb the
extra weights of cosh y; see the discussion following (6.19).
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- Case 2: J = JCSD. In this case, we immediately apply (6.15) and the crude bound (6.17)
to estimate
cosh y|[N,Z(m)]φ| ≤ Cmτ cosh3 y
∑
k1+k2≤m−1
|(A)L(k1)Z JCSD(φ)||Z(k2)φ|.
By Proposition 5.18 and Lemma 5.24, it follows that
cosh y|[N,Z(m)]φ| ≤ Cm
∑
j1+j2+k2≤m−1
τ cosh3 y|Z(j1)φ||Z(j2)φ||Z(k2)φ|. (6.20)
From this pointwise bound, which is far simpler than the case of (CSH), it is straightforward
to prove (6.8) (hence Lemma 6.4 as well); we omit the details. 
The bounds derived so far are insufficient to close the bootstrap; in particular, they cannot
be used to bound the commutator [Z(m), (A)−1]φ, because they grows too fast in τ . The cost
we incur is (at least) log2(1+τ), which arises from the loss of two Z derivatives in application
of the Klainerman–Sobolev inequality. To estimate the commutator [Z(m), (A) − 1]φ, we
use the sharp Lp bounds established in the following lemma, which are proved by essentially
interpolating between the L2 bounds (6.2), (6.3) and the sharp L∞ decay (6.4).
Lemma 6.5. Suppose that (A, φ) satisfies the bootstrap assumptions (6.2), (6.3) and (6.4).
If ǫ1 > 0 is sufficiently small, then the following inequalities hold: For 0 ≤ m ≤ 2, we have
||| cosh yZ(m)φ|||L3τ + ||| cosh yNZ(m)φ|||L3τ + |||TZ(m)φ|||L3τ ≤Cǫ1 τ−
1
3 logm(1 + τ). (6.21)
Moreover, for 0 ≤ m ≤ 1, we have
||| cosh yZ(m)φ|||L4τ + ||| cosh yNZ(m)φ|||L4τ + |||TZ(m)φ|||L4τ ≤Cǫ1 τ−
1
2 logm(1 + τ) (6.22)
||| cosh yZ(m)φ|||L6τ + ||| cosh yNZ(m)φ|||L6τ + |||TZ(m)φ|||L6τ ≤Cǫ1 τ−
2
3 logm(1 + τ). (6.23)
Remark 6.6. Heuristically, the bootstrap assumptions (6.2), (6.3), (6.4) and the sharp Lp
bounds (6.21), (6.22), (6.23) can be conveniently summarized as follows:
• ||| cosh y φ|||Lpτ ≤ τ−1+
2
p for 2 ≤ p ≤ ∞;
• every Z costs log(1 + τ);
• NZ(m)φ and (cosh y)−1TZ(m)φ obey the same bounds as Z(m)φ.
In reality, we only establish such bounds for certain exponents p and m, but these suffice for
our application below.
Proof. First, by applying (4.24) to φ with (6.2) and (6.4), the estimates (6.21), (6.22) and
(6.23) for Z(m)φ follow immediately. Next, applying the pointwise inequality (6.12) for
φ˜ = Z(m)φ, we obtain
|TZ(m)φ| ≤ C cosh y(|NZ(m)φ|+ τ−1|Z(m+1)φ|).
Recall that the last term on the right obeys the bound (6.13), which is stronger than what
we need to prove (6.21), (6.22) and (6.23) for TZ(m)φ. Therefore, to prove the lemma, it
only remains to establish the estimates (6.21), (6.22) and (6.23) for NZ(m)φ.
Using (4.24) to interpolate the L2τ bound (6.3) and the sharp decay estimate (6.4) for Nφ,
it follows that
||| cosh yZ(m)Nφ|||Lpτ ≤Cǫ1 τ−1+
2
p logm(1 + τ)
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for p = 3, 4, 6 when 0 ≤ m ≤ 1, and p = 3 when m = 2. Applying Lemma 6.3, and using
(6.2) and Lemma 6.4 to bound the right-hand side of (6.8), it follows that the commutator
[N,Z(m)]φ obeys stronger estimates than needed to establish (6.21), (6.22) and (6.23). This
completes the proof of the lemma. 
We separately state the following lemma, which is a trivial consequence of Lemma 6.5 and
Ho¨lder’s inequality, since it will be used a number of times below.
Lemma 6.7. For non-negative integers k1, k2 such that k1 + k2 ≤ 2, we have
||| |TZ(k1)φ||TZ(k2)φ| |||L2τ ≤ Cǫ21τ−1 logk1+k2(1 + τ). (6.24)
6.3. Improving the nonlinearity estimates. Our next goal is to obtain the following
improvement of (6.5): For 0 ≤ m ≤ 4 we wish to show that
||| cosh y((A)− 1)Z(m)φ|||L2τ ≤ Cǫ31τ−1 logm−1(1 + τ). (6.25)
In particular, note that the power of ǫ1 is 3 in (6.25), in contrast to 3− in (6.5); hence for a
sufficiently small ǫ1 (independent of T ), (6.25) would imply
||| cosh y((A)− 1)Z(m)φ|||L2τ ≤ ǫ3−1 τ−1 logm−1(1 + τ).
which improves (6.5).
By (3.2) and the commutation formula (5.52), we have the schematic formula
((A)− 1)Z(m)φ =Z(m)U(φ) +
∑
k1+k2≤m−1
N1[
(A)L(k1)Z J,Z(k2)φ]
+
∑
k1+k2≤m−1
N2[
(A)L(k1)Z J,Z(k2)φ] +
∑
k1+k2≤m−1
N3[
(A)L(k1)Z J,Z(k2)φ]
+
∑
k1+k2+k3≤m−2
N4[
(A)L(k1)Z J, (A)L(k2)Z J,Z(k3)φ],
where the last four terms are dropped in the case m = 0, and the last term is dropped when
m = 1.
Hence, in order to establish (6.25), we need to bound Z(m)U(φ) and eachNi in ||| cosh y(·)|||L2τ .
We achieve this task for (CSH) and (CSD) separately. In what follows, we assume that (A, φ)
obeys the bootstrap assumptions (6.2)–(6.5).
6.3.1. Chern–Simons–Higgs equations. We begin by handling the contribution of the V -
valued potential UCSH. Recall from Section 5.5 that we may write UCSH(φ) = U3[φ, φ, φ] +
U5[φ, φ, φ, φ, φ], where U3 and U5 obey the Leibniz rules in Lemma 5.20, and the pointwise
bounds in Lemma 5.25. Using the simple bounds in Lemma 6.2 and Ho¨lder’s inequality, the
following improved bounds can be shown:
Proposition 6.8. Let (A, φ) obey the bootstrap assumptions in Section 6.1. Then for 0 ≤
m ≤ 4, we have
||| cosh yZ(m)U3[φ, φ, φ]|||L2τ ≤Cǫ31τ−2+ (6.26)
||| cosh yZ(m)U5[φ, φ, φ, φ, φ]|||L2τ ≤Cǫ51τ−4+. (6.27)
We omit the straightforward details. These bounds show that the contribution of UCSH is
acceptable for the proof of (6.25).
Next, we turn to the terms Nj. To complete the proof of (6.25), it suffices to establish
the following bounds:
Proposition 6.9. Let (A, φ) obey the bootstrap assumptions in Section 6.1. Then for 0 ≤
m ≤ 4, we have ∑
k1+k2≤m−1
||| cosh yN1[(A)L(k1)Z JCSH,Z(k2)φ]|||L2τ ≤Cǫ31τ−1 logm−1(1 + τ) (6.28)
∑
k1+k2≤m−1
||| cosh yN2[(A)L(k1)Z JCSH,Z(k2)φ]|||L2τ ≤Cǫ31τ−1 logm−1(1 + τ) (6.29)
∑
k1+k2≤3
||| cosh yN3[(A)L(k1)Z JCSH,Z(k2)φ]|||L2τ ≤Cǫ31τ−2+ (6.30)
∑
k1+k2+k3≤2
||| cosh yN4[(A)L(k1)Z JCSH, (A)L(k2)Z JCSH,Z(k3)φ]|||L2τ ≤Cǫ51τ−2+ (6.31)
To prove this proposition, it is useful to first establish the following preliminary bilinear
estimates, which may be done only using the bounds in Lemmas 6.2 and 6.4.
Lemma 6.10. Let (A, φ) obey the bootstrap assumptions in Section 6. Then we have∑
k1+k2≤3
||| cosh y |Γ(0)CSH[Z(k1)φ,Z(k2)φ]| |||L2τ ≤Cǫ21τ−1+, (6.32)
∑
k1+k2≤2
||| cosh y |(A)LZΓ(0)CSH[Z(k1)φ,Z(k2)φ]| |||L2τ ≤Cǫ21τ−1+, (6.33)
∑
k1+k2≤2
|||(A)dΓ(0)CSH[Z(k1)φ,Z(k2)φ]|||L2τ ≤Cǫ21τ−1+, (6.34)
∑
k1+k2≤2
|||(A)δΓ(0)CSH[Z(k1)φ,Z(k2)φ]|||L2τ ≤Cǫ21τ−1+. (6.35)
Proof. All four bounds are proved in the same way: First, apply formulae and pointwise
bounds in Section 5, then use Ho¨lder’s inequality, Lemmas 6.2 and 6.4, as well as (6.2). We
give a detailed proof only for (6.35), which is the most involved, and leave the rest to the
reader.
Fix a pair of non-negative intergers k1, k2 such that k1 + k2 ≤ 2. By (5.59) and the
pointwise bounds in Section 5.6, we have
|(A)δΓ(0)CSH[Z(k1)φ,Z(k2)φ]|
≤C
(
|TZ(k1)φ||TZ(k2)φ|+ |Z(k1)φ||((A)− 1)Z(k2)φ|+ |Z(k1)φ||Z(k2)φ|
)
.
We bound the ||| · |||L2τ norm of the preceding expression as follows: The contribution of the
first term is treated by applying Ho¨lder’s inequality, bounding the higher order factor in
||| · |||L2τ and the other in ||| · |||L∞τ , and then appealing to (6.2) and Lemma 6.4. The third term
is handled similarly, where we replace Lemma 6.4 by Lemma 6.2. Finally, for the second
term, we bound Z(k1)φ in ||| · |||L∞τ and ((A) − 1)Z(k2)φ in ||| · |||L2τ , then use Lemma 6.2 for
the former and (6.5) for the latter. 
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We are now ready to prove (6.28)–(6.31), which would prove Proposition 6.9.
Proof of (6.28). In order to prove (6.28), it suffices by (5.55) and the facts that ǫ1 ≤ 1,
τ ≥ 2R to establish the following bounds: For 1 ≤ m ≤ 4,∑
k1+k2+k3≤m−1
||| cosh yN1[Γ(0)CSH[Z(k1)φ,Z(k2)φ],Z(k3)φ]|||L2τ ≤Cǫ31τ−1 logm−1(1 + τ) (6.36)
∑
k1+···+k5≤2
||| cosh yN1[Γ(1)CSH[Z(k1)φ, . . . ,Z(k4)φ],Z(k5)φ]|||L2τ ≤Cǫ51τ−2+ (6.37)
∑
k1+···+k7≤1
||| cosh yN1[Γ(2)CSH[Z(k1)φ, . . . ,Z(k6)φ],Z(k7)φ]|||L2τ ≤Cǫ71τ−3+ (6.38)
||| cosh yN1[Γ(3)CSH[φ, φ, . . . , φ], φ]|||L2τ ≤Cǫ91τ−4+ (6.39)
To simplify the notation, we will often use the shorthand φj = Z(kj)φ in what follows.
- Proof of (6.36). By (5.68) and (5.58), we first derive the following pointwise bound:
cosh y|N1[Γ(0)CSH[φ1, φ2], φ3| ≤Cτ cosh y|ιN (A)dΓ(0)CSH[φ1, φ2]||φ3|
≤Cτ cosh y
(
|Tφ1||Nφ2|+ |Nφ1||Tφ2|+ |φ||φ||φ1||φ2|
)
|φ3|.
We now take the ||| · |||L2τ norm. The cubic terms can be estimated by Cǫ31τ−1 logm−1(1 + τ),
using (6.2), (6.9) and Lemma 6.5. The quintic term can be easily bounded by ǫ51τ
−4+ using
(6.2) for the highest order factor and (6.6) for the rest. The point is that all factors except
the highest order factor have at most two Z derivatives, and thus (6.6) is applicable.
- Proof of (6.37), (6.38) and (6.39). For the remaining cases (6.37), (6.38) and (6.39), the
nonlinearity is quintic or higher and the total number of Z derivatives is ≤ 2. These cases
turn out to be much less delicate compared to (6.36), and can be treated using just (6.2),
(6.6) (in Lemma 6.2), Lemma 6.7 and Lemma 6.10. Furthermore, we may rely on the crude
pointwise bound (5.67) to treat ιZ⋆. Since the arguments are similar, we only present the
case of (6.37) in detail, and briefly sketch the others.
To prove (6.37), we distinguish two types of terms, namely those which do not involve
commutation of (A)d with ιZ⋆, and those which arise from this commutation. More precisely,
by (5.54), (5.67), (5.69) and Lemma 5.10, we first bound cosh y|N1[Γ(1)CSH[φ1, . . . , φ4], φ5]| by
Cτ cosh2 y|(A)dφ1 ∧ (ιZ ⋆ Γ(0)CSH[φ3, φ4]) ∧ φ2||φ5| (6.40)
+ Cτ cosh2 y|φ1 ∧ (ιZ ⋆ Γ(0)CSH[φ3, φ4]) ∧ (A)dφ2||φ5| (6.41)
+ Cτ cosh2 y|φ1||φ2||ιZ ⋆ (A)δΓ(0)CSH[φ3, φ4]||φ5| (6.42)
+ Cτ cosh2 y|φ1||φ2|| ⋆ (A)LZΓ(0)CSH[φ3, φ4]||φ5| (6.43)
where we recall that k1 + · · ·k5 ≤ 2. Note that (6.40) and (6.41) are precisely the terms
where (A)d does not fall on ιZ⋆, whereas (6.42) and (6.43) arise from commuting
(A)d with
ιZ⋆ using Lemma 5.10.
For (6.40) and (6.41), we first apply (5.67) to derive the pointwise estimate
(6.40) + (6.41) ≤Cτ 2(cosh y)3(|Tφ1||φ2|+ |φ1||Tφ2|)|φ3||Tφ4||φ5|
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and then estimate the ||| · |||L2τ norm of the right-hand side by Cǫ51τ−2+, using Lemma 6.7 for
the factors with T and (6.6) for the rest.
For (6.42), we begin with the pointwise bound
(6.42) ≤Cτ 2(cosh y)3|φ1||φ2||(A)δΓ(0)CSH[φ3, φ4]||φ5|,
which follows from (5.67), and then estimate the ||| · |||L2τ norm of the right-hand side by
Cǫ51τ
−2+ using (6.6) and (6.35).
Finally, for (6.43), we apply (5.67) to estimate
(6.43) ≤Cτ(cosh y)2|φ1||φ2||(A)LZΓ(0)CSH[φ3, φ4]||φ5|,
and then the ||| · |||L2τ norm of the right-hand side is estimated by Cǫ51τ−3+ using (6.6) and
(6.33).
Now we sketch the proofs of (6.38) and (6.39). For (6.38), we begin by estimating
cosh y|N1[Γ(2)CSH[φ1, . . . , φ6], φ7]| by
Cτ 3(cosh y)4
(
|Tφ1||φ2||φ3||φ4|+ · · ·+ |φ1||φ2||φ3||Tφ4|
)
|φ5||Tφ6||φ7| (6.44)
+ Cτ cosh2 y|φ1| · · · |φ4||(ιZ⋆)2(A)dΓ(0)CSH[φ5, φ6]||φ7| (6.45)
+ Cτ cosh2 y|φ1| · · · |φ4|| ⋆ (A)LZιZ ⋆ Γ(0)CSH[φ5, φ6]||φ7| (6.46)
+ Cτ cosh2 y|φ1| · · · |φ4||ιZ(Γ(0)CSH[φ5, φ6] ∧ dZ♭)||φ7|. (6.47)
Note that (6.44) is precisely the contribution of the terms with (A)d not falling on (ιZ⋆)
2
(where we used the trivial bounds (5.67) to simplify the expression), whereas (6.45)–(6.47)
arise from commuting (A)d with (ιZ⋆)
2 using Lemma 5.10 (twice).
Recall that k1 + · · · + k7 ≤ 1. We estimate |||(6.44)|||L2τ ≤ Cǫ71τ−3+ using (6.6), (5.67)
and Lemma 6.7, as in the case of (6.40). Furthermore, using (6.6), (6.32), (6.33), (6.34)
and (5.67), we have |||(6.45) + (6.47)|||L2τ ≤ Cǫ71τ−3+ and |||(6.46)|||L2τ ≤ Cǫ71τ−4+, from which
(6.38) follows.
It only remains to prove (6.39). Using (5.69), we bound cosh y|N1[Γ(3)CSH[φ, . . . , φ], φ]| by
Cτ 4(cosh y)5|Tφ|2|φ|7 (6.48)
+ Cτ cosh2 y|φ|7
(
|(ιZ⋆)3(A)δΓ(0)CSH[φ, φ]|+ C|ιZ((ιZ ⋆ Γ(0)CSH[φ, φ]) ∧ dZ♭)|
)
(6.49)
+ Cτ cosh2 y|φ|7
(
|ιZ ⋆ ιZ (A)LZΓ(0)CSH[φ, φ]|+ C| ⋆ (A)LZ(ιZ⋆)2Γ(0)CSH[φ, φ]|
)
. (6.50)
where (6.48) is again the contributions of the terms with (A)d not falling on (ιZ⋆)
3, and
(6.49)–(6.50) arise from applying Lemma 5.10 (three times).
We have |||(6.48)||| ≤ Cǫ91τ−4+ using Lemma 6.7, (6.6) and (5.67), again as in (6.40). Using
(6.6), (6.32), (6.33), (6.35) and (5.67), we also have |||(6.49)||| ≤ Cǫ91τ−4+ and |||(6.50)||| ≤
Cǫ91τ
−4+. The desired estimate (6.39) now follows, which concludes our proof of (6.28). 
Proof of (6.29). This case obeys the same estimate as (6.28) (see (6.51)); however, since
there is no need to compute (A)dJCSH, the amount of work needed is much less than (6.28).
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As in our proof of (6.28), it suffices to establish the following bounds: For 1 ≤ m ≤ 4,
∑
k1+k2+k3≤m−1
||| cosh yN2[Γ(0)CSH[Z(k1)φ,Z(k2)φ],Z(k3)φ]|||L2τ ≤Cǫ31τ−1 logm−1(1 + τ) (6.51)
∑
k1+···+k5≤2
||| cosh yN2[Γ(1)CSH[Z(k1)φ, . . . ,Z(k4)φ],Z(k5)φ]|||L2τ ≤Cǫ51τ−2+ (6.52)
∑
k1+···+k7≤1
||| cosh yN2[Γ(2)CSH[Z(k1)φ, . . . ,Z(k6)φ],Z(k7)φ]|||L2τ ≤Cǫ71τ−3+ (6.53)
||| cosh yN2[Γ(3)CSH[φ, φ, . . . , φ], φ]|||L2τ ≤Cǫ91τ−4+ (6.54)
As before, we use the shorthand φj = Z(kj)φ in what follows.
- Proof of (6.51). By (5.68), we have
cosh y|N2[Γ(0)CSH[φ1, φ2], φ3]| ≤Cτ cosh y|φ1|(|Nφ2||Tφ3|+ |Tφ2||Nφ3|),
where k1 + k2 + k3 ≤ m − 1 and 1 ≤ m ≤ 4. Then using (6.2), (6.9) and Lemma 6.5, the
||| · |||L2τ norm of the right-hand side can be estimated by Cǫ31τ−1 log(m−1)(1 + τ) as desired.
- Proof of (6.52), (6.53) and (6.54). As in our preceding proof of (6.37)–(6.39), there is
more room in this case. This case can be treated using just (6.6) and Lemma 6.7, relying on
the pointwise bounds (5.71) and (5.74). We omit the straightforward details. 
Proof of (6.30) and (6.31). The estimates (6.30) and (6.31) are easier than the preceding
cases, and can be proved with similar techniques as before. The key ingredients are: the
pointwise bounds (5.72) and (5.73) for N3 and N4, respectively; Proposition 5.14, which
allows us to expand (A)L(k)Z JCSH in terms of Γ(ℓ)CSH as in (5.55); the general pointwise bound
(5.74) for Γ
(ℓ)
CSH; Lemma 6.2, Lemma 6.4 and the bound (6.2). We omit the routine proof. 
6.3.2. Chern–Simons–Dirac equations. We now consider the case of (CSD) and establish
(6.25). As before, we first handle the contribution of UCSD. Recall from Section 5.5 that
UCSD(φ) = U˜3[φ, φ, φ], where U˜3 obeys the Leibniz rules in Lemma 5.21 and the pointwise
bounds in Lemma 5.25. Then by Lemma 6.2 and Ho¨lder’s inequality, we obtain:
Proposition 6.11. Let (A, φ) obey the bootstrap assumptions in Section 6.1. Then for
0 ≤ m ≤ 4, we have
||| cosh yZ(m)U˜3[φ, φ, φ]|||L2τ ≤ Cǫ31τ−2+. (6.55)
We omit the details. Proposition 6.11 shows that the contribution of UCSD is acceptable
for proving (6.25).
Next, we treat the terms Nj. As in the case of (CSH), it is sufficient to establish the
following bounds hold for N1, . . . ,N4:
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Proposition 6.12. Let (A, φ) obey the bootstrap assumptions in Section 6.1. Then for
0 ≤ m ≤ 4, we have∑
k1+k2≤m−1
||| cosh yN1[(A)L(k1)Z JCSD,Z(k2)φ]|||L2τ ≤Cǫ31τ−1 logm−1(1 + τ), (6.56)
∑
k1+k2≤m−1
||| cosh yN2[(A)L(k1)Z JCSD,Z(k2)φ]|||L2τ ≤Cǫ31τ−1 logm−1(1 + τ), (6.57)
∑
k1+k2≤3
||| cosh yN3[(A)L(k1)Z JCSD,Z(k2)φ]|||L2τ ≤Cǫ31τ−2+, (6.58)
∑
k1+k2+k3≤2
||| cosh yN4[(A)L(k1)Z JCSD, (A)L(k2)Z JCSD,Z(k3)φ]|||L2τ ≤Cǫ51τ−2+. (6.59)
We only give a sketch of the proof, since the method is not too different from the previous
case of (CSH). In fact, the task of establishing these bounds is far simpler in the case of
(CSD), thanks in large part to the absence of derivatives in JCSD.
Sketch of proof. By Proposition 5.18, it suffices to establish the following bounds involving
Γ
(ℓ)
CSD: ∑
ℓ+j1+j2+k≤m−1
||| cosh yN1[Γ(ℓ)CSD[φ1, φ2], φ˜]|||L2τ ≤ Cǫ31τ−1 logm−1(1 + τ), (6.60)
∑
ℓ+j1+j2+k≤m−1
||| cosh yN2[Γ(ℓ)CSD[φ1, φ2], φ˜]|||L2τ ≤ Cǫ31τ−1 logm−1(1 + τ), (6.61)
∑
ℓ+j1+j2+k≤3
||| cosh yN3[Γ(ℓ)CSD[φ1, φ2], φ˜]|||L2τ ≤ Cǫ31τ−2+, (6.62)
∑
ℓ1+ℓ2+j1+j2+j3+j4+k≤2
||| cosh yN4[Γ(ℓ1)CSD[φ1, φ2],Γ(ℓ2)CSD[φ3, φ4], φ˜]|||L2τ ≤ Cǫ51τ−2+, (6.63)
where we have used the shorthand φi = Z(ji)φ for i = 1, 2, 3, 4 and φ˜ = Z(k)φ. By Lemma 5.22
and (5.67), we may derive the following pointwise bounds:
cosh y|N1[Γ(ℓ)CSD[φ1, φ2], φ˜]| ≤ Cτ(cosh y)2
( ∑
{i1,i2}={1,2}
|Tφi1 ||φi2|
)
|φ˜|
cosh y|N2[Γ(ℓ)CSD[φ1, φ2], φ˜]| ≤ Cτ(cosh y)2|φ1||φ2||Tφ˜|
cosh y|N3[Γ(ℓ)CSD[φ1, φ2], φ˜]| ≤ C cosh y|φ1||φ2||φ˜|
cosh y|N4[Γ(ℓ1)CSD[φ1, φ2],Γ(ℓ2)CSD[φ3, φ4], φ˜]| ≤ Cτ 2(cosh y)3|φ1| · · · |φ4||φ˜|
Then by Ho¨lder’s inequality, (6.2), Lemma 6.5 and Lemma 6.4 (only used for (6.63)), it is
straightforward to prove the bounds (6.60)–(6.63). 
6.4. Improving energy and decay estimates. In this subsection, we will prove∑
0≤m≤4
(
||| cosh yZ(m)φ|||L2τ + |||TZ(m)φ|||L2τ
)
+
∑
1≤m≤4
||| cosh yNZ(m−1)φ|||L2τ
≤ C1(ǫ+ ǫ31 logm(1 + τ))
(6.64)
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and
||| cosh yφ|||L∞τ + ||| cosh yNφ|||L∞τ + |||Tφ|||L∞τ ≤ C1(ǫ+ ǫ31)
1
τ
(6.65)
for some constant 0 < C1 <∞. Once these estimates are proved, choosing ǫ1 = Bǫ ≤ Bδ∗(R)
with B = 2C1 and taking δ∗(R) sufficiently small, (6.2), (6.3) and (6.4) would improve and
hence the proof of Proposition 3.6 would be complete.
We begin with (6.64). By the Chern–Simons equation F = ⋆J and (6.4), for both (CSH)
and (CSD) we have∫ T
2R
sup
Hτ
(∑
µ
|F (Tµ, T0)|2
)1/2
dτ ≤ Cǫ21
∫ ∞
2R
τ−2 dτ ≤ Cǫ21.
Taking ǫ1 sufficiently small, we may apply the covariant energy inequality (Proposition 4.1)
with CF = 1 and τ0 = 2R. Recall from (6.1) that ǫ stands for the size of the data on H2R.
Using also the improved nonlinearity estimate (6.25), we obtain (6.64).
Next, we turn to proving (6.65). By the pointwise estimate (6.12), it suffices to establish
||| cosh yφ|||L∞τ + ||| cosh yNφ|||L∞τ ≤C ′1(ǫ+ ǫ31)
1
τ
. (6.66)
for some constant 0 < C ′1 <∞.
To prove (6.66), we now apply Proposition 4.7. The first term on the right-hand side
of (4.19) is bounded by Cǫ thanks to the Klainerman–Sobolev inequality. Next, using the
Klainerman–Sobolev inequality and (6.64), which we just proved, we bound the second term
on the right-hand side of (4.19) by∑
1≤k≤2
∫ T
2R
cosh y
τ ′
|||Zkφ|||L∞
τ ′
dτ ′ ≤C
∑
1≤k≤4
sup
τ :2R≤τ<T
||| cosh yZ(k)φ|||L2τ
∫ ∞
2R
(τ ′)−2+ dτ ′
≤C(ǫ+ ǫ31).
To handle the last term in (4.19), we begin by noting that for both (CSH) and (CSD), we
have
|((A)− 1)φ| ≤ C|φ|2max{|φ|, |Tφ|}.
Therefore, by (6.4), we have∫ T
2R
τ ′ cosh y|||((A)− 1)φ|||L∞
τ ′
dτ ′ ≤Cǫ31.
Since the left-hand side of (4.19) bounds τ cosh y|φ| and τ cosh y|Nφ| from the above, (6.66)
follows as desired.
Appendix A. Reduced systems in the temporal and Cronstro¨m gauges
The goal of this section is to derive reduced systems for (CSH) and (CSD) in the temporal
and Cronstro¨m gauge, for which local well-posedness and finite speed of propagation are
evident. In Section A.1, we first expand various covariant expressions in terms of A and
the usual (component-wise) differential operators for vector- and Lie algebra-valued objects.
Then in Sections A.2 and A.3, we exhibit reduced systems in the temporal and the Cronstro¨m
gauges, respectively.
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A.1. Expansion of the covariant expressions. We begin with expansion of various co-
variant expressions that arise in the Chern–Simons systems considered in this paper.
Lemma A.1. The following identities hold.
(A)φ =φ+ 2 ⋆ (A ∧ ⋆dφ) + δAφ+ ⋆(A ∧ ⋆(Aφ)). (A.1)
JCSH(ϕ) =2[[ϕ ∧ dϕ]] + 2[[ϕ ∧ (Aϕ)]] (A.2)
dJCSH(ϕ) =2[[dϕ ∧ dϕ]] + 2[[dϕ ∧ (Aϕ)]] + 2 ⋆ [[ϕ ∧ (JCSH(ϕ)ϕ)]] (A.3)
− [[ϕ ∧ ([A ∧A]ϕ)]]− 2[[ϕ ∧ (A ∧ dϕ)]],
JCSD(ϕ) =[[ψ ∧ iαψ]] (A.4)
dJCSD(ψ) =[[dψ ∧ iαψ]]− [[ψ ∧ (iα ∧ dψ)]]. (A.5)
where  denotes the usual d’Alembertian R1+2 = ∇µ∇µ acting component-wisely.
Proof. The key tool is the calculus developed in Sections 2.3 and 5.1, which applies in
particular to the usual differential operators d, L,  etc. For (A.1), we use Lemmas 5.7, 5.8,
5.9 and the identity (A)d = d + A ∧ (·) to compute
(A)φ =− ⋆(A)d ⋆ (A)dφ
=− ⋆(A)d ⋆ dφ− ⋆(A)d ⋆ (Aφ)
=− ⋆d ⋆ dφ− ⋆(A ∧ ⋆dφ)− ⋆d ⋆ (Aφ)− ⋆(A ∧ ⋆(Aφ))
=φ− 2 ⋆ (A ∧ ⋆dφ)− δAφ− ⋆(A ∧ ⋆(Aφ)).
The identity (A.2) follow directly from the definitions. On the other hand, to prove (A.3)
we use Lemma 5.6 and the Leibniz rule for d to compute
dJCSH(ϕ) =2d[[ϕ ∧ (A)dϕ]]
=2[[dϕ ∧ dϕ]] + 2[[dϕ ∧ (A ∧ ϕ)]] + 2[[ϕ ∧ d(A ∧ ϕ)]]
=2[[dϕ ∧ dϕ]] + 2[[dϕ ∧ (A ∧ ϕ)]] + 2[[ϕ ∧ (dA ∧ ϕ)]]− 2[[ϕ ∧ (A ∧ dϕ)]]
=2[[dϕ ∧ dϕ]] + 2[[dϕ ∧ (A ∧ ϕ)]] + 2[[ϕ ∧ (F ∧ ϕ)]]
− [[ϕ ∧ ([A ∧A] ∧ ϕ)]]− 2[[ϕ ∧ (A ∧ dϕ)]].
Then by the Chern–Simons equation F = ⋆JCSH, (A.3) follows. Finally, (A.4) and (A.5) are
straightforward consequences of the definitions; we remark that dα = 0 is used for the latter,
which is clear in the rectilinear coordinates (t, x1, x2). 
A.2. Reduced system in the temporal gauge. In the temporal gauge, the system (3.2)
is equivalent to the following system, for which local well-posedness and finite speed of
propagation is rather immediate.
Lemma A.2. Let I be a connected interval, and let (A, φ) be a pair of (smooth) connection
1-form and V -valued function on I × R2 ⊆ R1+2 which obeys the temporal gauge condition
ι∂tA = 0. Then (A, φ) solves (3.2) on I × R2 if and only if it solves the reduced system

(− 1)φ =2 ⋆ (A ∧ ⋆dφ) + bφ+ ⋆(A ∧ ⋆(Aφ)) + U(φ)
L∂tA = ⋆ (J ∧ dt)
L∂tb =− ⋆(dJ ∧ dt)
(A.6)
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and obeys the constraints
(F − ⋆J) ↾Σt0= 0, (δA− b) ↾Σt0= 0, (A.7)
on Σt0 = {t = t0} for some t0 ∈ I.
Here, the notation (F−⋆J) ↾Σt0 refers to the restriction (or pullback) of the 2-form F −⋆J
to Σt0 ; in coordinates,
(F − ⋆J) ↾Σt0= (F − ⋆J)12 dx1 ∧ dx2.
We also remind the reader that J and dJ were computed in Lemma A.1.
As it will be clear from the proof below, the system (3.2) is in fact already equivalent to
the first two equations of (A.6) if we take b = δA. The reason for introducing the auxiliary
variable b and the third equation is to exploit the fact that δA obeys a ‘better’ transport
equation than a general derivative of A. In particular, in the case of (CSH) we only have
at most one derivative of ϕ on the right-hand side of L∂tδA; in general, we expect to see
two derivatives from differentiating L∂tA = ⋆(JCSH ∧ dt). This observation is crucial for
establishing local well-posedness of (CSH) in the temporal gauge, since δA appears on the
right-hand side of the Klein–Gordon equation for φ, and the latter equation only gains one
derivative.
Proof of Lemma A.2. First, we claim that if (A, φ) is a solution to (3.2), then (A.6) and
(A.7) are satisfied with b = δA. Indeed, by Lemma A.1, the equation ((A) − 1)φ = U(φ)
is equivalent to the first equation of (A.6) with b = δA. The second equation follows from
F = ⋆J by taking ι∂t and using Cartan’s formula (5.5). Finally, taking δ of the second
equation and using Lemma 5.7, we have
L∂tδA = δL∂tA = ⋆d ⋆ ⋆(J ∧ dt) = − ⋆ (dJ ∧ dt). (A.8)
Here, we have crucially used the fact that ∂t is Killing to commute L∂t with δ. This equation
implies the third equation of (A.6).
To conclude the proof, it remains to show that a solution to (A.6) and (A.7) also solves
(3.2). As a first step, we observe that the constraints (A.7) are propagated by (A.6). Indeed,
for the first equation of (A.7), we have
(A)L∂tF =(L∂t + ι∂tA)(dA +
1
2
[A ∧A])
=d(ι∂t ⋆ J) + [A ∧ (ι∂t ⋆ J)]
=(A)dι∂t ⋆ J =
(A)L∂t ⋆ J − ι∂t (A)d ⋆ J.
Note that the last term vanishes, since (A)δJ = ⋆(A)d ⋆ J = 0 for both J = JCSH and JCSD.
Hence (A)L∂t(F − ⋆J) = 0, which along with (A.7) implies that (F − ⋆J) ↾Σt= 0 for every
t ∈ I. Next, by (A.8) we have L∂t(δA− b) = 0, which shows that b = δA for every t ∈ I as
well.
We are now ready to show that (A, φ) solves (3.2). As we have just seen, if (A.6) and (A.7)
hold, then (F − ⋆J) ↾Σt= 0 for every t ∈ I, i.e., the tangential components of Chern–Simons
equation holds. On the other hand, the remaining components ι∂t(F − ⋆J) are precisely
the second equation of (A.6). Finally, since b = δA, it follows from Lemma A.1 that the
covariant Klein–Gordon equation holds as well. 
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A.3. Reduced system in the Cronstro¨m gauge. In the Cronstro¨m gauge, we have the
following analogue of Lemma A.2.
Lemma A.3. Let I be a connected interval, and let (A, φ) be a pair of (smooth) connection
1-form and V -valued function on {τ ∈ I} ⊆ R1+2 which obeys the Cronstro¨m gauge condition
ι∂τA = 0. Then (A, φ) solves (3.2) on {τ ∈ I} if and only if it solves the reduced system

(− 1)φ =2 ⋆ (A ∧ ⋆dφ) + bφ + ⋆(A ∧ ⋆(Aφ)) + U(φ)
L∂τA = ⋆ (J ∧ dτ)(
L∂τ +
2
τ
)
b =− ⋆(dJ ∧ dτ)
(A.9)
and obeys the constraints
(F − ⋆J) ↾Hτ0= 0, (δA− b) ↾Hτ0= 0, (A.10)
on Hτ0 for some τ ∈ I.
Proof. We only sketch the proof of the following analogue of (A.8):(
L∂τ +
2
τ
)
δA = − ⋆ (dJ ∧ dτ), (A.11)
since rest of the proof is analogous to the temporal gauge case (Lemma A.2).
In Lemma A.8, commutation of L∂t and ⋆ was simple due to the fact that ∂t is Killing.
In the present case, ∂τ is not Killing; however, we may exploit the fact that S = τ∂τ is
conformally Killing. Indeed, on the (1 + d)-dimensional Minkowski space, the scaling vector
field S obeys the identities
LSη = 2η, LSη−1 = −2η−1, LSǫ = (1 + d)ǫ.
In our case, 1 + d = 3. Given two real-valued k-forms ω1 and ω2, we have
LS
(
η−1(ω1, ω2)ǫ
)
= η−1(LSω1, ω2)ǫ+ η−1(ω1,LSω2)ǫ+ (3− 2k)η−1(ω1, ω2)ǫ.
Recalling the characterization (2.7) of ⋆, it follows that
LS ⋆ ω = ⋆LSω + (3− 2k) ⋆ ω.
We now begin the proof in earnest. Assume that the second equation of (A.9) holds.
Computing component-wisely for a g-valued 1-form A, we have
δLSA = ⋆ d ⋆ LSA
=LS ⋆ d ⋆ A− (3− 2 · 3) ⋆ d ⋆ A− (3− 2) ⋆ d ⋆ A = (LS + 2)δA.
By Cartan’s formula (5.5) and the fact that ιSA = τι∂τA = 0, the left-hand side equals
δ(⋆J ∧ S♭) = − ⋆ (dJ ∧ S♭) + ⋆(J ∧ dS♭).
Note that S♭ = τdτ = 1
2
dτ 2, hence dS♭ = 1
2
d2τ 2 = 0. It follows that
τ
(
L∂τ +
2
τ
)
δA = (LS + 2)δA = −τ ⋆ (dJ ∧ dτ).
Dividing by τ > 0, (A.11) follows. 
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