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1. Introduction
1. Introduction
The aim of physics is to answer deep questions about how the universe behaves and how it started.
By addressing these questions research in physics made great technological advances possible and
transformed the way we perceive the world around us. Everyday phenomena such as the stability
of matter, the distinctive qualities of working materials, the anomaly of water, electricity, etc. that
have important implications on our life are connected to physical laws at scales and energies that are
beyond our everyday experience. The idea of particle physics is that by understanding the behaviour
of elementary particles which constitute the basic building blocks of nature, we can understand all
these phenomena.
A major challenge in this field is to produce elementary particles and to acquire their properties
in experiments. To achieve this large particle accelerators were constructed throughout the last cen-
tury. Einstein’s famous equation E = mc2 makes it possible to produce new particles by accelerating
well-known ones like electrons or protons and colliding them at high energies. In the framework of
Quantum Field Theories (QFTs) one can describe which particles will be produced in these experi-
ments and how they will behave. By comparing the predictions of these theories to the experimental
results remarkable progress has been achieved. In the 20th century the Standard model (SM) of
particle physics was developed and triumphantly confirmed in many experiments.
Despite the successes of the SM and although there is no experiment in direct violation with its
predictions, physicists are already sure that it cannot be the end of the story. One of the reasons
is connected to the Higgs Boson, which is the only particle of the SM which has not yet been
discovered. The search for the Higgs is a major aim of the LHC experiment at CERN. At the end
of 2011 the ATLAS and CMS experiment announced new results that indicate a Higgs boson with a
mass of around 125GeV [1, 2]. But the experimental data was not yet strong enough for the physical
community to announce the discovery of the Higgs. The importance of the Higgs Boson is on the
one hand founded on its central position in the Standard Model but also due to the fact that it
constitutes a window to new physics.
There is for instance the so-called hierarchy problem: Large quantum corrections to the Higgs mass
in the SM make an unnatural fine-tuning, such that independent contributions cancel, necessary. If
it was not for this fine-tuning, these contributions would render the Higgs mass so large that the SM
would be internally inconsistent. One of the possible solutions to the hierarchy problem is to introduce
Supersymmetry (SUSY) as it assures that the large Quantum corrections to the Higgs mass cancel
without the necessity of extreme fine-tuning [36]. This is one of the reasons why supersymmetric
theories became very popular.
The Minimal Supersymmetric Standard Model (MSSM) was originally proposed in 1981 by Howard
Georgi and Savas Dimopoulos [16] to solve the hierarchy problem. In the MSSM every particle of the
SM has a superpartner that is connected to the original SM particle via SUSY. Therefore the spectrum
of a supersymmetric theory that includes the SM contains at least two times as many particles as
the SM. This means that if Supersymmetry is realized in nature there is a lot of discovery potential.
There is also a very interesting connection to the dark matter problem in astronomy, as the spectrum
of the MSSM contains neutralinos which are weakly interacting massive particles (WIMPs) that are
considered as possible dark matter candidates [18].
In this work we concentrate on the superpartners of the top quark t which are called stop squarks
t˜1, t˜2. Unlike the top, which has spin
1
2
, they are scalars. One needs to introduce two stops as a
spin 1
2
particle carries two times the degrees of freedom of a scalar particle. The top quark has an
exceptional position in the SM because of its large mass of 172.9± 1.5GeV [38], which is more than
1
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40 times the mass of the b-quark. Due to this fact also the stop squarks are special. On the one
hand, the mass gap that separates the two stop squarks can be very large because of the high mass
of the top [19, 23, 39]. Therefore the mass of the lighter stop t˜1 is expected to be the squark with
the lowest mass that will first be accessible to experiments. In addition there are arguments that
in order to avoid the hierarchy problem through the introduction of SUSY while reproducing recent
results at CERN both stops in the MSSM have to be light [30]. This is due to the fact that because
of the large top mass (wich implies a stronger coupling between the Higgs and the top) the largest
contribution to the radiative correction to the Higgs mass comes from the top quark loop and the
stop squarks have to be light enough to cancel most of the top loop contribution [15]. Searching
for the stops is therefore an important test of whether SUSY can provide a natural solution to the
hierarchy problem.
There is an extensive search for stops and one hopes to find the first signals of SUSY at the LHC.
At the future International Linear Collider (ILC) [3] it might then be possible to perform a scan of
the total cross section σ(e+e− → t˜1 ¯˜t1) in the threshold region. This means that one studies e+e−
collisions for
√
s ≈ 2m, where m is the t˜1 mass and
√
s the energy of the e+e− pair in the center of
mass system (CMS). By fitting the theoretical predictions on the experimental results one can thus
determine parameters of the MSSM like the stop mass m and its decay width Γt˜1 .
With respect to σ(e+e− → tt¯) the cross section to stops is suppressed by a factor v2, where v is
the velocity of the produced stops. This is due to the fact that stops are scalars and therefore the
squarks production vertex involves an additional factor of pt˜1 , where pt˜1 is the momentum of the
produced stops. For the theoretical prediction of σ(e+e− → tt¯) a relative precision of around 3% is
desired in view of the expected experimental precision at the ILC [37, 25]. For σ(e+e− → t˜1 ¯˜t1) the
experimental precision depends on unknown parameters like m, but as the statistics will decrease by
at least a factor of v2 ≈ 1
100
we expect that a theoretical precision of about 20−30% will be sufficient.
A result at leading-logarithmic order (LL) might achieve this theoretical precision, however a next-
to-leading-logarithmic order (NLL) calculation is desirable if only to check the convergence of the
perturbation series.
For calculating the cross section close to threshold an expansion in powers of the strong coupling
αS alone will not be sufficient, as there are contributions at arbitrarily high orders in αS that are
of leading order (LO). A suitable framework to carry out the calculation is non relativistic QCD
(NRQCD), which is an effective description of QCD in the non-relativistic regime. In this theory
we carry out a double expansion in αS and v. In our problem we encounter three different scales,
namely the hard scale ∼ m, the soft scale ∼ pt˜1 and the ultrasoft scale ∼ E, where E is the combined
kinetic energy of the produced stops. To sum up the logarithms between these scales we will apply
vNRQCD [34] which is an extension of NRQCD.
Singularities related to the instability of the stop are of particular importance in the calculation
of σ(e+e− → t˜1 ¯˜t1). To handle these effects we will introduce cuts on the decay products of the stops
and apply the phase space (PS) matching formalism that was also used in [28] to handle analogous
effects for the calculation of σ(e+e− → t˜1 ¯˜t1). However, unlike in top production for stop production
these effects appear already at LO. This is related to the fact that for e+e− → t˜1 ¯˜t1 the t˜1 ¯˜t1 angular
momentum state is a P-wave, while for e+e− → tt¯ one has a S-wave state. This work is the first,
where the PS matching formalism is applied for calculating the cross section to a P-wave angular
momentum state, which is an additional motivation for carrying out this analysis.
The outline is as follows: In the first part of this work we will do the calculation in the full theory at
one-loop order. The result that we obtain in this part is valid off threshold and we will see explicitly
that the perturbation series in orders of αS does not converge close to threshold. In the second part
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we start by giving a motivation for applying vNRQCD to our problem. In chapter 7 we then give
a short introduction to the principles of effective field theories (EFTs). In chapter 8 we introduce
the optical theorem and the Cutkosky rules which are essential in our calculation. In chapter 9 we
present the operators and fields of vNRQCD. Chapter 10 treats the resummation of ladder diagrams
via the Coulomb Greenfunction. In chapter 11 we introduce the idea of the PS matching formalism
to treat the singularities related to finite lifetime effects. In chapter 12 we present the operators
that we need in addition to the operators of vNRQCD in our EFT with PS matching. In chapter 13
we calculate the Wilson coefficients of these operators. In chapter 14 we solve the renormalization
group equation (RGE) related to the anomalous dimension due to the PS divergences. To estimate
the effect of background diagrams that are neglected in our treatment we carried out a Monte Carlo
simulation in Madgraph [6] which we present in chapter 15. Finally we present the preliminary result
of our calculation in chapter 16 and conclude.
3

Part I.
Full theory calculation at 1-loop order
5

2. Tree order
In this part we calculate the cross section for the production process
e+e− → t˜1 ¯˜t1
to 1-loop order. t˜1 is the lighter of the two supersymmetric partners of the standard-model’s top
quark. t˜1 and t˜2 are mixtures of the left and right handed squarks, where the L/R mixing angle
is given by θt[44]. The Feynman diagrams contributing to the process at 1-loop order are given in
figure 1. Electroweak corrections are neglected.
γ, Z
e−
e+
t˜1
¯˜t1
(a)
g
(b)
(c)
Figure 1.: This figure shows the various diagrams that contribute to the total cross section at 1-loop order, if one
neglects electroweak corrections. (a) tree level; (b) virtual radiation and counter term; (c) real radiation.
(symmetric diagrams not shown)[8]
2. Tree order
The vertices of a t˜1
¯˜t1 pair with a photon and Z boson are both of the form:
γ, Z
t˜1
¯˜t1
µ = −ie0Q˜γ/Z(pt˜1 − p ¯˜t1)µ, (2.1)
where e0 =
√
4πα is the electromagnetic coupling and pt˜1 , p ¯˜t1 the momenta of the stop and antistop
particles. Q˜γ/Z are given as:
Q˜γ = Qt,
Q˜Z = (cos
2 θt − 2Qt sin2 θW )/ sin 2θW , (2.2)
7
where θW is the electroweak mixing angle and Qte0 = 2/3e0 the charge of the stop quark.
The vertex of an e+e− pair with the Z boson is:
Z
e−
e+
µ = −i 2e0
sin 2θW
γµ(ve + aeγ
5), (2.3)
where ve = −1/4 + sin2 θW and ae = 1/4.
The propagator of the Z boson close to threshold and in the on-shell scheme is given by:
p→
Z
µ ν =
−igµν
p2 −M2Z + iΓZMZ
, (2.4)
where MZ is the mass and ΓZ the total decay width of the Z boson [8]. Using this, the matrix
element of the tree level diagrams is given as:
M =M (γ) +M (Z), (2.5)
with:
M (γ) =v¯(pe¯)(−iQee0)γµu(pe)−igµν
s+ iǫ
(−iQ˜γe0)(pt˜1 − p ¯˜t1)ν ,
M (Z) =v¯(pe¯)
(
−i 2e0
sin 2θW
)
γµ(ve + aeγ
5)u(pe)
−igµν
s−M2Z + iΓZMZ
(−iQ˜Ze0)(pt˜1 − p ¯˜t1)ν . (2.6)
Qee0 = −e0 is the charge of the electron, pe, pe¯ the momenta of e−, e+ respectively, q = pe + pe¯ the
total momentum and s = q2 the squared energy in the center of mass system (CMS). M (γ) and M (Z)
correspond to the diagram with the photon and Z boson respectively. One can write the matrix
element as follows:
M =Lν(pt˜1 − p ¯˜t1)ν , (2.7)
with
Lν =L
(γ)
ν + L
(Z)
ν ,
L(γ)ν =v¯(pe¯)(−iQee0)γµu(pe)
−igµν
s+ iǫ
(−iQ˜γe0),
L(Z)ν =v¯(pe¯)
(
−i 2e0
sin 2θW
)
γµ(ve + aeγ
5)u(pe)
−igµν
s−M2Z + iΓZMZ
(−iQ˜Ze0). (2.8)
We will call Lν the lepton tensor. To compute σtot we have to square the matrix element, integrate
over the phase space and sum over colours and spins. Lν does not depend on the outgoing momenta
and can thus be factored out of the phase space integration.
σ(t) =
1
4|pe|CMS
√
s
∫ ∑
colours
1
4
∑
spins
|M |2dLIPS2(q)
=
NC
8s
(∑
spins
LµL
∗
ν
)∫
(pt˜1 − p ¯˜t1)µ(pt˜1 − p ¯˜t1)νdLIPS2(q)︸ ︷︷ ︸
≡I(t)µν
(2.9)
8
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σ(t) is the total cross section at tree order, NC = 3 the number of colours and |pe|CMS the momentum
of the ingoing electron in the CMS. In the following, we neglect the electron mass and thus set
|pe|CMS =
√
s
2
. dLIPSn(q) is the invariant, n-particle phase space measure (20.2). For doing the phase
space integration we make an Ansatz:
I(t)µν = I(t)(qµqν − gµνq2). (2.10)
I(t)µν can only be a linear combination of qµqν and gµν , because of Lorentz invariance. In addition,
one can use that Iµνqν = 0, as (pt˜1 − p ¯˜t1)µqµ = (pt˜1 − p ¯˜t1)(pt˜1 + p ¯˜t1)µ = (m2−m2) = 0. Here m is the
mass of t˜1 and
¯˜t1. This restricts I
µν to the Ansatz above. One can now compute the scalar I(t) as
I(t) =
I(t)µµ
(1− d)q2 , (2.11)
where gµµ = d is the dimension of space-time.
I(t)µµ =
∫
(pt˜1 − p ¯˜t1)µ(pt˜1 − p ¯˜t1)µdLIPS2(q)
=
∫
(2m2 − 2pt˜1 · p ¯˜t1)dLIPS2(q)
=(4m2 − q2)
∫
dLIPS2(q) (2.12)
It was used that −2pt˜1 · p ¯˜t1 = 2m2 − q2 due to energy-momentum conservation. The two-particle
phase space integral in d = 4− 2ǫ dimensions is calculated in the appendix (20.6)∫
dLIPS2(q) = PS2(q
2, ǫ) =
β
8π
+O(ǫ), (2.13)
where β =
√
1− 4m2
s
. In the non-relativistic approximation∗ β is approximately the velocity v of
one of the two outgoing particles in the CMS. One thus gets:
I(t)µµ =
−sβ3
8π
(2.14)
Finally we need to calculate∑
spins
LµL
∗
ν =
∑
spins
L(γ)µ L
(γ)∗
ν + L
(Z)
µ L
(Z)∗
ν +
(
L(γ)µ L
(Z)∗
ν + L
(Z)
µ L
(γ)∗
ν
)
(2.15)
(
L
(γ)
µ L
(Z)∗
ν + L
(Z)
µ L
(γ)∗
ν
)
Iµν = 2Re
(
L
(γ)
µ L
(Z)∗
ν
)
Iµν as Iµν is symmetric. Therefore we can use
2Re
(
L
(γ)
µ L
(Z)∗
ν
)
instead of
(
L
(γ)
µ L
(Z)∗
ν + L
(Z)
µ L
(γ)∗
ν
)
. In the following we will neglect the electron
mass me.
∑
spins
L(γ)µ L
(γ)∗
ν =
e40Q˜
2
γ
s2
Tr [6pe¯γµ 6peγν ] (2.16)
∗v ≪ 1, c ≡ 1
9
∑
spins
L(Z)µ L
(Z)∗
ν =
2e40Q˜
2
Z
sin 2θW
1
(s−MZ)2 + (ΓZMZ)2
Tr
[ 6pe¯γµ(ve + aeγ5) 6peγν(ve + aeγ5)] (2.17)
We know that
Tr
[
γµγνγργσγ
5
]
∼ ǫµνρσ. (2.18)
The contraction of this structure with I(t)µν , which is symmetric, vanishes. Therefore the traces with
only one γ5 matrix give no contribution and we can thus neglect them:
∑
spins
L(Z)µ L
(Z)∗
ν
∼= 4e
4
0Q˜
2
Z
sin2 2θW
1
(s−MZ)2 + (ΓZMZ)2 (v
2
e + a
2
e)Tr [6pe¯γµ 6peγν ] . (2.19)
∑
spins
L(γ)µ L
(Z)∗
ν = −
2e40Q˜γQ˜Z
sin 2θW
1
s(s−MZ − iΓZMZ)Tr
[ 6pe¯γµ 6peγν(ve + aeγ5)] (2.20)
Neglecting again the trace with one γ5 matrix, which vanishes when we do the contraction with
I(t)µν , we get:
2Re
(∑
spins
L(γ)µ L
(Z)∗
ν
)
∼= −4e
4
0Q˜γQ˜Z
sin 2θW
2(s−M2Z)
s(s−MZ)2 + (ΓZMZ)2veTr [6pe¯γµ 6peγν ] . (2.21)
There is only a single trace of γ matrices left to calculate. One easily obtains the result by using the
anti-commutation relations for the γ matrices:
Tr [6pe¯γµ 6peγν ] = 4(peµpe¯ν + pe¯µpeν − (pe · pe¯)gµν). (2.22)
By using (2.14), (2.16), (2.19), (2.21) and (2.22) to compute (2.9) one obtains
σ(t) =(δγγ + δZZ + δγZ)
8NCπ
2α2
s2(1− d)I
(t)µ
µ
δγγ =Q˜
2
γ
δZZ =
4Q˜2Z(v
2
e + a
2
e)s
2
sin2 2θW [(s−M2Z)2 + (ΓZMZ)2]
δγZ =− 4veQ˜γQ˜Zs(s−M
2
Z)
sin 2θW [(s−M2Z)2 + (ΓZMZ)2]
, (2.23)
where α =
e20
4π
.
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3. Virtual Corrections
For taking into account QCD corrections of O(αS) we will have to compute 1-loop corrections to
the vertices coupling the squarks to the photon and the Z boson. We will not have to compute
loop corrections to the squark propagator, as there are no squark propagators in the tree diagrams.
However, we will have to compute the squarks wave-function renormalization as it appears in the
counter-term of the vertex:
µ
γ, Z
t˜1
¯˜t1
= −ie0Q˜γ/Z(pt˜1 − p ¯˜t1)µ(δZφ + 1/2δZA + δZQ˜︸ ︷︷ ︸
0
), (3.1)
where δZA and δZφ are the wave-function renormalizations of the photon, Z and squark field respec-
tively. Due to gauge invariance we know that 1/2δZA + δZQ˜ = 0.
The vertex up to O(αS) corresponds to the following sum of diagrams and can be expressed as the
original vertex times a form factor F (q2) = 1 + δF (q2), where δF (q2) = O(αS):
Γµ ≡ −ie0Q˜γ/Z(pt˜1 − p ¯˜t1)µF (q2) = µ
γ, Z
t˜1
¯˜t1
=
γ, Z
t˜1
¯˜t1
µ + + + + . (3.2)
The reason why Γµ will always be proportional to (pt˜1−p ¯˜t1)µ is that it can only be a linear combination
of pµ
t˜1
and pµ¯˜t1
and has to fulfil the Ward identity[51] Γµqµ = 0, where q = pt˜1 + p ¯˜t1 is the momentum
of the incoming photon or Z boson.
3.1. Wave-function and mass renormalization
It can be proven that the exact propagator for scalar particles can always be written in the Lehmann-
Ka¨lle´n form [46, p. 93]:
i∆(k2) =
∫
ddx exp(ikx) 〈0|Tφ(x)φ(0)|0〉
=
Zi
k2 −m2 + iǫ +
∫ ∞
4m2
dsρ(s)
i
k2 − s+ iǫ . (3.3)
Z is the residuum of the isolated pole∗ and its position is the definition of the pole mass m. We will
use the pole-mass scheme for our calculation. One can further show that Z = |〈0|φ(0)|p〉|2, where
|p〉 is the one-particle state of the φ field with 4-momentum p.
The LSZ formalism [32] states that one has to divide the amputated n-point function in momentum
space by
√
Z for every external scalar particle to get the corresponding transition amplitude. We
will use the on-shell scheme where the wave-function renormalization is chosen such that Z = 1 and
∗The pole is only isolated in the massive case.
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the LSZ formalism becomes particularly simple. The on-shell scheme roughly means that we require
[46]:
p→
+ + =
p2→m2
p→
. (3.4)
We define Π(p2) as the following correction to the squarks self-energy:
iΠ(p2) ≡ p→ . (3.5)
With this we can write a more precise version of (3.4):
i
p2 −m2 + iǫ +
i
p2 −m2 + iǫ
[
iδZφ(p
2 −m2)− iδZmm2 + iΠ(p2)
] i
p2 −m2 + iǫ
=
i
p2 −m2 + iǫ +O
(
(p2 −m2)0) . (3.6)
If this equation is fulfilled the isolated pole lies at p2 = m2 and its residuum Z is equal to one. (3.6)
is equivalent to two equations for δZφ and δZm:
Π(m2)− δZmm2 = 0,
∂
∂p2
Π
∣∣∣∣
p2=m2
+ δZφ = 0. (3.7)
For determining δZm we therefore need to calculate Π(m
2) and for δZφ, Π
′(m2). In scalar QCD the
vertex between a squarks pair and a gluon is:
t˜1 g
t˜1
µ = (−igS)TA(pt˜1 + p′t˜1)µ, (3.8)
where gS is the strong-coupling, T
A the Gellman Matrices and pt˜1 , p
′
t˜1
the incoming and outgoing
momenta of the squarks.
iΠ(p2) =
∫
d¯dk(−igSµ˜ǫ)(2p− k)µTA i
(p− k)2 −m2 + iǫ
−iδAB
k2 + iǫ
(−igSµ˜ǫ)(2p− k)µTB, (3.9)
where d¯dk stands for d
dk
(2π)d
. We will find I.R. and U.V. divergences and therefore work in dimensional
regularization in d = 4− 2ǫ dimensions [48]. µ˜ is the renormalization scale in the MS-scheme. Using∑
A T
ATA = CF13, with CF =
4
3
one obtains:
iΠ(p2) = −CF g2S
∫
d¯dkµ˜2ǫ
(2p− k)2
[(p− k)2 −m2]+ k2+︸ ︷︷ ︸
I
, (3.10)
where x+ is an abbreviation for x+ iǫ. I can be reduced to two scalar integrals
∗:
I =2(p2 +m2)
∫
d¯dk
µ˜2ǫ
[(p− k)2 −m2]+ k2+
−
∫
d¯dk
µ˜2ǫ
[k2 −m2]+
=2(p2 +m2)Bˆ0(p
2)−A0. (3.11)
∗Write (2p− k)2 as 2[(p+ k)2 −m2]− k2 + 2(m2 + p2) and write a separate integral for each of these 3 terms. This
reduction method is explained in section 19.
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A0, Bˆ0(p
2) and ∂Bˆ0
∂p2
∣∣∣
p2=m2
are calculated in the appendix∗. We thus get an expression for Π(m2) and
∂
∂p2
Π
∣∣∣
p2=m2
, which we can use in (3.7) to determine δZm and δZφ:
δZm =− CFg
2
S
16π2
[
3
ǫ
+ 3 ln
(
µ2
m2
)
+ 7
]
,
δZφ =
CFg
2
S
8π2
[
1
ǫ
+ ln
(
µ2
m2
)
− 1
ǫIR
− ln
(
µ2IR
m2
)]
. (3.12)
ǫ, µ refer to the U.V. and ǫIR, µIR to the I.R. divergences. Without making this distinction, δZφ
would be 0. Inserting δZφ into (3.1) gives .
3.2. 1-loop correction to the vertex
In order to calculate via (3.2) we still have to compute , and . In the first two
diagrams, there appears a vertex coupling a photon or Z boson with a gluon and two squarks [8]:
µ
γ, Z
t˜1
¯˜t1
g
ν = 2igSQ˜γ/ZT
Agµν . (3.13)
Using this we obtain:
µ
γ, Z
t˜1
¯˜t1
=
∑
A
∫
d¯dk(−igS µ˜ǫ)TA(2pt˜1 + k)µ
i[
(k + pt˜1)
2 −m2]
+
2igsµ˜
ǫQ˜γ/Z µ˜
ǫTA
−i
k2+
= 2CFg
2
SQ˜γ/Z µ˜
ǫ
{
2pµ
t˜1
∫
d¯dk
µ˜2ǫ[
(k + pt˜1)
2 −m2]
+
k2+
+
∫
d¯dk
µ˜2ǫkµ[
(k + pt˜1)
2 −m2]
+
k2+
}
= 2CFg
2
SQ˜γ/Z µ˜
ǫ
{
2pµ
t˜1
Bˆ0(m
2) + Bˆ1
µ
(pt˜1)
}
. (3.14)
In the appendix, Bˆ1
µ
(pt˜1) is expressed as a sum of scalar integrals times p
µ
t˜1
(19.5). The diagram
is completely equivalent, except that pt˜1 → −p ¯˜t1 . Thus we get:
δΓµ ≡ µ γ, Z
t˜1
¯˜t1
+ =
= CFg
2
SQ˜γ/Z µ˜
ǫ
(
4Bˆ0(m
2)− A0
m2
)
(pt˜1 − p ¯˜t1)µ. (3.15)
∗see (18.3), (18.7) and (18.9)
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There is one more diagram to compute for the virtual corrections to the vertex:
δΓµ ≡ µ γ, Z
t˜1
¯˜t1
g
=
∑
A
∫
d¯dk(−igSµ˜ǫ)(2pt˜1 + k)νTA
i[
(pt˜1 + k)
2 −m2]
+
(−iQ˜γ/Z µ˜ǫ)
(pt˜1 − p ¯˜t1 + 2k)µ
i[
(p ¯˜t1 − k)2 −m2
]
+
(−igSµ˜ǫ)(−2p ¯˜t1 + k)νTA
−i
k2+
=− µ˜ǫQ˜γ/Zg2S
∫
d¯dkµ˜2ǫ
(
2k + pt˜1 − p ¯˜t1
)µ (
2(pt˜1 − p ¯˜t1)k + k2 − 4pt˜1p ¯˜t1
)[
(pt˜1 + k)
2 −m2]
+
[
(p ¯˜t1 − k)2 −m2
]
+
k2+
. (3.16)
Next we expand the numerator and rewrite 2pt˜1/ ¯˜t1k as [(k + pt˜1/ ¯˜t1)
2 −m2]− k2. We write a separate
integral for each distinct term in the numerator and can then reduce terms like [(k+pt˜1)
2−m2] with
the denominator. We want to rewrite all the tensor integrals in terms of those, which we reduce in
section 19. To achieve this, we have to make a shift of the integration variable k → k + p ¯˜t1 in some
integrals. We arrive at the following expression:
δΓµ =− µ˜ǫQ˜γ/Zg2S
[
2Bˆ0
(
m2
) (
pt˜1 − p ¯˜t1
)µ − B˜0 (q2) (pt˜1 + p ¯˜t1)µ+
2
[
Bˆ1
µ (
pt˜1
)
+ Bˆ1
µ (−p ¯˜t1)]− 2B˜1µ(q)
−4 (pt˜1 · p ¯˜t1) C˜0 (q2) (pt˜1 − p ¯˜t1)µ − 8 (pt˜1 · p ¯˜t1) C˜1µ (pt˜1 , p ¯˜t1)] , (3.17)
where q = pt˜1 + p ¯˜t1 is the total momentum. In the appendix in section 19, the tensor integrals are
rewritten in terms of scalar integrals. Using these results, we obtain a simplified expression:
δΓµ =− µ˜ǫQ˜γ/Zg2S
[
−4 (pt˜1 · p ¯˜t1) C˜0 (q2)
−8
(
pt˜1 · p ¯˜t1
)
4m2 − q2
(
Bˆ0
(
m2
)− B˜0 (q2))− A0
m2
+ 2Bˆ0
(
m2
)] (
pt˜1 − p ¯˜t1
)µ
. (3.18)
The various scalar integrals are computed in the appendix. There are U.V. and I.R. divergences in
this expression. The I.R. divergence is in C˜0 (q
2). We can now compute the form factor F = 1+ δF
using (3.2). Observable quantities like the total cross section only depend on |F |2. As δF = O(αS),
one gets:
|F |2 = |1 + δF |2 = 1 + 2Re(δF ) +O(α2S). (3.19)
This means that up to O(αS) only the real part of the form factor F contributes to observable
quantities like the total cross section. We get:
2Re δF = 2Re
(
δZφ + δF + δF
)
. (3.20)
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δZφ is the contribution of the counter-term, while δF and δF come from the corresponding
diagrams. δZφ = Re δZφ is given in (3.12).
2Re δF =− CF αS
2π
[
3
ǫ
+ 3 log
(
µ2
m2
)
+ 7
]
, (3.21)
2Re δF =CF
αS
π
[
(1 + β2)
β
(
− log(w)
2ǫIR
− 1
2
log(w) log
(
µ2IR
m2
)
+ Li2(w)
−1
4
log2(w) + log(1− w) log(w)− log(w) + π
2
3
)
+
1
2ǫ
+
1
2
log
(
µ2
m2
)
+
3
2
]
. (3.22)
Using these results we get:
2Re δF =CF
αS
π
[
(1 + β2)
β
(
− log(w)
2ǫIR
− 1
2
log(w) log
(
µ2IR
m2
)
+ Li2(w)
−1
4
log2(w) + log(1− w) log(w)− log(w) + π
2
3
)
− 1
ǫIR
− log
(
µ2IR
m2
)
− 2
]
. (3.23)
There are still I.R. divergences left. However, in the sum of the cross sections σ
(
e+e− → t˜1 ¯˜t1
)
+
σ
(
e+e− → t˜1 ¯˜t1gsoft
)
, where gsoft corresponds to a gluon with an infinitesimally small energy, the I.R.
divergences will cancel in agreement with the Kinoshita-Lee-Nauenberg theorem [31]. e+e− → t˜1 ¯˜t1g
corresponds to the so-called real radiation and we will compute the total cross section to the real
radiation in the next section.
3.3. Virtual corrections to the cross section
To determine the contribution of the virtual corrections to σ
(
e+e− → t˜1 ¯˜t1
)
we investigate how the
formula for the cross section at tree level (2.9) changes due to δF . In this formula we simply get an
additional factor 1+2Re(δF ), which can be factored out of the phase space integration. However, as
δF still includes a divergence, we have to be careful about the phase space integration, which we did
in 4 dimensions, when doing the tree computation. Doing the phase space integration in d = 4− 2ǫ
dimensions gives an additional contribution of O(ǫ) and multiplying this with the 1
ǫ
term, which
corresponds to the divergence, gives a contribution of O(1).
The only thing that changes with respect to the tree level computation is given by the following
replacement prescription:
I(t)µµ →I(t)µµ + I(v)µµ,
I(v)µµ =2Re(δF )
∫
(pt˜1 − p ¯˜t1)µ(pt˜1 − p ¯˜t1)µdLIPS2(q)
=− 2Re(δF )sβ2PS2(q2, ǫ), (3.24)
where PS2(q
2, ǫ) is the two particle phase space volume in d-dimensions. It has to be computed up
to O(ǫ) because of the 1
ǫ
divergence in δF . The result for PS2(q
2, ǫ) is given in (20.6).
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In the last section we found I.R. divergences in the virtual corrections to the cross section σ
(
e+e− → t˜1 ¯˜t1
)
.
Strictly speaking this cross section is not an observable, as one cannot differ between a t˜1,
¯˜t1 pair and a
t˜1,
¯˜t1 pair of practically the same energy with an infinitesimally soft gluon. In the sum of the two cross
sections σ
(
e+e− → t˜1 ¯˜t1
)
+ σ
(
e+e− → t˜1 ¯˜t1gsoft
)
the I.R. divergences cancel due to the Kinoshita-
Lee-Nauenberg theorem [31]. In this section we will compute the cross section σ
(
e+e− → t˜1 ¯˜t1g
)
,
where we integrate over the entire phase space, including those parts where the gluon has a high
energy. The I.R. divergences that we will encounter, when doing the phase space integration, will
again be handled using dimensional regularization.
The amplitude of the real radiation is therefore given by the following diagram:
Mµ ≡ γ, Z
e−
e+
t˜1
¯˜t1
g
µ , (4.1)
with
t˜1
¯˜t1
g
µ, Aν
γ, Z
= + + . (4.2)
Analogously to (2.7) we can write Mµ as:
Mµ = LσΓˆ
σµ
A , (4.3)
where Lµ is the lepton tensor, defined in (2.8) and Γˆ µσA corresponds to without −i(Q˜γ/Z).
Γˆ νµA gives:
Γˆ νµA =
(
pt˜1 − p ¯˜t1 + pg
)ν i[
(pt˜1 + pg)
2 −m2]
+
(−igS)
(
2pt˜1 + pg
)µ
TA+
(
pt˜1 − p ¯˜t1 − pg
)ν i[
(p ¯˜t1 + pg)
2 −m2]
+
(−igS)
(−2p ¯˜t1 − pg)µ TA
− 2gSTAgνµ. (4.4)
pg is the momentum of the gluon. We define the following phase space integral:
I(r)µν(q) ≡ −
∑
A
∫
Γˆ µσA
(
Γˆ νAσ
)∗
dLIPS3(q) (4.5)
I(r)µν is related to σ
(
e+e− → t˜1 ¯˜t1g
)
in exactly the same way as σ(t) was related to the phase space
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integral I(t)µν (2.9):
σ
(
e+e− → t˜1 ¯˜t1g
)
=
1
4|pe|CMS
√
s
∑
colours
1
4
∑
spins
LµL
∗
νI
(r)µν
=
NC
8s
(∑
spins
LµL
∗
ν
)
I(r)µν . (4.6)
As in the case of I(t)µν , I(r)µν depends only on the total momentum q = pe + pe¯ and fulfils the
Ward-identity I(r)µνqν . Therefore we can make the same Ansatz as we had for I
(t)µν (2.10):
I(r)µν = I(r)(qµqν − gµνq2). (4.7)
σ
(
e+e− → t˜1 ¯˜t1g
)
can therefore be computed with the same formula as σ(t) in (2.23), with the only
difference that:
I(t)µµ → I(r)µµ. (4.8)
For computing I(r)µµ we introduce the following variables for parametrizing the phase space depen-
dency of the integrand:
x ≡ 2(pt˜1 · q)
q2
, y ≡ 2(p ¯˜t1 · q)
q2
, z ≡ 2(pg · q)
q2
. (4.9)
x, y and z are twice the energy of the t˜1,
¯˜t1 or gluon, divided by total energy in the CMS. The
identity
x+ y + z = 2 (4.10)
is often very useful. The propagators appearing in Γˆ µνA can be expressed with x and y:
1
1− y =
q2[
(pt˜1 + pg)
2 −m2]
+
,
1
1− x =
1
−1 + y + z =
q2[
(p ¯˜t1 − pg)2 −m2
]
+
. (4.11)
One can express the dependency of the integrand of the phase space integration using only y and z:
I(r)µµ = −CF g2S
∫
δ11 + δ12︸ ︷︷ ︸
I.R. divergences
+δ10 + δ00 dLIPS3(q),
δ11 = 2(β
4 − β2) 1
(1− y)2 ,
δ12 = 2(β
4 + β2)
1
(1− y)(−1 + y + z) ,
δ01 = −8β2 1
1− y ,
δ00 = 2d. (4.12)
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In the original integrand, there appear terms proportional to 1
(1−x)2 and
1
1−x , but in the phase space
integral these are equivalent to 1
(1−y)2 and
1
1−y respectively. In (20.12) the three body phase space
integral of a function depending on y and z is rewritten to an ordinary integral over y and z. Only
the integrals containing divergences have to be carried out in d dimensions. Therefore, the integrals
over δ10 and δ00 become simple. The four phase space integrals are carried out in the appendix and
the results are given in (20.18), (20.22), (20.23) and (20.24). With this we obtain:
I(r)µµ =− CF g2SF3
{
4β3 + 2β2(1 + β2) log(w)
ǫIR
+ 6β + 14β3 +
(
3− 5β2 + 12β3) log(w)
− 24β3 log(1− w) + β2(1 + β2)
[
−4π
2
3
− log(w) + log(w)2
+8 log(w) log(1 + w) + 12Li2(w) + 8Li2(−w)]} . (4.13)
F3 is defined in (20.12). The leading order term in β is of O (β
5 log(β)):
I(r)µµ = −CF g2SF3
[
− 16
3ǫIR
− 176
5
+ 32 log(2) + 32 log(β)
]
β5 +O
(
β7 log(β)
)
. (4.14)
Therefore σ
(
e+e− → t˜1 ¯˜t1g
)
is also of O (β5 log(β)).
5. Result for the cross section at 1-loop order
For the total cross section at 1-loop order we obtain the same result as [8], where the I.R. divergences
are not regulated by dimensional regularization but by introducing an infinitesimal gluon mass. Using
the results in (3.24), (4.6) and (4.13) we obtain:
σ(1) =σ(t) + δσ(v) + σ
(
e+e− → t˜1 ¯˜t1g
)
=σ(t)
(
1 + CF
αS
π
f(β)
)
, (5.1)
with
f(β) =
1 + β2
β
[
3
2β
+ log(w) log(1 + w) + 2 log(w) log(1− w) + 4Li2(w) + 2Li2(−w)
]
− 4 log(1− w)− 2 log(1 + w) +
[
3 +
1
β3
(
2− 5
4
(1 + β2)2
)]
log(w), (5.2)
where αS =
g2S
4π
. δσ(v) are the virtual corrections to the cross section.
18
Part II.
Effective theory calculation
19

6. Motivation
6. Motivation
In the last part, we carried out a one-loop calculation for the total cross section of e+e− → t˜1 ¯˜t1. If,
however, the CMS energy
√
s of the e+e− pair is close to the threshold energy for the production
of a t˜1
¯˜t1 pair, which means that
√
s ≈ 2m, the perturbation series in orders of αS breaks down.
The reason for this is that the corrections to the production vertex, which involve the exchange of n
gluons, are enhanced by (1/β)n. Thus if β ∼ αS the size of those multi-loop contributions is actually
of leading order and a one-loop calculation is thus not sufficiently close to threshold. The same
problem arises for top-pair production close to threshold [28].
At one loop order we can see this explicitly by expanding (5.1) for β ∼ αS ≪ 1:
f(β) =
π2
2β
+O(β)
σ(1) =σ(t)
(
1 +
CFπ
2
αS
β
+O(αSβ
0)
)
(6.1)
For β ∼ αS the one-loop correction is therefore not suppressed with respect to the tree-order result.
The single source of the O(αS/β) term is δF , which is the virtual correction coming from the
triangle diagram. Expanding (3.22) for β ≪ 1 we obtain:
2Re δF =
CFπ
2
αS
β
+O(αSβ
0) (6.2)
We now define E as the energy above threshold, which means that
√
s = 2m + E. E can be
calculated with the parameter v, via E = mv2. This is understood as a definition for v. Up to
corrections of O(v3) β and v are equivalent:
β =
√
1− 4m
2
s
=
√
1− 4m
2
(2m+mv2)2
= v − 3v
3
8
+O(v5) (6.3)
Therefore one could replace β by v within the expansions above.
The (1/v)n enhancement of the loop integrals comes from the integration domain, where the gluons
are potential. A gluon is potential if its momentum k = (k0,k) is parametrically (mv2, mv).
As the contribution of these vertex corrections is even singular for v → 0, one calls them ”Coulomb
singularities”. But if mv2 was of O(ΛQCD) the behaviour of the system would not be Coulombic
because of non-perturbative effects. However, v is bounded from below because of finite lifetime
effects, which can be taken into account at leading order by the formal substitution [24]
v =
√
E
m
=
√√
s− 2m
m
→
√√
s− 2m+ iΓt˜1
m
. (6.4)
E = mv2 is the energy above threshold (
√
s = 2m+ E) and thus the kinetic energy of the squarks.
For low values of E, Γt˜1 therefore serves as an IR cut-off and one can ignore non-perturbative effects
if Γt˜1 ≫ ΛQCD.
We will replace the power counting in powers of αS with a power counting in αS and v, where
v ∼ αS. This leads us to the application of ”velocity non-relativistic QCD” (vNRQCD) for coloured
scalars, which is an effective theory for non-relativistic squarks∗ [29]. Originally vNRQCD was
developed for non-relativistic bottom and top quark systems [34, 26].
∗To shorten notation we will often refer to ”vNRQCD for coloured scalars” plainly as ”vNRQCD”.
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Figure 2.: This figure shows the order of the vertex corrections, which involve the exchange of a gluon. Close to
threshold, when αS ∼ v ≪ 1, every gluon exchange gives a factor of αS/v at leading order. The diagrams
are all of the same order and therefore the perturbative series in number of loops breaks down. The 1/v
enhancement comes from the integration domain, where the gluon is potential. We will later sum up all
the diagrams with potential gluons, by using the Green’s function of the Schro¨dinger equation.
There is an additional reason why it is important to switch to vNRQCD in order to describe the
squarks in the non-relativistic regime. Without switching to an effective theory, the loop corrections
will contain logarithms of ratios between the various scales appearing in the problem:
m (stop mass) hard scale
p ∼ mv (momenta of the stops) soft scale
E ∼ mv2 (kinetic energy) ultrasoft scale
These logarithms can be large if v ≪ 1 and thus spoil the convergence of the perturbation series.
By matching to an effective theory at the hard scale m we can avoid logarithms of the form log(m/E)
and log(m/p). However, the soft and the ultrasoft scale both have to be described in vNRQCD.
If one does not do an additional matching to another EFT, one cannot avoid the large logarithms
between the soft and ultrasoft scale by using only one renormalization scale.
Matching once more to another EFT and integrating out the soft scale is a possible approach to
this problem. This additional matching has to be done at the soft scale and the theory, which only
contains the ultrasoft modes, is known as potential NRQCD (pNRQCD). pNRQCD was proposed
by Soto and Pineda in 1997 [41]. However, introducing two independent renormalization scales can
lead to ill-defined RGEs.
The approach in vNRQCD is to introduce two renormalization scales. These scales however cannot
be chosen independently but they have to be correlated in accordance with the quark equations of
motion. The theory fixes the scale correlation [26] and one can parametrize the two renormalization
scales in terms of the so-called subtraction velocity ν:
µS =mν,
µU =mν
2. (6.5)
Therefore, the matching for vNRQCD is done with ν = 1 and the calculation of matrix elements
with ν = v. The RGEs for ν are called ”velocity RGEs” (vRGEs) [34]. In this way one can sum
up all the large logarithms. In a fixed order perturbation theory, where one sums up the Coulomb
singularities, but not the large logarithms, the R ratio with respect to the production of a µ+µ− pair
looks like [27]:
R =
σt˜1 ¯˜t1
σµ+µ−
=v3
∑
k
(αS
v
)k
×
{
1 (LO); αS, v ( NLO); α
2
S, αS, v, v
2 (NNLO); . . .
}
, (6.6)
for αS ∼ v ≪ 1. Here LO stands for leading order, NLO for next-to-leading order and NNLO for
next-to-next-to-leading order. When the large logarithms are summed up through renormalization
22
6. Motivation
group equations, one speaks of leading-logarithmic (LL), next-to-leading-logarithmic (NLL) and next-
to-next-to-leading-logarithmic (NNLL) order [27]:
R =
σt˜1 ¯˜t1
σµ+µ−
=v3
∑
k
(αS
v
)k∑
i
(αS log(v))
i×{
1 (LL); αS, v ( NLL); α
2
S, v
2 (NNLL); . . .
}
. (6.7)
Before we introduce vNRQCD and apply it to our problem at hand we will briefly speak about
the concept of effective field theories. We also need to introduce the optical theorem which gives
a connection between σtot and the imaginary part of the forward scattering amplitude that can be
calculated in vNRQCD.
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7.1. A short introduction to Effective Field Theories
The main idea of an effective field theory (EFT), such as vNRQCD, is that if one restricts the full
theory to a certain kinematic domain, one should replace the full Lagrangian with one that is more
appropriate for the description of the dynamics in this region. This new theory should describe the
same physics more efficiently as long as one does not try to apply it for regions outside of its domain
of validity.
This idea is not only applied in QFT, but also in other fields of physics like electrodynamics. There
one for instance uses the multi-pole expansion of the electromagnetic field, to effectively describe the
fields at large distances away from the source. If one probed the field at small distances to the source,
the description of the multi-pole expansion would be no more valid and will even give an infinite
value for fields, which in the full theory are well-behaved and finite.
In fact, a modern interpretation of Quantum field theories (QFTs), such as the standard model
(SM), is to consider them as effective theories, that are only valid up to a certain energy scale. The
interpretation of the infinities, that arise in loop integrals in perturbative calculations, is then that
they are a consequence of the application of the SM Lagrangian for high energy modes that it can
no more describe. However, if the momenta where the SM fails are much higher than the scales that
appear in the loop integrals, it is justified to treat these integrals over high momenta, which showed
up as infinities during the calculation, as constants. The infinities can thus be considered as constant
terms, which are in fact finite but cannot be calculated with the SM. A regularization scheme makes
it possible to calculate with the infinities as constant terms. One tries to absorb these terms in the
coefficients of the operators that appear in the theory. A theory, where it is possible to absorb the
infinities at all orders of perturbation theory without introducing an infinite number of additional
operators, is called renormalizable in the classical sense. This is indeed the case for the SM∗.
However, a theory that is formally not renormalizable can still be sensible, if one can absorb the
infinities at each order of a power counting scheme. The power counting is supposed to quantify the
parametric size of contributions. If one is interested in the result up to a specific order in the power
counting, all the contributions at higher orders, by which we mean finite terms as well as infinities,
are suppressed and can thus be ignored. To understand that this is sensible one has to remember
that the infinities should not be considered as large terms, but rather as finite terms, which cannot
be calculated with the effective theory. Thus, it makes sense to say that infinities at a higher order
in the power counting are suppressed and can thus be ignored.
One can take this interpretation one step further. By considering the integrals over high momenta,
where the SM is no more valid, as constants, we are of course making an approximation. These
integrals will depend on the scales that appear in our problem, although the dependency is weak, if
the scale Λnew, where new physics beyond the SM becomes relevant, is much bigger than the scales
in our system. To get more accuracy one can however make an expansion in terms of the SM scales
divided by Λnew. A common strategy to search for physics beyond the SM is to match the effect
of new models for processes at lower energies to local operators that are added to the SM. These
operators are suppressed by 1/Λnew, therefore they are giving only small corrections at energies at
the scale of the SM. These additional operators, however, spoil the renormalizability of the SM as
they are generally of higher mass dimension (> 4). It would of course be an advantage, if the SM
∗The proof of this is highly non-trivial. Veltman and ’t Hooft solved a part of the problem, by proving that Yang-Mills
theory is renormalizable [49]. This earned them the Nobel Prize in 1999.
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already included such higher dimensional operators that gave us a hint about the new physics and
in particular about the scale the SM breaks down.
The ”Fermi Theory” [22, p. 314] is a famous example for an EFT. This was once the best available
description for the weak force. The theory, however, is non-renormalizable. It includes an operator
of the form:
O1 = −4GF√
2
VubV
∗
ud(u¯γ
µPLb)(d¯γµPLu). (7.1)
Vub and Vud are elements of the Cabibbo-Kobayashi-Maskawa (CKM) Matrix, which has to be deter-
mined experimentally. O1 is a four fermion operator of mass dimension 6. Nowadays we have a high
energy description for the weak force as part of the SM, where it is mediated by the W and Z bosons,
which are much heavier than the u, b and d quarks. As GF√
2
= g
2
8M2W
, where MW is the mass of the
W boson, O1 is suppressed by 1/M
2
W . In this case, the scale of the new physics Λnew is represented
by MW . The Fermi Theory can be obtained from the SM and remains the appropriate description
of the weak force for energies much smaller than MW . Since O1 is part of a non-renormalizable
theory, it already gives a hint about the scale, where the Fermi Theory breaks down. This once
helped to discover the electroweak theory and in this sense it would be good if also the SM was
non-renormalizable.
We want to emphasize that using the Fermi Theory instead of directly applying the full SM for
processes at CMS energies ECM ≪MW is more appropriate. The reason is that by using the Fermi
Theory one avoids large logarithms like ln
(
MW
ECM
)
in the corrections, which could spoil the convergence
of the perturbation series. In order to obtain the Fermi Theory from the SM one integrates out the
high energy dynamics at the renormalization scale µ = MW by putting these contributions into local
operators of the EFT. Then one scales the obtained theory down to µ ∼ ECM via renormalization
group (RG) evolution before carrying out loop integrals in the EFT. The loop integrals within the
Fermi Theory contain only smaller scales and large logarithms are avoided if µ is at the same order
as these scales. This procedure eventually avoids large logarithms in the corrections, which means
that they were summed up into the coefficients of local operators by the RG evolution!
Summing up the large logarithms is one of our reasons to use vNRQCD for the description of
squarks production close to threshold in e+e− collisions. In addition the power counting of the
effective theory in general quantifies the size of contributions much better than a simple expansion
in the couplings. For instance we saw explicitly that the perturbation series in terms of αS did not
converge in (6.1), as the one loop correction was of the same parametric size as the tree order result.
Another important EFT is called ”Heavy Quark Effective Theory” (HQET), which is for instance
used to describe the decay of the B mesons. HQET was constructed in 1990 by Georgi [20]. One can
also obtain this theory from the SM and in this sense it contains only SM physics. But using HQET
for the description of B meson systems yields much better results than a direct application of the
SM. Other important EFTs include ”Soft-collinear effective theory” (SCET) [7], ”Chiral Perturbation
Theory” (ChPT) [33] and of course ”Non-relativistic QCD” (NRQCD) [12, 11]. We will use a variant
of NRQCD for coloured scalars [29].
7.2. Matching and the threshold expansion
The Lagrangian of the EFT is a linear combination of operators where the coefficients are called
Wilson Coefficients. These coefficients contain the dynamics of the off-shell degrees of freedom. One
determines them by doing a measurement or a matching computation. As the off-shell modes are
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b u
du
=
u
b
d
uC1(mW )
+O
(
p4
M4W
)
Figure 3.: The full theory diagram describing the exchange of the W boson can be expanded if p2 ≪ M2W . In the
original Fermi Theory the leading order contribution is taken into account via the four fermion operator
O1. O1 was constructed such that at the matching scale C1(Λnew = MW ) = 1. However, C1(µ) will
depend on the renormalization scale µ because of renormalization group (RG) running. The reason for
doing the matching at µ ≈ Λnew is to avoid large logarithms like log (µmatch/MW ) for the matching of
loop diagrams.
no more present in the EFT one often speaks about ”integrating out”∗ degrees of freedom in this
context.
In order to match the EFT to the full theory it is crucial to define a power-counting scheme and
to expand the full theory diagrams according to it. In vNRQCD we for instance expand in terms
of αS and v. The brute force way for doing an expansion of a full theory Feynman diagram is to
analytically calculate the diagram and to expand the result after doing the integrations. However,
this is not very practical as it is usually very difficult to calculate loop diagrams analytically.
The threshold expansion is a tool to expand Feynman diagrams before doing the integration and
was developed by Beneke and Smirnov [10] for the expansion of massive Feynman integrals near
threshold. It is based on the method of regions with dimensional regularization and works as follows:
1. The scales in the integral have to be identified.
2. The integration domain for the loop momenta has to be split into regions in which each loop
momentum is of the order of one of the scales in the problem.
3. In every region, the integrand has to be expanded in the parameters, which are small. The
terms in the expansion will be integrals that are only giving contributions for the momenta in
the given region (if one uses dimensional regularization, where scaleless integrals are zero).
4. After the expansion, the integrals have to be carried out over the entire integration domain in
every region.
It is not easy to justify this procedure rigorously but loosely speaking it works because one uses
dimensional regularization, where all integrals without scale vanish. There exist more rigorous argu-
ments for special cases [14, 13].
A way to get a better understanding of how this method can possibly work is to do the same
procedure without dimensional regularization in the cut-off scheme. One follows the same steps but
introduces explicit intermediate cut-offs between the different regimes. In this case it should be clear
that we obtain the correct result because with an explicit cut-off one can expand the integrand before
doing the integration. If one adds the results of all the regimes, the intermediate cut-off terms will
∗Speaking of ”integration” makes sense if one thinks in terms of the path-integral formalism.
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have to disappear order by order and the final result will only depend on the cut-off of the entire
integral.
The procedure using dimensional regularization works analogously. After doing the expansion in
dimensional regularization, the integral will only contain scales for the given region and therefore
the finite parts should be identical to the procedure where a cut-off is used. The cut-off terms
will show up as divergences and dimensional regularization automatically throws away all of them,
except for the logarithmic ones, which remain as 1/ǫ terms. When adding up all the regimes, the
1/ǫ terms corresponding to intermediate cut-offs will cancel, while the 1/ǫ terms corresponding to
the divergences of the entire integral will remain.
Even if this analogy between the method of regions with an explicit cut-off and dimensional
regularization is not at all proving that the procedure is always correct, it shows how the method
is supposed to work. An explicit example for a simple one dimensional integral, which is expanded
with both approaches, is given in [26].
One should always bear in mind that one has to strictly expand the integrand for the given region,
if one uses the method with dimensional regularization. Otherwise one leaves scales in the integral
that lead to a finite contribution from a different region. In this case one would have double counting.
On the other hand, if one uses the method with explicit cut-offs, one is of course not obligated to
expand the integrand.
An important feature of the method is that each term in the expansion only contributes at a
specific order in the power counting.
For the dynamics of a non-relativistic t˜1
¯˜t1 pair, there are four relevant regions for the loop momenta
[10]:
hard: (k0,k) ∼ (m,m)
soft: (k0,k) ∼ (mv,mv)
potential: (k0,k) ∼ (mv2, mv)
ultrasoft: (k0,k) ∼ (mv2, mv2) (7.2)
These are the relevant regions if the routing of the external momentum q is canonical. This means
it is chosen such that it is equally split among the squarks at the production vertex and is then
only routed through the squark lines. Other routings are of course possible but less practical. The
relevant regimes for the loop momenta are a consequence of the pole structure of the propagators.
Up to this point we considered the threshold expansion as a purely mathematical tool for expanding
Feynman diagrams. In practice, it is often helpful to do the threshold expansion before defining the
fields and operators of the effective theory. By expanding the full theory diagrams one can get an
idea about which are the relevant fields and interactions in the EFT. Let us for instance expand the
following full theory diagram:
→ q2 + p
→ q2 − p
→ q2 + p′
→ q2 − p′
a a′
b b′
=
∑
A
(−igSTAa′a) (q + p′ + p)σ −i(p− p′)2 + iǫ (−igSTAbb′) (−q + p′ + p)σ (7.3)
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for the regime where p, p′ and p− p′ are potential and q = (√s, 0). We then have:
−i
(p− p′)2 + iǫ =
−i
(p0 − p′0)2︸ ︷︷ ︸
≪(p−p′)2
−(p− p′)2 + iǫ ≈
i
(p− p′)2 − iǫ ,
(q + p′ + p)σ(−q + p′ + p)σ ≈− q2 ≈ −4m2. (7.4)
The leading order contribution in the potential regime therefore gives:
4m2
∑
A
TAa′aT
A
bb′
i4παS
(p− p′)2 . (7.5)
In a propagator of a gluon with a potential momentum the iǫ is irrelevant as the momentum of a
massless particle cannot get on-shell in this regime. As we can see the propagator of a gluon for the
potential regime corresponds to the Fourier transform of the Coulomb potential. In vNRQCD the
contributions of potential gluons at LO is also accounted for by the Coulomb potential.
The expanded diagrams of the full theory often correspond to EFT diagrams which are as well only
contributing at a specific order in v. This motivates the identification of the propagators of particles
in the EFT with the expanded propagators for the different regimes in the threshold expansion. In
vNRQCD one for instance defines soft and ultrasoft gluons and potential squarks. We will also speak
about potential gluons but in the EFT they will be represented as potentials and not as particles∗.
However, one cannot strictly derive the Lagrangian of the EFT from the threshold expansion of the
full theory diagrams.
∗They are represented as potentials because potential gluons cannot become on-shell.
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8. Optical Theorem and Cutkosky rules
To calculate the total cross section σtot we will use the optical theorem, which states that the
imaginary part of the forward scattering amplitude gives σtot up to some kinematic factors. The
exact statement for a collision of two particles (e.g. an e+e− pair) is that
σtot(k1, k2 → anything) = Im(M)
2Ecmpcm
, (8.1)
whereM denotes the respective forward scattering amplitude. Here Ecm =
√
s and pcm are the energy
and momentum in the center of mass system (CMS). The optical theorem is a direct consequence of
the unitarity of the S-matrix [40, p. 231]. pcm in our 2-particle system can be expressed with the
function
λ(a, b, c) = a2 + b2 + c2 − 2ab− 2ac− 2bc (8.2)
as
p2cm =
1
4s
λ(m2e, m
2
e, s) ≈
s
4
. (8.3)
The approximation is possible as the colliding e+e− particles are highly relativistic. Therefore (8.1)
simplifies to:
σtot(e
+e− → anything) = Im(M)
s
. (8.4)
In perturbative calculations unitarity manifests itself through cutting rules of Feynman diagrams
[50]. With these cutting rules one can calculate 2Im(M) (where M is the matrix element of the
diagram) as follows:
1. Identify the incoming and the outgoing side of the diagram.
2. Cut the diagram in all possible ways and replace each cut propagator by Im(2i∗Propagator)θ(p0).
Here p0 is the total energy that flows from the incoming to the outgoing side of the propagator.
Due to θ(p0) the energy is only allowed to flow from the incoming to outgoing side through the
cut. For a scalar propagator we therefore get the following replacement rule:
i
p2 −m2 + iǫ → Im
[ −2
p2 −m2 + iǫ
]
θ(p0) = 2πδ(p2 −m2)θ(p0). (8.5)
These replacements render the loop integral into a phase space integral. For our work we will
need to cut through unstable (anti)stop EFT propagators:
i
E
2
± p0 − p22m + i
Γt˜1
2
→ −2Im
[
1
E
2
± p0 − p22m + i
Γt˜1
2
]
=
i
E
2
± p0 − p22m + i
Γt˜1
2
Γt˜1
−i
E
2
± p0 − p22m − i
Γt˜1
2
. (8.6)
Note that in this case the θ function is always 1, as m+ E
2
±p0 is the total energy going through
the propagators and E ± p0 ≪ m. Therefore we have that θ(m+ E2 ± p0) = 1.
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3. Conjugate the propagators at the outgoing side of the diagram.
4. Multiply the vertices at the outgoing side of the diagram by (−1).
5. Sum over all cuts.
We want to point out that the cutting rules illustrate that there is a close connection between phase
space and loop integrals.
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9. Operators and fields in vNRQCD
In this section the fields and operators of vNRQCD are presented.
9.1. The label formalism of vNRQCD
The hard modes are integrated out in vNRQCD and are put into the Wilson coefficients of local
operators. For the other contributions one needs a systematic way to separate the scales. To achieve
this one splits the momenta of the squarks into three different parts:
(p0,p) = (m, 0) + (0,p) + (k0,k). (9.1)
Here we have p ∼ mv and k0 ∼ k ∼ mv2. The (m, 0) part of the momentum is of no relevance for
the dynamics. The idea is to divide the soft momentum space into quadratic boxes of length mv2
and to describe the modes of each box with a different field ψp. These fields are labelled with the
soft momentum, which is why the procedure is called the ”label formalism”. They are treated as
different particles with different propagators and interactions. ψp and ψp′ interact via the exchange
of soft gluons and potentials but not via ultrasoft gluons. An illustration of the label-formalism is
given in figure 4. The original non-relativistic squark field can be written as:
ψ(x) = e−imt
∑
p
eip·xψp(x). (9.2)
p runs over soft momenta. This means that only the ultrasoft momentum in (9.1) remains a contin-
uous variable. The ultrasoft momentum operator applied on ψp(x) is therefore −i∇ψp(x).
Figure 4.: The soft momentum space is split into quadratic boxes of length mv2. In vNRQCD there is a seperate
squark field for each box, which describes the modes therein. The figure is taken from [47].
In vNRQCD one performs an analogous redefinition for the antisquark χp(x) and the soft gluon
fields Aµp(x). Technically the label formalism enables us to obtain a separation of the soft and
ultrasoft scale, which is necessary for a consistent power-counting in v [47]. It was originally proposed
to construct HQET [20].
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9.2. e+e− fields in the EFT
Because the effective theory needs to describe the ¯˜t1t˜1 production only in the threshold region and
in the c.m. frame, the initial states ac†τ ′(k
′)a†τ (k) |0〉∗ can be assumed to fulfil s = (k + k′)2 ≈ 4m2
and k = −k′. Furthermore we can assume for simplicity that the e+e− pair collides along the z-axis
and therefore the four momenta are determined for a given s:
kµ =
(√
s
2
,
√
s
2
eˆz
)
,
k′µ =
(√
s
2
,−
√
s
2
eˆz
)
, (9.3)
where eˆz is the unit vector in z-direction. We can now define the fields e−(x), e+(x) that contain all
the relevant modes of the e+e− particles:
e−(x) =
∑
τ,
√
s
aτ (k)uτ(k)e
−ikˆx,
e+(x) =
∑
τ,
√
s
ac†τ (k)
′vτ (k′)eikˆ
′x, (9.4)
where uτ and vτ are the electron, positron Dirac spinors. The sum over the c.m. energies denoted
by
√
s is restricted to the threshold region. As we specified that the incoming e+e− pair is colliding
along the z-axis, we can restrict ourselves to the momenta in (9.3) and do not need an integration
over angles. In the phase factors one uses the 4-momenta relative to (m, 0):
kˆµ =
(√
s
2
−m,
√
s
2
eˆz
)
,
kˆ′µ =
(√
s
2
−m,−
√
s
2
eˆz
)
. (9.5)
9.3. Operators in vNRQCD
A part of the operators and their Wilson coefficients presented here will not be calculated explicitly
but will be important at higher order. Whenever this is the case the corresponding terms are coloured
red.
The bilinear part of the Lagrangian contains the kinetic terms for the squarks (including an effective
description of the decay of the squarks) and the coupling to the ultrasoft gluons:
Lbilinear =
∑
p
{
ψ∗p
[
iD0 − (p− iD)
2
2m
+
p4
8m3
+
i
2
Γt˜1
(
1− p
2
2m2
)
+ · · ·
]
ψp + (ψ → χ, T → T¯ )
}
. (9.6)
The form of Lbilinear is constrained by reparametrization and gauge invariance. Due to reparametriza-
tion invariance soft momenta always have to appear together with−i∇ [34]. And one obtains manifest
∗ac†τ ′ , a
†
τ (k) are the e
+, e− creation operators.
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gauge invariance of Lbilinear by substituting ∂0 and ∇ with covariant derivatives:
D0 = ∂0 + igA0(x),
D = ∇− igA(x). (9.7)
Due to the partial Fourier transformation in (9.2) ψp(x) and χp(x) only contain ultrasoft fluctuations.
Therefore i∂0 and −i∇ refer to the ultrasoft energies and momenta relative to the soft momentum
p. For this reason the covariant derivative does also only contain the ultrasoft gluon field. The
kinematic corrections which are coloured red are of NNLO.
The potential part contains the interactions due to the exchange of potential gluons:
Lpot = −
∑
p,p′
µ˜2ǫS V˜ (p,p
′)ψ∗p′ψpχ
∗
−p′χ−p + · · · , (9.8)
with
V˜ (p,p′) = (TA ⊗ T¯A)
[
V(T )c
k2
+
V(T )k π2
m|k| +
V(T )r (p2 + p′2)
2m2k2
+
V(T )2
m2
+ · · ·
]
+ (1⊗ 1)
[
V(1)c
k2
+
V(1)k π2
m|k| +
V(1)2
m2
+ · · ·
]
, (9.9)
where k = p′ − p and
V(T )c (1) = 4παS(m), V(T )r (1) = 4παS(m), V(T )2 (1) = −παS(m),
V(1)c (1) = 0, V(1)2 (1) = 0,
V(T )k (1) = α2S(m)
(
7CA
8
− Cd
8
)
, V(1)k (1) = α2S(m)
C1
2
(9.10)
Cd = 8CF − 3CA, C1 = 1
2
CFCA − C2F , (9.11)
CF =
4
3
, CA = 3. (9.12)
As discussed before the contribution of V(T,1)c in scattering diagrams in figure 2 is of O(αS/v). It is
therefore important to sum up all these loop diagrams, which we do by using the respective Coulomb
Green’s function. V(1,T )2 and Vr(T ) contribute at O(αSv). They are the analog of the Breit-Fermi
potentials known from QED. V(1,T )k are generated by one-loop diagrams and are therefore of O(α2Sv0).
For squark-antisquark scattering in a color singlet state only the linear combination of coefficients
V(s)i = −CFV(T )i + V(1)i is relevant [29].
We need currents that describe the production and annihilation of a ¯˜t1t˜1 pair from/to an e
+e−
pair. In the full theory the production/annihilation happens via the exchange of a photon or Z boson.
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With the fields in the EFT we define the squarks production and annihilation currents as follows:
Ojp = ψ
∗
p2p
jχ∗−p, (9.13)
O
(n)
V,p =
[
e¯+γj(Eˆ/m)
ne−
]
Ojp, (9.14)
O
(n)
A,p =
[
e¯+γjγ5(Eˆ/m)
ne−
]
Ojp, (9.15)
Lcur =
∑
p
µ˜ǫS
[
CVOV,p + CAOA,p + C
(1)
V O
(1)
V,p + C
(1)
A O
(1)
A,p + · · ·
]
+H.c., (9.16)
where we use the notation OV/A,p ≡ O(0)V/A,p.
At the matching scale the Wilson coefficients are:
CBornV = −
2πα
m
[
Q˜γ
4m2
− 2
sin(2θW )
ve
Q˜Z
4m2 −m2Z
]
, (9.17)
CBornA =
2πα
m
2
sin(2θW )
ae
Q˜Z
4m2 −m2Z
, (9.18)
CV/A(ν) = C
Born
V/A c(ν) + C
loop
V/A . (9.19)
c(ν) contains the hard matching conditions, which are in our case the contribution of the hard gluon
loops at one loop level. In (3.23) we obtained ReδF which are the radiative corrections to the real
part of the form factor of the full theory current at 1-loop level. One can show that in δF the O(αSβ
0)
terms without the I.R. divergences correspond to the NLO contribution from the hard gluon loops.
Furthermore, the hard gluon loops do not contribute to the imaginary part of δF and therefore up
to NLO c(ν) is simply the O(αSβ
0) part of ReδF without the 1/ǫIR terms:
c(ν = 1) = 1− αS(m)
π
CF . (9.20)
c(ν) has a NLL running which is calculated in [29]. αS(m)
π
CF is a correction of the order of 5%
for m between 100 and 500 GeV. C loopV/A is a NNLO correction that accounts for hard electroweak
contributions. C
(1)
V/A contains NNLO effects from the expansion of the full theory current.
9.4. Factorization formula
We want to calculate σtot, which is given by Im(M)/s due to the optical theorem. With spin
averaging we obtain:
1
4
∑
spins
M = [CV (ν)2LlkV V + CA(ν)2LlkAA + CV (ν)CA(ν) (LlkAV + LlkV A)]Alk(ν), (9.21)
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with
Alk =i
∑
p,p′
∫
ddxeiqˆx 〈0|TOl†p (x)Okp′(0)|0〉 , (9.22)
LlkV V =
1
4
∑
τ,τ ′
[
v¯τ ′(k
′)γluτ (k)
] [
u¯τ (k)γ
kvτ ′(k
′)
]
,
LlkAA =
1
4
∑
τ,τ ′
[
v¯τ ′(k
′)γlγ5uτ (k)
] [
u¯τ(k)γ
kγ5vτ ′(k
′)
]
,
LlkV A =
1
4
∑
τ,τ ′
[
v¯τ ′(k
′)γluτ (k)
] [
u¯τ (k)γ
kγ5vτ ′(k
′)
]
,
LlkAV =
1
4
∑
τ,τ ′
[
v¯τ ′(k
′)γlγ5uτ (k)
] [
u¯τ(k)γ
kvτ ′(k
′)
]
, (9.23)
where qˆ = (E, 0). Due to spin averaging we have LlkV V = L
lk
AA and L
lk
AV = L
lk
V A = 0. We define
Llk = LlkV V
(
= LlkAA
)
=
1
2
(k + k′)2(δlk − eˆlz eˆkz)
Lll = s. (9.24)
As Alk does only depend on E, we get
Alk = Ajj δ
lk
3
, (9.25)
where the sum over j is implied. Finally we obtain:
σtot(ν) =
1
4s
∑
spins
Im(M)
=
1
3
Im
[(
CV (ν)
2 + CA(ν)
2
)Ajj(ν)] . (9.26)
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In (6.1) we saw that the perturbation series in αS breaks down for v ∼ αS. The diagrams in figure
(2) are all of the same order and we need to sum up the leading order contribution of every diagram.
The leading order contribution stems from the exchange of potential gluons. In the effective theory
the contribution of potential gluons is taken into account by Lpot given in (9.8). As we will see,
we can make use of the Greenfunction of the Schro¨dinger equation to sum up the contribution of
potential gluons in all the diagrams given in figure (2).
10.1. Definition of the Greenfunction and its Fourier transform
The Green operator GC(E) of non-relativistic Quantum mechanics for an unstable squark antisquark
pair that interact via a Coulomb potential is defined by the following operator equation:
(
Hˆ − (E + iΓt˜1)
)
GC(E) =
(
pˆ2
m
+ VC(|xˆ|)− (E + iΓt˜1)
)
GC(E) = 1, (10.1)
where
VC(r) ≡ −a
r
. (10.2)
The Greenfunction G(x′,x, E) is defined as:
GC(x
′,x, E) ≡ 〈x′|GC(E) |x〉 , (10.3)
where |x〉 represents a two particle state of a squark and anti-squark that are separated by x. The
normalisation of these states is given by:
〈x′|x〉 = δ3(x′ − x). (10.4)
GC(x
′,x, E) therefore fulfils the following differential equation:(
−∇
2
x′
m
+ VC(x
′)− (E + iΓt˜1)
)
GC(x
′,x, E) = δ3(x′ − x). (10.5)
The Fourier transform of GC(x
′,x, E):
G˜C(p
′,p, E) ≡
∫
d3x′d3xe−ip
′·x′GC(x′,x, E)eip·x (10.6)
satisfies the equation:(
p′2
m
− (E + iΓt˜1)
)
G˜C(p
′,p, E) +
∫
d3k
(2π)3
V˜C(p
′,k)G˜C(k,p, E) = (2π)3δ3(p′ − p), (10.7)
where V˜C(p
′,p) is the Fourier transform of VC(x):
V˜C(p
′,p) ≡
∫
d3x′d3xe−ip
′·x′VC(|x′ − x|)eip·x = −4πa
(p− p′)2 (10.8)
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Solving this equation iteratively we obtain:
G˜
(0)
C =
(2π)3δ3(p′ − p)
p2
m
− (E + iΓt˜1)
, (10.9)
(
p′2
m
− (E + iΓt˜1)
)
G˜
(i+1)
C (p
′,p, E) =−
∫
d3k
(2π)3
V˜C(p
′,k)G˜C(k,p, E), (10.10)
where G˜
(i)
C is the O(α
i
S) contribution in G˜C . For the O(αS) part we get:
G˜
(1)
C (p
′,p, E) = − 1
p′2
m
− (E + iΓt˜1)
V˜C(p
′,p)
1
p2
m
− (E + iΓt˜1)
. (10.11)
10.2. Connection between the Greenfunction and ladder diagrams
Via (10.10) it will be possible to establish a connection between G˜C(p
′,p, E) and the following sum
of diagrams in Fourier space∗:
G˜D(p
′, p, E) ≡
→ q2 + p
→ q2 − p
+
→ q2 + p
→ q2 − p
→ q2 + p′
→ q2 − p′
+
→ q2 + p
→ q2 − p
→ q2 + p′
→ q2 − p′
+ · · · . (10.12)
One calls these diagrams ladder diagrams for obvious reasons. GD(p
′, p, E) includes the external
propagators. To establish this connection we are following the ideas in [50, p. 62]. As we are only
summing up the contribution of potential gluons, each gluon propagator corresponds to one insertion
of the potential given in (9.9):
→ q2 + p
→ q2 − p
→ q2 + p′
→ q2 − p′
= −iV˜ (p,p′) = −iV˜ (p′,p). (10.13)
In the following we will set a = CFV
(T )
c (ν)
4π
such that V˜C(p,p
′) is the leading order of V˜ (p′,p). We
denote the O(αiS) contribution of G˜D with G˜
(i)
D . Let us first look at the O(αS) contribution of
G˜D(p
′, p, E):
G˜
(1)
D (p
′, p, E) ≡
→ q2 + p
→ q2 − p
→ q2 + p′
→ q2 − p′
= h(p)(−i)V˜ (p′,p)h(p′),
h(p) ≡ i
E
2
+ p0 − p2
2m
+ i
Γt˜1
2
i
E
2
− p0 − p2
2m
+ i
Γt˜1
2
(10.14)
∗For the definition of G˜D the diagrams are understood to include the external propagators.
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For i ≥ 1 we define G˜(i)(p′,p, E) as:
G˜(i)(p′,p, E) =i
G˜
(i)
D (p
′, p, E)
f(p′)f(p)
,
f(p) ≡ i
E
2
+ p0 − p2
2m
+ i
Γt˜1
2
+
i
E
2
− p0 − p2
2m
+ i
Γt˜1
2
=(−i)h(p)(E + iΓt˜1 −
p2
m
). (10.15)
Here G˜(i)(p′,p, E) is already written as a function depending only on (p′,p, E) and not on (p0, p′0).
This is obviously true for G˜(1), which apart from V˜C → V˜ is identical to G˜(1)C given in (10.11). Using
the following iteration formula we will prove by induction that G˜(i) is independent of (p0, p′0) for
i ≥ 1:
→ q2 + p
→ q2 − p
· · ·
→ q2 + p′
→ q2 − p′
=
→ q2 + p
→ q2 − p
· · ·
→ q2 + p′ + k
→ q2 − p′ − k
→ q2 + p′
→ q2 − p′
k . (10.16)
Algebraically this means:
G˜
(i+1)
D (p
′, p, E) =
∫
d4k
(2π)4
(−i)V˜ (p′,k) G˜(i)D (k, p, E)︸ ︷︷ ︸
(−i)f(p)G˜(i)f(k)
if(p′)
E + iΓt˜1 − p
′2
m
. (10.17)
If we now assume that G˜(i) is independent of (p0, p′0) we can rewrite this equation as follows:(
p′2
m
− (E + iΓt˜1)
)
G˜
(i+1)
D (p
′, p, E) =
if(p)
∫
d3k
2π
V˜ (p′,k)G˜(i)(k,p, E)
∫
dk0
2π
f(k)︸ ︷︷ ︸
=1
f(p′), (10.18)
where
∫
dk0
2π
f(k) = 1 can easily be shown by an explicit computation. We obtain the following
iteration formula for G˜(i):(
p′2
m
− (E + iΓt˜1)
)
G˜(i+1)(p′,p, E) = −
∫
d3k
2π
V˜ (p′,k)G˜(i)(k,p, E). (10.19)
This proves that G˜(i+1) is independent of (p0, p′0) if this is the case for G˜(i). The key point is that
except for V˜C → V˜ this iteration formula is identical to (10.10). We still did not define G˜(0) but this
shows that for i ≥ 1 we have that G˜(i) → G˜(i)C for V˜ → V˜C . It is now tempting to define:
G˜(0)(p′,p, E) ≡G˜(0)C (p′,p, E). (10.20)
With this definition we have:
G˜(p′,p, E) ≡
∞∑
i=0
G˜(i)(p′,p, E)→ G˜C(p′,p, E) for V˜ → V˜C . (10.21)
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This means that G˜C gives the leading order contribution to G˜. If we wanted to calculate G˜ beyond
leading order we would need to solve (10.7) for V˜C → V˜ .
However, if we also defined G˜(0) via (10.15) we would get a slightly different result and therefore
the equation:
G˜D(p
′, p, E) = f(p′)(−i)G˜(p′,p, E)f(p) (10.22)
is not entirely correct for this definition of G˜(0). For all the contributions from O(αS) onwards the
equation is of course correct, there is only a subtle disagreement in the O(α0S) term. Let us have a
look at the 4-point function in position space corresponding to G˜
(0)
D (p
′, p, E):
G
(0)
D (x
′
1, x
′
2, x1, x2) ≡
x1
x2 x
′
2
x′1
=
∫
d4p1
(2π)4
d4p2
(2π)4
e−ip1(x
′
1−x1)e−ip2(x
′
2−x2) i
p01 − p
2
1
2m
+ i
Γt˜1
2
i
p02 − p
2
2
2m
+ i
Γt˜1
2
(10.23)
If equation (10.22) was true for O(α0S) we would have to get the same expression for G
(0)
D by inter-
preting
G˜
′(0)
D (p
′, p, E) ≡ f(p′)(−i)G˜(0)(p′,p, E)f(p) (10.24)
as a 4-point Feynman diagram in the CMS and transforming it to the respective 4-point function in
position space. To do this we first need to give an expression for G˜
′(0)
D outside of the CMS:
G˜
′(0)
D (p
′
1, p
′
2, p1, p2) =
(
i
p01 − p
2
1
2m
+ i
Γt˜1
2
+
i
p02 − p
2
2
2m
+ i
Γt˜1
2
)
(−i)(2π)3δ3
(
p1−p2
2
− p′1−p′2
2
)
p21
2m
+
p22
2m
− (p01 + p02 + iΓt˜1)(
i
p
′0
1 − p
′2
1
2m
+ i
Γt˜1
2
+
i
p
′0
2 − p
′2
2
2m
+ i
Γt˜1
2
)
. (10.25)
Doing the transformation of G˜
′(0)
D into position space we obtain:
G
′(0)
D (x
′
1, x
′
2, x1, x2) ≡
∫
d4p1
(2π)4
d4p2
(2π)4
d4p′1
(2π)4
d4p′2
(2π)4
eip1x1eip1x1e−ip
′
1x
′
1e−ip
′
2x
′
1
G˜
′(0)
D (p
′
1, p
′
2, p1, p2)(2π)
4δ4 (p1 + p2 − p′1 − p′2)
=
∫
d4p1
(2π)4
d4p2
(2π)4
e−ip1(x
′
1−x1)e−ip2(x
′
2−x2)
i
p01 − p
2
1
2m
+ i
Γt˜1
2
i
p02 − p
2
2
2m
+ i
Γt˜1
2
θ
(
x
′0
2 − x01
)
θ
(
x
′0
1 − x02
)
. (10.26)
G
′(0)
D is identical to G
(0)
D except for the two θ functions. Because of the pole structure of the propa-
gators we could multiply G
(0)
D and G
′(0)
D with the two θ functions
θ
(
x
′0
1 − x01
)
θ
(
x
′0
2 − x02
)
(10.27)
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without changing these expressions. Therefore the difference in G
′(0)
D and G
(0)
D is that G
′(0)
D 6= 0 only
if x01, x
0
2 < x
′0
1 , x
′0
2 , while for G
(0)
D 6= 0 x01 < x
′0
1 and x
0
2 < x
′0
2 suffices. This, for instance, means that
the 4-point function corresponding to the following diagram:
x2 x
′
2
x1 x
′
1
|x|
x0
is contained in G˜
(0)
D but not in G˜
′(0)
D . However, as we need to close the ladder diagrams at one side
∗
the points for which G
(0)
D and G
′(0)
D differ are anyway of no importance for our calculation. This
means that we can use equation (10.22) without making a mistake.
With (10.22) we therefore found a connection between the sum of ladder diagrams involving po-
tential gluons (10.12) and the Greenfunction of the Schro¨dinger equation (10.3). For the O(α0S)
contribution (10.22) is not entirely correct but the difference vanishes if we close the diagrams at one
side. For summing up the leading order contribution we will use the Greenfunction of the Schro¨dinger
equation for the Coulomb potential (10.5). For taking into account higher order corrections we would
have to solve (10.10) for V˜C → V˜ .
10.3. Solution for the Coulomb Greenfunction
In [35] the solution of (10.5) is given:
GC(x,y, E) =
∞∑
l=0
(2l + 1)(xy)lPl (x · y/(xy))Gl(x, y, k), (10.28)
where k ≡ −i√m(E + iΓt˜1). Pl(x) are the Legendre polynomials and
Gl(x, y, k) ≡ mk
2π
(2k)2le−k(x+y)
∞∑
r=0
L2l+1r (2kx)L
2l+1
r (2ky)r!
(r + l + 1− ρ)(r + 2l + 1)! . (10.29)
The parameter ρ is defined as
ρ ≡ am
2k
. (10.30)
Lkr(x) are the associated Laguerre polynomials, which are defined as:
Lkr(x) ≡
exx−k
r!
(
d
dx
)r
e−xxr+k. (10.31)
∗As shown in figure 2.
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10.4. Calculating Alk at leading order
We will close the sum of ladder diagrams with the P-wave squarks production vertex given by the
operator Ojp defined in (9.13) that generates the Feynman rule:
q
2 − p
q
2
+ p
j = i2pj, (10.32)
where j is a spatial index. The S-wave quark production vertex, which one would use in the calculation
of σ(e+e− → tt¯), is constant in the momentum p and therefore diagrams with the S-wave production
vertex will be less divergent for p → ∞. We can therefore expect more UV divergences than in the
case of top production [28]. Closing G˜D on both sides with this vertex we obtain:
∑
colours
l k + l k + l k + · · · = NC
∫
d4p′
(2π)4
d4p
(2π)4
i2p′lG˜D(p′, p, E)i2pk
(10.33)
We call the leading order contribution of this expression iAlkC and calculate it via G˜C by making use
of (10.22):
iAlkC ≡ NC
∫
d4p′
(2π)4
d4p
(2π)4
i2p′lf(p)(−i)G˜C(p′,p, E)f(p′)i2pk
= i4NC
∫
d3p′
(2π)3
d3p
(2π)3
p′lG˜C(p
′,p, E)pk︸ ︷︷ ︸
≡G˜P,lkC (E)
, (10.34)
where we used
∫
dp0
2π
f(p) = 1. iAlkC is the leading order contribution of iAlk defined in (9.22). As the
function G˜P,lkC (E) only depends on a scalar we can make the Ansatz:
G˜P,lkC (E) =G˜
P
C
δlk
3
,
G˜PC(E) =
∫
d3p′
(2π)3
d3p
(2π)3
(p · p′)G˜C(p′,p, E). (10.35)
In [24] the result for G˜PC is given:
G˜PC(E) =
m4
4π
{
iv3 − av2
[
ln
(−iv
ν
)
− 1 + ln 2 + γE +Ψ
(
1− ia
2v
)]
+i
va2
4
− a
3
4
[
ln
(−iv
ν
)
− 7
4
+ ln 2 + γE +Ψ
(
1− ia
2v
)]}
+
m4
16π
(
1
ǫ
+
2
3
)(
v2a+
a3
8
)
, (10.36)
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where the subtraction velocity ν is defined in (6.5), v =
√
E+iΓt˜1
m
, ΓE is the so-called Euler Gamma and
Ψ(z) = Γ
′(z)
Γ(z)
is the Digamma function. The UV divergences in G˜PC were regularized by dimensional
regularization with the renormalization scale µS = mν.
In all the terms up to O(α3S) there appear UV divergences. Although there are no
1
ǫ
terms of O(α0S)
and O(α2S) these contributions are nevertheless divergent, but dimensional regularization does not
see them as it throws away power divergences and only keeps logarithmic ones as 1
ǫ
terms. There is
for instance a linear divergence in Im(G˜PC) at O(α
0
S) which is invisible in dimensional regularization.
Therefore we find divergences in the imaginary part of G˜PC(E) in the contributions up to O(αS). For
Γt˜1 → 0 the divergences in the imaginary part disappear.
This can be understood by calculating the imaginary part of AlkC via the Cutkosky rules. For a
finite value of Γt˜1 the cut squark propagators are not replaced by a δ-function but the replacement
rule given in (8.6) has to be used. This means that for a finite Γt˜1 one has to integrate over outgoing
squark momenta that are far away from its mass-shell. The UV divergences in Im
(AlkC ) appear
because vNRQCD is not a good description if the outgoing squark states are not close to on-shell.
For Γt˜1 → 0 the outgoing squark momenta are set on-shell by the δ-function and therefore vNRQCD
is not used to predict the amplitudes to off-shell squark states. The divergences in Im
(AlkC ) are
called phase space (PS) divergences as they are related to an unrestricted PS integration. The PS
divergences do not appear if we use vNRQCD to calculate a cross section with kinematic cuts on the
final states. In the next section we will define such an observable which we can calculate in vNRQCD
itself. For calculating σtot additional high energy information is needed, even at leading order.
If we would not encounter divergences in Im
(Alk) at leading order the prediction of vNRQCD
for amplitudes to off-shell squark states would still be insensible and divergences related to this can
appear at higher orders. This for instance happens for e+e− → t¯t, where G˜D is closed by the S-wave
production vertex. In this case G˜PC(E) is replaced by
G˜SC(E) ≡
∫
d3p′
(2π)3
d3p
(2π)3
G˜C(p
′,p, E) = GC(0, 0, E), (10.37)
which has a finite imaginary part. Nevertheless one encounters PS divergences if one goes to higher
orders [28].
10.5. Calculating the P-wave Coulomb vertex function
In the next section we will solve the problem of the phase space divergences encountered in (10.36)
by introducing kinematic cuts on the final states. To do this we will make use of the following vertex
function, which we obtain by closing the diagrams in G˜D with the vertex given in (10.32) at one side:
q
2 − p′
q
2
+ p′
j + + + · · · =
∫
d4p
(2π)4
i2pjG˜D(p
′, p, E) (10.38)
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We call the leading order contribution of this expression γC . The imaginary part of G˜
P
C(E) can be
obtained by using the optical theorem:
2Im
(
G˜PC(E)
)
=∫
d4k
(2π)4
γlC(k, E)
h(k)
i
E
2
+ k0 − k2
2m
+ i
Γt˜1
2
Γt˜1
−i
E
2
+ k0 − k2
2m
− iΓt˜1
2
i
E
2
− k0 − k2
2m
+ i
Γt˜1
2
Γt˜1
−i
E
2
− k0 − k2
2m
− iΓt˜1
2
(
γlC(k, E)
h(k)
)∗
=
∫
d4k
(2π)4
Γ2t˜1γ
l
C(k, E)
(
γlC(k, E)
)∗
, (10.39)
where the sum over l is implied. The advantage of this expression for Im
(
G˜PC(E)
)
is that we
can restrict the loop momentum k to avoid the PS divergences. As we will see the restriction of
integration domain for k corresponds to a kinematic cut on the final states. γC can be calculated via
G˜C :
γjC(p
′, E) ≡
∫
d4p
(2π)4
i2pjf(p)(−i)G˜C(p′,p, E)f(p′) = 2
∫
d3p
(2π)3
pjG˜C(p
′,p, E)︸ ︷︷ ︸
≡g˜P,jC (p′,E)
f(p′), (10.40)
where we used
∫
dp0
2π
f(p) = 1.
g˜PC(p
′, E) =
∫
d3p
(2π)3
pG˜C(p
′,p, E) =
∫
d3x′d3x
d3p
(2π)3
peip·x︸ ︷︷ ︸
−i∇xeip·x
GC(x
′,x, E)e−ip
′·x′ (10.41)
=
∫
d3x′d3x
d3p
(2π)3
eip·x︸ ︷︷ ︸
δ3(x)
(+i)∇xGC(x′,x, E)e−ip′·x′
= i
∫
d3x′ [∇xGC(x′,x, E)]x=0 e−ip
′·x′. (10.42)
In (10.28) the partial wave decomposition of GC is given. For [∇xGC(x′,x, E)]x=0 only the l = 1
term, which corresponds to the P-wave contribution, remains. The contributions for l ≥ 2 vanish
because of the (xx′)l term that is multiplied with Gl: If one does not apply at least l derivatives in x
on (xx′)l the resulting term vanishes for x = 0. The l = 0 contribution of GC(x′,x, E) is independent
of the direction of x,x′ and can therefore be written as a function g(x′, x, E). Using (10.41) we obtain
that the l = 0 contribution is of the form:∫
d3x′ d3x
d3p
(2π)3
peip·xg(x′, x, E)︸ ︷︷ ︸
=0
e−ip
′·x′ = 0. (10.43)
The key point is that
∫
d3x d
3p
(2π)3
peip·xg(x′, x, E) is a vector but only depends on scalars which means
that the expression has to vanish. Applying the derivative on the l = 1 term we get:
g˜PC(p
′, E) = 3i
∫
d3x′e−ip
′·x′x′G1(x′, 0, k), (10.44)
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where Gl is defined in (10.29) and k ≡ i
√
m(E + iΓt˜1). The function g˜
P
C(p
′, E) is a vector that only
depends on p′ and we can therefore make the Ansatz:
g˜PC(p
′, E) = g˜PC (|p′|, E)p′,
g˜PC (|p′|, E) =
3i
p′2
∫
d3x′e−ip
′·x′(x′ · p′)G1(x′, 0, k). (10.45)
Using spherical coordinates and doing the angular integration we get:
g˜PC (p
′, E) =
12π
p′2
∫ ∞
0
dx′ x′2
(
sin(p′x′)
p′x′
− cos(p′x′)
)
G1(x
′, 0, k). (10.46)
For one argument set to zero Gl simplifies to [35]:
Gl(x, 0, k) =
mk
2π
(2k)2le−kx
Γ(l + 1− ρ)U(l + 1− ρ, 2l + 2, 2kx)
(2l + 1)!
. (10.47)
Where U(a, b, z) is the usual definition of the confluent hypergeometric function [4]. The last integral
can be carried out using the relation 7.621.3 in [21, p. 822]. After several reformations one can express
the result as a sum of derivatives of the hypergeometric function 2F1(a, b, c, z):
g˜PC (p, E) =
1
2p3
m
{
2p+ ik(1− ρ)
[
2F
(1,0,0,0)
1
(
0, 2, 1− ρ, k + ip
2k
)
− 2F (1,0,0,0)1
(
0, 2, 1− ρ, k − ip
2k
)]
+ ik
[
2F
(1,0,0,0)
1
(
0, 3, 2− ρ, k − ip
2k
)
−2F (1,0,0,0)1
(
0, 3, 2− ρ, k + ip
2k
)]}
, (10.48)
where
2F1(a, b, c, z) ≡
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
,
2F
(1,0,0,0)
1 (a, b, c, z) ≡
d
da
2F1(a, b, c, z). (10.49)
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11.1. Restricting the PS integrals to the domain of vNRQCD
In the last section we encountered divergences in the phase space (PS) integrals which appeared due
to finite lifetime effects. In our power counting, where Γt˜1 = O(v
2), these divergences are even of
leading order. This problem arises because we have to restrict the PS integration to a domain where
the expansions in NRQCD are still sensible. In the following this will be achieved by introducing
kinematic cuts on the final states.
As the stop and antistop are not stable, we calculate the cross section to final states to which they
can decay. Depending on the point in the parameter space of the ”minimal supersymmetric standard
model” (MSSM) the decay to different final states will be dominant. The following processes can
have a significant contribution to the total cross section:
e+e− → b χ˜+i b¯ χ˜−j ,
e+e− → t χ˜0i t¯ χ˜0j ,
e+e− → b χ˜+i t¯ χ˜0j ,
e+e− → t χ˜0i b¯ χ˜−j . (11.1)
Here χ˜±i i = 1, 2 are charginos and χ˜
0
i i = 1, 2, 3, 4 are neutralinos. We define what we call the
invariant mass of the stop and antistop squarks Mt˜1, ¯˜t1 through the reconstructed masses of the
systems coming from their decays, e.g.:
M2t˜1 = p
2
t˜1
= (pb + pχ˜+1 )
2,
M2¯˜t1
= p2¯˜t1
= (pb¯ + pχ˜−1 )
2. (11.2)
The selection prescriptions are cuts on the (anti)stop invariant masses of the form:
(m−∆M) ≤Mt˜1, ¯˜t1 ≤ (m+∆M). (11.3)
This is a constraint on the off-shellness in the (anti)stop propagators. In vNRQCD the (anti)squark
propagator is given as:
i
p0 − p22m + i
Γt˜1
2
. (11.4)
Ignoring relativistic NNLL corrections (11.3) means that the off-shellness in the propagators must
fulfill:
−∆M ≤ p0 −m− p
2
2m
≤ ∆M. (11.5)
This means that phase space integrations are limited by the scales ∆M for p0 and Λ ≡ √2m∆M
for p. In the power counting we will take Λ ∼ m√v, which implies ∆M ∼ mv. Numerically the
scales ∆M and
√
2m∆M have to be sufficiently below m, such that for all the t˜1
¯˜t1 phase space
configurations that pass the constraint (11.3) the NRQCD expansions are valid.
In vNRQCD the final states to which the (anti)stop particles can decay are integrated out. But
cuts on the invariant mass of the system of decay products of the (anti)stop can be implemented in
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vNRQCD itself although it is an unstable-particle EFT [9, p. 11]. For reproducing the phase space
integrals over these final states one needs to cut the (anti)stop propagators via (8.6) and in order to
restrict these phase space integrals to a domain, where vNRQCD is still a valid approximation, we
have to apply invariant mass cuts according to (11.3) on the (anti)stop propagators. We will refer
to these as ”phase space cuts” (PS cuts) and call (anti)stop propagators, which pass the PS cuts,
”resonant”. In figure 5 we illustrate the meaning of the cut of a simple vNRQCD diagram as a phase
space integration.
e+
e−
e+
e−
∆(Λ)
=
∑
fi
∫
∆(Λ)
dPS
∣∣∣∣∣∣∣∣
e−
e+
∣∣∣∣∣∣∣∣
2
Figure 5.: Here the meaning of a cut through the unstable (anti)stop propagators is illustrated.
∑
fi sums over all
the possible final states to which stop and antistop can decay to.
11.2. Power Counting
As we count Λ
m
as O(
√
v) we will get terms that are of some half integer power of v in the power
counting. We will encounter terms that are parametrically enhanced by v−1/2 with respect to LO
or NLO terms and call them LO+ or NLO+ respectively. In (10.36) we encountered divergences in
ImG˜PC . After introducing an invariant mass cut-off these divergences disappear but, as we will see
explicitly in section 13.1, they are replaced by PS corrections that are partly of LL+ order.
Dimensional regularization for instance throws away the linear divergence in ImG˜PC . After intro-
ducing an invariant mass cut-off we get a term which is of LO+ instead of this linear divergence, as
we will see in (13.8). The 1
ǫ
divergence corresponds to a LL+ term.
It should be noted that the corrections due to the introduction of cut-off can be parametrically
bigger than the result in dimensional regularization.
11.3. Analysis of the cut propagator
The Cutkosky cut of the NRQCD propagator i
E
2
±p0− p22m+i
Γ
t˜1
2
corresponds to a PS integral in the full
theory. By understanding this correspondence in more detail one can restrict the PS integral to a
specific final state and include relativistic corrections. The full relativistic version of this propagator
that is also including loop corrections is:
2mi
( q
2
± p)2 −m2 +Π
((
q
2
± p)2) , (11.6)
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where q = (2m+E, 0). iΠ is the sum of all self-energy diagrams. When cutting this propagator via
the Cutkosky rules we obtain:
2mi
( q
2
± p)2 −m2 +Π → −2Im
(
2m
( q
2
± p)2 −m2 +Π
)
=
2mi
( q
2
± p)2 −m2 +Π
(
2ImΠ
2m
)(
2mi
( q
2
± p)2 −m2 +Π
)∗
. (11.7)
For simplicity we did not write the
(
q
2
± p)2 dependence of Π. Instead of calculating the total cross
section, we can choose to restrict ourselves to the imaginary part coming from a single final state.
This is also what we will do eventually. If we for instance want to calculate e+e− → b χ˜+i b¯ χ˜−j we will
replace ImΠ at the cuts by the imaginary part stemming only from the self-energy diagram with a
χ˜+i and a b-quark in the loop:
2ImΠ(k2)→ 2ImΠ˜(k2) ≡ 2Im
[
(−i)
χ˜+i
b
k →
t˜1
]
= . (11.8)
The Π in the denominator of the propagators corresponds to virtual corrections and there one has
to sum up all the self-energy contributions, even if one calculates the cross section to some specific
final state. The partial decay width Γ˜t˜1 is closely related to ImΠ˜(m
2):
ImΠ˜(m2) = mΓ˜t˜1 (11.9)
Replacing ImΠ˜(k
2)
m
at the cut by Γ˜t˜1 is therefore a leading order approximation:
ImΠ˜(k2)
m
= Γ˜t˜1

1 +O
(
k2 −m2
m2
)
︸ ︷︷ ︸
O(v2)

 . (11.10)
We define Γ˜t˜1(k
2) as a function that depends on the invariant mass of the ingoing t˜1 propagator:
Γ˜t˜1(k
2) ≡ ImΠ˜(k
2)√
k2
. (11.11)
At higher orders the k2 dependence in the ImΠ˜(k
2)
m
term at the cut has to be taken into account. If
we include the next term in the expansion, we obtain:
ImΠ˜(k2)
m
= Γ˜t˜1 −
Im(δZ˜)(k2 −m2)
m
+ Γ˜t˜1O(v
4). (11.12)
Where δZ is the wave-function renormalization in the on-shell scheme, which is related to Π as given
in (3.7). δZ˜ is the contribution of the wave function renormalization due to Π˜. The imaginary part
of δZ will be called δZabs in the following:
Im(δZ˜abs) ≡Im(δZ˜),
δZ˜abs =− i 1
2m2
(
Γ˜t˜1 + 2m
2 dΓ˜t˜1
dk2
∣∣∣∣∣
k2=m2
)
. (11.13)
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If we are interested in the cross section to some specific final state at leading order (11.7) becomes
i
E
2
± p0 − p22m + i
Γt˜1
2
→ i
E
2
± p0 − p22m + i
Γt˜1
2
Γ˜t˜1
−i
E
2
± p0 − p22m − i
Γt˜1
2
. (11.14)
Except for Γt˜1 → Γ˜t˜1 this is identical to the substitution (8.6), which is used for calculating the
total cross section. If we want to go to higher orders there are two different corrections that we
need to consider: The first comes from the expansion of the propagators left and right of the cut in
(11.7). Corrections to the propagator are dealt with by introducing 2-point insertions into the EFT.
This means that the non-relativistic propagator in the EFT remains unchanged but one adds 2-point
vertices, which include kinematic effects and self-energy corrections. Unlike in (11.12) also the real
part of the self energy contributes to these corrections.
These 2-point vertices are suppressed by O(v2) if k ∼ mv. However, as Λ, which represents the cut-
off on the three momenta, is counted as O(m
√
v), k can be of O(m
√
v). Therefore the corrections
due to the expansion of the propagator left and right of the cut are of NLO+. If we would not
implement an invariant mass cut-off the corrections due to these 2-point vertices would be of NNLO
in dimensional regularization.
The second effect is due to the k2 dependence of ImΠ˜(k2) at the cut and can be taken into account
via the expansion we did in (11.12). From this expression it is clear that the effect is proportional
to δZ˜abs. It can be shown that doing this expansion at one cut is equivalent to using (11.14) and
multiplying the connected vertices with (1 + δZ˜abs/2). In this way the connected vertices obtain an
imaginary part. For instance the creation and annihilation currents in the process e+e− → b χ˜+i b¯ χ˜−j
are both multiplied by (1 + δZ˜abs) as they are both connected to two squark propagators
∗. The PS
corrections to this effect is also of NLO+.
11.4. Phase Space Matching formalism
One possibility to calculate σincl(Λ) is to use only the vNRQCD operators and to evaluate the PS
integrals with cuts. We already calculated the Coulomb corrections to the vertex function in section
10.4. The remaining phase space integral with cut could now be carried out numerically. We are
however going to follow a different approach where we will match the selection prescription on the
final states to local operators. This is possible if Λ is considered to be a hard scale, which corresponds
to high energy dynamics and can be integrated out at the matching scale νmatch ≈ Λm . In [28, 43] a
similar approach was followed for the description of e+e− → tt¯, where the angular momentum state
is a S-wave. In our case the angular momentum state is a P-wave state and this is also the first time
the PS matching formalism is applied for a P-wave angular momentum state.
The advantage of matching the selection prescriptions into local operators is that by the RG
evolution we will sum up large logarithms of the form log
(
Λ
mv
)
.
In our effective theory Im(M)/s will then not correspond to σtot but to σincl(Λ), which is the cross
section to final states that fulfil the selection prescriptions we described above. This will later give
the matching condition for the EFT.
The invariant mass cut-off ∆M should be below m such that the PS integrals are restricted to a
domain where vNRQCD is still sensible. We choose Λ ∼ m√v as it is then hard with respect to the
soft scale but at the same time the expansions in vNRQCD are still valid for p ∼ Λ. We will match
to the effective theory with PS matching at the matching scale νmatch ≈ Λm .
∗There is no complex conjugation of δZ˜abs at the annihilation current, as this is a non-hermitian effect.
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In addition to the contribution of these cut diagrams, which we can reproduce in vNRQCD by
introducing invariant mass cuts, there exist also numerous background diagrams that contribute to
the same cross section (see figure 6 for an example of such a diagram). However, in the regime
where the t˜1,
¯˜t1 propagators are resonant, we expect the vNRQCD diagrams to be the dominant
ones. For large ∆M we therefore not only have the problem that the diagrams including the t˜1,
¯˜t1 propagators are no more adequately described in vNRQCD, but also that their contribution in
the kinematic regime, where t˜1,
¯˜t1 propagators are less resonant, will become subleading to the
background contributions. Our approach is therefore limited to some maximal value for ∆M for these
two reasons. By using the program Madgraph [6] to numerically calculate the cross section for some
parameter point in the full MSSM, we will check in section 15 that the background contributions at
tree order are small for the ∆M values we use in our analysis. It is possible to match the background
contributions into the Wilson coefficients of our EFT.
A different approach would be to match only to phase space integrals calculated in the full theory
which is carried out for top production in [9]. If the matching is done in the full theory, we do not
rely on NRQCD expansions and can therefore choose bigger values for Λ. However, if we want to
investigate t˜1,
¯˜t1 production the regime where pt˜1 ≫ mv is also less interesting, as the diagrams
where the final states are produced over the decay of t˜1,
¯˜t1 are only resonant for pt˜1 ∼ mv. The
effect of raising Λ beyond m
√
v, which corresponds to our power-counting, is to introduce more of
the regime, where the t˜1,
¯˜t1 propagators are less resonant and the background contributions therefore
become more important. Raising Λ will in any case render the background contributions more
important, which means that one also needs to invest more work for calculating them at higher
precision. For us the assumption that we can ignore most of the background contributions is crucial
and we will test it in section 15 via a Monte Carlo simulation in Madgraph. We will see that if
we choose Λ smaller, the background is also getting less important. In order to match the effect of
the cut-off Λ into local operators, we only need that it is large compared to the soft-scale, this is
therefore also possible if the matching calculations are only carried out in the full theory. However,
in [9] the effect of the cut-off Λ was not integrated out.
Therefore σincl(Λ) = Im(M)/s consists of two contributions:
σincl(Λ) = σNRQCD(Λ) + σrem(Λ), (11.15)
where σNRQCD(Λ) is the cross section computed in vNRQCD with the invariant mass cuts on the in-
termediate (anti)stop propagators applied. σrem(Λ) contains for instance diagrams with no (anti)stop
propagators as intermediate states. We call diagrams with only one (anti)stop propagator single-
resonant and diagrams with a stop and an antistop as intermediate states double-resonant. The
interference between single and double-resonant diagrams has to be taken into account in σNRQCD(Λ)
at NLO+ order
∗. Figure 6 shows examples for double- and single-resonant diagrams. It also shows a
pure background diagram, which contains no (anti)stop as an intermediate state.
∗The interference contributions lead to a divergence which corresponds to a NLO+ PS correction. The finite part in
dimensional regularization contributes only at NNLL.
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e−
e+
χ˜+1
b¯
b
¯˜t1
t˜1
χ˜−1
(a)
γ, Z
e−
e+
χ˜+1
b
χ˜−1
b¯
b
t˜1
γ, Z
e−
e+
χ˜+1
χ˜−1
χ˜−1
γ, Z
b¯
b
(b) (c)
Figure 6.: (a) Double-resonant full theory diagram (e+e− → t˜1 ¯˜t1 → b χ˜+1 b¯ χ˜−1 ). (b) Single-resonant full theory
diagram (e+e− → t˜1b¯χ˜−1 → b χ˜+1 b¯ χ˜−1 ). (c) Pure background diagram that contains no (anti)stop as an
intermediate state.
12. Additional Operators for the Phase Space Matching
Besides the operators of vNRQCD we will have to include additional ones in order to account for
σrem(Λ) to do the renormalization and to carry out the ”phase space matching”, where we will
absorb the selection prescriptions on the final states into the Wilson coefficients of our theory. Again
contributions that are not calculated explicitly in our work will be coloured red. Eventually, a
factorization formula for calculating σincl(Λ) in the effective theory will be presented.
12.1. Additional Operators
The e+e− forward scattering operators are needed for phase space matching contributions (which
encode selection prescriptions on the final states, that are part of the definition of the inclusive cross
section), to renormalize the phase space divergences (which arise due to finite lifetime effects) and
to account for the background diagrams, which contribute to the same process [28]. We define the
following e+e− forward scattering operators:
O˜
(n)
V = −
[
e¯−γje+
] [
e¯−γj(Eˆ/m)ne+
]
, (12.1)
O˜
(n)
A = −
[
e¯−γjγ5e+
] [
e¯−γjγ5(Eˆ/m)ne+
]
, (12.2)
Lfsc =
1∑
n=0
C˜
(n)
V O˜
(n)
V + C˜
(n)
A O˜
(n)
A +
∑
n=2
C˜
(n)
V O˜
(n)
V + C˜
(n)
A O˜
(n)
A . (12.3)
We will use the notation O˜V/A ≡ O˜(0)V/A. If we wanted to include polarization effects, we had to include
two additional forward scattering operators in order to absorb the contributions of diagrams, where
there is one axial vector and one vector current [43, p. 24]. For the spin averaged cross section these
diagrams are averaged to 0.
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One includes interference contributions between single and double resonant diagrams (via C intV/A)
and PS Cut contributions that cannot be absorbed into the forward scattering e+e− operators (via
δc˜(Λ) and δc˜int(Λ)) into the Wilson coefficients of the current operators given in (15.8) (in [28] this
has been carried out for top production). C loopV/A accounts for hard electroweak contributions. CV/A is
now Λ dependent and looks as follows:
CV/A(Λ, ν) = C
Born
V/A c(ν)(1 + iδc˜(Λ)) + iC
int
V/A(1 + δc˜
int(Λ)) + C loopV/A . (12.4)
C loopV/A gives a NNLO+ , δc˜
(int) a N3LO+ and C
int
V/A a NLO+ effect. Hermitian conjugation in (15.8)
does not act on the imaginary part of CV/A(Λ, ν) as they correspond to finite lifetime effects which
are non-hermitian.
12.2. Factorization formula
We want to calculate σincl(Λ), where Λ refers to the appropriate selection prescription on the final
states. In the effective theory we have σincl(Λ) = Im(M)/s, whereM is the e+e− forward scattering
amplitude. In the full theory Im(M)/s gives the total e+e− cross section. In the effective theory
Im(M) is matched to the respective phase space integrals with cuts, which implement the selection
prescription on the final states. The only difference to the expression given in (9.21) is that we now
also include the contribution of the e+e− forward scattering operators:
1
4
∑
spins
M = [CV (ν)2LlkV V + CA(ν)2LlkAA + CV (ν)CA(ν) (LlkAV + LlkV A)]Alk(ν)
+
1∑
n=0
(
E
m
)n [
C˜
(n)
V (Λ, ν)L
ll
V V + C˜
(n)
A (Λ, ν)L
ll
AA
]
. (12.5)
Finally we obtain:
σincl(Λ, ν) =
1
4s
∑
spins
Im(M)
=
1
3
Im
[(
CV (ν)
2 + CA(ν)
2
)Ajj(ν)]
+
1∑
n=0
(
E
m
)n
Im
[
C˜
(n)
V (Λ, ν) + C˜
(n)
A (Λ, ν)
]
. (12.6)
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As mentioned earlier, we construct an effective theory, where σincl(Λ) =
Im(M)
s
. M is the e+e−
forward scattering amplitude in the effective theory. The selection prescriptions on the final states
are absorbed into the Wilson coefficients of the e+e− forward scattering operators and the currents.
As we will see, at the order we are working the forward scattering operators will be sufficient to
absorb the phase space (PS) matching contributions. We will first calculate the cut diagrams at
O(α0S) and O(αS) in vNRQCD. Then we will match them to Im(M) in the EFT to obtain the
Wilson coefficients and anomalous dimensions. We will do the matching at the renormalization scale
νmatch ≈ Λm to avoid large logarithms of the form ln
(
Λ
mv
)
.
13.1. Calculation of cut diagrams in vNRQCD
Prerequisites
We replace the loop momentum at the cut k with the variables:
t1 = 2m
(
E
2
+ k0 − k
2
2m
)
, t2 = 2m
(
E
2
− k0 − k
2
2m
)
. (13.1)
The kinematic cuts in (11.5) for the (anti)squark propagators imply simple integration limits for
t1, t2:
−Λ2 ≤ t1, t2 ≤ Λ2, (13.2)
where Λ =
√
2m∆M . In addition t1, t2 can only have values such that k
2 > 0. To express the
integrand with t1, t2 we can use:
k0 =
t1 − t2
4m
, k = |k| =
√
Em− 1
2
(t2 + t2). (13.3)
The integrand is independent of the direction of k, and we obtain:
d4k = 4πk2d|k|dk0 = π
2m
√
Em− 1
2
(t1 + t2)dt1dt2. (13.4)
We will rewrite all the integrals as a linear combination of the following basis integrals :
Ip1q1p2q2,xk ≡
∫
R2
dt1dt2θ
(
Λ2 − |t1|
)
θ
(
Λ2 − |t2|
)
θ
(
mE − 1
2
(t1 + t2)
)
︸ ︷︷ ︸
=
∫
∆(Λ) dt1dt2
× kP
x
k (t1, t2)
(t1 + imΓt˜1)
p1(t1 − imΓt˜1)q1(t2 + imΓt˜1)p2(t2 − imΓt˜1)q2
, (13.5)
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where
P x0 (t1, t2) ≡1,
P x1 (t1, t2) ≡
1
k
i ln
Vx + k
Vx − k ,
P x2 (t1, t2) ≡
1
t1 + t2 + 2imΓt˜1
,
Vx ≡
√
mE + ximΓt˜1 ,
x ∈ {0, 1}, p1, p2, q1, q2 ∈ N0. (13.6)
For Ip1q1p2q20/2 we omit the x. We took the results for these integrals as an expansion in
Γt˜1
m
, E
m
from
the appendix of [43].
With Im
(
A(m) lkC
)
(Λ) we denote the O(αmS ) contribution to Im
(AlkC ) calculated with a kinematic
cut specified by Λ.
Im
(
A(0) lkC
)
(Λ)
For the O(α0S) contribution we obtain:
2Im
(
A(0) lkC
)
(Λ) =
∑
colours
l k
∆(Λ)
=
NC
∫
∆(Λ)
d4k
(2π)4
i2kl
i
E
2
+ k0 − k2
2m
+ i
Γt˜1
2
Γt˜1
−i
E
2
+ k0 − k2
2m
− iΓt˜1
2
i
E
2
− k0 − k2
2m
+ i
Γt˜1
2
Γt˜1
−i
E
2
− k0 − k2
2m
− iΓt˜1
2
(−i)2kk =
2Im
(
A(0) jjC
)
(Λ)
δlk
3
, (13.7)
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where the sum over j = 1, 2, 3 is implied. Using t1, t2 as integration variables we get:
2Im
(
A(0) jjC
)
(Λ) =
NC
∫
∆(Λ)
dt1dt2
2m3Γ2
t˜1
π3
k
[
Em− 1
2
(t1 + t2)
]
(t1 + imΓt˜1)(t1 − imΓt˜1)(t2 + imΓt˜1)(t2 − imΓt˜1)
=
2NCm
3Γ2
t˜1
π3
(−I11010 +m(E + iΓt˜1)I11110 ) =
2Im
(
A(0) jjC
)
+ 4NCm
4

 1√2π2 Γt˜1Λm2︸ ︷︷ ︸
LO+
− 3√
2π2
EΓt˜1
mΛ
− 1
π3
Γ2
t˜1
mΛ
+
3arsinh(1)√
2π3
Γ2
t˜1
mΛ︸ ︷︷ ︸
NLO+
− 1
2
√
2π2
E2Γt˜1
Λ3
+
1
π3
EΓ2
t˜1
Λ3
+
11
24
√
2π2
Γ3
t˜1
Λ3
+
arsinh(1)√
2π3
EΓ2
t˜1
Λ3︸ ︷︷ ︸
NNLO+
+O
(
v11/2
)

 , (13.8)
where A(0) jjC is the O(α0S) contribution of AjjC calculated in (10.34) in dimensional regularization:
A(0) jjC = i
NCm
4
π
v3, (13.9)
where v =
√
E+iΓt˜1
m
. Note that the leading order term of 2Im
(
A(0) jjC
)
(Λ) is notA(0) jjC but
4NCm
2Γt˜1
Λ√
2π2
,
which is of O(v5/2) and therefore of LO+. This is one example that the corrections due to the
kinematic cut Λ can be formally bigger than the vNRQCD result for the cross section without a
kinematic cut on the final states.
Im
(
A(1) lkC
)
(Λ)
For the O(αS) contribution of Im
(AlkC ) (Λ) we obtain:
2Im
(
A(1) lkC
)
(Λ) =
∑
colours
∆(Λ)
l k +
∆(Λ)
l k =
∑
colours
2Re
∆(Λ)
l k . (13.10)
Using the Coulomb vertex function γC (10.40) and h(k) (10.14) we get:
∑
colours
∆(Λ)
l k = NC
∫
∆(Λ)
d4k
(2π)4
γ
(1)l
C (k, E)
h(k)
i
E
2
+ k0 − k2
2m
+ i
Γt˜1
2
Γt˜1
−i
E
2
+ k0 − k2
2m
− iΓt˜1
2
i
E
2
− k0 − k2
2m
+ i
Γt˜1
2
Γt˜1
−i
E
2
− k0 − k2
2m
− iΓt˜1
2
(−i2kk), (13.11)
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where γ
(m)
C is the O(α
m
S ) contribution of γC . In section 10.4 we calculated γC to all orders in αS.
The O(αS) contribution of
γlC(k,E)
h(k)
is:
γ
(1)l
C (k, E)
h(k)
=
∫
d4p
(2π)4
(
i2pl
) i
E
2
+ p0 − p2
2m
+ i
Γt˜1
2
i
4πa
(k− p)2
i
E
2
− p0 − p2
2m
+ i
Γt˜1
2
=
ma
2k2
[
2V+ +
k2 + V 2+
|k| ln
(
V+ − |k|
V+ + |k|
)]
kl. (13.12)
Inserting this expression in (13.11) and using t1, t2 as integration variables we get:
∑
colours
∆(Λ)
l k = NC
∫
∆(Λ)
dt1dt2
−iam4Γ2
t˜1
2π3
k
[
2V+ +
k2+V 2+
|k| ln
(
V+−|k|
V++|k|
)]
(t1 + imΓt˜1)(t1 − imΓt˜1)(t2 + imΓt˜1)(t2 − imΓt˜1)
δlk
3
=
NCam
4Γ2
t˜1
π3
(
−iV+I11110 +mEI1111,11 −
I1011,11
2
)
δlk
3
, (13.13)
and finally:
2Im
(
A(1) jjC
)
(Λ) =2Im
(
A(1) jjC
)
− 4NCam
3Γt˜1
π

 18ǫ − 12 ln
(
Λ
mν
)
︸ ︷︷ ︸
LL+
+
1
3
+
ln(2)
4︸ ︷︷ ︸
LO
+
Em
Λ2
− Γt˜1m
2πΛ2︸ ︷︷ ︸
NLO
+O(v2)

 , (13.14)
where
(
A(1) jjC
)
is the O(αS) contribution of AjjC calculated in (10.34) in dimensional regularization:
A(1) jjC =
NCam
3(E + iΓt˜1)
12π
[
3
ǫ
+ 14− 12 ln(2)− 12 ln
(−iv
ν
)]
. (13.15)
Note that because the divergences in Im
(
A(1) jjC
)
(Λ) are regularized by the cut-off Λ the 1/ǫ as well
as the ν dependent terms cancel in Im
(
A(1) jjC
)
(Λ).
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Calculating Im
(AlkC ) (Λ) numerically using γlC
With the expression for γlC calculated in section 10.4 we can write 2Im
(AlkC ) (Λ) as follows:
2Im
(AlkC ) (Λ) ≡ ∞∑
m=0
2Im
(
A(m) lkC
)
(Λ) =
NC
∫
∆(Λ)
d4k
(2π)4
γlC(k, E)
h(k)
i
E
2
+ k0 − k2
2m
+ i
Γt˜1
2
Γt˜1
−i
E
2
+ k0 − k2
2m
− iΓt˜1
2
i
E
2
− k0 − k2
2m
+ i
Γt˜1
2
Γt˜1
−i
E
2
− k0 − k2
2m
− iΓt˜1
2
(
γkC(k, E)
h(k)
)∗
=
NC
∫
∆(Λ)
d4k
(2π)4
Γ2t˜1γ
l
C(k, E)
(
γkC(k, E)
)∗
, (13.16)
where the function h(k) is defined in (10.14). Carrying out the remaining integral numerically we
can obtain Im
(AlkC ) (Λ) at all orders in αS with arbitrary precision.
Convergence of the expansion
We check the convergence of the expansion of Im
(AjjC ) (Λ) in E,Γt˜1Λ by comparing it to the numerically
evaluated integral (13.16) at various orders in αS. Instead of Im
(AjjC ) (Λ) we plot σincl(Λ, ν = 1)
which we can easily obtain from Im
(AjjC ) (Λ) via:
σincl(Λ, ν) =
1
3
Im
[(
CV (ν)
2 + CA(ν)
2
)Ajj(Λ, ν)] , (13.17)
which is an immediate generalization of (9.26). Divergences appear only in the O(α0S) and the
O(αS) part of AjjC . For the contributions of Im
(AjjC ) (Λ) which are of O (αn≥2S ) we did not calculate
an analytic expression. However, beyond O(αS) there are no infinities in Im
(AjjC ), and therefore
the O
(
αn≥2S
)
part of Im
(AjjC ) (Λ) converges to the O (αn≥2S ) part in Im (AjjC ) for Λ → ∞. At
each additional order in αS the PS corrections parametrically decrease by O
(
αSm
Λ
)
= O(
√
v) and
therefore the PS corrections become small at high orders in αS. Nevertheless the O(α
2
S) and O(α
3
S)
PS corrections to Im
(AjjC ) are formally still of NLO+ and NLO respectively. We can take these
corrections into account numerically by using (13.16).
We show plots for fixed values of E and ∆M . We use Γt˜1 = 1.4GeV, m = 400GeV and αS = 0.094.
Figures 7 and 8 show plots for E = 5GeV and E = −5GeV. Figures 9 and 10 show plots for
∆M = 21GeV and ∆M = 11GeV. For plotting the O(αS) term of Im
(AjjC ) we set ν = 1 and ignore
the 1
ǫ
divergences, which means that we plot the MS renormalized result without PS matching
corrections.
In figure 7 and 8 it can be seen clearly that the convergence improves for larger ∆M . In figure
7 we see that for E = 5GeV there is already very good convergence for ∆M ∼ 10GeV. The NLO+
effect of the O(α2S) PS correction (which we did not compute analytically) is already only a 20%
effect to the cross section for ∆M ∼ 10GeV and E = 5GeV. For ∆M ∼ 20GeV and ∆ ∼ 35GeV
the relative corrections due to this NLO+ effect decrease to 10% and 5%.
In figure 8 we see that for E = −5GeV the cross section is much smaller. For E = −5GeV and
∆M ∼ 35GeV the NLO+ PS correction at O(α2S) is a 50% effect.
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In figure 9 and 10 we see that the cross section is enhanced significantly if we increase the energy
in the threshold region. However as the t˜1
¯˜t1 state is produced as a P-Wave angular momentum state
the enhancement is suppressed with respect to tt¯ production, where the tt¯ pair is produced as a
S-Wave angular momentum state.
It can be said that the convergence of the PS corrections is very good for ∆M ≥ 15GeV.
13.2. Matching to the EFT
Graphically the matching condition at O(α0S) reads:
e+
e−
e+
e−
∆(Λ)
= 2Im

−i


e+
e−
e+
e−
+
1∑
n=0
C˜
(0,n)
V/A,bare(Λ)
e+
e−
e+
e−




=
e+
e−
e+
e−
+ 2Im

−i 1∑
n=0
(
C˜
(0,n)
V/A (Λ, νmatch) + δC˜
(0,n)
V/A (νmatch)
)
e+
e−
e+
e−

 . (13.18)
Note that we could also have put a phase space matching coefficient for the production and annihi-
lation currents, which is however not necessary here. Here we are computing the O(α0S) part of the
phase space matching coefficients. Generally we will denote the O(αmS ) part of the Wilson coefficient
C˜
(n)
V/A as C˜
(m,n)
V/A . With this we obtain:
C˜
(0,0)
V/A (Λ, νmatch) =− i
2CV/A(νmatch)
2NCm
3Γt˜1
3
[
− 1√
2π2
Λ
m
+
1
π3
Γt˜1
Λ
− 3arsinh(1)√
2π3
Γt˜1
Λ
]
,
C˜
(0,1)
V/A (Λ, νmatch) =− i
2CV/A(νmatch)
2NCm
3Γt˜1
3
[
3√
2π2
m
Λ
]
,
δC˜
(0,0)
V/A (ν) =δC˜
(0,1)
V/A (ν) = 0. (13.19)
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Figure 7.: These plots show σincl(Λ) for E = 5GeV for different orders of αS . The red curve corresponds to the MS
renormalized result without PS matching corrections. The black curve is obtained by doing the integral
in (13.16) numerically. The blue, turquoise, green, brown and orange curves show different orders of the
expansions (13.8) and (13.14). For the blue curve all the PS corrections calculated are taken into account,
while for the other colours PS corrections are gradually omitted. In our power-counting the corrections in
plot (a) and (b) should decrease by O
(
Em
Λ
)
= O(v), while in plot (d) they decrease by O(
√
v). In plot (a)
the blue, turquoise and green curves contain PS corrections of the expansion (13.8) up to NNLO+, NLO+
and LO+. In plot (b) the blue and turquoise curves contain PS corrections of the expansion (13.14) up to
NLO and LO. In plot (d) the blue, turquoise, green, brown and orange curves contain PS corrections of
the expansions (13.8) and (13.14) up to NNLO+, NLO, NLO+, LO and LO+. The O
(
α2S
)
PS correction
is parametrically of NLO+. As we did not calculate PS corrections of O
(
α2S
)
analytically the difference
between the blue and the black curve in plot (d) is approximately the O
(
α2S
)
PS correction.
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Figure 8.: These plots show σincl(Λ) for E = −5GeV for different orders of αS . For the meaning of the curves see
figure 7.
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Figure 9.: These plots show σincl(Λ) for ∆M = 21GeV for different orders of αS . For the meaning of the curves see
figure 7.
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Figure 10.: These plots show σincl(Λ) for ∆M = 11GeV for different orders of αS . For the meaning of the curves see
figure 7.
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Here we ignored the NNLO+ PS corrections in (13.8). The matching condition at O(αS) reads:
e+
e−
e+
e−
∆(Λ)
+
e+
e−
e+
e−
∆(Λ)
= 2Im

−i


e+
e−
e+
e−
+
1∑
n=0
C˜
(1,n)
V/A,bare(Λ)
e+
e−
e+
e−




=
e+
e−
e+
e−
+
e+
e−
e+
e−
+
2Im

−i 1∑
n=0
(
C˜
(1,n)
V/A (Λ, νmatch) + δC˜
(1,n)
V/A (νmatch)
)
e+
e−
e+
e−

 . (13.20)
Again we do not put a phase space matching coefficient for the production and annihilation currents,
although for the O(αS) phase space matching this would become necessary if we worked at a higher
order. For this matching condition we obtain:
C˜
(1,0)
V/A (Λ, νmatch) =− i
2CV/A(νmatch)
2NCa(νmatch)m
3Γt˜1
3π
[
1
3
+
ln(2)
4
− 1
2
ln
(
Λ
mνmatch
)
− Γt˜1m
2πΛ2
]
,
C˜
(1,1)
V/A (Λ, νmatch) =− i
2CV/A(νmatch)
2NCa(νmatch)m
3Γt˜1
3π
m2
Λ2
,
δC˜
(1,0)
V/A (ν) =− i
2CV/A(ν)
2NCa(ν)m
3Γt˜1
3π
1
8ǫ
,
δC˜
(1,1)
V/A (ν) =0, (13.21)
where δC˜
(1,0)
V/A (ν) has to be chosen such that it absorbs the corresponding PS divergence for all values
of ν in the effective theory.
62
14. RG evolution due to PS divergences
14. RG evolution due to PS divergences
In (13.21) we absorbed the 1
ǫ
PS Divergence into a local four fermion operator. This leads to a
non-trivial renormalization group equation (RGE) for CV/A(ν) which we will solve in this section.
The RGE that we obtain from (13.21) sums up logarithms at LL+ order as the divergence absorbed
is of LO. The RGE is obtained by requiring:
dC˜V/A,bare
d ln(ν)
= 0, (14.1)
where
C˜V/A,bare = C˜V/A(ν) + δC˜V/A(ν). (14.2)
Therefore we get:
dC˜V/A(ν)
d ln(ν)
= −dδC˜V/A(ν)
d ln(ν)
. (14.3)
In (13.21) we obtained:
δC˜V/A = −i
2CV/A(ν)
2NCa(ν)m
3Γt˜1
3π
1
8ǫ
[1 +O(αS, v)] . (14.4)
As we can see the running of C˜V/A(ν) depends on the running of a(ν) and CV/A(ν) through mixing.
We have that a(ν) = CFV
(T )
c (ν)
4π
, where V(T )c (ν) is the Wilson coefficient of the leading order potential
in (9.8). We need the RGE for V(T )c (ν) which we obtain via V(T )c,bare:
V(T )c,bare = µ˜2ǫS
(V(T )c (ν) + δV(T )c (ν)) . (14.5)
For obtaining
dδC˜V/A
d ln(ν)
at LO we only need to consider the LO expression of dV
(T )
c (ν)
d ln(ν)
:
dV(T )c (ν)
d ln(ν)
= V(T )c (ν) [−2ǫ+O(αS)] . (14.6)
Analogously we get:
dCV/A(ν)
d ln(ν)
= −ǫCV/A(ν). (14.7)
Therefore the RGE for C˜V/A at LL+ reads:
dC˜V/A(ν)
d ln(ν)
= 4ǫδC˜V/A(ν) = −i
CV/A(ν)
2NCa(ν)m
3Γt˜1
3π
. (14.8)
Although we derived this RGE at LL+ and ignored terms of higher order it remains valid at LL
order, as there are no additional divergences at LO.
At NLL+ we encounter diagrams with an additional gluon loop like the one shown in figure 11,
which render 1
ǫ2
divergences which are absorbed by δC˜V/A. But these divergences only have the effect
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e+
e−
e+
e−
Figure 11.: This diagram renders a 1ǫ2 divergence that is absorbed by δC˜V/A. The effect of this kind of
1
ǫ2 divergences
is that the RGE for C˜V/A remains finite at NLL+.
that the RGE for C˜V/A(ν) remains finite at NLL+ order. However, at NLL+ the Wilson coefficient
CV/A(Λ, ν) obtains an imaginary part, as shown in (12.4). In this way one gets sensible to the real
part of G˜PC (10.36) which has different divergences than its imaginary part. At NLL+ the running of
C˜V/A is therefore changed.
For solving the RGE at LL+ we need to use a(ν) at LL order. CV/A(ν) does not have a LL running
and can thus be considered as constant∗. We have that:
a(ν) =
CFV(T )c (ν)
4π
= CFαS(mν). (14.9)
Using the LL RGE for αS(mν):
dαS(mν)
d ln(ν)
= − β0
2π
αS(mν)
2, β0 = 11− 2
3
nf (14.10)
to substitute d ln(ν) by dαS(mν) we obtain [42]:
dC˜V/A(ν)
dαS(mν)
= i
2CV/A(νmatch)
2NCCFm
3Γt˜1
3β0αS(mν)
, (14.11)
where nf = 3 is the number of quark flavours. Finally we get:
C˜V/A(ν) = C˜V/A(νmatch) + i
2CV/A(νmatch)
2NCCFm
3Γt˜1
3β0
ln
(
αS(mν)
αS(mνmatch)
)
. (14.12)
νmatch is the scale where we do the PS matching. It should be chosen such that mνmatch ≈ Λ.
∗CV/A(ν) has a NLL running [29].
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15. Numerical comparison to a Madgraph simulation
Madgraph is a Monte Carlo simulator which is able to numerically evaluate the amplitudes and cross
sections in several models at tree level [6]. We compared our analytical results to the results of Mad-
graph for the process e+e− → b χ˜+1 b¯ χ˜−1 for the Minimal Supersymmetric Standard Model (MSSM)
where we used the kinematic cut (11.3) on the final states. Unlike in our treatment Madgraph also
takes into account non resonant diagrams like the one shown in figure 6(c) and we can therefore
give an estimate of how sizeable these contributions are. We could also account for these effects by
matching the non resonant contributions to the local 4 fermion operators and the single resonant
diagrams to the t˜1
¯˜t1 production/annihilation operators in our treatment. However, the matching
computations would require the evaluation of many diagrams in the MSSM and the relevant contri-
butions are strongly dependent on the chosen values for the MSSM parameters. Another strategy
would be to match the Wilson coefficients of local operators in our effective treatment to the the tree
level results from Madgraph.
As Madgraph only computes tree-level contributions it does not involve any O(αS) corrections.
As we have seen in (6.1) and (10.36) the O(αnS) corrections are of the same parametric size as the
tree level results if the CMS energy of the colliding e+e− pair is close to threshold. This is why the
Madgraph result is not appropriate for this regime but we can nevertheless use it to check the quality
of our result at O(α0S). In contrast to the double and single-resonant contributions we also expect
the non resonant diagrams to be more suppressed at higher orders in αS as the resonance of the t˜1,
¯˜t1
propagators was the reason for the proliferation of scales.
We did two separate Madgraph simulations: In e+e− → t˜1 ¯˜t1 → b χ˜+1 b¯ χ˜−1 Madgraph only takes
into account the double resonant diagrams where a t˜1
¯˜t1 pair is produced and decays into a b χ˜
+
1 b¯ χ˜
−
1
final state. An example for such a diagram is given in figure 6(a). For the process e+e− → b χ˜+1 b¯ χ˜−1
Madgraph also evaluates single and non resonant diagrams. Examples for such diagrams are shown
in figure 6(b) and (c).
For doing the comparison with Madgraph we have to specify a point in the MSSM parameter
space. The Snowmass Points and Slopes (SPS) are a set of benchmark points and parameter lines
in the MSSM parameter space [5]. We use the so-called SPS1a point. In our treatment we are not
sensible to all but only to the following parameters specified for the SPS1a point:
m = 399.7GeV, mχ˜1 = 181.8GeV, mZ = 91.19GeV,
Γt˜1 = 2.02GeV, Γ˜t˜1 = 1.37GeV, ΓZ = 2.41GeV,
cosθt = 0.554, αS(mZ) = 0.118, α(mZ) = 1/127.93, (15.1)
where cosθt determines the mixing of the mass eigenstates t˜1, t˜2 and the flavour eigenstates. This for
instance affects the interaction vertex between a Z-Boson and t˜1,
¯˜t1 particles (2.1). Γ˜t˜1 is the decay
width from t˜1 to χ˜
+
1 b calculated at tree level. We are sensible on mχ˜1 because, as we will see later,
δZabs depends on it.
For our treatment the power counting of the parameters is important. We need to have that
Γt˜1 ∼ E ∼ mv2 with v ≪ 1. If we choose E between −5 and 5GeV this is the case for the SPS1a
parameter point.
15.1. Madgraph simulation for e+e− → t˜1 ¯˜t1 → b χ˜+1 b¯ χ˜−1
For the simulation where Madgraph only takes into account double resonant diagrams it should in
principle be possible to reach a perfect agreement with our results as the Madgraph result involves no
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single and non resonant diagrams that we have to account for via matching to the full MSSM. To show
that we have good convergence we also computed the kinematic corrections from the propagators,
the kinematic cut and the matching to the squarks production/annihilation vertices as well as the
corrections due to imaginary part of the wave function renormalization δZabs discussed in section
11.3 at NNLO∗. We discuss how we take these effects into account and show plots for the comparison
for ∆M = 21GeV, ∆M = 11GeV and ∆M = 31GeV in figures 12, 13 and 14. Without these
corrections the difference between the cross section computed in Madgraph and our analytic result
is around 5 % for ∆M = 11GeV, 10% for ∆M = 21GeV and 15% for ∆M = 31GeV. Including the
corrections our result lies within the statistical error bars of the Madgraph result. This means that
the O(α0S) result for the description of double-resonant diagrams shows good convergence.
Effects due to δZabs
In (11.13) we expressed δZabs with the decay width for t˜1 → bχ˜+1 which we call Γ˜t˜1 . Γ˜t˜1(k2) is
understood as the expression for the decay width depending on the invariant mass of the ingoing
t˜1 propagator. In [17] in equation (3) the tree order result for Γ˜t˜1 is given. If we ignore m
2
b in
(m2 −m2b +m2χ˜1) and λ1/2(m2, m2b , m2χ˜1) we obtain:
dΓ˜t˜1
dk2
∣∣∣∣∣
k2=m2
≈ (m
2 + 3m2χ˜1)
2m2(m2 −m2χ˜1)
Γt˜1 . (15.2)
Using (11.13) we get:
δZabs = −i m
2 +m2χ˜1
m
(
m2 −m2χ˜1
) Γ˜t˜1 . (15.3)
As discussed in section 11.3 we can take into account the k2 dependence of ImΠ˜(k
2)
m
at the cut
propagator at NNLO by using the replacement rule
i
E
2
± p0 − p22m + i
Γt˜1
2
→ i
E
2
± p0 − p22m + i
Γt˜1
2
(
Γ˜t˜1 −
Im(δZabs)(k2 −m2)
m
)
−i
E
2
± p0 − p22m − i
Γt˜1
2
(15.4)
instead of (11.14) for the cut propagator. The PS corrections of this effect are of NLO+. For
∆M = 21GeV and ∆M = 31GeV this is the NNLO effect with the biggest PS corrections, as can be
observed in figure 12 and 14.
Kinematic effects from expanding the t˜1,
¯˜t1 propagators
The expansion of the squark propagator in the potential regime at NNLO gives:
2mi
( q
2
+ p)2 −m2 +Π
((
q
2
+ p
)2) = iE
2
+ p0 − p2
2m
+ i
Γt˜1
2
+
i
E
2
+ p0 − p2
2m
+ i
Γt˜1
2
i
[
E2 + 4p0 (E + p0)
8m
+
(
E
2
+ p0 − p
2
2m
)
∂
∂p2
Π
∣∣∣∣
p2=m2
]
i
E
2
+ p0 − p2
2m
+ i
Γt˜1
2
, (15.5)
∗The phase space matching corrections of these NNLO corrections are partly of NLO+.
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15. Numerical comparison to a Madgraph simulation
where q = (2m+E, 0). iΠ is the sum of all self-energy diagrams. The corrections can be dealt with
by introducing 2-point vertices in the the EFT. Madgraph uses the propagator
2mi
( q
2
+ p)2 −m2 + imΓt˜1
(15.6)
with a constant decay width Γt˜1 . Therefore it does not take into account the corrections due to
∂
∂p2
Π
∣∣∣
p2=m2
which we therefore omit for this numerical comparison. The NNLO corrections to the
t˜1,
¯˜t1 propagators give PS corrections which are of NLO+.
Relativistic effects when matching to the OV/A,p operators
When matching the diagrams
γ, Z
e−
e+
¯˜t1
t˜1
(15.7)
on the squarks production/annihilation operators we made a non-relativistic approximation. If we
use
C
′Born
V = −
2πα
m
[
Q˜γ
q2
− 2
sin(2θW )
ve
Q˜Z
q2 −m2Z
]
, (15.8)
C
′Born
A =
2πα
m
2
sin(2θW )
ae
Q˜Z
q2 −m2Z
(15.9)
instead of CBornV , C
Born
A when evaluating the factorization formula (13.17), we take into account the
relativistic corrections∗. For matching these effects at NNLO we would have to use the operators
O
(1)
V/A,p defined in (9.14) to absorb them.
Relativistic effects from the invariant mass cut-off
By using the variable t1, t2 defined in (13.1) and the integration measure:∫
∆(Λ)
dt1dt2 =
∫
R2
dt1dt2θ
(
Λ2 − |t1|
)
θ
(
Λ2 − |t2|
)
θ
(
mE − 1
2
(t1 + t2)
)
, (15.10)
we implemented a cut on the non-relativistic approximation of the invariant mass of the χ˜+1 b and
χ˜−1 b¯ systems in the final state. The non-relativistic approximations given by t1 and t2 ignore effects
that are suppressed by k
2
m2
with respect to t1 and t2.
In order to get better agreement with the Madgraph simulation there are two possible ways to
proceed. One possibility is to cut on the non-relativistic approximation of the invariant mass in
the Madgraph simulation. The reason for implementing invariant mass cuts is that vNRQCD can
∗To consider the effect of the decay width ΓZ we would have to change the imaginary part of C
′
Born
V/A at NNLO which
would only give a N4LO effect for σincl(Λ). Therefore we can ignore ΓZ at NNLO.
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only predict the transition amplitude to final states where the invariant mass of the χ˜+1 b or the χ˜
−
1 b¯
systems is close to m. This is also achieved by cutting on the non-relativistic approximation of the
invariant mass.
However, we will go a different way and implement a relativistic invariant mass cut in our calcu-
lation by using the variables
r1 =
(
m+
E
2
+ k0
)2
− k2, r2 =
(
m+
E
2
− k0
)2
− k2, (15.11)
where k is the momentum through the t˜1,
¯˜t1 propagators at the cut. r1, r2 correspond directly to the
square of the invariant masses of the χ˜+1 b and χ˜
−
1 b¯ systems. Therefore the relativistic invariant mass
cut is equivalent to
(m−∆M)2 ≤ r1, r2 ≤ (m+∆M)2. (15.12)
To express the integrand with r1, r2 we need to invert (15.11) which gives:
k0 =
r1 − r2
2(E + 2m)
(15.13)
and a rather cumbersome expression for |p|. We can rewrite the loop integration over k via:
d4k = 4πk2d|k|dk0 = π|k|
E + 2m
dr1dr2. (15.14)
We did the integration over r1, r2 numerically. As we can see for instance in the plots for ∆M =
31GeV shown in figure 14, the effect of this correction is numerically of similar size as the correction
discussed in section 15.1.
15.2. Madgraph simulation for e+e− → b χ˜+1 b¯ χ˜−1
Finally we compare our results to a Madgraph simulation for e+e− → b χ˜+1 b¯ χ˜−1 where the single
and non-resonant diagrams contributing to the same process are taken into account at O(α0S). The
agreement with our results is of course worse than before, when Madgraph only considered the
double-resonant diagrams. If we now include the NNLO effects discussed in the last subsection the
agreement is getting worse. This can happen because there are now effects of similar order that we
did not include. We expect that the main difference is due to the interference effects between single
and double-resonant diagrams. They can be taken into account via an imaginary part of CV/A as
shown in (12.4). This correction is very similar to the one due to δZabs which is also absorbed via
the imaginary part of CV/A. We also expect the size of these effects to be similar.
The comparison shows that the dominant contribution to the process is taken into account by our
treatment if we restrict ourselves to ∆M values that are below 30GeV. For an invariant mass cut
of ∆M = 11GeV the difference between our results and the Madgraph simulation is around 5% and
for ∆M = 21GeV it is still around 10%∗. Figures 15, 16 and 17 show plots for the comparison for
∆M = 21GeV, ∆M = 11GeV and ∆M = 31GeV.
∗To be exact the difference between the results for E = −5GeV is more than 10%. This is because the cross section
reduces significantly for energies below threshold, while the absolute value of the difference between our result and
the one of the Madgraph simulation only depends mildly on E. With a difference of ∼ 10% we therefore mean
that the difference is ∼ 10% for E ∼ 5GeV
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Figure 12.: These plots show the Madgraph result for the cross section of the process e+e− → t˜1 ¯˜t1 → b χ˜+1 b¯ χ˜−1
and our results at O(α0S) for ∆M = 21GeV. We do not take into account the hard gluon correction in
(9.20) as they are also not contained in the Madgraph simulation. The red curve corresponds to the MS
renormalized result without PS matching corrections. The blue, turquoise and green curves show the
NNLO+, NLO+ and LO result of the expansion in (13.8). The dotted, dashed and solid black curves
include all the PS corrections contained in the blue line and in addition the effects discussed in section
15.1 are added. The dotted black curve includes the NLO+ corrections due to δZ
abs, in the dashed one
the NLO+ relativistic effects discussed in section 15.1 and 15.1 are added. Finally the solid black line
adds the effects due to a relativistic invariant mass cut-off. The result of the Madgraph simulation is
shown as a purple line, but it is difficult to see because it is covered by the black curves. The left plot
shows the absolute values for σincl(Λ) while the right one shows the Madgraph result minus the results of
our computations. Madgraph evaluates a statistical error for its results which is indicated by error bars
in the plots. The black curve lies within these error bars.
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Figure 13.: These plots show the Madgraph result for the cross section of the process e+e− → t˜1 ¯˜t1 → b χ˜+1 b¯ χ˜−1 and
our results at O(α0S) for ∆M = 11GeV. For the meaning of the curves see figure 12.
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Figure 14.: These plots show the Madgraph result for the cross section of the process e+e− → t˜1 ¯˜t1 → b χ˜+1 b¯ χ˜−1 and
our results at O(α0S) for ∆M = 31GeV. For the meaning of the curves see figure 12.
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Figure 15.: These plots show the Madgraph result for the cross section of the process e+e− → b χ˜+1 b¯ χ˜−1 and our
results at O(α0S) for ∆M = 21GeV. We do not take into account the hard gluon correction in (9.20)
as they are also not contained in the Madgraph simulation. The red curve corresponds to the MS
renormalized result without PS matching corrections. The blue, turquoise and green curves show the
NNLO+, NLO+ and LO result of the expansion in (13.8). The dotted, dashed and solid black curves
include all the PS corrections contained in the blue line and in addition the effects discussed in section
15.1 are added. The dotted black curve includes the NLO+ corrections due to δZ
abs, in the dashed one
the NLO+ relativistic effects discussed in section 15.1 and 15.1 are added. Finally the solid black line
adds the effects due to a relativistic invariant mass cut-off. The purple line corresponds to the result of
the Madgraph simulation. The left plot shows the absolute values for σincl(Λ) while the right one shows
the Madgraph result minus the results of our computations. Madgraph evaluates a statistical error for
its results which is indicated by error bars in the plots.
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Figure 16.: These plots show the Madgraph result for the cross section of the process e+e− → b χ˜+1 b¯ χ˜−1 and our
results at O(α0S) for ∆M = 11GeV. For the meaning of the curves see figure 15.
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Figure 17.: These plots show the Madgraph result for the cross section of the process e+e− → b χ˜+1 b¯ χ˜−1 and our
results at O(α0S) for ∆M = 31GeV. For the meaning of the curves see figure 15.
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16. Preliminary result
In the last section we observed that when calculating the cross section of the process e+e− →
b χ˜+1 b¯ χ˜
−
1 for an invariant mass cut-off of 15 ≤ ∆M ≤ 25GeV we can expect a precision of around
10% if we neglect the background contributions and the relativistic corrections. In this section we
show a preliminary result for the cross section, where we take into account the running due to the
PS-divergences discussed in section 14 but neglect the relativistic corrections and the background
contributions. We also neglect the corrections to the Coulomb potential which have to be taken into
account at NLO.
To avoid large logarithms we do a 2-stage matching. The matching to vNRQCD is carried out
for µ = m. Although vNRQCD is an unstable-particle EFT we can implement kinematic cuts on
the invariant mass of the system of decay products of the (anti)stop [9, p.11]. At νmatch = Λ/m we
match the effect of the invariant mass cut-off on the local operators of our EFT with PS matching
which is introduced in section 12. In section 13.1 we analytically calculated the O(α0S) and O(αS)
PS corrections to Im
(AjjC ) (Λ) up to NNLO+. However, the O(α2S) PS-correction is formally still of
NLO+. We determine the PS corrections numerically using (13.16). Although we do this calculation
numerically the analytical expansion was important as a proof of concept, to see that it is possible to
absorb the effect of the invariant mass cut-off in the local operators of the EFT with PS matching∗.
Finally we obtain our result by applying the EFT with PS matching for ν = v. In figure 18 we show
the result of this calculation. In this plot we also show results for different choices of matching and
renormalization scales.
In figure 18 we can see that the logarithms between Λ and the soft scale are sizeable as the difference
between the result with (solid black curve) and without PS matching (blue curve) is about 10% for
E > −1GeV and even larger for smaller energies. We can also see that doing the PS matching for
νmatch = 1 (dashed black curve) instead of νmatch =
Λ
m
leads to a difference of at least 5%. It is
important to apply the EFT for ν ∼ v, as applying the theory for ν ∼ Λ
m
(green curve) renders a
difference of 50%. This means that the logarithms between the hard, soft and ultrasoft scale are very
important. It is surprising that the result without an invariant mass cut-off (orange curve) also lies
within an interval of 10% around the solid black curve. However, the orange curve is independent of
the invariant mass cut-off and simply ignores the PS divergences. Therefore we interpret the small
difference between the orange and the black curve as a coincidence.
∗It is wrong to assume that the PS corrections can always be absorbed into four-fermion operators. As illustrated in
(12.4) it is for instance necessary to absorb them partly in the squarks production/annihilation currents.
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Figure 18.: This plot shows our preliminary result for the cross section of the process e+e− → b χ˜+1 b¯ χ˜−1 with a
kinematic cut of ∆M = 21GeV. The red and orange curves correspond to the MS renormalized result
for ν = v without PS matching corrections. The orange curve represents the result for G˜PC in (10.36)
which includes the Coulomb-resummation, while the red curve is the O(α0S) part of it. For the blue and
green curve we introduced an invariant-mass cut-off but did not match its effect into local operators. For
the green curve we take ν = Λm and for the blue ν = v. Finally for the black curves we matched the
effect of the invariant-mass cut-off Λ onto the Wilson coefficients of our EFT with PS matching. For the
dashed curve we did the PS matching for νmatch = 1 and for the solid curve for νmatch =
Λ
m . In both
cases the EFT with PS matching is applied for ν = v.
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17. Conclusion
When calculating the cross section σ(e+e− → t˜1 ¯˜t1) at 1-loop order in the first part of this work
we have seen explicitly that the expansion in orders of αS breaks down close to threshold and it
was therefore necessary to do a double expansion in αS and v. For doing this expansion we used
vNRQCD which has also allowed us to sum up large logarithms between the hard, soft and ultrasoft
scale. Applying the optical theorem we could calculate the total cross section σ(e+e− → t˜1 ¯˜t1) by
taking the imaginary part of the vacuum polarization function Alk. In chapter 10 we established that
there is a close connection between the Greenfunction of the Schro¨dinger equation with the Coulomb
potential and Alk at LO. However, when calculating Alk in this way, we encountered divergences
in the imaginary part of Alk even at LO. These divergences are related to the finite lifetime of the
produced t˜1,
¯˜t1 particles and can be avoided by restricting the invariant mass of the decay products
of the (anti)stop, as explained in chapter 11.
Eventually we calculated the cross section from e+e− to some particles the stops can decay to
(e.g. b χ˜+1 b¯ χ˜
−
1 ), with a PS cut applied on the final states. By adjusting the invariant mass cut-
off we were able to restrict ourselves to a PS domain, where on the one hand the expansions of
vNRQCD work well, and on the other the contribution of background diagrams are small compared
to the contribution of the double-resonant diagrams described in vNRQCD. We chose the scale of
the invariant mass cut-off Λ in between the soft and the hard scale. To sum up large logarithms
between the soft scale and Λ we applied the PS matching formalism, where we matched the effect of
the invariant mass cut-off into the operators of our effective theory. The concept of PS matching is
described in chapter 11 and 12.
It has been important to check that it is possible to choose and invariant mass cut-off that is large
enough such that its effect can be absorbed into local operators of our EFT and small enough such
that the contribution of background diagrams to the inclusive cross section σ(e+e− → b χ˜+1 b¯ χ˜−1 ) is
small with respect to the double-resonant ones. We checked this in chapter 15 by carrying out a tree
level Monte Carlo simulation that takes the background diagrams into account. When comparing
the results of this simulation to the O(α0S) part of our analytic expression, we obtained that an
invariant mass cut-off ∆M of less than 30GeV is appropriate to achieve a precision of around 20%.
For ∆M ∼ 20GeV the difference between the Monte Carlo simulation and our tree level result is
about 10%. In chapter 13 we have seen that an invariant mass cut-off of about 10GeV is already large
enough such that we have good convergence when putting the effect of the invariant mass cut-off
into local operators∗.
We expect that the most important background contribution comes from the interference of single
and double-resonant diagrams. This contribution could be taken into account in our analysis by
matching it to the imaginary part of the stop production vertex. A result at NLL should take this
and the effect of a NLO correction to the Coulomb potential into account.
In the LL result, which we presented in chapter 16, we have seen that the summation of logarithms
between Λ and the soft scale, which is achieved due to the PS matching formalism, is a sizeable effect
of about 10%.
∗In our analysis we concentrated on a specific point in the MSSM parameter space (namely the SPS1a point). At a
different parameter point the outcome of this analysis might be different.
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18. Scalar n-point Integrals
18. Scalar n-point Integrals
18.1. Prerequisites
The n-point integrals are carried out in d = 4− 2ǫ dimensions using dimensional regularisation [48].
In the results we will ignore factors of O(ǫ). We will often need the integration measure in polar
coordinates:
ddk =|k|d−1d|k|dΩd,
dΩd =d cos(θ) sin(θ)
d−3dΩd−1,
Ωd ≡
∫
dΩd = 2
π
d
2
Γ
(
d
2
) , (18.1)
where Γ(x) refers to the gamma function. When carrying out the scalar-integrals we will often use
the following formula [46, p. 102]:
∫
d¯dk
(k2)β
(k2 − a+ iǫ)α =
(−1)βiΓ(β + d
2
)Γ(α− β − d
2
)
(−1)α(4π) d2Γ(α)Γ(d
2
)
(a− iǫ) d2+β−α. (18.2)
For rewriting the scalar integral to a form, where we can apply the formula above, we will introduce
Feynman parameters [45].
By using a factor µ˜2ǫ in the definition of the scalar integrals and rewriting the results in terms of
µ = µ˜ exp
(
ln(4π)−γE
2
)
, one gets rid of terms containing ln(4π) and γE
∗.
Sometimes it might be important to remember that the ǫ in the propagators and the ǫ referring
to the d of dimensional regularisation are not equivalent. One first calculates the result for a general
d with the ǫ of the propagator going to 0 and only then analytically continues the result to d→ 4.
The scalar integrals are all depending on some mass parameter. Usually it is clear which mass is
meant and therefore we will omit the mass dependency of the scalar integrals when using them in
the other sections.
18.2. 1-point integral
For this integral we do not need to introduce Feynman paramaters, but immediately get the result
applying (18.2):
A0(m
2) ≡
∫
d¯dk
µ˜2ǫ
[k2 −m2]+
=
=− iΓ(−1 + ǫ)µ˜
2ǫ
(4π)2−ǫ
(m2 − iǫ)1−ǫ
=
im2
(4π)2
(
1
ǫ
+ ln
(
µ2
m2
)
+ 1
)
+O(ǫ). (18.3)
∗γE is the so-called Euler gamma
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18.3. 2-point integral
The general scalar 2-point integral is defined as:
B0((p1, m
2
1), (p2, m
2
2)) ≡
∫
d¯dk
µ˜2ǫ
[(k + p1)2 −m21]+ [(k + p2)2 −m22]+
=B0((p1 − p2, m21), (0, m22)). (18.4)
We need this integral in two different special cases, to which we refer to as Bˆ0 and B˜0:
Bˆ0(p
2, m2) ≡
∫
d¯dk
µ˜2ǫ
k2+ [(k + p)
2 −m2]+
=
∫ 1
0
dx
∫
d¯dk
µ˜2ǫ
[(k + xp)2 + (p2 −m2)x− x2p2]2+
. (18.5)
We have introduced Feynman parameters. We can now substitute k + xp→ k and use (18.2):
Bˆ0(p
2, m2) =
iµ˜2ǫ
(4π)2−ǫ
Γ(ǫ)
∫ 1
0
dx((m2 − p2)x+ p2x2 − iǫ)−ǫ. (18.6)
For the remaining integrand we can make an expansion in ǫ because the integral is finite. We have
to do the expansion up to O(ǫ) as Γ(ǫ)O(ǫ) = O(1).
Bˆ0(p
2, m2) =
iµ˜2ǫ
(4π)2−ǫ
Γ(ǫ)
∫ 1
0
dx
[
1− ǫ ln ((m2 − p2)x+ p2x2 − iǫ)]+O(ǫ)
=
i
(4π)2
[
1
ǫ
+ ln
(
µ2
m2
)
+ 2 +
m2 − p2
p2
ln
(
m2 − p2
m2
− iǫ
)]
+O(ǫ). (18.7)
For computing ∂Bˆ0
∂p2
one has to be careful: Deriving by p2 introduces an I.R. divergence and one thus
cannot use (18.7). We derive (18.6), where we have not yet expanded in ǫ, by p2 and get:
∂Bˆ0
∂p2
=
iµ˜2ǫ
(4π)2−ǫ
Γ(ǫ)(−ǫ)
∫ 1
0
dx((m2 − p2)x+ p2x2 − iǫ)−1−ǫ(x2 − x). (18.8)
This integral is only convergent if ǫ < 0. Therefore the 1
ǫ
terms will correspond to I.R. divergences,
which we will indicate by writing ǫIR and µIR instead of ǫ and µ in the result
∗. We will only need
∂Bˆ0
∂p2
for p2 = m2, which simplifies the calculation:
∂Bˆ0
∂p2
∣∣∣∣∣
p2=m2
=− iµ˜
2ǫ
(4π)2−ǫ
Γ(ǫ)ǫ
1
(m2)1+ǫ
∫ 1
0
dx(x2)−1−ǫ(x2 − x)︸ ︷︷ ︸
1
1−2ǫ
+ 1
2ǫ
=− i
(4π)2m2
[
1
2
ln
(
µ2IR
m2
)
+
1
2ǫIR
+ 1
]
+O(ǫ). (18.9)
∗For U.V. divergences we will always write ǫ and µ
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We need one other special case of B0:
B˜0(q
2, m2) ≡
∫
d¯dk
µ˜2ǫ
[k2 −m2]+ [(k + q)2 −m2]+
, (18.10)
where q2 > 0. We introduce Feynman parameters:
B˜0(q
2, m2) =
∫ 1
0
dx
∫
d¯dk
µ˜2ǫ
[(k + qx)2 + q2(x− x2)−m2]2+
. (18.11)
We substitute k + qx→ k and use (18.2):
B˜0(q
2, m2) =
iµ˜2ǫ
(4π)2−ǫ
Γ(ǫ)
∫ 1
0
dx
(
m2 + q2(x2 − x)− iǫ)−ǫ (18.12)
As in (18.6) we can expand the remaining integrand in ǫ before doing the integration and we have
to expand up to O(ǫ) as Γ(ǫ) involves a 1
ǫ
divergence:
B˜0(q
2, m2) =
iµ˜2ǫ
(4π)2−ǫ
Γ(ǫ)
∫ 1
0
dx
[
1− ǫ ln (m2 + q2(x2 − x)− iǫ)]+O(ǫ)
=
i
(4π)2
[
1
ǫ
+ ln
(
µ2
q2
+ iǫ
)
+ 2(1 + ln(2))− (1− β) ln(1− β + iǫ)
−(1 + β) ln(1 + β) + iπβsgn(q2)]+O(ǫ), (18.13)
where β =
√
1− 4m2
q2
. This result is valid for q2 < 0 and q2 > 0. The limit of this expression for
q2 → 0 gives the correct result for B˜0(0, m2). However, we only need B˜0(q2, m2) for q2 ≥ 4m2.
18.4. 3-point integral
When computing we also need a special case of the scalar 3-point integral, which we will
call C˜0. We will assume that p
2
1 = p
2
2 = m
2:
C˜0(q
2 = (p1 + p2)
2, m2) ≡
∫
d¯dk
µ˜2ǫ
k2+ [(k + p1)
2 −m2]+ [(k − p2)2 −m2]+
. (18.14)
Introducing Feynman parameters and using (18.2) we obtain:
C˜0(q
2, m2) =
−iµ˜2ǫ
(4π)2−ǫ
Γ(1 + ǫ)
∫ 1
0
dx
∫ 1−x
0
dy
[
(xp1 − yp2)2 − iǫ
]−1−ǫ
. (18.15)
Next we do a variable transformation
x = uv, y = u(1− v),∫ 1
0
dx
∫ 1−x
0
dy =
∫ 1
0
du
∫ 1
0
dv u, (18.16)
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such that we can factor out one of the integration variables:
C˜0(q
2, m2) =
−iµ˜2ǫ
(4π)2−ǫ
Γ(1 + ǫ)
∫ 1
0
duu−1−2ǫ
∫ 1
0
dv
[
(vp1 − (1− v)p2)2 − iǫ
]−1−ǫ
=
iµ˜2ǫ
(4π)2−ǫ
Γ(1 + ǫ)
2ǫ
∫ 1
0
dv
[
m2 − v(1− v)q2 − iǫ]−1−ǫ . (18.17)
The remaining integral can be expressed with the dilogarithm function Li2:
C˜0(q
2, m2) =
iµ˜2ǫ
(4π)2−ǫ
Γ(1 + ǫ)
(q2)1+ǫ (y1 − y2)
[
ln(y2)− ln(y1) + iπ
ǫ
+
ln(y1y2)
2
2
−2 ln(y2)2 + [ln(y2)− ln(y1 − y2)]2 + 2Li2
(
y2
y2 − y1
)
− 2π
2
3
−2iπ ln(y1 − y2)] , (18.18)
where
y1 =
1 + β
2
+ iǫ, y2 =
1− β
2
− iǫ, β =
√
1− 4m
2
q2
. (18.19)
This result is valid for q2 < 0 and q2 > 0. The limit of this expression for q2 → 0 gives the correct
result for C˜0(0, m
2). However, we only need C˜0(q
2, m2) for q2 ≥ 4m2.
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19. Tensor-Reduction
19.1. Introduction
We will apply the method of tensor reduction to express integrals of the form
Iµν··· =
∫
d¯dk
µ˜2ǫkµkν · · ·
[(k + p1)2 −m21]+ [(k + p2)2 −m22]+ · · ·
(19.1)
as a sum of scalar integrals times some tensor structures. For doing this, we will always start with
an Ansatz, where we use that Iµν··· can only be a linear combination of those tensor structures that
can be built built with gµν and the vectors p1, p2 · · · appearing inside the integral. A simple example
would be:
Bˆ1
µ
(p,m2) ≡
∫
d¯dk
µ˜2ǫkµ
k2+ [(k + p)
2 −m2]+
=Bˆ1p
µ. (19.2)
In this case the Ansatz is very simple. One can now obtain Bˆ1 by contracting Bˆ1
µ
with pµ:
Bˆ1p
2 = Bˆ1
µ
pµ =
∫
d¯dk
µ˜2ǫ(k · p)
k2+ [(k + p)
2 −m2]+
. (19.3)
An essential idea of the tensor reduction method is that one can always get rid of terms in the
numerator by expressing those terms as a sum of factors in the denominator plus some terms that
do not depend on the integration variable and can thus be factored out of the integral. In this case
we write k · p as 1
2
[(k + p)2 −m2]− k2
2
+ m
2−p2
2
and thus get
Bˆ1 =
1
p2

12
∫
d¯dk
µ˜2ǫ
k2+︸ ︷︷ ︸
0
−1
2
∫
d¯dk
µ˜2ǫ
[(k + p)2 −m2]+
+
m2 − p2
2
∫
d¯dk
µ˜2ǫ
k2+ [(k + p)
2 −m2]+

 (19.4)
and finally
Bˆ1(p,m
2)µ =
1
2p2
[
−A0(m2) + (m2 − p2)Bˆ0(p2, m2)
]
pµ. (19.5)
19.2. 2-point integral
Bµ1 ((p1, m
2
1), (p2, m
2
2)) ≡
∫
d¯dk
µ˜2ǫkµ
[(k + p1)2 −m21]+ [(k + p2)2 −m22]+
(19.6)
The tensor-integral Bˆ1
µ
that we dealt with before is a special case of this more general form. We
encounter another special case:
B˜1
µ
(p1, p2, m) ≡
∫
d¯dk
µ˜2ǫkµ
[(k + p1)2 −m2]+ [(k − p2)2 −m2]+
, (19.7)
which can be reduced to:
B˜1
µ
(p1, p2, m) = −1
2
B˜0
(
q2, m2
)
(p1 − p2)µ, (19.8)
where q = p1 + p2.
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19.3. 3-point integral
Cµ1 ((p1, m
2
1), (p2, m
2
2), (p3, m
2
3)) ≡∫
d¯dk
µ˜2ǫkµ
[(k + p1)2 −m21]+ [(k + p2)2 −m22]+ [(k + p3)2 −m23]+
(19.9)
Again we do not have to evaluate this integral in its general form but only need the following special
case:
C˜1
µ
(p1, p2, m) ≡
∫
d¯dk
µ˜2ǫkµ
k2+ [(k + p1)
2 −m2]+ [(k − p2)2 −m2]+
. (19.10)
For p21 = p
2
2 = m
2 we can reduce C˜1
µ
(p1, p2, m) to:
C˜1
µ
(p1, p2, m) =
1
4m2 − q2
[
Bˆ0(m
2, m2)− B˜0
(
q2, m2
)]
(p1 − p2)µ, (19.11)
where q = p1 + p2.
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20. Phase space integrals
In this section we will calculate several integrals of the form∫
f(k1, · · · , kn)dLIPSn(q), (20.1)
where the invariant, n-particle phase space measure in d = 4− 2ǫ dimensions is defined as:
dLIPSn(q) ≡ (2π)dµ˜−2ǫδd(q −
n∑
j=1
ki)
n∏
j=1
d˜ki,
d˜k ≡ µ˜2ǫ d
dk
(2π)d
θ(k0)(2π)δ(k2 −m2) = µ˜2ǫ d
d−1k
(2π)d−12k0
.
(20.2)
In the last expression k0 =
√
k2 +m2 is a function of k. Sometimes one only needs the size of the
phase space. We define PSn(q
2, ǫ) as the size of the n-particle phase space:
PSn(q
2, ǫ) ≡
∫
dLIPSn(q). (20.3)
20.1. 2 particle phase space integrals∫
dLIPS2(q)
PS2(q
2, ǫ) =
∫
dLIPS2(q)
=
∫
µ˜−2ǫδd(q − p1 − p2)µ˜2ǫ d
dp1
(2π)d−1
θ(p01)δ(p
2
1 −m2)µ˜2ǫ
ddp2
(2π)d−1
θ(p02)δ(p
2
2 −m2)
=µ˜2ǫ(2π)−d+2
∫
dd−1p2
2p02
δ (q0 − p01 − p02)
2p01
. (20.4)
In the CMS frame we have q0 =
√
q2 and p01 = p
0
2 =
√
p2 −m2. We get:
PS2(q
2, ǫ) =µ˜2ǫ
(2π)−d+2
4
∫
dd−1p2︸ ︷︷ ︸
|p2|d−2d|p2|dΩd−1
δ
(√
q2 − 2p02
)
(p02)
2
=µ˜2ǫ
(2π)−d+2
4
Ωd−1
∫
dp02δ
(√
q2
2
− p02
)
|p2|d−3
2p02
=µ˜2ǫ
(2π)−d+2Ωd−1
4
√
q2
(
q2
4
−m2
) d−3
2
, (20.5)
Expanding this result up to O(ǫ) we obtain:
PS2(q
2, ǫ) =
β
8π
[
1 + 2ǫ+ ǫ log
(
µ2
q2β2
)]
+O(ǫ2), (20.6)
where β =
√
1− 4m2
q2
.
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20.2. 3 particle phase space integrals
In section 4, the 3 particle phase space integral (4.12) has to be computed in d dimensions∗. Two of
the particles have the same mass and the third particle is massless. We will call the momenta of the
massive particles p1, p2, the one of the massless particle k and the total momentum q.
We introduced the following three invariants:
x ≡ 2(p1 · q)
q2
, y ≡ 2(p2 · q)
q2
, z ≡ 2(k · q)
q2
. (20.7)
x, y and z are two times the energy of the respective particles divided by total energy in the CMS.
One has the identity:
x+ y + z = 2. (20.8)
The function that is integrated over this phase space in (4.12) can be expressed by the two invariants
y and z. The phase space integral has the following form:
I3 =
∫
f(y, z)dLIPS3(q)
=
∫
f(y, z)µ˜−2ǫδd(q − p1 − p2 − k)
µ˜2ǫ
ddp1
(2π)d−1
θ(p01)δ(p
2
1 −m2)µ˜2ǫ
ddp2
(2π)d−1
θ(p02)δ(p
2
2 −m2)µ˜2ǫ
ddk
(2π)d−1
θ(k0)δ(k2).
We will first rewrite this d-dimensional phase space integration to an integration over y and z:
I3 =
∫
dydzf(y, z)(2π)−2d+3µ˜4ǫ∫
dd−1p1
2p01
dd−1p2
2p02
dd−1k
2k0
δd(q − p1 − p2 − k)δ
(
y − 2(p2 · q)
q2
)
δ
(
z − 2(k · q)
q2
)
︸ ︷︷ ︸
≡h(y,z)
.
We will compute the invariant h(y, z) in the CMS. Then δd−1(q − p1 − p2 − k) fixes p1 to −p2 − k.
After integrating dd−1p1 there are three δ functions left, that we can rewrite as follows:
θ(|k|)δ
(
z − 2(k · q)
q2
)
=θ(z)
√
q2
2
δ
(
|k| − z
√
q2
2
)
,
θ(|p2|)δ
(
y − 2(p2 · q)
q2
)
=θ (y − r) p
0
2
√
q2
2|p2| δ
(
|p2| −
√
q2
2
√
y2 − r2
)
,
θ(1− | cos(θ)|)δ (q0 − p01 − p02 − k0) =θ(1− | cos(θˆ)|) p01|k||p2|δ
(
cos(θ)− cos(θˆ)
)
,
cos(θˆ) ≡2− 2z − 2y + yz
z
√
y2 − 4m2
q2
. (20.9)
∗doing the phase space with ǫ 6= 0 integrals regularizes the I.R. divergences
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Where r ≡ 2m√
q2
. θ is the angle between p2 and k. Using (18.1) we rewrite the integration measure
as follows:
dd−1k =|k|d−2d|k|dΩd−1,
dd−1p2 =|p2|d−2
[
1− cos(θ)2]d−42 d|p2|d cos(θ)dΩd−2. (20.10)
Now the integration can be carried out easily and results in:
h(y, z) =Ωd−2Ωd−1
q2 [1− cos(θ)2] d−42 |k|d−4|p2|d−4
32
θ(z)θ(y − r)θ(1− | cos(θ)|). (20.11)
|k|, |p2| and cos(θ) are understood as the values fixed by the δ functions. The θ functions restrict
the domain of integration for y and z. After working out these boundaries and inserting h(y, z) in
(20.9), we obtain:
I3 = µ˜
4ǫ Ωd−1Ωd−2
(2π)2d−332
(
q2
)1−ǫ
m−2ǫ4ǫ︸ ︷︷ ︸
≡F3
∫ 1
r
dy
∫ z+
z−
dzf(y, z)
[
4
r2
(1− x)(1− y)(1− z)− z2
]−ǫ
,
z± ≡ 2(1− y)
2− y ∓
√
y2 − r2 . (20.12)
Using this result we will do several phase space integrals that we encounter in section 4.
∫
1
(1−y)2 dLIPS3(q)
I ≡
∫
1
(1− y)2 dLIPS3(q)
=F3
∫ 1
r
dy
∫ z+
z−
dz
1
(1 − y)2
[
4
r2
(1− x)(1 − y)(1− z)− z2
]−ǫ
(20.13)
First, we do the z integration and obtain:
I =F3
Γ(2− ǫ)√πr4ǫ
Γ
(
3
2
− ǫ) (1− ǫ)21+2ǫ (1− r2)ǫ
∫ 1
r
dy
1
(1− y)1+2ǫ
√
y2 − r2
1− y + r2
4
+O(ǫ). (20.14)
The remaining integral is of the form
I =
∫ 1
r
dy
f(y, ǫ)
(1− y)1+2ǫ . (20.15)
f(y, ǫ) is finite for the whole integration domain, but due to 1
(1−y)1+2ǫ the integrand is divergent for
y → 1 if ǫ > −1
2
. The integral is finite for ǫ < 0. One only needs regularization for y → 1 and can
simplify the calculation by setting ǫ = 0 for the rest of the integration domain. For doing this one
can split the integral as follows:
I =
∫ 1
r
dy
f(y, ǫ)− f(1, ǫ)
(1− y)1+2ǫ +
∫ 1
r
f(1, ǫ)
(1− y)1+2ǫ . (20.16)
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The second integral can be done easily for a general ǫ and the first is now finite for ǫ = 0. Therefore,
we only need to compute:
I =
∫ 1
r
dy
f(y, 0)− f(1, 0)
1− y +
∫ 1
r
f(1, ǫ)
(1− y)1+2ǫ +O(ǫ). (20.17)
This is significantly simpler than the full computation for a general ǫ. Finally we obtain:∫
1
(1− y)2 dLIPS3(q) =
F3
[
− 1
ǫIR
2β
1− β2 +
−4β + 12β log(1− w) + (4− 6β + 2β2) log(w)
1− β2
]
, (20.18)
where β =
√
1− 4m
q2
and w = 1−β
1+β
.
∫
1
(1−x)(1−y) dLIPS3(q)
I ≡
∫
1
(1− x)(1 − y) dLIPS3(q)
=F3
∫ 1
r
dy
∫ z+
z−
dz
1
(−1 + y + z)(1 − y)
[
4
r2
(1− x)(1− y)(1− z)− z2
]−ǫ
(20.19)
The expression that one obtains after doing the z integration looks more complicated than (20.14),
but it is again of the form (20.15). Rewriting the expression as in (20.17) simplifies the calculation
significantly:∫ 1
r
dy
f(y, 0)− f(1, 0)
1− y =F3
∫ 1
r
dy
1
1− y [2 log(1− β)− 2 log(1 + β)
− log
(
2− y −
√
−1 + y2 + β2
)
− log
(
y −
√
−1 + y2 + β2
)
+ log
(
2− y +
√
−1 + y2 + β2
)
+ log
(
y +
√
−1 + y2 + β2
)]
=F3
[
−π
2
2
− log(w)
2
2
+ 4 log(1−√w) + 2 log(w) log(1 + w)
+4Li2(w) + 2Li2(−w)] (20.20)
and ∫ 1
r
f(1, ǫ)
(1− y)1+2ǫ =F3
[
log(w)
ǫ
− π
2
6
+ log(w)2 − 4 log(1−√w) log(w)
+2 log(w) log(1 + w) + 2Li2(w) + 2Li2(−w)] +O(ǫ) (20.21)
In the final result the log(1−√w) log(w) terms cancel:∫
1
(1− x)(1 − y) dLIPS3(q) =F3
[
log(w)
ǫIR
− 2π
2
3
+ log(w)2 + 4 log(w) log(1 + w)
+6Li2(w) + 4Li2(−w)] . (20.22)
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∫
1
(1−y) dLIPS3(q)
The remaining two integrals that we encounter in section 4 are much easier as they contain no
divergences and can thus be carried out in d = 4 dimensions.∫
1
1− y dLIPS3(q) =F3
∫ 1
r
dy
∫ z+
z−
dz
1
1− y
=F3
[
−β − log(w)
2
− β
2
2
log(w)
]
. (20.23)
∫
dLIPS3(q)
The last integral is simply the phase space volume:∫
dLIPS3(q) =F3
∫ 1
r
dy
∫ z+
z−
dz
=F3
[
3β − β3
4
+
3 log(w)
8
− 2β
2 + β4
8
log(w)
]
. (20.24)
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Abstract
We study the cross section for stop-antistop pair production in the electron-positron collision close
to threshold for unstable squarks. Scales appearing in this process are the mass of the stop m, their
3-momentum ∼ mv and their kinetic energy ∼ mv2, where v is the relative velocity of the squarks in
the center of mass frame. Close to production threshold (v ≪ 1) we need to resum terms ∼ (αs/v)n
as well as large logarithms of ratios of the physical scales in quantum corrections to the cross section.
To achieve this we employ the scalar version of the effective field theory framework vNRQCD. The
finite width Γt˜1 , which we count as O(mv
2), is an additional scale in the problem. Stop instability
effects generate divergences in the phase space integrals and to deal with these in the effective theory
kinematic cuts on the final states are introduced. Phase space divergences already enter at leading
order and also background diagrams are substantially more important than for top-antitop pair
production.
Zusammenfassung
Wir studieren die Stop-Antistop Paarproduktion in Elektron-Positron Kollissionen, wenn die invari-
ante Masse des Eingangszustandes in der Na¨he der Schwellenenergie liegt. Mit v bezeichnen wir
die Relativgeschwindigkeit der Squarks im Schwerpunktsystem. Die Masse der Stop Teilchen m,
ihr ra¨umlicher Impuls p ∼ mv und ihre kinetische Energie ∼ mv2 sind Skalen welche in diesem
Problem auftreten. Bei der Berechnung des Wirkungsquerschnittes in der Na¨he der Produktionss-
chwelle (v ≪ 1) mu¨ssen Terme der Form ∼ (αs/v)n sowie große Logarithmen von Quotienten der drei
oben erwa¨hnten Skalen resummiert werden. Um das zu erreichen wenden wir die Effektive Quan-
tenfeldtheorie vNRQCD an. Die Zerfallsbreite der Stops Γt˜1 stellt eine zusa¨tzliche Skala dar, welche
wir als O(mv2) za¨hlen. Aufgrund der Instabilita¨t des Stops kommt es in der effektiven Theorie zu
Phasenraumdivergenzen, welche durch das Einfu¨hren von Phasenraumcuts auf die Zerfallsprodukte
der Stops vermieden werden ko¨nnen. A¨hnliche Effekte treten auch bei der Top-Antitop Paarpro-
duktion auf. Bei der Stop-Antistop Paarproduktion treten Phasenraumdivergenzen allerding bereits
auf fu¨hrender Ordnung auf. Auch der Beitrag von Hintergrunddiagrammen ist relativ zur fu¨hrenden
Ordnung gesehen gro¨ßer als im Falle der Top-Antitop Paarproduktion.
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