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Abstract 
To solve the nonlinear filtering problem in the Bearings-Only Tracking (BOT), an improved particle filter with fine 
resampling is proposed, called as PF-FR (Particle Filter with Fine Resampling). By introducing distance-comparing 
process and generating new particle based on optimized combination scheme, PF-FR filter performs better than 
generic PF-SIR filter both in terms of effectiveness and diversity of the particle system, hence, evidently enhancing 
tracking accuracy in bearings-only tracking problem. Simulations indicate that the proposed PF-FR algorithm is 
effective.  
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
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1. Introduction 
Bearings-only tracking[1], as an important and difficult nonlinear problem, has been researched widely 
in the field of passive target tracking of single station. Many classic nonlinear filtering methods such as 
EKF and UKF have been used in BOT tracking problem in the nonlinear models. The EKF is based upon 
the principle of linearizing the measurement and evolution models using Taylor series expansions. 
However, in the strong nonlinear models, the series approximations in the EKF algorithm may lead to 
poor representations of the nonlinear functions and probability distribution of interest. As a result, the 
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filter may diverge. UKF is another popular nonlinear filtering method, having better accuracy based on 
unscented transformation (UT). However, for general systems without limitation of model features and 
noise distribution, particle filters are become a type of powerful tool in dealing with the nonlinear/non-
Gaussian filtering problems. 
Particle lter (PF) [2-4] is based on Monte Carlo random sampling, not restricted by assumptions of 
linearity or Gaussian noise; it may be applied to any state transition or measurement model. Its 
accomplishment is as follows: the samples of particle filter are updated and propagated by implementing 
sequential importance sampling (SIS) process recursively as new measurement information becomes 
available. As the number of samples becomes very large and approaches infinity, SIS particle filter 
approximates the optimal Bayesian estimate. However, particle degeneracy phenomenon and sample 
impoverishment are unavoidable [4]. To solve the problems, many improved PF algorithms on resampling 
have been proposed in the past years [5-7]. 
To enhance the tracking accuracy in nonlinear filtering, the key point in particle filter is to maintain the 
diversity of particle system. Therefore, in this paper, an improved particle filter based on fine resampling 
is proposed for general case. By analyzing the defects in resampling process of generic PF-SIR filter, two 
fine resampling procedures, distance-comparing process and optimized combination scheme, were 
introduced, as a result, PF-FR (Particle Filters with Fine Resampling) filter was presented. By adopting 
distance-comparing process, the particles with moderate weights are correctly reserved after each 
resampling iteration, which is helpful to keep the effectiveness of particles in expressing the posterior 
PDF. Besides that, in order to reduce duplicating excessively and maintain the diversity of particles, the 
particles with very high importance weights are treated as the root particles to generate new particles from 
themselves based on optimized combination scheme. As a consequence, the resampled particles can 
include more state information of the adjacent particles to express the posterior PDF of the state better. 
The simulations prove that PF-FR algorithm can effectively avoid sample impoverishment and solve 
particle degeneracy problem simultaneously, thereby enhance tracking accuracy remarkably. 
The rest of the paper is organized as follows: Section 2 firstly gives modeling description of nonlinear 
system and then reviews generic PF-SIR algorithm, analyzing the defects in its resampling process. 
Section 3 presents the principle and realization of the proposed PF-FR algorithm. Finally, simulative 
results are shown in Section 4.  
2. Theory of Particle Filter 
2.1.  Modeling description 
Consider the ltering problem in the following nonlinear discrete-time system. The state space model 
is given by equation (1): 
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where : n m nkf × →R R R  is a possibly nonlinear function as state transition function of the system, 
: n r pkh × →R R R  is the system measurement function, 1 mkv − ∈R  is an i.i.d process noise sequence 
whose known distribution is independent of time. At each discrete time point k , pkz ∈R  denotes the 
system measure output, related to the state vector nkx ∈R  by measurement model, and rkn ∈R  is 
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another i.i.d measurement noise sequence whose known distribution is independent of both the process 
noise and time.  
2.2. Generic PF-SIR algorithm 
Sequential Importance Sampling (SIS) forms the basis for generic particle filter. The key idea is to 
represent the required posterior density function by a set of random samples with associated weights and 
to compute estimates based on these samples and weights. 
Particle filter is based on Monte Carlo approximation, representing the posterior probability densities 
of state by the particle system. The posterior probability can be expressed by: 
1:
1
( | ) ( )
N
i i
k k k k k
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≈ −∑ %                              (2) 
As the number of particles approaches infinity, particle filter approximates the optimal Bayesian 
estimate[8]. However, Doucet had proved that particle degeneracy phenomenon is unavoidable, which  
may bring on inefficacious expression for the posterior PDF of the state and results in the situation that a 
large computational effort is devoted to updating particles whose contribution to the approximation of 
)|( :1 kk zxp  is almost zero. 
To solve the particle degeneracy phenomenon, resampling is introduced, and thus generic PF-SIR 
particle filter is based on SIS and SIR[1]. However, over resampling quickly results in the consequential 
sample impoverishment problem. In the next section, a detailed analysis on resampling process is 
presented. 
2.3. Analysis on resampling process 
Here we use a vivid illustration to explain the resampling process as shown in Fig. 1: 
 
 
 
 
 
 
 
 
Fig. 1. A vivid illustration of resampling process; Fig. 2. Resampling results of the drawn particles 
 
In Fig. 1, Niiw 1}{ =  represent the normalized importance weights of the particles, the bigger circle 
denotes the bigger weight, N  is the total numbers of the particles. The CDF Niic 1}{ =  are constructed by 
the cumulative sum of  Niiw 1}{ = , and 1},2,1,{ 1 ≤=<− Nicc ii L . Njju 1}{ =  is a random number sequence 
uniformly distributed in the interval )1,0[ . The resampling process is realized by the following procedure: 
• Simulate standard uniform random numbers )1,0[~ Uu j ; 
• Assign particle ikx  the new index j  by the comparison: 
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where k  is the current discrete time. The formula ikik
j
k wxxp == )(
*  should be satisfied, where 
*j
kx  
represents the output particle after resampling. 
Fig. 2 presents the resample result, which is clearly disaccord with the principle of resampling. Firstly, 
the particle with bigger weight, such as 3kx , is roughly eliminated, while the ones with smaller weights 
are reserved, such as 2kx  and 
4
kx . That is to say, computational efforts are devoted to updating particles 
whose contribution to the approximation of )|( :1 kk zxp  is almost null instead of the particle whose weight 
is higher in comparison. Secondly, the particle with very high weight, such as 6kx , is repeatedly 
duplicated for three times. Such phenomenon is very common in practical situation, which results in loss 
of the diversity of the particle system so that the posterior PDF can’t be expressed effectively. 
As a consequence, some improvement should be done to overcome the pointed defects and enhance 
the performance in resampling of generic PF-SIR filter. 
3. PF-FR algorithm 
The principle of PF-FR algorithm is to maintain the diversity as while as keeping the effectiveness of 
particles. The PF-FR algorithm supplements and optimizes generic PF-SIR filter by fine resampling based 
on distance-comparing process and optimized combination scheme.  
A. Distance-comparing process 
Distance-comparing process between the CDF and random numbers is introduced to ensure the 
particle with moderate weights reserved, defining the distance comparison by: 
1−−⋅<− iiij cccu δ , Ni ,,2,1 L=                                                                                        (3) 
where ic  denotes the reached CDF value of the particle 
i
kx , ju  is the nearest random number close to 
ic . δ  is a factor related to the fixed distance between adjacent random numbers, satisfying 1<δ . By 
adjusting the value of δ  around N1 according to practical situation as long as 1<δ  is satisfied. 
Distance-comparing process aims to reserve the particles with moderate weights whose contribution to 
the approximation of )|( :1 kk zxp  should not be ignored.  
B. Generating new particles based on optimized combination 
In order to avoid particle copying excessively, the particle with very high importance weight is 
regarded as a root particle in the PF-FR algorithm. Against duplicating itself repeatedly as did in generic 
resampling, optimized combination scheme is adopted to generate new particles from every root particle 
in terms of its copy times.  
Use },{ ii nx  to represent root particle system, where  in  denotes the copy times of the root particle ix . 
The optimized combination formula can be defined by: 
                   i
adj
iii
m
i nmxxx ,,2,1, L=⋅+= μ                                                                                         (4) 
where }{ mix  represents new-born particle system generated by the root particle ix , }{
adj
ix  denotes the 
adjacent particle system close to ix . In the event that in  is odd ( 12 += nni ), }{ adjix  is compose of n2  
adjacent particles near to ix , otherwise if in  is even ( nni 2= ), }{ adjix  contains )22( −n  adjacent 
particles. }{ adjix  and }{
m
ix  are both symmetrically distributed in the two sides of the root particle 
according as the origin index of ix . The total number of generated new particles based equation (4) is 
equal to the copy times in  of ix . 
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To measure the corresponding contribution of each particle among }{ adjix  to ix , we define a 
parameter iμ  and setting adjii w⋅= )/1( αμ , where adjiw  represents the importance weight of a certain 
adjacent particle, α  denotes the accordingly interval number from the certain adjacent particle to the root 
particle. By the factor iμ , the weighted contribution and interval influence of different adjacent particle 
to the root particle ix  are both taken into consideration. For clarity, the detailed procedure of generating 
new particles based on optimized combination scheme is provided in Algorithm 1. 
Algorithm 1.  Optimized Combination Procedure 
Step 1. Construct the root particle system by drawing from the origin particle system, getting the 
Ν),1[,,,2,1},,{ ⊂∈= Nrrinx ii L , where r  is the total number of all root particles, N  is the total 
number of all particles, meeting Nn
r
i
i <∑
=1
; 
Step 2. Generate new particles for each root particle ix  based on optimized combination formula as 
equation (4); 
Step 3. Finally, output optimized particle system }{ mix  to the origin index of ix , and update the 
importance weights. 
4. Simulations 
Bearings-only tracking (BOT) model in classic paper [1] is chosen to evaluate the effectiveness of the 
proposed PF-FR algorithm. The system model can be defined as: 
 
 
                                                                                                                                                                      (5) 
Where T( , , , )k kx x y y= & &x , x , y  and x& , y&  is location and velocity of object in x  and y  direction, 
respectively. The system noise kw and measurement noise kv are both a zero mean Gaussian white noise, 
being independent of each other, 2 2~ (0, I )k wσNw , 2~ (0, )k vv σN , 0.001wσ = , 0.005vσ = . The 
initial state is T0 ( 0.05, 0.001, 0.7, 0.055)= − −x . 
Set total time step 24T s= , particle number 500N = , the tracking RMSE error is defined as: 
2
1
1 ˆ( )
T
k k
k
RMSE x x
T =
= −∑ . Fig. 3 and Fig. 4 shows the RMSE error of location in x  and y  direction 
in one Monte Carlo run, respectively. It can be found that PF-FR has better tracking accuracy than that of 
PF and can converge more quickly. Table 1 gives the mean of RMSE of each state variable in 100 Monte 
Carlo runs with random initialization.  
Table 1. RMSE mean in 100 Monte Carlo runs 
Filtering algorithm x  x&  y  y&  Average Time(s)
EKF 1.04870 0.13508 2.29495 0.24517 0.13358 
UKF 0.54258 0.11560 1.07872 0.12336 0.48293 
PF 0.10586 0.00723 0.87633 0.01897 0.79267 
PF-FR 0.07263 0.00591 0.75224 0.01225 0.82330 
It shows from Table 1 that the PF-FR algorithm can reduce the tracking error remarkably while the 
average time is only a little longer. The reason is that the diversity of particles is maintained effectively 
by fine resampling. 
1
arctan( / ) 1, 2, ,
k k k
k k k kz y x v k T
− Γ= φ +
= + = L
x x w
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Table 2 shows effective particle size (EPS) effNˆ  at the last time step of PF and PF-FR, respectively. 
We can compute that the EPS mean of PF is less than that of PF-FR about 37.15%, which proves that PF-
FR performs better than PF in solving particle degeneracy problem. 
Table 2. Effective particle size of PF and PF-FR 
Effective particle size 1 2 3 4 5 6 7 8 9 10 
PF 48 52 46 50 53 49 47 51 52 50 
PF-FR 66 70 65 69 72 64 66 68 73 70 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Tracking RMSE error in x location;                                                     Fig. 4. Tracking RMSE error in y location 
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