Window-based matching such as normalized cross-correlation (NCC) can reliably estimate depth even when the constant brightness assumption is violated in stereo due to imaging noise or different camera gains. However, fixed window methods tend to have poor performance at depth discontinuities and in low-texture regions. In this paper, we describes a novel learning-based algorithm, for stereo matching. The algorithm is based on the observation that the matching behavior of each expert is determined by the image texture and the underlying scene structure. In the proposed approach, the behaviors of multiple experts are first learned from ground truth using a simple histogrambased method and the likelihood under each expert is then combined probabilistically into a global MAP-MRF depth estimation framework. Since the resultant likelihood is a function of both stereo image and scene depth in a large neighboring area, we present an iterative Metropolis-Hastings algorithm for the MAP estimation that alternates between predicting expert behaviors and updating the disparity map. The experimental results show that our algorithm is comparable with state-of-the-art methods when the stereo images have identical intensity level but outperforms them when the intensities vary.
Introduction
Stereo matching has been extensively studied in the computer vision community for more than three decades. Main challenges in stereo computation stem from the ambiguous or erroneous correspondences caused by the aperture effect, repetitive textures, occlusion, and scene appearance changes. Due to the intrinsic ill-posed property of stereo vision, methods have been proposed to solve these problems by improving the local matching function or by applying sophisticated optimization schemes to minimize energy functions in a global sense. A detailed taxonomy of stereo algorithms can be found in [8] .
The main problem of local method is to determine the optimal size, shape, and weight distribution of aggregation support for each pixel inside the support window. An ideal support region should be large enough in textureless regions but be small across the depth boundary. Several stereo algorithms in this category include the adaptive windows matching [5] [11] , variable window methods [10] and non-linear diffusion [7] . Most global methods model the stereo problem using Bayesian models. There are two main categories of global method: dynamic programming-based or Markov Random Field (MRF)-based. Dynamic programming methods [4] [2] are based on the assumption of "uniqueness constraint" and "ordering constraint" and the matching problem is formulated as a path-finding problem in the Disparity Space Image (DSI). Markov Random Field (MRF) theory provides a effective way for modeling contextual constraints. Two recent successful stereo algorithms, graph cut [3] and belief propagation [9] , are both based on MRF model.
Inspired by recent research on learning Markov random field (MRF) priors [6] , we proposed a method in this paper to learn the matching behaviors of local methods and combine them probabilistically in a global optimization framework.
Motivation
Most state-of-the-art stereo methods compute the likelihood using single pixel cost based on the assumption that the corresponding pixels in the two images should have identical intensity. However, this assumption is violated when intensity changes. To show this, we use the Tsukuba image pair from [1] and slightly change the intensity of the right image. Then, we apply the belief propagation algorithm to compute depth and the result is shown in Fig. 1 . As a comparison, we also compute the depth map by using 9 × 9 normalized cross correlation (NCC). It can be seen from Figure 1 , NCC gives much better results in this case. Another example is shown in Fig. 2 to compare graph cut and NCC. The stereo pair is taken from CMU VASC image database and the original left and right images have different intensity levels. Again, NCC outperforms graph cut.
Window-based methods such as the normalized cross correlation (NCC) aggregate support in local image regions and are robust against intensity changes. However, windowbased methods suffer from the well-known limitations of poor performance at depth discontinuities and in low-texture regions. On the other hand, single pixel matching can be used to produce accurate depth boundaries but fails when the image intensity levels vary in the two views. The question is how to overcome both problems so that we can deal with the situation of intensity changes while at the same time preserve the depth discontinuities and produce accurate results in textureless regions.
In this paper, we propose a novel learning-based approach to learn the matching behavior of local methods and integrate the learned knowledge into a global probabilistic framework to estimate the depth. We consider normalized cross-correlation methods with different window sizes and matching centers in this paper due to its robustness against image intensity changes. Each NCC is called an expert in the algorithm. In the current work, we limit the expert shape to be rectangular window with 4 scales (3 × 3, 5 × 5, 7 × 7 and 9 × 9) and 9 matching centers . Therefore, there are total of 36 experts and each expert makes local decision based on which disparity level the maximum matching score is obtained (winner-takes-all). The proposed method is based on the observation that the matching behavior of a particular expert, such as the centered 7 × 7 normalized cross-correlation, is determined by both the image texture and the underline scene structure. Using the fattening effect as an example, this refers to the phenomenon that foreground objects appear to be bigger in the depth map. Whether this type of error occurs is determined by how far a pixel is from a close-by foreground object, how large the matching window is, and how strong the background texture is. In other words, the behavior of an expert is a function of the texture and the scene structure. This observation is also true for other matching errors caused by low texture strength, aperture effect, or occlusions. To illustrate this observation, we plot the disparity error probability as a function of the distance to nearest foreground object and the texture strength using ground truth depth map, as shown in Fig. 3 (a)(b). Both the distance to foreground objects and the texture strength are quantized to discrete levels. We can see from Fig. 3 that the disparity error probability is high when the pixel is very close to a foreground object or the texture strength is very low Fig. We also observed that some experts have better matching performance than others depending on the texture and scene configuration. As an illustration, we again use the Tsukuba image and apply the 36 experts to estimate the depth. We compute the probability of estimating true depth for all the experts in three regions: textured foreground, textureless foreground, and textured background close to the foreground. The results are plotted in Fig. 3(c)(d) . It can be seen that the behaviors of the experts are very similar for the first two regions in Fig. 3(c) : high probability of computing correct depth in textured foreground and low probability in textureless area. However, for the third region in Fig. 3(d) , some experts are more likely to estimate the true depth than others because they use left-sided or right-sided correlation window to avoid including the foreground pixels into the matching cost aggregation.
Representing and Learning Expert Behaviors

Representation
To learn the behaviors of experts, we need to describe them first. For standard normalized cross-correlation matching, we observe that besides the correct matching results, there are fattening effects for the background pixels close to the depth boundary and matching ambiguities in low-texture regions. In the approach, we define the behaviors of the expert as whether the window-based matching leads to the true depth T, the nearby foreground depth FG, or other wrong depth B and we use an indicator variable l to denote this value at each pixel, i.e., l ∈ {T, FG, B}. As discussed, the expert behavior is a function of both image textures and the scene structures. We represent this function as conditional distribution, which is denoted as P k (l i |D, I). Here, I is the reference image, D is the true depth and k is the expert index. Representing the expert behaviors is equivalent to learn this conditional distribution. Once this distribution is available, it can be used to interpret the raw matching scores given the disparity estimation. To do that, we define a new weighted likelihood function using the learned distribution as weights. More specifically, suppose the correlation score under expert k is C k i, j for each pixel i at disparity level j. Conditioned on the behavior indicator l i , the combined new likelihood for expert k becomes:
where
) is the conditional probability of C k i , the correlation score vector at position i. P(C k i |l, D, I) is approximated in this paper as: respectively. The normalization is necessary especially in flat area, where the raw correlation score is usually very high for all the disparity level. Finally, P k (l i = T|D, I), P k (l i = FG|D, I) and P k (l i = B|D, I) are the weighting probabilities that can be retrieved from the learned distributions. When we have multiple experts, we could combine them by taking the product of the likelihood of individual expert defined in Eq.(1):
The conditional distribution P k (l i |D, I) is high dimensional because the matching scores and therefore the variables l i is affected by neighboring image pixels and 3D scene structures. For example, for a 9 × 9 matching window, the fattening effect can reach at least 4 to 5 pixels away from a depth boundary. Therefore l i can be affected by scene structure in a 9 × 9 window around it. When the size of the matching window increases, this influence region also grows. Direct learning of this high dimensional distribution is impractical. In this paper, we approximate this distribution by extracting a small set of local image and structure attributes and replacing the original image I and depth map D with these attributes. The image and structure attributes should be descriptive in the sense that all the factors that influence the window-based matching are included. Meanwhile, the attribute set should also be compact enough to avoid overfitting. Currently, we choose the following attributes as the conditional variables for l i . They are horizontal texture strength {T i s } 3 i=1 at three scales: 3 × 3, 7 × 7 and 11 × 11, the distance F d and the orientation F o of the displacement vector to the nearest foreground object. Using these attributes, the conditional distribution P k (l i |D, I) can be approximated as:
Learning
is not trivial since we do not know if the true distributions are Gaussian, Poisson or multimodal. In our approach, we use histograms as the basis for probabilistic representation. Histograms are flexible non-parametric methods and have the advantages that probabilities can be retrieved by a table look-up. Estimation of a histogram is also simple: we count how often each attribute value occurs in the training data. To learn the conditional probability
, we quantize the texture and structure attributes to discrete levels and represent the joint probability distributions of all the attributes as multi-dimensional histograms. We use the data set from [1] as examples and each training instance consists of stereo image pair (I t , J t ), the depth map D t k computed from (I t , J t ) using NCC and the ground truth depth map D t . The learning procedure is as follows:
• Step 1: For each pixel i, compare the ground truth depth map D t with D t k to determine if the matching leads to correct depth, nearby foreground depth or an outlier, the comparison result is l i .
• Step 2: Compute texture attributes {T i s } 3 i=1 from I t and scene structure attributes F d,i , F o,i from ground truth depth map D t and quantize them to finite levels.
• Step 3: Depending on l i , increase one of the following histograms by one
Step 4: normalize each histogram so that the sum of the bins equal to one to make it a probability distribution 4 A Probabilistic Stereo Model
Stereo as a MAP-MRF problem
We formulate the stereo matching as a MAP problem: given an image pair I and J, we seek to estimate D by maximizing the joint posterior
P(D|I, J) = P(I, J|D)P(D) P(I, J) ∝ P(I, J|D)P(D)
Now we need to define the likelihood P(I, J|D) and prior P(D). Most global methods define P(I, J|D) using single pixel dissimilarity, which have problems for noisy images and in flat area. Our likelihood function, however, fuses the raw NCC matching score from all the expert probabilistically based on the learned behaviors. Given the image observations (I, J), we compute the NCC matching cost for each expert from (I, J) and denote the raw NCC matching cost as C = {C k , k = 1, ...K}. Our likelihood function is conditioned on both the structure D and the texture I:
Where
The prior term encodes smoothness of disparity field D. Let N(i) be the neighbors of the pixel i and S = {i, j|i < j, j ∈ N(i)} be the set of all adjacent pixel pairs. The Markov property asserts that the conditional probability of a site in the field depends only on its neighboring sites. By assuming homogeneous MRFs, the Gibbs distribution for the prior can be written as
To achieve discontinuity-preserving property, line process is integrated into the formulation using the same robust function used in [9] . More specifically, By combining the likelihood (4.1) and prior (3.1), the depth map D can be estimated in a maximum a posterior (MAP) way as:
Eq. (11) is similar to the MRF formulation previously proposed in [3] and [9] . However, it should be noticed that the likelihood function needs to be computed using neighboring depth values. This is equivalent to estimating a higher order MRF depicted in Fig. 4 .
Optimization
It is difficult to optimize a high-order MRF here due to the likelihood function. We apply the Metropolis-Hastings sampling algorithm, which is an example of Markov Chain Monte Carlo (MCMC) method in the optimization. Using Metropolis-Hastings algorithm, a proposal move from current depth solution D to a new solution D is accepted with the probability (12) controls the speed of the cooling process and decreases according to T (t) = κT (t−) , where κ is a constant between 0.8 and 0.99. Before starting the algorithm, we keep a set of possible depth labels for each pixel i using the winner-take-all output of all the experts. We denote it as η(i). For each pixel i, we define the proposal move either takes a value in η(i) or changes the depth to one of its neighboring pixels
To evaluate the acceptance probability, we need to be able to compute the posterior probability ratio P(D |I, J)/P(D|I, J) and proposal probability ratio
. By changing the depth of a single pixel, the likelihood values of pixels in a large neighborhood are affected and need to be recomputed. The smoothness term is also changed due to the flip of the pixel. Thus, the computation of the posterior probability ratio can be simplified because only the ratio between the likelihood values and the priors are needed in Eq. 12. To compute this ratio, the likelihood values of the affected pixels in a neighborhood around current pixel i are computed for configurations D and D . More specifically, the posterior ratio is calculated as
where A i defines the set of pixels whose likelihood values are affected by the depth change at pixel i.
Experimental Results
We first test the proposed algorithm using new Middlebury benchmark images [1] . A leave-one-out strategy is adopted in the training and testing process to avoid using the same images in training and testing. Fig. 5 shows depth maps estimated using our method and the corresponding ground truth depth maps. It can be observed that the fattening effect around the foreground objects such as the lamp has been suppressed in our results and correct depth is computed in the textureless areas. Next, we compare our method with belief propagation (BP) and graph cut (GC). It should be noted that most state-ofthe-art stereo methods like BP and GC use single pixel matching cost in their likelihood functions, which result in lower error rates for Middlebury benchmarks. However, in real applications, the quality of stereo image pairs are not as good as Middebury images due to intensity changes, as mentioned in section 2. In this case, computing the likelihood using window-based matching will be more reliable. The proposed method, starting from a NCC depth map with errors, can gradually suppress the those matching errors using the learned behaviors of NCC. To validate this, we run BP and GC algorithms with the likelihood function computed using 7 × 7 correlation window. The results for "Tsukuba" and "Venus" are shown in Fig. 6 and the quantitative comparisons are shown in Table  1 . We can see that the proposed method has the lowest error rates, especially in the discontinuity regions. Finally, we apply the proposed algorithm to a face stereo image pair with one of them darker than the other and compare the results with NCC-based BP and GC. As shown in Fig. 7 , our method has better results than BP and GC. 
Conclusion
In this paper, we present a learning-based method for stereo matching. Our approach combines the advantages of both local methods and global methods. Preliminary results show that this approach is very promising. However, several issues need to be further studied. Among them, the first question is what are the other texture and structure attributes that can be used to learn the behaviors of the experts. Several promising features include thin structures, depth gaps, surface curvatures and orientations. In addition, how to select distinctive features from a feature pool such that the expert behaviors can be best discriminated under different image/scene configuration would also be an interesting research topic. Finally, we are interested in improving current algorithm by using more efficient optimization method. 
