Significance Statement {#s1}
======================

In this work, we tested spatial heterogeneity for the recognition of personally familiar faces. We found retinotopic biases that varied more across locations for low as compared to highly familiar faces. The retinotopic biases were idiosyncratic and stable within participants. Our data suggest that, like face gender and age, face identity is processed by independent populations of neurons monitoring restricted spatial regions and that recognition may vary for the same face at these different locations. Unlike previous findings, our data and computational simulation address the effects of learning and show how increased familiarity modifies the representation of face identity in face-responsive cortical areas. This new perspective has broader implications for understanding how learning optimizes visual processes for socially salient stimuli.

Introduction {#s2}
============

We spend most of our days interacting with acquaintances, family, and close friends. Because of these repeated and protracted interactions, the representation of personally familiar faces is rich and complex, as reflected by stronger and more widespread neural activation in the distributed face processing network, as compared to responses to unfamiliar faces ([@B27]; [@B67]; [@B24]; [@B55]; [@B8]; [@B66]; [@B58]; [@B73]). Differences in representations are also reflected in faster detection and more robust recognition of familiar faces ([@B11]; [@B25]; [@B59]; [@B71]; [@B32]; [@B74]).

The advantage for familiar faces could originate at different stages of the face processing system. The classic psychological model by [@B10] posits that recognition of familiar faces occurs when the structural encoding of a perceived face matches stored representations ([@B10]). In this model, the stored representations of familiar faces consist of "an interlinked set of expression-independent structural codes for distinct head angles, with some codes reflecting the global configuration at each angle and others representing particular distinctive features" ([@B10], p 309). Behavioral evidence supports the hypothesis that local features are processed differentially for personally familiar faces. For example, in a study of perception of gaze direction and head angle, changes in eye gaze were detected around 100 ms faster in familiar than in unfamiliar faces ([@B71]). In another study, the advantage for personally familiar faces was maintained after face inversion, a manipulation that is generally thought to reduce holistic processing in favor of local processing ([@B74]).

Taken together, these results suggest that optimized processing of personally familiar faces could rely on local features. This could be sufficient to initially drive a differential response to personally familiar faces. In a study measuring saccadic reaction time, correct and reliable saccades to familiar faces were recorded as fast as 180 ms when unfamiliar faces were distractors ([@B71]). In an EEG study using multivariate analyses, significant decoding of familiarity could be detected at around 140 ms from stimulus onset ([@B5]). At such short latencies, it is unlikely that a viewpoint-invariant representation of an individual face's identity drives these differential responses. To account for facilitated, rapid detection of familiarity, we have previously hypothesized that personally familiar faces may be recognized quickly based on diagnostic, idiosyncratic features, which become highly learned through extensive personal interactions ([@B71]; [@B74]). Detection of these features may occur early in the face-processing system, allowing an initial, fast differential processing for personally familiar faces.

Processes occurring at early stages of the visual system can show idiosyncratic retinotopic biases ([@B29]). [@B1] reported retinotopic biases for perceiving face gender and age that varied depending on stimulus location in the visual field and were specific to each subject. These results suggest that diagnostic facial features for gender and age are encoded in visual areas with limited position invariance. Neuroimaging studies have shown that face-processing areas such as OFA, pFus, and mFus have spatially restricted population receptive fields (pRFs) that could result in retinotopic differences ([@B43]; [@B65]; [@B31]). In addition, local facial features activate the OFA (and the putative monkey homolog PL; [@B40]): responses to face parts are stronger when they are presented in typical locations ([@B16]), and population activity in the OFA codes the position and relationship between face parts ([@B36]).

Here, we hypothesized that detectors of diagnostic visual features that play a role in identification of familiar faces may also show idiosyncratic retinotopic biases and that these biases may be tuned by repeated interactions with personally familiar faces. Such biases may affect recognition of the identities presented in different parts of the visual field and may be modulated by the familiarity of those identities. We tested this hypothesis by presenting participants with morphed stimuli of personally familiar individuals that were briefly shown at different retinal locations. In two separate experiments we found that participants showed idiosyncratic biases for specific identities in different visual field locations, and these biases were stable on retesting after weeks. Importantly, the range of the retinal biases was inversely correlated with the reported familiarity of each target identity, suggesting that prolonged personal interactions with the target individuals reduced retinal biases.

We hypothesized that these biases could arise because neurons in face-processing areas have restricted receptive fields centered around the fovea ([@B1]; [@B43]; [@B65]), resulting in an incomplete coverage of the visual field. Thus, identifying a particular face at different peripheral locations would rely on independent populations tuned to that face that cover a limited portion of the visual field biased toward the foveal region, leading to variations in identification across locations. To test this mechanism, we created a computational simulation in which increased familiarity with a specific identity resulted in changes of neural properties of the units responsive to that particular face. By either increasing the number of units responsive to a face or by increasing the receptive field size of those units, this simple learning mechanism accounted for the reduced biases reported in the two experiments, providing testable hypotheses for future work.

These findings support the hypothesis that asymmetries in the processing of personally familiar faces can arise at stages of the face-processing system where there is reduced position invariance and where local features are being processed, such as in OFA or perhaps even earlier. Our behavioral results show that prolonged, personal interactions can modify the neural representation of faces at this early level of processing, and our computational simulation provides a simple account of how this learning process can be implemented at the neural level.

Materials and Methods {#s3}
=====================

Stimuli {#s3A}
-------

Pictures of the faces of individuals who were personally familiar to the participants (graduate students in the same department) were taken in a photo studio room with the same lighting condition and the same camera. Images of two individuals were used for experiment 1, and images of three individuals were used for experiment 2. All individuals portrayed in the stimuli signed written informed consent for the use of their pictures for research and in publications.

The images were converted to grayscale, resized and centered so that the eyes were aligned in the same position for the three identities, and the background was manually removed. These operations were performed using ImageMagick and Adobe Photoshop CS4. The resulting images were matched in luminance (average pixel intensity) using the SHINE toolbox (function *lumMatch*; [@B77]) after applying an oval mask, so that only pixels belonging to the face were modified. The luminance-matched images were then used to create morph continua (between two identities in experiment 1; and among three identities in experiment 2) using Abrosoft Fantamorph (v. 5.4.7) with seven percentages of morphing: 0, 17, 33, 50, 67, 83, and 100.

Experiment 1 {#s3B}
------------

### Paradigm {#s3B1}

The experimental paradigm was similar to that by [@B1]. In every trial, participants would see a briefly flashed image in one of eight locations at the periphery of their visual field ([Fig. 1](#F1){ref-type="fig"}). Each image was shown for 50 ms at a distance of 7° of visual angle from the fixation point, and subtended ∼4° × 4° of visual angle. The images could appear in one of eight locations evenly spaced by 45 angular degrees around fixation. For experiment 1, only the morph *ab* was used ([Fig. 1](#F1){ref-type="fig"}). Participants were required to maintain fixation on a central red dot subtending ∼1° of visual angle.

![Experimental paradigm. The left panel shows the experimental paradigm, while the right panel shows the locations used in experiment 1 (eight locations, top panel) and in experiment 2 (four locations, bottom panel).](enu0051827410001){#F1}

After the image disappeared, participants reported which identity they saw using the left (identity *a*) and right (identity *b*) arrow keys. There was no time limit for responding, and participants were asked to be as accurate as possible. After responding, participants had to press the spacebar key to continue to the next trial.

Participants performed five blocks containing 112 trials each, for a total of 560 trials. In each block, all the images appeared twice for every angular location (eight angular locations × seven morph percentages × 2 = 112). This provided ten data points for each percentage morphing at each location, for a total of 70 trials at each angular location.

Before the experimental session participants were shown the identities used in the experiment (corresponding to 0% and 100% morphing; [Fig. 2](#F2){ref-type="fig"}), and practiced the task with 20 trials. These data were discarded from the analyses. Participants performed two identical experimental sessions at least four weeks apart.

![Stable and idiosyncratic biases in identification in experiment 1. ***A***, Psychometric fit for two subjects from both sessions. Colors indicate location (see colors in bottom left corner); actual data (points) are shown only for the extreme locations to avoid visual clutter. ***B***, The parameter estimates across sessions (at least 33 d apart) were stable (*r* = 0.71 \[0.47, 0.84\]; [Table 1](#T1){ref-type="table"}). Dots represent individual parameter estimates for each location, color coded according to each subject. Correlations were performed on the data shown in this panel. ***C***, Example morphs used in the experiment. Note that the morphs depicted here are shown for illustration only, and participants saw morphs of identities that were personally familiar to them.](enu0051827410002){#F2}

Participants sat at a distance of ∼50 cm from the screen, with their chin positioned on a chin-rest. The experiment was run using Psychtoolbox ([@B44]; version 3.0.12) in MATLAB (R2014b). The screen operated at a resolution of 1920 × 1200 and a 60-Hz refresh rate.

### Subjects {#s3B2}

We recruited six subjects for this experiment (three males, including one of the authors, M.V.d.O.C.). The sample size for experiment 1 was not determined by formal estimates of power and was limited by the availability of participants familiar with the stimulus identities. After the first experimental session, two participants (one male, one female) were at chance level in the task, thus only data from four subjects (two males, mean age 27.50 ± 2.08 SD) were used for the final analyses.

All subjects had normal or corrected-to-normal vision, and provided written informed consent to participate in the experiment. The study was approved by the Dartmouth College Committee for the Protection of Human Subjects.

Experiment 2 {#s3C}
------------

### Paradigm {#s3C3}

Experiment 2 differed from experiment 1 in the following parameters ([Figs. 1](#F1){ref-type="fig"}, [3](#F3){ref-type="fig"}): (1) three morph continua (*ab*, *ac*, *bc*) instead of one; (2) images appeared in four locations (45°, 135°, 225°, 315°) instead of eight; (3) images were shown for 100 ms instead of 50 ms to make the task easier.

![Stable and idiosyncratic biases in identification in experiment 2. ***A***, Psychometric fit for one subject from both sessions for each of the morphs. Colors indicate location (see colors in bottom left corner); actual data (points) are shown only for the extreme locations to avoid visual clutter. ***B***, The parameter estimates across sessions (at least 28 d apart) were stable (*r* = 0.64 \[0.5, 0.75\]; [Table 1](#T1){ref-type="table"}). Dots represent individual parameter estimates for each location, color coded according to each participant. Correlations were performed on the data shown in this panel. ***C***, Example morphs used in the experiment. Note that the morphs depicted here are shown only for illustration (participants saw morphs of identities who were personally familiar).](enu0051827410003){#F3}

All other parameters were the same as in experiment 1. Participants had to indicate which of the three identities they saw by pressing the left (identity *a*), right (identity *b*), or down (identity *c*) arrow keys.

Participants performed 10 blocks containing 84 trials each, for a total of 840 trials. In each block, all the images appeared once for every angular location (four angular locations × seven morph percentages × three morphs = 84). We used 70 data points at every angular location to fit the model for each pair of identities. Thus, we used the responses to different unmorphed images for each pair of identities, ensuring independence of the models.

Before the experimental session participants were shown the identities used in the experiment (corresponding to 0% and 100% morphing; [Fig. 3](#F3){ref-type="fig"}), and practiced the task with 20 trials. These data were discarded from the analyses. Participants performed two experimental sessions at least four weeks apart.

### Subjects {#s3C4}

Ten participants (five males, mean age 27.30 ± 1.34 SD) participated in experiment 2, five of which were recruited for experiment 1 as well. No authors participated in experiment 2. The sample size (*n* = 10) was determined using G\*Power3 ([@B22]) to obtain 80% power at α = 0.05 based on the correlation of the PSE estimates across sessions in experiment 1, using a bivariate normal model (one-tailed).

All subjects had normal or corrected-to-normal vision, and provided written informed consent to participate in the experiment. The study was approved by the Dartmouth College Committee for the Protection of Human Subjects.

Familiarity and contact scales {#s3D}
------------------------------

After the two experimental sessions, participants completed a questionnaire designed to assess how familiar each participant was with the identities shown in the experiment. Participants saw each target identity, and were asked to complete various scales for that identity. The questionnaire comprised the Inclusion of the Other in the Self (IOS) scale ([@B4]; [@B23]), the Subjective Closeness Inventory (SCI; [@B7]), and the We-scale ([@B13]). The IOS scale showed two circles increasingly overlapping labeled "you" and "X", and participants were given the following instructions: *using the figure below select which pair of circles best describes your relationship with this person. In the figure, X serves as a placeholder for the person shown in the image at the beginning of this section, and you should think of X being that person. By selecting the appropriate number please indicate to what extent you and this person are connected* ([@B4]; [@B23]). The SCI scale comprised the two following questions. *Relative to all your other relationships (both same and opposite sex), how would you characterize your relationship with the person shown at the beginning of this section? And relative to what you know about other people's close relationships, how would you characterize your relationship with the person shown at the beginning of this section?* Participants responded with a number between one (not close at all) and seven (very close; [@B7]). The We-scale comprised the following question: *please select the appropriate number below to indicate to what extent you would use the term "WE" to characterize you and the person shown at the beginning of this section.* Participants responded with a number between one (not at all) and seven (very much so). For each participant and each identity, we created a composite "familiarity score" by averaging the scores in the three scales.

We also introduced a scale aimed at estimating the amount of interaction or contact between the participant and the target identity. The scale was based on the work by [@B39], and participants were asked to respond yes/no to the following six questions. *Have you ever seen him during a departmental event? Have you ever seen him during a party? Have you ever had a group lunch/dinner/drinks with him? Have you ever had a one-on-one lunch/dinner/drinks with him? Have you ever texted him personally (not a group message)? And have you ever emailed him personally (not a group email)?* The responses were converted to 0/1 and for each participant and for each identity we created a "contact score" by summing all the responses.

For each subject separately, to obtain a measure of familiarity and contact related to each morph, we averaged the familiarity and contact scores of each pair of identities (e.g., the familiarity score of morph *ab* was the average of the scores for identity *a* and identity *b*).

Psychometric fit {#s3E}
----------------

For both experiments, we fitted a group-level psychometric curve using Logit Mixed-Effect models ([@B53]) as implemented in *lme4* ([@B6]). For each experiment and each session, we fitted a model of the form$$y^{k} = logit\left( {\beta_{0}x + {\sum\limits_{i = 1}^{n}{\left( {\beta_{i} + z_{i}^{k}} \right)I_{i}}}} \right)$$where *k* indicates the subject, *n* is the number of angular locations (*n = 8* for the first experiment, and *n = 4* for the second experiment), *I~i~* is an indicator variable for the angular location, β*~i~* are the model fixed-effects, and *z~i~* are the subject-level random-effects (random intercept). From this model, we defined for each subject the point of subjective equality (PSE) as the point *x* such that logit(*x*) = 0.5, that is for each angular location$$PSE_{i}^{k} = - \frac{\beta_{i}}{\beta_{0}} - \frac{z_{i}^{k}}{\beta_{0}} = PSE_{i}^{p} + \Delta PSE_{i}^{k}$$

Thus, the PSE for subject *k* at angular location *i* can be decomposed in a population-level PSE and a subject-specific deviation from the population level, indicated with PSE*^p^* and ΔPSE*^k^*, respectively.

In experiment 2, we fitted three separate models for each of the morph continua. In addition, before fitting we removed all trials in which subjects mistakenly reported a third identity. For example, if an image belonging to morph *ab* was presented, and subjects responded with *c*, the trial was removed.

To quantify the bias across locations, we computed a variance score by squaring the $\Delta PSE_{i}$, and summing them across locations, that is $bias = {\sum\limits_{i = 1}^{4}\left( {\Delta PSE_{i}} \right)^{2}}$. Because this quantity is proportional to the variance against 0, throughout the manuscript we refer to it as ΔPSE variance.

Computational modeling {#s3F}
----------------------

To account for the retinotopic biases we simulated a population of neural units activated according to the Compressive Spatial Summation model ([@B42], [@B43]) and performed a model-based decoding analysis. This model was originally developed as an encoding model ([@B54]) to predict BOLD responses and estimate pRFs in visual areas and face-responsive areas such as OFA, pFus, and mFus ([@B43]). We refer to activations of neural units that can be thought as being voxels, small populations of neurons, or individual neurons.

The CSS model posits that the response of a neural unit is equal to$$r = g \cdot a^{n}$$with $a = {\int{\left. G\left( {x,y} \right|x_{0},y_{0},\sigma \right)S\left( {x,y} \right)dxdy}}$, and $G\left( {x,y} \middle| {x_{0},y_{0},\sigma} \right)$ being a 2D Gaussian centered at $x_{0},y_{0}$, with covariance $\Sigma = \sigma I$, and $S\left( x,y \right)$ being the stimulus converted into contrast map. The term *g* represents the gain of the response, while the power exponent *n* accounts for subadditive responses ([@B42]).

We reanalyzed the data from the fMRI experiments in [@B43]; pRF-estimation experiment and face-task experiment) using the publicly available data (<http://kendrickkay.net/vtcdata>) and code (<http://kendrickkay.net/socmodel/>) to obtain parameter estimates for three ROIs \[inferior occipital gyrus (IOG), also termed OFA, mFus, and pFus\]. The simulation results were similar using parameter estimates from both experiments, thus we describe the procedure for the face-task experiment only because of the similarities with the behavioral experiments reported here. We refer the reader to their paper for more details on the experiments and data preprocessing. In the face-task experiment three participants saw medium-sized faces (3.2°) in 25 visual field locations (5 × 5 grid with 1.5° spacing), and were asked to perform a 1-back repetition detection task on face identity while fixating at the center of the screen. The resulting 25 βs were used to fit the models. As in the original paper, negative β estimates were rectified (set to 0) and the power exponent was set to *n* = 0.2 and not optimized because of the reduced number of stimuli. Model fitting was performed with cross-validation. Stimuli were randomly split into ten groups, and each group was left out in turn for testing. The parameter estimates were aggregated across cross-validation runs taking the median value.

We simulated a population of *N = N~a~ + N~b~* neural units, where *N~a~* indicates the number of units selective to identity *a*, and *N~b~* indicates the number of units selective to identity *b*. For simplicity we set *N~b~* = 1 and varied *N~a~*, effectively changing the ratio of units selective to one of the two identities. We performed additional simulations increasing the total number of units and found consistent results, but here we report the simulation with *N~b~* = 1 for simplicity and consistency with the hypothesis of small neural populations responsive to specific identities. The stimuli consisted of contrast circles of diameter 4° centered at 7° from the center, and placed at an angle of 45°, 135°, 225°, and 315°, simulating experiment 2. We simulated the activation of the units assuming independent and identically distributed random noise normally distributed with mean of 0 and standard deviation of 0.1.

Each experiment consisted of a learning phase in which we simulated the (noisy) response to the full identities *a* and *b* in each of the four locations, with 10 trials for each identity and location. We used these responses to train a support vector machine ([@B15]) with linear kernel to differentiate between the two identities based on the pattern of population responses. Then, we simulated the actual experiment by generating responses to morphed faces. For simplicity, we assumed a linear response between the amount of morphing and the population response. That is, we assumed that if a morph with *m* percentage morphing toward *b* was presented, the population response was a combination of the responses to *a* and *b*, weighted by *(1-m, m)*. The amounts of morphing paralleled those used in the two experiments (0, 17, 33, 50, 67, 83, 100). We simulated 10 trials for each angular location and each amount of morphing, and recorded the responses of the trained decoder. These responses were used to fit a logit model similar to the model used in the main analyses (without random effects), and to estimate the PSE for each angular location. The sum of these squared estimates around 50% was computed and stored.

We varied systematically the ratio *N~a~/N~b~* of units responsive to identity *a*, ranging from 1 to 9, and repeated 500 experiments for each ratio. For each experiment, parameter values (pRF location and size) were randomly sampled without replacement from the population of parameters previously estimated from the face-task experiment of [@B43]. We simulated attentional modulations by modifying the gain for the units responsive to identity *a* between 1 and 4 in 0.5 steps, and fixing the gain for identity *b* to 1. As an alternative, we simulated the effect of increases in receptive field size for the units responsive to identity *a* by increasing their receptive field size from 0% to 50% in 10% steps, while keeping the gain fixed to 1. We simulated receptive fields in this way from three face-responsive ROIs (IOG, mFus, and pFus).

Code and data availability {#s3G}
--------------------------

Code for the analyses, raw data for both experiments, single subject results, and simulations are available at <https://osf.io/wdaxs>, as well as [Extended Data](#ext1){ref-type="supplementary-material"}.

10.1523/ENEURO.0054-18.2018.ed1

###### 

The archive contains data from both experiments, as well as the analysis scripts. Download Extended Data 1, ZIP file.

Results {#s4}
=======

Experiment 1 {#s4A}
------------

In this experiment, participants performed a two-alternative forced-choice (AFC) task on identity discrimination. In each trial, they saw a face presented for 50 ms and were asked to indicate which of the two identities they just saw. Each face could appear in one of eight stimulus locations. Participants performed the same experiment with the same task a second time, at least 33 d after the first session (average 35 ± 4 d SD).

Participants showed stable and idiosyncratic retinal heterogeneity for identification. The PSE estimates for the two sessions were significantly correlated ([Table 1](#T1){ref-type="table"}; [Fig. 2*B*](#F2){ref-type="fig"}), showing stable estimates, and the within-subject correlations of ΔPSEs (see Materials and Methods) was significantly higher than the between-subject correlation (correlation difference: 0.87 \[0.64, 1.10\], 95% BCa confidence intervals; [@B20]; [Table 2](#T2){ref-type="table"}), showing that the biases were idiosyncratic (for example fits for two different subjects, see[Fig. 2*A*](#F2){ref-type="fig"}).

###### 

Correlation of parameter estimates across sessions for the two experiments

  Parameter      *r*                   *t*           df
  -------------- --------------------- ------------- -----
  Experiment 1                                       
  PSE            0.89 \[-0.23, 1\]     4.86\*\*      6
  ΔPSE           0.71 \[0.47, 0.84\]   5.47\*\*\*    30
  Experiment 2                                       
  PSE            0.98 \[0.93, 0.99\]   15.22\*\*\*   10
  ΔPSE           0.64 \[0.5, 0.75\]    9.02\*\*\*    118

All confidence intervals are 95% BCa with 10,000 repetitions.

*p* \< 0.05; \*\**p* \< 0.01; \*\*\**p* \< 0.001.

###### 

Comparison of within-subjects correlations of parameter estimates across sessions with between-subjects correlations

  Morph          Within-subjects *r*                                   Between-subjects *r*     Difference
  -------------- ----------------------------------------------------- ------------------------ -----------------------------------------------------
  Experiment 1                                                                                  
  ab             0.65[^†^](#TF4){ref-type="table-fn"} \[0.57, 0.8\]    -0.22 \[-0.41, -0.01\]   0.87[^†^](#TF4){ref-type="table-fn"} \[0.63, 1.1\]
  Experiment 2                                                                                  
  ab             0.32 \[-0.10, 0.62\]                                  -0.02 \[-0.15, 0.11\]    0.34 \[-0.07, 0.69\]
  ac             0.62[^†^](#TF4){ref-type="table-fn"} \[0.35, 0.79\]   -0.07 \[-0.21, 0.08\]    0.68[^†^](#TF4){ref-type="table-fn"} \[0.41, 0.92\]
  bc             0.85[^†^](#TF4){ref-type="table-fn"} \[0.61, 0.95\]   -0.08 \[-0.27, 0.12\]    0.92[^†^](#TF4){ref-type="table-fn"} \[0.68, 1.15\]

All confidence intervals are 95% BCa with 10,000 repetitions.

indicates that the CIs do not contain 0.

Experiment 2 {#s4B}
------------

In experiment 1, participants exhibited stable, retinotopic biases for face identification that were specific to each participant. Experiment 1, however, used only two target identities, thus it could not address the question of whether the biases were specific to target identities or to general variations in face recognition that would be the same for all target faces. For this reason, we conducted a second experiment in which we increased the number of target identities. In experiment 2, participants performed a similar task as in experiment 1 with the following differences. First, each face was presented for 100 ms instead of 50 ms to make the task easier, since some participants could not perform the task in experiment 1; second, each face could belong to one of three morphs, and participants were required to indicate which of three identities the face belonged to; third, each face could appear in four retinal locations instead of eight ([Fig. 1](#F1){ref-type="fig"}) to maintain an appropriate duration of the experiment. Each participant performed another experimental session at least 28 d after the first session (average 33 ± 8 d SD).

We found that participants exhibited stable biases across sessions for the three morphs ([Table 1](#T1){ref-type="table"}; [Fig. 3](#F3){ref-type="fig"}). Interestingly, within-subjects correlations were higher than between-subjects correlations for the two morphs that included the identity *c* (morphs *ac* and *bc*), but not for morph *ab* ([Table 2](#T2){ref-type="table"}), suggesting stronger differences in spatial heterogeneity caused by identity *c*. To test this further, we performed a two-way ANOVA on the PSE estimates across sessions with participants and angular locations as factors. The ANOVA was run for each pair of morphs containing the same identity (e.g., for identity *a*, the ANOVA was run on data from morphs *ab* and *ac*), and the PSE estimates were transformed to be with respect to the same identity (e.g., for identity *b*, we considered PSE*~bc~* and 100 - PSE*~ab~*). We found significant interactions between participants and angular locations for identity *b* (*F*~(27,120)~ = 1.77, *p* = 0.01947) and identity *c* (*F*~(27,120)~ = 3.34, *p* = 3.229e-06), but not identity *a* (*F*~(27,120)~ = 1.17, *p* = 0.2807), confirming that participants showed increased spatial heterogeneity for identities *b* and *c*. The increased spatial heterogeneity for identities *b* and *c*, but not *a*, can be appreciated by inspecting the ΔPSE estimates for each participant. [Figure 4*A*](#F4){ref-type="fig"} shows lower bias across retinal locations for morph *ab* than the other two morphs, suggesting more similar performance across locations for morph *ab*. To investigate factors explaining the difference in performance across spatial locations between the three identities, we compared the ΔPSE estimates with the reported familiarity of the identities.

![The strength of idiosyncratic biases was modulated by personal familiarity. ***A***, Individual subjects' ΔPSE for each morph, averaged across sessions. Note the difference in variance across locations for the three different morphs (left to right). ***B***, The variance across locations of ΔPSE estimates was inversely correlated with the reported familiarity of the identities (left panel; *r* = -0.56 \[-0.71, -0.30\]), even when adjusting for the contact score (middle panel; *r*~p~ = -0.42 \[-0.61, -0.16\]). The right panel shows the scatterplot between the contact score and the ΔPSE variance, adjusted for the familiarity score, which were significantly correlated as well (*r*~p~ = -0.44 \[-0.62, -0.17\]). See Materials and Methods for definition of the familiarity score and the contact score. Dots represent individual participant's data, color coded according to morph type. Correlations were performed on the data shown in these panels.](enu0051827410004){#F4}

The variance of the average ΔPSE estimates across sessions for each subject was significantly correlated with the reported familiarity of the identities (*r* = -0.56 \[-0.71, -0.30\], *t*~(28)~ = -3.59, *p* = 0.001248), showing that the strength of the retinal bias for identities was inversely modulated by personal familiarity ([Fig. 4*B*](#F4){ref-type="fig"}). We estimated personal familiarity by averaging participants' ratings of the identities on three scales (IOS, the We-scale, and the SCI; for details, see Materials and Methods). The three scales were highly correlated (min correlation *r* = 0.89, max correlation *r* = 0.96).

Because the amount of personal familiarity was correlated with the amount of contact with a target identity (*r* = 0.45 \[0.17, 0.68\], *t*~(28)~ = 2.65, *p* = 0.01304), we tested whether a linear model predicting ΔPSE with both contact and familiarity as predictors could fit the data better. Both models were significant, but the model with two predictors provided a significantly better fit (χ^2^(1) = 6.30, *p* = 0.0121, log-likelihood ratio test), and explained more variance as indicated by higher *R* ^2^: *R* ^2^ = 0.45, adjusted *R* ^2^ = 0.40 for the model with both Familiarity and contact scores (*F*~(2,27)~ = 10.82, *p* = 0.0003539), and *R* ^2^ = 0.32, adjusted *R* ^2^ = 0.29 for the model with the familiarity score only (*F*~(1,28)~ = 12.88, *p* = 0.001248). Importantly, both predictors were significant ([Table 3](#T3){ref-type="table"}), indicating that familiarity modulated the variance of the ΔPSE estimates in addition to modulation based on the amount of contact with a person. After adjusting for the contact score, the variance of the ΔPSE estimates and the familiarity score were still significantly correlated (*r*~p~ = -0.42 \[-0.61, -0.16\], *t*~(28)~ = -2.42, *p* = 0.02235).

###### 

Models predicting variance of the ΔPSE estimates across angular locations in experiment 2

  Model   *R* ^2^   Score         β         η~p~ ^2^   *t*      *p*
  ------- --------- ------------- --------- ---------- -------- --------
  1       0.32      Familiarity   -0.0574   0.32       -3.59    0.0013
  2       0.45      Familiarity   -0.0390   0.17       -2.38    0.0249
                    Contact       -0.0452   0.19       -2.512   0.0183

Model simulation {#s4C}
----------------

In two behavioral experiments we found a stable, idiosyncratic bias toward specific identities that varied according to the location in which the morphed face stimuli appeared. The bias was reduced with more familiar identities, showing effects of learning. To account for this effect, we hypothesized that small populations of neurons selective to specific identities sample a limited portion of the visual field ([@B1]). We also hypothesized that with extended interactions with a person, more neural units become selective to the facial appearance of the identity. In turn, this increases the spatial extent of the field covered by the population and thus reduces the retinotopic bias.

To quantitatively test this hypothesis, we simulated a population of neural units in IOG (OFA), pFus, and mFus activated according to the Compressive Spatial Summation model ([@B42], [@B43]). The parameters of this model were estimated from the publicly available data from [@B43]. We simulated learning effects by progressively increasing the number of units selective to one of the two identities, and measuring the response of a linear decoder trained to distinguish between the two identities. As can be seen in [Figure 5*A*](#F5){ref-type="fig"}, increasing the number of units reduced the overall bias (expressed as variance against 0.5 of the PSE estimates; for details, see Materials and Methods) by increasing the spatial coverage ([Fig. 5*B*](#F5){ref-type="fig"}).

![Simulating retinotopic biases and learning effects in face-responsive ROIs. We hypothesized that neural units (voxels, small populations of neurons, or individual neurons) cover a limited portion of the visual field, and that learning increases the number of neural units selective to a particular identity. ***A***, Increasing the number of units selective to one identity reduces the retinotopic bias. Results of simulating 500 experiments by varying the ratio of neural units selective to one of two identities and fixing the gain to 1 for both identities. Dots represent median values with 95% bootstrapped CIs (1000 replicates; note that for some points the CIs are too small to be seen). In all simulated ROIs the variance of the PSE around 50% decreases with increasing number of units selective to *a*, but remains larger in IOG because of its receptive field size. ***B***, Population coverage of the units in each ROI estimated from the face-task data in [@B43] and used in the simulations. Circles at the periphery show the simulated stimulus locations. Each image is normalized to the number of units in each ROI. Receptive fields are computed with radius $2\sigma$, following the convention in [@B43]. Percentages below each image show the average proportion of units whose receptive field cover the stimulus locations. Compared to pFus and mFus, fewer units cover the stimuli in IOG resulting in a larger bias across locations. ***C***, Increasing the gain of the response to one identity fails to reduce the retinotopic bias. ***D***, Increasing the receptive field size of the units responsive to one identity reduces the retinotopic bias. In both ***C***, ***D***, each dot represents median values of PSE variance for 500 simulated experiments. CIs are not shown to reduce visual clutter.](enu0051827410005){#F5}

Interestingly, the larger bias was found within the simulated IOG. Inspecting the pRF coverage of the three ROIs revealed that the stimuli shown at 7° of eccentricity were at the border of the receptive field coverage in IOG ([Fig. 5*B*](#F5){ref-type="fig"}) because of the smaller RF sizes (median value across voxels of 2.98° \[2.85°, 3.10°\], 95% bootstrapped confidence intervals), compared to those in pFus and mFus (3.87° \[3.65°, 4.05°\] and 3.55° \[3.35°, 3.75°\], respectively). To quantify this difference, we computed the average proportion of units covering the stimulus locations in each ROI. As predicted from the smaller RF sizes, fewer units in IOG covered the area where the stimuli were presented (31.61%) compared to pFus (47.04%) and mFus (45.83%). These results suggest that a larger retinotopic bias would be expected to originate from units in IOG.

As alternative explanations, we tested whether differences in gain or increases in RF size could reduce the bias to a similar extent as increasing the number of units. [Figure 5*C*](#F5){ref-type="fig"} shows that modulating the gain failed to reduce the retinotopic bias in all simulated ROIs, while [Figure 5*D*](#F5){ref-type="fig"} shows that increasing RF size of the units responsive to the more familiar identity can also reduce the retinotopic bias.

Discussion {#s5}
==========

[@B1] reported spatial heterogeneity for recognition of facial attributes such as gender and age, suggesting that relatively independent neural populations tuned to facial features might sample different regions of the visual field. Prolonged social interactions with personally familiar faces lead to facilitated, prioritized processing of those faces. Here we wanted to investigate if this learning of face identity through repeated social interactions also affects these local visual processes, by measuring spatial heterogeneity of identity recognition. We measured whether face identification performance for personally familiar faces differed according to the location in the visual field where face images were presented. We found that participants exhibited idiosyncratic, retinotopic biases for different face identities that were stable across experimental sessions. Importantly, the variability of the retinotopic bias was reduced with increased familiarity with the target identities. These data support the hypothesis that familiarity modulates processes in visual areas with limited position invariance ([@B73]).

These results extend the reports of spatial heterogeneity in visual processing to face identification. Similar biases exist for high-level judgments such as face gender and age ([@B1]), as well as shape discrimination ([@B1]), crowding, and saccadic precision ([@B29]). [@B1] suggested that neurons in IT exhibit biases that are dependent on retinal location because their receptive field sizes are not large enough to provide complete translational invariance, and stimuli in different locations will activate a limited group of neurons. In this work, we show that these perceptual biases for face processing not only exist for gender and age judgments ([@B1]), but also for face identification and that these biases are affected by learning.

Location-dependent coding in face-responsive areas {#s5A}
--------------------------------------------------

Neurons in temporal cortex involved in object recognition are widely thought to be invariant to object translation, that is their response to an object will not be modulated by the location of the object in the visual field ([@B60]; [@B38]). However, evidence suggests that location information is preserved in activity of neurons throughout temporal cortex ([@B46]; [@B37]). Location information can be encoded as a retinotopic map, such as in early visual cortex, where neighboring neurons are selective to locations that are neighboring in the visual field. In the absence of a clear cortical retinotopic map, location information can still be preserved at the level of population responses ([@B63]; [@B57]; [@B36]; [@B43]).

Areas of occipital and temporal cortices show responses to objects that are modulated by position ([@B46]; [@B61]). In particular, also face-responsive areas of the ventral core system ([@B34]; [@B81]; [@B73]) such as OFA, pFus, and mFus show responses that are modulated by the position in which a face appears. Responses to a face are stronger in these areas when faces are presented foveally rather than peripherally ([@B50]; [@B33]; [@B52]). In addition, early face processing areas such as PL in monkeys or OFA in humans code specific features of faces in typical locations. Neurons in PL are tuned to eyes in the contralateral hemifield, with receptive fields covering the typical location of the eyes at fixation ([@B40]). Similarly, OFA responses to face parts are stronger when they are presented in typical locations ([@B16]), and OFA activity codes the position and relationship between face parts ([@B36]).

The modulation of responses by object location in these areas seems to be driven by differences in receptive field sizes. In humans, pRFs can be estimated with fMRI by modeling voxel-wise BOLD responses ([@B19]; [@B75]; [@B42]). These studies have shown that pRF centers are mostly located in the contralateral hemifield ([@B43]; [@B31]), corresponding to the reported preference of these areas for faces presented contralaterally ([@B35]). In addition, pRF sizes increase the higher in the face processing hierarchy, favoring perifoveal regions ([@B43]; [@B65]). The location-dependent coding of faces in these face-processing areas might be based on population activity, since these areas do not overlap with retinotopic maps in humans (for example, OFA does not seem to overlap with estimated retinotopic maps; [@B65]; but see [@B41]; [@B57]; [@B2]; [@B3] for work in monkeys showing partial overlap between retinotopic maps and face patches).

Cortical origin of idiosyncratic biases and effects of familiarity {#s5B}
------------------------------------------------------------------

Populations of neurons in visual areas and in temporal cortex cover limited portions of the visual field, with progressively larger receptive fields centered around perifoveal regions ([@B31]). This property suggests that biases in high-level judgments of gender, age, and identity may be due to the variability of feature detectors that cover limited portions of the visual field ([@B1]). While the results from our behavioral study cannot point to a precise location of the cortical origin of these biases, our computational simulation suggests that a larger bias could arise from responses in the OFA, given the estimates of receptive field size and eccentricity in this area ([@B43]; [@B31]). We cannot exclude that this bias might originate in earlier areas of the visual processing stream.

In this work, we showed that the extent of variation in biases across retinal locations was inversely correlated with the reported familiarity with individuals, suggesting that a history of repeated interaction with a person may tune the responses of neurons to that individual in different retinal locations, generating more homogeneous responses. Repeated exposure to the faces of familiar individuals during real-life social interactions results in a detailed representation of the visual appearance of a personally familiar face. Our computational simulation suggests a simple process for augmenting and strengthening the representation of a face. Learning through social interactions might cause a greater number of neural units to become responsive to a specific identity, thus covering a larger area of the visual field and reducing the retinotopic biases. Our results showed that both ratings of familiarity and ratings of amount of contact were strong predictors for reduced retinotopic bias; however, familiarity still predicted the reduced bias when accounting for amount of contact. While additional experiments are needed to test whether pure perceptual learning is sufficient to reduce the retinotopic biases to the same extent as personal familiarity, these results suggest that repeated personal interactions can strengthen neural representations to a larger extent than mere increased frequency of exposure to a face. This idea is consistent with neuroimaging studies showing a stronger and more widespread activation for personally familiar faces compared to unfamiliar or experimentally learned faces ([@B49]; [@B26]; [@B14]; [@B55]; [@B8]; [@B58]; [@B73]).

Effects of attention {#s5C}
--------------------

Could differences in attention explain the modulation of retinotopic biases reported here? Faces, and personally familiar faces in particular, are important social stimuli whose correct detection and processing affects social behavior ([@B9]; [@B27]). Behavioral experiments from our lab have shown that personally familiar faces break through faster in a continuous flash suppression paradigm ([@B25]), and hold attention more strongly than unfamiliar faces do in a Posner cueing paradigm ([@B12]). These results show that familiar faces differ not only at the level of representations, but also in allocation of attention. At the neural level, changes in attention might be implemented as increased gain for salient stimuli or increased receptive field size ([@B43]). In an fMRI experiment, [@B43] reported that pRF estimates were modulated by the type of task. Gain, eccentricity, and size of the pRFs increased during a 1-back repetition detection task on facial identity as compared to a 1-back task on digits presented foveally.

To address differences in gain in our computational simulation, we modified the relative gain of units responsive to one of the two identities and found that it did not influence the PSE bias across locations. This bias was more strongly modulated by the number of units responsive to one of the identities. On the other hand, simulating increases in receptive field size reduced the retinotopic bias almost as much as increasing the number of units. These simulations suggest two alternative, and possibly interacting, mechanisms that can reduce retinotopic biases in identification: recruitment of additional units selective to an identity or changes in RF properties. Additional experiments are needed to further characterize the differences in attention and representations that contribute to the facilitated processing of personally familiar faces.

Implications for computational models of vision {#s5D}
-----------------------------------------------

Many computational models of biological vision posit translational invariance: neurons in IT are assumed to respond to the same extent, regardless of the object position ([@B60]; [@B64]; [@B46]). Even the models that currently provide better fits to neural activity in IT such as hierarchical, convolutional neural networks ([@B79]; [@B47]; [@B78]) use weight sharing in convolutional layers to achieve position invariance ([@B48]; [@B62]; [@B28]). While this reduces complexity by limiting the number of parameters to be fitted, neuroimaging and behavioral experiments have shown that translational invariance in IT is preserved only for small displacements ([@B18]; [@B43]; [@B65]; for review, see [@B46]), with varying receptive field sizes and eccentricities ([@B30]). Our results highlight the limited position invariance for high-level judgments such as identity, and add to the known spatial heterogeneity for gender and age judgments ([@B1]). Our results also show that a higher degree of invariance can be achieved through learning, as shown by the reduced bias for highly familiar faces. This finding highlights that to increase biological plausibility of models of vision, differences in eccentricity and receptive field size should be taken into account ([@B56]), as well as more dynamic effects such as changes induced by learning and attention ([@B30]).

Conclusions {#s6}
===========

Taken together, the results reported here support our hypothesis that facilitated processing for personally familiar faces might be mediated by the development or tuning of detectors for personally familiar faces in the visual pathway in areas that still have localized analyses ([@B25]; [@B72], [@B74]; [@B71]). The OFA might be a candidate for the cortical origin of these biases as well as for the development of detectors for diagnostic fragments. Patterns of responses in OFA (and neurons in the monkey putative homolog PL; [@B40]) are tuned to typical locations of face fragments ([@B36]; [@B16]). pRFs of voxels in this region cover an area of the visual field that is large enough to integrate features of intermediate complexity at an average conversational distance ([@B43]; [@B31]), such as combinations of eyes and eyebrows, which have been shown to be theoretically optimal and highly informative for object classification ([@B69]; [@B68]).

Future research is needed to further disambiguate differences in representations or attention that generate these biases and how learning reduces them. Nonetheless, our results suggest that prioritized processing for personally familiar faces may exist at relatively early stages of the face processing hierarchy, as shown by the local biases reported here. Learning associated with repeated personal interactions modifies the representation of these faces, suggesting that personal familiarity affects face-processing areas well after developmental critical periods ([@B3]; [@B51]). We hypothesize that these differences may be one of the mechanisms that underlies the known behavioral advantages for perception of personally familiar faces ([@B11]; [@B27]; [@B24]; [@B25]; [@B72], [@B74]; [@B59]; [@B71]; [@B12]; [@B58]).
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Synthesis {#s7}
=========

Reviewing Editor: Tatiana Pasternak, University of Rochester

Decisions are customarily a result of the Reviewing Editor and the peer reviewers coming together and discussing their recommendations until a consensus is reached. When revisions are invited, a fact-based synthesis statement explaining their decision and outlining what is needed to prepare a revision will be listed below. The following reviewer(s) agreed to reveal their identity: Pawan Sinha, Sonia Poltoratski. Note: If this manuscript was transferred from JNeurosci and a decision was made to accept the manuscript without peer review, a brief statement to this effect will instead be what is listed below.

The authors showed spatial heterogeneities in face identification and that this heterogeneity is greater for unfamiliar than for familiar faces. While both reviewers found the question addressed in the paper interesting,the results compelling and were supportive of the approach, they raised a number of issues that must be addressed before the paper can be considered for publication in eNeuro. These are summarized below.

Generally, both reviewers felt that the observed retinotopic biases should be linked to what is known about the neural substrates of face processing.

1\. The interpretation that the observed spatial biases are the result of processing in early retinotopic areas conflicts with the literature on spatial biases late visual areas linked to face processing. The revision should include the discussion that considers the existing neurophysiological and imaging studies relevant to face perception (Reviewer 2).

2\. Please address the question whether perceptual learning of face identities would produce similar biases. Reviewer 2 suggests strengthening the study by the inclusion of an additional experiment that would help addressing variability between identities that is not controlled in the study.

3\. Please discuss whether attention to a familiar face rather the reshaped representation of familiar faces could explain the results.

4\. Please discuss how you would validate the hypothesis that frequency of appearance plays a role in the observed differences between more and less familiar faces (see Reviewer 1).

5\. Please address all the questions and comments from Reviewer 2, listed under "Finer points on the manuscript". Some of these are highlighed below:

\- provide explicit logic behind the two experiments

\- provide a schematic illustration of stimulus locations

\- a number of questions and fixes to figures 2 and 4

\- provide justification for using several measures of familiarity

6\. Please address the comment about the use of a nested model comparison in your statistical analysis

\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\--

REVIEWER 1

The authors examined whether identification performance with familiar face images exhibited spatial heterogeneity as a function of their location on observers\' retinas. They found that such differences do exist, with low-familiarity faces showing greater heterogeneity than high-familiarity ones. This result has implications for the mechanisms underlying face identification. I believe that the work is well done and likely to be of interest to many vision researchers. Hence, I am supportive of publication, but would like to suggest a few points that the authors might consider addressing in the discussion section of a revised manuscript.

The most obvious question that emerges from these results concerns the genesis of the observed heterogeneities. What factors drive the location biases? Given the differences between high- and low-familiar faces, the authors suggest that frequency of appearance might play a role. But, how can this proposal be empirically validated? Can a study be undertaken of the statistics of face locations in naturalistic first-person point of view video? Are there any other ways to test the hypothesis?

Related to the above, if frequency of past exposure is the primary factor driving location biases, then shouldn\'t one expect that there would be a generalized bias favoring the upper visual field for all faces (whether low- or high-familiarity)? This is because it intuitively seems that when not looking directly at a person\'s face, we are less likely to fixate locations above their heads than below. \'Below the head\' fixations will place the face images in the upper visual field.

Finally, I believe that it might be interesting to consider the implications of these results for computational systems. Specifically, deep neural networks employ the approach of weight sharing, whereby the pattern of weights in one location gets replicated across the entire visual field. Do the results reported here suggest that there might be reasons to spatially restrict such weight sharing? More generally, what might be the pros and cons, as evident in the computational simulations, of uniform or restricted weight-sharing?

REVIEWER 2

STATISTICS

I suggest a nested model comparison (e.g. likelihood ratio) as a more appropriate way to compare a one- and two-factor model. It is also not apparent from legends what data the depicted correlations are being performed on.

COMMENTS TO THE AUTHORS

I think that the manuscript tackles an interesting question about the spatial aspect of face processing. The real-life familiarity manipulation - that is, testing participants in the same cohort who had varying degrees of social contact with the test faces - is clever, and the dataset is interesting. However, some of the interpretations that the authors make fall beyond the scope of the data, and need to be strengthened with additional connections made to the existing literature. I would also like to see clarification in the statistics, modeling, and plotting of the results.

The authors claim to test the hypothesis that \'asymmetries in the processing of personally familiar faces can arise at stages of the visual processing hierarchy where there is still retinotopic coding.\' (ln 116). However, this interpretation does not seem to consider the extensive literature in both primate (e.g. work by the groups of Tanaka & Tootell) and human (e.g. groups of Malach, Grill-Spector, Kanwisher, Kastner, Kreigeskorte, and Rees) that has reported spatially restrictive receptive fields (/pRFs), spatial biases, and spatial information in high-level face areas and patches. This work seems highly relevant to both the current experiment and the readership of this journal.

Because of the prevalence of spatially-restricted processing in late stages of face processing, I do not think this data can tell us where in the hierarchy (early/late, retinotopic cortex/not) familiar face processing is occurring, which seems to be the primary framework of the manuscript.

\[To this point, the authors introduce the findings of the Afraz et al. (2010) as illustrating that \'neurons in higher-order face areas have restricted receptive fields or, equivalently, that diagnostic facial features for gender and age are encoded in retinotopic visual cortices.\' (ln 100). These two claims are not equivalent - nor do I think they capture the (quite elegant) logic of the cited work. Afraz and colleagues argue that since faces are processed at a larger spatial scale than, say, orientation (commensurate with increasing RF size from V1 to IT), making the two judgments on stimuli of the same small size will lead to a stronger representation of orientation than of the face, which will be covered by proportionally fewer receptive fields. Thus, they report greater perceptual variability for faces than for stimuli that are primarily processed at earlier stages of the visual hierarchy.\]

I do, however the finding that learning or social contact can alter the retinotopic biases to be quite compelling. In the Afraz et al. framework, this would suggest that familiarity might increase the proportion of face-selective neurons that are recruited to process a given face. To further explore this, the authors may consider testing if perceptual learning of face identities can have a similar effect on the bias patterns. This would ameliorate some of the difficulties of using real-life faces with uncontrolled variability between identities (which seems to come up in Experiment 2), and nicely complement the current work: e.g. we see that this change happens from naturalistic interaction, and clarify exactly how it happens via controlled experiment.

A finer point, but I think that attentional effects should be discussed in the context of these findings. Could increased attention to a familiar face explain this pattern of results? Is familiarity a property of visual processing that is contingent on attention, or do the authors believe that familiarity reshapes the underlying representation of these faces?

Finer points on the manuscript:

\- The paragraph starting with line 78 should be fleshed out with references beyond the authors\' own papers to support and extend their claims on the timecourse of face processing, identity-diagnostic features, etc.

\- The authors introduce the hypothesis that \'facial features that are diagnostic for identity are processed more efficiently for familiar as compared to unfamiliar faces\' (ln 91), but this feature-based processing framework is not really brought up again, and/or I am not following how it connects to the rest of the paper.

\- Figure 1/2. It would be helpful to have the schematics illustrating the stimulus locations to be presented alongside the results graphs in the same color scheme as the psychometric fit plots.

\- Can the authors lay out more concretely the logic between performing the two experiments? I can appreciate the differences in their design, but what, conceptually, do we learn in Experiment 1 that we do not also learn in Experiment 2?

\- It is somewhat surprising that 2/6 participants in Experiment 1 were at chance in this task, which used morphs up to 100% of the face identities. Can the authors explain this?

\- Many measures are used to quantify familiarity; what was the justification for using these (vs. a single reliable measure), and was there agreement/reliability between them? This data would be useful in a supplement.

\- Given the relatively small number of subjects in this dataset and the nature of the question (intra vs. intersubject variability), it would be helpful to see data from (a) the same subject across sessions in Figure 2, and (b) data from all subjects somewhere, either in the main text or a supplement.

\- In Figure 2, it is not obvious what each of the dots for each subject corresponds to (positions? morph levels?). Can the authors (a) clarify this in the legend, (b) add a subject average across these data points, and (c) clarify whether the depicted correlation is between subject averages or these depicted points?

\- I am not sure what to make of the increased heterogeneity reported for some identities in Experiment 2 (paragraph ending in ln 318). Can the authors unpack this finding?

-The authors should perform a nested model comparison (e.g. likelihood ratio test) to more accurately compare the predictive value of the single- or two-factor model of familiarity (ln 328). A comparison of explained variance is insufficient here, as more factors almost necessarily explain more variance.

\- Figure 3: the data points plotted to underlie these psychometric curves seem to not be particularly well-fit (for example, the green dots of the middle panel). Can the authors comment on this?

\- As in Figure 2, a comparison of a subjects\' fits across sessions seems appropriate here, as do subject averages in panel B and a clearer legend of panel B, including whether the correlation depicted is run on a subject average or these individual points.

\- Figure 4: in B, do these dots now depict individual subjects?
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