The paper deals with dynamic feedback linearization of continuous time a ne systems. A constructive procedure based on prolongations is proposed. Based on necessary geometric conditions, the algorithm computes a set of prolongation indices.
Introduction
The feedback linearization problem has been widely studied both in continuous and in discrete time (see [11, 20] and the references therein). The ÿrst works deal with the exact linearization problem [4, 5, 10, 12, [14] [15] [16] [17] [18] , while dynamic solutions were considered in [6, 13, 19] . In [7] , su cient geometric conditions via prolongations and di eomorphism were given. The su ciency concerns two aspects: the a priori knowledge of a candidate set of prolongation indices and the restriction to solutions which guarantee a projective relation between the extended system and the original one. The equivalence of di erentially at systems to dynamic feedback linearizable systems was instead considered in [8, 9] where the concept of endogenous feedback was introduced: the solution is in this case based on the knowledge of a set of at outputs, i.e. linearizing output functions depending on the state, the control and its derivatives. Algebraic necessary and su cient conditions under endogenous feedback, were given in [1, 2] . A bound on the number of integrators necessary to achieve linearization was given in [21] .
In the present work we propose an algorithm for the computation of a dynamic solution consisting of prolongations and based on a set of necessary geometric conditions which become su cient when the prolongation indices are at most equal to 2. The basic idea beyond the algorithm is that the loss of involutivity and/or constant dimensionality of the distributions G i := span{g · · · ad i f g}, which characterize the static feedback solution, is linked to appropriate directions which must be added to the G i 's. This corresponds to identify those inputs which should not be extended through prolongations. Furthermore, the geometric interpretation in terms of directions immediately clariÿes the use of more general feedback laws. In fact, the above-mentioned directions may not coincide, in general, with the directions of the ad i+1 f g j 's, but rather with linear combinations of them. They can then be obtained by recombining the inputs via a static feedback, so that the algorithm may provide linearizing feedback laws more general than prolongations. This generalization would require, at each step, the computation of the new closed-loop vector ÿelds. To avoid this computational burdening, we have restricted ourselves to the class of dynamic feedback laws composed of prolongations plus a ÿnal static feedback on the extended system. The procedure is illustrated on a dynamic feedback linearizable system used in [7] to show that it did not satisfy the proposed su cient conditions. The proposed algorithm computes the desired prolongation indices. Preliminary results were proposed in [3] .
Statement of the problem. Consider the continuous time analytic systeṁ
where x ∈ R n , and f(x); g 1 (x); : : : ; g m (x) are analytic deÿned on a open set of R n . Find, if there exists, a regular dynamic feedback 
is static feedback equivalent to a linear system, i.e. there exists a regular static state feedback v = (x; )+ ÿ(x; )w, such that the closed-loop system is di eomorphic to a linear system. In (2) if u j = v j we set j = 0. We recall that the indices i are the prolongation indices and (1) will be said dynamic feedback linearizable with prolongation indices ( 1 · · · m ). If (1) is dynamic feedback linearizable with prolongations only, then at least one prolongation index can be set to zero, i.e. 0 = 1 6 · · · 6 m [21].
Preliminaries
The following notation will be used. Given a number p, p will denote its inferior integer and p! := Theorem 1 (Hunt et al. [10] ). Suppose that the matrix g(x 0 ) has rank m. Then the state space exact linearization problem is solvable if and only if (i) for each 0 6 i 6 n − 1, the distribution G i has constant dimension near x 0 , (ii) the distribution G n−1 has dimension n, (iii) for each 0 6 i 6 n − 2, the distribution G i is involutive.
In [7] instead, it was shown that if, after a possible reordering of the inputs, there exists a set of integers 0 = l 1 6 · · · 6 l m , such that the distributions 0 = span{g j : l j = 0}; i+1 = i + ad f i + span{g j : l j = i + 1} i ¿ 0 satisfy appropriate properties, then the problem is solvable via prolongations.
Theorem 2 (Charlet et al. [7] ). If locally around x 0 there exists 0 = l 1 6 · · · 6 l m , such that (i) i is involutive and of constant dimension for 
Consider now the extended system (3) and let G 
+Á(x; ) 9 9
which is a particular case since the projection of G e i onto R n is given by i . Moreover, Theorem 2 is based on the a priori knowledge of the prolongation indices 1 ; : : : ; m . With respect to this result we will propose an algorithm which allows the following improvements:
• A constructive computation of a set of prolongation indices with respect to which the distributions i satisfy conditions (i) and (ii) of Theorem 2.
• The computation of solutions which do not necessarily satisfy condition (iii), so that the projection of G e i may not coincide with i .
The properties of the extended system
Consider the extended dynamics (1)- (2), and assume it is static feedback linearizable. After a possible reordering of the inputs, 0 = 1 6 · · · 6 m . Let s be the smallest index s.t. s ¿ 1; then the closed-loop system is given bẏ
The extended system (3) is thus characterized by the following vector ÿelds:
As a consequence, the generic term ad
In (6), for − i 6 l ¡ 0, +O ( 2 ); (7) where
and O( 2 ) represents terms of order greater than one in . Let s be the smallest integer such that s ¿ 2; for the ÿrst terms one gets
The distributions G e i associated with the extended system (1)-(2), are then
; : : : ; g s−1 9 9x + span 9 9 s; s ; : : : ;
; l = 1; : : : ; j + span 9 9 l; l −i ; l = j + 1; : : : ; m i ¿ 0;
where the index j ∈ [1; m], is such that j 6 i ¡ j+1 , and by deÿnition m+1 = +∞. Since the extended system is linearizable via regular static feedback, the distributions G e i must be involutive and regular (Theorem 1). This fact induces certain properties on the Lie brackets of the vector ÿelds deÿned on the original system as stated below and proven in the Appendix. 
Proposition
Moreover, if m 6 2 the conditions are also su cient.
Theorem 2 states that if the system is controllable, the distributions s are involutive, which are necessary conditions, and additionally [g j ; s ] ⊂ s+1 , then the problem is solvable. This last condition corresponds to require that 9 9 l; k ; i t (x; )
for k = 1; : : : ; l :
As opposite to (c) in Proposition 1, this condition must be satisÿed even though 9=9 l; k ∈ G e s .
Main result
Hereafter we propose an algorithm to compute a set of prolongation indices 1 The algorithm adds to g li in order to satisfy the cited condition. This operation changes the prolongation indices which are updated accordingly. As a consequence the operation must be iterated on the new obtained distribution until condition (c) is satisÿed by the ÿnal computed distribution˜ k s+1 . The previous operation may in general not preserve the involutivity for the new distributions, so that the algorithm computes the ÿrst index r such that˜ k s+1 +r ≡ ks+1+r and has constant dimension locally around x 0 . Finally, a ag is introduced which points out whether checking condition (c) on ks+1 ensures that it is satisÿed on ks+1+i , for any i ¿ 0 or not. In this case k s+1 is modiÿed appropriately. 
The algorithm
Suppose that the system is locally controllable around u = 0, i.e. dim G n−1 = n; and let k be the ÿrst integer such that dim G k = n and dim G k−1 ¡ n.
Step 0: Set Step s + 1: Let 0 = Update Table 1 Setk s+1 =k s+1 + r, renamek s+1 as k s+1 and go back to Phase 2,
Step s + 1.
Step k * : Suppose that the algorithm ends with prolongation indices 0 = Let us note that at
Step s + 1-Phase 1, the number j of elements added to ks−1 is in general greater than p s+1 = dim ks−1 − dim ks−1 ; moreover the choice of the elements to be added may not be unique though the number of possible choices is ÿnite. This problem can be overcome if a more general compensator is considered, which uses static state feedback also. In this case a recombination of the input channels permits to get the p s+1 desired directions. As for Phase 2, note that condition (c) of Proposition 1 is trivially satisÿed whenever l − t 6 1, which happens for example at Step 1. The ag is needed to determine if checking condition (c) on s+1 ks+1 is su cient. Next result, proven in the Appendix, shows that at the generic step s + 1 the algorithm computes a partition of the inputs and prolongation indices ( Next example consists of a system dynamic feedback linearizable with prolongation indices 1 = 0, 2 = 3, which does not satisfy Theorem 2 [7] . We will show how the proposed algorithm computes the above prolongation indices.
Example. Consider the systeṁ
Step 0: Set Step For the extended system (1)- (2) the linearizing output functions are y 1 =x 4 and y 2 =x 1 −x 2 21 , or, equivalently, the at outputs for system (1) areỹ 1 = x 4 and y 2 = x 1 − x 2 u 2 .
Conclusions
In this work we have proposed an algorithm for computing a dynamic controller, based on prolongations, which renders a given system linearizable via regular static feedback. The algorithm is based on geometric necessary conditions which are su cient if the prolongation indices are at most equal to 2. e i 's satisfy the conditions of Theorem 1 they must have constant dimension around (x 0 ; 0 ) = (x 0 ; 0), which implies according to (7)-(8) the necessity of (a). Condition (b) is a controllability condition and thus clearly necessary. As for (c), due to the involutivity of G ; for j 1 6 l − 1; 
