INTRODUCTION
Let X be a binomial random variable, b(n,p), with n fixed and p E [0, 1]. It is customary to estimate the mean and the variance of the binomial random variable by the maximumlikelihood estimators 80(X) = X and 8*(X) = X(n -X)/n, respectively. While it is well known that 60 is admissible under squared-error loss, the admissibility property of 8* is unknown. [A formal proof of the admissibility of 60 can be deduced from the results in Karlin (1958) ; Skibinsky and Rukhin (1989) have lately derived an admissibility criterion for estimators of p.] Johnson (1971) has given a necessary and sufficient condition characterizing admissible estimators off(p) relative to squared-error loss for any continuous real-valued function f on [0,1]. Although it is true that the binomial variance is a function of p, it is very difficult to apply Johnson's result directly to prove or disprove the admissibility of 6*. Here we develop a necessary and sufficient condition for 6* to be admissible, which is then used to tackle the unsolved problem. The approach we have adopted is similar to that considered in Kozek (1982) .
The problem of estimating the normal variance has been well studied in the decisiontheory literature. An excellent review, together with a historical account of the development of the problem, is given in Maatta and Casella (1990) . However, there is little work on the decision-theoretic approach to variance estimation for binomial distributions. There is an exercise in Lehmann (1983) which asks for comparing the expected squared error of the uniformly minimum-variance unbiased estimator with that of the Bayes estimator for the Jeffreys prior. The UMVUE can be shown to be inadmissible using results in Berger (1990) , whereas the Bayes estimator is evidently admissible. Also, the estimator X(n -X)/(n + 1) has been shown to be admissible by Johnson (1971) . A major contribution of our paper is to point out the pitfalls of using the MLE in estimating the binomial variance. We show that, under squared-error loss, the MLE is admissible for n < 5 and inadmissible for n > 6. The paper is divided into four sections. Section 2 gives a necessary and sufficient condition for the maximum-likelihood estimator (MLE) of the binomial variance to be admissible. Section 3 establishes the (in)admissibility of the MLE. Section 4 presents some concluding remarks. I px-'-( -p)S-`-(dp) Jo where r and s are integers, -1 < r < s < n+ 1, and n7 is a probability measure with I({0} U { 1}) < 1. [Note that this representation can also be derived by the stepwise algorithm proposed in Brown (1981) , which is applicable to mush more general settings.] However, it is hard to show the (non)existence of a prior corresponding to the MLE 6* by applying the above result directly. Thus an alternative version of (2.1) is needed. We establish below a necessary and sufficient condition which will be used to prove the (in)admissibility of 8*. Proof. Necessity: If 6* is admissible, there exists a probability measure n for which (2.1) holds (with r = 0 and s = n). Moreover, since 8*(x) = 6*(n -x), we can always find such r which is symmetric about p = 1. Let r = -' + 7", where the measures ic' and i" are orthogonal and t" is concentrated on {1}. Then pk(l -p)n-k(dp ) dn*(p), < k < n -1, and j pnK(dp) Noting that Jo dn*(p)/( -p)n is finite since bn is finite, we see that n = ' + t" is a probability measure on [0,1] with 7({0}U {1}) < 1. Now we express bk as integrals with respect to the probability measure n, and (2.5) becomes (2.1). Thus 8* is admissible. Q.E.D.
A NECESSARY AND SUFFICIENT CONDITION
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THE (IN)ADMISSIBLITY OF 8*
We first show that 8* is admissible for n < 5 and then establish the inadmissibility result when n > 6. THEOREM 2. 8* is admissible for n < 5 under squared-error loss.
Proof. The case n = 1 is trivial. When 2 < n < 5, the conditions (2.4) and (2.5) in Theorem 1 became It can be checked that det A < 0 for m > 4 and hence A is not positive semidefinite. This contradiction leads to the conclusion that 6* is inadmissible for any odd number n > 7. Q.E.D.
CONCLUDING REMARKS
In this paper we have proved that the MLE of the variance of a binomial distribution is admissible for n < 5 and inadmissible for n > 6. When n < 5, it can be shown that the MLE is a stepwise Bayes estimator with respect to a prior (of p) which depends on n. Since j pa( _ -p)bn(dp) It is clear that the moments are different in the four cases. Thus the prior is dependent on n in spite of the fact that the MLE is admissible for 2 < n < 5.
