The article is devoted to the investigation of difference schemes for equations of convectiondiffusion type. Such equations are widely used in the description of non-linear processes. In this paper we consider a spatially one-dimensional variant, although the main features of the equation are retained here: nonmonotonicity and quasilinearity.
Introduction
The equations of convection-diffusion are the basis for many mathematical models [1] . These equations are used to describe many nonlinear processes in solids, liquids and gases. The methods for solving these equations have been discussed in literature [2] [3] [4] [5] . However, the solution of this type equations still generates some difficulties. In this work, results of construction and generalization of conservative weakly monotone schemes of second-order accuracy on space on uniform and quasi-uniform grids are presented. The preliminary results are shown in [6] and the following works [7] [8] [9] . Modification of schemes with double integral transformation is offered in [10, 11] . However, the generalization of the proposed schemes for the case of the use of cell meshes was not carried out. The work fills this blank. 
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Here, it is assumed that m x m  , m  , m  , m  -are some real constants (in the linear case) or functions of the solution (in the quasilinear case). The boundary conditions (1.2) include conditions of either the 1st, the 2nd, or the 3rd kind, and also can be mixed.
In the linear case, the coefficients of the equation ( 
and with additional conditions (1.2), the quantities
 are nonlinear functions of u . Here we also assume the existence of a classical solution for each of the boundary value problems.
In the nonstationary case, we consider an equation in the form:
Here, the differential operator L is defined in (1) with the replacement of the usual spatial derivatives by the partial.
For equation (1.4) , an initial-boundary value problem with boundary conditions of the form (1.2) and initial conditions is set.
In the linear case, the coefficients of equation (4) depend only on the coordinates:
In the quasilinear case, the coefficients of equation (4) depend on the coordinates and the solution:
In both cases, it is assumed that the coefficients are bounded piecewise continuous functions on totality of variables in the domains of their definition. It is also assumed that the coefficients of the initial-boundary value problem (4), (5) This separation is due to the properties of the obtaining differential solution and significantly affects the choice of the numerical method for solving the boundary value problem. In particular, for the case (A) a homogeneous scheme of A.A. Samarskii is used [12] . For the case (B) the Samarskii's scheme with regularization (both schemes are in [12] ) is used. For the case (C) it is proposed to use the scheme of N.V. Karetkina [4] . A generalization for all four cases (including (D)) is the scheme proposed in [7] [8] [9] , as well as the schemes proposed in [10, 11].
3.
Integral transformation of the spatial operator. To construct difference schemes, it is convenient to transform the differential operator to the following form:
e dx rr r e r dx r l k
Here, W is a function having the meaning of a flux of magnitude u up to a sign. It is obvious that the integral transformation (3.1), (3.2) does not impose additional restrictions on the coefficients of the operator L and, therefore, is equivalent. This transformation includes exponential factors. It is used below for constructing difference schemes, which it is natural to call exponential.
In order to use formulas (3.1), (3.2) for approximation of the corresponding boundary and initial boundary value problems, it is convenient to reformulate the boundary conditions (1.2):
This transformation also does not affect the solvability of the problems under consideration.
In addition, in many applications the boundary condition is set on the flux W , so that the quantities Further, we use the known integral-interpolation method [5, 12] and integrate equation (1.1) on the interval
. As a result of the standard transformations [12] , we obtain the following difference equations:
Will talk that the equations (4.1)-(4.6) describe the so-called exact flux exponential difference scheme.
If necessary, (when quadratures entering into (4.3)-(4.6) are impossible or inconvenient to calculate accurately) the following approximations can be used in scheme (4.1)-(4.6): 
Then, equations (4.1), (4.2), (4.3')-(4.6') will be called a flux exponential difference scheme. In order to use the constructed schemes to find a solution, it is necessary to know the values of the fluxes 0 W and N W .
In the case of boundary conditions of the first kind, the fluxes are expressed in terms of the known values of the solution 0  and 1  in the boundary nodes: 
In the case of boundary conditions of the second or third kind, the fluxes are expressed in terms of the unknown values of the solution at the boundary nodes:
These boundary values 0 y and N y can be determined as follows.
From the definition of a flux W , two approximate integral relations follow: 
The conditions for the solvability and stability of the expressions (4.7') will be discussed below. By analogy with the previous one, to solve the initial -boundary value problem (1.4), (1.5),
(1.2) on the basis of flux exponential approximation on a uniform grid on time t  with step  , the nonstationary scheme with weights can be constructed: 
4.
Realization of the constructed schemes. In this section, we discuss the details of the implementation of the constructed exponential schemes. To do this, we make a number of general remarks.
Firstly, the sweep algorithms are proposed to use for implemention of linear stationary schemes. Initially, they can be taken in the form presented in [12, 13] and [4] . However, in the latter case, the direct calculation of exponential terms (due to the application of the second exponential transformation, i.e. function 1 e ) does not allow us to use the sweep formulas directly. Therefore, it is necessary, the specific form of the algebraic problem coefficients to take into account and to reformulate the algorithm. As a result, it can be shown that instead of the full integral terms in the sweep formulas, only their ratios on the mesh template will be used, which are easily computed. The corresponding variants of the sweep algorithm are written below. Secondly, in the quasilinear stationary case, it is necessary to organize an iterative process of nonlinearity. As iterations, you can use simple or Newton iterations. At each iteration of such a process, a nonmonotonic sweep will be used.
Thirdly, in the linear non-stationary case, two approaches can be used: algorithms of monotonic or nonmonotonic sweep [12, 13] . Each of them has peculiarities and limitations. In particular, if we use a monotone algorithm, we get a time step limitation. If we use a nonmonotonic run, then we obtain additional conditions on the structure of the spatial grid. As the latter is more natural, our recommendation is to use a nonmonotonic version of the sweep.
Fourthly, in the quasilinear nonstationary case, it is possible to apply either schemes with № 2 / 2017 delay (completely explicit or explicit by nonlinearity of the scheme) that are realized at each time step using algorithms of monotonic or nonmonotonic sweep, or completely implicit schemes realized at each time step by using nonlinearity by iterations and corresponding sweep algorithms. Now we consider the linear stationary case in details. The implementation of a linear stationary scheme is performed using sweep algorithms [12, 13] . The choice of the sweep algorithm depends on the coefficients of the differential problem. If situations (A) or (B) are considered, then the usual monotonous sweep is used [12, 13] . In situations (C) or (D), a nonmonotonic sweep is used [4] .
Let us consider the algorithm of a nonmonotonic sweep in detail.
For this, we multiply equations (4.1) by 
The coefficients in (5.1) are defined as follows: 
The alternative in formulas (5.3) is to distinguish the exact and approximate schemes. Let us consider, for example, the formulas of a right nonmonotonic sweep and take into account expressions (5.2) and (5. 
Analogously, we consider the formulas of the left nonmonotonic sweep:
As we can see from (5.4), (5.5) and (5.4'), (5.5'), the final formulas of the right and left nonmonotonic sweeps allow us to do not calculate the exponential factors. We can calculate only their ratios with adjacent indices.
The stability analysis of the above mentioned sweep formulas leads us to the conditions: 1 0, 0, 2,..., ; 0, 0, 1,..., 1.
The conditions (5. formulas of the right and left nonmonotonic sweeps (the algorithm of generalized counter-sweep). This algorithm in the structure of calculations coincides with the parallel sweep algorithm, which has been considered in detail in [7] . In the quasilinear case, the introduced decision procedure is used in iterations, when the coefficients of the scheme are already known. In the case of implementing implicit time schemes, it is easy to make similar calculations and obtain corresponding modifications of formulas (5.4), (5.5) or (5.4'), (5.5').
We make one more remark about the conditions for the realization of the considered exponential schemes. It is concerned calculations of exponential factors on a computer. Usually, all calculations are performed with some fixed precision (single, double, extended, quadruple, etc.). If in the solution of the initial differential problem we need to obtain only an idea of the solution (portrait), then conditions (5.7), (5.8) will allow us to construct a "rough" grid necessary for this. If the problem is solved with a given accuracy  , then, at least, it is necessary to construct a grid in accordance with conditions (5.7), in which the value 1 R C  depends on the desired accuracy  .
Conclusion.
In conclusion, we note that we have constructed and discussed the implementation of a class of conservative flux difference schemes based on the double integral transformation of the convection-diffusion operator, which were called exponential. The main property of these schemes, in the case of a nonmonotonic operator, is the qualitative and quantitative transfer of the exponential nature of the differential solution to the grid analog, and also the fulfillment of the weak maximum principle. A full study of the convergence of the proposed
