Abstract-A new [47; 15; 16] 
I. INTRODUCTION
Linear binary [n; k; d]-code C is defined as a k-dimensional linear subspace of n-dimensional vector space over finite field GF (2) , where d denotes its code distance [1] . If the vector c 2 C it is denoted as a codeword of the code C. Code distance d is equal to minimum Hamming distance (number of different coordinates) between any two codewords of the code. One of the central problems in coding theory is to find the largest value of d for given values of n and k denoted d max (n; k). The lower bounds Lbfd max (n; k)g and the upper bounds U bfdmax(n; k)g on dmax(n; k) are collected in different tables, for [4] . It also reaches the upper bound on code distance for codeword length 47 and dimension 15. In online version of [5] of table [2] which was published also in [6] it is given that: " U bfdmax(47; 15)g = 16 follows by a one-step Griesmer bound from U bfd max (30; 14)g = 8, which follows by a one-step Griesmer bound from U bfdmax(21; 13)g = 4, which follows by a one-step Griesmer bound from U bfdmax(16; 12)g = 2, which is found by construction B via deleting at most eight coordinates of a word in the dual."
III. CONSTRUCTION
The new code was originally found via computerized search using algorithm B described in [4] with a starting matrix found heuristically.
Later the code was analyzed using MAGMA [7] and it was pointed out that the code could be also obtained using construction X [1] IV. CONCLUSION
The New [47; 15; 16] code was found using computerized search and later its analysis using MAGMA revealed another procedure for its construction, which is also described in this paper. The lower and upper bound on dmax(47; 15) is now equal to 16. The actual entries in [3] for n = 48 and dimension k = 16 suggest that the code [48; 16; 16] can exist. Therefore we made some search using the algorithm B from
[3] to find that code as well, but without success until now. We believe that additional attempts in future with different methods or different starting conditions could be more successful.
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Abstract-Let C = fx ; . . . ; x g f0;1g be an [n; N ] binary error correcting code (not necessarily linear). Let e 2 f0;1g be an error vector. A codeword x 2 C is said to be disturbed by the error e if the closest codeword to x 8 e is no longer x. Let A be the subset of codewords in C that are disturbed by e. In this work, we study the size of A in random codes C (i.e., codes in which each codeword x is chosen uniformly and independently at random from f0;1g ). Using recent results of Vu [Random Structures and Algorithms, vol. 20, no. 3, pp. 262-316, 2002] 
I. INTRODUCTION
For a parameter n, a general (not necessarily memoryless) binary communication channel W for block length n is defined by the conditional probabilities W (yjx) that y 2 f0; 1g n is received when x 2 f0; 1g n is transmitted. An [n; N ] binary block code C is defined by a codebook of N codewords C = fx 1 ; . . . x N g in f0; 1g n corresponding to messages f1; . . . ; N g = [N ] and a decoder : f0; 1g n ! [N ] . The probability of error for message i, when C is used on a channel W is e(i) = y:(y)6 =i W (yjx i ). 
