Abstract A van der Pol type system with delayed feedback is explored by employing the two variable expansion perturbation method. The perturbation scheme is based on choosing a critical value for the delay corresponding to a Hopf bifurcation in the unperturbed = 0 system. The resulting amplitude-delay relation predicts two Hopf bifurcation curves, such that in the region between these two curves oscillations will be quenched. The perturbation results are verified by comparison with numerical integration.
equations. The resulting equations, called differentialdelay equations (DDEs), may exhibit a diversity of steady state behaviors including stable equilibria and stable periodic motions. As an example, consider the following DDE which we investigate in this paper:
This equation may be described as a version of van der Pol's equation with delay feedback. In what follows we will need to distinguish between delay amplitude and delay lag. The delay amplitudes associated with each of the terms on the right hand side of (1) are β for the velocity feedback and δ for the position feedback. The delay lag is T for both terms. We will show that a change in the steady state behavior may occur in response to a change in the delay amplitudes, the delay lag, and the other parameters of (1). In particular, periodic motions may appear or disappear due to Hopf bifurcations. Knowledge of such critical parameters can be used to quench or eliminate undesirable vibrations.
We begin with a review of some related literature. Considerable work has been done by other investigators on both single and coupled oscillators under delayed feedback. The literature is rich, with authors considering a wide variety of combinations of delay amplitudes and delay lags, and employing a range of perturbation techniques. The choice of which perturbation method to use is often related to the magnitude of the delay amplitude being considered. When the delay amplitude appears as O( ), the method of averaging is a natural choice. Such was the approach taken in [1] [2] [3] . Atay [1] considered a van der Pol system under delayed position feedback, with both delay amplitude and delay lag taken as O( ). The delay lag however need not be considered small in order to employ averaging, as Morrison and Rand [2] and Wirkus and Rand [3] [5] [6] [7] [8] . Numerous techniques have been employed in this case with Rand and Verdugo [5] using Lindtstedt's method, Maccari [6] using asymptotic perturbation, Nayfeh [7] using a center manifold reduction and finally Das and Chatterjee [8] using multiple time scales. Again, in considering O(1) delay amplitude these authors have considered both O(1) and O( ) delay lag.
In this paper Hopf bifurcations in (1) are explored by using the two variable expansion method. The fixed points of the resulting slow flow give an expression for the limit cycle amplitude as a function of the delay and system parameters. From the slow flow equations we determine the stability of the limit cycle created in the Hopf bifurcation. We show that in a certain range of parameters, the delay lag may be chosen so as to quench the limit cycle via a Hopf bifurcation. In particular, the resulting amplitude-delay relation predicts two Hopf bifurcation curves, such that in the region between these two curves oscillations will be quenched. A similar system where both the delay amplitude and delay lag were O( ) has been considered previously by Atay [1] , who used the method of averaging. In comparison with our results, the results of [1] show a single Hopf bifurcation curve which corresponds to one of the two obtained by us. We compare our results with those of Atay [1] and with numerical integration.
Perturbation analysis

Simple harmonic oscillator with delayed feedback
This work considers a van der Pol type oscillator under delayed feedback:
The subscript d denotes a delayed quantity, for example x d = x(t − T ). We take the parameters , γ , α, β and δ to be positive. When = 0, (2) becomes a linear oscillator with delayed feedback:
Observe that when δ ≥ 1 in (3), we no longer have a harmonic oscillator for the case of zero delay lag. As the delay lag is increased from zero, the origin remains unstable and oscillations continue to be impossible. We therefore restrict δ < 1 in what follows. We introduce the parameter T 0 , which will be the critical value of delay lag necessary for periodic solutions to (3) to exist.
Looking for periodic solutions we assume solutions of the form,
Substituting this assumed form into (4) yields a set of expressions that the system parameters must satisfy,
Squaring and adding (6) and (7) gives another form of these expressions,
Alternatively, dividing (6) by (7) yields,
We can express ω 2 in terms of β and δ from (8) .
which can also be expressed as,
Since we consider δ < 1, both roots of ω 2 will be positive and the assumed periodic solutions, (5), will exist. This can be seen from (10) by noting that the second term under the radical, 1 − δ 2 , will always be positive when δ < 1. This leads us to conclude the radical will always be less than the term preceding the radical.
From (11) we observe that one root of ω will be less than 1 and the other greater than 1. This is important as the quantity ω 2 − 1 will play a role in determining the stability of the limit cycle through the slow flow equations.
The vanishing denominator in (6), (7) does not represent a singularity. This may be seen by noting that from (8) , for ω to approach unity, both β and δ must approach zero. The numerator and denominator of both (6), (7) thus simultaneously vanish. To show that the limit exists, one may use L'Hospital's Rule: Substituting ω from (10) into (6), (7) and taking the limit as β goes to zero, where δ = c β for some constant c, turns out to give a nonsingular result.
In the next section we will perturb off of this solution to the = 0 system in order to find approximate solutions to (2) when = 0.
Two variable expansion method
Returning to our original DDE, (2), we now perform a two variable expansion perturbation. Two variable expansion will produce slow flow equations which will capture the approach to the limit cycle, allowing us to determine its stability. Solving for the fixed points of the slow flow will give an amplitude-delay relation. For two variable expansion we define two time scales, a slow time scale, η, and a stretched time scale, ξ . The slower time scale will capture the approach to the periodic motion.
Since we are only working to O( ), without loss of generality [9] , we set the time stretch to be the frequency of the = 0 equation,
In terms of ξ and η our original DDE, (2), becomes,
Next we expand x, x d in power series,
The delayed variables ξ d and η d are defined as,
Recall that T 0 is the critical delay lag necessary for the = 0 system to undergo a Hopf bifurcation. Comparing the = 0 system with the previous = 0 system, we see there is an additional linear term, γẋ. Due to this additional linear term the critical value of delay lag necessary for a Hopf bifurcation in the = 0 system will be different than T 0 . We anticipate that this additional linear term will cause only a small shift in the critical delay lag and accordingly choose to define the delay lag as,
With this definition of T , (17) and (18) become,
Substituting (13) and neglecting terms of O( 2 )
We can now express x d in terms of ξ − ωT 0 and η by expanding it in a Taylor series about = 0. We neglect terms of O( 2 ).
Where in this expression we have introducedx for notational convenience, withx defined bỹ
Substituting the power series expression for x d , (16), into (24), and again neglecting terms of O( 2 ) we obtain a final expression for x d .
Substituting this final expression for x d , (26), and x, (15), into the governing equation, (14), and collecting terms of O (1) we recover a DDE similar to (4),
We define the left hand side of (27) to be L(x 0 ).
We take the general solution of (27) to be of the form
Substituting this general solution into the O(1) DDE, (27), yields a set of expressions that ω and T 0 must satisfy for given parameters β and δ.
These expressions are the same as those found in the previous section, cf. (6), (7) . Again, these expressions can alternatively be expressed as (8), (9) . Returning to the step of substituting x and x d into the governing equation (14), we now collect terms
Next we substitute (29) for x 0 into (32) and eliminate resonance by equating to zero the coefficients of cos(ξ ) and sin(ξ ). Doing so yields the slow flow equations on coefficients A and B of the general solution (29).
where
Transforming to polar coordinates R and ψ , where A = R cos ψ and B = R sin ψ , we obtain the following simplified slow flow equations,
A fixed point in the slow flow corresponds to a periodic motion in the original system. Solving for the fixed points of dR dη in (39) we obtain the amplitude of the periodic motion.
Plugging this amplitude expression into dψ dη , (40), for R 2 we find that the fixed point solutions to This gives the final expression for the approximation to the periodic solution as
Stability of the limit cycle
In addition to producing an approximation to the periodic solution, the slow flow equation on R, (39), can be used to determine the stability of the limit cycle. We begin by rewriting (39) in the form
Equation (47) represents a slow flow on the positive R-line (R > 0). It has two equilibrium points, R = 0 and R = √ 4C 2 /α, the latter of which corresponds to the limit cycle, cf. (43). The stability of limit cycle will therefore be opposite to that of the origin. In order for the limit cycle to exist, C 2 /α > 0, and assuming α > 0, we must have C 2 > 0. The origin R = 0 will be unstable if the product C 1 C 2 > 0, and since C 2 > 0, the origin will be unstable (and the limit cycle will be stable) if C 1 > 0. Equation (48) can be rewritten in the form
where to get C 1 in this form, we have used (8) and have introduced the notation Δ = ω 2 − 1 for convenience.
We ask under what parameter conditions will C 1 > 0, which corresponds to a stable limit cycle. Note that the denominator is a sum of squares except for the (1 −
is positive then the numerator is also positive. Thus we may conclude that a sufficient condition for a stable limit cycle is
For every possible β, δ pair, where 0 < β, 0 < δ < 1, (8) will return two values of ω. One value will be less than 1, while the other will be greater than 1. For the case of ω < 1, Δ will be negative and inequality (51) is satisfied. For the case of ω > 1, Δ is positive and (51) is no longer immediately satisfied and additional work must be done to show that (51) still holds. From (30) we can write the following inequality,
We can multiply this inequality, (52), by Δ without a sign change in the inequality. Multiplying (52) by Δ/ω 2 puts it in a form comparable to the inequality (51):
Expanding the right hand side of this inequality,
Since ω > 1 we can conclude,
This is the inequality (51) which we set out to show was true and therefore when ω > 1 we see that C 1 is positive. In summary we have shown that for both ω roots, C 1 will be positive which then implies that the limit cycle occurs when the origin is unstable and hence the limit cycle produced in the Hopf bifurcation will be attracting for all values of β and δ.
Hopf bifurcation
Predicted Hopf bifurcation surface
A supercritical Hopf bifurcation is characterized by a stable limit cycle born with zero amplitude, growing in size. The Hopf bifurcation occurs at the critical delay lag where the limit cycle has zero amplitude. We can use the amplitude-frequency perturbation result, (43), to predict the critical delay lag at which a Hopf bifurcation occurs. Setting R 0 = 0 we obtain the critical value of μ at which the Hopf bifurcation occurs.
Recall that T 0 is the delay lag at which a Hopf bifurcation occurs in the = 0 system. However, it turns out that T 0 will not be the delay lag necessary for a Hopf bifurcation in the > 0 system. The critical delay lag at which the > 0 system undergoes a Hopf bifurcation is given by (19), where μ equals μ cr :
While this relation appears simple, in order to evaluate T cr we must first solve for T 0 and ω. Recall that ω and T 0 respectively have polynomial and transcendental dependence on β and δ, (8) and (9) . A closed form expression for T cr in terms of β and δ is hence impossible. We can however create a T cr surface plot in Matlab for the delayed van der Pol case, (1). We also look at the curves resulting from three different cuts of this surface, β = 0, δ = 0 and β = δ. Plotting ω vs. β and δ, verifies that there are two ω roots, one less than 1 and the other greater than 1, Fig. 1 . These two roots are contained on two distinct surfaces that meet in the single point ω = 1, as β and δ are decreased to zero. Figure 2 shows a plot of T cr vs. ω and β, and contains two surfaces, one surface for each of the two ω roots. The two T cr surfaces divide the parameter space into three distinct regions. Since points on these surfaces correspond to the occurrence of Hopf bifurcations, limit cycles are generically created or destroyed as these surfaces are crossed.
Recall that as β and δ are decreased to zero ω goes to one. The effect of ω → 1 in (57) is for T cr → ±∞. The lower T cr surface in Fig. 2 goes to ∞ while the upper goes to −∞. This causes the two surfaces to intersect at some values of β and δ both larger than zero. The region beyond this intersection has been removed from the presented figures as it lies beyond the region of validity of the perturbation method.
In Fig. 3 we look at three different cuts of the T cr surface and confirm by numerical integration that the Displayed is x versus t obtained by numerical integration of (2) system transitions from oscillations to no oscillations and then back to oscillations as the delay lag is increased and the Hopf bifurcation curves are traversed. In Figs. 4-6 these transitions are shown by moving from point a to b to c. Each transition is accurately predicted by the derived Hopf bifurcation curves. We conclude that both small (O( )), and large, O(1) delay lag may be used as a means to quench a limit cycle.
Additionally we can create a surface plot of T cr as a function of and one of the delay amplitudes, δ or β, using (57). From (57) we see that T cr is linear in , with parameters T 0 and ω varying only upon β and δ. We consider and plot the case of β = δ = 0.5, γ = α = 1. The grey region in Fig. 7 represents no oscillations, and has been found using numerical integration. We can conclude that if is increased beyond some critical value, cr , the van der Pol terms become large and the limit cycle oscillation can no longer be quenched with delay.
Comparison with Atay [1]
Atay [1] considered the system, (2) Averaging is a natural choice for a system with O( ) delay amplitude terms. Atay [1] used the method of averaging to obtain the following amplitude expression,
Along with an O( ) delay amplitude, Atay [1] also considered the delay lag to be small (O( )). Our work is instead valid for both small and large delay lag and we considered the delay amplitudes to be O (1) . We compare the Hopf bifurcation curve predicted from our results with that predicted by [1] and also numerics. We expect our curve to be in better agreement with numerics than [1] when the delay lag is large and/or the delay amplitude is large. To compare our results with [1] we again consider the case of van der Pol oscillator with delay, setting γ and α equal to one in our system (2). Additionally we need to equate our delay amplitudes with those of [1] implying, δ = k and β = 0. The Hopf bifurcation curves are plotted over 0 < k < 1/ . This range was chosen, recalling that δ < 1 for oscillation.
In Fig. 8 it is seen our results for small delay lag agree with Atay's. For large delay lag however the results diverge. This divergence grows when the delay lag is large and the delay amplitude k is increased to also become large. As expected when T cr is large or when k is large our results are in better agreement with numerics than the results in [1] . 
Conclusions
We have studied a van der Pol type system under delayed feedback, (1), with delay amplitudes of O(1) and delay lags not necessarily small. The two variable expansion perturbation scheme we used is based on choosing a critical value for the delay corresponding to a Hopf bifurcation in the unperturbed = 0 system. The perturbation method yielded two Hopf bifurcation curves, which were verified numerically. These two Hopf bifurcation curves bound a Oscillations may be quenched by appropriately varying the delay lag, so as to enter this region. We have therefore shown that delay may be used as a means to control and quench undesirable limit cycle oscillations.
