This paper provides a synthesis of the simulation based minimum distance estimators used in economics with the method of ABC (Approximate Bayesian Computation) used in other disciplines. While the two strands of work are seemingly related, the relation between them is not well understood beyond the fact that they all replace the likelihood by auxiliary statistics that are informative about the data. We connect the two methods by using a reverse sampler to engineer the ABC posterior distribution from a sequence of simulated minimum distance estimates. Focusing on the exactly identified case, we find that Bayesian and frequentist estimators have different bias properties for an arbitrary choice of prior. The difference can be traced to whether we match the sample auxiliary statistics to each or to the average of the simulated ones. In principle, the likelihood-free Bayesian estimators can completely eliminate the order 1 T bias with suitable choice of the prior. But under a specific relation between the structural parameters and auxiliary statistics, the frequentist simulated distance estimators are automatically second order unbiased. These differences are illustrated using an analytical example and a simulation study of the dynamic panel model. JEL Classification: C22, C23.
Introduction
As knowledge accumulates, scientists and social scientists incorporate more and more features into their models to have a better representation of the data. The increased model complexity comes at a cost; the conventional approach of estimating a model by writing down its likelihood function is often not possible. Different disciplines have developed different ways of handling models with an intractable likelihood. An approach popular amongst evolutionary biologists, geneticists, ecologists, psychologists and statisticians is Approximate Bayesian Computation (ABC). This work is largely unknown to economists who proceed with simulation estimation from a frequentist perspective.
These estimators, which we will collectively refer to as simulated minimum distance estimators (SMD), include the method of indirect inference due to Gourieroux et al. (1993) , the method of simulated method of moments due to Duffie and Singleton (1993) , and the method of efficient method of moments due to Gallant and Tauchen (1996) . Also related is the Laplace type, quasiBayes (LT) estimator of Chernozhukov and Hong (2003) and its simulation analog which we refer to as SLT. While these estimators are seemingly related, the relations between them are not well understood. This paper provides a synthesis.
The ABC, SMD and SLT estimators share the same goal of estimating parameters θ in complex models whose likelihood is analytically intractable. They all rely in one way or another on auxiliary statistics that are informative about the data rather than the likelihood itself, and they all use monte-carlo simulations to approximate an expectation of interest. For a given choice of auxiliary statistics and objective function, the ABC produces a Bayesian estimate of θ by taking draws from the posterior distribution that, when used to simulate data, yields auxiliary statistics that are close to the data analog. In contrast, the SMD only insists that the average of the auxiliary statistics over draws is close to the sample auxiliary statistics. Focusing on the exactly identified case, we analyze the ABC from the perspective of the SMD using the 'reverse sampler' developed in Forneron and Ng (2015) . The reverse sampler engineers the posterior distribution by solving a sequence of SMD problems. We find that for an arbitrary choice of the prior, the SMD has better bias properties in the special case when the auxiliary statistics consistently estimate the structural parameters. In more general settings, the ABC can eliminate the order 1 T bias by suitable choice of the prior, a flexibility that the SMD does not have.
The ABC and SLT both use Monte-Carlo Markov Chain (MCMC) methods to simulate the target distribution but exploit the auxiliary statistics differently. While the ABC uses the auxiliary statistics to approximate the intractable likelihood, the SLT transforms the auxiliary statistics to yield a pseudo likelihood that does not have properties of a probability density. However, we make use of the fact that the mode of the SLT is the same as that of a minimum distance estimator (MD) and hence of the SMD as the number of simulations S gets large. This allows us to connect the SLT with the SMD and the ABC. While all estimators are second order equivalent as S and T tend to infinity, they have different finite sample properties. We illustrate these differences using an analytical example and simulations of the dynamic panel model. The paper proceeds as follows. Section 2 starts by defining the estimators, distinguishing between estimators that are grounded in likelihood theory from those based on auxiliary statistics.
Section 3 provides a synthesis of the estimators and introduces the reverse sampler. We use stochastic expansions to study the order 1 T bias of the estimators. The class of SMD estimators considered are well known in the macro and finance literature and with apologies, many references are omitted.
We also do not consider discrete choice models; though the idea is conceptually similar, the implementation requires different analytical tools 1 . We focus discussion on features that distinguish the SMD from the ABC which are lesser known to economists.
As a matter of notation, we use a 'hat' to denote estimators that correspond to the mode and a 'bar' for estimators that correspond to the posterior mean. We use (s, S) and (b, B) to denote the (specific, total number of) draws in frequentist and Bayesian type analyses respectively. A superscript s denotes a specific draw and a subscript S denotes the average over S draws. For a function f (θ), we use f θ (θ 0 ) to denote ∂ ∂θ f (θ) evaluated at θ 0 and f θθ j (θ 0 ) to denote
evaluated at θ 0 .
The Estimators Used in Economics
We assume that the data y = (y 1 , . . . , y T ) are covariance stationary and can be represented by a parametric model with probability measure P θ where θ ∈ Θ ⊂ R K . There is a unique model parameterized by θ 0 . If the likelihood L(θ) = L(θ|y) is tractable, maximizing the log-likelihood (θ) = log L(θ) with respect to θ gives θ M L = argmax θ (θ).
The optimization usually proceeds using (determinstic) Newton-type algorithms. It is also possible to use a stochastic algorithm like simulated annealing. In this case, the guess at iteration i is updated according to θ (i+1) = ρ SA ϑ + (1 − ρ SA )θ (i) where ϑ is the proposed value, ρ SA (θ (i) , ϑ) = min[exp(−( (ϑ) − (θ (i) ))/τ ), 1] is the acceptance probability, and τ is a (cooling temperature) parameter that is adjusted downwards as convergence is approached.
The Bayesian approach combines the likelihood with a prior π(θ) to yield the posterior density
For conjugate problems, the posterior distribution has a parametric form which makes it easy to take draws to compute the posterior mean and other quantities of interest. For non-conjugate problems, the method of Monte-Carlo Markov Chain (MCMC) allows sampling from a Markov chain whose ergodic distribution is the target posterior distribution p(θ|y). The normalizing constant is not necessary in MCMC sampling. We use the Metropolis-Hastings (MH) algorithm for discussion.
Algorithm MCMC Let q(y|x) be a proposal density that is easy to simulate. For b = 1, . . . , B:
• Generate θ b+1 ∼ q(θ b+1 |θ b )
• Accept θ b+1 with probability ρ BC (θ b , θ b+1 ) and set it equal to θ b with probability 1−ρ BC (θ b , θ b+1 ), where
In words, the proposed value θ b+1 is always accepted if the draw improves the posterior probability and is accepted with probability 1 − ρ BC otherwise. The terms q(θ b+1 |θ b ) and q(θ b |θ b+1 ) cancel when q(·) is symmetric and the two π(·) cancel if the prior is flat. 2 Upon convergence of the markov chain, one can use the mean or mode of the posterior distribution as estimate of θ. These are defined, respectively, as
where θ b are draws from the posterior distribution p(θ|y). Under quadratic loss, the posterior mean minimizes posterior risk Q(a) = Θ |θ − a| 2 p(θ|y)dθ.
. That is, the maximum likelihood estimator is a limit of the Bayes estimator using λ → ∞ replications of the data y 3 . While the simulated annealing view to maximum likelihood estimation has some resemblance to Bayesian estimation, simulated annealing looks for the mode of the likelihood and takes θ M L to be first θ (i) that converges. The posterior mean and mode are based on all draws after convergence of the markov chain.
With this background in mind, we now present the likelihood-free estimators at a general level.
We separate them into two categories. The next section considers those that do not involve model simulations. This is followed by estimators that require simulation of the structural model.
Estimators Based on Auxiliary Statistics ψ(θ)
The method of generalized method of moments (GMM) is a likelihood-free frequentist estimator developed in Hansen (1982) ; Hansen and Singleton (1982) . It allows, for example, estimation of K parameters in a dynamic model without explicitly solving the full model. It is based on a vector
Unless otherwise stated, we write E[·] for expectations taken under
The estimator is
where W is a L × L positive-definite weighting matrix. Most estimators can be put in the GMM framework with suitable choice of g t . For example, when g t is the score of the likelihood, the maximum likelihood estimator is obtained.
MD The minimum distance estimator exploits L × 1 auxiliary statistics ψ that are √ T consistent and asymptotically normal:
The key is that θ is mapped to the auxiliary statistics by a binding or a bridge function ψ(θ) = lim T →∞ E[ ψ(θ)] that is continuously differentiable in θ and locally injective at θ 0 . 4 We are especially interested in the case when ψ are statistics from an auxiliary regression model. Classical MD estimation assumes that an expression for ψ(θ) is available in closed form so that in the exactly identified case, one can solve for θ by inverting g(θ).
Indirect Likelihood Estimation and the LT The GMM objective function J(θ) defined in (2) is not a proper density. Noting that exp(−J(θ)) is the kernel of the Gaussian density, Jiang and Turnbull (2004) defines an indirect likelihood as
Associated with the indirect likelihood is the indirect score and indirect hessian, just like a direct likelihood. Maximizing the indirect likelihood is the same as minimizing J(θ). The authors showed that the maximizer of the indirect likelihood has properties analogous to the maximum likelihood estimator under mild regularity conditions, the most important being correct specification of the bridge function ψ(θ) so that E[g t (θ 0 )] is zero at the true value of θ. Chernozhukov and Hong (2003) observes that extremum estimators are difficult to compute when the objective function is highly non-convex, especially when the dimension of the parameter space is large. These difficulties can be alleviated by using Bayesian computational tools, but this is not possible when the objective function is not a likelihood. Chernozhukov and Hong (2003) takes an exponential transformation of −J(θ), as in Jiang and Turnbull (2004) , but then combines exp(−J(θ)) with a prior density π(θ) to produce a quasi -posterior density that is strictly positive and continuous over the parameter space Θ. Chernozhukov and Hong (2003) initially termed their estimator 'Quasi-Bayes' because exp(−J(θ)) is not a standard likelihood. They settled on the term 'Laplace-type estimator' (LT), so-called because Laplace also explored approximations outside of the standard Bayesian framework. If π(θ) is strictly positive and continuous over Θ, the 'quasi-
is proper over the parameters of interest. The LT posterior mean is thus well-defined even when the prior may not be proper. For loss function d(·), the LT estimator is
If d(·) is quadratic, the posterior mean minimizes quasi-posterior risk. As discussed in Chernozhukov and Hong (2003) , one can think of the LT under a flat prior as using simulated annealing to maximize exp(−J(θ)) and setting the cooling parameter τ to 1.
In practice, the LT posterior distribution is approximated by MCMC methods. To apply the MH algorithm listed above, the likelihood L(θ) is replaced by L LT (θ) = exp(−J(θ)). The acceptance probability is then Chernozhukov and Hong (2003) suggests to exploit the fact that the posterior mean is much easier to compute than the posterior mode and that under regularity conditions, the posterior mode is first order equivalent to the posterior mean θ LT = 1 B B b=1 θ b where each θ b is a draw from p LT (θ|y). The LT can be built on a weighting matrix obtained from some preliminary estimate of θ, or estimated simultaneously with θ. In exactly identified models, it is well known that the MD estimates do not depend on the choice of W . This continues to be the case for the LT posterior mode θ M D . However, the posterior mean is affected by the weighting matrix.
Estimators Based on Simulated Auxiliary Statistics
Problem arises for both frequentists and Bayesians when the likelihood is not analytically tractable.
Simulation estimation is suited for situations when the asymptotic binding function ψ(θ 0 ) is not analytically tractable but can be easily evaluated on simulated data. The first use of simulation-based estimation in economics appears to be due to Smith (1993) in the context of dynamic stochastic equilibrium models. He proposed to compute auxiliary statistics from vector autoregressions which are easy to estimate.
The simulated analog of MD, which we will call SMD, minimizes the weighted difference between the auxiliary statistics evaluated at the observed and simulated data:
where
As in MD estimation, the auxiliary statistics ψ(θ) should 'smoothly embed' the properties of the data in the terminology of Gallant and Tauchen (1996) . But SMD estimators replace the asymptotic binding function under the assumed model, ie. ψ(θ 0 ) = lim T →∞ E[ ψ(θ 0 )] by a finite sample analog using monte-carlo simulations.
The steps for implementing the SMD are as follows:
0 For s = 1, . . . , S, draw ε s = (ε s 1 , . . . , ε s T ) from the distribution F ε . These are innovations to the structural model that will be held fixed during iterations.
1 Given θ, repeat for s = 1, . . . S: a Use ε s , θ and the model to simulate data y s (ε s , θ) = (y s 1 , . . . , y s T ) .
b Compute the auxiliary statistics ψ s (y s (θ)) using simulated data.
When ψ is a vector of unconditional moments, the SMM estimator of Duffie and Singleton (1993) is obtained. When ψ are parameters of an auxiliary model, we have the 'indirect inference' estimator of Gourieroux et al. (1993) . When ψ is the score function associated with the likelihood of the auxiliary model, we have the EMM estimator of Gallant and Tauchen (1996) . These estimators minimize a weighted L 2 distance between the data and model as summarized by auxiliary statistics, but they differ in the choice of these statistics. Gourieroux and Monfort (1996) provides a framework that unifies these three estimators. The L 2 distance in J(θ) can be replaced by other metrics. Nickl and Potscher (2010) showed that SMD estimation based on suitable nonparameteric estimators of ψ and ψ(θ) can have asymptotic variance equal to the Cramer-Rao bound if the tuning parameters are optimally chosen. Creel and Kristensen (2013) specifies Kullback-Leibler distance and estimate this quantity non-parametrically.
The SLT The LT estimator as presented above assumes that g(θ) is analytical tractable. Its only difference with the MD is that it exploits Bayesian computational tools to compute the posterior mean. When ψ(θ) is not analytically tractable but can be approximated by monte-carlo simulations we can replace g(θ) by g S (θ), as in SMD, and exponentiate the objective J S (θ) as in LT. This extension of the LT has been used in, for example, Lise et al. (2013) , as a way to obtain standard errors for the SMD. We refer to this estimator as SLT. The steps are as follows:
. . , ε s T ) from F ε ; Again, these are innovations to the structural model that will be held fixed during iterations.
c Accept θ b+1 with probability ρ SLT (θ b , θ b+1 ), else reset θ b+1 to θ b with probability 1−ρ SLT where the acceptance probability is:
The algorithm has two loops, one using S simulations for each b to approximate the asymptotic binding function, and one using B draws to approximate the'quasi-posterior'SLT distribution
The posterior mean is θ SLT = 1 B B b=1 θ b , where θ b are draws from p SLT (θ|y).
The ABC
The concept underlying the ABC dates back to the early eighties and can be traced to Donald Rubin who suggested that computational methods can be used to estimate the posterior distribution of interest even when a model is analytically intractable. 5 Diggle and Gratton (1984) proposed to approximate the likelihood by simulating the model at each point in the parameter grid and appears to be the first implementation of simulation estimation for models with intractable likelihoods.
Subsequent developments adapted the idea to conduct posterior inference, giving the prior an explicit role. The first ABC algorithm was implemented by Tavare et al. (1997) and Pritchard et al. (1996) to study population genetics. They accept/reject samples drawn from parameter values on the grid as follows: (i) Since simulating from a non-informative prior distribution is inefficient, subsequent work suggests to replace the rejection sampler by one that targets at features of the posterior distribution.
The MCMC implementation of ABC proposed in Marjoram et al. (2003) is as follows.
Algorithm MCMC-ABC For b = 1, . . . , B with θ 0 given,
2 Draw errors ε b from F ε and simulate data y b+1 (ε, θ b+1 ). Compute ψ b+1 (y b+1 (ε, θ b+1 )).
3 Accept θ b+1 with probability ρ ABC (θ b , θ b+1 ) and set it equal to θ b with probability 1 − ρ ABC (θ b , θ b+1 ) where
The indicator I ψ− ψ b+1 ≤δ equals one if θ b+1 produces simulated auxiliary statistics ψ b+1 (θ b+1 ) that are close to the sample estimates. The indicator can also be represented as a ratio I ψ− ψ b+1 ≤δ I ψ− ψ b ≤δ since the denominator is one as will soon be clear. This ratio plays the role of the likelihood ratio
in Bayesian estimation and of the quasi-likelihood ratio
in the LT.
To understand the ABC algorithm, we will write ψ = ψ(y(θ 0 )) and ψ b+1 instead of ψ b+1 (y( ε, θ b+1 )) to simplify notation. Each sweep of the ABC depends on two sets of draws. The algorithm first generates a candidate parameter vector from the proposal distribution q(θ b+1 |θ b ). Then the model is simulated under θ b+1 using a new draw of innovations ε b . The auxiliary statistics are based on simulated data y(θ b+1 , ε). Hence instead of q(θ b+1 |θ b ), the ABC-MH proposal distribution is
to account for the simulation of ψ b+1 .
The success in the ABC algorithm lies in the fact that it approximates the posterior distribution
using an MCMC procedure and then appropriately integrating out y b . This is akin to the idea of data augmentation.
To see why this approximates the true posterior distribution, we elaborate on the presentation in Sisson and Fan (2010) . Observe that if
is a strictly positive constant because ψ is observed. Furthermore he likelihood is constant because ψ is fixed. Hence, we deduce that 6 :
Integrating out y b we get:
which is the desired posterior distribution. When ψ are sufficient statistics and δ = 0, then
In practice, integration is achieved by discarding ψ b . The posterior mean is then computed as
is an event of measure zero, and some compromise needs to be made. One possibility is to allow ψ − ψ b ≤ δ for positive δ close to but not exactly zero. Then analogous arguments suggest:
Hence, upon integrating out y b , the ABC posterior distribution approximates the true posterior
Sampling from the the joint posterior distribution p(θ b , ψ b | ψ) and having to simulate ψ b+1
implies that the MH acceptance ratio is
The acceptance probability based on the infeasible likelihood based on the auxiliary statistics ψ is:
Compared with (6), there are two differences. First, the posterior p(θ b+1 | ψ) is replaced by the joint posterior I ψ b+1 − ψ ≤δ p(θ b+1 , ψ b+1 | ψ) which as argued above, approximates the true posterior after integrating out simulation errors. Second, the proposal distribution is q(θ b+1 , ψ b+1 |θ b , ψ b ) instead of q(θ b+1 |θ b ). Rewriting the ABC acceptance ratio, we have:
For δ ≈ 0, the first two ratios above are either close to 1 or zero. Hence ρ ABC (θ b , θ b+1 ) simplifies to (5) given in the algorithm, which resembles the acceptance ratio of a Bayesian MH sampler.
Creel and Kristensen (2013) considers a maximum indirect estimator θ M IL = max θ log p( ψ|θ) and a Bayesian estimator (BIL) that exploits Bayesian computation tools. Their idea is to use simulated data to non-parametrically estimate p( ψ|θ). 7 For kernel K b h ( ψ b , ψ) using bandwidth h, the BIL is defined as
. 
The Reverse Sampler
Thus far, we have seen that the SMD estimator is the θ satisfying ψ − 
. , B
7 This is similar to the nonparametric simulated maximum likelihood estimator of Fermanian and Salanie (2004) . 8 Fearnhead and Pranglel (2010) studied the convergence property of this noisy ABC estimator.
i Generate ε b from F ε and generate y b ;
The RS terminates, instead of starts, with an evaluation of the prior probabilities, hence we call it a reverse sampler. It draws and accepts θ b with probability one by solving an optimization problem.
Consistency of each RS solution (ie. θ b ) is built on the fact that the SMD is consistent even with
is one-to-one and
is full column rank. The posterior distribution produced by the reverse sampler tends to the infeasible posterior distribution p(θ| ψ) as B → ∞. That is, for any measurable function φ(θ) such that the expectation exists
The RS is shown in Forneron and Ng (2015) to be an optimization based importance sampler.
Convergence to the target distribution follows from a law of large number. Fixing the event ψ b = ψ is crucial to this convergence result.
The RS has some aspects of every estimator considered. Each θ b is assigned a weight w( 
which is the infeasible ABC posterior distribution with δ = 0.
Properties of the Estimators
This section studies the properties of the estimators. Under assumptions in Rilstone et al. (1996) ; Bao and Ullah (2007) , a √ T consistent estimator θ x satisfying g( θ x ) = 0, admits a second order expansion
The term A x (θ 0 ) is a mean-zero normal random vector with variance that is estimator dependent.
The quantity C x (θ 0 ) also differs across estimators and is the object of analysis. To understand the properties of the SMD, SLT, and ABC, we first consider the properties of the ML and MD estimators.
Bias of θ M L and θ BC
The ML is an extremum estimator but is also a GMM estimator with
where the normalized score
distribution to the normal vectors Z S and Z H respectively. The order 1 T bias is large when Fisher information is low.
Classical Bayesian estimators are likelihood based. Hence the posterior mode θ BC exhibits a bias similar to that of θ M L . However, the prior π(θ) can be thought of as a constraint on the log likelihood which induces an additional bias. The posterior mode which maximizes log p(θ|y) = log L(θ|y) + log π(θ) has expansion
where C P BC (θ) is a function the curvature of the likelihood. The bias of the posterior mode thus has a data component and a component under the control of the researcher. Kass et al. (1990) shows that the posterior mean and mode in likelihood based models are related as follows:
where C M BC ( θ BC ) depends on the second derivatives of the log-likelihood. Therefore the order 1 T bias corresponding to the posterior mode and mean are, respectively,
Accordingly, there are three sources of the bias in the posterior mean: a likelihood component, a prior component, and a component from approximating the mode by the mean.
Bias of θ M D and θ LT
The bias of non-likelihood based estimators is also widely studied. Newey and Smith (2004, Theo- rem 4.1) shows that there are four sources of order 1/T bias in GMM estimation:-one exists even if the optimal weighting matrix is used, and one from the preliminary estimation of the weighting matrix. The remaining two biases are mean zero under exact identification. Minimum distance estimators depend on auxiliary statistics ψ. Suppose that ψ are √ T consistent for some ψ(θ 0 ) and has expansion
We show in the Appendix that in the exactly identified case when
In addition to the curvature of the binding function, the bias in MD also depends on C(θ 0 ), the bias in the auxiliary statistic ψ.
An LT estimator maximizes exp(−J(θ))π(θ) and hence θ LT inherits the properties of a MD estimator. The posterior mode θ LT has an additional bias arising from the prior. Hence
The Bias of θ SM D and θ SLT
The bias property of the SMD is analyzed in Gourieroux and Monfort (1996, Ch.4.4) and can be summarized as follows. Suppose the auxiliary statistic ψ has expansion as in (9), and for each s,
. Plugging in the Edgeworth expansions give:
Expanding ψ( θ SM D ) and A s ( θ SM D ) around θ 0 and equate terms in the expansion of θ SM D ,
Taking S The SMD provides bias correction without directly estimating the bias and is a target estimator as defined in Cabrera and Fernholz (1999) . These authors propose to adjust an initial estimate θ such that if the new estimate were the true value of θ, the mean of the original estimator equals the observed value θ. In other words, it is the θ such that E P θ [ θ] = θ. A target estimator corrects for bias implicitly when the binding function is inverted, which is precisely what the SMD does.
This approach is unlike the bootstrap which directly estimates the bias. Cabrera and Hu (2001) shows that the bootstrap estimator corresponds to the first step of a target estimator but that the target estimator improves upon the bootstrap estimator by providing more iterations.
An auxiliary statistic based target estimator is the θ that solves E P θ [ ψ(y(θ))) = ψ(y(θ 0 ). It replaces the asymptotic binding function lim
this expectation under P θ is approximated by stochastic expansions. The SMD differs in approximating the expectation by ψ S (θ) = 1 S S s=1 ψ s (θ). Not using the asymptotic binding function leads to bias reduction in finite samples. The SMD thus improves upon MD even when the binding function is tractable and is especially appealing when it is not.
The θ SLT maximizes exp(−J S (θ) + log π(θ)) where
is the same as minimizing J S (θ), which is the objective of the SMD. It follows that to a first order, the mode of SLT is also the mode of SMD which has improved properties over θ LT .
i. If ψ is consistent for θ 0 , then θ SLT is second order equivalent to θ SM D only if π θ (θ 0 ) = 0.
ii. If ψ is consistent for ψ(θ 0 ) = θ 0 , there exists a prior π R SLT (θ) for θ SLT such that E[ C SLT (θ 0 )] = 0, and another prior π R SLT (θ 0 ) for θ SLT and E[C SLT (θ 0 )] = 0.
Proposition 1 is based on the fact that the order 1 T bias in the SLT posterior mode and mean are
0 unless π θ (θ 0 ) = 0 (or in other words π(θ) is the flat prior). Such a prior is, however, not enough to remove the second order bias from the posterior mean unless E[C M SLT (θ 0 )] = 0, which may not be the case.
In general situations when ψ(θ) = θ, E[C SM D (θ 0 )] will not be zero and θ SM D has a bias of order 1 T that cannot be removed. In contrast, the SLT can potentially eliminate the second bias by suitable shrinkage or choice of priors. Recent work by Arellano and Bonhomme (2009) shows in the context of non-linear panel data models with fixed effects that the first-order bias term in Bayesian estimators can be eliminated for a particular prior on the individual effects. Bester and Hansen (2006) also shows that in estimation of parametric likelihood models, the order 1 T bias in the posterior mode and mean can be removed using objective Bayesian priors. Adapting this approach, part (ii) of the Proposition suggests that bias reducing priors, denoted π R SLT (θ 0 ) and π R SLT (θ 0 ) respectively, are solutions to the differential equations:
An implication of Proposition 1 is that by suitable choice of prior, the SLT can have better bias
properties over the SMD.
Bias of θ RS
We now turn to the properties of the ABC. Dean et al. (2011) established consistency of the ABC in the case of hidden Markov models. These authors construct a scheme so that maximum likelihood estimation based on the ABC algorithm is equivalent to exact inference under the perturbed hidden markov scheme. They find that the asymptotic bias depends on the ABC tolerance δ. Assuming that the likelihood L( ψ|θ) is known, Creel and Kristensen (2013) showed that the posterior mean of their exact maximum indirect estimator is first order equivalent to a moment based SMD. Furthermore, their Bayesian indirect estimator (BIL, or noisy ABC estimator) is second order equivalent to the maximum indirect estimator after adjusting for the leading bias term. However, the properties of the BIL are not studied for the practical case of interest when the likelihood is unknown. The difficulty in analyzing the ABC comes in the fact that simulation introduces additional randomness, which interacts with smoothing bias encountered in estimation of the density by kernel smoothing.
An implication of Proposition 1.(i) is that the posterior mean θ RS constructed from the reverse sampler is the same as the posterior mean θ ABC computed under the original ABC sampler. This is allows us to study the bias properties of θ ABC by analyzing θ RS .
Proposition 2 Let ψ(θ) be the auxiliary statistic that admits the expansion as in (9) The proof is given in the Appendix. Part (i) is based on an expansion of
expressed in terms of the auxiliary statistic, making use of the fact that
Hence the bias of θ b is a function of the variance of ψ.
Part (ii) of Proposition 2 points out that an order 1 T bias remains in the θ RS . The argument is as follows. The reverse sampler uses weights to account for the fact that the each draw θ b minimizes J(θ) and hence accepted. The weighting ultimately affects the bias. We show in the Appendix that
Using (11), the posterior mean θ RS = B b=1
θ b can be represented by
which is the same as in A SM D (θ 0 ). Hence the SMD and RS are first order equivalent. The order 1 T bias is determined by
The last term depends on the choice of the prior. Using the expansion for C b (θ 0 ) derived in the Appendix, we find that the first term can be represented by
is exactly the same as in C SM D (θ 0 ). The term that involves
In contrast, SMD has E[C SM D (θ 0 )] = 0 when ψ(θ) = θ because the comparable term is
The result implies that a bias of order 1 T remains in the RS irrespective of the choice of prior when ψ(θ) = θ. This difference can be attributed to the fact that the SMD equates the average of the simulated auxiliary statistics to the sample statistics, while the RS /ABC equates each simulated statistic to the data. The bracket around Whether or not ψ(θ) = θ, the bias reducing prior for θ RS , say π R RS (θ), is the π(θ) solves the differential equation:
Under π R RS (θ), the order 1 T bias will then be zero with the implication that θ RS is second order equivalent to the SMD when ψ(θ) = θ. However, when ψ(θ) = θ, the SMD will have a bias of order 
Two Examples
In this section, we highlight these findings first using a simple analytical example. We then evaluate the properties of the estimators using the dynamic panel model with fixed effects.
An Analytical Example
We consider the DGP y i ∼ N (m, σ 2 ) which is simple enough to allow the properties of the estimators to be evaluated analytically. The parameters of the model are θ = (m, σ 2 ) . The MLE of θ is
While the posterior distribution is dominated by the likelihood in large samples with the prior playing no role, the effect of the prior is not negligible in small samples. We therefore begin with a analysis of the effect of the prior on the posterior mean and mode in Bayesian analysis. We focus on σ 2 since the estimators have more diverse properties.
We consider the prior π(m, σ 2 ) = (σ 2 ) −α I σ 2 >0 , α > 0 so that the log posterior distribution is
The posterior mode and mean of σ 2 are σ 2 mode = T σ 2 T +2α and σ 2 mean = T σ 2 T +2α−5 . respectively. Using the fact that E[ σ 2 ] = (T − 1)σ 2 , we can evaluate σ 2 mode , σ 2 mean and their expected values for different α: Two features are of note. For a given prior (here indexed by α), the mean does not coincide with 
the mode. Second, the statistic (be it mean or mode) varies with α. The Jeffrey's prior corresponds to α = 1, but the bias-reducing prior is α = 2. In the Appendix, we formally show that the bias reducing prior for this model: π R (θ) ∝ 1 σ 4 . Next, we consider estimators based on auxiliary statistics:
Using sufficient statistics as ψ(y) allows likelihood-based (exact) Bayesian inference to be performed. For SMD estimation, we let (y S , σ 2 S ) = (
The LT quasi-likelihood using the variance of preliminary estimates of m and σ 2 as weights is:
The LT posterior distribution is p(m, σ 2 | m, σ 2 ) ∝ exp(−J(m, θ)). Integrating out m gives p(σ 2 | σ 2 , m).
We consider a flat prior π U (θ) ∝ I σ 2 ≥0 and the bias-reducing prior π R (θ) ∝ 1/σ 4 I σ 2 ≥0 . The RS is the same as the SMD under a bias-reducing prior. Thus,
For completeness, the parametric Bootstrap estimator σ 2 Bootstrap = 2 σ 2 − E σ 2 ( σ 2 ) is:
The properties of the estimators are summarized in Table 4 .1: 
where κ 1 (S, T ) = 
The Dynamic Panel Model with Fixed Effects
The dynamic panel model y it = α i + βy it−1 + σe it is known to suffer from severe bias when T is small because the unobserved heterogeneity α i is imprecisely estimated. Various analytical bias corrections have been suggested to improve the precision of the least squares dummy variable (LSDV) estimator β. Instrumental variable estimators have also been considered. Hsiao (2003) provides a detailed account of the treatment to this incidental parameter problem. Gourieroux et al. (2010) suggests to exploit the bias reduction properties of the indirect inference estimator using the dynamic panel model as auxiliary equation. The authors reported estimates of β that are sharply more accurate in simulation experiments that hold σ 2 fixed. The results continue to be impressive when an exogenous regressor and a linear trend is added to the model. We reconsider their exercise but also estimate σ 2 .
With θ = (ρ, β, σ 2 ) , we simulate data from the model:
We use the following moment conditions:
with g( ρ, β, σ 2 ) = 0. The MD estimator is thus also the LSDV. The quantity g S (θ) for SMD and g b (θ) for ABC are defined analogously. For this model, Bayesian inference is possible since the
where Ω = I T −1 − 1 T −1 1 T −1 /T . For LTE, ABC, SMD the weighting matrix is computed as:
. Recall that while the weighting matrix is irrelevant to finding the mode in exactly identified models, W affects computation of the posterior mean. The prior is π(θ) = I σ 2 ≥0,ρ∈ [−1,1] . For SMD, the innovations ε s used to construct ψ s are drawn from the standard normal distribution once and held fixed. Table 3 report results from 5000 replications for T = 6, N = 100, as in Gourieroux et al. (2010) .
The ML estimates are identical to MD as expected. Both ρ and σ 2 are significantly biased. The mean estimate of the long run multiplier β 1−ρ is only 1.6 when the true value is 2.5. The LTE is the 
Practical Issues
The above analysis shows that the ABC can be seen from the perspective of SMD and that the two estimators have different biases for given T and are asymptotically equivalent as T → ∞.
Furthermore, the SLT is equivalent to the SMD as S → ∞. In spite of conceptual similarities, there are some important differences between the estimators at the practical level. Before turning to the less obvious ones, we first note that the T × S matrix of innovations ε 1 , . . . ε s used in SMD estimation are only drawn from F ε once and held fixed across iterations. Equivalently, the seed of the random number generator is fixed during iterations. It is important for the ε s to be 're-used' as the parameters are updated so that the only difference in successive iterations is due to change in the parameters to be estimated. In contrast, the LT and ABC draw new innovations from F ε each time a θ b+1 is proposed. We simulate B sets of innovations of length T , not counting those used in draws that are rejected, and B is generally much bigger than S.
The ABC and RS
Whereas the SMD only solves the problem once, the ABC needs a large number of draws to accurately approximate the posterior if the acceptance rate is low, which tends to be an case with most implementations of ABC. To illustrate this point, consider estimating the mean m in our simple example with σ 2 = 1 assumed to be known, and π(m) ∝ 1. From a previous draw m b , a random walk step gives m = m b + ε, ε ∼ N (0, 1). For small δ, we can assume m | m ∼ N ( m, 1/T ).
From a simulated sample of T observations, we get an estimated mean m ∼ N (m , 1/T ). As is typical of MCMC chains, these draws are serial correlated. To see that the algorithm can be stuck for a long time if m * is far from m, observe that the event m ∈ [ m−δ, m+δ] occurs with probability
The acceptance probability m * P( m ∈ [ m − δ, m + δ])dm * is thus linear in δ. To keep the number of accepted draws constant, we need to increase the number of draws as we decrease δ.
This result that the acceptance rate is linear in δ also applies in the general case. Assume that
We keep the draw if ψ − ψ (θ ) ≤ δ. The probability of this event can be bounded above by
The acceptance probability is still at best linear in δ. In general we need to increase the number of draws at least as much as δ declines to keep the number of accepted draws fixed. Table 4 : Acceptance Probability as a function of δ δ 10 1 0.1 0.01 0.001 Table 4 shows the acceptance rate for the example considered in Section 4.1 when θ = (m, σ 2 ) and T = 20. The results confirm that for small values of δ, the acceptance rate is approximately linear in δ. Even though in theory, the target ABC posterior should be closer to the true posterior when δ is small, this may not be true in practice because of the poor properties of the MCMC chain. At least for this example, the MCMC chain with moderate value of δ provides a better approximation to the true posterior density. Or, an alternative sampler might be desirable, such as the Sequential Monte-Carlo (importance sampling) algorithm proposed by Sisson et al. (2007) ; Sisson and Fan (2010) .
This problem appears not to be specific to the the indicator function/rectangular kernel formulation of the ABC. Gao and Hong (2014) analyzes the estimator of Creel and Kristensen (2013) (which is effectively a noisy ABC estimator). They suggests that the problem arises because to compensate for the large variance associated with the kernel, the number of simulations need to be larger than T K/2 to achieve √ T convergence, where K is the number of regressors. This result and our observation above both suggest that a large number of draws is needed to implement the ABC. Gao and Hong (2014) suggests to use local polynomials which can reduce the number of simulations to T K/(p+1) , where p is the degree of polynomial. Using local regressions in ABC was also considered in Beaumont et al. (2002) .
The reverse sampler differs from the MCMC-ABC in several ways. First, the RS draws from the posterior with δ = 0. Second, unlike the MCMC-ABC which produces draws that are serially correlated, the RS generates iid draws from the posterior distribution. Third, the RS solves an optimization problem for each draw. But since the draws can be computed in parallel and there is no need for tuning parameters, the task can be automated and completed quite quickly. Fourth, and perhaps most important, is that at least in the just-identified case, the reverse sampler accepts all draws and has an acceptance rate of one. This in sharp contrast to the low acceptance rate of the MCMC-ABC just discussed.
The RS has its own limitation, however. The sampling scheme is possible in the just-identified case when θ → ψ b (θ) is one-to-one and continuously differentiable. If the mapping is not differentiable, then the reversed sampler will not be feasible. When the mapping is differentiable and just identified but not one-to-one (such as when the absolute value of a parameter is identified but not its sign), the implementation requires a change of variable and is more difficult. 
The LT and SLT
The LT and SLT are particularly appealing when the posterior is proper. 11 Unlike the ABC, the acceptance rate does not depend on δ and can be easily tuned. However, the LTE also has its limitations. Given that the LTE treats the Laplace transform of the objective as a density, nothing guarantees that the posterior is proper. Checking whether the posterior is integrable can be difficult and imposing support restrictions can bias the results. To illustrate this point, consider again the case of estimating θ = (m, σ 2 ), noting that the choice of weighting matrix has implications for the posterior mean. Instead of using weights obtained from a preliminary estimation, we now use a continuously updated weighting matrix. Now the quasi-LT likelihood
is not a proper density because it tends to exp(−T /4) as σ 2 → ∞ and the objective function becomes flat. Hence the chain behaves like a random walk and the acceptance rate will be close 9 Specifically, we need to consider to a change of variable:
The implementation becomes more difficult as we need to know the number of roots to ψ −1,b (.). It can be numerically unstable because of the division by a derivative, even when local injectivity holds.
10 We also need a change of variable using the Jacobian of
W at 0K (the nearest draw to ψ). 11 In the case of estimating θ = m considered above, we can compute the predicted LTE acceptance rate to be 70%, much higher than the ABC rate for small δ.
to one when σ 2 is large. To obtain a proper posterior distribution, we may consider, for example, Jeffrey's prior which in this case is π(m, σ 2 ) ∝ 1/σ 3 . The posterior distribution is p(m, σ 2 | m, σ 2 ) ∝ σ −3 exp(−J C (m, σ 2 )) is well defined at σ 2 = 0 and ∞. 12 Another possibility is to use the full indirect likelihood (2σ 6 ) −1/2 exp(−J(m, σ 2 )) as in Jiang and Turnbull (2004) instead of just its kernel. We consider this possibility in on-going work.
The fact that σ 2 is a variance also creates a problem specific to the LT. Likelihood estimation yields a σ 2 that has a inverse-χ 2 distribution. Because the BC and ABC draws are taken from this distribution, they are positive by construction. But the quasi-LT likelihood is normal. As such, draws of σ 2 from the quasi-likelihood under a flat prior are not guaranteed to be non-negative.
If we constrain the flat prior π(m, σ 2 ) ∝ I σ 2 ≥0 to be positive, the marginal posterior distribution of σ 2 will be truncated at zero. While this does not affect the posterior mode, the mean will be biased by a random term relating to the inverse Mills ratio. 13 It is conceivable that truncation due to support constraints will generate a similar bias on the posterior mean without affecting the posterior mode. In such cases, approximating the posterior mode by the mean can be misleading.
The SMD
In the analysis of the preceding section, we see that SMD has favorable bias properties and can completely remove the order 1 T bias when the auxiliary parameter estimate is consistent for θ. But models are vulnerable to the possibility of misspecification. In MD estimation, θ is a function of the auxiliary estimate ψ. Genton and Ronchetti (2003) considers estimation of diffusion models and shows that discretization can nullify the bias reduction that indirect inference would otherwise have offered. The reason is that the influence function of θ SM D depends on the influence function of ψ. They suggest robust estimation of the auxiliary parameters from the data but not the simulated data since simulated data are likely to be free of outliers.
The MCMC implementations for ABC and SLT require specification of a prior and tuning parameters, and the estimates can be sensitive to these choices as discussed above. However, when these parameters are appropriately chosen, they can have desirable bias properties and inference is straightforward. One can easily construct summary statistics and credible regions from the quasiposterior distribution. The inference is exact and does not rely on asymptotic approximations. The SMD does not require tuning parameters but computation of the standard errors is more demanding 12 Simulations verify that draws from the posterior distribution under Jeffrey's prior are stationary and much better behaved than those under the flat prior.
13 The same results under a Jeffrey's prior are the same since it coincides with a flat prior in this case, ie. π(m, σ 2 ) ∝ 1. If use a continuously updated quasi-likelihood along with Jeffrey's prior, we have the posterior distribution p(m, σ 2 | m, σ 2 ) ∝ σ −3 exp(−JC (m, σ 2 )) as discussed above. While the mode is well defined, the posterior mean is unbounded because σ 2 p(σ 2 | σ 2 ) ∝ σ −1 which tends to ∞ as σ 2 → ∞.
as they depend on the sampling uncertainty of the auxiliary statistics as well as the shape of the intractable binding function.
If the auxiliary model coincides with the true model, the SMD estimates are efficient. But if the parameter space of the true model is infinite dimension, SMD estimates based on a finite number of auxiliary statistics cannot be efficient. Seeing the SMD from the perspective of a target estimator can shed light on this feature. As pointed out earlier, a target estimator improves upon the bootstrap estimator. An SMD is a target estimator and has the same advantage over the bootstrap. To gain more intuition on this point, suppose that ψ(θ) = θ and let θ be a preliminary
The bootstrap estimate is
where θ is the estimate based on data generated under P θ . Since But what about variance of the target estimates? Cabrera and Fernholz (1999) shows that and the true value of θ. No uniform statements can be made. This is in agreement with findings in Mackinnon and Smith (1998) that bias correction may increase variance depending on the shape of the bias function.
To the extent that the SMD is a target estimator, the findings suggest that the inefficiency of the SMD could be traced to the shape of the binding function, which is problem specific. Additionally, accurate SMD inference relies on asymptotic normality being an accurate approximation to the finite sample distribution of ψ, as well as adequacy of numerical approximations to the curvature of the binding function. These approximations may not be appropriate in finite samples. In this regard, inference based on the ABC and SLT is not only computationally easier, but is likely to be more precise.
Conclusion
Different disciplines have developed different estimators to overcome the limitations posed by an intractable likelihood. These estimators share many similarities:-they rely on auxiliary statistics and use simulations to approximate quantities that have no closed form expression. We provide a framework that helps understand the quasi and Approximate Bayesian approach from the perspective of Simulated Minimum Distance estimation. We document the difference between the frequentist and Bayesian approaches in terms of second order bias.
We have focused on the properties of the estimators for a given T . If we let T → ∞, the SLT and SMD are asymptotically equivalent for any choice of prior. Since (i) SLT and LT are equivalent as S → ∞, (ii) SMD and MD are equivalent as S → ∞, the four estimators MD, SMD, LT, SLT are equivalent as S → ∞ and T → ∞ for any choice of π(θ). The ABC is also in this equivalence class.
We have only considered regular problems when θ 0 is in the interior of Θ and the objective function is differentiable. When these conditions fail, the posterior is no longer asymptotically normal around the MLE with variance equal to the inverse of the Fisher Information Matrix.
Understanding the properties of these estimators under non-standard conditions is the subject for
Equating with
and solving for A, C we get:
Proof of Proposition 2:i
We have
T . We also have
If the auxiliary regression is the structural model, ie.
which is a function of the variance of ψ but not the bias. In the general case, F (θ 0 ) is a function of A b and A b (θ 0 ).
Proof of Proposition 2.ii
The 
For (c),
where ψ θ (θ 0 ) = ∇ θ ψ(θ)| θ=θ 0 is the first derivative of the binding function with respect to θ evaluated at θ = θ 0 . The derivative with respect to the auxiliary statistic ψ(θ) is ψ θ . We will let ψ θθ j (θ 0 ) be the j-th column of the second derivative of the binding function evaluated at θ = θ 0 .
Let π θ (θ 0 ) = ∂π(θ) ∂θ | θ=θ 0 be the derivative of the prior with respect to θ evaluated at θ 0 . Since the prior π(θ) is continuously differentiable around θ = θ 0 , the weight for draw θ b is
The first term above is the expansion of π(θ b ) around π(θ 0 ) and the second term is the Jacobian of ψ(θ) with respect to θ which has expansion as
It can be shown that the weight on θ b has expansion
Let A = 
In 
we have E[A RS (θ 0 )] = 0 as in the SMD case. But, E[C ABC (θ 0 )] = 0 any arbitrary prior. Hence, in theory, the RS /ABC should have less desirable bias properties than SMD.
Results For The Example in Section 4.1
The data generating process is y t = m 0 + σ 0 e t , e t ∼ iid N (0, 1). As a matter of notation, a hat is used to denote the mode, a bar denotes the mean, superscript s denotes a specific draw and a subscript S to denote average over S draws. BC: Expressed in terms of sufficient statistics ( m, σ 2 ), the joint density of y is p(y; m, σ 2 ) = (
Noting that |∂ σ 2 σ 2,b | ∝ σ 2,b , we can simply solve for λ(σ 2 ) = π(σ 2 )|∂ σ 2 σ 2,b | which is equivalent to not re-weighting and setting d b 1 = 0 (which is the case when the Jacobian is constant). Thus the bias reducing prior satisfies: Taking the integral on both sides we get:
which is the Jeffreys prior if there is no re-weighting and the square of the Jeffreys prior when we use the Jacobian to re-weight. Since the estimator for the mean was unbiased, π(m) ∝ 1 is the prior for m.
The posterior mean under the Bias Reducing Prior π(σ 2,s ) = 1/σ 4,s is the same as the posterior without weights but using the Jeffreys prior π(σ 2,s ) = 1/σ 2,s : 
