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The Gibbs Mixing Paradox is a conceptual touchstone for understanding mixtures in statistical
mechanics. While debates over the theoretical subtleties of particle distinguishability continue to
this day, we seek to extend the discussion in another direction by considering devices which can
only distinguish particles with limited accuracy. We introduce two illustrative models of sorting
devices which are designed to separate a binary mixture, but which sometimes make mistakes. In
the first model, discrimination between particle types is passive and sorting is driven, while the
second model is based on an active proofreading network, where both discrimination and sorting
have a tunable active component. We show that the performance of these devices may be enhanced
out of equilibrium, and we further probe how the quality of particle sorting is maintained by trade-
offs between the time taken and the energy dissipated. Considering these examples, we demonstrate
how increasing the similarity between particles gradually increases the work required to sort them,
eliminating the paradox, while preserving the limits imposed by standard equilibrium statistical
mechanics.
I. INTRODUCTION
A. The goal of this article
The goal of this article is to look from a unified point
of view at two related issues: the famous Gibbs Mix-
ing Paradox in equilibrium statistical mechanics, and the
more practical issue of particle sorting, relevant to a num-
ber of non-equilibrium processes in biological cells.
The Gibbs Mixing Paradox concerns the curious fact
that, when separating a mixture of ideal gases into two
volumes, the change in entropy does not depend on the
nature of the gases (and similarly for the reverse process
when two different gases mix into a single volume). This
is illustrated in Fig. 1, where gases are depicted as parti-
cles of different colors and shapes: the mixing entropy for
two equal sub-volumes is ∆s = kB ln 2 per particle if the
gases are different, and ∆s = 0 if they are identical. But
this implies that if we make the two particle types arbi-
trarily similar to one another —though not identical—,
we would continue observe the very same ∆s = kB ln 2,
right up until the particles are indeed identical and the
entropy change drops to zero. Gibbs himself noted this
apparent discontinuity [1–3], though he did not call it a
paradox.1
Before we elaborate upon this (in section I B), it is
worth emphasising that the physics of mixing and de-
mixing is relevant to a variety of real-world phenomena.
Biological cells, for instance, employ a suite of mecha-
nisms to transport target molecules across membranes in
order to maintain a given purity for the cellular environ-
ment, or maintain electrochemical potential differences.
1 This is consistent with the fact that the issue is not even men-
tioned in some of the best statistical physics textbooks, eg [4].
∆s=0∆s=kBln2
FIG. 1. For the system on the left containing two different
particle species, the entropy change upon separating them
into two half-volumes is ∆s = −kB ln 2 per particle. For
the system on the right with identical particles, the entropy
change is obviously zero, ∆s = 0.
While some elements of these processes may be passive
(ie, the system approaches an equilibrium state deter-
mined by the underlying free energy landscape), living
systems are essentially non-equilibrium. Past work has
therefore sought to explain and quantify non-equilibrium
contributions to particle recognition and transport in sev-
eral specific circumstances [5–7]. This paper approaches
the same topics from a more basic statistical physics
standpoint, employing toy models to elucidate essen-
tial characteristics of particle-sorting phenomena. As we
shall discuss in the following section, a key considera-
tion for us is the fact that any real device tasked with
identifying and sorting different types particles will occa-
sionally make mistakes, which influences thermodynamic
outcomes, such as the work done or the entropy change
from a sorting process.
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2B. Idealisations in Statistical Mechanics
While the resolution to the Gibbs Mixing Paradox is
widely held to be quantum mechanical [8–16] (see also
further discussion in [17–19]), this point of view conspic-
uously fails to account for the usefulness and accuracy
of statistical mechanics in the context of classical sys-
tems, such as colloids or proteins. Such particles are not
strictly identical, yet may still be treated as such [20] –
a fact compellingly emphasised in recent works [21, 22].
In this context, the unsettling discontinuity of the Gibbs
Paradox, between distinguishable and indistinguishable
particles, arises from the temptation to regard entropy
as an absolute quantifier of a system’s properties, rather
than a function of the chosen macrostate [23–26]. In
fact, particle identity is merely one component of the
macrostate, to be included whenever necessary. This is
especially clear for classical particles, which are always
distinguishable in principle [27, 28].
Macrostates, the dichotomy between distinguishable
and indistinguishable particles, and even entropy itself,
are some of the idealisations employed by equilibrium sta-
tistical mechanics. It is these idealisations that give rise
to the Gibbs Paradox, and so in this work, we ask to what
extent they are applicable in case of real thermal particles
(like colloids or proteins) which may be so similar that
distinguishing them, although possible in principle, may
be difficult for a given apparatus and prone to errors. We
may then consider a continuum between particles being
distinguishable and indistinguishable.
For example, suppose we wish to purify a binary mix-
ture of gases into two volumes, as in Fig. 2. To achieve
this, we must have some way of determining the identity
of each gas particle. In the cartoon, this is done by sieves
on each of the two pistons, which in an ideal scenario are
perfectly permeable for one particle species and imper-
meable for the other. Each piston therefore compresses
only one of the two mixed gases and performs work of
at least kBT ln 2 per particle (assuming the system is in
contact with a thermostat of temperature T ). This situa-
tion is ideal in the sense that the macrostate implies that
particles can be distinguished, that distinguishing them
does not require any work, and that entropy is a good
proxy for the work done to separate them. It is under
these circumstances that we encounter the “paradox”.
C. The plan of this article
An important feature of the sorting process depicted in
Fig. 2 is that particles in the “right” sub-container have
the same energy as in the “wrong” one; in other words,
sorting here is purely kinetic. Another example of purely
kinetic sorting, which we shall investigate in some de-
tail, is more reminiscent of a Maxwell demon (sometimes
called a “concentration demon” [29]). Using the device
depicted in Fig. 3, we treat particle distinguishability
not as a “yes-no” binary, but as a continuous parameter
FIG. 2. From left to right: A mixture of gases is sorted into
two volumes by compressing with special pistons. The process
requires at least kBT ln 2 of work per particle. However, if the
pistons do not distinguish the two types of particles, no work
is performed.
which encapsulates the accuracy of an imperfect sorting
device. We investigate in section II the consequences of
the device’s mistakes, for instance the impact on the work
required to achieve a given level of purity, and how the
device’s performance may be improved through the in-
troduction of energy-consuming discrimination steps. In
section III we consider a fundamentally different situa-
tion in which particles have some pre-existing energetic
preference for one of the boxes, such that a certain level
of sorting will be achieved even in equilibrium. We then
show how an active process, similar to kinetic proofread-
ing [5, 6], may be employed to improve the sorting qual-
ity.
In the end we show how the practically and biologi-
cally important issue of particle sorting sheds light on
the Gibbs paradox, showing that it arises from unwar-
ranted generalizations of some of the idealized concepts
in equilibrium statistical mechanics.
II. PURELY KINETIC SORTING WITHOUT
ENERGETIC PREFERENCE
A. Sorting Model
Our “purely kinetic” model is broadly similar to the
illustration in Fig. 2, in that sorting depends on an ex-
ternal driving. We shall first introduce a very simple ver-
sion of the model with only passive discrimination, and
then expand it to be slightly more complicated and ver-
satile. Finally, we incorporate active discrimination and
describe how it can improve the sorting performance.
Consider a system with two species of particles, A and
3A′, initially distributed evenly between two equal vol-
umes, labelled 1 and 2. Notation-wise, we denote a par-
ticle of A in box 1 as A1, etc. We use the same symbols
also for the numbers of corresponding particles, so that
A1(t) is the number of A particles in box 1 at time t, etc.
The sorting device is sketched in Fig. 3.
Sorting proceeds through the combination of two pro-
cesses. First, particles are distinguished (passively) by
the two coloured channels, which allow passage to par-
ticles of a particular type, so A-type particles can move
only through the upper channel, and A′-type particles
can move only through the lower channel (we might imag-
ine that the particles are of different shapes, as in figure
2, and place a sieve at each entrance of each channel).
The second process is driving, which is performed by the
turbine. Driving is insensitive to the particles’ type, but
induces them to flow in a particular direction – those in
the upper channel flow toward box 2, and those in the
lower channel toward box 1. 2
Box 1 Box 2
A1
A1
A1
A1
A′1
A′1
A′1
A′1
A′2
A′2
A′2
A′2
A2
A2
A2
A2
FIG. 3. Schematic of a sorting device. Two types of par-
ticles are contained in two volumes connected by two chan-
nels. These (entirely passive) channels preferentially pass one
type of particle: the upper channel prefers A and the lower
channel prefers A′. Meanwhile, the central turbine indiscrim-
inately pushes particles in the upper channel toward box 2,
and those in the lower channel toward box 1 – an action which
costs some amount of free energy. The combined action of
the channels and the turbine is to reach a sorted steady state,
whose purity depends on the relative probability of errors, η.
B. An Elementary Example
To introduce the problem, let us first consider its most
elementary version. Suppose the sorters at the entrances
2 While the devices in Figs. 2 and 3 operate on the same princi-
ple, the virtue of the latter is that it can be run continuously.
Thus, when we introduce mistakes in the discrimination step (so
that the channels “leak”), the device will still reach a non-trivial
steady state. Fig. 2, on the other hand, would after a long time
return to a maximum entropy equilibrium unless the pistons are
made to continually recompress the gas.
of both channels make no mistakes, and pass through
only their “own” particles with rate constant K. Then
A˙1(t) = −KA1(t) , A1(t) +A2(t) = N
A˙′2(t) = −KA′2(t) , A′1(t) +A′2(t) = N ,
(1)
where N is the total number of particles of either type.
This of course results in A1(t) = A′2(t) = N2 e−Kt, and
A2(t) = A′1(t) = N − N2 e−Kt.
How much work does the turbine perform? To transfer
one A particle from box 1 to box 2, one needs to perform
work which is at least equal to the difference of chemical
potentials between two boxes, ∆µ = kBT ln
A2(t)
A1(t) (and
similarly for primed particles). Since the current through
either channel is J(t) = −A˙1(t), the minimal work to
complete the separation is
W =
∫ ∞
0
J(t)∆µ(t) dt = kBT
∫ ∞
0
−A˙1(t) ln A2(t)A1(t) dt .
(2)
Evaluating this integral yields the familiar answer of
kBT ln 2 per particle. As already mentioned, the W given
by formula (2) is the minimal amount of necessary work:
it cannot be achieved in practice, and one can only ap-
proach it if the process is run so slowly (i.e., if K is so
small) that the gases in each volume are completely equi-
librated at all times. (It would, of course, also require the
avoidance of dissipation in the turbine and everywhere
else.) Our point is to emphasize that the required min-
imal work of an idealized, dynamical, error-free process
is indeed limited by the equilibrium entropy, in perfect
agreement with thermodynamics.
Now, while the channels are intended to allow pas-
sage for one type of particle only, let us imagine that the
other type may still leak through. We introduce the rel-
ative probability of such an error η (to be defined more
precisely below), and note that η is a proxy for the distin-
guishability of the particle types: η = 0 corresponds to
zero mistakes and perfect distinguishability, while η = 1
corresponds to perfect indistinguishability.
The possibility of a particle mistakenly going through
the wrong channel modifies kinetic equations (1):
A˙1(t) = −KA1(t) +KηA2(t) , A1(t) +A2(t) = N
A˙′2(t) = −KA′2(t) +KηA′1(t) , A′1(t) +A′2(t) = N ,
(3)
leading to
A1(t)
N
=
η
1 + η
+
[
1
2
− η
1 + η
]
e−K(1+η)t , (4)
and similarly for primed particles (henceforth we will not
repeat symmetrical-looking equations for both species of
particles). As expected, when mistakes are possible, each
box remains contaminated with incorrect particles even
after infinite time devoted to sorting. This is our first
4glimpse of a “softening” of the Gibbs Paradox, where
values of η intermediate between zero and unity leads to
values of the system’s minimal possible entropy change
intermediate between −NkB ln 2 and 0 respectively.
Although by the structure of kinetic equations (3) η
masquerades itself as an equilibrium constant between
states A1 and A2, we prefer to think of it differently.
Following on from the previous setup, we assume that
transport through the upper channel is always to the
right, and transport through the lower channel is always
to the left, so that the detailed balance is violated. In
this sense, we treat η as a quantifier of the “partial distin-
guishability” of particles. In such interpretation, it has
no direct thermodynamic meaning – and it should not,
because it is a kinetic (transport) property.
The issue of work in this case becomes interesting. As
long as η is very small, the initial kinetics of separa-
tion is almost the same as in the mistake-free system,
and the minimal amount of work performed in one chan-
nel W (t) = kBT
∫ t
0
KA1(t′) ln A2(t
′)
A1(t′) dt
′ increases initially
with time t following very nearly the same schedule. If
η is really very small, then the work approaches kBT ln 2
per particle.
However, for times larger than ln (1/η) /K, mistakes
start to take their toll: some particles return to their
original box, going down the gradient of chemical po-
tential, and have to be transported back a second time.
Thus the device has to perform work at a steady rate
forever to maintain a bounded level of purity3 (see also
related theoretical work in Ref. [31]).
This model illustrates some important ideas about par-
ticle sorting. However, it lacks the flexibility to introduce
active control of errors. Therefore, we now introduce a
more sophisticated model.
C. Kinetic Sorting with Passive Discrimination
Starting from this section, we drop kBT from all equa-
tions, assuming all energies measured in the units of kBT .
The updated model is illustrated in Fig. 4. Once again,
the two passive channels allow passage of the different
particles with rates K and ηK  K, while the turbine
pushes particles in a direction which depends solely on
which channel they’re in and not on their type.
In contrast to the previous section, we shall assume
here that the turbine works at a constant rate, expending
a free energy of ∆f for every particle it pushes through
the channel in the direction of its drive, and receiving ∆f
for each particle that pushes it in the opposite direction.
This is true independently of the state of the system. Us-
ing ∆f rather than ∆µ will simplify our calculations a
3 This assumes, of course, that when a particle leaks through the
wrong channel it does not return the corresponding energy to
the turbine.
little. It also means that even when the channels per-
fectly distinguish the two particle types (η = 0), there
will be imperfect sorting, since particles are allowed to
make transitions away from their target box as long as
they pay ∆f to the turbine. While this consideration
changes the details of the results, it doesn’t affect the
overall thrust of our findings.
We translate the Fig. 3 setup into the reaction network
in Fig. 4, which shows the paths a particle of type A or
A′ may take to transition between the boxes. The states
B and B′ denote a particle which has entered one of the
channels, with indices u, ` denoting whether it is in the
upper or lower channel, and indices 1, 2 denoting which
side of the channel it’s in. (Although this may seem
crudely reminiscent of some specific biological systems,
our emphasis here is on the statistical physics aspect of
things.)
As in the previous section, transitions between states
are governed by kinetic rates. The diffusion-controlled
rates kon and koff represent respectively the rate at which
a particle in one of the boxes enters a channel, and vice-
versa. The rates K and Kη represent transitions within
the two channels when there is no assistance from the
turbine (that is, when ∆f = 0).
Representing this network as a set of linear, coupled,
ordinary differential equations, we may easily calculate
the steady state, and hence the sorting quality, as a func-
tion of ∆f and η. This is plotted in Fig. 5, where the
sorting quality is parameterised by the entropy change
∆S between the unsorted initial state and the maximally
(but imperfectly) sorted steady state (see Appendix A
for the explicit calculation of the entropy). From panel
(a) we see, as expected, that sorting is best when η is
small, and is poor when the driving ∆f is either very
low or very high.4 This is confirmed in panel (b), which
furthermore illustrates how the Gibbs Paradox’s discon-
tinuity is softened in the present scheme when the driving
is sufficiently high (in this case when ∆f & 2).
D. Kinetic Sorting with Active Discrimination
For a given error η and driving ∆f , we seek to invest
work from some energy reservoir to improve the sorting
quality. The obvious solution would be to introduce an
additional active sorting mechanism, to shuttle particles
in one direction or another depending on their type. This
will be explored in more depth in section III; for now
we shall focus on a slightly subtler mechanism of active
discrimination. By this we mean an active process which
is sensitive to particle’s type, but is agnostic about which
box it should be assigned to. In other words, the active
4 When the driving is low, there is insufficient incentive for par-
ticles to switch to the correct box. When the driving is high,
there’s so much incentive for particles to switch that both types
of particles circulate near-freely between the boxes.
5Box 1 Box 2
Bu1
 	B′u1
Bu2
 	B′u2
B`1
 	B′`1
B`2
 	B′`2
A1
 	A′1 A2
 	A′2
kon
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K e∆f

 	Kη e∆f
K e−∆f
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FIG. 4. A kinetic network representing the setup in Fig. 3. Quantities relating to particle type A are coloured red and enclosed
in rectangular boxes, while quantities relating to A′ are coloured blue and enclosed in curved boxes. An A particle in box 1
or 2 is denoted A1 and A2 respectively. When a particle A enters a channel it is denoted B, with indices indicating which side
of which channel it’s in. With no driving, the upper channel passes A particles with rate K in both directions, and A′ particles
with rate ηK (where 0 ≤ η ≤ 1 is the relative probability that a channel accepts the wrong particle). In the lower channel,
these rates are reversed. Driving is parameterised by the factor e∆f ≥ 1 (as mentioned in the main text, we assume energy is
measured in units of kBT ). While it is not strictly necessary to have driving in both directions, it’s convenient to make the
networks as symmetical as possible.
discrimination adds to the existing structure of the Fig. 4
network in a way that is symmetrical with respect to
the box numbers, but asymmetrical with respect to the
particle types.
To give a further hint of what this means, recall that
the sorting device introduced in Figs. 3 and 4 works be-
cause the flow of particle type A is slower in the lower
channel than in the upper channel (and vice-versa forA′).
Our aim is simply to enhance this discrepancy through a
modification of the existing kinetics.
A possible implementation of this is shown in Fig. 6.
It extends the Fig. 4 network with additional kinetic
branches in each channel (there is now a “+” branch
and a “−” branch), and also provides a route for tran-
sitioning between them. The rates in the “−” branches
are reduced with respect to the “+” rates by an active
process which consumes or produces free energy ∆F per
transition.5 Furthermore, any particle in the “+” branch
is more likely to be jump to the slower “−” branch than
the other way around, meaning that the sorting process
is slowed overall. Crucially, the rate of jumping between
the branches of a given channel is different for different
particle types – this is the discrimination part. For a par-
ticle in the correct channel (eg an unprimed particle in
5 It is worth emphasising here that there is no dissipation arising
from the “−” branch alone. Dissipation instead arises because
of the transition path between the two branches, which creates a
loop with thermodynamic drive 2e∆F – the loop violates detailed
balance and so the network must be driven.
the upper channel), the rate of jumping between branches
is small compared to the rate of transition between boxes,
so particles in the correct channel will be relatively un-
perturbed by the extra active process. For a particle in
the incorrect channel, however, there will be a substantial
flow from the fast “+” branch to the slow “−” branch.
Thus, particles are actively slowed when they are in the
incorrect channel, which reduces the effective η towards
zero, and hence results in better sorting.
For clarity, consider the limiting case where the “incor-
rect” particles are made so slow that they cannot make
a transition between boxes on any reasonable time scale.
Then the discrimination is nearly perfect, and particles
may only travel towards their intended boxes.
In Fig. 7, we show that the modifications introduced
in Fig. 6 do indeed improve sorting above the ∆F = 0
baseline.
An issue of relevance to real sorting devices, for in-
stance the ones mentioned in the introduction, is the
minimal work required to achieve a given entropy reduc-
tion, and the concomitant trade-offs with the time scales
required to complete the sorting.6 To resolve this mat-
ter for our system requires some numerical root-finding;
but the example shown in Fig. 8 illustrates the fact that
sorting can be completed quickly at the expense of ad-
ditional work. Unexpectedly, it also demonstrates that
6 In regards to this last quantity, we shall consider the characteris-
tic time-scales on which a given system evolves, rather than the
full time taken to complete sorting (which may diverge).
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FIG. 5. For the kinetic sorter in Fig. 4, we plot the sorting
quality, ∆S, against turbine driving ∆f and the error parame-
ter η. ∆S is the entropy change from the unsorted initial state
to the partially-sorted steady state, so more negative values
correspond to better sorting. Other parameters are fixed to
be kon = 10
−3koff and K = 0.1koff . (a) ∆S(∆f) for several
values of η. As expected, η = 1 (indistinguishable particles)
leads to zero change in the state of the system, while η = 0
leads to complete segregation for sufficiently high driving. (b)
∆S(η) for multiple values of ∆f . The same limits apply for
high and low η, and we clearly see how intermediate values of
distinguishability influence the final sorting quality.
strong active proofreading can in some cases reduce the
work needed to sort quickly.7
It is worth pointing out that, while we use our sorting
device to sort a mixed system at the expense of work, it
may equally well be run in reverse as an “entropy engine”
which produces work from an initially segregated system.
Two further regimes are accessible to this model: one
where the network simultaneously sorts and “produces”
work (ie, consumes less work than the ∆F = 0 sorter),
and a “lose-lose” regime where the network consumes
work to increase the entropy of the system.
7 When done right, speedy sorting decrements the leakage between
boxes, and hence the rate of energy-consuming transitions.
III. A HOPFIELD–NINIO SORTER BASED ON
ENERGY PREFERENCE
We now introduce our second model sorting device,
which exploits energetic differences between the particle
types rather than just kinetic differences. Imagine that
the particles are distinguished by their energetic prefer-
ence for one box over another, and denote this energetic
difference ∆G ≥ 0 (see Fig. 10). This ∆G therefore plays
two overlapping roles: (i) it quantifies the distinguisha-
bility of the particles, and in this sense replaces η from
the previous model; and (ii) ∆G controls the equilibrium
distribution of particles between the two boxes via the
Boltzmann factor e∆G. Thus, and in contrast to the pre-
vious model, the device already performs some sorting
even in equilibrium.8 Here we seek to improve the qual-
ity of sorting by introducing active / dissipative processes
into the system.
We may now make a connection with a well-established
body of literature. In the early seventies it was known
that the accuracy of certain biological processes for dis-
tinguishing very similar particles (for example different
nucleotides during RNA transcription) far exceeds the
equilibrium expectation based on the enzyme-substrate
binding energies. In response, Hopfield and Ninio inde-
pendently developed dissipative “proofreading” schemes
capable of drastically amplifying the existing binding en-
ergy difference [5, 6, 32]. It is natural for us to apply
the Hopfield–Ninio proofreading scheme to our particle
sorting problem, when there exists some difference ∆G
in the free energy landscape of the two particle types.
Our model apparatus is sketched in Fig. 9: a sorting
device S sits in the single channel connecting two vol-
umes, and may grant or deny passage through the chan-
nel depending on the outcome of a sorting process.
This process is modelled as the network sketched in
Fig. 10, which has four independent parameters: ∆G and
four rate constants, one of which may be used to set the
time-scale (but for clarity we leave all the rate constants
explicit and with units). When ∆G > 0, the sorting
device promotes the accumulation of A in box 2 and A′
in box 1, as in section II. Every transition along one
of the unidirectional edges dissipates ∆G.9 Thus, when
the kinetic rate κ is zero, the network is an equilibrium
sorter whose performance is ultimately controlled by the
Boltzmann factor e∆G.
8 It is tricky, therefore, to directly compare the two models us-
ing the same evaluation criteria. And, while this new model is
interesting and practically relevant for sorting processes, it is a
little further from the conventional Gibbs Paradox setup than
the previous one (but we can still analyse how sorting quality
varies with distinguishability – see Fig. 12).
9 These one-way arrows may look disturbing in light of our usual
chemical kinetics experience, but remember, we are dealing here
with a highly non-equilibrium, strongly driven system in which
such processes are commonplace. See for instance the books
[29, 30], and the extensive literature on kinetic proofreading.
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FIG. 6. A modification of the kinetic network in Fig. 4, which employs additional branches in each channel. The rates in the
“−” branches are suppressed by an active process which costs/produces free energy ∆F per transition. Notations are the same
as in Fig. 4, but for compactness we denote δ ≡ e∆f and ∆ ≡ e∆F . Note that, when ∆F = 0, a direct transition from one box
to the other costs/produces free energy 2∆f – twice as much work as the Fig. 4 network. This choice was made to limit the
profusion of factors of 1
2
, and it doesn’t affect the spirit of the model.
A. Steady State
The system of nonlinear ODEs which represent this re-
action network is written in Appendix B. As in the pre-
vious model, the steady state is exactly calculable (see
Appendix B) and we can compute the entropy change
for a given set of parameters as before. Better-than-
equilibrium sorting can be achieved for any ∆G, pro-
vided the kinetic rate of the energy-consuming transi-
tion, κ, is substantially smaller than the other rates, and
koff  kon. The improvement is particularly impressive
when the particles are highly distinguishable (ie ∆G is
large), such that the Hopfield–Ninio sorter behaves like
an equilibrium sorter with ∆G→ 2∆G.
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FIG. 7. (a): Sorting quality ∆S plotted against driving ∆f
for several values of the active discrimination ∆F . The ac-
tive discrimination improves the sort quality, especially when
the driving ∆f is high. (b): The maximum improvement en-
gendered by active proofreading as a function of driving, for
several error parameters η. This maximum improvement is
defined as the ratio ∆S(∆F→∞)
∆S(∆F=0)
, and this quantity is seen to
grow with η as well as ∆f .
We may also choose a different set of kinetic rates that
cause us to pay work for sorting worse than Boltzmann.
This is possible when the rate κ is large, and the sort-
ing network encourages particles of both species to by-
pass the proofreading machinery in both directions via
the energy-consuming transitions. These predictions for
good and bad sorting regimes are shown to agree with
simulations in Appendix B.
B. Time and Work for Sorting
It is plausible that the worse-than-equilibrium sorter
just discussed sacrifices sorting quality in order to de-
liver improved speed, as has been found in other appli-
cations of Hopfield–Ninio-style networks [32, 33]. Our
next task is to find the time-scale of the system’s evolu-
tion, and compare it with the invested work. However,
since the Hopfield–Ninio sorter model explicitly includes
binding to the sorting device, the ODEs governing the
evolution (B1) are non-linear, and to calculate anything
beyond steady-state quantities requires some approxima-
ΔF=0ΔF=2ΔF=5
2000 3000 4000 5000 6000
koff τ
0.5
1.0
1.5
W
sort/N
FIG. 8. For a given purity of sorting (here ∆S = −0.4), we
plot the trade-offs between the work done to sort and the
characteristic relaxation time of the network in Fig. 6. The
error probability and the kinetic rates are fixed (η = 0.1,
kon = 10
−3koff , and K = 0.1koff), and the driving ∆f is
varied to produce each line for a given ∆F . (The kinks in the
lines are an artifact from numerical calculation the system’s
relaxation time-scale.)
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S
A′1
A′1
A1
A′1
A′1
A′1
A′1A′1
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A2
A2 A′2
A2
A2
A2
A2
FIG. 9. Sketch of the Hopfield–Ninio sorting device, in an
imperfectly sorted steady state. The apparatus consists of
two boxes connected by a single bidirectional channel and
containing two types of particles, A and A′. When ∆G > 0,
A accumulates in box 2, and A′ in box 1. See also the energy
landscape sketched in Fig. 10.
tion.10
Here we take koff to be large compared to K and κ:
this allows us to treat the bound intermediate B states
as evolving quasi-statically. This approach is standard
in Michaelis–Menten kinetics, and allows us to compute
the number of particles in the B states at every instant in
terms of the number in the A states. Assuming the boxes
are much larger than the channel which connects them,
A2 ≈ N −A1, where N is again the total number of par-
ticles. Then A1 obeys the ODE A˙1 = 1−A1/A
SS
1
γ+δA1/N , where
10 The non-linearity is not an indispensible feature of an energy-
driven sorting device such as the one we are consdering. But,
although it does rather complicate calculations, we retain it in
our model to make the connection with Hopfield–Ninio networks
more obvious, and to enhance the relevance to practical applica-
tions such as cellular transport.
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κ · e∆G
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(a)
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∆G
A1 A′1 B1 B′1 B2 B′2 A2 A′2
(b)
FIG. 10. (a): The general reaction networks for the two
species. The two networks share all rate constants except for
those which differ by a factor of e∆G ≥ 1. One-way arrows
consume free energy of ∆G per transition, and we assume
that ∆G is so large that the rate of reverse transition is neg-
ligible on the time-scale of interest (see footnote 9). Other
choices for where to place the e∆G factors would work just
as well for our purposes, but we follow the convention in [5].
(b): Energy landscape for the states in the network for both
species, where A has the solid red curve and A′ has dashed
blue. Note that, because we consider an active system, this
landscape does not determine all the transition rates or the
equilibrium state.
ASS1 is the (exactly known) value of A1 in the steady
state, and the positive constants γ and δ have units of
time. This can be solved to compute the evolution t(A1)
in terms of ∆G and the kinetic rates (see equation (C2)).
Though this t(A1) expression is not invertible, we
may identify the dominant relaxation time as τ ≡
ASS1
(
γ + δASS1 /N
)
(this is extensive in the system size).
One interesting limit of this τ is τ ∼ 2/koffe∆G when
∆G is large. This hints that there exist regimes where a
better-than-equilibrium sorter can operate faster than a
worse-than-equilibrium sorter; but only if the particles
are highly distinguishable (contrast with [32, 33] which
found that high error rates are typically redeemed by en-
hanced speed).
A final quantity of interest is the total work required
to sort the system into its steady state. One can obtain
an expression for the minimal11 rate of dissipation W˙
as a function of the instantaneous A1, and integrate this
over time to find the total work done (though only ap-
proximately – see the discussion in Appendix D). While
the full expression is a little unpleasant, it is much sim-
plified in the regime when ∆G is very large, in which
case W sort/N ' κ∆G/koff (ie the work to sort increases
linearly with the distinguishability). The full result is
compared with simulations in Appendix D.
C. Cost of a Desired Purity
The foregoing findings allow us finally to find the costs
to maintain a desired quality of sorting for a given parti-
cle distinguishability ∆G. All the trade-offs we have met
so far, between the quality of the sort, the time to reach
the steady state, and the minimal work performed in sort-
ing, can be projected onto a diagram such as Fig. 11.
This confirms that high-quality sorting (colours closer to
red) needn’t cost more work than low-quality sorting.
The key message to take from this diagram, however, is
that for a given sorting quality, high speeds cost more
work. This finding is robust for other values of ∆G.
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τ/N ×102
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FIG. 11. Entropy change from a simulation of the Fig. 10
network (in colour), plotted against the time and work to
reach the steady state. Each point corresponds to a simu-
lation of the network in Fig. 10 with different kinetic rates.
∆G = ln 10 is fixed. The sorting quality tends to increase for
smaller vaules of W sort.
11 This is the minimal rate if we assume each energy-consuming
transition costs ∆G of free energy.
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IV. CONCLUSION
The Gibbs Mixing Paradox is traditionally invoked
to illustrate the role of particle distinguishability in the
macrostates of statistical mechanics. In this paper, we
skirted the debate about the “paradox”, which is re-
solved by acknowledging that distinguishability is either
included in the system’s macrostate or it is not. Instead,
we struck a new path and considered a practical con-
sequence of Gibbs’ setup, which becomes apparent once
we dispense with the idealisation of distinguishability:
namely, we investigated the performance of sorting de-
vices which can partially distinguish two similar types of
particles. We then showed how, when such devices are
allowed to dissipate energy, they may achieve sorting ef-
ficiencies surpassing (or otherwise) those of their passive,
equilibrium counterparts.
Such processes are relevant to a variety of biological
systems, whose function depends on maintaining a level
of purity with respect to their environment – we may con-
sider organisms’ ability to isolate and expel/metabolise
contaminants, or the segregation of sodium and potas-
sium ions across cellular membranes. Our aim here was
to elucidate the physics which underlies such energy-
consuming processes.
For concreteness, we introduced specific models based
on two different sorting mechanisms, where the similarity
of the particles to be sorted was represented by a single
parameter. We showed how the efficacy of sorting was a
continuous function of the particle similarity, and that it
could be improved with the inclusion of active processes
which effectively enhance the particle distinguishability.
Furthermore, we found for both models that accurate
sorting can be achieved quickly and with very low dissi-
pation for carefully selected model parameters; but any
improvement in speed must generally be paid for with
more work, and vice-versa.
Considering the models of particle sorting, we demon-
strated that Gibbs paradox, as a “paradox”, arises solely
from the unwarranted exploitation of some of the ideal-
izations of equilibrium statistical mechanics. The ideal-
ized statements are undoubtedly correct, such as “if the
particles are distinguishable in principle, then a device in
principle can be built to sort particles at the expense of
work kBT ln 2 per particle (or that this work can be ex-
tracted in principle by allowing particles to mix) – there
is no paradox here. But if we start thinking how to sort
particles in reality, then we realize that applicability of
such concepts of statistical mechanics becomes increas-
ingly stringent as particles become increasingly similar,
and sorting them within a finite amount of time and by
a practically realizable device may require greater work
expenditure, which only approaches equilibrium statis-
tical mechanics prescriptions in the right limit. While
this conclusion may be viewed trivial with hindsight, it
in nevertheless a worthy exercise to demonstrate it on
specific examples of practical relevance.
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Appendix A: Entropy Definition
For both sorting models (sections II and III), the qual-
ity of sorting is measured as an entropy change from
the initial, maximally-disordered state to the partially-
ordered steady state. Since we consider sorting devices
which treat particle type A identically to type A′ (with
box 1 and box 2 switched), we can restrict attention to
particle type A alone.
The total entropy per particle is calculated from the
number of A particles in box 1, A1, using the formula
∆S
N
= −A1
N
ln
(A1
N
)
− N −A1
N
ln
(
N −A1
N
)
− ln 2 ,
(A1)
where N is the total number of particles, and we assume
the capacity of the boxes is much larger than that of the
sorting device which connects them (so A2 ≈ N −A1).
With this definition, the entropy change for no sorting
is zero, while perfect sorting would change the entropy
by − ln 2 per particle.
Appendix B: Hopfield–Ninio Sorter Steady State
The kinetics for the A-type particles in the Fig. 10 is
given by:
A˙1 = −kon · S · A1 + koff · B1 + κ · B2
B˙1 = +kon · S · A1 − (koff +K + κ · e∆G) · B1 +K · B2
B˙2 = +K · B1 − (koff · e∆G +K + κ) · B2 + kon · S · A2
A˙2 = +κ · e∆G · B1 + koff · e∆G · B2 − kon · S · A2 ,
(B1)
where A1 denotes the number of particles in box 1, etc.
A similar system of equations obtains for the A′ particles.
There is an additional constraint, inherited from the
Hopfield–Ninio proofreading scheme, that S can only sort
a finite number of particles at once. Calling the maxi-
mum S0, we have
S = S0 − B1 − B2 − B′1 − B′2 . (B2)
The presence of S in equation (B1) makes the system
nonlinear, and also couples the dynamics of the two net-
works. However, the symmetry between the two types of
particles allows us to mostly avoid the complications of
coupling.
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The steady state occupation of either box can be eas-
ily computed by setting all the time derivatives in equa-
tions (B1) to zero, and solving algebraically. The result
is
ASS1
N
=
c1 + κ
2e∆G
c1 + c2 e∆G + koffκe2∆G
, (B3)
where c1 ≡ koffκ+koffK+κK and c2 ≡ 2κ2+koffK+κK.
Due to the symmetry we imposed on our model, equa-
tion B3 accounts for other steady state densities via
A1 = A′2 = N − A2 = N − A′1. The network dis-
cussed here promotes the state A2 over A1, so good sort-
ing will result in A1 close to zero. Note that for ∆G = 0,
ASS1 = N/2 as expected.
For an equilibrium sorter (with κ = 0), equation (B3)
becomes Aeq1 /N =
(
1 + e∆G
)−1
. This is the correct
Boltzmann result, and is naturally independent of kinetic
coefficients. As noted in section III A of the main text,
equation (B3) tells us that the quality of the active sorter
may be much better than an equilibrium sorter when κ
is substantially smaller than the other rates, and koff is
simultaneously large enough to support the e2∆G term in
the denominator.
From equation (B3), we also observe that the active
sorter performs worse than a Boltzmann sorter for cer-
tain parameter choices. For instance, if we consider high
∆G, then when κ is of order K, but koff is much smaller
than K/e∆G, we have ASS1 /N ∼ 1/3, which is larger than
the equilibrium value for ∆G > ln 2. This is also illus-
trated in Fig. 12. In this case the network encourages
particles of both species to bypass the proofreading ma-
chinery via the energy-consuming transitions, such that
we pay work for worse sorting. In Appendix C we find
that the time to perform the sorting may be reduced
by sacrificing sort quality (since particles avoid rattling
around in the heart of the network). However, this sacri-
fice is not absolutely necessary, and accurate sorting can
be achieved quickly if parameters are chosen judiciously.
To verify equation (B3) and the results of the following
sections, we perform stochastic simulations of the Fig. 10
network (the details are described in Appendix E). Fig-
ure 12 shows the steady state entropy of the system as a
function of the distinguishability parameter ∆G for two
choices of kinetic rates – corresponding to a better-than-
equilibrium active sorter and a worse-than-equilibrium
active sorter. We find good agreement with our predic-
tion, and see clearly how the discontinuity of the tra-
ditional Gibbs Mixing Paradox is softened, with S ap-
proaching −1 asymptotically as ∆G→∞.
Appendix C: Hopfield–Ninio Sorting Time
In section III B, we describe the “intermediate steady
state” approximation for calculating the non-linear sys-
tem’s dynamics. This, along with the “large box” as-
sumption described in Appendix A, yields the un-coupled
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FIG. 12. The steady state entropy S as a function of the
distinguishability parameter ∆G, compared with the theoret-
ical prediction from equation (B3), and the Boltzmann value.
The entropy is quoted in units of ln 2, and low values cor-
respond to accurate sorting. (a): a better-than-equilibrium
sorter; (b): a worse-than-equilibrium sorter.
ODE for A1:
A˙1 = 1−A1/A
SS
1
γ + δA1/N , (C1)
where ASS1 is given by equation (B3), and the known
constants γ and δ are positive, intensive and have units
of time. Equation (C1) can be solved for the evolution:
t(A1) = θ ·
(
1
2
− A1
N
)
+ τ · ln
(
N/2ASS1 − 1
A1/ASS1 − 1
)
, (C2)
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where we’ve used the maximum-entropy initial condition
A1(t = 0) = N2 . Thus there are two effective time-scales,
θ ≡ δASS1 and τ ≡ ASS1
(
γ + δASS1 /N
)
(using the con-
stants introduced in equation (C1)). Both θ and τ are
extensive in the system size N . Unfortunately, t(A1) is
not invertible.
The total time to reach the steady state should corre-
spond to evaluating equation (C2) atA1 = ASS1 ; however,
the second term diverges to positive infinity at this point,
reminding us that the steady state is reached only asymp-
totically (as one might intuitively expect when we invoke
N  1 in oreder to treat particle number as continuous).
Because of the divergence of the term associated with τ ,
it makes sense to provisionally identify τ as the dominant
time-scale in the problem.12
While the full expression for τ in terms of kinetic coef-
ficients and ∆G is long and not particularly illuminating,
some features are easy to understand. We already noted
in the main text that τ(∆G  0) ∼ NS0 2koffe∆G . In gen-
eral when N is large, τ ∼ NS0 for any choice of parameters
Another interesting case is κ = 0, which brings us back
to a passive Boltzmann sorter. Then the time-scale is
τ eq ' N
S0
4(K + (K + koff)e
∆G)
koffK(1 + e∆G)2
. (C3)
In Fig. 13, the full prediction for τ is plotted alongside
the time to reach the steady state measured in simula-
tions (see Appendix E).
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FIG. 13. The time to reach the steady state as a function
of ∆F for some choice of kinetic coefficients. The theoretical
prediction for the time-scale τ is shown as dashed lines.
12 Note that choosing τ as the time-scale associated with the dom-
inant term in equation (C2) does not necessarily mean that τ is
greater than θ.
Appendix D: Hopfield–Ninio Sorter Dissipation
As stated in section III B, we use the intermediate
steady state approximation to find the minimal13 rate
of dissipation W˙ as a function of A1:
W˙ (A1) =
+ ζ A1ASS1
γ + δA1N
, (D1)
where , ζ are known constants, and γ, δ are our friends
from Appendix C. Dividing equation (D1) by equa-
tion (C1), we get dW/dA1. In principle, integrating
this from A1 = N/2 to ASS1 gives the total work done
to complete the sorting. However, the integral diverges,
reflecting the fact that the steady state is only reached in
the t→∞ limit (see Appendix C), and meanwhile work
is constantly being done pushing particles in futile loops.
The work done to achieve A1 particles in box 1 is
W (A1) ≈ ASS1
(
ζ
(
1
2
− A1
N
)
+
+
(
+ ζ
ASS1
N
)
ln
( N
2ASS1
− 1
A1
ASS1
− 1
))
,
(D2)
provided ASS1  A1 ≤ N/2. We may evaluate this at say
A1 = 2ASS1 to get an idea of the amount of work done to
sort. The full expression is not terribly interesting, but,
as noted in the main text, the high-∆G regime yields a
minimal work W sort/N ≈ κkoff ∆G, which is zero when
κ = 0 (as it should be). It is perhaps surprising that
more distinguishable particles require more work to sort;
but this is simply because the dissipation of the non-
equilibrium steps is commensurately greater.
The full approximate calculation is shown alongside
simulation data in Fig. 14.
A potentially unwelcome feature of our sorting device
is that is continues to consume energy even after the
steady state has been reached. Using the full steady state
densities in equation (B3), we obtain the minimal rate of
dissipation
W˙ SS
N∆G
=
const + konκ e
∆G
const + const · e∆G + koffe2∆G , (D3)
where the constants, which have been omitted for com-
pactness, depend on the kinetic rates. If we examine the
high-∆G regime of equation (D3), we find again that for
a “good sorter” (with koff large compared to κ), the dis-
sipation in the steady state is suppressed and falls more
quickly with ∆G.
The simulation data matches the predicted trend, as
seen in Fig. 15. Also visible in both plots is the com-
petition between accurate discrimination reducing num-
ber of unnecessary dissipative transitions, and the energy
13 See footnote 11.
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FIG. 14. The total work required to reach the steady state:
comparison of simulation and the equation (D2) approxima-
tion. Kinetic coefficients are the same as for Fig. 13.
cost of each transition: for smaller ∆G the latter (linear)
dominates, while at higher ∆G the (exponential) discrim-
ination wins and reduces the work cost.
5 10 15 20 25
exp[∆G]
−3.0
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
0.5
W˙
S
S
/N
×10−8
Proofread
Theory
Equilibrium
Theory
FIG. 15. Dissipation rate in the steady state: comparison
of simulation and the equation (D1) approximation. Kinetic
coefficients are the same as for Fig. 13.
Appendix E: Hopfield–Ninio Sorter Simulations
The network in Fig. 10 was simulated using a “time-
triggered” stochastic procedure: at each time step, the
sorting device decides with some probability whether to
“bind” to a new particle if it is unoccupied, or whether
to progress an already-bound particle along the reaction
chain.
Starting from the maximum-entropy initial condition,
the simulation continues until the steady state is reached.
See for example Fig. 16, which shows the value of the en-
tropy as a function of time for some choice of parameters.
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FIG. 16. System entropy for the Hopfield–Ninio sorter as
a function of time (blue solid line), which converges to and
fluctuates around the prediction for steady state value (blue
dotted). The free energy difference is ∆F = ln 10, and the
steady state entropy for an equilibrium sorter is shown as a
green dashed line, while the onset of the steady state (found
algorithmically) is marked with a vertical black solid line.
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