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ABSTRACT
This dissertation presents the derivation of a robust numerical framework for treating
strong and weak discontinuities in dynamic damage and nonlinear material interfacial mechanics.
The derivation relies on the variational multiscale (VMS) approach to transform an underlying
Lagrange multiplier interface formulation into a primal field formulation with characteristic
enhanced stability. This enhanced stability is obtained from the additional resolution of the fine
scale fields that are unresolved by the coarse scale fields. Perhaps the most attractive feature of
the Variational Multiscale Discontinuous Galerkin method (VMDG) is that the stability tensor is
consistently derived and incorporates the effect of element shapes and varying material properties
across the interface into the formulation. The formulations are presented for both infinitesimal
and finite strain kinematics.
The focus of this research is to provide a unifying approach for the treatment of evolving
discontinuities and enforcement of interfacial kinematic constraint. The method’s distinctive
feature for damage problems is its treatment of the inelastic gap at the interface as an internal
variable that is evolved through a traction-separation constitutive model, enabling initially perfect
adhesion to be captured. The method avoids artificial compliance issues allowing for larger
explicit critical time step. A meshing algorithm for generating periodic finite element meshes on
domain’s boundary is developed, enabling enforcement of periodic boundary conditions on
conforming and non-conforming meshes of representative volume element (RVE). The meshing
algorithm also enables modeling of microscale damage and grain boundary sliding in true RVE
instantiations of polycrystalline microstructure. Next, the VMDG formulation is derived for
microscale modeling of conforming and non-conforming RVE meshes where the product of the
applied volume-average strain and the domain diameter acts as an imposed displacement jump
within the VMDG term. A thermodynamically based derivation of an elastoplastic damage weak
form expression for VMDG is obtained from finding the stationary conditions of the timediscretized total free energy functional.
Several numerical tests are conducted across a range on nonlinear interface mechanics,
and their results are compared with experiments and existing numerical results in the literature to
showcase the features, robustness and accuracy of the method.
v
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1. CHAPTER I
Introduction
Motivation
Fundamental understanding continues to be pursued for advanced materials and
heterogenous systems such as fibrous composites, metallic alloys and metamaterials, that are
designed for novel engineering applications. These heterogenous materials have interfaces
inherently present in them which could take the form of either grain boundaries in alloys or
interphases in composite materials. Heterogenous materials also have complex dependence on
the size, texture, shape and spatial distribution of the different constituents that make up the
material. The effective properties of these materials could be obtained by solving a microscale
boundary value problem through the enforcement of periodic boundary condition on the RVE
boundaries, thereby creating interface between opposite RVE boundary pair. This dissertation
presents a unifying approach for treatment of evolving discontinuities and enforcement of
interfacial kinematic constraints.
The interface are sites of evolving discontinuities and require special treatment to strongly
or weakly enforce continuities. Though enforcement of kinematic interfacial constraint is not
trivial, Classical approaches have been proposed in the literature for imposing continuity
constraints.
The interphase between the material phases in alloys or fiber and matrix in composites are
often the sites for crack initiation and subsequent debonding. Experimental analysis of the
specimens subjected to dynamic loads may be costly, time consuming and complex while
characterization of the interface will require cutting the specimens which may upset the
microstructure [1]. Therefore, a robust numerical framework is sought that can accurately predict
the progressive damage under dynamic loads.
An area of open research in recent years is the analysis of damage and sliding along grain
boundaries. For such problems, applying periodic boundary condition on the RVE requires the
generation of periodic finite element meshes that enable discontinuities of the solution fields at
the periodic surfaces to avoid treating the boundary layer different from the interior. This could
be accomplished by creating interface elements at the RVE boundaries. Unfortunately,
1

commercial mesh generators have only been able to insert interface elements into the RVE mesh
within the interior but excluding the boundary. This is because the treatment of nodal constraints
in two and three dimensions, which could facilitate studies of effect of several deformation modes
and even arbitrary principal stress states on RVE, is not trivial. An algorithm that could insert
interface elements at the RVE boundary is desired to provide the capability to perform
micromechanical damage and sliding analysis.
Interfacial mechanics also have application in the micromechanical modeling of nonlinear
response of heterogenous materials. Micromechanical modeling is an important part of
computational homogenization, and the overall goal is to provide effective properties of
heterogenous materials. The kinematical quantities at the macroscale enter the boundary value
problem of the microscale through the boundary constraints on a RVE. Periodic boundary
condition (PBC) is commonly used to enforce the kinematical constraint on the RVE of
microstructure because its high accuracy as the RVE size approaches the effective RVE size. The
PBC requires macroscale boundary value problem implementation within a general framework
that weakly enforces continuity requirement at the RVE boundary. Most existing frameworks are
either not robust, unsuitable for nonconforming meshes, suffer stability issues or require high
order interpolating functions. A stabilized numerical framework that is free from these issues is
desired.
Research on ductile fracture remains an open research area [2-5]. Since ductile fracture
processes are not fully understood, new models are being developed that could accurately
represent and predict fracture processes that occur in materials undergoing elastoplastic
deformation. The validity of ductile fracture formulations that are formulated in the small strain
context [6, 7] breaks down when materials undergoes large strain. It has been argued that the
fracture processes involved in elastoplastic damage could be represented accurately by interfacial
mechanics [8]. These interface methods are formulated in the context of cohesive zone methods,
and the development of different types of traction separation laws could help differentiate ductile
from brittle fracture behavior [8, 9]. A ductile damage interface behavior could be defined for
macroscale damage in elastoplastic deforming bodies, while brittle interface damage behavior
could be used model intergranular cracking along the grain boundaries of a microstructure whose
grains undergo plastic deformation [10, 11]. The cohesive zone methods are known to suffer
2

stability issues due to the presence of artificial compliance [11, 12]. A stable framework
formulated in finite strain context with embedded traction separation law that is suitable for both
ductile and brittle interface fracture behavior in an elastoplastic deforming body is desired.

Literature Review
Dynamic damage
A wide range of numerical methods have been developed for modeling quasi-statically or
dynamically propagating cracks in bulk materials, often either extending or working outside of
the traditional finite element method (FEM). Continuum damage mechanics (CDM) [13, 14] can
approximate dispersed networks of small cracks prior to damage localization into discrete
dominant cracks. Transition methods to couple with other approaches as well as issues with mesh
dependency and length scales are actively studied [15, 16]. The phase field approach to fracture
mechanics [17-19] involves a diffused representation of the emerging cracks using a second
global field alongside the displacement field. Current developments have mostly been focused on
linear elastic quasi-static conditions to understand the key role played by the phase field length
scale denoting the crack “width” [20], though dynamic extensions are emerging [21].
Peridynamics [22-24] is a nonlocal continuum mechanics theory that easily treats discontinuities
within the governing integral-differential equations. The larger horizon of material micromodulus can increase the expense of the resulting numerical formulations, and coupling PD with
classical continua in the dynamic context remains an unresolved issue [23, 25]. Sharp
discontinuities are commonly modeled within classical continua using the extended finite element
method (XFEM) [26] or generalized finite element method [27, 28]. Related methods also exist
for embedding interfaces and discontinuous surfaces within elements of the mesh [29]. Later
developments such as hybrid DG-XFEM methods have addressed suboptimal convergence issues
related to blending functions of singular enrichment and step functions [30, 31], while others
provide for transition from CDM diffused cracks to XFEM sharp cracks [32]. Careful treatment
of small enriched zones such as sliver elements is needed to avoid problems with explicit
dynamics such as small critical time steps [33]. Lastly, configurational force-driven brittle fracture
[34] accounts for the work expended in opening material surfaces within the thermodynamical
3

balance laws to determine the direction of crack propagation. The theory is typically realized
computationally by using staggered algorithms involving r-adaptive mesh refinement with
continuous [35] or discontinuous [36] finite element interpolations. This list is certainly not
exhaustive, and many of these approaches are still actively researched; see these reviews on state
of the art for dynamic fracture modeling [37-39].
An alternative modeling approach called the cohesive zone (CZ) method [40-42] is popular
for problems with failure along known paths such as material interfaces. Unlike the methods
discussed above that typically require specialized software or data structures beyond the FEM,
the CZ method is easily implemented as an interface element within commercial software [43],
and meshes with interface elements are easily generated using open-source software [44, 45]. This
version, called the intrinsic CZ model, describes the fracture process zone via a tractionseparation curve at each point along the interface, with the traction decreasing with increasing
separation after a failure criterion is reached [46-48]. Inserting cohesive elements between all
inter-element boundaries also enables the modeling of generalized crack propagation [49-52],
although mesh-dependence of the resulting path is one issue with this approach.
The intrinsic CZ method encounters difficulties when applied to transient models with
explicit time integration due to the artificial compliance of the interface [49, 53]. This artificial
compliance is associated with the large elastic penalty coefficient assigned to the tractionseparation curve to approximate a perfect interface bond (vanishing separation) below the crack
initiation threshold traction. Setting large values to the coefficient leads to large eigenvalues in
the global stiffness matrix and exceedingly small critical time steps for stability [47]. The
parameter value also has implications on the simulation accuracy [54], particularly when the
interface elements are inserted throughout the bulk domain and reduce the apparent moduli by
5% [55, 56]. Thus, an optimal penalty parameter value must be carefully calibrated to allow
reasonable time step size with minimal impact on wave speed and other mechanical properties.
Several attempts have been made to address this fundamental issue of the intrinsic CZ
method, the first of which is the extrinsic CZ method [57, 58] whereby interface elements are
inserted only after the damage criterion is met at nearby quadrature points. Unfortunately, the
extrinsic CZ approach requires data structures that permit mesh adaptivity to insert these elements
[47], introduces slight time discontinuity in the computed response [59], and has similar
4

difficulties treating contact after crack closure, so that the problem is not cleanly addressed. Later
developments combined the DG method to model adhesion and the CZ method to model
debonding to form the hybrid DG-CZ method [60-62]. Therein, a binary parameter at each
interface quadrature point controls which formulation is active to switch between bonded and
damaged configurations. While this method has been applied to dynamic crack propagation and
impact [63, 64], we show herein that the binary parameter induces a sharp time discontinuity in
the equilibrium equations near the interface which might lead to convergence problems with
nonlinear equation solvers for implicit methods. Other reformulations of phenomenological CZ
models within thermodynamically consistent damage mechanics formulations have provided a
firm theoretical basis for mixed-mode interfacial fracture [65-68], but these approaches still
maintain the initial elastic relation between traction and separation. Thus, a numerical formulation
is desired that suitably models explicit or implicit dynamic fracture, can be easily implemented
as interface elements, and overcomes the compliance and time-discontinuity artifacts.
Topology-based Cohesive Interface Element Insertion along Periodic Boundary Surfaces
The accurate definition of the representative volume element (RVE) and the construction of
the micro scale boundary value problem are essential to determining the local behavior across the
macroscale [69]. The ability to model complex RVE in higher dimensions facilitates the study of
several deformation modes, such as uniaxial, plane strain, shear deformation, and even arbitrary
principal stress states [70]. The modeling of interfacial phenomena under these conditions is
typically accomplished using interface elements, such as cohesive zone (CZ) models [53, 71].
Unfortunately, mesh generators have only been able to insert interface elements into the RVE
mesh within the interior but excluding the treatment of grain boundaries along the RVE periodic
surfaces because the treatment of nodal constraints for the periodic conditions at the surfaces in
2 and 3 dimensions may be non-trivial.
Microscale modeling of RVEs with nonconforming meshes
The analytical techniques [72-75] traditionally used to predict the collective response of
multi-phase materials have been found to be ill-suited for microscale modeling of materials
subjected to large deformations and non-uniform cyclic loading. The application of analytical
5

techniques is also usually hindered by the complex geometry of the representative microstructure
[76, 77]. Computational homogenization is a preferred alternative because of its accuracy in
accounting for the non-linear characteristics of a material at the microscale, and the method is not
constrained by the geometry of the domain of interest [69, 76, 78-80]. Though the technique is
computationally expensive, it offers an established procedure for obtaining the effective
properties of a heterogenous material [75, 76, 81].
Commonly in computational homogenization, the primary macroscopic kinematical
quantities such as the deformation gradient enter the microscale boundary value problem (BVP)
through the boundary constraints on the representative volume element (RVE). Typical kinematic
constraint types are the linear displacement boundary condition, constant traction boundary
condition, and periodic boundary condition (PBC) [76, 77, 82, 83]. Among the three constraints,
the PBC is widely used and considered more efficient for modeling of the underlying
microstructure because the predicted results converge faster to the effective properties of RVE as
size increases [69, 76, 78, 83-85].
The Lagrange multiplier (LM) method [86, 87] is commonly used for enforcing PBC on the
RVE through the imposition of identical displacement fields on two matching nodes on opposite
boundaries. The limitation of the method lies in the non-suitability of the method for RVE
containing non-conforming meshes, also termed as non-periodic meshes. Since RVEs meshes are
generated often directly from microstructure images which inherently produce non-periodic
meshes, a recent LM approach employs weak enforcement of PBC instead of pointwise
constraints [88]. However, this method belongs to the category of mixed field problems for which
stability can be a concern [89, 90], and the extra LM degrees of freedom must be determined with
the displacement solution. Also, the LM field is required to belong to a mortar space or modified
trace space to enforce an orthogonality relationship with the displacement jump [91]. The extra
degrees of freedom could be reduced by relying on either the biorthogonality condition that
localizes the coupling conditions to construct dual Lagrange multiplier shape functions [91-93]
or the static condensation method [79, 94, 95]. Non-periodic surfaces have also been treated using
LM by discretizing the boundary surface independently for smooth transitioning of micro-macro
BVP in [82]. Another LM [96] approach enforces quasi-periodic boundary conditions on
nonconforming meshes using shape functions to interpolate the displacement field between nodes
6

on the master and slave opposing surfaces of the RVE. Other means of enforcing PBC such as the
surface-to-surface constraint [97] which largely depends on the choice of master and slave
surfaces may not be robust, and the method of the unidirectional polynomial interpolation of the
displacement fields [78, 98] could require very high order polynomial interpolation functions.
The Discontinuous Galerkin (DG) method is a popular method for weakly enforcing
continuity of solution fields across naturally or artificially disjointed surfaces [99-103]. The DG
method has been described as a promising method for enforcing PBC on RVE boundaries in scalar
field problems [104], and subsequently employed to treat the higher-order continuity
requirements of the macroscale problem for a second order computational homogenization
scheme [105]. However, to the best of the author's knowledge, the Discontinuous Galerkin
method has not been posed for the treatment of periodic conditions in vector-field problems like
micromechanics.
Ductile damage modeling
The results from tensile testing experiment show that metals lose their load carrying
capacities and undergo ductile fracture during tensile loading. Experimental techniques to
quantify damage parameters for materials undergoing elasto-plastic damage behavior are not
trivial. With the computational tools playing an ever-increasing role in the study of mechanics of
materials, computational models are now developed to capture and quantify elastoplastic damage
processes in engineering materials. At present, there is no general agreement among researchers
as to whether damage should be modeled as localized or diffused cracks in a ductile material.
A path independent contour J-integral method was first presented by Rice [106, 107] for
analysis of cracks in nonlinear materials where an elastic plastic deformation is idealized as
nonlinear elastic. The J contour integral method enjoyed early acceptance for use as fracture
criterion for crack tip conditions in elasto-plastic materials [108], but the method is known to
break down when there is a combination of significant plasticity and crack growth. This method
could only be applied to model preexisting cracks. These limitations have also been found in
approaches employing crack tip opening displacement (CTOD) as a fracture criterion. These
methods could be categorized under the global approach which assumes that fracture can be
described by a single parameter [4, 5].
7

The continuum damage mechanics method is considered to belong to a group of
phenomenological approach and relies on the continuous description of damage where a scalar or
tensorial damage variable is related to the material characteristics properties. These methods are
based on the early developments of Kachanov and Lemaitre [109, 110]. Recently, this method is
being posed as a consistent thermodynamic framework that guarantees that dissipation is always
positive [111].
A group of methods categorized under the local approach were developed to provide a
detailed and physically based description of damage phenomena in the rupture process zone. The
Gurson or Gurson-Tvergaard-Needleman (GTN) model and the cohesive zone method fall into
this category [4]. The Gurson model provides description of ductile damage using crack
nucleation, growth and coalescence as the three consecutive processes that occur during material
damage. The inaccuracies in the representation of fracture and void growth predicted by the
earlier Gurson model led to the improvement of the yield surface expression for Gurson model to
arrive the GTN model that is free from these limitations [112]. See [4, 5] for reviews of current
extensions of the method. Though the Gurson model were derived from rigorous
micromechanical analyses, thermodynamic framework which guarantees that the dissipation is
always positive is only possible when the void nucleation is absent [113].
The cohesive zone model accounts for the processes occurring within the fracture processes
zone through the traction separation law (TSL), and attempts have been made to classify the
damage mechanisms and processes in the fracture zone based on forward and wake regions of the
TSL [8, 114, 115]. Several TSL shapes exist in the literature, and it has been recently argued that
the TSL shapes affects the prediction of ductile fracture behavior [8, 9, 116]. The intrinsic CZM
type is known to have stability issues due to artificial compliance of the interface [49, 53]. This
artificial compliance is associated with the large elastic penalty coefficient assigned to the
traction-separation curve to approximate a perfect interface bond below the crack initiation
threshold traction. Setting large values to the coefficient leads to large eigenvalues in the global
stiffness [47]. The artificial compliance could be eradicated by using extrinsic CZM.
Unfortunately, the extrinsic CZ approach requires data structures that permits mesh adaptivity to
insert these elements [47].
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The overall objective of this dissertation research is to develop a variational numerical
framework for treatment of evolving discontinuities and interfacial kinematic constraint. In
particular, a stabilized and consistent discontinuous Galerkin method was derived and
implemented for dynamic damage of heterogenous materials, microscale deformation of
representative volume elements and elastoplastic damage of nonlinear materials. For all the
problem classes considered in this dissertation, the variational discontinuous Galerkin
formulation (VMDG) was derived by applying a variational multiscale (VMS) approach to
transform an underlying Lagrange multiplier interface formulation into a primal formulation by
condensing the Lagrange multiplier field. The VMS method provides a vehicle for deriving
formulations with enhanced stability through the modeling of numerical fines scale fields. The
key steps in the VMS approach include; (i) the decomposition of the primal field to coarse scale
and fine scale fields where the fine scales are represented by edge bubble functions, (ii) finding
an analytical expression for the fine scale in terms of the coarse scales and (iii) substituting the
fine scales into the coarse scale to obtain a primal field formulation. These steps are followed to
obtain a stabilized and consistent VMDG framework that is suitable for macroscale dynamic
damage modeling and microscale modeling of RVEs and combined damage-elastoplastic of
ductile materials. The RVEs in this study consist of both block and self-periodic RVEs, and RVEs
with conforming and non-conforming meshes. The VMDG formulation for dynamic damage is
developed based on infinitesimal deformation while the microscale formulations and ductile
fracture model are developed for finite strain. To the best knowledge of the authors, the
development of discontinuous Galerkin method for modeling ductile damage is presented for the
first time. It employs the use of right trapezoidal TSL which has not been used previously to
account for processes occurring in the fracture processes zone.
Also, an extension of discontinuous element insertion program (DEIP) was done to insert
cohesive zone elements at the domain boundary - a feature that is not yet present in commercial
mesh generators. The DEIP can now be used to study microscale damage of polycrystalline
materials such as grain boundary damage and sliding which were hitherto not possible.
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Dissertation outline
The Variational Discontinuous Galerkin framework development for treatment of
evolving discontinuities and enforcement of interfacial kinematic is described in the following
chapters:
In Chapter 2, a stabilized Discontinuous Galerkin method is presented for modeling
interfacial debonding under dynamic conditions. The method’s distinctive feature is its treatment
of the inelastic gap at the interface as an internal variable that is evolved through a traction–
separation constitutive model, enabling initially perfect adhesion to be captured. Numerical
stability is derived using Variational Multiscale ideas, and comparisons are drawn with both the
intrinsic cohesive zone method and hybrid Discontinuous Galerkin-cohesive zone method to
expose subtle differences. The proposed formulation is applied to model the nonlinear response
of a composite unit cell under impact loading. Both explicit and implicit time integration schemes
provide similar accuracy and stability, and the critical time step for explicit analyses is only
slightly reduced below the value for the continuous Galerkin mesh without an interface. Further
studies of mesh refinement and adjustments to the initial elastic interface stiffness in the reference
cohesive zone model reveal the improved accuracy of the Variational Multiscale Discontinuous
Galerkin method on coarser grids.
In Chapter 3, the discontinuous element insertion program (DEIP) is extended to insert
cohesive interface elements along periodic surfaces of representative volume elements (RVE).
The key enabler involves zipping the RVE mesh along its periodic surfaces, generating a
topologically closed grid similar to a torus. Such models are relevant to modeling grain boundary
sliding and cracking in polycrystalline materials, for which a two-dimensional example is
provided with hexagonal-shaped grains.
In Chapter 4, a variational multiscale Discontinuous Galerkin (VMDG) method is
developed for microscale modeling of domains containing conforming and non-conforming
meshes. Essentially, the product of the applied volume-average strain (or macro-strain) and the
domain diameter acts as an imposed displacement jump within the VMDG terms. Hence, the
method is suitable for modeling deformation of both block and truly (self) periodic representative
volume elements (RVEs). The primal displacement field and macro-strain are the only unknowns
10

because the method eliminates the Lagrange multiplier (LM) enforcement of the kinematic
constraint. Rigorous derivation of the method provides a framework to accommodate either the
macro-stress or macro-strain as the driver of the microscale boundary value problem. The method
is developed first for finite deformations and then specialized to small deformation kinematics.
Algorithmic modifications to the method are also studied for their effects on tangent symmetry
and convergence rate. The results from numerical studies for isotropic and anisotropic materials
show that the proposed method is robust, accurate, stable and variationally consistent for
modeling complicated conforming and nonconforming RVEs.
In Chapter 5, a framework is developed for modeling ductile damage of nonlinear
materials whose plastic deformation is characterized using rate independent classical plasticity.
This method relies on the assumption that the free energy could be decomposed to elastic, plastic
and damage parts and the dissipation associated with plasticity takes place in the domain only
while damage dissipation is localized to the interface. This elastoplastic damage formulation is
developed for material undergoing finite strain and it naturally accommodates a right angle
trapezoidal TSL whose shape could be varied to model either ductile interface behavior or brittle
interface behavior by tuning a single parameter. The local nonlinear problem to calculate the
plastic deformation gradient and damage variable follows an incremental approach similar to
classical plasticity return mapping algorithm. Patch tests were done using a block containing 8
elements separated by an interface.
In Chapter 6, concluding remarks are presented where the significant contributions of this
dissertation and possible directions for future work are outlined.
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2. CHAPTER II
Variational Multiscale Discontinuous Galerkin Formulation
for Both Implicit and Explicit Dynamic Modeling of
Interfacial Fracture
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Abstract
A stabilized Discontinuous Galerkin method is presented for modeling interfacial debonding
under dynamic conditions. The method’s distinctive feature is its treatment of the inelastic gap at
the interface as an internal variable that is evolved through a traction-separation constitutive
model, enabling initially perfect adhesion to be captured. Numerical stability is derived using
Variational Multiscale ideas, and comparisons are drawn with both the intrinsic cohesive zone
method and hybrid Discontinuous Galerkin – cohesive zone method to expose subtle differences.
The proposed formulation is applied to model the nonlinear response of a composite unit cell
under impact loading. Both explicit and implicit time integration schemes provide similar
accuracy and stability, and the critical time step for explicit analyses is only slightly reduced
below the value for the continuous Galerkin mesh without an interface. Further studies of mesh
refinement and adjustments to the initial elastic interface stiffness in the reference cohesive zone
model reveal the improved accuracy of the Variational Multiscale Discontinuous Galerkin
method on coarser grids.

Introduction
The modeling of cracks along material interfaces or propagating in bulk materials under
dynamic conditions has remained a challenging problem to develop accurate, robust and
computationally efficient predictive tools. Inherent challenges for continuum numerical methods
include treating strong discontinuities, reflecting stress waves, and softening nonlinear response;
addressing these issues has traditionally required fine discretization leading to high computational
expense. The availability of consistent, accurate, yet less expensive computational models for
dynamic fracture would elevate materials design and prognosis while lessening the reliance on
complex experiments. Toward this challenge, we propose a stabilized Discontinuous Galerkin
(DG) method for modeling dynamic fracture at interfaces allowing for fully-adhered response
21

before entering a softening traction-separation relationship.
A wide range of numerical methods have been developed for modeling quasi-statically or
dynamically propagating cracks in bulk materials, often either extending or working outside of
the traditional finite element method (FEM). Continuum damage mechanics (CDM) [1, 2] can
approximate dispersed networks of small cracks prior to damage localization into discrete
dominant cracks. Transition methods to couple with other approaches as well as issues with mesh
dependency and length scales are actively studied [3, 4]. The phase field approach to fracture
mechanics [5-7] involves a diffused representation of the emerging cracks using a second global
field alongside the displacement field. Current developments have mostly been focused on linear
elastic quasi-static conditions to understand the key role played by the phase field length scale
denoting the crack “width” [8], though dynamic extensions are emerging [9]. Peridynamics [1012] is a nonlocal continuum mechanics theory that easily treats discontinuities within the
governing integral-differential equations. The larger horizon of material micro-modulus can
increase the expense of the resulting numerical formulations and coupling PD with classical
continua in the dynamic context remains an unresolved issue [11, 13]. Sharp discontinuities are
commonly modeled within classical continua using the extended finite element method (XFEM)
[14] or generalized finite element method [15, 16]. Related methods also exist for embedding
interfaces and discontinuous surfaces within elements of the mesh [17]. Later developments such
as hybrid DG-XFEM methods have addressed suboptimal convergence issues related to blending
functions of singular enrichment and step functions [18, 19], while others provide for transition
from CDM diffused cracks to XFEM sharp cracks [20]. Careful treatment of small enriched zones
such as sliver elements is needed to avoid problems with explicit dynamics such as small critical
time steps [21]. Lastly, configurational force-driven brittle fracture [22] accounts for the work
expended in opening material surfaces within the thermodynamical balance laws to determine the
direction of crack propagation. The theory is typically realized computationally by using
staggered algorithms involving r-adaptive mesh refinement with continuous [23] or discontinuous
[24] finite element interpolations. This list is certainly not exhaustive, and many of these
approaches are still actively researched; see these reviews on state of the art for dynamic fracture
modeling [25-27].
An alternative modeling approach called the cohesive zone (CZ) method [28-30] is
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popular for problems with failure along known paths such as material interfaces. Unlike the
methods discussed above that typically require specialized software or data structures beyond the
FEM, the CZ method is easily implemented as an interface element within commercial software
[31], and meshes with interface elements are easily generated using open-source software [32,
33]. This version, called the intrinsic CZ model, describes the fracture process zone via a tractionseparation curve at each point along the interface, with the traction decreasing with increasing
separation after a failure criterion is reached [34-36]. Inserting cohesive elements between all
inter-element boundaries also enables the modeling of generalized crack propagation [37-40],
although mesh-dependence of the resulting path is one issue with this approach.
The intrinsic CZ method encounters difficulties when applied to transient models with
explicit time integration due to the artificial compliance of the interface [37, 41]. This artificial
compliance is associated with the large elastic penalty coefficient assigned to the tractionseparation curve to approximate a perfect interface bond (vanishing separation) below the crack
initiation threshold traction. Setting large values to the coefficient leads to large eigenvalues in
the global stiffness matrix and exceedingly small critical time steps for stability [35]. The
parameter value also has implications on the simulation accuracy [42], particularly when the
interface elements are inserted throughout the bulk domain and reduce the apparent moduli by
5% [43, 44]. Thus, an optimal penalty parameter value must be carefully calibrated to allow
reasonable time step size with minimal impact on wave speed and other mechanical properties.
Several attempts have been made to address this fundamental issue of the intrinsic CZ
method, the first of which is the extrinsic CZ method [45, 46] whereby interface elements are
inserted only after the damage criterion is met at nearby quadrature points. Unfortunately, the
extrinsic CZ approach requires data structures that permit mesh adaptivity to insert these elements
[35], introduces slight time discontinuity in the computed response [47], and has similar
difficulties treating contact after crack closure, so that the problem is not cleanly addressed. Later
developments combined the DG method to model adhesion and the CZ method to model
debonding to form the hybrid DG-CZ method [48-50]. Therein, a binary parameter at each
interface quadrature point controls which formulation is active to switch between bonded and
damaged configurations. While this method has been applied to dynamic crack propagation and
impact [51, 52], we show herein that the binary parameter induces a sharp time discontinuity in
23

the equilibrium equations near the interface which might lead to convergence problems with
nonlinear equation solvers for implicit methods. Other reformulations of phenomenological CZ
models within thermodynamically consistent damage mechanics formulations have provided a
firm theoretical basis for mixed-mode interfacial fracture [53-56], but these approaches still
maintain the initial elastic relation between traction and separation. Thus, a numerical formulation
is desired that suitably models explicit or implicit dynamic fracture, can be easily implemented
as interface elements, and overcomes the compliance and time-discontinuity artifacts.
This chapter presents the derivation and numerical analysis of a Variational Multiscale
Discontinuous Galerkin (VMDG) method for modeling interfacial adhesion and debonding with
both explicit and implicit dynamic time integration schemes. This interface mechanics method
was inspired by a Lagrange multiplier formulation of variational fracture mechanics [57]
proposed by Lorentz [58] and extended by others [59, 60]. The key idea is to introduce an
independent variable for the interface separation (initially set to zero) and weakly impose equality
between the displacement field gap and this variable that evolves with the history of the interfacial
traction. Our first DG formulation of this approach [61] was restricted to quasi-static problems in
three-dimensions and used heuristic stability parameters. The DG method was then elevated using
the Variational Multiscale method [62] to derive the stability tensor and weighted numerical flux
for large material contrast problems. These analytical parameters are a unique feature compared
to existing symmetric interior penalty DG methods, although the weak Galerkin method [63] with
parameter-free stabilization has recently emerged for elasticity [64], the wave equation [65], and
linear interfacial jumps [66]. The VMDG method was then extended to dynamic frictional contact
[67] and interfacial debonding under finite strains [68], where the stability tensor consistently
evolves with the nonlinearity of the problem.
The present work contains several novel contributions. The VMDG method is extended
to dynamic debonding of composite interfaces using a revised constitutive model with elastic
unloading in contrast to the rigid unloading explored in [61]. The matrix form of the method is
discussed both to facilitate the method’s implementation as well as to expose its subtle differences
with the intrinsic CZ and hybrid DG-CZ methods. Instead of focusing on only explicit or implicit
dynamics formulations, the VMDG method is applied to the same nonlinear problem using both
explicit and implicit Newmark time integration schemes. Finally, the VMDG method is
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quantitatively compared with the intrinsic CZ and hybrid DG-CZ methods under exactly identical
conditions.
In the next section, we discuss the VMDG formulation and describe a scalar
approximation of stabilizing tensor. The elastic unloading constitutive model for interface
behavior and integration algorithm for the inelastic gap variable are described in Section 3.
Section 4 highlights the mathematical differences between the VMDG, CZ, and hybrid DG-CZ
formulations by comparing the terms that make up their internal force vectors and stiffness
matrices. Section 5 is devoted to performance of the methods for dynamic fracture by studying
damage in a fiber-matrix unit cell subjected to vibrations and crack tip velocity in a preloaded
PMMA composite plate. Finally, conclusions are drawn in Section 6.

Discontinuous Galerkin Formulation for Modeling Fracture
Our point of departure is the elasto-dynamics formulation presented in [67] wherein a
prescribed discontinuity/gap field ζ is imposed along an interface within a domain. This gap
field provides a mechanism to embed constitutive models for traction-separation behavior as
described in Section 3. The key steps are reviewed for deriving the stabilized transient DG
method from an underlying Lagrange multiplier formulation.
Consider an open bounded domain and time interval  = ]0,T [ , where

nsd ≥ 2 is the number of

spatial dimensions. The domain Ω is divided into two regions Ω(α ) by the interface
in Figure 2.1 where
displacement

α

Γ I as shown

=1,2. Each region boundary Γ (α ) is piecewise smooth, and the prescribed

g (α ) and prescribed traction

h(α ) are assigned on the Dirichlet boundary

Γ (gα ) and

(α )

(α )
(α )
Γ (α ) and Γ (gα )  Γ (hα ) =
∅.
Neumann boundary Γ h , respectively, with Γ g  Γ h  Γ I =

A time varying discontinuity is imposed on the displacement field u : Ω ×  →  n

sd

through the interfacial field

ζ : Γ I ×  →  nsd

. The elastodynamics initial-boundary value problem

for each region is expressed in (2.1) – (2.7):
In the below equations, ρ is mass density,

b(α ) is the body force, n(α )

is the unit outward normal

 

on the region boundary, u denotes the jump in the displacement, and ζ represents the gap or
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Figure 2.1. Domain Ω split into two regions by interface

Γ I with imposed discontinuity

ζ
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overlap between the regions. The Cauchy stress tensor is expressed as σ = C : ε ( u ) through the
moduli C and strain field ε ( u ) in the small strain context. Finally, the Lagrange multiplier
field
α
α
(α ) + ∇ ⋅ σ (α ) =
−ρ ( )u
+ b( )

0 in

=
u (α ) g (α ) ( x , t )

α)

α

( x)

in Ω(

(2.3)

α)

(2.4)

σ ( ) ⋅ n( ) =
λ ( x, t ) =
−σ ( ) ⋅ n(
2

(2.5)
(2.6)

on Γ I

2

1

(2.2)

α
in Ω( )

u( ) −=
u( ) ≡  u  ζ ( x , t )
1

(2.1)

×

α
on Γ(h ) × 

α
α
=
u ( ) ( x, 0 ) u 0( ) ( x )
1

α)

on Γ(gα ) × 

=
σ (α ) ⋅ n(α ) h(α ) ( x , t )
=
u( ) ( x , 0 ) u0(

Ω(

2)

(2.7)

on Γ I

In the above equations, ρ is mass density,

b(α ) is the body force, n(α )

is the unit outward normal

 

on the region boundary, u denotes the jump in the displacement, and ζ represents the gap or
overlap between the regions. The Cauchy stress tensor is expressed as σ = C : ε ( u ) through the
moduli C and strain field ε ( u ) in the small strain context. Finally, the Lagrange multiplier field

λ , equal to the interfacial traction [58], imposes the traction equilibrium condition.
The Newmark method [69] is applied to discretize the time continuous momentum balance (2.1)
into a series of problems posed over time intervals [tn , tn +1 ] ⊂  :

n +1 =
u


1
1
u + 1−
2 n +1 
β∆t
 2β

u n +1 =

 γ
γ
un +1 + 1 −
β∆t
 β

where


1
1
1
n −
u n −
u ≡
u + a n +1
u
2 n
2 n +1
β
β
β
t
t
t
∆
∆
∆




1
 u n + γ∆t 1 −

 2β


γ
γ
n −
un ≡
u + v
u
β∆t
β∆t n +1 n +1


(2.8)

(2.9)

un , u n , un are the displacement, velocity and acceleration at tn and un +1 , u n +1 , un +1 are the

displacement, velocity and acceleration at

tn +1 with time step ∆t = tn +1 − tn . The parameters

β

and γ influence the stability and accuracy characteristics of Newmark method; note that β = 0
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yields the explicit central difference method.
The time discrete mixed interface weak form corresponding to (2.1) – (2.9) can be

{

{

}

}

expressed as: Find un(1+)1 , un( 2+)1 , λ ∈  (1) ×  ( 2) × such that for all w (1) , w (2) , μ ∈  (1) ×  (2) × :
2
ρ (α ) (α )
u
ε w (α ) : C : ε un(α+1) dΩ − ∫ λn +1 ⋅  w  dΓ
Ω
d
+
∑
∑
2 n +1
∫
∫
Ω
Ωα
Γ
∆
β
t
α 1=
α 1
2

w (α ) ⋅
(α )

2

=∑ ∫

Ω( α )

w

(α )

( )

(

)

(

2

⋅ bn +1 − ρ a n +1 dΩ + ∑ ∫
(α )

(α ) (α )

( )

)

α 1=
α 1

Γ(hα )

w

(α )

I

(α )

⋅ hn +1 dΓ

− ∫ μ ⋅ ( un +1  − ζ n +1 ) dΓ =0

(2.10)
(2.11)

ΓI

The appropriate trial function spaces for displacement and weighting functions are given in (2.12)
– (2.14):

(

)

n
(α )  (α ) (α )  1
(α )  sd
=
∈
Ω
u
u
,
H





( )

n
(α )  (α ) (α )  1
(α )  sd
=
w
w
∈
Ω
H
,

 0




u (α ) ( x ) =
g (α ) ( x , tn +1 ) 
Γ(gα )


w (α ) ( x )=
0
α)

(
Γg


nsd


−1
 = λ λ ∈  H 2 ( Γ I )  

 


(

where H 1 Ω(α )

)

and H

− 12

(ΓI )

(2.12)
(2.13)
(2.14)

are standard Hilbertian Sobolev spaces. Following along the

lines of [67], we apply the Variational Multiscale (VMS) framework presented in [62] to
transform the mixed interface formulation (2.10) and (2.11) into a primal formulation by
condensing the Lagrange multiplier field

λn+1 .

The VMS method provides a vehicle for deriving formulations with enhanced stability through
the modeling of numerical fines scale fields [62, 70-74]. The steps for the derivation for the
dynamic problem at hand are provided in [67] along with details in [62]. The key fine scale
modeling assumptions are: (i) the displacement field is decomposed into coarse and fine scales
separately in each region; (ii) the time dependence of the fine scale fields are neglected; (iii) the
fine scales are represented by edge bubble functions within the finite elements adjacent to

ΓI ;

and (iv) the domain/momentum residual (namely, expression (2.1)) is small compared to the
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interface/traction residual (namely, expression (2.7)). These assumptions lead to an analytical
expression for the fine scale in terms of the coarse scales

u

and λ . Its substitution into (2.11)

enables a piecewise condensation of λ as the weighted average of the traction field across the
interface. Incorporating the result into the coarse-scale counterpart of (2.10) produces the
stabilized discontinuous Galerkin formulation of [67] shown in (2.15), termed herein as the
Variational Multiscale DG (VMDG) method.
2
ρ (α ) (α )
α
α
u
ε w ( ) : C : ε un( +1) dΩ
Ω
d
+
∑
∑
α
2 n +1
∫
∫
Ω
Ω
β∆t
α 1=
α 1
2

w( ) ⋅
(α )
α

+∫

ΓI

( )

(

( )

)

 w  ⋅ {C : ε ( un+1 ) ⋅ n} dΓ + ∫Γ {C : ε ( w ) ⋅ n} ⋅ ( un+1  − ζ n+1 ) dΓ
I

 w  ⋅ τ s ⋅ ( un+1  − ζ n+1 ) dΓ
Γ

+∫

I

2

=∑ ∫

(

)

2

w (α ) ⋅ bn(α+1) − ρ (α ) a n(α+1) dΩ + ∑ ∫
(α )

Ω
Γ(hα )
α 1=
α 1

C : ε ( u ) ⋅ n}
{=

δs(1)C(1) : ε ( u(1) ) ⋅ n + δs(2)C(2) : ε ( u(2) ) ⋅ n

δs(α ) =
τ s ⋅ τ s(α ) , τ s =
( τ s(1) + τ s(2) )
τ s(α )

w (α ) ⋅ hn(α+1) dΓ

(2.16)

−1

−1

−1
 meas ( γ s )   ∫ (α ) ε ( bs(α ) ) : C : ε ( bs(α ) ) dΩ   ∫ bs(α ) dΓ 
 ωs
  γ s


Within (2.15), the displacement jump condition

 u = ζ

(2.15)

2

(2.17)
(2.18)

is effectively imposed through the

weighted average variational traction {C : ε ( w ) ⋅ n} defined as in (2.16). In our previous work for
frictional contact [75] and quasi-static debonding [61], this numerical flux was designed as the
(α )

arithmetic average of the tractions, i.e. δs
term

= 12 I . However, the flux weight δs(α ) and the penalty

τ s are instead derived from the stability tensors τ s(α ) via (2.17) according to [62, 67]. These

derived expressions are most valuable for the composite materials considered herein, where the
(α )

material properties in Ω(1) and Ω( 2) may be vastly different. As shown in expression (2.18), τ s

accounts for the element geometry and material parameters for the respective region. In particular,
these integrals are evaluated over segments
(α )

elements Ωe adjacent to

γ s of the interface Γ I and sectors ωs(α ) ⊆ Ω(eα ) of the

Γ I . Details about the edge bubble functions bs(α ) and bs(α ) for different
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element types are contained in [62, 76]. Also note that we take n = n(2) in (2.16) according to [61].
(α )

Simplifications of stabilizing tensors τ s

(α )

The expression (2.18) for the stability tensors τ s

in general produces tensors with

different components in the normal and tangential directions at the interface; see the numerical
results in [76]. However, the work of [67] found that the formulation of interface debonding is
easier when the penalty parameter only scales the displacement jump and does not alter its
direction. Therefore, we propose several simplifications to the complete definition (2.18) of the
(α )

stabilizing tensors τ s :
(i)



(ii)

((

(α )
(α )

Diagonal form: τˆ s = diag τ s

)

−1

)




−1

( )

Scalar form: τs(α ) = min τˆ s(α )

(

(α )
sym  τ s(1) ⋅ τ s(1) + τ
(iii) Equal weighting form: τ =
s


)

(2) −1
s

(2.19)

⋅ τ s(2) 



(iv) Equal scalar form:
τ s(α ) τs(1) (τs(1) + τs(2) ) τs(2)
=
−1

(α )

Options (i) and (ii) produce diagonal, distinct values of the weights δs . First, within option (i),
(α )

the proposed definition means that only the diagonal entries of the associated matrix in τ s

from
(α )

(2.18) should be numerically integrated. Choosing the minimum diagonal entry to represent τs

as in option (ii) leads to a simple scalar, which from (2.17) will produce a larger value of the
penalty term

τ s . We remark that diagonal representations for τ s(α ) result automatically from

(2.18) for the case of rectangular elements with isotropic materials [62].
The third and fourth options provide a mechanism to obtain the standard average for the
numerical fluxes since from (2.17) we have τ=
τ=
s
s

1
2

(τ )

(α ) −1
s

(α )

and δs

= 12 I . In particular,

these formulas provide a definition for the penalty parameter in the classical DG method
(α )

employing standard averages. The motivation for the expression for τ s

comes from the
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τ s remain bounded below when either of τ s(1) or τ s(2) approach

desirable condition that

infinity [77], which suggests the definition


τ s(α ) = min ( τ s( + ) , τ s( − ) ) . Regularizing and
(α )

symmetrizing that definition leads to the expression for τ s
properties of

which implies the following

τs :

(τ )

(a)

τs →

(b)

τs = (τ

1
2

(α ) −1
s

(α )
s

)

−1

as τ s(β ) → ∞

when τ

(1)
s

=τ

(2)
s

(2.20)

Whether the above approximations to the stabilizing tensors lead to stable numerical formulations
can only be evaluated through representative numerical or mathematical analysis. Specifically,
the use of diagonal or scalar values may not be as robust in the presence of anisotropic materials
or element geometry. Also, the use of the standard average definition for the numerical flux has
been known to yield poor solution accuracy when disparate element sizes are present [78, 79]. In
both circumstances, the magnitude of the penalty parameter components necessary for stability
may be higher or lower for different preferential directions.
(α )
Thus, in the following, we adopt the scalar stability parameter τs defined in option (ii)

of (2.19). The modified form of the flux weights and stability parameter become:
(α )
δ=
τ sτs(α ) , =
τs
s

(τ

(1)
s

+ τs(2) )

−1

(2.21)

Internal Variable-Based Traction-Separation Law with Elastic Unloading

This section presents the constitutive framework for representing interface debonding
through the inelastic gap ζ followed by its numerical realization in small strain dynamics. The
exposition parallels and clarifies the derivations of [61] while extending them to account for
transient response and elastic unloading as well as highlighting analogies with intrinsic cohesive
zone (CZ) methods.
While the intrinsic CZ method is a simple and often quite effective technique for
numerically representing progressive interfacial fracture, its fundamental deficiency when
approximating initially rigid interfacial response is that the traction is directly a function of the
31

displacement gap. Namely, the function (traction) takes a distinct value for each value of its



argument (gap), and typically t = 0 when u = 0 . In contrast, a relation relaxes this direct link
by permitting multiple values (traction) for the same argument value (gap), which is exactly what
rigid response is. The idea of using a relation to describe progressive fracture was advanced in
[58, 61] for interfacial debonding and [57] for bulk material cracking. In the former, the
progressive damage at the interface is accomplished by tracking of an internal variable ζ at the
interface, where the traction is obtained from t = t ( ζ ) in contrast to the CZ method where

t = t ( u) . The Lagrange multiplier method (2.11) and the consistently derived DG method



(2.15) then weakly impose u = ζ to close the kinematic description.
Thus, the response of the solid body containing interfaces is characterized by a potential
energy functional [58, 61] expressed as an augmented Lagrangian in terms of the displacement
field

u

and inelastic gap ζ . The extension to elastodynamics follows from applying Hamilton’s

principle to the space-time Lagrangian of the non-conservative system [80, 81]. However, we
focus the presentation on the quasi-static form and demonstrate optimal transient performance
through numerical tests in Section 5. The functional is stated as:
DG ( u, ζ )
=
+∫

ΓΙ

2

2

∑
∫
α
=1

1
Ω( α ) 2

ε ( u(α ) ) : C : ε ( u(α ) ) dΩ + ∫ Π ( ζ ) dΓ
ΓΙ

{C : ε ( u ) ⋅ n} ⋅ (u − ζ ) dΓ + ∫ (u − ζ ) ⋅ τ ⋅ (u − ζ ) dΓ

−∑ ∫

1
ΓΙ 2

2

w ( α ) ⋅ b ( α ) dΩ − ∑ ∫
(α )

Ω
Γ(hα )
α 1=
α 1
=

w (α ) ⋅ h(α ) dΓ

s

(2.22)

The first two terms are the standard bulk strain energy density and the interface cohesive energy
density Π ( ζ ) , where the latter gives rise to the traction separation law on Γ I . The next two
surface integrals enforce the interface continuity condition (2.6). The last two terms are the
potential energy from the external forces b (α ) and h(α ) . Taking the variational derivative of the
potential with respect to u and ζ and setting equal to zero produces the weak form of domain
equilibrium and the interface constitutive relation, respectively. Neglecting the inertial terms, the
former condition is identical to the VMDG weak form (2.15). Notice that this formulation weakly
32

enforces  u = 0 when the inelastic gap is at its initial value ζ = 0 prior to debonding.
Remark: The interface terms in (2.15) and (2.22) appear strikingly similar to the terms in
Nitsche’s method [79, 82]. In fact, other authors (e.g. [83] and references therein) have pointed
out identical terms appear in the Nitsche method and symmetric interior penalty Discontinuous
Galerkin methods. Various researchers typically refer to the latter when modeling problems with
discontinuous shape functions throughout a domain and to the former when modeling isolated
interfaces that may intersect finite elements [79]. Nitsche’s method can be characterized as a
variationally consistent penalty method to enforce displacement jump conditions. Thus, we posit
an analogous characterization for the VMDG (Nitsche) and intrinsic CZ (penalty) methods for
modeling adhesion prior to debonding.
The cohesive energy density Π takes the form of typical surface fracture energy density
functions encountered in cohesive zone models [31, 35, 57]. In the following developments, the
interface is restricted to isotropic response (equal mode fracture toughness) for simplicity,
although this is not an inherent limitation in the VMDG approach. Then, Π can be expressed in
terms of a scalar one-homogeneous function ζ eq ( ζ ) to allow for non-uniform critical stress in
the normal and tangential directions. We adopt the expression for ζ eq from [61] in terms of the
mode-mixity parameter β , described in Section 3.1:

=
ζ eq

(2.23)

ζ n2 + β 2ζ t2

The normal and tangential component of a vector field v along Γ I are denoted as in (2.24), where
the MacCauley bracket • returns the positive part of a scalar argument. Note that

 u +

1
1
2
2
includes only the tensile/open part of  u , namely  u ⋅ n =− u( ) ⋅ n( ) − u( ) ⋅ n( ) ≥ 0 .

vn =
v ⋅ n;
vt =
v − vn n ;

vt =
vt ;

v

+

=+
vn n vt

(2.24)

Finally, irreversibility of the fracture/separation process is ensured [58] by introducing an internal
variable κ to track the maximum separation during elapsed time t ∈  :

κ = sup ζ eq ( t ′ )
t ′<t

(2.25)

These definitions enable a succinct expression for the cohesive energy density in terms of the
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current value of the gap ζ eq and the accumulated damage κ :

Π ( ζ , κ )= I + (ζ n ) +ψ (ζ eq ( ζ ) , κ )

(2.26)

The first term is an indicator function that imposes the impenetrability constraint ζ n ≥ 0 for all
time.
(2.27)

if ζ n ≥ 0

0
I + (ζ n ) = 
+∞

if ζ n < 0

The second function ψ prescribes the both the damage branch ψ dam and elastic unloading branch

ψ u/r of the interfacial response:
ψ u/r (ζ eq , κ ) +ψ diss (κ ) if

ψ (ζ eq , κ ) = 
ψ dam (ζ eq )
if


ζ eq < κ

(2.28)

ζ eq ≥ κ

where ψ=
diss ( κ ) ψ dam ( κ ) −ψ u/r ( κ , κ ) is the amount of dissipated energy, such that ψ is

continuous at ζ eq = κ for fixed κ . Specific examples of these functions along with their
properties (e.g. differentiability) are given in Section 3.1. A distinguishing feature of (2.28)
compared with the previous model in [61] is that ζ eq and the traction have an elastic unloading
relationship rather than a rigid unloading relationship. Thus, ψ u/r is a function of both the current
gap ζ eq and the accumulated damage κ since the residual elastic interface stiffness degrades as
damage increases.
Returning to the potential energy functional (2.22), taking the variation with respect to ζ yields
the weak constitutive relation between the DG traction {σ ( u ) n} and the subgradient ∂Π of the
cohesive energy density:

∫

∀γ ∈ ζ :

ΓI

γ ⋅  t − {σ ( u ) n} − τ s ( u=
 − ζ ) dΓ 0

with t ∈ ∂Π

(2.29)

where ζ is a weighting space with suitable regularity. The subgradient is the set of all vectors
with magnitude less than the directional derivative Π o ( ζ , δ ) taken over all directions δ :

∂Π=

{t ∈  ; ∀δ ∈  ,
3

3

t ⋅ δ ≤ Π o ( ζ , δ )}

(2.30)
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lim sup
Πo ( ζ , δ) =

Π (d + ξ δ) − Π (d )

(2.31)

ξ

ξ → 0+
d →ζ

At locations where Π is differentiable (typically ζ eq , ζ n > 0 ), the set ∂Π corresponds to the
classical gradient ∇Π = ∂Π ∂ζ , and the strong form of (2.29) reduces to the following
relationship:

τ s ( u − ζ ) = ∇Π ( ζ ) − {σ ( u ) n}

(2.32)

Combining this statement with the weak enforcement of displacement compatibility  u = ζ

given by (2.6) or equivalently (2.15), we find the interface traction {σ ( u ) n} is weakly equivalent
to the constitutively derived cohesive traction ∇Π ( ζ ) . This result contrasts with the intrinsic
cohesive

zone

method

which

strongly

enforces

 u = ζ ,

weakly

enforces

σ (1) ( u ) ⋅ n = ∇Π ( u) = σ ( 2) ( u ) ⋅ n , and requires that Π is (weakly) differentiable at ζ = 0 . Also,

the constitutive expression (2.32) subtly differs from the developments in [61] since the weighted
average flux {σ ( u ) n} and stability parameter τ s have been derived using VMS according to [62]
and [67], which were applied only to transient frictional contact.
Proceeding according to [58, 61], the continuum integral (2.29) is approximated in the
finite element setting by collocation of the ζ field at Gauss quadrature points with analogy to the
internal variable treatment of computational plasticity. For large enough τ s , the relation (2.32)
has a unique solution such that, for given

 u

and {σ ( u ) n} (i.e. given displacement), the

inelastic gap ζ can be computed explicitly or obtained implicitly from a local nonlinear equation.
This can be seen more easily by rearranging (2.32) in terms of the combined traction input t :
t ≡ {σ ( u ) n} + τ s  u = ∇Π ( ζ ) + τ s ζ

(2.33)

The temporal evolution of ζ during the time interval  is then accomplished by using a backward
Euler time discretization for ζ and κ , and the conditions (2.25) and (2.29) are satisfied at

discrete time steps using a predictor-corrector scheme as detailed in [61] and [68]. Namely, with
a known accumulated damage value κ n at time tn and a given combined traction input tn+1 at
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time tn +1 , the determination of ( ζ n +1 , κ n +1 ) occurs by evaluating the various conditional statements
in Section 3.1 associated with the damage and unloading branches of ψ in (2.28).
Remark: Due to the assumption that the fine scales are piecewise constant in time, the
implementation of this dynamic VMDG debonding formulation presented in Section 3.2 is
analogous to the quasi-static case [61] along with two changes: (a) adding the inertial terms and
Newmark time integrators as well as (b) revising the stability term and numerical flux weights
according to τ s(α ) in (2.18). Note that models containing softening nonlinearities can cause
challenges for the Newmark integrators which do not conserve energy [84] that have been
addressed using energy-momentum conserving formulations [85, 86]. We observe that the
Variational Multiscale-derived stabilizing terms in the VMDG method produce stable results in
Section 5.1 for the implicit and explicit Newmark algorithm with relatively large time steps and
coarse meshes.
Interface constitutive model
Similar to the Talon-Curnier [87] and Barenblatt [28] cohesive models, a quadratic form
is assumed for the damage branch function ψ dam such that a linear relationship is obtained
between traction and separation. In contrast to [61], a linear elastic relationship is employed for
the unloading of the normal and tangential components. Expressions for each domain of ψ are
listed in (2.34) – (2.36).
Unloading part ζ eq ≤ κ :

σ cζ eq2  κ 
ψ u/r (ζ eq , κ ) =
1 −  ;
2κ  ζ c 

σ cζ eq  κ 
′ (ζ eq , κ ) =
ψ u/r
1−
κ  ζ c 

(2.34)

 ζ 
′ (ζ eq ) =
ψ dam
σ c 1 − eq 
 ζc 

(2.35)

Damaged part κ < ζ eq ≤ ζ c :

σ cζ eq  ζ eq 
;
ψ dam (ζ eq ) =
2 −
2 
ζ c 
Failed part ζ eq > ζ c :

′ (ζ eq ) 0
=
ψ dam (ζ eq ) G=
ψ dam
c;

(2.36)
36

The material parameters σ c and ζ c prescribe the critical tensile stress at onset of damage and the
accumulated normal separation when the interfacial point is fully damaged, respectively. The
fracture energy is given by ψ dam (ζ c=
) G=c
traction separation curve

∫

ζc

0

1
2

σ cζ c , which is also equal to the area under the

′ (ζ ) dζ . Recall that the internal variable κ tracks the maximum
ψ dam

separation at an interfacial point, as shown for example in Figure 2.2(a) . We highlight specific
values of the cohesive energy functions:
•

ψ dam ( 0 ) = 0 : absence of surface energy prior to damage

•

ψ dam (ζ c ) = Gc : total energy released once κ = ζ c

•

ψ u/r =
(κ , κ )

•

ψ u/r ( 0, κ ) = 0 : recoverable energy returns to zero upon unloading (ζ eq = 0 )

•

ψ u/r (κ , ζ c ) = 0 : absence of recoverable energy once κ = ζ c

1
2

σ cκ [1 − κ ζ c ] : instantaneous threshold of recoverable surface energy

In summary, the function ψ characterizes the shape of how each traction component relates to
its corresponding separation component; alternative shapes (e.g. exponential) could be specified
that also have similar properties for the damage and unloading parts. The function ζ eq then
controls the shape of the damage initiation surface in the normal and tangential traction
component space. Figure 2.2(b) depicts the elliptical damage-free region produced by definition
(2.23), where the additional parameter β = τ c σ c prescribes the ratio of the normal and tangential
critical stress values. Thus, the interface traction vector is found according to (2.32) by
differentiating the cohesive energy density, where the direction is attributed entirely to the vector
ζˆ .
∇Π
=

∂Π
ζˆ
,
= ψ ′ (ζ eq , κ )
ζ eq
∂ζ

=
ζˆ

ζ n n + β 2ζ t

(2.37)

The second derivative provides a tensor that is important for solving the nonlinear equation at the
interfacial point using the Newton-Raphson method; see details within [61].
∂ 2Π
ζˆ
ζˆ
1
 n ⊗ n + β 2 ( I − n ⊗ n )  + ψ ′′ (ζ eq , κ )
=
ψ ′ (ζ eq , κ )
⊗
2

∂ζ
ζ eq
ζ eq ζ eq

(2.38)
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(a)

(b)

Figure 2.2. Energy decomposition for generalized elastic unloading model for interface
behavior: (a) energy decomposition; (b) initiation criterion.
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Since the constitutive equations (2.34) – (2.38) are expressed in terms of a given ζ , these
equations must be manipulated to match the format required by the finite element implementation
of the backward Euler integration scheme. By combining them with (2.33), we obtain relations
between a given value of the combined traction input t and the corresponding inelastic gap ζ
that are listed in Table 4.1, where
=
ρ σ c (κ −1 − ζ c−1 ) . Note that the boundary between the damage
and unloading zones is found by constraining the components of ζ from the unloading zone to
be such that ζ eq ( ζ ( t ) ) = κ .
Remark: Notice that the normal component ζ n during unloading is obtained from the
MacCauley bracket, and hence is zero when the interface traction is compressive. Thus, the
VMDG method represents crack closure un=
 ζ=n 0 in a variationally consistent fashion. The
VMDG method has been shown to satisfy patch tests in three dimensions [75] with zero
penetration.
Linearized formulation and VMDG implementation
The implementation of the VMDG method requires additional terms beyond the standard
Galerkin method to account for the interface integrals and gap terms in (2.10). While the
linearized weak form was given for the quasi-static case in [61], we develop the matrix
expressions herein to clarify the implementation of the interface terms. Also, these expressions
will expose the subtle mathematical differences that exist between the VMDG and other methods
that will be discussed in Section 4.
As an example, we consider a four node bilinear quadrilateral finite element discretization with
the volumetric elements shown in Figure 3. The approximation of the displacement field in
domains Ω(1) and Ω( 2) is obtained from the classical Lagrange shape functions, where
displacement u h is expressed as uh = NU and weighting function w h = NW in terms of the isoparametric matrix of shape functions N . According to the numbering in Figure 3, we have (2.39)(2.40).Note that while the shape functions N 3 and N 4 inside Ω(1) are equal to zero along Γ I ,
their gradients ∇N 3 and ∇N 4 are nonzero. Hence, the strain field along the interface, defined.
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Table 2.1: The constitutive update algorithm for ζ
Perfect adhesion zone: if κ = 0 and

(

tn

2

)

1
2

+ β −2tt2 ≤ σ c , then: ζ = 0
2

2


 
tn
β 2tt
 > 1 , then: Solve
Damage zone: if κ > 0 and 
 +
2
 (τ s + ρ ) κ   (τ s + β ρ ) κ 

t

+

− τ s ζ − ∂Π (ζ eq , κ ) = 0 for ζ

(a)
(b)

2

2


 
tn
β 2tt
 ≤ 1 , then:
Unloading/Reloading zone: if κ > 0 and 
 +
2
 (τ s + ρ ) κ   (τ s + β ρ ) κ 

=
ζn

tn
tt
=
, ζt
τs + ρ
τ s + β 2ρ

Failed zone: if κ = ζ c , then: ζ =

t

τs

+

(c)

(d)
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4
u xh(1) 
uahx(1) 
1
 h(1)  = ∑ N a ( x, y )  h(1)  = NU ( )
u y  a=1
uay 

(2.39)

u xh( 2)  8
ubhx( 2) 
2
 h( 2)  = ∑ N b ( x, y )  h 2  = NU ( )
( )
u y  b=5
ubx 

(2.40)

( )

h
through the matrix of the shape functions derivatives as ε u = BU , has contributions from all

nodes. Thus, the VMDG force vector and the stiffness matrix for the interface contribution will
involve all eight nodes across the volumetric elements. This result contrasts with the CZ method
that involves only the shape functions adjacent to the interface as shown in Section 4.
After discretization and substitution of shape functions, the VMDG formulation (2.15) is
expressed as a nonlinear vector equation between external and internal forces.

FExt = FIner + FBulk + FDG

(2.41)

where FExt is the external force vector, FIner is the inertial force vector, and FBulk and FDG are the
internal force vectors from the bulk elements and interfacial DG elements, respectively. The
standard vectors FExt , FIner and FBulk take the following form:

FExt = ∫ NT b dΓ+ ∫ NT t dΓ
Ω

FIner
=

∫

=
FBulk

∫

Ω

Ω

Γh

N T ρ N T A dΩ
BT DBU dΩ

(2.42)
(2.43)

where b and t are the applied body force and traction vectors respectively, A is the nodal

σ (uh ) C=
: ε (uh ) DBU .
acceleration vector from (2.8), and the elastic matrix D is such that=
The FDG vector is expressed in (2.44) as the sum of the contributions from the consistency
term FCon , the symmetrizing term FSym , and the stability or displacement continuity term FStab .
We omit the details of the steps [76] and provide their matrix form in (2.45) – (2.47).
The unit vector matrix n in (2.48), defined from n = n( 2) , converts the Voigt stress vector into
the traction vector in two dimensions. The three dimensional version is provided in [88].
The appearance of the inelastic gap ζ in FSym and FStab causes the resulting expression to
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Figure 2.3. Two-dimensional DG interface element
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FDG = FCon + FSym + FStab

FCon

 ( N (1) )T (δ (1)nD(1) B (1) U (1) + δ (2)nD(2) B (2) U (2) ) dΓ 
s
s
 ∫γ s

= ∑

T
(2)
(1)
(1) (1) (1)
(2)
(2) (2) (2)
s
 − ∫γ ( N ) (δ s nD B U + δ s nD B U ) dΓ 
 s


FSym

 (δ (1)nD(1) B (1) )T ( N (1) U (1) − N (2) U (2) − ζ ) dΓ 
 ∫γ s s

= ∑

T
(2)
(2) (2)
(1) (1)
(2) (2)
s
 ∫γ (δ s nD B ) ( N U − N U − ζ ) dΓ 
 s


FStab

 ( N (1) )T τ ( N (1) U (1) − N (2) U (2) − ζ ) dΓ 
s
 ∫γ s

= ∑

T
(2)
(1) (1)
(2) (2)
s
 − ∫γ ( N ) τ s ( N U − N U − ζ ) dΓ 
 s


(2.44)
(2.45)
(2.46)
(2.47)

 nx 0 n y 
n=

0 n y nx 

(2.48)

2
ρ (α )
h
w
u
ε ( w h ) : C : ε ( ∆unh+1 ) dΩ
⋅
∆
Ω
d
+
∑
∑
n +1
α
2
∫
∫
Ωα
Ω
β∆t
α 1=
1


 α
2

h

( )

( )

Inertial term

{

}

{

Bulk term

}

+ ∫  w h  C : ε ( ∆unh+1 ) ⋅ n dΓ + ∫ C : ε ( w h ) ⋅ n  ∆unh+1  dΓ
ΓI
ΓI


 



Consistency term

(2.49)

Symmetrizing term

 ∂ζ

+ ∫  w h  ⋅τ s ⋅  ∆unh+1  dΓ − ∫ t ( w h ) ⋅  n +1 t ( ∆unh+1 )  dΓ = − R ( w h ; unh+1,i )
ΓI
ΓI



t
 ∂



 
Stabilization term

Debonding term

Residual term

become nonlinear, which is solved in an iterative fashion using the Newton-Raphson algorithm.
This algorithm requires the consistent linearization of (2.15) leading to a linearized weak form in
h

terms of the current iterated displacement un +1,i and incremental displacement

h
∆un+
1.

The reader should note that the symmetrizing term has the same sign as the consistency term such
that (2.49) is symmetric. Substitution of the finite element shape functions leads subsequently to
the mass and stiffness matrices:

=
M

∫

Ω

NT

ρ
N dΩ
β∆t 2

(2.50)

The stiffness matrix is composed of the standard bulk contribution K Bulk and the additional DG
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terms K DG .
=
K K Bulk + K DG

(2.51)

K DG =
K Con + K Sym + K Stab + K Deb

=
K Bulk

∫

Ω

(2.52)

BT DB dΩ

The integration of the terms in (2.49) is performed over the interface segments

γs

(2.53)

via one-

dimensional Gauss quadrature. The expansion of these terms by substituting matrices of the shape
functions N and B results in these expressions. Note that K Sym = K Con .
T

K Con

T
 ( N (1) )T δ (1)nD(1) B (1) dΓ
N (1) ) δ s(2)nD(2) B (2) dΓ 
(
s
∫
∫
γs
 γs

= ∑

T
T
(2)
(1)
(1) (1)
(2)
(2)
(2) (2)
s
 − ∫γ ( N ) δ s nD B dΓ − ∫γ ( N ) δ s nD B dΓ 
s
 s


K Sym

 (δ (1)nD(1) B (1) )T N (1) dΓ − (δ (1)nD(1) B (1) )T N (2) dΓ 
∫γ s s
 ∫γ s s

= ∑

T
T
(2)
(2) (2)
(1)
(2)
(2) (2)
(2)
s
 ∫γ (δ s nD B ) N dΓ − ∫γ (δ s nD B ) N dΓ 
s
 s


K Stab

T
T

N (1) τ s N (1) dΓ − ∫ N (1) τ s N ( 2 ) dΓ 
∫
γs
 γs

= ∑

T
T
( 2)
s
τ s N (1) dΓ ∫ N ( 2 ) τ s N ( 2 ) dΓ 
 − ∫γ N
γs
 s


( )
( )

(

(

 ( T(1) )T D T(1) dΓ
ζ
 ∫γ s
= ∑−
K Deb
(2) T
(1)
s
 ∫γ ( T ) Dζ T dΓ
 s
=
T(α ) δ s(α )nD(α ) B (α ) + ( −1)

α +1

Dζ =

∂ζ n +1
∂t n +1

)
)

∫γ ( T )

Dζ T(2) dΓ 


T
(2)
(2)
∫γ s ( T ) Dζ T dΓ 

τ s N (α )

(2.54)
(2.55)
(2.56)

(1) T

s

(2.57)
(2.58)
(2.59)

The traction-like matrix T(α ) is defined as a combination of the average stress δ s nDBU and the
stabilizing term τ s N . Also, the matrix Dζ corresponds to the tangent matrix from the solution
algorithm of the inelastic gap discussed earlier in this section. Note that for linear elastic materials,
the terms in the stability parameter τ s(α ) from (2.18) do not depend on the current displacement or
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debonding solution and thus are fixed. Treatment of nonlinear materials is discussed in [68].
Remark: A distinguishing feature of the VMDG method is that the products between the shape

( ))

(
function and derivative matrices on opposite sides of Γ I , e.g. N

2

T

δ s( 2)nD(2) B (2) , lead to

direct coupling between nodal degrees of freedom not adjacent to Γ I . For example the B (2)
matrix entries from node 7 in Figure 3 are non-zero, although the entries in N ( 2) are zero. These
entries provide consistent transmission of the traction across Γ I . Also, these terms remain in
effect when debonding ( ζ > 0 ) occurs. During debonding or unloading, the K Deb matrix
contributes terms with a similar pattern of non-zero entries.

CZ Method and Hybrid DG-CZ Method Comparison
We now examine the distinct mathematical and algorithmic features of the VMDG method
compared with two prevalent interface methods: intrinsic CZ method and hybrid DG-CZ method.
For the intrinsic CZ method, the interface traction is expressed directly in terms of the
displacement jump or separation. At traction levels below an initiation criterion, the traction and
separation have a linear relationship given by an artificial stiffness parameter. In general, the
traction separation law after crack initiation makes the formulation nonlinear. The corresponding
linearized weak form can be expressed as: Find

{w
2

(1)

{∆u

(1)
n +1

, ∆un(2)+1} ∈  (1) ×  (2) such that for all

, w (2) } ∈  (1) ×  (2) :

2
ρ (α )
h
∆
u
d
Ω
+
ε ( w h ) : C : ε ( ∆unh+1 ) dΩ
∑
n +1
α
2
∫
Ω
Ω
β∆t
1=
α 1

∑
∫
α

wh ⋅
(α )

( )

∂t  h 
+ ∫  w h  ⋅
⋅  ∆un +1  dΓ = − RCZ ( w h ; unh+1,i )
ΓI
∂  u

(2.60)

 ∂t 
In (2.60), the tensor 
 represents the slope of the traction-separation curve in the regime
 ∂  u 

for (i) elastic response (artificial stiffness), (ii) traction softening, or (iii) unloading. Ideally, the
elastic slope

∂tn
= k is taken as a large value to reduce the separation across Γ I , but a practical
∂  un 
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upper limit is needed to avoid small critical time steps for dynamic analyses; see Section 5. After
substituting finite element shape functions, the complete stiffness matrix K is given by (2.61)
with the interface stiffness K CZ evaluated from integrals along the interface segments as in (2.62).
K = K Bulk + K CZ

K CZ

 ( N (1) )T D N (1) dΓ − ( N (1) )T D N (2) dΓ 
CZ
CZ
∫γ s
 ∫γ s

= ∑

T
T
(2)
(1)
(2)
(2)
s
 − ∫γ ( N ) DCZ N dΓ ∫γ ( N ) DCZ N dΓ 
s
 s


 ∂t 
DCZ = 

 ∂  u 

(2.61)
(2.62)
(2.63)

Compared with the VMDG stiffness matrix (2.52) which has four terms, the intrinsic CZ method
contains only one interface term. A similarity exists between the form of K CZ and the stabilizing
term K Stab in the VMDG method, although the stability parameter τ s has a fixed value for all
time. The additional matrices K Con , K Sym , and K Deb enable the VMDG method to represent an
initially rigid interface response, namely zero separation for traction below the initiation criteria.
The CZ method instead produces non-zero traction if and only if the separation is nonzero as well.
Thus, the presence of the inelastic gap ζ in the VMDG method eliminates the issues of artificial
stiffness. We also emphasize that the value of the stability parameter τ s is derived from the finescale models rather than chosen as a user-tunable parameter commonly used in the CZ method.
This initial elastic slope k must be carefully calibrated in a narrow, optimal range, balancing the
undesirably large separations from small penalty values with the restrictive critical time step from
large penalty values [35]. Thus, the VMDG method has the advantage that only the physical
parameters σ c and ζ c in the constitutive model are calibrated.
Another interfacial debonding method, the hybrid DG-CZ method [35, 48, 51], is inspired
by the variational consistency of the DG method. It allows for pre-fracture modeling using terms
from the DG method. Then a binary parameter

χ

changes the active terms at the interfacial point

to follow the cohesive traction-separation law when a fracture criterion is met. The hybrid DGCZ weak form is detailed in [51]; the corresponding linearized formulation can be stated as: Find

{∆u

(1)
n +1

(1)
, ∆un(2)
×  (2) such that for all {w (1) , w (2) } ∈  (1) ×  (2) :
+1 } ∈ 
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2
ρ (α )
h
d
+
⋅
∆
Ω
w
u
ε ( w h ) : C : ε ( ∆unh+1 ) dΩ
∑
∑
n +1
α
2
∫
∫
Ωα
Ω
β∆t
α 1=
α 1
h
  w  C : ε ( ∆unh+1 ) ⋅ n dΓ +
C : ε ( w h ) ⋅ n  ∆unh+1  dΓ 


∫
∫
Γ
Γ

+ (1 − χ ) 
 +  w h  ⋅τ ⋅  ∆uh  dΓ

 ∫Γ   s  n +1 

∂t  h 
+ χ ∫  w h  ⋅
⋅  ∆un +1  dΓ = − RDG −CZ ( w h ; unh+1,i )
Γ
∂  u
2

h

( )

( )

{

I

}

I

{

}

I

I

(2.64)

After substitution of finite element shape functions, the hybrid DG-CZ stiffness matrix can be
expressed succinctly in terms of previously defined matrices from the VMDG and CZ methods
as (2.65) – (2.66).
=
K K Bulk + K DG-CZ

K DG-CZ =−
(1 χ ) K Con + K Sym + K Stab  + χ K CZ

The presence of

χ

(2.65)
(2.66)

clearly indicates the hybrid nature of the formulation, which suggests that a

sharp transition occurs between the two branches of the weak form. Indeed, the impenetrability
constraint and the initially bonded response are governed by the DG terms. These DG terms K Con
(2.54) and K Sym (2.55) have contributions from all the eight nodes of the interface element in
Figure 3 due to the nonzero B matrix entries. However, once fracture initiates and χ = 1 , then
only the K CZ (2.62) term is active, which only contains contributions from the nodes along the
interface due to the N matrix. This sudden release of nodal forces might lead to slow convergence
of the Newton algorithm. Also, a small amount of interfacial energy release may be lost by the
discrete formulation during this transition. Finally, the DG terms need to be reactivated in the
normal direction when crack closure is detected.
Rather, the VMDG method is a unified approach that uses the derived numerical flux terms
to enforce

 u = ζ

throughout the pre and post fracture process. The additional debonding

stiffness term K Deb (2.57) becomes active during traction softening, but its form is analogous to
the other DG terms via the defined T matrix (2.58). In fact, this term bears resemblance to the
consistent tangent of elasto-plasticity, a viewpoint exposed in [68]. Thus, VMDG method is a
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primal formulation for variationally consistent modeling of fracture that is naturally suited for
existing displacement-based solid mechanics codes.
Remark: The slope parameter k in CZ models is used in numerical analysis to represent either
(a) numerical regularization of a rigid response where k tends to ∞ or (b) physical compliance
at the interface accounting for the finite stiffness exhibited across the idealized zero-thickness
region of the material. For the numerical analyses that follow, we focus upon a rigid response at
the interface. Modeling physical compliance at the interface using VMDG is trivial and is
achieved by setting the internal damage variable κ > 0 at the start of the simulation.

Numerical Results
In the numerical analyses that follow, we compare the accuracy and stability of the VMDG
method with the continuous Galerkin (CG), CZ, and hybrid DG-CZ methods by performing a
transient implicit analysis of interface damage caused by vibration in a fiber-matrix composite
unit cell. Only two-dimensional results are shown; previous quasi-static results [61] have
demonstrated performance for three-dimensional problems. Afterwards, explicit analyses of the
same problem are conducted to understand the effect of each interface formulation on the critical
time step, particularly the artificial compliance of the CZ method. We also compare the abilities
of VMDG and CZ methods to predict the crack tip velocity along known paths in relation to
experimental data for a benchmark problem. Bilinear isoparametric elements with full Gauss
quadrature are employed for all examples. Interface integrals are evaluated using two-point Gauss
quadrature.
Fiber-Matrix unit cell debonding
The first numerical study develops a benchmark problem of a fiber-matrix composite unit
cell subject to vibration and damage. The dynamic analyses are performed on the unit cell shown
in Figure 2.4(a) having 20000 µ m width and fiber radius of 5000 µ m , equivalent to a fiber
volume fraction of 0.2. Plane strain conditions are assumed, and the material properties for the
fiber and matrix are specified as E f = 210 GPa , v f = 0.3 and Em = 4.6 GPa , vm = 0.4 to
coincide with the quasi-static analyses in [61, 89]. The unit cell is discretized using a coarse mesh
having about 12 bilinear quadrilateral elements per edge. Symmetry boundary conditions have
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been placed on the top, bottom, and left sides, and the right side has a prescribed traction loading
of 10MPa applied as an impact or Heaviside function as in Figure 2.4.
Two different interface conditions are modeled and compared: a “strong-bond” case with
infinite strength and a “weak-bond” case with a finite critical stress σ c = 20 MPa and tractionfree separation ζ c = 40 µ m , and the mode mixity parameter β = 1 . These parameters are
carefully chosen such that the generated stress wave does not cause debonding of the fiber during
its first pass through the fiber but rather after the reflection off the left boundary condition.
Therefore, we can assess the influence of different numerical approximations of the interface on
the overall computed response and identify any artificial features. The reference strong-bond case
is the continuous Galerkin (CG) method with a mesh-conforming fiber-matrix interface. The
VMDG and CZ methods applied with σ c = ∞ are then compared with this benchmark, referred
to below as VMDGr and CZr, respectively. The latter is essentially a penalty method with constant
stiffness parameter k = 5 ×107 N/mm3 as defined in (2.60) of Section 4; this parameter is estimated
using the formula k > 10 E h reported for CZ methods [35, 41]. For the weak-bond case, the
VMDG method is compared with the classical bilinear intrinsic CZ method having an initial
stiffness k = 5 ×107 N/mm3 , critical traction at damage onset σ c = 20 MPa, and maximum
separation
=
Gc

ζ c = 40 µ m . Thus,

both methods have the same energy release rate

=
σ cζ c 200 J/m 2 ; the equivalent mode I stress intensity factor is about 1.0 MPa ⋅ m1/2

1
2

referred to the matrix modulus or 6.8 MPa ⋅ m1/2 referred to the fiber modulus. Similarly, a version
of the hybrid DG-CZ method from [51] is implemented into same finite element code, although
the numerical flux weights and penalty parameter were replaced with those from (2.17) – (2.18)
herein, and the same material parameters are employed. Thus, when the same finite element mesh
is used, the sole difference between the six unit cell models is the numerical formulation at the
interface.
Implicit integration and response of weak-bond case
First, implicit dynamic simulations were performed with the Newmark parameters in (2.8) mass
matrix (full integration) was used for the domain elements along with a time step size of 0.1 µ s
during a total simulation time of 100 µ s . Figure 2.5 provides an overview of the unit cell response
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during the first cycle of the primary stress wave caused by the applied load. The CG and VMDG
models are taken to be representative of the strong-bond and weak-bond cases, respectively;
differences in all models are described in Section 5.1.2. When the stress wave front has just passed
the fiber interface at t = 5µ s , both the strong-bond model in Figure 2.5 (a) and weak-bond model
in Figure 2.5 (b) show identical response because the interfacial tractions everywhere are below
the threshold

σ c . This equivalence suggests that the additional interface and (2.9) set to

β=

1
4

and γ = 12 , yielding the average acceleration method. The consistent terms in (2.15) do not
generate artificial features; this hypothesis is confirmed later by examining stress-time plots in
Figure 2.9. However, at the later time t = 11.5µ s , the stress wave has reflected and returned from
the left boundary at a greater level, 20 MPa, in Figure 2.5 (c). This higher stress causes debonding
on the left side of the fiber, leading to a different response for the weak-bond
case in Figure 2.5 (d) where the deformed configuration has been exaggerated by a ×100
magnification of the displacement field. Therefore, the proposed interface debonding model
performs as intended by manifesting different, inelastic response only after the interfacial traction
reaches the specified threshold criterion.
Before comparing the performance of each formulation for the unit cell, we study the
physical characteristics of the VMDG weak-bond simulation at the fiber-matrix interface. As
suggested by Figure 2.5, the induced stress wave first travels from right to left in the cell with
peak magnitude of 10-12 MPa. Then the wave front returns to point A on the interface in Figure
2.4(a) after reflection, and its magnitude exceeds σ c = 20 MPa. Thus, debonding initiates at point
A and spreads around the interface during the interval 7.3 ≤ t ≤ 11.2 µ s , as shown in Figure 2.6
(b). The damage extends symmetrically around the interface by about 60° from point A. Also,
the traction-separation response changes from a rigid response to a linear elastic relationship as
shown by time-history plots of traction and gap at point A in Figure 2.7. As the simulation
continues, the stress wave oscillates across the unit cell with a mean value near to the applied
traction F = 10 MPa. The residual kinetic energy and generated secondary reflections in the
composite interact constructively at later times to initiate debonding on the right side of the fiber
at point B as shown in Figure 2.6 as well as to cause further damage at point A after t = 77.6 µ s .
The progression of debonding around the fiber-matrix interface is demonstrated through
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(a)

(b)
Figure 2.4. Model setup for the dynamic debonding analysis: (a) unit cell boundary conditions;
(b) applied force time history.

51

(a)

(b)

(c)

(d)

Figure 2.5. Stress

σ xx

contour plot (MPa) on deformed configuration ×100 : (a) strong-bond,

t = 5µ s ; (b) weak-bond, t = 5µ s ; (c) strong-bond, t = 11.5µ s ; (d) weak-bond, t = 11.5µ s
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the evolving traction and interface gap in Figure 2.6. The angle θ is defined in Figure 2.4(a), with
points A and B at =
θ 180° and θ = 0° , respectively. During the interval 7.3 ≤ t ≤ 11.2 µ s ,The
progression of debonding around the fiber-matrix interface is demonstrated through the evolving
traction and interface gap in Figure 2.6. The angle θ is defined in Figure 2.4(a), with points A
and B at =
θ 180° and θ = 0° , respectively. During the interval 7.3 ≤ t ≤ 11.2 µ s , the debonding
initiates and spreads from point A, and the maximal opening increases from 0 to 12 µ m . The
residual elastic compliance of the interface after partial damage means that the interface traction
and gap both decrease once the wave front has cycled past the fiber at t = 21.0 µ s . When the
wave returns during later cycles, the curves in Figure 2.6 (b) clearly manifest the varying degree
of damage around the interface, and the traction profiles in Figure 2.6 (a) show the highest values
at the tips of the damaged zone. While the traction around the fiber in the zone 60° ≤ θ ≤ 120° is
rather oscillatory over time due to transverse waves, the critical stress σ c is never exceeded such
that ζ n = 0 in this zone during the simulation. The traction does reach this threshold at point B
( θ = 0° ) shortly after t = 30.8 µ s .
To further exhibit the non-linear behavior of the unit cell as predicted by the VMDG
method, the traction and gap evolution at point A are presented quantitatively in Figure 7 while
retaining the color of the line plots representing key damage stages from Figure 6. Once the
traction reaches σ c at t = 7.3 µ s , damage evolves in Figure 7 (a) along the traction-separation
curve dictated by the constitutive model of Section 3.1 shown in Figure 2.2 (a). After t = 11.2 µ s ,
the interface begins to unload, where both the traction and gap become smaller. For the next
60 µ s , the traction and gap exhibit a linear elastic relationship as the composite continues to

vibrate. The axes of Figure 2.7 (b) have been properly scaled to show that the traction and gap are
linearly proportional between 11.3µ s and 77.2µ s , which manifested by the curves lying on top
of each other during this period.
When the wave front returns during the fourth cycle, the peak stress at point A reaches to
the current critical stress, inducing further damage and therefore an increase to the irreversible
internal variable κ . Subsequently, the proportionality constant between Tn and ζ n has decreased
slightly, which can be seen from the less-steep line for 77.6 µ s ≤ t ≤ 100 µ s in Figure 2.7 (a) as
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(a)

(b)
Figure 2.6. Damage evolution along the interface at time t ( µ s ) : (a) normal traction ; (b)
normal gap
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(a)

(b)
Figure 2.7. Normal traction and gap at point A for total duration of 100 µ s : (a) traction versus
gap showing damage and elastic unloading; (b) time history of traction Tn , gap ζ n , and
accumulated damage κ
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threshold at point B ( θ = 0° ) shortly after t = 30.8 µ s .
To further exhibit the non-linear behavior of the unit cell as predicted by the VMDG
method, the traction and gap evolution at point A are presented quantitatively in Figure 7 while
retaining the color of the line plots representing key damage stages from Figure 6. Once the
traction reaches σ c at t = 7.3 µ s , damage evolves in Figure 7 (a) along the traction-separation
curve dictated by the constitutive model of Section 3.1 shown in Figure 2.2 (a). After t = 11.2 µ s ,
the interface begins to unload, where both the traction and gap become smaller. For the next
60 µ s , the traction and gap exhibit a linear elastic relationship as the composite continues to

vibrate. The axes of Figure 2.7 (b) have been properly scaled to show that the traction and gap are
linearly proportional between 11.3µ s and 77.2µ s , which manifested by the curves lying on top
of each other during this period.
When the wave front returns during the fourth cycle, the peak stress at point A reaches to
the current critical stress, inducing further damage and therefore an increase to the irreversible
internal variable κ . Subsequently, the proportionality constant between Tn and ζ n has decreased
slightly, which can be seen from the less-steep line for 77.6 µ s ≤ t ≤ 100 µ s in Figure 2.7 (a) as
well as the appearance of the ζ n curve having a larger magnitude than the Tn in Figure 2.7 (b).
This reduced interface stiffness indicates that more energy has been dissipated from the
composite.
The point B on the opposite side of the fiber also experiences some damage after
30.8 µ s , as shown in Figure 2.8. The extent of damage ( κ = 0.32 µ m ) at 100 µ s is much less

compared to point A ( κ = 11.9 µ m ), since the stress wave front is deflected around the fiber after
the interface at point A is damaged (see Figure 2.4). Similar to Figure 7 (b), the vertical axes for
traction Tn and gap ζ n have been scaled such that the curves lie on top of each other during
80 ≤ t ≤ 100 µ s to demonstrate their proportionality. During 30.8 ≤ t ≤ 80 µ s , the interface

proportionality (current stiffness) value is greater.
Comparison of different methods and interface conditions
The strong-bond and weak-bond simulations of the composite are compared through the timehistory of the stress σ xx and displacement u x at the fiber side of the interface at point A in
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Figure 2.8: Time history of normal traction Tn , normal gap ζ n , and accumulated damage κ at
point B for total duration of 100 µ s
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Figure 2.9 and Figure 2.10, respectively. For the average acceleration method and CG method,the
material response is linear and energy is conserved for the simulation duration, thus serving as
the benchmark. For the same unit cell under quasi-static loading in tension [61, 89], the stress
concentration factor of the fiber stress versus the remote stress is about 1.5 before debonding.
Also, the dynamic amplification factor for a step loading applied instantaneously is 2.0 above the
static load level. Therefore, the maximum amplitude of stress at 30 MPa at point A is reasonable
for an applied loading of 10 MPa.
The VMDGr stress and displacement results are nearly indistinguishable from the CG
benchmark throughout the whole duration while the CZr results exhibit a slightly elongated period
that is evident after a few cycles. Recall that the finite element mesh, boundary conditions, and
material properties are the same for all three models; therefore, we attribute the differing period
to the artificial stiffness present in the CZM method. The VMDG method has also been shown to
be free from dynamic artifacts for mesh tying problems through the simulation of a vibrating bar
with conforming and nonconforming interfaces in [67]. Other recent studies of the CZ method
[44] have found that limiting the proportion of interface elements within the mesh and choosing
a large enough penalty stiffness can minimize the effect on the computed dynamic response. We
have simulated the composite unit cell over 1 ms to determine that the CG and VMDG strongbond cases continue to exhibit the same response; therefore, the inclusion of VMDG interface
elements to model continuous interface response have a negligible effect on the computed
response.
The weak-bond cases show a marked change in response from the strong-bond cases after
the 20 MPa critical stress is reached at 7.3 µ s . The subsequent debonding leads to the reduced
traction (amplitude) for all time, and the degraded composite stiffness manifests as a longer period
of major vibration. From Figure 2.9, the CG case has a period of 22 µ s with maximum stress of
30MPa and completed 5 oscillations within the total time frame, while the VMDG case has a
period of 24.5 µ s with amplitude decreasing from 20 to 15 MPa and completed only 4
oscillations. Similarly, the amplitude of displacement for point A is larger for the weak-bond cases
in Figure 2.10 than the strong bond cases since the effective stiffness is lower while the applied
load is the same.
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Figure 2.9. Time history of stress σ xx (MPa) at point A (fiber side) for total duration of 100 µ s

Figure 2.10. Time history of displacement u x ( µ m ) at point A (fiber side) for total duration of
400 µ s
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More importantly, the VMDG and CZ stress values begin deviating after 30 µ s in Figure
2.9, both in the higher and lower frequency content. Note that one element subroutine is used for
the VMDG/VMDGr simulations, a second subroutine for the CZ/CZr simulations, and a third for
the hybrid DG-CZ simulation, with the same underlying discretization and material properties for
all five. Thus, the deviating responses are solely an outcome of the change in σ c to the finite
value of 20 MPa and the ensuing nonlinear constitutive law. The relaxed interface stiffness in the
CZ method from the artificial compliance leads to a slower (longer period) response compared to
the stiffer response exhibited by the initially rigid interface from the VMDG method. The
difference in the computed response accumulates over a long period of time such that by 400 µ s ,
the displacement of point A between the CZ and VMDG models is obviously out of phase. In
comparison, the hybrid DG-CZ displacement in Figure 2.10 are quite close to the VMDG
response; note e.g. the slight difference in the peak at 360 µ s . This agreement suggests that
VMDG model is an accurate representation of the adhered and subsequently damaged interface;
see also the mesh refinement study in Section 5.1.3. However, on this coarse finite element mesh,
the hybrid DG-CZ model exhibits spurious oscillations in the stress at node A compared to VMDG
and CZ. Although its low and moderate frequency response are centered around VMDG for
100 µ s , it has markedly greater high frequency content. Note also that the low frequency CZ

response has shifted from the VMDG and hybrid DG-CZ responses at 70 µ s .
These large CZ and VMDG discrepancies in the time domain are analyzed quantitatively
in the frequency domain through wavelet transformation of the stress response at point A in Figure
2.11. The transform using Morlet wavelets was performed for total duration of 1 ms to observe
any variations over time. The amplitude of the CG stress response is constant and contains one
dominant frequency band. Both the VMDG and CZ cases exhibit lower amplitude and reduced
frequency compared to CG, with the CZ ever slightly lower in frequency. None of the cases show
variation in the amplitude or frequency with time, and hence even the weak-bond case is marked
by an initial debonding event after which other damage is quite minor.
Parametric and mesh refinement studies
Motivated by the discrepancies observed in Section 5.1.2 between the VMDG and CZ
composite responses, we conducted a mesh refinement study as well as a sensitivity analysis of
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(a)

(b)

(c)

(d)

Figure 2.11. Wavelet transform of stress σ xx response at point A for methods: (a) CG; (b)
VMDG; (c) CZM; (d) hybrid DG-CZ
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Figure 2.12. Time history of displacement u x ( µ m ) at point A (fiber side) for several values of
CZ initial elastic slope k
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the CZ artificial compliance parameter k in order to select k = 5 ×107 N/mm3 for the studies
above. Recall that a rigid interface behavior is targeted by these analyses according to the remark
in Section 4.
Figure 2.12 shows that increasing the initial elastic slope above the original value

k= 2 ×107 N/mm3 causes the CZ response to converge towards the results of rigid interface model
using VMDG. In contrast, decreasing the stiffness to k = 1×107 N/mm3 leads to a larger
displacement amplitude and longer period. Increasing the initial elastic slope beyond

k = 5 ×108 N/mm3 to k = 5 ×109 N/mm3 yielded response that agreed persistently with the VMDG
response. Further increase of k beyond k = 5 ×108 N/mm3 can be detrimental to the critical time
step and stability of explicit simulations, as shown in Section 5.2.1; a good rule of the thumb is
to take k ≥ 10 E h , where h is the volumetric element characteristic size [35, 41]. A highlight of
the VMDG method is that the user does not have to perform a parametric study on an artificial
parameter k to obtain an initially rigid interface response with a reasonable critical time step size.
Figure 2.13 (a) compares the results from the VMDG and CZ methods with

k = 5 ×107 N/mm3 from Figure 2.10 to the computed response of a twice-bisected mesh with
h = 14 . The solution field at other points in the unit cell were also examined to ensure that point A
is representative of the stability and accuracy of each method. Notice that the fine mesh results of
both methods maintain the same level of disparity between each other e.g. at 45 µs that was
present on the coarse mesh. Therefore, both methods appear to converge toward slightly distinct
true solutions as the element size is reduced. According to Figure 2.12, a higher artificial stiffness
would be required for the cohesive zone method to produce the exact solution of the VMDG
method. A mesh refinement study for the hybrid DG-CZ method also produced converging results
in the displacement field at point A that remained close to the VMDG method.
The difference in coarse mesh accuracy between VMDG and CZ could arise from two
sources. The obvious difference is the inclusion of the artificial compliance in the CZ method that
increases the relative deformation across the interface. A more subtle difference is that the VMDG
method uses the numerical traction λ =
{σn} + τ s ( u − ζ ) in the evaluation of the damage
criteria
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Figure 2.13. Mesh refinement study on CZ and VMDG showing displacement at point A for
coarse and fine meshes
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while the CZ method uses only the penalty traction t = k  u within the criteria. The error in the
finite element representation of the traction relation t = σn is likely fairly large on the coarse
mesh, such that some points at the interface begin debonding at sooner or later time steps in the
VMDG or CZ simulation. These differences will continue to propagate and accumulate through
the transient nonlinearity of the composite RVE response.
Stability of Explicit Time Integration Scheme
Implicit analyses are better suited for long-term simulations of vibrations due to their
larger permissible time step sizes. However, impact of materials and structures are often modeled
using explicit time integration schemes because of the greater expense from factorizing the
algorithmic matrix to solve nonlinear systems and the need for smaller time steps to resolve the
solution features. Cohesive zone methods have known challenges with explicit schemes because
of the restrictions on the critical time step size [35], while the more recently developed
Discontinuous Galerkin methods have rarely been studied using both explicit and implicit
schemes. Therefore, we repeat the simulations of the VMDG and CZ models of the composite
RVE using the explicit Newmark method.
The same material properties, finite element mesh, plane strain assumption, and
quadrature scheme for the domain and interface integrals are used for the explicit analyses. The
mass matrices from the bulk elements are lumped using the row-sum technique, and the central
difference method is obtained from the Newmark integrators (2.8) – (2.9) by setting β = 0 and

γ = 12 . The stable critical time step ∆tcrit is determined according to modal analysis of the highest
natural frequency of the finite element model [90]. The critical sampling frequency Ωcrit for

2 , and the critical time step follows from:
explicit central difference is Ωcrit =
ω h ∆tcrit ≤ Ωcrit

(2.67)

where ω h is the maximum natural frequency computed from the eigenvalues of the initial mass

and stiffness matrices of the composite RVE mesh. Since the interface stiffness degrades in the
VMDG and CZ methods after debonding, the initial matrices provide a conservative time step for
the entire simulation. The computed ∆tcrit was validated numerically by choosing somewhat
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larger time step sizes and checking that the numerical solution blows up.
To first compare the CG, VMDG, and CZ methods, a common time step of 10 ns was
specified for the explicit analyses compared to the 100 ns used for the implicit analyses of Section
5.1; the different ∆tcrit for each method are studied in Section 5.2.1. The displacement field on
the fiber side of point A from the VMDG method for explicit and implicit analyses is shown in
Figure 2.14. The primary vibration frequency of the two analyses appears very similar, with a
slightly higher frequency for the explicit case. The higher frequency content of the results is also
different between the cases. Thus, the isolated effect of the time integration scheme and lumped
mass matrix (all other aspect of the simulation held equal) is fairly minor for this nonlinear
problem, implying that the user can choose either the explicit or implicit method to model the
composite. Similar observations apply to the CG and CZ method results that are not presented
here.
Effect of interface stiffness on critical time step
The critical time step ∆tcrit for the CG, VMDG, and CZ methods are compared in for different
values of the initial elastic slope k . A distinguishing feature of the VMDG method is that the
stability parameter τ s is derived from the fine scale bubble function and naturally accounts for
the element size, material property mismatch, etc., such that user only specifies the physical
material properties of the interface ( σ c , ζ c ). Thus, both the CG and VMDG time step sizes are
fixed and are fairly close together (62 ns and 56 ns respectively). For the CZ method, the artificial
compliance parameter k must be carefully studied by running several simulations (as were
performed here) to find a value that mildly affects the computed debonding at the interface and
does not restrict ∆tcrit . These two conditions are opposed, and we have found that k = 5 ×107 N/m
is the optimal value. As is common to penalty formulations, using higher penalty parameters to
tighten the enforcement of the rigid interface constraint leads to higher eigenvalues in the stiffness
matrix and thus higher values of ω h in (2.67). Increasing k beyond 5 ×107 N/m will sharply
decrease ∆tcrit as in Figure 2.15 while providing almost no improvement to the interface

66

Figure 2.14. Time history of displacement u x ( µ m ) at point A (fiber side) for explicit and
implicit VMDG models
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Figure 2.15. Critical time step ∆tcrit for stable explicit simulation as a function of CZ initial
elastic slope k
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characterization as in Figure 2.12. In contrast, the VMDG method has no restriction in its ability
to model rigid response at the interface and has a mild effect on ∆tcrit compared to CG.
Effect of element size on critical time step
Since the eigenvalues of the stiffness matrix are related to the element size, refining the
finite element mesh in space usually requires a similar reduction in the time step size for improved
accuracy and stability. The critical time step for the three methods computed on a sequence of
uniformly refined meshes are given in Figure 2.16. Again, the CZ initial elastic slope is set to
k = 5 ×107 N/m , and all of the other previous material properties are retained. While the CZ

method is most restrictive for ∆tcrit , both the VMDG and CZ methods approach toward the ∆tcrit
value of the CG method as the mesh is refined. Observe that as the mesh is refined, the number
of bulk elements in Figure 2.5 increases more rapidly than the number of interface elements
around the fiber, such that the ratio of interface to volume elements decreases. Thus, the effect of
the interface elements on the eigenvalues of the global stiffness matrix tends to decrease. This
behavior contrasts with the theory and analyses reported in [35, 44] for the CZ method where the
penalty parameter is increased toward infinity and the interface elements are inserted between all
bulk elements in the mesh. In this latter case, the critical time step continues to drop further below
the CG critical time step, and thus is extremely detrimental to the efficiency of the numerical
method.
Modeling of Crack Propagation Speed
While the previous problem emphasized vibratory waves and progressive debonding, we
also investigate the VMDG method for predicting the crack tip velocity in a benchmark problem
of a fracturing plate [91-93]. The reference experiment was performed on a thin sheet of 380 ×
440 mm PMMA composite plate with an initial 4 mm notch located at the middle of the longer
side, as shown in Figure 2.17. The plate boundaries were strained by extending the top and the
bottom using translating grips on a load frame, with a slowly incremented applied displacement
to minimize the effect of elastic waves. The propagating crack is triggered by a sharp razor
inserted into the notch. The specimen dimensions were large enough such that reflected waves
from the free boundaries did not reach the mid-plane where the crack propagates during the
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Figure 2.16. Critical time step ∆tcrit for stable explicit simulation as a function mesh size h

(a)

(b)

(c)

Figure 2.17. Problem description of loading stages for edge cracked PMMA plate: (a) quasistatic pre-load; (b) dynamic crack growth; (c) finite element mesh
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Here, PMMA is modeled as a brittle elastic solid with density ρ = 1190.0 Kg/m3 , elastic
modulus E = 3.24 GPa , Poisson’s ratio υ = 0.35 , and Rayleigh wave speed vc = 930 m/s [91,
93]. The crack was assumed to propagate along a straight line parallel to the horizontal edges
since the experimentally observed crack surface roughness was small. For the VMDG
interface elements, the fracture energy is taken as Gc = 500 J/m 2 to match with previous
PMMA models [91, 93].
The interface material parameters and mesh resolution were then designed to
accurately resolve the cohesive zone behind the crack tip. First, the cohesive length lc is
estimated according to [94] from the bulk and interface material parameters by the following
relation:

lc =

9π EGc
32σ c2

(2.68)

Previous numerical studies recommend that the minimum number of interface
elements in the cohesive zone to accurately capture the peak and slope of the tractionseparation curve should be at least 3 for delamination problems [95] or 5 elements for
propagating cracks [96]. Presently, computational resources limited the element size to be

h = 0.25 mm squares along the middle crack zone in Figure 2.17 (c) and transitioned to larger
square elements with h = 4 mm in the remainder of the plate. Thus, we used the cohesive
enlargement approach [97] with a target cohesive length of four interface elements or
mm to obtain the values

σ c = 37.83 MPa

and

ζ c = 26.43 µ m

lc = 1

from (2.68) and (2.35),

respectively. See [91] and [93] for details of the CZ model and XFEM parameters used in
the comparison cases.
The plate dynamic response is modeled with lumped mass matrix and central
difference time integration along with Courant–Friedrichs–Lewy (CFL) condition number 0.1
to set the time step as ∆t =1.3 ns. To approximate the slow preload in the experiment, a
uniform displacement of 0.0875 mm was applied quasi-statically on the top and bottom edges
of the plate to induce a traction of 37.8 MPa at the elements just in front of the notch tip, just
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below the value of

σ c . We then perturb the plate by applying small forces at the exposed

notch surfaces similar to the perturbation applied in the CZ model [91].
Figure 2.18 compares the crack tip velocity history computed from the VMDG method
with the experimental measurements and other reference numerical results. The VMDG
crack tip velocity is calculated according to a simple procedure. The numerical position of
the crack tip is at the right-most interface quadrature point that reaches to

ζ n= κ= ζ c , the

critical gap when the traction reaches zero. More quadrature points reach

ζc

as the crack

propagates. The change in position of the right-most quadrature point divided by the time
interval over which the change occurred provides the crack tip velocity. Crack velocities
were greatly overestimated (40-100%) by other methods, while the predicted velocity from
the VMDG method is closer to the experimental results during the transient and steady state
propagation. Even if the numerical curves are shifted by a somewhat arbitrary initial time
frame, the shape of the transient region and the value of the steady crack speed are better
captured by the VMDG method. Its slight over-prediction of the final velocity may be due to
the straight crack path assumption and the absence of parasitic micro-cracks in the VMDG
model [92, 93, 98].
Sharon and Fineberg [92, 98] have shown that the large crack speed oscillations
present at crack speeds greater than

v ≈ 0.4vc =
370 m/s are due to the presence of rough

cracks and micro-branching. The reference XFEM model [93] employed a structured mesh
of h = 2 mm elements with CFL number 0.1, which is coarser than our VMDG mesh. Since
they do not describe the details for computing the crack velocity, it is difficult to determine
the cause for the relative smoothness of the XFEM result. Rather, the spatial and temporal
resolution of the VMDG model appears to be accurate enough to resolve the magnitude and
trends of the experimentally measured crack velocity. Thus, the superior ability of the
VMDG model over the reference CZ and XFEM methods to predict the experimental crack
speed oscillations should be emphasized. By capturing the small and large crack speed
oscillations below and above 40% of the Rayleigh wave speed, the VMDG model can suggest
the presence of micro-cracks even with large element size.
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Figure 2.18. Crack propagation speed comparison between PMMA plate measurements and
computational methods
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Conclusion
We have derived a stabilized Variational Multiscale Discontinuous Galerkin (VMDG)
method for modeling debonding at interfaces under dynamic loading. The method extends our
previous work for modeling quasi-static debonding [61] and transient frictional contact [67] to
enable perfectly adhered interface behavior as opposed to existing intrinsic cohesive zone (CZ)
approaches. The stability tensorial terms are consistently derived using ideas from the Variational
Multiscale method [62] such that they are well-suited to modeling materials with mismatching
properties such as composites. Simplifying the stability tensors to scalar expressions leads to
easier implementations while retaining the inherent stability. In particular, the method contains
only physical constitutive parameters associated with the traction-separation law rather than
tunable user-parameters such as the artificial elastic stiffness in CZ methods. While the
formulation accommodates a range of interface constitutive response, a linear softening model
with elastic unloading was selected as a benchmark. As a novel contribution, we compare
explicitly the discrete force vector and stiffness matrices from the VMDG method with existing
intrinsic CZ and hybrid DG-CZ methods [50, 51]. This comparison exposed subtle mathematical
differences such as the sharp transition of the internal force connectivity from bonded to debonded
condition for the hybrid DG-CZ method and also serves as a handy reference for implementation
of the methods.
The VMDG method was applied to model the vibratory response of a fiber-matrix unit
cell subjected to an impact load. The method produced similarly accurate results for either explicit
or implicit Newmark time integration schemes with suitable time steps. The continuous Galerkin
(CG) and VMDG methods produced indistinguishable responses for the case with infinite bond
strength (strong bond case). For the simulations with finite bond strength (weak bond case),
damage appears at the fiber-matrix interface in each of the VMDG, CZ, and hybrid DG-CZ
models during the first cycle of the stress wave, followed by lower stress amplitudes and longer
periods of vibration compared to the strong bond case. However, the subsequent response of the
CZ model is less stiff compared to the VMDG model, and this issue is attributed to the artificial
compliance of the intrinsic CZ method. Setting the initial elastic interface stiffness of the CZ
model within a narrow optimal range did provide a reasonable critical time step size that was not
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much larger than the CG method as well as computed response that was moderately close to the
VMDG response. The VMDG method was then applied to model dynamic crack propagation in
a PMMA plate. The predicted variation of the crack tip velocity during the first 70 microseconds
matched closely with experimental data and was more accurate compared to reference solutions
from CZ and extended finite element methods. Namely, it captured higher frequency oscillations
attributed to unstable crack growth above 40% of the Rayleigh wave speed. These promising
numerical results exhibit the stability and accuracy of the VMDG method for modeling transient
interfacial fracture problems.
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A version of this chapter was originally published by Sunday C. Aduloju and Timothy J. Truster:
Sunday C. Aduloju, Timothy J. Truster. “On Topology-based Cohesive Interface Element
Insertion along Periodic Boundary Surfaces” Engineering Fracture Mechanics 205 (2019): 10-13.

Abstract
This Chapter extends the discontinuous element insertion program (DEIP) to insert cohesive
interface elements along periodic surfaces of representative volume elements (RVE). The key
enabler involves zipping the RVE mesh along its periodic surfaces, generating a topologically
closed grid similar to a torus. Such models are relevant to modeling grain boundary sliding and
cracking in polycrystalline materials, for which a two-dimensional example is provided with
hexagonal-shaped grains.

Introduction
Micromechanical modeling is becoming increasingly popular as a robust and
computationally efficient predictive tool for the accurate modeling of nonlinear response at grain
boundaries of metallic alloys. This method is also being applied to model deformation and
fracture in engineered materials such as composites and metamaterials. The accurate definition of
the representative volume element (RVE) and the construction of the micro scale boundary value
problem are essential to determining the local behavior across the macroscale [1]. Particularly,
the analysis of damage or sliding along interface within RVE having periodic boundary conditions
requires the generation of periodic finite element meshes that enable discontinuities in the solution
fields at the periodic surfaces to avoid inserting the boundary layer differently than the interior.
The ability to model complex RVE in higher dimensions facilitates the study of several
deformation modes, such as uniaxial, plane strain, shear deformation, and even arbitrary principal
stress states [2]. The modeling of interfacial phenomena under these conditions is typically
accomplished using interface elements, such as cohesive zone (CZ) models [3, 4]. Unfortunately,
mesh generators have only been able to insert interface elements into the RVE mesh within the
interior but excluding the treatment of grain boundaries along the RVE periodic surfaces because
the treatment of nodal constraints for the periodic conditions at the surfaces in 2 and 3 dimensions
may be non-trivial. Thus, we describe the extension of the zero-thickness interface element
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insertion algorithm [5, 6] for producing the FE meshes required for modeling interface damage
[7, 8] to include cohesive element (termed herein as “couplers”) insertion at the boundary surfaces
to allow for periodic boundary modeling of complex 2D and 3D RVE problems. A 2-dimensional
example of RVE grain boundary sliding and opening in a polycrystalline periodic structure
demonstrates the algorithm’s capabilities.

Truly Periodic Boundary Model
Many existing works [1, 3, 4] represent the RVE using a block or cuboid domain since
this shape is simple to create, the periodic conditions along the planar cube faces are easy to
describe, and the multipoint constraints are easy to generate. However, the truly periodic model
is the direct instantiation of the microstructure without artificial planar cuts, and then arbitrary
macroscale loading conditions can be imposed. For interfacial sliding and cracking in a block
domain, couplers are inserted only along the interior grain boundaries because of the artificial
cuts. On the other hand, the couplers are inserted along all grain boundaries for the truly periodic
model to allow for sliding and opening at the periodic interfaces. In the block RVE model, the
artificial cuts could cause artificial stress concentrations, and the interior grain boundaries
terminating on the RVE surface are restricted against sliding outward. Therefore, a more
sophisticated coupler insertion algorithm is required.

Coupler Insertion Algorithm
The algorithm described herein performs topologically based coupler insertion into
conforming FE meshes to generate suitable meshes for periodic boundary analysis. The required
input data are the spatial nodal coordinates, the element connectivity array, the elements contained
in each region, the list of the nodal multipoint constraints for periodicity, and a flag to insert
couplers in regions and/or region boundaries. The algorithm then inserts the couplers at the
element boundaries belonging to the sets along interior interfaces and periodic surfaces of the
interface and periodic boundary. Note that these periodic conditions are expressed through nodal
constraints of the form:

(

u+ − u−= ε x + − x −

)

(3.1)
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where

x

is the spatial coordinate,

u

is the displacement,

ε

is the macroscopic strain, and

+

and − refer to the opposite sides of paired surfaces on the RVE boundary.
The key idea for coupler insertion at the periodic surfaces is the creation of a
topologically-closed mesh analogous to a torus by forcing shared facets between pairs of opposing
opposite boundaries. The key new steps are the zipping of the mesh and the renumbering of the
nodes followed by element connectivity update of the mesh. This process is automated using the
multipoint constraint list, collapsing linked nodes into a single instance, creating a mesh with only
element interfaces and no boundary surfaces. Then the existing algorithm from [5, 6] is executed
with minimal modifications to produce the new nodes, couplers and periodicity links.
These additional steps are outlined for an example 2D mesh of 16 elements, 25 nodes and
4 regions denoted by different colors in Figure 3.1 (a). The automated process for determining
which sets of couplers to insert and nodes to duplicate for periodic finite element domains consists
of seven phases. In the first phase, the periodic boundary condition node links are employed to
renumber connected nodes with a single identifier. For example, the four boundary nodes 1, 5,
21, and 25 are linked and all set to 1. The connectivity array of nodes attached to elements is then
updated with this renumbering as shown in Figure 3.1 (b). Essentially, this zips the mesh together,
so that the upper right yellow element is adjacent to the upper left green element, and so forth.
The next five phases proceed on this modified connectivity and are identical to the original
algorithm described in [5] and the associated user manual. These phases identify all the element
interface facets of the mesh and duplicate the nodes along the region boundaries designated for
coupler, by the user. The final phase extends the sixth phase of [5] to generate the coupler
connectivity as well as the new set of periodic boundary condition node links.
The unzipped finite element mesh produced after coupler insertion is shown in Figure 3.1
(c) with the interfaces and couplers expanded for clarity. When a coupler is inserted along the
RVE surface (which is known from phase 1 and 3), extra copies of the attached nodes are
generated. For example, the coupler on the right of the domain is connected to nodes 5, 10, 37,
and 38; node links then attach node 38 to node 1 and node 37 to node 6 on the left boundary of
the domain. Thus nodes 1 and 6 are the − side and nodes 37 and 38 become the + side in constraint
(3.1) . Caution is exercised by using the region number to ensure that all couplers are inserted
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a)

b)

c)

Figure 3.1. Square finite element mesh containing 4 regions: (a) initial mesh; (b) node
numbering for zipped mesh; (c) mesh after coupler insertion along interfaces and periodic
surfaces.
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along the same side of the shared interface. Also, linearly dependent periodicity constants are
removed by converting the link equations to row-echelon form.
Thus the enhancements of the original DEIP program presented in [5, 6] is the creation of
FE meshes required for solving periodic boundary conditions and insertion of cohesive couplers
at the periodic boundary to allow for interface sliding and cracking in truly periodic models.

Two-Dimensional Example
As a verification example of the node duplication algorithm, a patch test was performed
on a periodic polycrystalline domain containing hexagonal grains. Due to the repeating
geometrical structures, several different “windows” can be chosen to form an RVE, and in fact
each should produce identical bulk response if each grain has identical properties. Hence, we
select RVE1 as a truly periodic model with grain boundaries (and couplers) on the periodic
surfaces, while RVE2 is a block model chosen such that no grain boundaries lie on the block
surface. The solid meshes contain 288 constant strain triangular (T3) elements in the coarsest
possible uniform arrangement for a total of 167 nodes in RVE1 and 169 nodes in RVE2 as shown
in Figure 3.2 (b) and (c). A macroscopic shear strain γ xy = 0.02 was applied to both RVEs, and the
solid elements employ linear elasticity with E = 100 MPa and υ = 0.25 . The interfaces were
modeled as linear elastic cohesive elements, and the periodic boundary conditions were enforced
as node pairs constrained together with two “master nodes” via Lagrange multiplier, similar to
[2] . For a very high cohesive stiffness of 500 × 10 N mm , a constant shear stress of 0.8 MPa
10

3

throughout the grains was computed by the model, thereby satisfying the patch test.
The solution on a very fine mesh for a lower cohesive stiffness of

500 N mm 3 is shown

in Figure 3.3 (a). The stress is slightly greater along horizontal interfaces than on inclined
interfaces of the grains by examining Figure 3.3 (a) – (c). The computed elemental stresses for
RVE1 and RVE2 are in perfect agreement spatially and also share features with the refined model.
We also observe relative horizontal sliding of the grains and separation along the diagonal
interfaces. Next, the displacement

u x contour plots in Figure 3.4 (b) and (c) correspond with the

location of the RVEs within the larger instantiation of the polycrystalline microstructure in
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a)

b)

c)

Figure 3.2. Periodic polycrystalline domain: (a) overall microstructure; (b) truly periodic RVE1;
(c) block RVE2

a)

b)

c)

Figure 3.3. Stress σ xy contour: (a) refined mesh of overall microstructure; (b) RVE1; (c) RVE2
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a)

b)

c)

Figure 3.4. Normalized displacement u x contour: (a) coarse overall mesh; (b) RVE1; (c) RVE2
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Figure 3.4 (a). Thus, these results confirm that the choice of the RVE windows does not change
the effective microscale response so long as the cohesive interfaces are properly accounted for.
These examples in Sections 3 and 4 as well as others in three dimensions are provided within an
open-source

MATLAB©

version

of

the

code

at

https://bitbucket.org/trusterresearchgroup/deiprogram.

Conclusion
The proposed topologically-based algorithm enables cohesive interface element insertion
along periodic boundary surfaces in two and three dimensions. It builds seamlessly onto an
existing method by introducing the automatic generation of a topologically-closed mesh
analogous to a torus. Results from a periodic polycrystalline domain with hexagonal grains and
interfaces allowing sliding and opening verify that the insertion algorithm generates the proper
node duplication and interface elements on different yet mechanically equivalent RVEs.
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4. CHAPTER IV
A Primal Formulation for Imposing Periodic Boundary
Conditions on Conforming and Nonconforming Meshes
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Abstract
A variational multiscale Discontinuous Galerkin (VMDG) method is developed for microscale
modeling of domains containing conforming and non-conforming meshes. Essentially, the
product of the applied volume-average strain (or macro-strain) and the domain diameter acts as
an imposed displacement jump within the VMDG terms. Hence, the method is suitable for
modeling deformation of both block and truly (self) periodic representative volume elements
(RVEs). The primal displacement field and macro-strain are the only unknowns because the
method eliminates the Lagrange multiplier (LM) enforcement of the kinematic constraint.
Rigorous derivation of the method provides a framework to accommodate either the macro-stress
or macro-strain as the driver of the microscale boundary value problem. The method is developed
first for finite deformations and then specialized to small deformation kinematics. Algorithmic
modifications to the method are also studied for their effects on tangent symmetry and
convergence rate. The results from numerical studies for isotropic and anisotropic materials show
that the proposed method is robust, accurate, stable and variationally consistent for modeling
complicated conforming and nonconforming RVEs.

Introduction
Fundamental understanding of microscale deformation mechanisms continues to be
pursued for advanced materials and heterogeneous systems that are designed for aerospace
vehicles. These heterogeneous materials such as fibrous composites and metallic alloys have
complex dependence on spatial distribution, size, texture and shape of different constituents. The
need to define the macroscopic mechanical response of heterogenous materials has led to past and
present development of homogenization techniques.
The analytical techniques [1-4] traditionally used to predict the collective response of
multi-phase materials have been found to be ill-suited for microscale modeling of materials
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subjected to large deformations and non-uniform cyclic loading. The application of analytical
techniques is also usually hindered by the complex geometry of the representative microstructure
[5, 6]. Computational homogenization is a preferred alternative because of its accuracy in
accounting for the non-linear characteristics of a material at the microscale, and the method is not
constrained by the geometry of the domain of interest [5, 7-10]. Though the technique is
computationally expensive, it offers an established procedure for obtaining the effective
properties of a heterogenous material [4, 5, 11].
Commonly in computational homogenization, the primary macroscopic kinematical
quantities such as the deformation gradient enter the microscale boundary value problem (BVP)
through the boundary constraints on the representative volume element (RVE). Typical kinematic
constraint types are the linear displacement boundary condition, constant traction boundary
condition, and periodic boundary condition (PBC) [5, 6, 12, 13]. Among the three constraints, the
PBC is widely used and considered more efficient for modeling of the underlying microstructure
because the predicted results converge faster to the effective properties of RVE as size increases
[5, 7, 8, 13-15].
The Lagrange multiplier (LM) method [16, 17] is commonly used for enforcing PBC on
the RVE through the imposition of identical displacement fields on two matching nodes on
opposite boundaries. The limitation of the method lies in the non-suitability of the method for
RVE containing non-conforming meshes, also termed as non-periodic meshes. Since RVEs
meshes are generated often directly from microstructure images which inherently produce nonperiodic meshes, a recent LM approach employs weak enforcement of PBC instead of pointwise
constraints [18]. However, this method belongs to the category of mixed field problems for which
stability can be a concern [19, 20], and the extra LM degrees of freedom must be determined with
the displacement solution. Also, the LM field is required to belong to a mortar space or modified
trace space to enforce an orthogonality relationship with the displacement jump [21]. The extra
degrees of freedom could be reduced by relying on either the biorthogonality condition that
localizes the coupling conditions to construct dual Lagrange multiplier shape functions [21-23]
or the static condensation method [9, 24, 25]. Non-periodic surfaces have also been treated using
LM by discretizing the boundary surface independently for smooth transitioning of micro-macro
BVP in [12]. Another LM [26] approach enforces quasi-periodic boundary conditions on
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nonconforming meshes using shape functions to interpolate the displacement field between nodes
on the master and slave opposing surfaces of the RVE. Other means of enforcing PBC such as
the surface-to-surface constraint [27] which largely depends on the choice of master and slave
surfaces may not be robust, and the method of the unidirectional polynomial interpolation of the
displacement fields [8, 28] could require very high order polynomial interpolation functions.
The Discontinuous Galerkin (DG) method is a popular method for weakly enforcing
continuity of solution fields across naturally or artificially disjointed surfaces [29-33]. The DG
method has been described as a promising method for enforcing PBC on RVE boundaries in scalar
field problems [34], and subsequently employed to treat the higher-order continuity requirements
of the macroscale problem for a second order computational homogenization scheme [35]. To the
best knowledge of the authors, this chapter presents for the first time the development of
Discontinuous Galerkin method for the microscale problem of the first order computational
homogenization scheme of solid mechanics. This chapter discusses the variational multiscale
Discontinuous Galerkin (VMDG) method earlier applied in a continuum context for small and
large strains [36-40].
The VMDG method is suitable for enforcing PBC on microstructures containing periodic
and non-periodic meshes. While the existing methods generally only permit the macro-strain to
drive the RVE boundary conditions, the rigorous derivation of the VMDG method provides a
framework to accommodate either the macro-stress or macro-strain on the microscale boundary
value problem. Macro-stress driven problems are appropriate for performing patch tests and
convergence studies of the method and also for cases where displacement and traction conditions
are specified, such as unconfined uniaxial tension. The VMDG method is a single field
formulation that is free from stability concerns associated with mixed formulations like the
mortar-type Lagrange multiplier method. The consistently-derived stabilizing terms require no
calibration and account for element geometry and material properties along the boundary. Hence,
the method is suitable for modeling deformation of both block and truly (self) periodic RVEs. As
shown in Figure 4.1 (a), for block RVE the domain boundary cuts through geometric features
such as grains or fibers. In the latter case for truly periodic RVEs in Figure 4.1 (b), the RVE
boundary conforms to the geometric features, which can ease the mesh generation of quality
element shapes and aspect ratios. Instead of focusing on only small or finite deformations, the
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VMDG method is developed in the finite deformation context and subsequently specialized to
small deformation of RVEs. Contrary to earlier presentations in the literature that usually start
from the weak form or minimization form [8, 16, 18], this chapter begins from the strong form of
a microscale problem to derive from a LM formulation to an underlying stabilized DG method
by reliance on variational multiscale (VMS) ideas.
The organization of the chapter is as follows. We begin in Section 2 by giving a brief
summary of the essentials of the microscale problem and PBC enforcement at the RVE boundaries
as well as describing the governing equations and associated weak form of the Lagrange
multiplier formulation. In Section 3, we describe the derivation which relies on variational
multiscale ideas (VMS) for the stabilized formulation for enforcing PBC. The algorithmic
modifications of the VMDG method are proposed in Section 4, and specialization of the VMDG
formulation to RVE undergoing small deformation are briefly discussed in Section 5. In Section
6, multiple benchmark problems for error convergence analysis and method consistency tests for
2-D and 3-D microstructures are performed. Finally, we give concluding remarks in Section 7.

Microscale Modeling and Periodic Boundary Condition for RVE
To motivate the formulation of the periodic VMDG method, we recall key concepts from
mechanical multiscale theory [15]. This section begins by describing the kinematic fields in the
context of the microscale region termed as a representative volume element (RVE) domain. Next,
the principle of scale separation is summarized as a means to link the deformation of constituents
at the microscale with the average deformation and stress experienced at the macroscale, followed
by the Hill-Mandel principle for energetic consistency as well as classes of kinematically
admissible boundary conditions for the microscale problem. Lastly, the strong form and weak
form are posed for the microscale problem with periodic boundary conditions, which is the focus
of the VMDG derivations in Section 3.
Microscale domain and kinematics
Let Ω ⊂ 

nsd

be an open bounded RVE domain with piecewise periodic boundary Γ ,
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(a)

(b)

Figure 4.1. RVE instantiations: (a) 2D block RVE; (b) 2D truly (self) periodic RVE
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where nsd ≥ 2 is the number of spatial dimensions. The boundary Γ is divided into two subsets
Γ+ =

Γ
i

+
i

and Γ − =

Γ
i

−
i

, where i denotes an RVE boundary pair, and the subsets satisfy

Γ +  Γ − =Γ ; see Figure 4.2. The RVE is deformed according to the motion φ ( X ,t ) which maps
the points X ∈ Ω in the reference configuration to points x = φ ( X ,t ) in the current
configuration. The displacement u=
( X ,t ) φ ( X ,t ) − X is the difference between the locations in
the current configuration and reference configuration while the deformation gradient F is defined
as follows:

F ( X=
,t)

∂x
= GRAD x
∂X

(4.1)

Physical scale separation principles
The concept of scale separation relies on the existence of an RVE associated to a material
point X M ∈ Ω M in the macroscale, as depicted in Figure 4.3, which has a characteristic length
that is small compared to the continuum scale.

φ ( X ) = FM X + φ

F ( X ,=
t ) FM + GRAD φ

(4.2)
(4.3)

The microscopic deformation map φ can be decomposed into a linear mapping FM X



and a deformation mapping fluctuation φ according to (4.2). Thus, the microscale deformation
gradient in (4.1) can also be expressed in terms of the macroscale deformation gradient as in (4.3).
Macro-to-micro coupling of the kinematical constraint in physical scale separation usually
requires the assumption that the volume average of the microscale deformation gradient is equal
to the volume average of the microscale deformation gradient.

FM ( X M ) =

1
V0

∫ F ( X ) dΩ
Ω

(4.4)

where X ∈ Ω and V0 is the microscale domain volume. Evaluating the volume average of the
microscale gradient (4.3) simplifies as follows after applying the divergence theorem on the
second term:
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Figure 4.2. The deformation of the RVE from reference to current configurations

Figure 4.3. An RVE domain Ω residing at the vicinity of X M ∈ Ω M at the continuum scale
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1
V0

∫

Ω

F=
( X ) dΩ FM ( X M ) +

1
V0


1
φ
GRAD
=
dΩ FM ( X M ) +
∫Ω
V0

∫

Γ


φ ⊗ N dΓ

(4.5)

where N is the outward unit normal. By comparing (4.4) and (4.5), it is observed that the surface
integral of the mapping fluctuation field must vanish, and several options for enforcing this
condition are mentioned subsequently.
The equally important Hill-Mandel principle [18, 41, 42] is also employed to satisfy
macro-to-micro energetic consistency by defining the volume average of the microscopic
deformation energy to be equivalent to the macroscopic energy, where the δ terms signify
variational strains:

PM ( X M ) : δ FM ( X M ) =

1
V0

∫ P ( X ) : δ F ( X ) dΩ

(4.6)

Ω

The fulfillment of the Hill-Mandel principle holds if and only if there is no work due to
external surface traction and body force of the RVE:
=
∫ ηo ⋅ t dΓ 0,
Γ

1
V0

=
∫ ηo ⋅ b dΩ 0
Ω

1
X ) dΩ 
∫Ω P ( X ) : δ F (=
 V0


1
∫Γ N ⋅ P ( X ) ⊗ XdΓ  : δ FM + V0

∫

Γ


N ⋅ P ( X ) ⋅ δφ dΓ

(4.7)
(4.8)

According to [15], it can be shown that the right hand of (4.6) can be expressed as (4.8). Since
the contribution of the mapping fluctuation field vanishes, the macroscopic first Piola-Kirchhoff
(PK) stress tensor PM ( X M ) is equal to the volume average of the microscopic counterpart P ( X )
:

=
PM

1
V0

∫

Γ

N ⋅ P ( X ) ⊗=
X dΓ

1
V0

∫ P ( X ) dΩ
Ω

The reader is referred to [15] for details of the derivation of the average theory.

(4.9)

Several methods exist to fulfill the condition whereby the mapping fluctuation field
vanishes. The Taylor or Voigt model simply assumes no fluctuations exists in the RVE volume
such that it experiences an identically constant strain. The Sachs or Reuss model assumes an
identically constant stress in the RVE volume. The Taylor model generally produces a stiff
estimate of the macroscopic overall mechanical response while the Sachs model produces a very
compliant estimate. Although both models are computationally inexpensive and provide rough
100

estimates, they do not simultaneously capture both equilibrium and compatibility of the
microscale phases.
The minimal kinematic boundary condition requires the boundary integral of the
fluctuations on the boundary expressed in (4.5) to vanish. The uniform displacement boundary
condition assumes that there is no fluctuation at the RVE boundary and the displacements at the
RVE boundary are prescribed according to macroscopic deformation gradient. The uniform
traction boundary condition allows the traction on the RVE boundary to be prescribed according
to the macroscopic stress. The uniform displacement boundary condition overestimates the
macroscopic effective stiffness, while both the minimal kinematic condition and the uniform
traction condition underestimate the macroscopic effective stiffness.
The periodic boundary condition is suitable for RVE with geometrically periodic
boundary Γ which is divided into two subsets Γ + =

Γ
i

+
i

and Γ − =

Γ
i

−
i

, where i denotes an

RVE boundary pair. The microscopic deformation map φ on the RVE boundary can be expressed
by (4.2) with counterparts at two opposite boundaries of the RVE in Figure 4.2.The key



kinematical assumption is the periodicity of the fluctuation φ along Γ to ensure displacement
compatibility:


φ (α ) X (α ) = FM X (α ) + φ (α ) ,

(

)



φ ( − ) ℘( X + ) = φ ( + ) X ( + )

(

)

(

)

(4.10)

Herein, we consider Γ + as the primary side and refer to points on Γ − through the pairwise
operator ℘ in Figure 4.4; the treatment of rectangular and non-rectangular RVE is systematic
using these pairwise maps as discussed in [42]. Periodic Boundary Condition is widely used and
considered more efficient for modeling of the underlying microstructure because the predicted
results converge faster to the effective properties of RVE as size increases [5, 7, 8, 13, 14].
Microscale governing equations and weak form
Adopting PBC for the kinematic constraint, the strong form of the microscale boundary
value problem is posed as:

=
DIV P ( F ) 0

in

Ω

(4.11)
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(a)

(b)

Figure 4.4. Pairwise mapping of boundary quantities for (a) rectangular RVE and (b) hexagonal
RVE
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=
φ  FM  X 

(

P X(

∫

Γ+

+)

on Γ +

) N ( ) =λ ( X ( ) ) =−P (℘( X ( ) )) N ( )
+

+

+

−

on Γ +

λ ⊗  X  dΓ =V0 PM

(4.12)
(4.13)
(4.14)

The momentum balance equation (4.11) of the microscale domain is defined only in terms of the
divergence of the first PK stress tensor according to the Hill-Mandel principle. The deformation
jump φ  along Γ + is constrained by the macroscale deformation gradient FM according to
(4.12) which derives from the decomposition (4.2) and the periodicity (4.10) conditions.
+
−
Throughout, the vector valued jump operator is defined as =
 (  )( ) − (  )( ) . This constraint

(4.12) is imposed through the Lagrange multiplier (LM) field λ in (4.13) which also enforces the
equilibrium of the tractions along the RVE boundary. Finally, the prescribed macroscale stress

PM transmits to the RVE surface according to (4.14).
Note that both FM and PM belong to the space of second order tensors that can be
= ⊗nj=sd1  nsd with dimension nsd × nsd once a coordinate
described in component form as the space 
system is specified. For a well-posed problem, only a total of nsd × nsd out of the 2 ( nsd × nsd )
components of strain and stress can be specified within (4.12) and (4.14). We denote these
P
F
nsd × nsd .
prescribed values at { FM } j =1 and { PM } j =1 with nF + nP =

n

n

Remark:The distinguishing feature of this BVP compared to the strong forms underlying our
previous VMDG developments are the non-zero displacement jump (4.12) and the surface
integral of the tractions (4.14). In fact, for macro-stress driven problems when PM is prescribed,
then the macro-strain FM becomes an unknown that is solved for alongside the deformation field.
Aspects of representing this unknown in the discrete setting are discussed in Section 3.3 and the
Appendix.
Subsequently, the governing equations (4.11) and (4.13) are multiplied by weighting
function ηo , integrated over their respective regions, and the divergence theorem is applied.
Similarly, equation (4.12) is multiplied by weighting function μ , (4.14) is multiplied by a
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weighting tensor κ , and (4.12) is integrated over Γ + . Thus, the weak form of the microscale
problem is expressed as: Find {φ , λ , FM } ∈  × ×  F such that for all {ηo , μ, κ} ∈  × ×  0 :

∫

Ω

GRAD ηo : P dV − ∫ + λ ⋅ ηo  dA =
0

(4.15)

Γ

− ∫ + μ ⋅ (φ  − FM  X ) dA =
0

(4.16)

Γ

−∫

Γ+

( κ  X ) ⋅ ( λ − P

M

N(

+)

0
) dA =

(4.17)

The appropriate functional spaces for the functions in the weak form are expressed as (4.18) –
(4.21):

{

 = φ φ ∈  H 1 ( Ω ) 

nsd

}

, det ( F (φ ) ) > 0

(4.18)

nsd


−1
 = λ λ ∈  H 2 ( Γ I )  





{F F ∈  , F = F for j = 1 to n }
={κ κ ∈  , κ =0 for j =1 to n }

F =
0

(4.19)

M

M

M,j

M,j

j

where H 1 ( Ω ) and H

− 12

(4.20)

F

(4.21)

F

are standard Sobolev spaces. Notice that the integration of the surface

terms in (4.15) – (4.17) is performed on Γ + only, which is an outcome of the node pair mapping

℘ that identifies a unique X

( −)

for each X

(+)

. For example, the conversion between one term in

(4.14) and (4.17) proceeds as follows:

∫ ( κ  X ) ⋅ ( P
Γ+

M

)

+)
N (=
dΓ

) dΓ
∫ ( κX ) ⋅ ( P N=
Γ

M

tr  PMT κ ∫ ∇X=
dΩ  V0 PM : κ

Ω


(4.22)

This surface mapping is not limited to rectangular RVE in Figure 4.4(a) but could be
carefully performed on hexagonal shaped RVE as in Figure 4.4(b) and on irregular and complex
3-D RVE domains; see examples in [43] and Section 6.4 herein. Also, while the definition of the
interface jump depends on the ordering of the boundaries as in [36], the final weak form obtained
at the completion of the derivations is independent of the ordering.
For completeness, we remark that the weak form in the case of hyperelastic materials
( P (F ) =
∂W ∂F ) can be shown to be equivalent to the saddle point of the following functional:
104

( )
∫ W ( F ) dΩ − ∫ ( λ ⊗ N ) : (φ  − F  X ) dΓ − ∫
+

where  = (  )

M

Γ+

Ω

(+)

⊗ N ( ) + ()
+

( −)

Γ+

(

)

PM : FM  X  dΓ

⊗ N ( ) is the tensorial jump operator.
−

(4.23)

Multiscale Decomposition
The weak form (4.15) – (4.17) has been solved traditionally using a collocation approach
for the LM field (i.e. multi-point constraints of paired nodes), but this is possible only if the
discretization of Γ is periodic. In general, the mixed weak form (4.15) – (4.17) has two main
drawbacks: it requires solving for an additional unknown LM field, and the discretized form must
satisfy the Babuska-Brezzi condition [44, 45] to avoid stability issues, the latter being difficult
for non-periodic meshes. In the steps that follow, the LM formulation is converted to the singlefield formulation with enhanced stability by systematically condensing out λ using variational
multiscale ideas [46-48]. Although the key concepts in the context of small and large
deformations can be found in our previous works [36, 37, 40, 49], the additional terms from
enforcing the PBC (4.12) motivate us to revisit both the fine-scale models and the coarse-scale
embedding.
An overlapping decomposition into coarse and fine scales is assumed within the
microscale BVP of the deformation map φ and weighting function ηo within the RVE:

φ= φ  φˆ,

η=
ηo + ηˆo
o

(4.24)

where  denotes the composition of mapping functions between the fine scale deformation φ
and the coarse scale deformation φˆ . The coarse-scale deformation map φˆ is associated to the
discrete function space and the fine scale φ can be considered as the error filtered out by the finite
element mesh. The weighting functions ηˆo and ηo are associated with the coarse and fine scales.
The linearity of the weak form (4.15) – (4.17) with respect to ηo enables the separation into a
coarse-scale problem (4.25) – (4.27) and a fine-scale problem (4.28):
Coarse-scale problem
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(

)

Rˆ ηˆo ; φˆ, φ, λ = ∫ GRAD ηˆo : PdV
Ω

(

− ∫ + λ ⋅ ηˆo  d A− ∫ + κ  X  ⋅ λ − PM N (
Γ

Γ

(

+)

(4.25)

0
) dA =

)

Rˆ κ ( κ ; λ ) =
− ∫ + κ  X  ⋅ λ − PM N ( + ) dA =
0
Γ

(

(

)

(4.26)

)

Rˆ µ μ, φˆ, φ, FM =
− ∫ + μ ⋅ φ  φˆ  − FM  X  dA =
0
Γ

(4.27)

Fine-scale problem

(

) ∫ GRAD η : P

=
R ηo ; φˆ, φ, λ

Ω

o

(α )

dV −=
∫ + λ ⋅ ηo  d A 0

(4.28)

Γ

Modeling of fine scales
It is worth mentioning that the fine-scale problem in (4.28) produced from the multiscale
decomposition of the microscale weak form is similar to those in our previous VMDG interface
formulations for compatible and equilibrated domains [40] and weak and strong discontinuities
[37]. Namely, in [50], a body force is included and the surface integral is over an interface rather
than Γ + . Although these earlier formulations were applied in a continuum setting, the versatility
of the VMDG method is manifested by the similarity of the fine-scale equations for the microscale
problem. Hence, the fine-scale modeling details translate directly from [50], and we summarize
the three key steps leading to the analytical fine-scale solution.
First, the coarse-scale fields are discretized using finite elements Ωe to cover Ω . The finescale fields are assumed to be localized only within the elements adjoining Γ and approximated
using sufficiently higher-order edge bubble functions bs over the sectors ωs ⊆ Ω e such that it
satisfies the requisite property for vanishing along all sector edges except the boundary segment

γ s ⊂ Γ [36]. A complete listing of bs for two and three dimensional element shapes is given in
[51]. The bubble functions effectively localize (4.28) into a series of problems posed over pairs
of

conforming

sectors;

namely,

the

X ( + ) ∈ γ s+ ⊂ closure (ωs+ ) has an image X

sectors
( −)

(

are

chosen

such

that

each

point

)

=
℘ X ( + ) ∈ γ s− ⊂ closure (ωs− ) where the sectors
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lie within single elements Ω e+ and Ω e− . The segments are disjoint, and their unions cover Γ + and
Γ − ; see the useful illustrations in [50].

Second, the fine scales are treated as a small perturbation such that φ  φˆ  φˆ + ∆u , and
the fine-scale problem is linearized to facilitate the substitution of the edge bubble functions and
an analytical solution. The linearized weak form is expressed in terms of the acoustic tensor
A (α ) ( F (α ) ) of the material moduli given in (4.29) as well as [37, 40, 51, 52], where the superscript

α takes the value + or − on the boundary Γ + and

Γ − , respectively. A detailed discussion of the

linearization procedure that exposes the geometric and material nonlinearity within the acoustic
tensor can be found in [47].

A

(α )

(F

(α )

∂ 2W (α )
) = ∂F ∂F

(4.29)

Third, we solve for the fine-scale field in terms of the coarse scales fields φˆ and λ and
assume that the fine-scale bubble function is orthogonal to the coarse-scale residual by neglecting
the interior residual terms. The resulting fine-scale solution on either boundary is as follows:
)
∆u ( +=
τ s( + ) ⋅  − λ − P ( + ) ⋅ N ( + )  ,

)
∆u ( −=
τ s( − ) ⋅  λ − P ( − ) ⋅ N ( − ) 

where
τ

(α )
s

=  meas ( γ s ) 

−1

(∫ b
γs

(α )
s

)

2

dA τ s(α )

τ s(α ) =  ∫ (α ) GRAD bs(α ) : A (α ) : GRAD bs(α ) dV 
 ωs


−1

(4.30)
(4.31)
(4.32)

These three assumptions enable the analytical representation of the fine scales in terms of the
boundary residual on either side of the periodic domain according to (4.30), in a manner similar
to the development of stabilized finite element formulations [48, 53-55]. Hence, the stability
(α )

tensor τ s

that scales the residual is not a free tuning parameter but rather emerges from the

consistent derivation, where the tensor depends on the element size, element shape, polynomial
order and the acoustic tensor of the material.
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Variational embedding into the coarse-scale problem
Recall that the fine-scale field is small and localized only at the adjoining interface.
Therefore, the deformation jump operator can be linearized as φ  φˆ   φˆ  +  ∆u  according to
[40]. Substituting this linearization along with the fine-scale solution (4.30) into the continuity
equation (4.16) produces (4.33).
−∫

Γ+

 − τ ( + ) ⋅ λ − P (+) ⋅ N (+) + τ ( − ) ⋅ − λ − P ( − ) ⋅ N ( − ) − F X  dA =0
μ ⋅ 
(
) s (
) M  
φˆ 

s


(4.33)

Because of the enhanced stability derived from the fine-scale model, this expression can be solved

pointwise by selecting the Lagrange multiplier space  to encompass all L2 functions on Γ + ,
resulting in a locally defined expression on each segment

γ s that is a function of the weighted

average traction.

(

)

λ = { P ⋅ N } + τ s ⋅ φˆ − FM  X 

{( • ) ⋅ N =}

δs(+) ⋅ ( • )

The flux weighting tensor
(α )

terms of τ s

(+)

⋅ N (+) − δs( − ) ⋅ ( • )

)
δs(α=

τ s ⋅ τ s(α )

(−)

(4.34)

⋅ N (−)

and stability tensor=
τs

(τ

(+)
s

+ τ s( − ) )

−1

(4.35)

are expressed in

and thus inherit the dependency on the element configuration and material

properties. A distinguishing feature of (4.34) compared to previous VMDG methods is that the
Lagrange multiplier field is driven by the macroscale deformation gradient FM .
Simplifying the result along the lines of [50], these steps yield a modified coarse-scale problem
(4.36) that is stable and is free from the additional LM field.
The flux weighting tensor
(α )

terms of τ s

)
δs(α=

τ s ⋅ τ s(α )

and stability tensor=
τs

(τ

(+)
s

+ τ s( − ) )

−1

are expressed in

and thus inherit the dependency on the element configuration and material

properties. A distinguishing feature of (4.34) compared to previous VMDG methods is that the
Lagrange multiplier field is driven by the macroscale deformation gradient FM .The expression
(4.34) is substituted into (4.30), and both are placed within the coarse-scale equilibrium equation
(4.25). Simplifying the result along the lines of [50], these steps yield a modified coarse-scale
problem (4.36) that is stable and is free from the additional LM field.
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Modified coarse-scale problem
( )
∫ GRAD η : P dV − ∫ κ  X  ⋅ P N dA
+ ∫ η  − κ  X  ⋅ τ ⋅ (φ  − F  X ) d A
− ∫ η  − κ  X  ⋅ { P ⋅ N } d A
− ∫ {( GRAD η : A ) ⋅ N } ⋅ (φ  − F  X ) dA
− ∫ ( GRAD η : A ) ⋅ N  ⋅ δ ⋅  P ⋅ N  dA =
0

R ( ηo , κ=
; φ , FM )

+

o

Ω

Γ+

o

Γ+

o

s

Γ+

o

Γ+

o

−1
−1
where
δs ( τ s(+) ) + ( τ s( − ) ) 
=





M

Γ+

M

M

(4.36)

s

−1

is the additional stability tensor that arises due to the dependence

of ∆u on the traction jump  P ⋅ N  through (4.30) and (4.34). The traction jump term along with
the derived stability tensors distinguish the VMDG method from the popular Nitsche and interior
penalty Galerkin methods. Similar to our previous work on VMDG [37, 39, 40], we neglect the
traction jump term to simplify the formulation and reduce computational costs since the term is
often relatively small [37, 40, 49]. The final form of the consistently derived and stabilized
VMDG formulation for microscale deformation is then provided below as (4.37).
; φ , FM )
R ( ηo , κ=

GRAD η : P dV − ∫ κ  X  ⋅ P N ( ) dA
∫


+

Ω

o

Γ+

M

R0

+ ∫ + ηo  − κ  X  ⋅ τ s ⋅ (φ  − FM  X ) d A
Γ

R1

− ∫ + ηo  − κ  X  ⋅ { P ⋅ N } d A
Γ


R2

(4.37)

0
− ∫ + {( GRAD ηo : A ) ⋅ N } ⋅ (φ  − FM  X ) dA =
Γ



R3

For later elaborations on algorithmic modifications, we identify specific terms in the
VMDG formulation. The volume integral in R 0 weakly enforces equilibrium within the RVE
while the surface integral imposes the macro-to-micro driving stress PM and is the sole external
driving force of the problem. The penalty term R1 stabilizes the VMDG formulation, and the
consistent term R 2 weakly enforces anti-periodicity of the tractions along Γ , thereby ensuring
the VMDG method is variationally consistent. Besides ensuring that the VMDG method is
symmetric, the symmetrizing term R3 also weakly imposes the periodicity of φ along Γ .
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The most significant contributions of this work that set it apart from our previous VMDG
formulations are (a) the appearance of macroscopic or homogenized deformation gradient tensor
FM

in the penalty and symmetrizing terms, (b) the presence of weighting tensor

κ

in the penalty

and consistent terms, and (c) the coupling of finite element surfaces along opposite boundaries
separated by  X  instead of across a closed interface. These tensors

FM

and

κ

constitute global

variables that are collectively associated to boundary Γ as opposed to the local inelastic gap or
damage variable ζ

defined pointwise along interfaces in [37-39]. These contributions

collectively extend the VMDG framework to enable imposition of periodic boundary conditions
on conforming and non-conforming meshes. Thus, the framework is now suited for micro-scale
modeling of RVE with the goal of determining the overall effective properties of heterogeneous
materials and alloys.
Remark: Typically, stabilized methods require the calibration of stability parameters to ensure
accuracy. While possibly requiring some effort, the use of carefully chosen constant parameters
for each material region along the RVE boundary could still be appropriate for block shaped
RVEs with periodic meshes. However, the use of spatially uniform parameters for microscale
modeling of either non-periodic meshes or non-block RVEs could cause stability and accuracy
issues since the interfacial physics between material regions on either side needs to be properly
captured. The dependence of the stability tensor of the VMDG formulation on material properties
of the two materials at the opposite boundaries naturally accommodates block RVE and selfperiodic RVE modeling. Examples of spatial and temporal variations in VMDG stability tensors
are given in [51].
Summary of consistent linearization and implementational aspects
The consistent linearization of the VMDG formulation in (4.37) is needed for the tangent
stiffness matrix within the Newton-Raphson algorithm for solving the non-linear microscale
behavior. We summarize the linearized form of the interface flux, jumps and material acoustic
tensor in the Appendix. The reader is encouraged to refer to the Appendix and [40] for details
regarding the linearization of the interface terms and [56] for the bulk terms. The contributions
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from the interface flux terms K ηo ;φ are then highlighted below in (4.38). The final linearized
tangent stiffness components for the microscale behavior are presented in (4.39) - (4.42).
K ηo ;φ
=

:GRAD ∆u dV + ∫ + ηo  ⋅ τ s ⋅  ∆u dA
∫Ω GRAD ηo : A
Γ

 

K0

K1

− ∫ + ηo  ⋅ {( A :GRAD ∆u ) ⋅ N } dA − ∫ + {( GRAD ηo : A ) ⋅ N } ⋅  ∆u dA
Γ
Γ


 


K2

(4.38)

K3

− ∫ + {( GRAD ηo :Ξ:GRAD ∆u ) ⋅ N } ⋅ (φ  − FM  X ) dA
Γ


K4

where the curvature tensor Ξ ( F ) is a sixth-order tensor of material moduli defined as in (4.39):

Ξ( F ) =

∂ 3W
∂F ∂F ∂F

(4.39)

K ηo ;FM = − ∫ + ηo  ⋅ τ s ⋅ ∆εM  X  dA + ∫ + {( GRAD ηo : A ) ⋅ N } ⋅ ∆εM  X  dA
Γ
Γ


 
K1

(4.40)

K3

K κ ;φ =− ∫ + κ  X  ⋅ τ s ⋅  ∆u dA + ∫ + κ  X  ⋅ {( A :GRAD ∆u ) ⋅ N } dA
Γ
Γ



K1

K κ ;FM
=

(4.41)

K2

κ  X  ⋅ τ ⋅ ∆ε  X  dA
∫

Γ+

s

(4.42)

M

K1

In our previous studies [36, 39, 51], we have shown that the interface tangent stiffness

K ηo ;φ is symmetric due to the existence of the interface potential functional for the VMDG
method. It is obvious by inspection that the fourth tangent stiffness matrix in (4.42) is symmetric
with respect to the variation

κ

and the incremental strain

∆εM .

Notice that the third tangent

stiffness matrix K κ ;φ in (4.40) is the transpose of the second tangent stiffness matrix K ηo ; FM in
(4.41).
The implementation of the VMDG formulation into standard pure-displacement finite
element (FE) codes requires two straightforward additions: (a) adding variables for
computing force and stiffness terms along Γ + . The macroscale tensor

FM

FM

and (b)

is straightforward to

represent as nsd × nsd generalized degrees of freedom (DOFs) as proposed for example within [57].
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A natural way to assign these DOFs into the FE code is to add nsd so-called “macro” nodes into
the model each having nsd DOFs, and these nodes are appended to the connectivity of the
“interface” elements mentioned in the next paragraph. The imposed components of the

{ }

macroscale 1st Piola-Kirchhoff stress PM

nP
j =1

are simply multiplied by the RVE volume V0 and

assigned as “nodal forces” to the macro-nodes. Constrained macroscale deformation gradient

{ }

values FM

nF
j =1

analogously give rise to nodal reactions {V0 PM }nj =1 that are obtained by the usual
F

post-process method of FE displacement-based solutions. Also note that rigid body modes need
to be suppressed in the discretization of the RVE microscale displacement field, e.g. by fixing
node and partially constraining its neighbors.
Due to the element-local fine-scale representation, the smallest computational unit of the
VMDG terms is an integral along a single boundary segment γ s ⊂ Γ + such as in (4.31). The
displacement and traction fields in these integrals require the nodes of the solid elements from
sectors ω ( + ) and ω ( − ) adjacent to the segment and its image γ ( − ) = ℘( γ ( + ) ) as well as the macro
nodes associated with

FM .

For example, in the case of an RVE meshed with linear 4-node

quadrilateral elements, all quantities for the surface integrals in (4.38) – (4.42) are computable in
the discrete setting from the nodal displacements of two solid elements adjacent to γ s and the
macro nodes, implying a generalized “interface” element with (4+4+2)=10 nodes. The explicit
form of the stiffness matrix for this VMDG interface element is given in equation (4.74) of the
Appendix; note that one submatrix term turns out to be equivalent to previous forms of the VMDG
stiffness matrix and thus analogous to symmetric interior penalty DG stiffness matrices. Also,
small deformation counterparts (presented in Section 5) of these elements are implemented in
MATLAB within the open-source interface mesh generation program DEIP [58], which has been
extended to address periodic meshes in [43].
Macroscale material tangent modulus
While the emphasis on the computed results in Section 6 are on the microscale problem
alone, the VMDG formulation is naturally suited for computing the macroscale material tangent
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moduli required for computational homogenization methods. Due to the location of the
macroscale stress PM in the residual form (4.37), the computation of the total derivative

dPM dFM follows from the linearized terms given in Section 3.3 and the Appendix after a short
algebraic manipulation, along the lines of [10, 16]. Let K ηo ;φ , K ηo ;FM , K κ ;φ , and K κ ;FM denote
the global assembled stiffness matrices from the RVE interior and boundary given in the
Appendix, with rigid translation suppressed in K ηo ;φ . Then the macroscale material tangent
components follow as:

=
dP
M,ij dFM, kl

(

1
1
K κ ;FM  − K κ ;φ K ηo ;φ
ijkl
V0
V0 

)

−1

K ηo ;FM 
 ijkl

(4.43)

We emphasize that these matrices are identical to those needed by the Newton-Raphson algorithm
with zero modification or manipulation, making this calculation easy to implement.

Algorithmic Modifications to VMDG Method
The attractive features of the proposed VMDG formulation for microscale modeling lie
with the consistently derived expressions for the stability tensors and numerical fluxes, which
account for material and geometric nonlinearity. The complexity and implementational cost of
the method can be reduced by adjusting the residual force vector and tangent matrix, with possible
consequences to the stability, accuracy and consistency of the method. These simplifications are
summarized in Table 4.1 and range from removing the curvature tensor Ξ , to removing the
symmetric term, to freezing the acoustic tensor during iterations. However, these modifications
could affect the variational, adjoint or/and algorithmic consistencies of the method. The reader is
referred to [51] for the definition of the three types of consistency as well as other comments. In
particular, loss of adjoint consistency can reduce the convergence rate of the L2 displacement
error norm with respect to mesh refinement, and loss of algorithmic consistency may reduce the
convergence rate of the iterated residual within the Newton-Raphson method. These
modifications are assessed numerically in Section 6.
The complexity and implementational cost of the method can be reduced by adjusting the
residual force vector and tangent matrix, with possible consequences to the stability, accuracy and
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Table 4.1: Summary of the residual and tangent stiffness terms
Method

Residual

Tangent matrices

K ηo ;φ

K ηo ;F

Algo.

Tang.

cons.

Symm.

1

VMDG

R1, R 2, R3

K1, K 2, K 3, K 4

K1, K 3

Y

Y

2

VMDGs

R1, R 2, R3

K1, K 2, K 3

K1, K 3

N

Y

3

IVMDG

R1, R 2

K1, K 2

K1

Y

N

4

IVMDGs

R1, R 2

K1, K 2, K 3

K1, K 3

N

Y

5

RVMDG

R1, R 2, Ro 3

K1, K 2, K o 3

K1, K o 3

Y

N

6

RVMDGs

R1, R 2, Ro 3

K1, K 2, K 3

K1, K 3

N

Y
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consistency of the method. These simplifications are summarized in Table 4.1 and range from
removing the curvature tensor Ξ , to removing the symmetric term, to freezing the acoustic tensor
during iterations. These modifications could affect the variational, adjoint or/and algorithmic
consistencies of the method. The reader is referred to [51] for the definition of the three types of
consistency as well as other comments. In particular, loss of adjoint consistency can reduce the
convergence rate of the L2 displacement error norm with respect to mesh refinement, and loss of
algorithmic consistency may reduce the convergence rate of the iterated residual within the
Newton-Raphson method. These modifications are assessed numerically in Section 6.
VMDGs method
The derivation of the closed form of the curvature tensor Ξ , a sixth order tensor, can be
very involved especially for complex material models. For example, the case of Von Mises
plasticity requires more than the second variational derivative of radial return algorithm and the
accompanying nonlinear kinematic tensors [50]. However, the contribution of the K 4 term
containing Ξ can be very small when the discretized deformation jump φ  is close to zero.
Therefore we define the VMDGs method by removing the K 4 term from the tangent stiffness
matrix while still retaining the VMDG residual force vector, where “s” refers to shortening or
symmetrizing. Row 2 of Table 4.1 shows that VMDGs retains all the terms in VMDG except the
reduction of K ηo ;φ to the form expressed in (4.44). While this new formulation does not possess
algorithmic consistentency, it is variationally consistent, adjoint consistent, and symmetric.
Hence, the VMDGs is simple to implement and provide computational cost savings.

;φ )
K=
K ( ηo , ∆u=
ηo ;φ

GRAD η : A :GRAD ∆u dV + ∫ η  ⋅ τ ⋅  ∆u dA
∫
 
Ω

o

Γ+

K0

o

s

K1

− ∫ + ηo  ⋅ {( A :GRAD ∆u ) ⋅ N } dA − ∫ + {( GRAD ηo : A ) ⋅ N } ⋅  ∆u dA
Γ
Γ


 


K2

K3

(4.44)

IVMDG/ IVMDGs method: incomplete interior penalty method
The IVMDG method is a further modification of VMDG formulation where the
symmetrizing term is removed from the residual force vector and the tangent stiffness matrix,
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analogous to the “Incomplete” interior penalty method. Hence, the method inherits the
algorithmic consistency properties but is non-symmetric. The third row of Table 4.1 highlights
the terms present in the residual vector and tangent matrix. For completeness, the reduced residual
and linearized weak form are expressed in (4.45) – (4.47).
While this method is the simplest that retains variational consistency, the loss of adjoint
consistency leads to some drawbacks, including possible reduced accuracy, reduced convergence
rate of displacement error, and extra data requirements for non-symmetric solvers. To combat the
latter similar to [51], the IVMDGs is proposed by restoring the symmetry according to the fourth
row of Table 4.1, namely using the tangent of the VMDGs method. Therefore, this method lacks
both adjoint consistency and algorithmic consistency, and this trade-off may impact its numerical
performance.

; φ , FM )
R ( ηo , κ=

GRAD η : P dV − ∫ κ  X  ⋅ P N ( ) dA
∫


+

o

Ω

Γ+

M

R0

+ ∫ + ηo  − κ  X  ⋅ τ s ⋅ (φ  − FM  X ) d A
Γ


(4.45)

R1

0
− ∫ + ηo  − κ  X  ⋅ { P ⋅ N } d A=
Γ


R2

K=
K ( ηo , ∆u=
;φ )
ηo ;φ

GRAD η : A :GRAD ∆u dV + ∫ η  ⋅ τ ⋅  ∆u dA
∫
 
Ω

o

Γ+

K0

− ∫ + ηo  ⋅ {( A :GRAD ∆u ) ⋅ N } dA
Γ




o

s

K1

K2

K ηo ;FM =K ( ηo , ∆εM ; FM ) =− ∫ + ηo  ⋅ τ s ⋅  ∆εM  dA
Γ

K1

(4.46)
(4.47)

RVMDG/ RVMDGs method: reference configuration acoustic tensor A o
The RVMDG method is designed as a compromise between the original VMDG and
IVMDG formulations by freezing the deformation gradient F = 1 to a reference configuration
(denoted by “R”) and consequently freezing the acoustic tensor A = A o in the symmetrizing term.
The residual force and tangent matrix in the fifth row of the Table 4.1 are then defined in terms
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of Ro 3 and K o 3 . For completeness, the reduced residual force vector and linearized weak form
are expressed in (4.48) – (4.50).
While the RVMDG residual has the same structure as VMDG, the linearized weak form does not
contain the curvature tensor due to the fixed acoustic tensor in the symmetric term. Note that
RVMDG has a non-symmetric tangent stiffness similar to IVMDG and has a number of terms
similar to VMDGs. Like IVMDGs, the RVMDGs method is developed by sacrificing the
algorithmic consistency of the RVMDG method to recover tangent symmetry by substituting K o 3
for K 3 ; see the sixth row of Table 4.1. We remark that since K 3 is the transpose of K 2 ,
RVMDGs is less expensive in comparison with RVMDG.
R ( ηo , κ=
; φ , FM )

GRAD η : P dV − ∫ κ  X  ⋅ P N ( ) dA
∫


+

o

Ω

M

Γ+

R0

+ ∫ + ηo  − κ  X  ⋅ τ s ⋅ (φ  − FM  X ) d A
Γ

R1

(4.48)

− ∫ + ηo  − κ  X  ⋅ { P ⋅ N } d A
Γ


R2

− ∫ + {( GRAD ηo : A o ) ⋅ N } ⋅ (φ  − FM  X ) dA =
0
Γ



Ro 3

=
K ηo ;φ

GRAD η : A :GRAD ∆u dV + ∫ η  ⋅ τ ⋅  ∆u dA
∫
 
Ω

o

Γ+

K0

o

s

K1

− ∫ + ηo  ⋅ {( A :GRAD ∆u ) ⋅ N } dA − ∫ + {( GRAD ηo : A o ) ⋅ N } ⋅  ∆u dA
Γ
Γ


 


K2

Ko 3

K ηo ;FM = − ∫ +  ηo  ⋅ τ s ⋅  ∆εM  dA + ∫ + {( GRAD ηo : A o ) ⋅ N } ⋅ ∆εM dA
Γ
Γ




K1

Ko 3

(4.49)
(4.50)

Specialization of the VMDG Formulation to Small Strains
The VMDG method can be specialized to enforce PBC on RVE undergoing small
displacements and strains; the small strain kinematics formulation is presented for completeness.
When the deformation is small, the second order terms in the Green-Lagrange strain are
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negligible, and the displacement gradient evaluated with undeformed configuration can be
approximated with that evaluated using current configuration. Hence, the VMDG method can be
formulated based on the current configuration x = φ ( X ,t ) . The microscopic displacement
split into the linear displacement

εM x

u

is

from the macroscale and the displacement fluctuation u

according to (4.51), where the fluctuations at each pair { x ( + ) , x ( − ) } are set equal to enforce the
periodicity condition. The displacement jump at the RVE boundaries can then be expressed as
(4.52).
u(

α)

( x( ) ) = ε
α

M

x(

α)

(

α
+ u( ) ,

)

(

+
−
+
−
u( ) x ( ) = u( ) x ( )

)

u( + ) − u( − ) =
εM  x 

(4.51)
(4.52)

The associated strong form and weak form of the mixed RVE problem at small strains is then
posed in terms of the displacement and Lagrange multiplier fields. The ensuing steps of
variational multiscale modeling are then followed with analogy to the large strain context, where
the fine-scale problem is already linear and thus simpler. The resulting small strain VMDG
formulation emerges as: Find {u, εM } ∈  ×  F such that for all {w , κ} ∈  ×  0 :

) dV − V0 κ : σ M + ∫Γ+ ( w  − κ  x ) ⋅ τ s ⋅ ( u − εM  x ) dΓ
∫Ω ε ( w ) :C: ε ( u

 

R0

R1

− ∫ + ( w  − κ  x ) ⋅ {C : ε ( u ) ⋅ n} dΓ − ∫ + {C : ε ( w ) ⋅ n} ⋅ ( u − εM  x ) dΓ = 0
Γ
Γ


 

R2

where

w

R3

(4.53)

is the weighting function, ε is the symmetric gradient operator, and the moduli tensor

C is obtained from the Cauchy stress

σ

operator σ ( u ) = C : ε ( u ) . The deformation of the

microscale domain is driven by the macroscale Cauchy stress σ M and engineering strain εM ; as
before, only one component of stress or strain is imposed at a time. The appearance of the
formulation in the small strain context (4.53) resembles the large strain counterpart in (4.37). The
bulk term R0 , the penalty term R1 , the consistency term R 2 , and the symmetric term R3 are
present. However, the sixth-order curvature tensor does not appear in the stiffness matrix since
the problem is linear. Hence, the implementation is simpler and straightforward. In the numerical
section, we will argue that the VMDG method is very robust and stable for RVE undergoing both
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finite and small strains.

Numerical Results
In this section, we investigate the performance of the proposed interface formulation
across a range of 2-dimensional and 3-dimensional RVE domains subjected to small and large
strains. The compressible Neo Hookean material model described is employed for modeling large
strain, and plane strain conditions are assumed in all 2-dimensional cases.
ψ=
(F )

1
1
2
λ ( det F − 1) − µ ln ( det F ) + µ ( trace F T F − 3)
2
2

=
P λ det F ( det F − 1) F −T + µ ( F −T + F )

(4.54)
(4.55)

(α )
(α )
The bubble functions bs used for evaluating the stability tensors τ s for 2-dimensional and 3-

dimensional (2-D and 3-D) element types are listed in [51], and all calculations are done using
full numerical quadrature. The first example highlights the stress driven capability of the method
while the other examples are strain driven problems. In the first numerical example, a patch test
using a composite rectangular block is implemented in the small strain context to check the
variational consistency and accuracy of the FE solutions produced from enforcing PBC on RVE
using the VMDG method. Convergence rates of displacement error in the L2 norm and H 1 seminorm are performed for different element types.
The accuracy and variational consistency of the VMDG method for enforcing PBC on
periodic and non-periodic RVE are evaluated in the second example in comparison with the
mortar method. Reference solutions are taken from highly refined meshes, which is justified when
a formulation does not exhibit stability issues. This is followed by another numerical example
where a 2-D RVE consisting of periodic microstructures is subjected to an average tensile strain.
The model example is designed as a polycrystalline sample of a metallic alloy to serve as a
practical application with interest to the broader research community. The effectiveness of the
standard VMDG method is first studied for representing the material response and required
periodicity of the solution fields across RVE domain before exploring the robustness, accuracy
and computation cost associated with other methods belonging to the VMDG algorithmic family.
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Finally, the accuracy and robustness of the VMDG method to weakly enforce PBC on
complex truly periodic 3-D microstructures are studied. Initially, isotropic material behavior is
employed in a patch test to compare with the LM method. Then, the anisotropic properties of a
single phase

α − Ti-6Al

alloy are assigned in a periodic RVE consisting of a 100-grain

microstructure. Instances of random and fiber textures are modeled to assess the VMDG method’s
performance for polycrystalline materials.
Remark: The following numerical problems all employ hyperelastic materials such that the
VMDG method has an underlying potential energy form. Allowing for inelastic material response
requires that the material history is also tracked at the quadrature points along the boundary
segments due to the appearance of the stress tensor in the flux terms. Additionally, the derived
fine-scale stability terms should account for the material history dependence. Such aspects were
addressed for the VMDG method [50] in the context of small deformation isotropic plasticity. A
forthcoming work will establish the algorithmic performance of the VMDG method for
anisotropic crystal plasticity with interfacial debonding.
Rectangular composite block
Herein, we evaluate the variational consistency of the VMDG method by performing a
convergence rate study using different element types. The coarsest meshes are shown in Figure
4.5, and the refined meshes are obtained using uniform bisection. The details of the mesh
hierarchy are presented in Table 4.2. We model a macro-stress driven RVE problem where an
average shear stress σ M,xy = 10 MPa and zero axial stresses are prescribed on a 4 mm × 4 mm
rectangular composite domain consisting of two materials. The elastic moduli of the central
rectangular domain and outer domain are E = 500 MPa and E = 100 MPa , respectively, while the
1

2

1
2
Poisson ratios are the same with υ=
υ=
0.25 . Figure 4.6 shows the average strain

γ M response

plotted against the characteristic mesh parameter h . For all element types considered, the
predicted average strains approach the reference value as the mesh is refined, where the reference
is obtained on a further refined grid. The percent errors in the average strain from the crudest
approximation are 0.93%, 0.55 %, 0.12 % and 0.06 % for T3, Q4, T6 and Q9 elements
respectively. This trend is consistent with the behavior of other stabilized methods such as in [48].
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The reference error =
e u f − u h between the computed u h and highly refined u f solutions
are evaluated in the L2 norm and H 1 semi norm using (4.56) and (4.57) to estimate the global
measure of accuracy of the numerical results.

v

v

L2 ( w )

H 1 ( w)

=

∫ v ⋅ v dΩ

=

∫ ∇ v : ∇ v dΩ

w

w

(4.56)
(4.57)

The results presented in Figure 4.7 show that the convergence rates of the linear elements are
consistent with finite element definition of the rate of convergence of a primal field. These
values are obtained in the L2 norm and H 1 semi norm.

These values which are approximately 2 and 1 correspond to k + 1 and k for L2 norm and H 1 semi
norm, where k is the highest degree of the polynomial basis functions. However, the rates of the
convergence of the quadratic elements are affected by the low regularity of the displacement field
solution attributed to the sharp corners of the inner domain. Nonetheless, the average strain as
well as the microscale displacement field from all element types converges as the element size is
reduced.
For a visual comparison, a domain consisting of uniform material properties
E = 100 MPa ,

υ = 0.25 is simulated, and the contour plot of displacement u x is presented in

Figure 4.8 (a), where the deformed shape has been exaggerated by a factor of 10. The maximum
displacement of 0.0625 mm is produced at the top edge, and uniform gradient fields γ xy = 0.0156
and σ xy = 10 MPa are reproduced. The displacement u x contour plot of the composite block
RVE is shown in Figure 4.8 (b), where maximum displacement equals 0.0481mm . The reduced
displacement and warping deformed shape of the composite block are attributed to the presence
of a stiffer material at the center.
Periodic and non-periodic RVE mesh with circular voids
The efficiency of the proposed method for enforcing PBC on periodic and non-periodic
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Table 4.2: Listing of elements and nodes in the mesh hierarchy
Mesh

Q4

Q9

T3

T6

name

Elements

Nodes Elements Nodes Elements Nodes Elements Nodes

Coarse

64

81

64

289

128

81

128

289

Medium

256

289

256

1089

512

289

512

1089

Fine

1024

1089

1024

4225

2048

1089

2048

4225

Very fine

4096

4225

4096

16641

8192

4225

8192

16641
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(a)

(b)

(c)

(d)

Figure 4.5. Mesh hierarchy: (a) 64 elements Q4; (b) 64 elements Q9; (c) 128 elements T3; (d)
128 elements T6
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Figure 4.6. Convergence of average strain

γ M for different element types
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(a)

(b)
Figure 4.7. Convergence rates of the error: (a) L2 norm of displacement; (b) H 1 semi norm of
displacement
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meshes is evaluated herein. A 2 mm × 2 mm RVE with four circular voids, each having a radius
of 0.2 mm and centered within 1mm × 1mm squares, is subjected to a small deformation gradient

FM with shearing components according to (4.58) applied in twenty equal load steps. The
material properties are specified as E = 70 GPa and υ = 0.3 . The discretized RVE containing a
periodic mesh of 1600 linear quadrilateral elements is shown in Figure 4.9(a), and its non-periodic
counterparts containing 1880 linear quadrilateral elements are shown in Figure 4.9(b) – (c). The
non-periodic mesh A is a mirror image of the non-periodic mesh B. The RVEs with the same
material definition and mesh resolution described herein have been modeled earlier in [18] using
the mortar method. The

P12

component of the first PK stress tensor obtained from the RVE

modeling using the proposed VMDG method are compared with those from the mortar method
For a highly refined mesh, The P12 produced from the VMDG method is equal to 3582.3 MPa for
both the periodic mesh and non-periodic mesh. This value is used as the reference value to
compute percentage error instead of using

P12

from coarser periodic mesh in [18]. The results

presented in Figure 4.10 show that the first PK stress tensor produced from the VMDG method
are 3636.41MPa, 3633.53 MPa and 3633.54 MPa for the periodic mesh, non-periodic mesh A and
non-periodic mesh B while the equivalent stresses produced by mortar method are recorded from
[18] as 3658.73 MPa, 3654.43 MPa and 3653.75 MPa . The VMDG solutions have a percentage error
of 1.51%, 1.43% and 1.43% while the mortar method solutions have a percentage error of
2.13%, 2.01% and 1.99 % for periodic, non-periodic A and non-periodic B meshes. The VMDG

solutions are very close to the solutions from mortar method, and the VMDG method produced
quite similar stress results for both non-periodic mesh A and non-periodic mesh B. Note that exact
form of the neo-Hookean material model is not recorded in [18], which precludes making an exact
comparison.

1.0 0.1
FM = 

0.1 1.0 

(4.58)

To briefly report the methods’ algorithmic efficiency, the iterated residual norms from the Newton
solver during one of the twenty equally spaced load increments are tabulated in Table 4.3.
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(a)

(b)

Figure 4.8. Displacement u x (mm) on deformed configuration ×10 : (a) homogenous block; (b)
composite block

(a)

(b)

(c)

Figure 4.9. Finite element RVE with (a) periodic mesh:1600 linear quadratic elements; (b) Nonperiodic mesh A: 1880 elements; (c) Non-periodic mesh B: 1880 elements
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Figure 4.10. Comparison of first Piola-Kirchhoff stress from each method versus refined
solution

Table 4.3: Evolution of the residual L2 norm for each method
Iteration number

Mortar Method [18]

VMDG

1

8.47687

0.288937×10-4

2

0.203536

0.812551×10-9

3

0.134021×10-4

0.311889×10-15

4

0.358867×10-11

-
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The results show that the VMDG method is fully linearized and algorithmically converged faster
than the mortar method. Next, we further analyze the features of the VMDG computed response
on the periodic and non-periodic meshes. The shear stress σ 12 contour plot of the results from the
VMDG formulation are presented in Figure 4.11. There is no appreciable difference in the contour
plots from all meshes considered except nearby the voids. A similar value of local maximum shear
stress of 1734 MPa is produced by both the periodic and non-periodic meshes. Additionally,
refinement by mesh subdivision was carried out, and the macroscale stress PM,12 for each mesh is
recorded in Figure 4.12. The periodic mesh and the non-periodic mesh results clearly converge
towards each other with reduced element size h . Also, the computed stress slightly decreases with
refinement, which is logical since the macroscale strain is prescribed and the FE approximation
generally becomes less stiff with refinement.
2-D microstructure containing 6 grains
The trade-offs in efficiency and accuracy of the VMDG family of methods is studied
herein for enforcing PBC on a polycrystalline microstructure. The 6-grain periodic RVE is
generated in 2 steps: (1) a standard non-periodic microstructure is generated using an open-source
program, and (2) adjustments are made to selected nodes and regions along the domain
edges.First, a 1 mm × 1 mm two-dimensional RVE non-periodic microstructure containing 10
grains is generated using Neper open source software package [59] as shown in Figure 4.13 (a).
The reader is encouraged to consult its user manual for details on the commands for tessellating
and meshing the standard 10 grain microstructure.
Next, the grain ID and nodes at the top and left edges are adjusted to produce a 6-grainperiodic microstructure containing 466 constant strain triangular (CST) elements and 263 nodes
in Figure 4.13 (b). Notice that the nodes, elements, and grains in the bottom-right section of the
RVE are preserved between the original and modified microstructures. A list of the Young’s
moduli and Poisson’s ratios for the elastic material assigned to each grain is listed in Table 4.4.
Note that the materials are not permitted to yield and thus the problem is hypothetical; however,
this problem tests the VMDG method under large strains and material mismatch. The RVE
problem is modeled in a finite strain context, and the microstructure is subjected to 50% tensile
average strain using deformation gradient
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(a)

(b)

(c)

Figure 4.11. The Cauchy shear stress σ 12 contour plot: (a) periodic mesh (b) non-periodic mesh
A (c) non-periodic mesh B

Figure 4.12. Convergence of macroscale stress for periodic and non-periodic meshes
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FM in (4.59) applied over 20 equally spaced increments. The contour plots of the stress and
displacement results from the VMDG formulation are first presented in Figure 4.14 and Figure
4.15, followed by comparing the methods belonging to the VMDG family. The stress and
displacement contour plots show that the maximum stress and displacement are 17 MPa and
0.1mm . Higher stress values are observed in grains 1, 2, and 5 that form a chain of stiffer grains

along the direction of the applied axial strain. Stress gradients appear near the grain boundaries,
although a finer mesh would be needed to resolve the features more clearly [60]. A larger
instantiation of the 6-grain microstructure shown in Figure 4.15 (a) is obtained by duplication and
translation. The transformed displacement contour plot in Figure 4.15 (b) shows that the
displacement field with its location within the larger RVE similar to [43], confirming that the
computed displacement field is periodic.
Computational cost is an important consideration for method development at finite strain.
A key driver of cost is the number of Newton iterations, reflecting the number of times the
stiffness matrix is formed and factorized. Therefore, each method from the VMDG family is
applied to model this RVE, and the number of iterations required to reach a relative convergence
tolerance of 4 × 10−14 at the 5th and 15th load steps are presented in Figure 4.16.The overall trends

1.0 0 
FM = 

 0 1.5

(4.59)

for the larger and smaller iteration counts match with those observed in [51] for the VMDG
method applied to interfaces and discontinuous interpolations. Only 3 or 4 iterations are required

by the VMDG, IVMDG, and RVMDG methods, although the load amplitude is small. Thus,
choosing between these methods is governed by accuracy and adjoint consistency as discussed
next, as well as noting that IVMDG and RVMDG have non-symmetric tangent matrices. The
symmetrized methods require more iterations to reach the same tolerance than the original
methods, though only a mild increase for VMDGs. Adding these few extra iterations may offset
the implementation and runtime costs associated with evaluating the sixth-order curvature tensor

Ξ.
The average stress result from modeling the 2-D microstructure using the VMDG family
of algorithms are reported in Table 4.5.
131

(a)

(b)

Figure 4.13. Two-dimensional RVE with color indicating the grain ID: (a) non-periodic
microstructure containing 10 grains; (b) periodic microstructure containing 6 grains

Table 4.4: Material properties of the grains in the RVE
Grains IDs

1

2

3

4

5

6

Elastic modulus (GPA) 101

200

73.1

85

120

80

Poisson’s ratio

0.32

0.35

0.27

0.36

0.28

0.35

132

each other, and the symmetrized methods give results matching to their original counterparts.
This degree of similarity is somewhat expected since the weak discontinuities for this problem
are confined only to the RVE surface. Thus, the VMDGs method’s balance of accuracy, number
of iteration, and reduced implementation cost merit its use for periodic RVE modeling. Overall,
these results are consistent with our previous study [51].
3-D microstructure containing 100 grains
The final numerical tests evaluate the performance of the VMDG method for enforcing
PBC on complex 3-D RVE models. Most existing studies have employed synthetic block-shaped
3-D RVE for multiscale modeling due to their ease for enforcing PBC. However, the truly/selfperiodic 3-D RVE model is an instantiation of a synthetic polycrystalline microstructure that is
free from artificial slices through grains. Though it is more difficult to enforce PBC on a truly
periodic model such as Figure 4.17, the benefits of using such models, for example to represent
grain boundary sliding, can be appealing [43].
A 3-D truly periodic 100-grain microstructure in Figure 4.17 (a) is generated using Neper
3.1.0. The discretized model contains 36172 linear tetrahedral elements and 8324 nodes. We show
that the 1 mm3 RVE volume is part of a larger periodic microstructure in Figure 4.17 (b) by
translation. The VMDG method is first compared with the classical LM method for nodal
constraints described in our previous study [43]. This is followed by another study to examine the
robustness of the VMDG method by modeling transversely isotropic materials in 3-D RVE.
Verification against LM nodal constraint method
The 3-D microstructure RVE in Figure 4.17 is modelled with uniform isotropic elastic
properties E = 100 GPa and υ = 0.25 in all grains to verify that both the VMDG and LM methods
produce constant stress by consistent enforcement of the periodicity of the microstructure.A
combination of tension and shear are applied as the macroscale strain εM according to (4.60).
Both methods produced a constant tensile stress

σ xx of 1200 MPa and maximum displacement

of 0.01mm , and the displacement contours of the two methods in Figure 4.18 are essentially
identical. As further quantification, we evaluated the surface integral
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(a)

(b)

Figure 4.14. Solution fields on deformed configuration: (a) tensile stress
displacement

uy

σ yy

(MPa); (b)

(mm)
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(a)

(b)

Figure 4.15. Larger RVE instantiation: (a) consisting of six repeating grains; (b) displacement
u y contour

plot on deformed configuration ×5
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Figure 4.16. Number of Newton-Raphson iterations for each method at 25% and 75% load
level
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Table 4.5: Computed average stress PM from VMDG method family
Methods

Average stress (GPa)

VMDG

 55.361 0.3789 
0.5750 69.422 



VMDGs

 55.361 0.3789 
0.5750 69.422 



IVMDG

55.709 0.385 
0.5767 69.682 



IVMDGs

55.709 0.385 
0.5767 69.682 



RVMDG

55.599 0.3636 
0.5516 69.498



RVMDGs

55.599 0.3636 
0.5516 69.498
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of the periodic constraint  u − εM  x  from (4.52) for the VMDG method. Despite the weak
2

enforcement, this integral (evaluated over half of the total surface area 8.1436 mm of the RVE in
Figure 4.17 (a)) is a zero value up to machine precision. These results demonstrate essential
agreement between the strong and weak enforcement of the PBC for this complex RVE problem.
Recall that the VMDG method has favorable attributes versus the LM method; namely, the
VMDG symmetric stiffness matrix has all positive diagonal entries as opposed to the zeros in the
extra rows of the LM constraint equations which can only be avoided by direct condensation
during assembly, an added implementational hurdle.

0.01 0.01 0 
εM =  0
0 0 
 0
0 0 

(4.60)

Ti-6Al alloy with transversely isotropic properties
The robustness of the VMDG method is examined herein by modeling a 100-grain
microstructure representing a single phase

α − Ti-6Al alloy. The transversely isotropic elasticity

parameters C ij associated to hexagonal close packed

α − phase titanium at room temperature

C=
C=
68GPa, C33 = 163GPa,
are taken from [61, 62] as C=
11
22 136GPa, C12 = 78GPa, C=
13
23
C44 = 29GPa, C=
C=
40GPa and all other C ij ' s = 0 . Two orientation distribution functions
55
66
(ODF), a weak (random) ODF and a strong (fiber) ODF, were generated using MTEX [63] to
represent the probability of finding a given lattice orientation within a reference volume.Two
statistical samples of 100 orientations were taken from each ODF to provide four instantiations
of Ti-6Al texture that are characterized using the pole figures in Figure 4.19. The Kocks Euler
angles from each orientation are then used to transform the transversely isotropic stiffness tensor
in the lattice coordinate frame into the global coordinate frame, and that transformed stiffness
tensor is assigned to all finite elements of the grain with the associated orientation. Subsequently,
the macro and micro scale mechanical response of these RVEs is examined for the two downsamplings of the two different ODF. The four RVEs are subjected to the same imposed strain
defined in (4.60), and the computed local tensile stress fields are plotted in Figure 4.20.
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(a)

(b)

Figure 4.17. 3-D RVE containing a truly periodic 100-grain microstructure: (a) smaller RVE;
(b) larger RVE

(a)

(b)

Figure 4.18. Displacement u x (mm) on deformed configuration: (a) VMDG method; (b)
Lagrange multiplier method
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Gradients in stress are now present within many of the grains as compared to the uniform
stress in the previous section. In general, the local stress in each grain is a function of its
transformed stiffness tensor as well as the stresses in its surrounding grains. The maximum local
tensile stress

σ xx in each texture respectively is 150.3 MPa, 186 MPa, 142.8 MPa, and 148.6

MPa and the minimum local tensile stress

σ xx in each texture is 87.2 MPa, 64 MPa, 125.2 MPa,

and 123.8 MPa. The differing positions of these maximum and minimum values within the
microstructure may be connected with the difference in misorientation across the grain
boundaries. Since the misorientation between grains is generally larger in the weak texture than
the strong texture case, higher stress concentrations are expected and indeed occur in the weak
texture models. Note that the behavior herein is elastic; response due to crystal plasticity may not
follow this trend.The macroscopic Cauchy stress tensor σ M is listed for all four textures in Table
4.6.
In contrast to the local stress variations, the volume average stresses are fairly close for
the two discrete textures from the same ODF, with a relative difference in the

σ xx component of

less than 0.7%. This behavior is expected since the homogenized stiffness for RVE of
polycrystalline elastic materials having the same ODF converges rather quickly with higher
number of grains [2, 64, 65], though this convergence typically requires more than 100 grains.
However, the homogenized stress from the strong texture cases is noticeably different from the
weak texture cases in Table 4.6 large enough to be attributed to the difference in the underlying
ODF. Indeed, the slightly larger

σ xx stress for the strong texture case may be associated with the

alignment of most grains’ [0001] axis with the loading x-direction as opposed to the less stiff
response of the weak texture case. Additionally, the surface integral of the displacement periodic
constraint (4.52) is reported in the third column of Table 4.6 for each RVE; note as before that a
zero value of the integral means that the error in the PBC is zero. Similar textures produced
periodic constraint values that are close to each other. Though these values are all small relative
2

to the 8.1436 mm surface area, the lower value in the strong texture case may be attributed to the
expected higher accuracy of the solution with lesser stress gradients compared to
140

Texture 1

Texture 2

Texture 3

Figure 4.19. Pole figures for instantiated random and fiber textures of

Texture 4

α − Ti-6Al alloy
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the weak texture cases. Hence, for this problem with mismatched elastic properties across grain
boundaries and others with large applied strain and nonconforming meshes, the VMDG provides
accurate weak enforcement of the PBC such that it can reliably provide the homogenized
mechanical response and capture interesting features of microscale problems.

Conclusion
This chapter derives a stabilized DG method from an underlying LM formulation of a
periodic microscale boundary value problem by relying on variational multiscale (VMS) ideas.
While existing methods for periodic constraints of multiscale problems typically only permit the
macro-strain to drive the microscale problem, the rigorous derivation of the VMDG method
provides a framework to accommodate either the macro-stress or macro-strain to drive the RVE
response. The novelty of the method essentially derives from the idea of imposing the product of
the macro- strain times the domain diameter as a non-zero displacement jump within the DG
terms on the RVE surfaces. The method does not require solving for additional unknown fields
as in mortar-type methods and does not encounter stability concerns that can arise when selecting
the function space of the Lagrange multiplier field [18-20]. The method is suited toward enforcing
PBC on periodic or non-periodic meshes by partitioning the elements along the boundary surface
and representing the fine-scale displacement with bubble functions on sectors. Instead of focusing
on only small or finite deformations, the VMDG method is developed in the finite deformation
and subsequently specialized to small deformation of RVEs. Several algorithmic modifications
of the method are proposed to provide tradeoffs between variational consistency, algorithmic
consistency, adjoint consistency and tangent symmetry.
Several numerical tests confirm the features of the VMDG method. Convergence rate studies on
a rectangular composite block evaluate the displacement error inthe L2 and H1 semi norm using
different element types. While the linear elements converge optimally, the quadratic elements
exhibit suboptimal convergence due to the sharp corners of the inclusions. Next, an RVE with
circular voids is loaded by a finite shear strain to compare the performance of the VMDG method
for periodic and non-periodic meshes. The resultant macroscale shear stress is found to match
closely with values obtained from a reference mortar method for PBC and to not depend on the
conformity of the boundary mesh. The consistent linearization of the VMDG method was
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(a)

(b)

(c)

(d)

Figure 4.20. Tensile stress

σ xx (MPa) on the deformed configuration: (a) texture 1; (b) texture
2; (c) texture 3; (d) texture 4
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Table 4.6: Volume average stress computed for the titanium textures
Average stress (MPa)

Periodic constraint

Texture 1

120.1307 30.6514 0.2487 
 30.6514 58.5810 0.2088 


 0.2487
0.2088 60.6220 

2.13334×10-7 mm3

Texture 2

119.3662 30.5088 0.3757 
 30.5088 60.0456 0.5832 


 0.3757
0.5832 59.9275

2.02474×10-7 mm3

Texture 3

136.1784 33.1791 0.4446 
 33.1791 56.7330 0.3572 


 0.4446
0.3572 56.8308

5.99651×10-8 mm3

Texture 4

135.2728 33.2870 0.0636 
 33.2870 56.8135 0.0235 


 0.0636
0.0235 56.7669 

6.56123×10-8 mm3
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also verified numerically. Both the rectangular inclusion and circular void problems exhibit
convergence of the macroscale stress versus strain response with mesh refinement. The third
numerical problem uses a polycrystalline 2-D microstructure to probe the accuracy and
computational cost of various members of the VMDG algorithmic family. All variants of the
family captured the PBC correctly and produced very similar average stress results. The changes
in computational cost (time and memory) arise due to dropping certain boundary terms in the
residual vector or tangent matrix. One attractive balance is struck by the VMDGs method which
avoids evaluating the sixth order curvature tensor of material moduli, while the IVMDG method
possesses the fewest terms and a non-symmetric tangent matrix. Lastly, the VMDG method is
used to model a complex 3-dimensional self-periodic RVE containing first isotropic and then
anisotropic materials. The former case with uniform material properties confirms that the weakly
enforced PBC through the VMDG method produced the same stress and displacement results as
the strongly enforced PBC by the LM method. The latter case models consisting of samples of
weak and strong textures of a single phase

α − Ti-6Al alloy within a 100-grain microstructure

showed that all textures produced very small errors in the periodic constraint although the error
values differed between textures by about a factor of three. The computed volume average stresses
under combined tension and shear strain exhibit only 0.7% relative difference between each
instantiation, which is reasonable for RVE with a small number of grains. Local stress gradients
and periodic surface constraints are well-resolved by the VMDG method.
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Appendix. Consistent Linearization
The consistent linearization of the stabilized formulation is performed herein to produce the
tangent matrix required to solve the nonlinear microscale behavior using the Newton-Raphson
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algorithm. We summarize the linearized form of the interface flux, jumps and material acoustic
tensor in (4.61)–(4.64). The reader is encouraged to refer to [40] for details regarding the
linearization of the interface terms and [56] for bulk terms.

 ∆u

+
−
Dφ ( + ) φ  ⋅ ∆u( ) + Dφ ( −) φ  ⋅ ∆u( ) =

(4.61)

{( A :GRAD ∆u ) ⋅ N }

−
Dφ ( + ) { P ⋅ N } ⋅ ∆u( + ) + Dφ ( −) { P ⋅ =
N } ⋅ ∆u( )

(4.62)

Dφ (α )=
[ A ] ⋅ ∆u(α ) Ξ(α ) :GRAD ∆u(α )

(4.63)

D FM  FM  X  ⋅ ∆εM = ∆εM  X 

(4.64)

For brevity, we show the key steps involved in the linearization procedure for deriving the
tangent stiffness associated with the interface terms. We then present for the first time the tangent
stiffness associated with the periodic domain boundaries. The integrals will be evaluated by
numerical quadrature segment-wise over the union

γ
s

s

= Γ+ .

The first contribution is obtained by linearizing the residual R ( ηo ; φ ) using the directional
derivative Dφ :
u; φ ) Dφ (α )  R ( ηo , φ )  ⋅ ∆u(α )
=
K ηo ;φ K ( ηo , ∆=
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∫γ η  ⋅ τ ⋅ ( Dφ φ  ⋅ ∆u + Dφ φ  ⋅ ∆u ) dA
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−
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(4.65)

( −)

(+)

{( GRAD η : A ) ⋅ N } ⋅ ( Dφ φ  ⋅ ∆u( ) + Dφ φ  ⋅ ∆u( ) ) dA
+

{( GRAD η :( D
o

φ (+)

−

( −)

(+)

o

[ A ] ⋅ ∆u( + ) + Dφ ( ) [ A ] ⋅ ∆u( −) )
−

) ⋅ N } ⋅ (φ  − F

M

 X ) dA

The substitution of the linearized forms into (4.65) yields the final linearized tangent stiffness

K ηo ;φ for the interface:
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K
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ηo ;φ

η  ⋅ τ ⋅ ∆u dA
∫
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− ∫ ηo  ⋅ {( A :GRAD ∆u ) ⋅ N } dA − ∫ {( GRAD ηo : A ) ⋅ N } ⋅  ∆u dA
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K2

K3

− ∫ {( GRAD ηo :Ξ:GRAD ∆u ) ⋅ N } ⋅ (φ  − FM  X ) dA
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(4.66)

K4

where the curvature tensor Ξ ( F ) is a sixth-order tensor of material moduli defined as:

∂ 3W
Ξ( F ) =
∂F ∂F ∂F

(4.67)

Additionally, the tangent stiffness K ηo ; FM is obtained by linearizing the residual R ( ηo ; FM ) using
the directional derivative D FM :

FM ) D F  R ( ηo ; FM )  ⋅ ∆εM
K=
K ( ηo , ∆εM ;=
ηo ; FM
M

∫γ η  ⋅ τ ⋅ ( D − F  X  ⋅ ∆ε ) dA
− ∫ {( GRAD η : A ) ⋅ N } ⋅ ( D  − F  X  ⋅ ∆ε
γ

=

o

s

FM

s

o

M

FM

s

(4.68)

M

M

M

) dA

The substitution of the linearization (4.64) into (4.68) yields the final linearized tangent stiffness

K ηo ;FM in (4.69).
K ηo ;FM = − ∫ ηo  ⋅ τ s ⋅ ∆εM  X  dA + ∫ {( GRAD ηo : A ) ⋅ N } ⋅ ∆εM  X  dA
γs
γs


 
K1

K3

(4.69)

The tangent stiffness K κ ;φ is obtained by linearizing the residual R ( κ ; φ ) using the directional
derivative Dφ :
α
=
K
K ( κ , ∆u=
; φ ) Dφ (α )  R ( κ ; φ )  ⋅ ∆u( )
κ ;φ

(

)

+
−
= − ∫ κ  X  ⋅ τ s ⋅ Dφ ( + ) φ  ⋅ ∆u( ) + Dφ ( −) φ  ⋅ ∆u( ) dA
γs

(

)

+
−
+ ∫ κ  X  ⋅ Dφ ( + ) { P ⋅ N } ⋅ ∆u( ) + Dφ ( −) { P ⋅ N } ⋅ ∆u( ) dA
γs

(4.70)

The substitution of the linearized forms into (4.70) yields:
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K κ ;φ =− ∫ κ  X  ⋅ τ s ⋅  ∆u dA + ∫ κ  X  ⋅ {( A :GRAD ∆u ) ⋅ N } dA
γs
γs




K1

(4.71)

K2

The tangent stiffness K κ ;FM is obtained by linearizing the residual R ( κ ; FM ) using the directional
derivative D FM :

K=
K ( κ , ∆εM ; F
=
D F  R ( κ ; FM )  ⋅ ∆εM
κ ; FM
M)
M

κ ⋅ τ s ⋅ ( DF
γ

= −∫

M

s

(4.72)

)

 − FM  X  ⋅ ∆εM dA

The substitution of the linearization (4.69) into (4.72) yields the final tangent stiffness:
=
K κ ;FM

⋅ ∆εM  X  dA
∫γ s κ  X  ⋅ τ s



(4.73)

K1

Notice that the tangent stiffness is symmetric with respect to its arguments because K ηo ;φ ( ηo , ∆u ) =

K ηo ;φ ( ∆u, ηo ) , K ηo ;FM ( ηo , ∆εM ) =
K κ ;φ ( ∆εM , ηo ) , and K κ ;FM ( κ , ∆εM ) =
K κ ;FM ( ∆εM , κ ) , which is
expected due to the existence of the potential functional (4.23).
The VMDG formulation can be straightforwardly implemented into standard pure-displacement
finite element codes by discretizing the four linearized forms with shape functions, converting to
matrix form, grouping the ( + ) terms together and the ( − ) terms together, and carefully arranging
the resulting sub-matrices into a total element stiffness matrix (4.74).
K ηo ;φ ( ηoh , ∆u h ) + K ηo ;FM ( ηoh , ∆εMh ) + K κ ;φ ( κ h , ∆u h ) + K κ ;FM ( κ h , ∆εMh ) =
WT KU

K η++o ;φ

=
K K η−+o ;φ
 *+
 K κ ;φ

K η+−o ;φ
K η−−o ;φ
K *κ−;φ

K η+o*;FM 

−*
K=
ηo ; FM  , W

K **κ ;FM 

The further decomposition of K into

w + 
 −
w , U
=
 κ* 
 

( +) , ( −)

and

u + 
 −
u 
 ε* 
 

(4.74)
(4.75)

( ∗) components

is analogous to the

decomposed interface stiffness matrix for the discontinuous Galerkin method presented in [39].
Taking for example the linear quadrilateral element mentioned in Section 3.3, the vector u +
+

contains the x and y degrees of freedom for the four nodes of the element Ωe containing the sector

ωs+ adjacent to γ s , vector

u − contains the eight degrees of freedom from element

Ωe− , and ε
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contains the x and y degrees of freedom for the two “macro” nodes of the RVE.
Notice that the all derivations herein are done in the reference configuration. Similar to [40], this
method could be easily implemented in the current configuration. The reader is referred to the
appendix of [40] for details.
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5. CHAPTER V
Primal Interface Debonding Formulation for Finite Strain
Isotropic Plasticity

154

Abstract
A framework is developed for modeling ductile damage of nonlinear materials whose plastic
deformation is characterized using rate independent classical plasticity. This method relies on the
assumption that the free energy could be decomposed to elastic, plastic and damage parts. A
thermodynamically consistent method is derived which satisfies second law of thermodynamics in
the Clausius-Duhem inequality form. The dissipation associated with plasticity takes place in the
domain only while damage dissipation is localized to the interface. The local nonlinear problem to
calculate both plastic deformation gradient and damage variable follows an incremental approach
similar to classical plasticity return mapping algorithm. This elastoplastic damage formulation is
developed for material undergoing finite strain and it naturally accommodates a right angle
trapezoidal TSL whose shape could be varied to model either ductile interface behavior or brittle
interface behavior by tuning a single parameter. Patch tests were done using a block containing 8
elements separated by an interface.

Introduction
The results from tensile testing experiment show that metals lose their load carrying
capacities and undergo ductile fracture during tensile loading. Experimental techniques to quantify
damage parameters for materials undergoing elasto-plastic damage behavior are not trivial. With the
computational tools playing an ever-increasing role in the study of mechanics of materials,
computational models are now developed to capture and quantify elastoplastic damage processes in
engineering materials. At present, there is no general agreement among researchers as to whether
damage should be modeled as localized or diffused cracks in a ductile material.
A path independent contour J-integral method was first presented by Rice [1, 2] for analysis
of cracks in nonlinear materials where an elastic plastic deformation is idealized as nonlinear elastic.
The J contour integral method enjoyed early acceptance for use as fracture criterion for crack tip
conditions in elasto-plastic materials [3], but the method is known to break down when there is a
combination of significant plasticity and crack growth. Also, this method could only be applied to
model preexisting cracks. These limitations have also been found in approaches employing crack tip
opening displacement (CTOD) as a fracture criterion. These methods could be categorized under the
global approach which assumes that fracture can be described by a single parameter [4, 5].
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The continuum damage mechanics method is considered to belong to a group of
phenomenological approach and relies on the continuous description of damage where a scalar or
tensorial damage variable is related to the material characteristics properties. These methods are
based on the early developments of Kachanov and Lemaitre [6, 7]. Recently, this method is being
posed as a consistent thermodynamic framework that guarantees that dissipation is always positive
[8].
A group of methods categorized under the local approach were developed to provide a
detailed and physically based description of damage phenomena in the rupture process zone. The
Gurson or Gurson-Tvergaard-Needleman (GTN) model and the cohesive zone method fall into this
category [4]. The Gurson model provides description of ductile damage using crack nucleation,
growth and coalescence as the three consecutive processes that occur during material damage. The
inaccuracies in the representation of fracture and void growth predicted by the earlier Gurson model
led to the improvement of the yield surface expression for Gurson model to arrive the GTN model
that is free from these limitations [9]. See [4, 5] for reviews of current extensions of the method.
Though the Gurson model were derived from rigorous micromechanical analyses, thermodynamic
framework which guarantees that the dissipation is always positive is only possible when the void
nucleation is absent [10].
The cohesive zone model accounts for the processes occurring within the fracture processes
zone through the traction separation law (TSL), and attempts have been made to classify the damage
mechanisms and processes in the fracture zone based on forward and wake regions of the TSL [1113]. Several TSL shapes exist in the literature, and it has been recently argued that the TSL shapes
affects the prediction of ductile fracture behavior [13-15]. The intrinsic CZM type is known to have
stability issues due to artificial compliance of the interface [16, 17]. This artificial compliance is
associated with the large elastic penalty coefficient assigned to the traction-separation curve to
approximate a perfect interface bond below the crack initiation threshold traction. Setting large
values to the coefficient leads to large eigenvalues in the global stiffness [18]. The artificial
compliance could be eradicated by using extrinsic CZM. Unfortunately, the extrinsic CZ approach
requires data structures that permits mesh adaptivity to insert these elements [18].
The Discontinuous Galerkin formulation overcomes both problems associated to CZM by
weakly enforcing continuities of primal fields and representing TSL using a relation instead of a
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function [19]. The Discontinuous Galerkin method has been used to enforce continuities for
nonlinear materials with large deformations [20, 21], plasticity [22], microscale modeling [23] and
damage [19, 24, 25]. To the best knowledge of the authors, this chapter present for the first time, the
development of discontinuous Galerkin method for modeling ductile damage. It employs the use of
right trapezoidal TSL which has not been used previously to account for processes occurring in the
fracture processes zone.
In the next section, we discuss the variational characterization of elasto-plastic-damage
response and evaluation of the stability tensor. We derived the weak form from free energy
functional and the dissipation functionals in Section 3. The specialization of the elastoplastic
integration algorithm for Hencky Hyperelastic material is described in Section 4. Section 5
highlights the mathematical differences between the recently developed return mapping algorithm
of the right trapezoidal TSL and a triangular TSL developed in our previous paper [25]. The
linearization of the weak form is presented. In Section 6, we performed patch test using a 3
dimensional block that is divided into two regions. Finally, conclusions are drawn in Section 6.
Variational Characterization of Elasto-plastic damage Response
We begin our developments by treating the case of an evolving interface gaps at the interface

Γ I embedded within an elasto-plastically deforming body

Ω ⊂  nsd undergoing finite deformation.

The domain Ω is divided into two regions Ω(α ) by the interface Γ I as shown in Figure 5.1 where
α

(α )
=1,2. The two bodies deform according to the motion φ ( X ,t ) that maps the reference

(α )
configuration to the current configuration x = φ ( X ,t ) . We allow the deformations

φ (α ) to be

distinct along the interface Γ I to accommodate the existence of the interface gap or debonding ζ .

F
= Fe ⋅Fp

with det F e > 0, det F p > 0

ψ ( F e , F p , α p , α d=
) W ( F e , F p ) + ψ p (αp ) + ψ d (αd

(5.1)

)

(5.2)

Let F ( X , t ) = GRAD x be the deformation gradient that has a multiplicative decomposition into
an elastic part F e and plastic part F p of the type in (5.1). The first Piola-Kirchhoff stress tensor
2
denoted by P ( F , F p ) = ∂ FW and the acoustic tensor A = ∂ FF W are obtained from an associated
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strain energy density function W . Typically, as it is done in elastoplastic damage theories [26-29],
the free energy could be additively decomposed to elastic W ( F e , F p ) , plastic ψ p ( α p

) and damage

ψ d ( Q ) parts as in (5.2) wherein α p is the amount of is the amount of strain-like plastic flow called
internal plastic hardening variable in the domain while α d is the damage hardening/softening
parameter at the interface.
The framework of rational thermodynamics is adopted as in [30, 31] where for an isothermal
condition, the Clausius-Duhem dissipation inequality at the domains can be written in terms of the
Mandrel stress [32-36] or first Piola-Kirchoff stress tensor [36-39]. Herein, we follow the later
approach and express the plastic dissipation according to (5.3).
p
=
F p : ∂ F e W ( F , F p ) − Q p ⋅ ∂ Q p ψ p ( Q p ) ≥ 0


in

Ω (α ) , =
α 1, 2

(5.3)

We limit the discussion of this method to dissipative processes governed by associative flow rule
where the domain’s plastic and the interface’s damage flows are determined from the yield functions.
The deformation gradient and plastic hardening are constrained to lie in the closure of elastic
domain., and the admissible space for the yield function f p ( ∂ F e W , Q p ) is defined as the yield

{(

)

) }

(

p
p
m
p
p
surface  :=∂ F eW , Q ∈ (  2 ) ×  | f ∂ F e W , Q ≤ 0 . Similar to [25], the dissipation
3

inequality at the interface could be expressed as (5.4) with yield condition f (T , Q ) that is associated
d
with yield surface  :=

{(T , Q ) ∈ (  ) × 
3

2

 d =: ζ ⋅ T − Q d ⋅ ∂ Qd ψ d ( Q d ) ≥ 0

m

}

| f d (T , Q ) ≤ 0 .

on Γ I

(5.4)

The  p and  d are the Lagrangian functional associated with plastic and damage dissipation. In
(5.4), the interface flux T is defined similar to [25]=
as T

{P ( F

e

}

, F p ) N + τs

(φ  − ζ ) . Notice

in the above equations, we followed the approach that is consistent with [25, 36] where the work
p

conjugate Q , Q

d

of α p and α d are used to define the energy dissipation of both the plastic and

damage processes. Therefore, by Legendre transformation, we express the damage dissipation
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Figure 5.1. The multiplicative decomposition of deformation gradient in domain Ω divided into
two regions Ω(α ) by the interface Γ I
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function as ψ d = 1 Q d D −1Q d where D −1 = ∂ Q2 dQd ψ d is the hardening/softening tangent compliance
2

tensor. The dissipation at the interface in (5.4) could then be expressed as (5.5)

{

}

 d :=ζ ⋅  P ( F e , F p ) N + τ s


where =


{(⋅) ⋅ N=}

()

(2)

− ()

(1)

(φ  − ζ ) − Q

d

⋅ D −1Q d ≥ 0

(5.5)

is the jump operator defined for vector-valued fields on interface Γ I , the

δs(1) ( ⋅) ⋅ N (1) + δs(2) ( ⋅) ⋅ N (2)

δs(α ) =
τ s ⋅ τ s(α ) , τ s =
( τ s(1) + τ s(2) )

−1

is

weighted

average

flux

operator

and

the

(α )
is the flux weight. The stability or penalty tensor τ s could be

expressed as:
τ s(α ) =  meas ( γ s ) 

−1

(∫

γs

bs(α ) dA

) τ
2

(

(α )
s

τ s(α ) =  ∫ (α ) GRAD bs(α ) : A (α ) Fn(+α1) , ( Fnp+1 )
 ωs

(α )

)

: GRAD bs(α ) dV 


(5.6)

−1

(5.7)

Perhaps the most attractive feature of variational multiscale discontinuous Galerkin (VMDG) as
(α )

described in our previous works [40, 41], is that the stability parameter τ s

is a non-arbitrary value,

requiring no calibration. This parameter while ensuring the stability of the method also accounts for
variation of the material properties and the element shapes adjacent to the interface. The derivation
(α )

that led to the analytical solution of τ s

in (5.6) and (5.7) relies on variational multiscale ideas

where the displacement field is decomposed into coarse and fine scales. The analytical solution of
the fine scales is substituted to the coarse scale problem to provide stabilizing effect to the
formulation. Herein, we follow additional steps as in [42] for accommodating history dependent
plastic material response by treating fine scales as small perturbations about the current coarse scale
deformation.
In our previous work [41, 42] VMDG is developed for conformed and non-conformed
meshes adjoining the interface. The layer of elements at the interface are partitioned into conforming
sectors

(α )

ωs

sharing segments

γ s along the interface. The description of the mesh and steps for its
(α )

generation are described in [43-45]. In (5.6) and (5.7) , the bs

and bs(α ) = ∑ nsd
b (α ) e j are edge
j =1 s

bubble functions and vector-valued edge bubble functions evaluated on each opposite sectors

(α )

ωs

that
160

shares the same segment

γ s of the interface.

Remark: Notice that the stability tensor depends on the acoustic tensor which introduces the effect
of evolving geometric and material nonlinearity properties of the adjacent elements into evolution
(α )

of τ s . The geometric term could affect the stability of the method when the plastic strain is large.
Herein we the preserve geometric term obtained at earlier elastic deformation state and employ it
(α )

in the definition of the acoustic tensor used for evaluation of τ s

for all timesteps. Such

approximations are known to ensure positive definiteness of the stability tensor.

Weak Form and Euler-Lagrange Equations

ξ can be obtained by evaluating the integral of the

The total dissipation up to the time

combination of the dissipation functionals and yield functions associated with plastic and damage
processes.

=
tp
=
td

∑
∫ ∫ {ξ − γ ξ f ( ∂
α
2

t

=1

p

p

α
0 Ω( )

∫ ∫ {ξ
t

d

0 ΓI

Fe

}

W , Qξp ) dV dξ

}

− γ ξ f d Tξ , Qξd  dA d ξ

(5.8)
(5.9)

The history of the state variables at the interface over the interval [ 0, tn ] is assumed to be known.
d
p
α
The unknown variables φn(+1) , χ np+1 , χ nd+1 along with the yield functions f n +1 , f n +1 at time tn +1 at the

domain and interface are sought for in (5.10) - (5.13)
=
χ np+1 :

{F

(α )
n +1

, Fnp+(1α ) , ∆γ p }

p
f=
f p ∂ F e Wn +1 , Qnp+1 
n +1 :

χ nd+1 := {ζ n +1 , Qnd+1 }
=
f nd+1 : f d Tn +1 , Qnd+1 , ∆γ d 

(5.10)
(5.11)
(5.12)
(5.13)

A plastic dissipation functional at time t n +1= t n + ∆t where ∆t > 0 is evaluated by backward Euler
algorithm while exempting the flow rule to be evaluated by the backward exponential integrator.
The discrete plastic and damage functionals are obtained according to (5.14) and (5.15).
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p
n +1



d
n +1

(

∂ e Wn(+α1) :  Fn(+α1) , exp  ∆γ p ∂ P f np+1  Fnp (α )  


 F


φn +1 , φn +1 , χ =:  + ∑ ∫ (α ) 
 dV
Ω
p
p
d
p
p
α =1
−∆γ f n +1 − ∂ Qd ψ ( Qn +1 − Qn )





(

(1)

( 2)

)

p
n +1

2

p
n

( ζ n +1 − ζ n ) ⋅ Tn +1 − ∆γ d f nd+1 
φn +1 , φn +1 , χ =:  + ∫  d
dA
−1
d
d
ΓI
+Q
D
Q
Q
⋅
⋅
−
)
(
n +1
n +1 

 n +1
(1)

( 2)

d
n +1

)

d
n

(5.14)

(5.15)

where γ (⋅) , ∆γ (⋅) :=γ (⋅) ∆t are the consistency and incremental consistency parameters. A discrete
functional for elastoplastic damage ψˆ n (φn(1+)1 , φn(+21) , χ np+1 , χ nd+1 ) could be obtained as the sum of the free
d
energy ψˆ n +1 (φn(1+)1 , φn(+21) , χ nd+1 , χ nd+1 ) at tn +1 and incremental dissipation at ∆n+1 in [tn , tn +1 ] . The

stationary conditions of the time discretized functional governing elastoplastic damage could be
obtained by taking the variational derivative of ψˆ n (φn(1+)1 , φn(+21) , χ np+1 , χ nd+1 ) resulting in the weak form
of (5.16) - (5.20) for the bulk domains and (5.21)-(5.24) for the interface.

(

) ∑∫

δ ψˆ n φn(+α1) , χ n +1 , η0
=

(

(α )

δ ψˆ n φn +1 , χ

p
n +1

2

α
Ω( )

α =1

α
α
α
(α )
(α )

Fn(+α1) , Fnp+(1α ) ) − η0( ) ⋅ ρ0( ) B ( )  dV 0
GRAD η0 : Pn +1 (=

  − Pn(+α1) + ∂ eWn(+α1) 



F
 dV= 0
, ξ = ∑ ∫ (α ) ξ : 
Ω
 + A (α ) :  F p (α ) − exp  ∆γ p ∂ f p  F p (α )  
α =1
n +1  n +1
P n +1  n




)

2

(

) ∑ ∫ (ξ

(

) ∑∫

(

=
) ∑
∫ λ f dV

=
δ ψˆ n φn(+α1) , χ np+1 , ξ p

α)
p
p
δ ψˆ n φn(=
+1 , χ n + 1 , p

(α )
p
p
δ ψˆ=
n φn +1 , χ n + 1 , λ

(

2

2

α
Ω( )

α =1

)

p
: A (nα+)1 :  Fnp+1(α ) − exp  ∆γ=
∂ P f np+1  Fnp (α )  dV 0

p
( α p − α p ) + ∆γ p ∂ p f p =
0
n
n + 1 ⋅ ( − p ) dV
Q
 n +1


2

p

α =1

) ∫

δ ψˆ n φn(+α1) , χ nd=
+1 , η0

p

α
Ω( )

α =1

Γint

α
Ω( )

p
n +1

{ P ⋅ N }n +1 + τ s

{(

0

(φ  − ζ ) − ∆γ
n +1

d

n

τ s ∂T f nd+1  ⋅ η0  dA

) }

(φn +1  − ζ n ) − ∆γ d ∂T f nd+1  ⋅ GRAD ηo : A n +1 ( Fn +1 , Fnp+1 ) ⋅ N dA = 0
Γint 

+∫

(

) ∫ (ζ

d
δ ψˆ n φn(+α1) , χ=
n +1 , β

Γint

n +1

− ζ n − ∆γ d ∂T f nd+1 ) ⋅ ( −=
r β ) dA 0

(5.16)
(5.17)
(5.18)
(5.19)
(5.20)
(5.21)
(5.22)
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(

) ∫ D ⋅ (Q − Q ) + ∆γ ∂
( )
δ ψˆ (φ=
, χ , λ ) ∫=
λ f dA 0

d
δ ψˆ n φn(+α1) , χ nd=
+1 , p

n

α
n +1

d
n +1

−1

d
n +1

Γint

d

d

Γint

d
n

d

Qd

d
f nd+1  ⋅ ( − p=
) dA 0


d
n +1

(5.23)
(5.24)

The equivalent Euler Lagrangian equations of the weak form describing the equilibrium in the
domain, the stress equation, the flow rule in the bulk domain, plastic hardening and Kuhn-Tucker
consistency condition for plastic hardening are presented in (5.25)-(5.29). The equations (5.30)(5.34)
are the interface traction equilibrium, interface gap constraint equation, interface damage flow rule,
interface softening and Kuhn-Tucker consistency condition for damage/softening.

(

)

(α )
0
DIV Pn(+α1) Fn(+α1) , Fnp+1(α ) + ρ o(α ) B=

in

Pn(+α1) = ∂ F eWn(+α1)

(5.27)

αnp+=
αnp + ∆γ p ∂ Q p f np+1
1

∆γ p ≥ 0,

f np+1∆γ p =
0

(2)
P (1) ⋅ N (1) + P (2) ⋅ N=
0

on Γ I

d
d


φ n +1  − ( ζ n + ∆γ ∂T f n +1 ) = 0

(5.29)
(5.30)
(5.32)

Qnd+1 = Qnd + D∆γ d ∂ Qd f nd+1

∆γ d ≥ 0,

(5.28)

(5.31)

ζ n +=1 ζ n + ∆γ d ∂T f nd+1

f nd+1 ≤ 0,

(5.25)
(5.26)

)
exp  ∆γ p ∂ P f np+1  Fn(α )
Fn(+α1=

f np+1 ≤ 0,

Ω (α ) , =
α 1, 2

f nd+1∆γ d =
0

(5.33)
(5.34)

Equation (5.16) and (5.21) are combined to give the variational Discontinuous Galerkin weak form
(2)
(1)
of for an elastoplastic damage which could be stated as follows: Find {φn(1)
×  (2) × χζ
+1 ,φn +1 , ζ n +1} ∈ 

such that for all {ηo(1) , ηo(2) } ∈  (1) ×  (2) :
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R ( ηo(α ) , φ (α ) )
2

−∑ ∫
α =1

Ω(α )

2

∑
∫
α
=1

Ω(α )

(

)

GRAD ηo(α ) : Pn(+α1) Fn(+α1) , exp  ∆γ p ∂ P f np+1  Fnp (α )  dV





 ηo(α ) ⋅ ρ o(α ) B (α )  dV

{ (

) }

+ ∫  P Fn +1 , exp  ∆γ p ∂ P f np+1  Fnp ⋅ N  ⋅ ηo  d A
ΓI 

+ ∫  τ s φn +1  − ζ n − ∆γ d τ s ∂T f nd+1  ⋅ ηo  d A
ΓI 


(

)

{(

(5.35)

(

+ ∫ (φn +1  − ζ n ) − ∆γ d ∂T f nd+1  ⋅ GRAD ηo : A Fn +1 , exp  ∆γ p ∂ P f np+1  Fnp
ΓI

) ) ⋅ N } dA

=0

The appropriate functional spaces are contained in (5.36)-(5.38)
(α )
=

α)
 (=

{φ
{

(α )

φ (α ) ∈  H 1 ( Ω (α ) ) 

nsd

ηo(α ) ηo(α ) ∈  H o1 ( Ω (α ) ) 

{

ζ = ζ ζ ∈  L2 ( Γ I ) 

nsd

nsd

(

)

, det F (α ) (φ (α ) ) > 0, φ (α )
, ηo(α )

}

= 0

Γ (α ) \ Γ I

}

= X (α )

Γ (α ) \ Γ I

}

(5.36)
(5.37)
(5.38)

Material Constitutive Model and Integration Algorithm for Elastoplasticity
The steps that lead to the elastic deformation gradient return mapping is described followed
by the specialization to Hencky model. The logarithmic or Hencky strain is a more physical strain
measure than the Green-Lagrange strain. Therefore, its remarkable properties in large deformation
problems is explored herein in the development of the integration mapping algorithm for
elastoplasticity. Suitable approximations to the plastic flow rule help simplify the stress integration
algorithm thereby allowing predictor/return mapping algorithms of the infinitesimal elastoplasticity
to be used even in finite strain range [46, 47].
Elastic deformation gradient return mapping scheme
The equivalent elastic deformation gradient update is obtained by using multiplicative split (5.1)
and plastic deformation gradient update expression in (5.27).
=
Fne+1 : F∆ Fne exp  −∆γ p ∂ P f np+1 

(5.39)
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=
F∆ : Fn +1 ( Fn

)

−1

= I + ∂ xn [ ∆u ]

(5.40)

The trial state of the elastic deformation gradient and plastic hardening variable in (5.41) and (5.42)

0 . The elastic state is accepted as the actual state
results from solving (5.39) and (5.28) with ∆γ =
p

if the ensued trial stress and plastic flow are admissible, or a return mapping equation (5.43),(5.44)
and (5.29) is solved.

Fne+1trial := F∆ Fne

(5.41)

αnp+trial
= αnp
1

(5.42)

=
Fne+1 : Fne+1trial exp  −∆γ p ∂ P f np+1 

(5.43)

=
+ ∆γ p ∂ Q p f np+1
αnp+1 αnp+trial
1

Hencky material model and plastic return mapping algorithm

(5.44)

Consider a finite strain-based extension of linear elastic law presented using Hencky
hyperelastic model having a strain energy function of W := 1 ε : C : ε . Let V e be the elastic left
2

e

stretch tensor and B be the left Cauchy-Green strain tensor, the Eulerian elastic logarithmic strain
1
tensor ε e can be expressed as=
Ve
ε e ln=
ln B e . The moduli C has the form of the infinitesimal
2

isotropic elastic tensor and the Kirchoff stress  = ∂ εeW = C : ε has a linear relationship with
logarithmic strain. The Plastic isotropy is assumed to allow the Kirchoff stress  n +1 and
∂  f np+1 (  n +1 , Qnp+1 ) to be coaxial. Under elastoplastic isotropy (zero plastic spin), V e and ∂  f n +1
p

commute. So that the simplification of (5.43) could be done to arrive at (5.45)
=
Vne+1 : Vne+1trial exp  −∆γ p ∂ P f np+1 

(5.45)

We arrive at a much simpler equation (5.46) by taking the tensor logarithm of both sides. Notice that
(5.46) is expressed in terms of logarithmic Eulerian strain tensors.
=
εne+1 εne trial − ∆γ p ∂  f np+1 (  n +1 , Qnp+1 )

(5.46)

Therefore, return mapping equation of the finite strain incremental problem (5.47) is similar to
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backward return mapping algorithms of the infinitesimal theory. The detailed return mapping
algorithm is described in Table 5.1.

=
εne+1 εne trial − ∆γ p ∂  f np+1 (  n +1 , Qnp+1 )
αnp+=
αnp + ∆γ p ∂ Q p f np+1
1

(5.47)

f np+1 (  n +1 , Qnp+1 ) = 0

We depart from the discussion of the plasticity in the domain and limit the later discussion on the
damage constitutive behavior of the interface. We extend the triangular TSL in [25] to right angle
trapezoidal TSL that is more suitable for ductile fracture. The right angle trapezoidal TSL does not
have compliance issues associated with the general isosceles trapezoidal TSL.

Interfacial Constitutive Models and Corresponding Return Mapping Algorithm
A return mapping algorithm for right-angle trapezoidal TSL in Figure 5.2(a) is developed for
modeling interfacial damage. Similar to [11-13], it is assumed that certain fracture processes could
either belong to forward region or wake region of the TSL. Let Gc be the total fracture energy
required for creating a new crack surface. The cohesive energy associated to the forward region is
known as the extrinsic cohesive fracture energy Γ ext while intrinsic fracture cohesive energy Γ int
is associated to the wake region, such that Γ  Γ
int

ext

Gc . We remark that the intrinsic and
=

extrinsic cohesive fracture energy herein has a separate meaning from those directly associated to
the intrinsic and extrinsic cohesive zone method. The reader is first referred to [25] for details of
the return mapping algorithm developed for right-angle triangular TSL in Figure 5.2(b). Here-in,
an extension of the right-angle TSL model is done by changing the hardening law particularly,
when the residual gap ζ is lesser than the transition gap constraint ζ b . Therefore, the damage
incremental consistency parameter would change from a single linearly decreasing damage
d
d
function Q = H c γ to two functions in (5.56)(a). The hardening law for all damage path is

described in (5.56)(b). Notice that the evolution rate ζ of the residual gap did not change from
previously defined in [25] so that associative damage flow rule still holds. The transition gap
constraint could serve as a tuning parameter for changing the shape of the damage TSL
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Table 5.1: Integration algorithm for elastoplasticity in Hencky material
STEP 1: Given the incremental displacement ∆u
STEP 2: Update the deformation gradient

F∆ := I + ∇ n [ ∆u] ,

Fn +1 := F∆ Fn

(5.48)

STEP 3: Compute the elastic trial state
Bne := exp  2 εne 

(5.49)

e
Bne+trial
1 := F∆ Bn ( F∆ )

T

(5.50)

1
Vne+1trial 

εne trial : ln=
=
ln  Bne+trial
1
2

(5.51)

p
αnp+trial
1 := αn

(5.52)

e
 ntrial
∂ ε e Wntrial
Qnp+trial
:=
∂ α p ψ np+trial
(αp )
1
1
+ 1 :=
+1 ( ε ) ,

(5.53)

p trial
IF f p (  ntrial
+1 , Qn +1 ) ≤ 0 ΤΗΕΝ

set ( ⋅)n +1 :=
( ⋅) n +1

trial

, and EXIT

ELSE
Plastic evolution step: Proceed to STEP 4
ENDIF
STEP 4: Return mapping with  n +1 :=
∂ ε Wn +1 , Qnp+1 :=
∂ α ψ np+1
e

solve for εn +1 , αn +1 and ∆γ
e

p

p

εne+1 − εne trial + ∆γ p ∂  f np+1 (  n +1 , Qnp+1 ) 

 0 
 p
  
p
p
p
p
αn +1 − αn − ∆γ ∂ Q p f n +1 (  n +1 , Qn +1 )  = 0 
 p
 0 
p
 f n +1 (  n +1 , Qn +1 )
  
STEP 5: Update the Cauchy stress
σ n +1 := det  Fn +1 

−1

 n +1

p

(5.54)

(5.55)
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(a)

(b)

Figure 5.2. Traction separation law: (a) right trapezoidal (b) right triangle
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constraint ζ b could serve as a tuning parameter for changing the shape of the TSL. The effects of
the parameter tuning through a numerical example.
if ζ n ≤ ζ b (forward damage)
0

Q  H c γ d if ζ b < ζ n < ζ c (wake damage)
=
0
if ζ c ≤ ζ n (opening)


ζ= γ d ( ∂f ∂T )




(5.56)

Normality

From the damage consistency condition in (5.34), the incremental consistency parameter

∆γ d

can

be obtained from equation (5.57)
0 = f nd+1 = Tn +1 − ( Pc − Q dn +1 )
=

(5.57)

Tntr+1 − τ s ∆γ d − ( Pc − Qnd ) + ∆Qnd+1

In the above equation, Tntr+1 =
{ PN } + τ s

(φ  − ζ ) is the trial interface flux that was obtained based
n

d
0(forward damage) or H c γ d (wake damage) . The incremental
on the last converged step, ∆Qn +1 =

damage consistency parameter ∆γ d at all damage stages are presented in (5.58)

 tr
 f n +1
 τs

f ntr+1

d
=
∆γ

( τs − Hc )

tr
 Tn +1
( τ − H )
c
 s

if ζ n ≤ ζ b
if ζ b < ζ n < ζ c

(5.58)

if ζ c ≤ ζ n

The linearization of the weak form (5.35) could then be expressed as (5.59) where

{

}

=
T (  )  ( GRAD (  ) : A ) ⋅ N +  ⋅ τ s 



is

the

numerical

interface

flux

and

∂
∂∆γ d
∂n is the linearized tensor expression. The reader is encouraged to
∆γ d n ) =
⊗n+γ d
(
∂T
∂T
∂T

consult [25] for details.
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K ( ηo(α ) , ∆u(α ) ; φ (α ) )
=
+∫

ΓI

+∫

ΓI

+∫

ΓI

2

∑
∫
α
=1

Ω(α )

(

)

GRAD ηo(α ) : A (α )  Fn(+α1) − exp  ∆γ p ∂ P f np+1  Fnp (α )  :GRAD ∆u(α ) dV

ηo  ⋅ τ s ⋅  ∆u dA + ∫Γ ηo  ⋅ {( A (  Fn+1 − exp ∆γ p ∂ P f np+1  Fnp  ) :GRAD ∆u ) ⋅ N } dA

{(GRAD η : A ( F
o

n +1

I

)) }

− exp  ∆γ p ∂ P f np+1  Fnp  ⋅ N ⋅  ∆u dA

{( GRAD η :Ξ:GRAD ∆u ) ⋅ N } ⋅ ( (φ  − ζ ) − ∆γ
o

n

d

(5.59)

)

n  dA

 ∂

− ∫ T ( ηo ) ⋅  ( ∆γ d n ) ⋅ T ( ∆u )  dA
ΓI
 ∂T

We will show in the numerical section that the VMDG method framework naturally accommodate
any TSL. In particular, the tuning parameter of the right trapezoidal TSL is adjusted to allow for
modeling either ductile or brittle interface damage in an elasto-plastically deforming body.
Remark: This method is not limited to any specific TSL, the choice of the right angle trapezoidal
TSL was based on its desirable qualities. The right angle trapezoidal TSL is free from compliance
issues and the shape can be varied to model either ductile interface behavior or brittle interface
behavior by tuning a single parameter. For trapezoidal TSL, the plastic equations cannot be elastic
perfectly plastic. There must be plastic hardening to ensure global stability and uniqueness of the
numerical solution.

Numerical results
In this section, we investigate the performance of this method using a patch test of a 3dimensional rectangular block containing highly coarse meshes. The bubble functions used for
evaluating stability tensor of three dimensional meshes could be found in [40]. All calculations are
performed using full numerical quadrature. The plastic hardening behavior is characterized using
the finite strain type J2 flow theory. The computed global responses of the materials from the method
for right triangular TSL and the right trapezoidal TSL are evaluated and compared for suitability for
modeling macroscale ductile damage.
Patch test
A displacement of 1.5mm is applied at 70 equal load steps on a 4mm × 2mm ×1mm rectangular
block. The block is discretized into 8 linear hexahedral elements as in Figure 5.3b. The coarse
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meshes contain two layers of element at both sides of the interface to reduce boundary condition
effects. We assume crack initiate and grow at the middle plane only. For this reason, interface
elements are only inserted at the middle plane. We remark that interface element could be inserted
on all solid elements faces for problems where crack initiation and growth are not known a-priori.
The Hencky hyperelastic material model is used with material properties specified as E = 100 MPa
and υ = 0.3 coupled J2 flow where the yield stress is σ y = 5 MPa and the plastic modulus is
K = 20 MPa .

Parameter study
A right trapezoidal TSL and two right triangular TSLs are used in the parameter study. The
first model of the interface follows a trapezoidal TSL with interface properties of

σ c = 5.5 MPa ,

ζ b = 0.1mm and ζ c = 1.1mm . A second interface model is developed by adjusting the ζ b = 0 and

ζ c = 1.2mm to produce a right triangular-A TSL having the same fracture energy of
G
=
c

1
2

3.3KJ/m 2 as the right trapezoidal TSL. The cohesive fracture energy represents
σ c (ζ b + ζ=
c)

the work of separation per unit deformed area on a cohesive surface. In the third interface model,
only the wake region of the right trapezoidal TSL is preserved. It is realized by setting the ζ b = 0 and

ζ c = 1mm thereby creating a right triangular-B TSL with Gc = 2.75KJ/m 2 .
The traction and separation plots for all load steps in Figure 5.4(a), shows that there is no
separation at the interface until the critical stress value is reached. While the triangular TSLs has a
sharp softening afterwards, the trapezoidal TSL has an initial steady traction before softening. The
later softening behavior is parallel to the right triangular-B TSL softening because they have the
same wake region (intrinsic cohesive fracture energy). Figure 5.4(b) shows the force-displacement
plot obtained from all TSL models. The plastic hardening is noticeably small because of the small
difference between the yield stress and critical stress chosen in this example. The force-displacement
results from all the TSL considered are the same when the stress is lower than the critical value. The
ductile fracture is more noticeable in the trapezoidal TSL while the right triangle models exhibit
more brittle behavior. Notice the intersection of the force-displacement plots of the two triangular
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(a)

(b)

Figure 5.3. Problem setup: (a) boundary conditions (b) FE meshes
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TSL. The work done associated to the area between the two triangular models accounts for the
difference in the intrinsic cohesive fracture energy. However, the softening in the force-displacement
plot of the trapezoidal TSL is parallel to the Triangular-B TSL and the work done associated to area
between the two models is connected to the additional extrinsic cohesive fracture energy of the right
trapezoidal TSL.
In the second example, we consider a material having the same elastoplastic properties but
different interface properties. The critical stress

σ c = 8.0 MPa is

higher that the value in the previous

example. This allows the material to plastically deform more before damage. The new trapezoidal
TSL interface properties are ζ b = 0.3mm and ζ c = 0.8mm . Like in the first example, the right
2
triangular-A TSL model has the same value of fracture energy Gc = 4.4KJ/m as the trapezoidal TSL.

Therefore, the interface properties are ζ b = 0 and ζ c = 1.1mm . The right triangular-B TSL model has
interface properties ζ b = 0 and ζ c = 0.5mm .
In Figure 5.5, the trapezoidal TSL has a steadier traction after crack initiation and it is
connected to the larger value of ζ b with comparable larger Fracture energy to the right triangle-B
TSL. The damage rate of the right triangle-A TSL is slower than other models. The effect of the
choice of the TSL shape on the global force-displacement results is noticeable in Figure 5.5(b). For
interface models with same fracture energy, the trapezoidal TSL represents more realistic
experimental ductile fracture result. This is realized by permitting more work of separation to be
represented the forward region of the TSL.

Conclusion
This chapter derives the discontinuous Galerkin method from the free energy and dissipation
potential functional for elasto-plastic damage of material undergoing finite strain. The derivation
relies on the assumption that the free energy can be decomposed to the elastic and plastic processes
in the material domain, and localized damage processes at the interface. We extend the return
mapping algorithm of a right triangular TSL to a right trapezoidal TSL that is suitable for modeling
ductile damage processes. The new TSL allow either brittle or ductile interface behavior in an
elastoplastic deforming body by varying a single tuning parameter. This will provide the capability
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(a)

(b)

Figure 5.4. The local interface response and global material response (a) traction vs. interface
separation (b) force vs. displacement

(a)

(b)

Figure 5.5. The local interface response and global material response (a) traction vs. interface
separation (b) force vs. displacement
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of the method to model macroscale ductile interface fracture or brittle intergranular separation in
plastically deforming microstructure. The results from the patch test shows the trapezoidal TSL is
more suitable for modeling macroscale ductile fracture.
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6. CHAPTER VI
Conclusion
Concluding Remarks
This dissertation presents a variational multiscale discontinuous Galerkin method as a
robust, accurate and efficient method for modeling nonlinear interfacial response in solid
mechanics. The discontinuity and non-conformity of the primary fields coupled with the BabuskaBrezzi inf-sup condition required in selection of Lagrange multiplier interpolations are described
as the sources of instabilities at the interface. The VMDG relies on the variational multiscale
(VMS) approach to transform an underlying Lagrange multiplier interface formulation into a
primal field formulation with characteristic enhanced stability. The key steps in the VMS
approach include the decomposition of the primal field to coarse scale and fine scale fields where
the fine scales are represented by edge bubble functions. The analytical expression for the fine
scale in terms of the coarse scales are obtained and substituted back into the coarse scale to obtain
a primal field formulation that weakly enforces continuity at the interface. The key steps in the
VMS approach include; (i) the decomposition of the primal field to coarse scale and fine scale
fields where the fine scales are represented by edge bubble functions, (ii) finding an analytical
expression for the fine scale in terms of the coarse scales and (iii) substituting the fine scales into
the coarse scale to obtain a primal field formulation. The VMDG formulation is derived for
nonlinear material interfacial mechanics such as dynamic damage modeling, microscale modeling
of conforming and non-conforming RVEs and elastoplastic damage modeling. It was also shown
that the weak form of VMDG for interface damage in an elastoplastic deforming domain can be
obtained from the stationary conditions of the time-discretized total free energy functional. An
algorithm for zipping RVE mesh along periodic surfaces was developed to serve as groundwork
for modeling grain boundary sliding and cracking in polycrystalline materials.
The significant contributions of this dissertation are summarized as follows:
 The stability tensor is simplified to scalar expressions leading to easier implementations
while retaining the inherent stability.
 The effect of element shapes and varying material properties across the interface is
incorporated into the DG interface term through the stability term thereby making the
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method well-suited to modeling materials with mismatching properties such as
composites.
 The method contains only physical constitutive parameters associated with the tractionseparation law rather than tunable user-parameters such as the artificial elastic stiffness in
CZ methods.
 The discrete force vector and stiffness matrices from the VMDG method are explicitly
compared with existing intrinsic CZ and hybrid DG-CZ methods. This comparison
exposed subtle mathematical differences such as the sharp transition of the internal force
connectivity from bonded to debonded condition for the hybrid DG-CZ method and also
serves as a useful reference for implementation of the methods.
 The method produced similarly accurate results for either explicit or implicit Newmark
time integration schemes with suitable time steps.
 The predicted variation of the crack tip velocity matched closely with experimental data.
It captured higher frequency oscillations attributed to unstable crack growth above 40%
of the Rayleigh wave speed.
 The numerical results show that VMDG method is stable and produces accurate results
for modeling transient interfacial fracture problems.
 The proposed topologically-based algorithm in Chapter 3 enables cohesive interface
element insertion along periodic boundary surfaces in two and three dimensions. It builds
seamlessly onto an existing method by introducing the automatic generation of a
topologically-closed mesh analogous to a torus.
 Results from a periodic polycrystalline domain with hexagonal grains and interfaces
allowing sliding and opening verify that the insertion algorithm generates the proper node
duplication and interface elements on different yet mechanically equivalent RVEs.
 The rigorous derivation of the VMDG method for microscale problem in Chapter 4, results
in a robust framework that accommodates either the macro-stress or macro-strain to drive
the RVE response.
 The novelty of the method essentially derives from the idea of imposing the product of
the macro-strain times the domain diameter as a non-zero displacement jump within the
DG terms on the RVE surfaces.
179

 The method does not require solving for additional unknown fields as in mortar-type
methods and does not encounter stability concerns that can arise when selecting the
function space of the Lagrange multiplier field.
 The method is suited toward enforcing PBC on periodic or non-periodic meshes by
partitioning the elements along the boundary surface and representing the fine-scale
displacement with bubble functions on sectors.
 Instead of focusing on only small or finite deformations, the VMDG method is developed
in the finite deformation context and subsequently specialized to small deformation of
RVEs.
 Several algorithmic modifications of the method are proposed to provide tradeoffs
between variational consistency, algorithmic consistency, adjoint consistency and tangent
symmetry.
 Convergence rate studies in the L2 norm and H 1 semi norm using different element types
shows that the linear elements converge optimally while the quadratic elements exhibit
suboptimal convergence due to the sharp corners of the inclusions.
 All variants of the family captured the PBC correctly and produced very similar average
stress results. The changes in computational cost (time and memory) arise due to dropping
certain boundary terms in the residual vector or tangent matrix. One attractive balance is
struck by the VMDGs method which avoids evaluating the sixth order curvature tensor of
material moduli, while the IVMDG method possesses the fewest terms and a nonsymmetric tangent matrix.
 In Chapter 5, the discontinuous Galerkin method is derived from the free energy and
dissipation potential functional for elasto-plastic damage of material undergoing finite
strain. The derivation relies on the assumption that the free energy can be decomposed to
the elastic and plastic processes in the material domain, and localized damage processes
at the interface.
 We extend the return mapping algorithm of a right triangular TSL to a right trapezoidal
TSL that is suitable for modeling ductile damage processes. The new TSL allow either
brittle or ductile interface behavior in an elastoplastic deforming body by varying a single
180

tuning parameter. This will provide the capability of the method to model macroscale
ductile interface fracture or brittle intergranular separation in plastically deforming
microstructure. The results from the patch test shows the trapezoidal TSL is more suitable
for modeling macroscale ductile fracture.

Future work
Modeling of fatigue crack growth
The cohesive surfaces created during fatigue loading are usually rough and contains
asperities. These asperities rub against each other during loading and reloading. Energy is then
dissipated during the frictional contact that occur between the surfaces. Reverse yielding
associated with alternating crystallographic slip induced crack growth may occur when crack
surfaces are bridged by plastic ligaments [1]. The discontinuous Galerkin formulation description
for modeling damage in this dissertation is based on traction separation law where the unloading
and reloading towards the monotonic envelop is taken as linear and may not be realistic for
modeling fatigue crack growth. This is because the model can lead to plastic shakedown that
arrests crack growth after a few cycles. Since certain amount of dissipation may be involved, the
stiffness and the peak load should degrade as the number of cycles increases. Attempts have been
made to model this problem using cohesive zone models by assuming unloading-reloading
hysteretic behavior [1], using damage variables [2, 3], opening displacement rates [4], and crack
retardation and healing due to artificial crack closure [5] among many others. The degradation of
the traction and stiffness based on unloading and reloading approach similar to [1] will be pursued
for the development DG method for fatigue cracks. The peak load is assumed to degrade
proportionally to the unloading stiffness as the number of cycles increases.
The Paris law is known to provide good description of experimental result for long cracks
with constant loading amplitude under small -scale yielding. The result from the study will be
compared result from Paris law and with experiments. The method analysis will be extended later
to problem classes such as fatigue growth for short cracks and cracks subjected to sudden overload
where Paris law is known to break down.
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First order and second order multiscale computational homogenization
The natural extension of Chapter four of this work is the first order multiscale
computational homogenization using discontinuous Galerkin method. The multiscale
homogenization entails micro-macro modeling procedures where the stress-strain relationship at
every integration point of the macro component is computed by elaborate modeling of the
microstructure that is attributed to that gauss point. Earlier approaches employ classical
continuum approaches at both the micro and macro scales. Among other merits of this technique
as expressed in detail in [6], the homogenization method accepts any modeling technique on the
micro level for example the traditional finite elements [7-9], crystal plasticity [10], and fast
Fourier transforms [11, 12]. The microscale modeling using variational multiscale discontinuous
Galerkin can then be incorporated into this framework to solve problems of interest.
This approach has been identified to be limited when the local action principle is not
considered. Local action requires the separation of the microscale from the macroscale so that the
homogenous state can be captured at the microscale. The implication lies in the inability of the
method to capture microstructure size effects and it is not suitable where high gradients in the
RVE can necessitates the macroscopic fields to vary significantly [6, 13]. Attempts have been
made to solve this problem using generalized continuum theory [14-17] by introducing length
scale to the material constitutive equations. A second order computational homogenization
approaches use strain gradient continuum at the macroscale and classical continuum at the
microscale [6, 18, 19]. The continuity requirement of

C1

functions are met by using

C1

interpolating

functions [20, 21], mixed formulations [22, 23] and micromorphic formulations [17]. The

C1

cannot be implemented in the traditional displacement finite element codes and mixed
formulations requires solving for an extra unknown. A variational multiscale Discontinuous
Galerkin naturally fits in here to weakly enforce the

C1

continuities at the microscale and

particularly, allows the DG/DG method implementation for micro-macro modeling of second
order multiscale homogenization to be studied for the first time.
Primal Interface Debonding Formulation for Finite Rate Dependent plasticity
The steps followed in Chapter 5 could be followed to derive the DG formulation for
modeling damage in hyperelastic materials whose plastic deformation is characterized by rate182

dependent plasticity. However, the incremental consistency would no longer be an independent
variable and additional characterization parameters such the viscosity coefficient and penalization
function are required. The yield function would be described based on viscoplastic deformation
gradient [24].
Hypoelastic material is an equally important nonlinear type material that is very
commonly implemented in popular and commercial FE codes. For example, the crystal plasticity
finite element (CPFE) formulation in Warp3D codes is developed based on hypoelastic model
[25, 26]. Developing hypoelastic-type DG damage formulation for rate dependent plasticity will
enable modeling crack initiation and growth in crystal lattice systems and grain boundary
separation in polycrystalline materials. However, this is not trivial since no potential functions
exist for material type models. Attempts have been made to describe the plastic evolution based
on the principle of virtual power [27, 28]. These concepts will be followed in the derivation of
the VMDG formulation that is suitable for modeling crystal plasticity with evolving damage at
the interfaces. We will adopt the kinematics for the Green-Naghdi objective stress rate to describe
large rotations and finite strains and use a mechanical threshold stress hardening model will be
used to represent the slip rate.
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