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Testing whether a probability distribution is compatible with a given Bayesian network is a funda-
mental task in the field of causal inference, where Bayesian networks model causal relations. Here we
consider the class of causal structures where all correlations between observed quantities are solely
due to the influence from latent variables. We show that each model of this type imposes a certain
signature on the observable covariance matrix in terms of a particular decomposition into positive
semidefinite components. This signature, and thus the underlying hypothetical latent structure, can
be tested in a computationally efficient manner via semidefinite programming. This stands in stark
contrast with the algebraic geometric tools required if the full observable probability distribution is
taken into account. The semidefinite test is compared with tests based on entropic inequalities.
I. INTRODUCTION
In spite of the primal importance of discovering causal relations in science, the statistical analysis of empirical
data has historically shied away from causality. Only releatively recently has a rigorous theory of causality emerged
(see, for instance, [1, 2]), showing that empirical data indeed can contain information about causation rather than
mere correlation. Since then, causal inference has quickly become influential. Examples range from applications
to the inference of genetic [3] and social networks [4], to a better understanding of the role of causality within
quantum physics [5–13].
To formalize causal mechanisms it has become popular to use directed acyclic graphs (DAGs) where nodes
denote random variables and directed edges (arrows) account for their causal relations. Central problems within
this context include inference or model selection: ‘Given samples from a number of observable variables, which DAG
should we associate with them?’, as well as hypothesis testing: ‘Can the observed data be explained in terms of an
assumed DAG?’ Here, we concentrate on the latter problem and propose a novel solution based on the covariances
that a given causal structure gives rise to. To understand the relevance and applicability of this method it is useful
to summarize the difficulties that we typically face when approaching such problems.
The most common method to infer the set of possible DAGs compatible with empirical observations is based
on the Markov condition and the faithfulness assumption [1, 2]. Under these conditions, and in the case where
all variables composing a given DAG can be assumed to be empirically accessible, the conditional statistical in-
dependencies implied by the graph contain all the information required to test for the compatibility of some data
with the causal structure. However, for a variety of practical and fundamental reasons, we do quite generally face
causal discovery in the presence of latent (hidden) variables, that is, variables that may play an important role
in the causal model, but nonetheless cannot be accessed empirically. In this case we have to characterize the set
of marginal probability distributions that a given DAG can give rise to. Unfortunately, as is widely recognized,
generic causal models with latent variables impose highly non-trivial constraints on the possible correlations com-
patible with it [14–25]. Although the marginal compatibility in principle can be completely characterized in terms
of semi-algebraic sets [16], it appears that the resulting tests in practice are computationally intractable beyond a
few variables [18, 22].
One possible approach to deal with the apparent intractability is to consider relaxations of the original problem,
that is, to design tests that define incomplete lists of constraints (outer approximations) to the set of compatible
distributions [17–20, 26–28]. For instance, this approach has previously been considered in [27–30], with tests
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2based on entropic information theoretic inequalities; an idea originally conceived to tackle foundational questions
in quantum mechanics [31–37]. Here we consider a relaxation in a similar spirit, but based on covariances rather
than entropies.
Beyond dealing with potential computational intractabilities, an additional benefit with a relaxation based on
covariances is that it at most involves bipartite marginals, and it seems reasonable to expect that this would be less
data-intensive than methods based on the full multivariate distribution of the observables.
L1 L2 L3
O1 O2 O3 O4 O5
FIG. 1. Bipartite DAGs. In this investigation we focus on the class of causal models where all correlations among the observ-
ables are due to a collection of independent latent variables. This setting can be described in terms of DAGs that are bipartite,
where the latter means that all edges are directed from latent variables (L1, L2, L3) to the observables (O1, O2, O3, O4, O5), and
where there are no edges within each of these subsets.
A. Main assumptions and results
We focus on a particular class of latent causal structures, where we assume that there are no direct causal influ-
ences between the observables, but only from latent variables to observables (see figure 1). Hence, all correlations
among the observables are due to the latent variables. This setting can be described by the class of DAGs where
all edges are directed from latent vertices to observable vertices, but no edges within these two groups (see figure
1). In other words, we consider the case of DAGs that are bipartite, with the coloring ‘observable’ and ‘latent’.
Alternatively, this can be described in terms of hypergraphs, where each independent latent cause is associated
with a hyperedge consisting of the affected observable vertices (see e.g. [38]).
This class of graphs has previously been considered in the context of marginalization of Bayesian networks [26,
29, 38]. They moreover provide examples of the difficulties that arise when characterizing latent structures [6, 27, 28,
39–41], where standard techniques based on the use of conditional independencies even can yield erroneous results
(for a discussion, see e.g. [42]). This type of latent structures furthermore emerges in the context of Bell’s theorem
[43], as well as in recent generalizations [6, 23, 24, 39–41, 44, 45], where they can be used to show that quantum
correlations between distant observers –thus without direct causal influences between them– are incompatible with
our most basic notions of cause and effect.
Irrespective of the nature of the observables (categorical or continuous) we are free to assign vectors to each
possible outcome of the observables. Our main result is to show that each bipartite DAG implies a particular de-
composition of the resulting covariance matrix into positive semidefinite components. Hence, we can test whether
the observed covariance matrix is compatible with a hypothetical bipartite DAG by checking whether it satisfies
the corresponding positive semidefinite decomposition, and we will in the following somewhat colloquially refer
to this as the ‘semidefinite test’. The semidefinite test can thus be phrased as a semidefinite membership problem,
which in turn can be solved via semidefinite programming. The latter is known to be computationally efficient from
a theoretical point of view, and has a good track record concerning algorithms that are efficient also in practice (see
discussions in [46]).
B. Structure of the paper
In section II we derive a general decomposition of covariance matrices, which forms the basis of our semidefinite
test. In section III we rephrase this general result to fit with the particular structure of observables and latent
3variables that we employ, and in section IV we derive the main result, namely that every bipartite DAG implies
a particular semidefinite decomposition of the observable covariance matrix. Section V focuses on the converse,
namely that every covariance matrix that satisfies the decomposition of a given bipartite DAG can be realized by
a corresponding causal model. Section VI relates the semidefinite decomposition to previous types of operator
inequalities introduced in [47]. To obtain a covariance matrix we may be required to assign vectors to the outcomes
of the random variables, and section VII discusses the dependence of the semidefinite test on this assignment.
In section VIII we briefly discuss the fact that the compatibility with a given bipartite DAG is not affected if
the observables are processed locally, and that the semidefinite test respects this basic property under suitable
conditions. Section IX considers a specific class of distributions where it is possible to analytically determine the
conditions for a semidefinite decomposition. This class of distribution does in section X serve as a testbed for
comparisons with the above mentioned entropic tests. We conclude with a summary and outlook in section XI.
II. SEMIDEFINITE DECOMPOSITION OF COVARIANCE MATRICES
In this section we develop the basic structure that forms the core of the semidefinite test. In essence it is obtained
via a repeated application of a law of total variance for covariance matrices.
For a vector-valued random variable Y, in a real or complex inner product space V , we define the covariance
matrix of Y as
Cov(Y) := E
((
Y− E(Y))(Y− E(Y))†) = E(YY†)− E(Y)E(Y)†, (1)
where E(Y) denotes the expectation of Y and † denotes the transposition if the underlying vector space is real,
and the Hermitian conjugation if the space is complex. One should note that E(Y)† = E(Y†). We also define the
cross-correlation for a pair of vector-valued variables Y′, Y (not necessarily belonging to the same vector space)
Cov(Y′, Y) := E(Y′Y†)− E(Y′)E(Y)†, (2)
where Cov(Y, Y) = Cov(Y). For a pair of random variables X, Y we denote the expectation of Y conditioned on X
as E(Y|X). Via the conditional expectation we can also define the conditional covariance matrix
Cov(Y|X) :=E
((
Y− E(Y|X))(Y− E(Y|X))†∣∣∣X) = E(YY†|X)− E(Y|X)E(Y|X)†. (3)
In a similar manner we can also obtain a conditional cross-correlation between two random vectors Y′, Y
Cov(Y′, Y|X) :=E
((
Y′ − E(Y′|X))(Y− E(Y|X))†∣∣∣X) = E(Y′Y†|X)− E(Y′|X)E(Y|X)†. (4)
The starting point for our derivations is the law of total expectation
E(Y) = E
(
E(Y|X)), (5)
where the ‘outer’ expectation corresponds to the averaging over the random variable E(Y|X). The law of total
expectation can be iterated, such that for three random variables Y, X, Z, we have a law of total conditional expec-
tation
E(Y|Z) = E
(
E(Y|X, Z)
∣∣∣Z), (6)
and thus E(Y) = E
(
E(Y|Z)) = E(E(E(Y|X, Z)∣∣Z)).
From the law of total expectation (5) one can obtain a covariance-matrix version of the law of total variance
Cov(Y) = Cov
(
E(Y|Z))+ E(Cov(Y|Z)), (7)
which can be confirmed by expanding the two sides of the above equality and applying (5).
For three random variables Y, W, Z a conditional version of the law of total covariance reads
Cov(Y|Z) = Cov
(
E(Y|W, Z)
∣∣∣Z)+ E(Cov(Y|W, Z)∣∣∣Z), (8)
which can be obtained by expanding the right hand side and applying the law of total conditional expectation (6).
The following lemma is obtained via an iterated application of the law of total covariance (7) and the law of total
conditional covariance (8). One may note the similarities with the chain-rule for entropies (see e.g. chapter 2 in
[48]).
4Lemma 1. Let Y be a vector-valued random variable on a finite-dimensional real or complex inner product space V , let
X1, . . . , XN be random variables over the same probability space. Assuming that the underlying measure is such that all
involved conditional expectations and covariances are well defined, then
Cov(Y) = R +
N
∑
n=1
Cn, (9)
where R and C1, . . . , CN are positive semidefinite operators on the space V , defined by
C1 :=Cov
(
E(Y|X1)
)
,
Cn :=E
(
Cov
(
E(Y|X1, . . . , Xn)
∣∣X1, . . . , Xn−1)), n = 2, . . . , N,
R :=E
(
Cov(Y|X1, . . . , XN)
)
.
(10)
One may note that the above decomposition is not necessarily unique; we could potentially obtain a new decom-
position if the variables in the sequence X1, . . . , XN are permuted.
Proof. The law of total covariance (7) for Z = X1, combined with the law of total conditional covariance (8) for
Z := X1, W := X2 yields
Cov(Y) =Cov
(
E(Y|X1)
)
+ E
(
Cov
(
E(Y|X2, X1)
∣∣X1))+ E(Cov(Y|X2, X1)). (11)
Suppose that for some j ≥ 2 it would be true that
Cov(Y) =Cov
(
E(Y|X1)
)
+
j
∑
n=2
E
(
Cov
(
E(Y|X1, . . . , Xn)
∣∣∣X1, . . . , Xn−1))
+ E
(
Cov(Y|X1, . . . , Xj)
)
.
(12)
The law of total conditional covariance (8), with W := Xj+1 and Z := X1, . . . , Xj, gives
Cov(Y|X1, . . . , Xj) =Cov
(
E(Y|X1, . . . , Xj, Xj+1)
∣∣∣X1, . . . , Xj)+ E(Cov(Y|X1, . . . , Xj, Xj+1)∣∣∣X1, . . . , Xj).
By inserting this expression into the last line of (12) one does again obtain (12) but with j substituted for j + 1. By
(11) we can see that (12) is true for j = 2. Thus, by induction to j = N, and the identifications in (10), we obtain (9).
Note that Cov
(
E(Y|X1, . . . , Xn−1, Xn)
∣∣X1 = x1, . . . , Xn−1 = xn−1) is a positive semidefinite operator on V for
each value of x1, . . . , xn−1. Hence, by averaging over these variables, and thus implementing the expectation
that yields Cn, we do still have a positive semidefinite operator on V . The same observation applies to R =
E
(
Cov(Y|X1, . . . , XN)
)
.
III. OBSERVABLE VS. LATENT VARIABLES, AND FEATURE MAPS
Here we consider the decomposition developed in the previous section for the more specific setting of observable
and latent variables.
We consider a collection of observable variables O1, . . . , OM. To each of these variables Om we associate a mapping
Y(m), in some contexts referred to as a ‘feature map’ [49], into a finite-dimensional vector space Vm. We denote
the resulting vector-valued random variables by Ym := Y(m)(Om), and for the sake of simplicity we will in the
following tend to abuse the terminology and refer to the vectors Ym themselves as feature maps. We also define the
joint random vector Y := ∑Mm=1 Ym on V :=
⊕M
m=1 Vm. (Hence, we can view Y as the concatenation of the vectors
Ym.) One should note that while we regard the observable variables Om as being part of the setup that is ‘given’, the
feature maps Y(m) are part of the analysis, and we are free to assign these as we see fit. (Concerning the question
of how the test depends on this choice, see section VII.)
Let Pm denote the projector onto the subspace Vm in V . We divide the total covariance matrix Cov(Y) into the
cross-correlations between the separate observable quantities Cov(Y) = [Cov(Ym, Ym′)]Mm,m′=1. One can note that
Cov(Ym, Ym′) = PmCov(Y)Pm′ .
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FIG. 2. Observables, latent variables, and feature maps. The model consists of a collection of observable variables O1, . . . , OM
and a collection of latent variables L1, . . . , LN . Via feature maps, each Om is mapped to a vector Ym in a vector space Vm. On the
vector space V = ⊕Mm=1 Vm we define the joint random vector Y := Y1 + · · ·+YM.
For a collection of latent variables L1, . . . , LN , we make the identifications Xj := Lj in Lemma 1. Similarly as
for the covariance matrix we decompose the operators Cn and R into ‘block-matrices’ Cn = [Cm,m
′
n ]
M
m,m′=1 and
R = [Rm,m
′
]Mm,m′=1, with C
m,m′
n := PmCnPm′ and Rm,m
′
:= PmRPm′ , where we can write
Cm,m
′
1 =Cov
(
E(Ym|L1), E(Ym′ |L1)
)
,
Cm,m
′
n =E
(
Cov
(
E(Ym|L1, . . . , Ln), E(Ym′ |L1, . . . , Ln)
∣∣∣L1, . . . , Ln−1)),
Rm,m
′
=E
(
Cov(Ym, Ym′ |L1, . . . , LN)
)
,
(13)
for 2 ≤ n ≤ N. In terms of these blocks we can thus reformulate (9) as
Cov(Ym, Ym′) = R
m,m′ +
N
∑
n=1
Cm,m
′
n . (14)
One should keep in mind that Cm,m
′
n and Rm,m
′
in the general case are matrices (rather than scalar numbers) for
each single pair m, m′.
IV. DECOMPOSITION OF THE COVARIANCE MATRIX FOR BIPARTITE DAGS
We define a bipartite DAG as a finite DAG G = (V, E) with vertices V and edges E, with a bipartition V = O∪ L,
O ∩ L = ∅ such that all edges in E are directed from the elements in L (the latent variables) to the elements in
O (the observables). Since G is finite, we enumerate the elements of O as O1, . . . , OM and the elements of L as
L1, . . . , LN . One may note that we generally will overload the notation and let Om and Ln denote the vertices in the
underlying bipartite DAG, as well as denoting the random variables associated with these vertices.
For a vertex v in a directed graph G we let ch(v) denote the children of v, i.e., the set of vertices v′ for which
there is an edge directed from v to v′. We let pa(v) denote the parents of v, i.e., the set of vertices v′ for which
there is an edge directed from v′ to v. For bipartite DAGs an element in L can only have children in O (and have
no parents), and an element in O can only have parents in L (and no children). As an example, for the bipartite
DAG in figure 1 we have ch(L1) = {O1, O2, O3}, ch(L2) = {O2, O5}, and ch(L3) = {O3, O5}, and pa(O1) = {L1},
pa(O2) = {L1, L2}, pa(O3) = {L1, L3}, pa(O4) = ∅, and pa(O5) = {L2, L3}.
For a causal model defined by a general DAG G = (V, E) the underlying probability distribution can be described
via the Markov condition where each edge represents a direct causal influence, and thus each vertex v can only be
directly influenced by its parents pa(v), resulting in distributions of the form P = Πv∈V P
(
v
∣∣pa(v)). Hence, for a
bipartite DAG we get P = ΠmP
(
Om
∣∣pa(Om))ΠnP(Ln), and thus all the latent variables are independent, and the
observables are independent when conditioned on the latent variables.
6As in the previous section, we map the observables O1, . . . , OM to vectors Y1, . . . , YM in vector spaces V1, . . . ,VM.
For each n we define the projector P(n) in V by
P(n) := ∑
m∈ch(Ln)
Pm. (15)
Hence, P(n) is the projector onto all subspaces of V that are associated with the children ch(Ln) of the latent variable
Ln. (In the above sum we should strictly speaking write ∑m:Om∈ch(Ln). However, in order to avoid a too cumbersome
notation we will from time to time take the liberty of writing m ∈ ch(Ln) rather than Om ∈ ch(Ln), and n ∈ pa(Om)
rather than Ln ∈ pa(Om).)
FIG. 3. Example: Triangular bipartite DAG. The covariance matrix resulting from the observables in a bipartite DAG is subject
to a decomposition where each latent variable gives rise to a positive semidefinite component, and where the support of that
component is determined by the children of the corresponding latent variable. In the case of the ‘triangular’ scenario of the
the bipartite DAG to the left, each of the three latent variables has two children. The covariance matrix, schematically depicted
to the right, can consequently be decomposed into three positive semidefinite components, each with bipartite supports. This
observation yields a method (which we refer to as the ‘semidefinite test’) to falsify a given bipartite DAG as an explanation of
an observed covariance matrix.
Proposition 1. For a bipartite DAG with latent variables L1, . . . , LN and observables O1, . . . , OM with assigned feature maps
Y1, . . . , YM into finite-dimensional real or complex inner-product spaces V1, . . . ,VM, the covariance matrix of Y = ∑Mm=1 Ym
satisfies
Cov(Y) = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (16)
where
P(n)CnP(n) = Cn, R =
M
∑
m=1
PmRPm. (17)
and where the projectors P(n) are as defined in (15) with respect to the given bipartite DAG, and where Pm is the projector
onto Vm in ⊕Mm=1 Vm.
One may note that if the span of the supports of {P(n)}Nn=1 covers V , then we can distribute the blocks PmRPm of
R and add them to the different Cn in such a way that the new operators still are positive semidefinite and satisfy
the support structure of the original Cns. The exception is if there is some observable that has no parent (as O4 in
figure 1).
Proof. Select an enumeration L1, . . . , LN of the latent variables. By Lemma 1 we know that the covariance matrix
Cov(Y) can be decomposed as in (9) with the positive semidefinite operators R and Cn as defined in (10). In the
following we will make use of the block-decomposition Cn = [Cm,m
′
n ]
M
m,m′=1 and R = [R
m,m′ ]Mm,m′=1 with respect to
the subspaces V1, . . . ,VM as in (13).
If Ln /∈ pa(Om) then it means that Ym is independent of Ln and thus
E(Ym|L1, . . . , Ln) = E(Ym|L1, . . . , Ln−1).
7The analogous statement is true if Ln /∈ pa(Om′). By this it follows that
Cov
(
E(Ym|L1, . . . , Ln), E(Ym′ |L1, . . . , Ln)
∣∣∣L1, . . . , Ln−1) = 0, if Ln /∈ pa(Om) ∩ pa(Om′). (18)
Note that Ln ∈ pa(Om) ∩ pa(Om′) ⇔ Om, Om′ ∈ ch(Ln). By comparing (18) with (13) we can conclude that
Cm,m
′
n = 0 if Om /∈ ch(Ln) or Om′ /∈ ch(Ln). The definition of the projector P(n) in (15) thus yields P(n)CnP(n) = Cn.
Moreover, we know from Lemma 1 that Cn ≥ 0.
By construction, all the observables O1, . . . , OM and thus also Y1, . . . , YM are independent when conditioned on
the latent variables. Hence,
Rm,m
′
= E
(
Cov(Ym, Ym′ |L1, . . . , LN)
)
= δm,m′E
(
Cov(Ym|L1, . . . , LN)
)
,
and thus R = ∑Mm=1 PmRPm.
One may note that although the operators Cn potentially may change if we generated them via a permutation
of the sequence of latent variables L1, . . . , LN , the resulting projectors P(n) would not change. Hence, the support-
structure described by (16) and (17) is stable under rearrangements of the sequence.
Deciding whether a given matrix is of the form (16) can be done via semi-definite programming (SDP). We end
this section by describing an explicit SDP formulation.
The optimization will be over matrices Z which can be interpreted as the direct sum of candidates for R and the
Cn’s. More precisely, let
Z := V1 ⊕ · · · ⊕ VM ⊕W1 ⊕ · · · ⊕WN , (19)
Wi :=
⊕
m∈ch(Lp)
Vm. (20)
Let Z be a matrix on Z . According to the direct sum decomposition (19), the matrix Z is a block matrix with
(M+ N)× (M+ N) blocks. We think of the fist M diagonal blocks as carrying candidates for Rm = PmRPm (which
completely defines R, according to (17)); while the rear N diagonal blocks correspond to candidate Cn’s. Note that
the N rear sumands in (19) are dirct sums themselves. It therefore makes sense to use double indices to refer to
spaces inside the Wi’s. Concretely, the SDP includes affine constraints on the blocks Z(M+n,m),(M+n,m′). The first
part of the indices selects the spaceWn in (19). The second part refers to the space Vm withinWn according to (20).
We use the convention that Z(M+n,m),(M+n,m
′) denotes 0 if either Vm or Vm′ does not occur inWn.
With these definitions, the semi-definite program that verifies whether a covariance matrix Cov(Y) is of the form
(16) reads
maximize 0 (21)
subject to δm,m′
M
∑
m=1
Z(m),(m) +
N
∑
n=1
Z(M+n,m),(M+n,m
′) = Cov(Y)m,m
′
, (m, m′ = 1, . . . M) (22)
Z ≥ 0, (23)
where the optimization is over symmetric (hermitian) matrices Z on Z . Up to a trivial re-expression of the linear
functions of Z in terms of trace inner products with suitable matrices Fi, the optimization problem above is in the
(dual) standard form of an SDP [46, Section 3].
The left-hand side of (22) impliclity defines a linear map A from matrices on Z to matrices on V . Explicitly, A
maps off-diagonal blocks to 0 and acts on block-diagonal matrices as
A : R1 ⊕ · · · ⊕ RM ⊕ C1 ⊕ · · · ⊕ CN 7→∑
m
Rm +∑
n
Cn.
The constraints of the SDP can thus be written slightly more transparently as
A(Z) = Cov(Y), (24)
Z ≥ 0 (25)
In this language, the dual of the above SDP is
minimize tr
(
X Cov(Y)
)
(26)
subject to A†(X) ≥ 0. (27)
8Let X? be the optimizer of (26). If tr
(
X? Cov(Y)
)
< 0, then the original SDP is infeasible and therefore, Cov(Y) is
not of the form (16). Indeed, by construction, such an X? has a negative trace inner product with the covariance
matrix, but a positive trace inner product
tr
(A(Z)X) = tr (ZA†(X)) ≥ 0 ∀Z ≥ 0
with all matrices A(Z), Z ≥ 0 that could potentially be feasible for the primal SDP (24). Thus, the dual SDP (26)
can be used to find a witness or a dual certificate X? for the incompatibility of a covariance matrix with a presumed
causal structure. The geometry of the involved objects is shown in figure 4. We will refer to this dual construction
in section XI, where we sketch possibilities to base statistical hypothesis tests such witnesses.
Γ
X*
Cov Y(  )
FIG. 4. Dual Certificates. The set of covariance matrices compatible with a certain causal structure in the sense of proposition 1
forms a convex cone Γ. The cone is the feasible set of the SDP (21). If a given covariance matrix Cov(Y) is not an element of that
cone, then there exists a hyperplane (depicted in red) seperating the two convex sets. A normal vector X? for the seperating
hyperplane can be found using the dual SDP (26).
V. REALIZING A GIVEN DECOMPOSITION
In the previous section we have shown that the observable covariance matrix associated with a given bipartite
DAG always satisfies a particular semidefinite decomposition implied by that DAG. Here we show the converse,
in the sense that if we have a positive semidefinite operator that satisfies the decomposition obtained from a
particular bipartite DAG, then there exists a causal model associated with that DAG that has the given operator as
its observable covariance matrix (see figure 5). The proof is based on the observation that each positive semidefinite
operator on a vector space can be interpreted as the covariance of a vector-valued random variable on that space
(e.g. as the covariance of a multivariate normal distribution, or of variable over finite alphabets, as discussed
in section V B). The essential idea is that we assign an independent random variable to each component in the
decomposition, and take these as the latent variables, and that the support structure of the components furthermore
determines the children of the latent variables.
A. Realization of decompositions
Let O be a finite set, and let {Ωn}Nn=1 be a collection of subsets of O. The collection {Ωn}Nn=1 defines a bipartite
DAG with O as observable nodes, and a set of latent nodes L1, . . . , LN , with the edges assigned by the identification
ch(Ln) := Ωn for n = 1, . . . , N. In the following we denote this bipartite DAG by B({Ωn}Nn=1).
Proposition 2. Let V1, . . . ,VM be finite-dimensional real or complex inner-product spaces. For a number N let {Ωn}Nn=1 be
a collection of subsets Ωn ⊂ {1, . . . , M}. Suppose that Q is a positive semidefinite operator on the space V = V1⊕ · · · ⊕ VM,
9+ + +
FIG. 5. A positive semidefinite operator on a set of selected orthogonal subspaces can be regarded as the covariance ma-
trix of a corresponding collection of vector-valued variables. If this operator separates into positive semidefinite components
(as schematically depicted to the left), then the support structures of these components define a bipartite DAG (on the right).
The components in the decomposition can be interpreted as the covariance matrices of independent vector-valued latent vari-
ables. Moreover, the collection of subspaces on which such an operator has support determines the observable children of the
corresponding latent variable. Each observable variable can be constructed by adding the components collected from its parents.
and that it can be written
Q = R +
N
∑
n=1
Cn, P(n)CnP(n) = Cn, R ≥ 0, Cn ≥ 0, (28)
for
P(n) = ∑
m∈Ωn
Pm, R =
M
∑
m=1
PmRPm, (29)
with Pm being the projectors onto the subspaces Vm. Then there exists a causal model for the bipartite DAG B({Ωn}Nn=1) with
vector-valued variables Y1, . . . , YM in V1, . . . ,VM such that Y = Y1 + · · ·+YM satisfies
Cov(Y) = Q. (30)
Proof. Let us define the set Ω := ∪Nn=1Ωn and its complement Ωc := {1, . . . , M} \Ω. By construction, Ωc is the set
of observable nodes in the bipartite DAG B({Ωn}Nn=1) that have no parents (like vertex 4 in figure 1) and thus each
element in Ω has at least one parent. By the definition of P(n) in (29) it follows that ∑m′∈Ωc Pm′Cn = Cn ∑m′∈Ωc Pm′ =
0. In other words, the operators Cn have no support on the subspaces belonging to parentless observable nodes.
Let us now turn to the operator R and its block diagonal decomposition R = ∑Mm=1 Rm with Rm := PmRPm. We
can write R = ∑m′∈Ωc Rm′ +∑m∈Ω Rm. Consequently, Q can be decomposed in one operator ∑m∈Ω Rm +∑Nn=1 Cn
on the subspace
⊕
m∈Ω Vm, and a collection of blocks {Rm′}m′∈Ωc on the corresponding subspaces Vm′ for m′ ∈ Ωc.
Since Rm′ is positive semidefinite, it can be interpreted as the covariance matrix of some random vector Ym′ in Vm′ .
In the following we assume that we have made such an assignment for all m′ ∈ Ωc. We also assume that these
random vectors are independent.
Each Rm for m ∈ Ω has its support inside the support of at least one Cn. Hence, we can ‘distribute’ the operators
Rm for m ∈ Ω by forming new positive semidefinite operators C˜n ≥ 0 such that
∑
m∈Ω
Rm +
N
∑
n=1
Cn =
N
∑
n=1
C˜n =: Q˜, (31)
where one may note that Q = ∑m′∈Ωc Rm′ + Q˜.
In the following we shall assign observable and latent random variables to the vertices of the bipartite DAG
B({Ωn}Nn=1). For each n ∈ {1, . . . , N} and each m ∈ Ω, let Lnm be a vector space that is isomorphic to Vm, and
let φnm : Lnm → Vm be an arbitrary isomorphism. (We assume that these isomorphisms preserve the inner-product
structure, such that φnm maps orthonormal bases of Lnm to orthonormal bases of Vm.) We regard the spaces in the
collection {Lnm}m∈Ω,n=1,...,N as being orthogonal to each other. Define Ln :=
⊕
m∈Ω Lnm, and the corresponding
isomorphism φn := ∑m∈Ω φnm. Since each C˜n is positive semidefinite, it can be interpreted as the covariance matrix
of a vector-valued random variable on
⊕
m∈Ω Vm. Consequently, we can also find a vector-valued random variable
Ln on Ln such that
C˜n =Cov(φnLn) = φnCov(Ln)φn
†. (32)
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We assume that the random variables L1, . . . , LN are independent of each other, and also independent of {Ym′}m′∈Ωc .
The variables L1, . . . , LN serve as the latent variables corresponding to the latent nodes in the bipartite DAG
B({Ωn}Nn=1). In the following we shall construct a collection of vector-valued variables {Ym}m∈Ω as determin-
istic functions of the latent variables L1, . . . , LN , in such a way that these functions correspond to the arrows in
B({Ωn}Nn=1), thus guaranteeing a valid causal model associated with this bipartite DAG.
Let us decompose the vector Ln into its projections Lnm onto the subspaces Lnm. For each m ∈ Ωn = ch(Ln), the
vector Lnm is associated to the observable node Om. (One can imagine it to be transferred to node Om.) Equivalently
we can say that each observable node m ∈ Ω receives the vector Lnm from its ancestor n ∈ pa(Om). On the observable
node m ∈ Ω we construct a new vector Ym by adding all the vectors ‘sent to it’ from its parents
Ym := ∑
n∈pa(Om)
φnmL
n
m = ∑
n∈pa(Om)
φnmLn =
N
∑
n=1
φnmLn, (33)
where the last equality follows since PmCnPm = 0 if Om /∈ ch(Ln), or equivalently if Ln /∈ pa(Om), and thus
φnmLn = 0 if n /∈ pa(Om). The collection {Ym′}m′∈Ωc ∪ {Ym}m∈Ω we take as the observable variables, and we define
Y := ∑m′∈Ωc Ym′ +∑m∈Ω Ym = ∑m′∈Ωc Ym′ +∑Nn=1 φnLn.
Due to the fact that all Ym′ for m′ ∈ Ωc are independent, and also independent of all Ln, we get
Cov(Y) = ∑
m′∈Ωc
Cov(Ym′) +Cov
( N
∑
n=1
φnLn,
N
∑
n′=1
φn
′
Ln′
)
= ∑
m′∈Ωc
Rm′ +
N
∑
n,n′=1
φnCov(Ln, Ln′)φ
n′ †
[L1, . . . , LN are independent]
= ∑
m′∈Ωc
Rm′ +
N
∑
n=1
φnCov(Ln)φn
†
[By (32)]
= ∑
m′∈Ωc
Rm′ +
N
∑
n=1
C˜n
[By (31)]
=Q.
B. Positive semidefinite operators as covariance matrices of vector-valued random variables over finite alphabets
The material in the previous section presumes the existence of realizations of positive semidefinite operators as
the covariance of some vector-valued variable, without making any restriction on ther nature. As mentioned above,
each positive semi-definite operator (over a finite-dimensional real or complex vector space) can be regarded as the
covariance of a multivariate normal distribution. However, suppose that we would require that the variable only
can take a finite number of outcomes. Here we briefly discuss the conditions for such realizations, and provide an
explicit construction (in the proof of Lemma 3).
For a (possibly vector-valued) random variable over a finite alphabet, we say that that the supported alphabet
size is D, if there are precisely D outcomes that occur with a non-zero probability.
Lemma 2. If a random variable Y on a finite-dimensional real or complex inner-product space has a supported alphabet size
D, then rank
(
Cov(Y)
) ≤ D− 1.
Proof. We first note that Cov(Y) = ∑Dj=1 pjyjy
†
j − ∑Dj=1 pjyj ∑Dj′=1 pj′y†j′ . Since ∑Dj=1 pjyj very manifestly is a linear
combination of y1, . . . , yD, it follows that the range of ∑Dj=1 pjyj ∑
D
j′=1 pj′y
†
j′ is a subset of the range of ∑
D
j=1 pjyjy
†
j , and
thus rank
(
Cov(Y)
) ≤ rank(∑Dj=1 pjyjy†j ) ≤ D. However, in the following we shall show that the stronger inequality
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rank
(
Cov(Y)
) ≤ D− 1 holds. To see this, let us first consider the case that y1, . . . , yD are linearly dependent. This
means that at least one of these vectors is a linear combination of the others, and thus rank
(
Cov(Y)
) ≤ D− 1. Let
us now instead assume that y1, . . . , yD is a linearly independent set. Define Q := [Qj,j′ ]Dj,j′=1 by Qj,j′ := pjδj,j′ −
pj pj′ , then Cov(Y) = ∑j,j′ yjQj,j′y†j′ . Hence, Q is the matrix representation of Cov(Y) with respect to the linearly
independent, but not necessarily orthonormal set y1, . . . , yD. One can realize that due to the linear independence,
it follows that rank
(
Cov(Y)
)
= rank(Q). Finally, let us define the D-dimensional vector 1 := (1, . . . , 1)†/
√
D. One
can confirm that Q1 = 0. Hence, rank(Q) ≤ D− 1, and we can conclude that rank(Cov(Y)) ≤ D− 1.
Lemma 3. Let C be a positive semidefinite operator on a finite-dimensional real or complex inner-product space V . For
every D ≥ rank(C) + 1 there exists a vector-valued random variable Y on V with supported alphabet size D, such that
C = Cov(Y). However, C 6= Cov(Y) for all Y with a supported alphabet size D < rank(C) + 1.
Proof. Let D be the supported alphabet size of a vector-valued random variable Y. If D < rank(C) + 1, then
we know from Lemma 2 that C 6= Cov(Y). Hence, it remains to show that it is possible to find a Y such that
C = Cov(Y) for every D ≥ rank(C) + 1. We thus wish to find a collection of vectors y1, . . . , yD ∈ V , and p1, . . . , pD
with pj > 0, and ∑Dj=1 pj = 1, such that C = ∑
D
j=1 pjyjy
†
j −∑Dj=1 pjyj ∑Dj′=1 pj′y†j′ .
Let {zk}Kk=1 be an orthonormal basis of the range (support) of the operator C, and let PC be the projector onto the
range. Let U be a matrix in RD×D (CD×D) if the underlying space V is real (complex). Since D ≥ K + 1, we can
assign the (K + 1)th column of U to be the vector 1 := (1, . . . , 1)†/
√
D (i.e., Uj,K+1 = 1√D for all j = 1, . . . , D) and
we arbitrarily complete the rest of the matrix U such that it becomes orthogonal (unitary). Since U is orthogonal
(unitary), it follows that its columns form an orthonormal basis of RD (CD). Hence, for each k = 1, . . . , K it must
be the case that the vector (Uj,k)Dj=1 is orthogonal to 1, and thus
D
∑
j=1
Uj,k = 0, k = 1, . . . , K. (34)
Next, define the set of vectors {vj}Dj=1 ⊂ V by vj := ∑Kk=1 Uj,kzk. One can confirm that ∑Dj=1 vjv†j = PC, as well as
∑Dj=1 vj = ∑
K
k=1 ∑
D
j=1 Uj,kzk = 0, where we use (34). As the final step we define pj :=
1
D and yj :=
√
D
√
Cvj for
j = 1, . . . , D. One can confirm that
D
∑
j=1
pjyjy†j =
√
C
D
∑
j=1
vjv†j
√
C =
√
CPC
√
C = C,
D
∑
j=1
pjyj =
1√
D
√
C
D
∑
j=1
vj = 0.
Thus, if a vector-valued random variable Y takes yj with probability pj, we have Cov(Y) = C.
VI. IMPLIED OPERATOR INEQUALITIES
Here we show that the existence of positive semidefinite decompositions as in Proposition 1 implies operator
inequalities of a type studied in [47].
Consider as usual a bipartite DAG with latent variables L1, . . . , LN and observables O1, . . . , OM with assigned
feature maps Y1, . . . , YM into vector spaces V1, . . . ,VM. For a number d (whose meaning is going to be evident
shortly) we define the following map on the space of operators on V = ⊕Mm=1Vm
Φ(Q) := (d− 1)P1QP1 +
M
∑
m=2
(PmQPm + P1QPm + PmQP1), (35)
where Pm are the projectors onto the spaces Vm as discussed in section III. Theorem 4.1 in [47] does in essence say
that if all the latent variables Ln in the given bipartite DAG have degree at most d, then the resulting covariance
matrix Cov(Y) satisfies
Φ
(
Cov(Y)
) ≥ 0, (36)
12
or if one prefers matrix notation
(d− 1)Cov(Y1) Cov(Y1, Y2) · · · · · · Cov(Y1, YM)
Cov(Y2, Y1) Cov(Y2) 0 · · · 0
... 0
. . . . . .
...
...
...
. . . . . . 0
Cov(YM, Y1) 0 · · · 0 Cov(YM)
 ≥ 0. (37)
Hence, by deleting a particular collection of blocks from the full covariance matrix Cov(Y), and adding copies of
the diagonal block Cov(Y1), we obtain a positive semidefinite operator. It may be worth emphasizing that mere
positive semidefiniteness of Q is not enough to guarantee that Φ(Q) is positive semidefinite. Hence, (36) can indeed
be used as a test of the underlying latent structure. As one may note, equations (36) and (37) single out observable
1, but by relabelling we can obtain analogous inequalities for all observables. As an example, for the triangular
scenario in figure 3, the inequality (37) and its permutations take the form[
Cov(Y1) Cov(Y1,Y2) 0
Cov(Y2,Y1) Cov(Y2) Cov(Y2,Y3)
0 Cov(Y3,Y2) Cov(Y3)
]
≥ 0,
[
Cov(Y1) Cov(Y1,Y2) Cov(Y1,Y3)
Cov(Y2,Y1) Cov(Y2) 0
Cov(Y3,Y1) 0 Cov(Y3)
]
≥ 0,
[
Cov(Y1) 0 Cov(Y1,Y3)
0 Cov(Y2) Cov(Y2,Y3)
Cov(Y3,Y1) Cov(Y3,Y2) Cov(Y3)
]
≥ 0.
The following proposition shows that the semidefinite decomposition implies the operator inequality (36) under
the assumption that all the latent variables (regarded as vertices in a bipartite graph) have the degree at most d.
Proposition 3. For a bipartite DAG with latent variables L1, . . . , LN , each with degree at most d, and observables O1, . . . , OM
with assigned feature maps Y1, . . . , YM into finite-dimensional real or complex inner-product spaces V1, . . . ,VM, the covariance
matrix of Y = ∑Mm=1 Ym satisfies Φ
(
Cov(Y)
) ≥ 0, where Φ is as defined in (35).
Proof. We know from Proposition 1 that Cov(Y) = R+∑Nn=1 Cn with P
(n)CnP(n) = Cn, Cn ≥ 0, and where R is such
that ∑m PmRPm = R and R ≥ 0. Due to this, we have
Φ(R) = (1− d)P1RP1 +
M
∑
m=2
PmRPm ≥ 0. (38)
For each Cn we can distinguish two cases.
In the first case, Cn has no support on V1, i.e., P1CnP1 = 0. Due to the positive semidefiniteness of Cn it also
follows that P1CnPj = 0 for j = 2, . . . , M, and thus
Φ(Cn) =
M
∑
m=2
PmCnPm ≥ 0. (39)
In the second case, Cn does have a support on V1, meaning that P1CnP1 6= 0. By assumption, the latent variable
Ln has degree at most d, which means that Cn has support on at most d of the subspaces V1, . . . ,VM. Hence, apart
form V1, there are at most d− 1 further spaces involved. We enumerate these spaces as Vm(2), . . . ,Vm(d), and let
Vm(1) = V1. Hence, it may be the case that Pm(j)CnPm(j) 6= 0 for j = 1, . . . , d, while PmCnPm = 0 for the remaining
values of m. Due to the positive semidefiniteness of Cn, we can analogously have P1CnPm(j) 6= 0, and Pm(j)CnP1 6= 0,
but P1CnPm = 0, and PmCnP1 = 0 for the other values of m. We can conclude that
Φ(Cn) =(d− 1)P1CnP1 +
M
∑
m=2
(PmCnPm + P1CnPm + PmCnP1)
=(d− 1)P1CnP1 +
d
∑
j=2
(Pm(j)CnPm(j) + P1CnPm(j) + Pm(j)CnP1)
=
d
∑
j=2
(
P1 + Pm(j)
)
Cn
(
P1 + Pm(j)
)
≥ 0.
(40)
The combination of (38), (39) and (40) yields Φ
(
Cov(Y)
)
= Φ(R) +∑Nn=1 Φ(Cn) ≥ 0, which proves (36).
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We note that the operator inequalities derived here need not be tight in all cases. Indeed, it is not hard to verify
that the maps Φα defined by
Φα :
[
Cov(Y1) Cov(Y1,Y2) Cov(Y1,Y3)
Cov(Y2,Y1) Cov(Y2) Cov(Y2,Y3)
Cov(Y3,Y1) Cov(Y3,Y2) Cov(Y3)
]
7→
[
Cov(Y1) eiαCov(Y1,Y2) Cov(Y1,Y3)
e−iαCov(Y2,Y1) Cov(Y2) Cov(Y2,Y3)
Cov(Y3,Y1) Cov(Y3,Y2) Cov(Y3)
]
preserve the set of covariance matrices compatible with the triangle scenario. Here, α ∈ [0, 2pi) is a phase factor.
In particular, Φα preserves positivity when acting on covariance matrices arising in this context. This is a strictly
stronger result than the one we have obtained above: The map Φ treated in the proposition is just the equal-weight
convex combination of Φpi and Φ0:
1
2
[
Cov(Y1) Cov(Y1,Y2) Cov(Y1,Y3)
Cov(Y2,Y1) Cov(Y2) Cov(Y2,Y3)
Cov(Y3,Y1) Cov(Y3,Y2) Cov(Y3)
]
+
1
2
[
Cov(Y1) −Cov(Y1,Y2) Cov(Y1,Y3)
−Cov(Y2,Y1) Cov(Y2) Cov(Y2,Y3)
Cov(Y3,Y1) Cov(Y3,Y2) Cov(Y3)
]
=
[
Cov(Y1) 0 Cov(Y1,Y3)
0 Cov(Y2) Cov(Y2,Y3)
Cov(Y3,Y1) Cov(Y3,Y2) Cov(Y3)
]
.
It may potentially be fruitful to consider a general theory of maps that preserve the convex cone of covariances
compatible with a given causal structure.
VII. UNIVERSAL FEATURE MAPS FOR FINITE CATEGORICAL VARIABLES
As the reader may have realized, the choice of feature maps Y(m) may affect the outcome of the semidefinite
test. In other words, even if we find a particular setup that is compatible with the given bipartite DAG, it may
be the case that another assignment of the vectors Ym could yield a violation; thus potentially suggesting that we
ideally should test an infinite number of choices. However, in the case of observable variables with only finite
number of outcomes, we shall here see that one can make a single test, based on a sufficiently ‘powerful’ choice of
feature maps. Suppose that the variables Om can only take a finite number of outcomes om1 , . . . , o
m
dm . An arbitrary
assignment of a feature map would correspond to a collection of vectors ym1 , . . . , y
m
dm ∈ Vm for some vector spaceVm. Now suppose that we make the additional restriction that ym1 , . . . , ymdm are linearly independent, and that
dim(Vm) = dm. Suppose that we have some other arbitrary assignment of feature map Y˜m given by a collection
of vectors y˜m1 , . . . , y˜
m
dm ∈ V˜m for some vector space V˜m (without any requirement of linear independence). One can
realize that it is always possible to find a linear map φm : Vm → V˜m such that φmymj = y˜mj , and thus φmYm = Y˜m.
To see this, one can note that since ym1 , . . . , y
m
dm is a linearly independent set in a dm-dimensional space, it follows
that the Gram matrix G = [Gj,j′ ]
dm
j,j′=1 with Gj,j′ := (y
m
j , y
m
j′ ) is invertible (and positive definite). One can confirm
that φm defined by φm(v) := ∑jj′ y˜mj [G
−1]jj′(ymj′ , v) satisfies φmy
m
j = y˜
m
j . In other words, a feature map with linearly
independent components is ‘universal’ in the sense that we can generate all other feature maps on all other vector
spaces, and it is moreover sufficient to do this via linear transformations.
For a collection of universal feature maps Y1, . . . , YM assigned to O1, . . . , OM, we can reach all other feature maps
Y˜1, . . . , Y˜M, by linear operations Y˜m = φmYm. Moreover, the covariance matrix Cov(Y) for Y = ∑Mm=1 Ym and the
covariance matrix Cov(Y˜) for Y˜ = ∑Mm=1 Y˜m are related by Cov(Y˜) = φCov(Y)φ
† for φ := ∑Mm=1 φm. One can realize
that if Cov(Y) satisfies the decomposition in Proposition 1 for a given bipartite DAG, then Cov(Y˜) also satisfies the
decomposition. We can conclude that it is sufficient to apply the semidefinite test for a single collection of feature
maps, where each of these have linearly independent components. (A convenient choice would be mappings to
orthonormal bases.)
It is conceivable that a similar construction would hold for variables with a countably infinite number of out-
comes, and it is an interesting question if one in some sense could make ‘universal’ assignments of feature maps
also in the case of a continuum. However, we shall not consider these issues in this investigation, but leave them as
open questions.
VIII. MONOTONICITY UNDER LOCAL OPERATIONS
Suppose that we would process each observable variable in a collection O1, . . . , OM ‘locally’. In other words, the
output O˜m is a (possibly random) function only of Om. If we restrict ourselves to discrete random variables, then
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this type of mapping from an input distribution PM of the O1, . . . , OM, to the output distribution P˜M of O˜1, . . . , O˜M
can be written
P˜M(x˜1, . . . , x˜M) := ∑
x1 ...,xM
P1(x˜1|x1) · · · PM(x˜M|xM)PM(x1, . . . , xM), (41)
where all Pm(x˜m|xm) are conditional distributions. From this construction it is clear that if a distribution PM is
compatible with the given bipartite DAG, then the resulting distribution P˜M on O˜1, . . . , O˜M will also be compatible
with the very same DAG. In other words, compatibility with a given bipartite DAG is in this sense a monotone
with respect to local operations.
There is a priori no reason to expect that relaxations of the compatibility problem would satisfy this monotonicity.
However, here we show that this property is respected by the semidefinite test, if the latter is based on universal
feature maps (in the sense of the previous section). The fact that universality is needed can be seen from the
following trivial special case. We assign feature maps Ym to Om, and Y˜m to O˜m. In principle we can for each m
choose all components of Ym to be identical, thus resulting in a zero covariance matrix that trivially satisfies all
decompositions, while Y˜m may still result in a violation. By assuming that all the feature maps Ym are universal,
we shall in the following see that monotonicity is guaranteed.
Let us first focus on the transformation of a single observable variable Om to O˜m, and let us assume that Ym
has the linearly independent components ym1 , . . . , y
m
K , with Gram matrix G = [Gx,x′ ]
K
x,x′=1 with Gx,x′ = (y
m
x , ymx′),
in a K-dimensional vector space Vm. G is invertible since ym1 , . . . , ymK are linearly independent. Let y˜m1 , . . . , y˜mL be
the components of Y˜m in V˜m. (If L = K we can of course choose y˜m := ym as a special case.) Define ψm(v) :=
∑x˜,x′ ,x′′ y˜x˜Pm(x˜|x′)[G−1]x′ ,x′′(yx′′ , v). (Here and in the following we omit the superscript ‘m’ on the vectors y for
notational convenience.) One can confirm that E(Y˜m) = ψm
(
E(Ym)
)
, and thus with ψ = ∑m ψm we get E(Y˜) =
ψ
(
E(Y)
)
.
It may be very tempting to assume that Cov(Y˜) would be equal to ψCov(Y)ψ†. However, this is generally not the
case. The off-diagonal blocks for m 6= m′ satisfy Cov(Y˜m, Y˜m′) = ψmCov(Ym, Ym′)ψ†m′ .
However, for the diagonal blocks it is the case that
Cov(Y˜m) =ψmCov(Ym)ψ†m +Wm,
Wm := ∑˜
x,x
y˜x˜ y˜†x˜P
m(x˜|x)P(Om = x)− ∑
x˜,x˜′ ,x
y˜x˜ y˜†x˜′P
m(x˜|x)Pm(x˜′|x)P(Om = x). (42)
One can note that each ‘correction term’ Wm is supported only on the subspace V˜m, and one can moreover show
that Wm ≥ 0. To see the latter, let c ∈ V˜m, and define zx˜ = (c, y˜x˜). Then
(c, Wmc) =∑
x
P(Om = x)
(
∑˜
x
|zx˜|2Pm(x˜|x)−
∣∣∣ ∑˜
x
zx˜Pm(x˜|x)
∣∣∣2) =∑
x,x˜
P(Om = x)Pm(x˜|x)
∣∣∣zx˜ −∑
x˜′
Pm(x˜′|x)zx˜′
∣∣∣2 ≥ 0.
If Cov(Y) satisfies the decomposition (16) in Proposition 1 for some bipartite DAG, then one can confirm that
ψCov(Y)ψ† also satisfies the corresponding decomposition with respect to the subspaces {V˜m}m. Moreover, since
the correction terms Wm are positive semidefinite and block-diagonal with respect to these subspaces, it follows that
Cov(Y˜) = ψCov(Y)ψ† + ∑m Wm also satisfies the decomposition. We can thus conclude that if the initial feature
maps Y1, . . . , YM are universal, then the test is monotonous with respect to local operations.
As a final remark one may note that in the special case that all Pm(x˜|x) correspond to deterministic mappings,
i.e., when the output x˜ is a (deterministic) function of the input x, then Pm(x˜|x)Pm(x˜′|x) = δx˜,x˜′Pm(x˜|x), and
(42) results in Wm = 0, which yields Cov(Y˜) = ψCov(Y)ψ†. Linear transformations φm : Vm → V˜m all result in
mappings Y˜m = φm(Ym) that belong to this deterministic special case (presuming that the maps φm themselves are
not random variables) where we let Pm(x˜|x′) = δx˜,x′ and y˜mx˜ = φm(ymx˜ ), thus leading to Cov(φY) = φCov(Y)φ†
(cf. the isomorphisms in (32), or the maps φ used in section VII).
IX. A MONOTONE FAMILY OF DISTRIBUTIONS
Here we shall consider a specific family of multi-partite distributions that is monotone in the sense of the previous
section, for which the analysis of the semidefinite decomposition simplifies. We shall in particular consider the case
of the triangular scenario in figure 3, which turns out to be convenient for the comparison with the entropic tests,
which we consider in section X.
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A. Defining the family
Suppose that we have a collection of variables, each of which has D ≥ 2 possible outcomes. In equation (41)
we described local operations transforming an initial distribution PM. For the local operations we do in this case
choose
Pp(x˜|x) := (1− p)δx˜,x + p 1D . (43)
Hence, on each variable we (independently) apply the same type of process, where with probability p we replace
the input with a uniformly distributed output, and with probability 1− p leave the input intact. Here we choose
the input distribution to be PM(x1, . . . , xM) = δx1,...,xM /D, where the generalized Kronecker delta is such that
δx1,...,xM = 1 if x1 = · · · = xM, while zero otherwise. Hence, PM(x1, . . . , xM) describes M perfectly correlated
variables. By applying (41) with the local operations (43) we thus obtain a new global distribution
P˜M:Dp (x˜1, . . . , x˜M) :=
1
D ∑x1,...,xM
Pp(x˜1|x1) · · · Pp(x˜M|xM)δx1,...,xM , (44)
where we have added the extra superscript D to indicate the alphabet size of the local random variables. By
construction, this distribution is permutation symmetric over all the variables. Moreover, one can confirm that all
mono-, bi-, and higher-partite margins of P˜M:Dp are independent of how many parties M the total distribution P˜M:Dp
involves. For example, the bipartite margin of P˜M:Dp is equal to P˜2:Dp . Generally, for M′ < M it is the case that
P˜M
′ :D
p (x˜1, . . . , x˜M′) = ∑
x˜M′+1,...,x˜M
P˜M:Dp (x˜1, . . . , x˜M). (45)
Hence, every margin of every family member is another family member.
Since P˜M:D1 is a product distribution over all the observable variables, it is compatible with every bipartite DAG,
while P˜M:D0 is perfectly correlated, and thus would only be compatible with bipartite DAGs where some latent
variable has edges to all observable variables. One can note that the local operations in (43) are such that if
1 ≥ p′ ≥ p ≥ 0, then there exists a 1 ≥ q ≥ 0 such that
Pp′(x˜|x) =∑
x′
Pq(x˜|x′)Pp(x′|x). (46)
(Any 1 ≥ q ≥ 0 is a valid choice if p = 1, while q = (p′ − p)/(1− p) if 1 > p ≥ 0.) Consequently, if p′ ≥ p, then
P˜M:Dp′ can be generated from P˜
M:D
p by local operations. By the reasoning in section VIII it thus follows that there
is some value p∗ where P˜M:Dp switches from being incompatible to being compatible with the given bipartite DAG
(and it cannot switch back again for higher values of p). From section VIII we also know that the semidefinite test
also has this monotonic behavior if we choose universal feature maps, although the switch may occur at a lower
value of p.
B. Within the family: the existence of a semidefinite decomposition is independent of the local alphabet size
Here we show that the semidefinite test takes a particularly simple form for the family P˜M:Dp . In essence we show
that the test can be reduced to a test on an M×M matrix that only depends on p, but not on the local alphabet size
D. A similar result was obtained in (section 4.5 of) [47], for the operator inequalities described in section VI, but
for distributions of the type vδx1,...,xM /D− (1− v)/D2, while we here consider the family P˜M:Dp defined by (44).
Suppose that we have an M-partite distribution P˜M:Dp . We know from the previous section that this distribution
is permutation symmetric, and in particular we know from (45) that all bipartite marginal distributions are of the
form P˜2:Dp , and all mono-partite marginals are of the form P˜1:Dp . One can moreover confirm that
P˜2:Dp (x˜, x˜
′) = (1− p)2 1
D
δx˜,x˜′ + p(2− p) 1D2 , P˜
1:D
p (x˜1) =
1
D
. (47)
In order to construct a covariance matrix, we here assume feature maps Y1, . . . , YM that have orthonormal com-
ponents (i.e., feature map Ym maps the set of possible outcomes of the mth random variable to an orthonormal
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basis of Vm, where dim(Vm) = D). Hence, the total space V = V1⊕ · · · ⊕ VM is DM-dimensional, and we can write
it as a tensor product V = VD ⊗ VM of a D-dimensional space VD and an M-dimensional space VM. By choosing
an orthonormal basis {em}Mm=1 of VM, we can identify Vm = VD ⊗ Sp{em}. In section III we defined the projectors
Pm onto the subspaces Vm, and we can write these projectors as
Pm = 1ˆD ⊗ eˆm, (48)
where 1ˆD is the identity operator on VD, and eˆm is the projector onto em.
The covariance matrix Cov(Y) for the random variable Y = Y1 + · · ·+ YM is an MD ×MD matrix and takes a
particularly simple form
Cov(Y) =

Q (1− p)2Q · · · (1− p)2Q
(1− p)2Q Q . . . ...
...
. . . Q (1− p)2Q
(1− p)2Q · · · (1− p)2Q Q
 = 1D Q⊗ C(p), (49)
where we define the M×M matrix
C(p) :=

1 (1− p)2 · · · (1− p)2
(1− p)2 1 . . . ...
...
. . . (1− p)2
(1− p)2 · · · (1− p)2 1
 (50)
and the D× D matrix Q with elements
Qx˜,x˜′ := δx˜,x˜′ − 1D , x˜, x˜
′ = 1, . . . , D. (51)
Note that we can write Q = 1ˆD − cc†, where c = (1, . . . , 1)†/
√
D ∈ VD is normalized. Hence, Q is the projector
onto the (D− 1)-dimensional subspace of VD that is the orthogonal complement to the one-dimensional subspace
spanned by c. From Q being a projector, it also follows that Q ≥ 0.
Suppose now that we have a particular bipartite DAG B with observable variables O1, . . . , OM and latent variables
L1, . . . , LN . As we recall from section IV, the semidefinite test is characterized via the projectors P(n) = ∑m∈ch(Ln) Pm
as
Cov(Y) = R +
N
∑
n=1
Cn, P(n)CnP(n) = Cn, Cn ≥ 0,
M
∑
m=1
PmRPm = R, R ≥ 0. (52)
In the present case, we can write these projectors as
P(n) = ID ⊗ P˜(n), P˜(n) = ∑
m∈ch(Ln)
P˜m, (53)
with P˜m as in (48).
For each fixed number of observable variables M, local alphabet size D, and given bipartite DAG B, we know
that the family P˜M:Dp is monotone with respect to p, in the sense that the covariance matrix Cov(Y) satisfies the
semidefinite decomposition for all p beyond a certain threshold value, while it is violated for all values below. The
following proposition shows that this threshold is independent of D, and that it can be determined via simplified
decomposition of the matrix C(p).
Proposition 4. Let Cov(Y) be the covariance matrix, for feature maps with orthonormal components, corresponding to the
distribution P˜M:Dp , as defined in (44), for M observable variables, and local alphabet size D ≥ 2. For each value 1 ≥ p ≥ 0
it is the case that Cov(Y) satisfies the semidefinite decomposition (52) with respect to a given bipartite DAG B, if and only if
C(p), defined in (50), satisfies the decomposition
C(p) = R˜ +
N
∑
n=1
C˜n, P˜(n)Cn P˜(n), C˜n ≥ 0,
N
∑
m=1
P˜mR˜P˜m = R˜, R˜ ≥ 0. (54)
Moreover, there exists a number 1 ≥ p(B) ≥ 0 that does not depend on D, such that Cov(Y) satisfies (52) and C(p) satisfies
(54) for all p > p(B), while Cov(Y) and C(p) do not satisfy the decompositions for p < p(B).
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Proof. First we shall show that if C(p) satisfies the decomposition, then Cov(Y) also satisfies the decomposition. Let
p be any 1 ≥ p ≥ 0 such that there exists a semidefinite decomposition of C(p) as in (50). Equation (54) provides
R˜ and C˜n. Define R := Q⊗ R˜/D and Cn := Q⊗ C˜n/D. Thus defined, it follows that
R +∑
n
Cn =
1
D
Q⊗ (R˜ +∑
n
C˜n) =
1
D
Q⊗ C(p) = Cov(Y).
Moreover, by the conditions in (54) and the observations in (53), it follows that
P(n)CnP(n) = [1ˆD ⊗ P˜(n)][ 1D Q⊗ C˜n][1ˆD ⊗ P˜
(n)] = Cn,
and Cn = Q⊗ C˜n/D ≥ 0.
Furthermore, by the conditions in (54) and (48), it follows that
∑
m
PmRPm =∑
m
[1ˆD ⊗ P˜m][ 1D Q⊗ R˜][1ˆD ⊗ P˜m] = R,
and R = Q⊗ R˜/D ≥ 0. Hence, this procedure produces a valid semidefinite decomposition of Cov(Y). Hence, for
every p for which C(p) has a valid decomposition, it follows that Cov(Y) also has a valid decomposition.
Next we prove the opposite implication, namely that the existence of a decomposition of Cov(Y) implies a
decomposition of C(p). Let us thus assume that there is a 1 ≥ p ≥ 0 for which there exists a decomposition of
Cov(Y) as in (52). Equation (52) provides R and Cn. Let v ∈ VD be normalized, and such that Qv = v. Such a v
always exists, since Q is a projector onto a (D − 1)-dimensional subspace of VD and D ≥ 2. Define R˜ := Dv†Rv
and C˜n := Dv†Cnv (where one should keep in mind that e.g. v†Rv is an operator on VM, since v ∈ VD). Hence, by
(52) and (49)
R˜ +∑
n
C˜n =Dv†(R +∑
n
Cn)v = Dv†Cov(Y)v = Dv†[
1
D
Q⊗ C(p)]v = v†QvC(p) = C(p).
Moreover, by the conditions in (52) and the observations in (53), it follows that
P˜(n)C˜n P˜(n) =P˜(n)Dv†CnvP˜(n) = Dv†[1ˆD ⊗ P˜(n)]Cn[1ˆD ⊗ P˜(n)]v = Dv†P(n)CnP(n)v = Dv†Cnv = C˜n,
and C˜n := Dv†Cnv ≥ 0. Furthermore, (52) and (48) yields
∑
m
P˜mR˜P˜M =∑
m
P˜mDv†RvP˜m =∑
m
Dv†[1ˆD ⊗ P˜m]R[1ˆD ⊗ P˜m]v = Dv†(∑
m
PmRPm)v = Dv†Rv = R˜,
and R˜ := Dv†Rv ≥ 0. Hence, we can conclude that the decomposition of Cov(Y) induces a valid decomposition of
C(p) as in (54).
We know from section IX A that the family P˜M:Dp is monotone, in the sense that Cov(Y) (since it is based on
orthonormal feature maps) satisfies the semidefinite decomposition for all p beyond a certain threshold value,
which we can call p(B), while violating the decomposition for all p below p(B). From the above equivalence we
conclude that the same transition is valid for C(p) with respect to the decomposition in (54).
C. Compatibility with the triangular DAG
Here we consider the tripartite case and determine the value of p where P˜3:Dp switches from not satisfying the
semidefinite decomposition, to satisfying it, with respect to the triangular scenario in figure 3. The family of
distributions P˜M:Dp , defined in (44), does in the tripartite case take the form
P˜3:Dp (x˜1, x˜2, x˜3) =(1− p)3
1
D
δx˜1,x˜2,x˜3
+ p(1− p)2 1
D2
[δx˜1,x˜2 + δx˜1,x˜3 + δx˜2,x˜3 ]
+ p2(3− 2p) 1
D3
,
(55)
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and the matrix C(p) and the projectors P˜(1), P˜(2), and P˜(3) become
C(p) =
 1 (1− p)2 (1− p)2(1− p)2 1 (1− p)2
(1− p)2 (1− p)2 1
 , P˜(1) =
0 0 00 1 0
0 0 1
 , P˜(2) =
1 0 00 0 0
0 0 1
 , P˜(3) =
1 0 00 1 0
0 0 0
 .
As a corollary of Proposition 4 we here determine the ‘transition point’ p(B) for the family P˜M:Dp in the triangular
scenario.
Lemma 4. For p ∈ R it is the case that
[
1
2 (1−p)2
(1−p)2 12
]
≥ 0⇔ 1− 1√
2
≤ p ≤ 1+ 1√
2
.
Lemma 5. Let a, b, r ∈ C, then [ a rr b ] ≥ 0⇔
[
b r
r a
] ≥ 0.
Corollary 1. For the family P˜3:Dp in equation (55), and for feature maps with orthonormal components, the covariance
matrix Cov(Y) has a semidefinite decomposition with respect to the triangular bipartite DAG B in figure 3, if and only if
1− 1√
2
≤ p ≤ 1. Hence, p(B) = 1− 1/√2.
One may note that P˜3:Dp has a semidefinite decomposition also in the case p = 1− 1/
√
2, i.e., at the transition
point. Proposition 4 does strictly speaking leave open the nature of the transition point per se.
Proof. By Proposition 4 we know that it is sufficient to determine the p for which C(p) decomposes as in (54). Due
to Lemma 4 it follows that
R˜ = 0, C˜1 =
[
0 0 0
0 12 (1−p)2
0 (1−p)2 12
]
, C˜2 =
[
1
2 0 (1−p)2
0 0 0
(1−p)2 0 12
]
, C˜3 =
[
1
2 (1−p)2 0
(1−p)2 12 0
0 0 0
]
satisfy the decomposition (54) for all 1− 1/√2 ≤ p ≤ 1. However, this does not exclude the possibility that there
exists some other decomposition that yields a smaller p.
Suppose that 0 ≤ p′ < 1 − 1/√2. By the structure of the triangular DAG, it follows that the most general
decomposition of the form (54) possible (incorporating the diagonal matrix R˜ into C˜1, C˜2, and C˜3) can be written
C(p) = C˜1 + C˜2 + C˜3, where
C˜1 =
[ 0 0 0
0 b2 (1−p′)2
0 (1−p′)2 c1
]
, C˜2 =
[
a1 0 (1−p′)2
0 0 0
(1−p′)2 0 c2
]
, C˜3 =
[
a2 (1−p′)2 0
(1−p′)2 b1 0
0 0 0
]
,
and where a1, a2, b1, b2, c1, c2 ≥ 0 and a1 + a2 = 1, b1 + b2 = 1, c1 + c2 = 1. By the assumed semidefiniteness of C˜1,
C˜2, and C˜3, it follows that
M1 :=
[
a1 (1−p′)2
(1−p′)2 c2
]
≥ 0, M2 :=
[
a2 (1−p′)2
(1−p′)2 b1
]
≥ 0, M3 :=
[
b2 (1−p′)2
(1−p′)2 c1
]
≥ 0. (56)
By Lemma 5 it follows that (56) implies
M4 :=
[
c2 (1−p′)2
(1−p′)2 a1
]
≥ 0, M5 :=
[
b1 (1−p′)2
(1−p′)2 a2
]
≥ 0, M6 :=
[
c1 (1−p′)2
(1−p′)2 b2
]
≥ 0.
Since these matrices all are positive semidefinite, it follows that every convex combinations of them is also positive
semidefinite. Thus one can confirm that[ 1
2 (1− p′)2
(1− p′)2 12
]
=
1
6
M1 +
1
6
M2 +
1
6
M3 +
1
6
M4 +
1
6
M5 +
1
6
M6 ≥ 0. (57)
However, the positive semidefiniteness of this matrix is a contradiction to Lemma 4, since by assumption p′ <
1− 1/√2. Hence, C(p) can only have a decomposition as in (54) if 1− 1/√2 ≤ p ≤ 1. By Proposition 4 it thus
follows that Cov(Y) satisfies the semidefinite decomposition as in (52) if and only if 1− 1/√2 ≤ p ≤ 1.
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X. COMPARISON WITH ENTROPIC TESTS
Outer relaxations of the compatibility set corresponding to latent variable structures, based on information the-
oretic inequalities, have been considered previously [27–30]. Here we make a numerical comparison of the perfor-
mance of these entropic tests and the semidefinite test. A basic challenge is that we in practice do not know the true
set of compatible distributions. However, since we are dealing with outer approximations, a reasonable approach
is to compare how ‘strict’ the tests are, i.e., if one test generally tends to reject more distributions than the other.
Given the rather radical difference in appearance and functional form between the semidefinite test and tests
based on entropy inequalities (described in more detail in the next section) it is far from clear how these tests
relate, or if there even is a clear-cut relation in the sense that one would be systematically stronger than the other.
An indication can be gained from [47], where it was found that tests based on operator inequalities, of the type
described in section VI, appear to be stronger than the entropic ones for small alphabet sizes, but that there seems
to be a switchover for larger alphabets (see section 4.5 of [47]). Here we confirm similar trends for the semidefinite
test in comparison with the entropic test, where we focus on the ‘triangular’ DAG described in figure 3. In case of
binary variables, we do in section X B make a comparison over an ensemble of randomly constructed distributions.
However, our major testbed for these comparisons (in section X C) is the family of distributions P˜M:Dp introduced
in section IX.
A. Entropy inequalities for the triangular DAG
We focus on the triangular DAG in figure 3, since this has been a rather well investigated scenario with sev-
eral known entropic inequalities associated with it. For the three observable variables O1, O2, O3 we let H(1) :=
H(O1) := −∑j P(O1 = j) log2 P(O1 = j) denote the Shannon entropy, and in a similar manner H(12) := H(O1, O2),
etc, where ‘log2’ denotes the base 2 logarithm. The first inequality (58) for the triangular scenario was obtained in
[6] (see also [27] and [30])
E1 := −H(1)− H(2)− H(3) + H(13) + H(12) ≥ 0. (58)
The following two inequalities were derived in [27]
E2 :=− 3H(1)− 3H(2)− 3H(3) + 2H(12) + 2H(13) + 3H(23)− H(123) ≥ 0, (59)
E3 :=− 5H(1)− 5H(2)− 5H(3) + 4H(12) + 4H(13) + 4H(23)− 2H(123) ≥ 0. (60)
Finally, inequalities (61) to (63) were obtained in [30]
E4 :=− 4H(1)− 4H(2)− 4H(3) + 3H(12) + 3H(13) + 4H(23)− 2H(123) ≥ 0, (61)
E5 :=− 2H(1)− 2H(2)− 2H(3) + 3H(12) + 3H(13) + 3H(23)− 4H(123) ≥ 0, (62)
E6 :=− 8H(1)− 8H(2)− 8H(3) + 7H(12) + 7H(13) + 7H(23)− 5H(123) ≥ 0. (63)
One should observe that the expressions in (58), (59), and (61) are not symmetric under permutations of the
O1, O2, O3, and thus each of these generate two more inequalities. Whenever one of these inequalities is violated
we can conclude that the observable distribution cannot originate from the bipartite DAG in figure 3.
One may note that all of these entropic inequalities, apart from (58), depend on the full tripartite distribution,
while the semidefinite test only takes into account the mono- and bipartite marginals. One may thus intuitively
suspect that the semidefinite test would be at a disadvantage compared to these tripartite entropic tests.
B. Rejection rates in random Ising models: The binary case
For a numerical comparison between the entropic and the semidefinite test for the triangular scenario in figure
3, we assume binary variables O1, O2, O3 ∈ {−1, 1}, and distributions P(x) := P(O1 = x1, O2 = x2, O3 = x3),
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x := (x1, x2, x3) given by an Ising interaction model [50, 51]
P(x) =
e−x† Jx
Z
, (64)
with Z being the normalization constant, and where J is a real 3× 3 matrix. For each single instance of this model
we draw the elements of J independently from a Gaussian distribution with zero mean and variance 1.
For the semidefinite test we choose (universal) feature maps that associate the outcomes of the random variables
to elements of orthonormal bases, thus resulting in a 6× 6 covariance matrix. The semidefinite test was imple-
mented via a semidefinite program that minimizes a constant function, thus effectively testing whether there exist
any feasible elements.
For each instance over 106 independent repetitions of the Ising model in (64) we performed the semidefinite test,
as well as tested the entropic inequalities (58) to (63) together with all their permutations.
The following table gives the approximate fraction of rejections. In the table, E∪1 (and analogously for E
∪
2 and E
∪
4 )
means that we test the inequality in (58) as well as its two permutations, and we count the fraction of the sample
that violates any of these three inequalities, i.e., we take the union of the corresponding rejection regions. The entry
‘Combined’ signifies the fraction of rejections due to violations of at least one of the inequalities (58) to (63) or any
of their permutations. Finally ‘Semidefinite’ denotes the fraction of rejections for the semidefinite test.
E∪1 : 0.57, E
∪
2 : 0.60, E3 : 0.54,
E∪4 : 0.63, E5 : 0.40, E6 : 0.60,
Combined : 0.64,
Semidefinite : 0.77
Since the fraction of rejections is higher for the semidefinite test than for all the entropic inequalities combined,
this suggests that the semidefinite test in some sense has a ‘larger’ region of rejection, and thus would be the
stronger test. To get some information on the relation between the two regions of rejections, we checked whether
we could find any case where the semidefinite test accepted an instance that had been rejected by some of the
entropic inequalities. However, we could find no such case, which suggests that the region of rejection for the
collection of entropic inequalities is contained in the region of rejection for the semidefinite test.
C. Comparison on a monotone family of distributions
In section VIII we argued that the compatibility of distributions with respect to a given bipartite DAG is
monotonous under local operations, and that the semidefinite test also satisfies this property if we use univer-
sal feature maps. In section IX C we introduced a particular tripartite family of distributions P˜3:Dp that can be
generated from the appropriate maximally correlated distribution by local operations, and where we could show
that this family cut the boundary of the semidefinite compatibility region at p = 1− 1/√2. Here we compare the
performance of the entropic tests with the semidefinite test on this particular family of distributions.
1. Binary variables
We begin in the case of three binary variables, i.e., each variable can take two possible values. In this case P˜3:2p
reduces to
P˜3:2p (x˜1, x˜2, x˜3) =
{ 1
8 (4− 6p + 3p2), if x˜1 = x˜2 = x˜2,
1
8 p(2− p), otherwise.
(65)
In figure 6 we plot E1, . . . , E6 as functions of the parameter p. The entropic test rejects the model for a given p
whenever one of these functions become negative. For the calculation of the covariance matrix we choose feature
maps that assign orthonormal vectors to the outcomes of the three random variables, thus being universal. As one
can see from figure 6, the semidefinite test starts to reject at higher values of p than all the entropic tests, and is
thus closer to the true value p∗ of the transition than any of the entropic tests.
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FIG. 6. Entropic versus semidefinite for binary variables. For three binary variables described by the distribution P˜3:2p in
equation (65), we calculate E1, . . . , E6 defined in (58) to (63) as functions of the parameter p. When one of these functions turns
negative, it implies that the distribution P˜3:2p is not compatible with the triangular bipartite DAG in figure 3. Moreover, we
determine the 6× 6 covariance matrix with respect to feature maps that assign orthogonal vectors to the outcomes. The red
vertical line indicates the value p = 1− 1/√2 ≈ 0.29, determined in section IX C, below which the semidefinite test rejects
the resulting covariance matrix. As one can see, the semidefinite test has the larger region of rejection, and is in this sense the
stronger test for this particular binary setup.
2. Asymptotics of the E1 test
E1 defined in (58) is the only of the entropic quantities (58) to (63) that solely includes mono- and bipartite
marginals; the others also depend on the full tripartite distribution. Since the test based on E1 and the semidefinite
test thus are on ‘equal footing’ in this regard, it appears relevant to pay some additional attention to the relation
between these two tests. In section IX C, and in particular in Corollary 1, we proved that the distribution P˜3:Dp ,
defined in equation (55), satisfies the semidefinite test if and only if p ≥ 1− 1/√2, irrespective of the alphabet
size D. Hence, the ‘transition point’ for the semidefinite test is independent of D for this particular family of
distributions. Here we shall show that the corresponding transition point for the test based on E1 lies below
1− 1/√2, but asymptotically approaches this value as D increases.
The family of distributions P˜3:Dp in (55) is permutation symmetric with respect to the three parties, and E1 can,
via equation (47), be evaluated as
E1 =− 3H(1) + 2H(12)
=− 3 log D
− 2(1− 1
D
)p(2− p) log
[
p(2− p) 1
D2
]
− 2
[
(1− p)2 + p(2− p) 1
D
]
log
[
(1− p)2 1
D
+ p(2− p) 1
D2
]
.
(66)
One can confirm that E1(0) = − log D, E1(1) = log D, and
dE1
dp
= 4(1− 1
D
)(1− p) log
[
1+ D
(1− p)2
p(2− p)
]
, (67)
which is non-negative for 0 ≤ p ≤ 1. Hence, for each fixed D, the function E1 is monotonically increasing for
0 ≤ p ≤ 1, and thus the equation E1(p) = 0 has exactly one root, which is situated somewhere in the open interval
(0, 1). Thus, analogous to the semidefinite test, the test based on E1 will reject all elements in the family P˜3:Dp below
a certain transition point, and accept all distributions above that value. Next one can confirm that
E1(1− 1√
2
) = log
2D
D + 1
+
1
D
log
2D
D + 1
> 0, D = 2, 3, . . . .
Since E1 thus is monotonously increasing with respect to p, we can conclude that the root p˜ of E1( p˜) = 0 is such
that p˜ < 1− 1/√2 for all D ≥ 2. Finally we wish to the determine the asymptotic value of the root p˜ as D → ∞.
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To this end we rewrite (66) such that we highlight the different orders of dependency on D,
E1 =2
[
1+
1√
2
− p][p− (1− 1√
2
)
]
log D
− 2p(2− p) log[p(2− p)]− 4(1− p)2 log(1− p)
− 2p(2− p) 1
D
log D
− 2(1− p)2 log
[
1+
p(2− p)
(1− p)2
1
D
]
+ 2p(2− p) 1
D
log
[
p(2− p)
(1− p)2
]
− 2p(2− p) 1
D
log
[
1+
p(2− p)
(1− p)2
1
D
]
.
(68)
On any interval δ ≤ p ≤ 1− δ, with 1/2 > δ > 0, the last four lines of (68) each approaches zero as D → ∞.
Moreover, one can note that the leading order term (in the first line) does for each fixed D increase monotonically
for 0 ≤ p ≤ 1 and switches from negative to positive at p = 1− 1/√2. If one fixes e > 0, one can realize that
for all sufficiently large D, it is the case that E1(p) > 0 for all 1− 1/
√
2 + e ≤ p ≤ 1− δ, and E1(p) ≤ 0 for all
0 ≤ p ≤ 1− 1/√2− e. We can thus conclude that the root p˜ of E1( p˜) = 0 in the interval 0 ≤ p˜ ≤ 1 approaches
1− 1/√2 as D → ∞.
3. Comparison on increasing alphabets
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FIG. 7. Entropic versus semidefinite tests for increasing alphabet sizes. For the distribution P˜3:Dp in (55) we compare the
entropic and semidefinite test as functions of D. Here we determine the smallest value of p for which the respective test accepts
P˜3:Dp , as a function of the local alphabet size D. From section IX C we know that the transition point for the semidefinite test is
p = 1− 1/√2 ≈ 0.29, independently of D (the red dashed line). We also plot (blue squares) the minimal value of p for which all
of the entropic inequalities (58) to (63) are satisfied, as a function of D. The transition point for this entropic test crosses the red
line at D = 32. Hence, for the class of functions P˜3:Dp , the entropic tests becomes stronger than the semidefinite test for alphabet
sizes beyond 32. Finally, we plot (green circles) the minimal value of p for which E1(p) ≥ 0, as a function of D. By section X C 2
we know that this transition point asymptotically reaches 1− 1/√2.
In the previous section we found that the semidefinite test is stronger than the entropic one, for testing mem-
bership of distributions of the form P˜3:2p . Here, we investigate how these two classes of tests compare when the
size D of the local alphabets increases. We know from section IX C that the semidefinite test is independent of D
for this particular family of distributions. It could thus potentially be the case that the entropic test would become
stronger than the semidefinite test for sufficiently large alphabet sizes. This is indeed what we find in the numerical
evaluation of the entropic test, which we display in figure 7.
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As pointed out in section X C 2, all the entropic inequalities, apart from E1, depend on the full tripartite distribu-
tion, while E1 and the semidefinite test only utilize the bi- and mono-partite margins. We already know from the
previous section that the test based on E1 always is weaker that the semidefinite test for the family P˜3:Dp , but that
it approaches the semidefinite test in the limit of large alphabet sizes D. As suggested by the plot in figure 7, the
convergence is very slow. As an additional indication one may note that for an alphabet size of D = 107 the root of
the equation E1(p) = 0 is p ≈ 0.26 while the limit is p ≈ 0.29.
XI. SUMMARY AND OUTLOOK
In this work we have considered the constraints imposed by a large class of causal structures on the covariance
matrix of the observed variables. More specifically, we have shown that each bipartite DAG induces a decomposi-
tion that every covariance matrix resulting from the corresponding causal model has to satisfy. Such decompositions
can be formulated in terms of semidefinite programs that allow for a straightforward and efficient computational
treatment of the problem (as opposed to algebraic geometry solutions). A violation of the condition imposed by
the bipartite DAG under test (or in other terms, the non-feasibility of the semidefinite program) thus implies that
the observed covariance matrix is not compatible with it. We have also shown that every decomposition associated
with a bipartite DAG can be realized by a causal model on that graph.
Furthermore, we have made comparisons between the performance of the semidefinite test and tests based on
information theoretic inequalities formulated in terms of entropies, where the results indicate that the semidefinite
test outperforms the entropic test for moderate alphabet sizes of the random variables, while the latter become
more powerful for large alphabet sizes.
These results open several directions for future research. Here, we have restricted attention to characterising the
set of covariance matrices compatible with a given causal structure. In real-world situations however, the covari-
ance matrix is unknown and has to be estimated from a limited number of samples drawn from the underlying
distribution. This raises the question of how to turn the theory developed here into statistical hypothesis tests for
a presumed causal stucture. An obvious idea would be to construct a confidence region for the estimated covari-
ance matrix and reject the hypothesis if the confidence region does not intersect the set compatible with the causal
assumption. We speculate, though, that it might be simpler to obtain statistically sound results by employing con-
vex duality, as explained in the context of figure 4. Indeed, assume that X is such that all compatible covariance
matrices have non-negative inner product with X. The inner product betweeen X and the true covariance matrix
is a scalar linear function of the distribution of the observable variables. A one-sided statistical hypothesis test for
tr
(
X Cov(Y)
) ≤ 0 with any desired significance level is therefore easy to construct. It will automatically also test
the causal hypothesis at the same significance level. While any X gives rise to such a test, their power to identify a
given true incompatible distribution may very wildly. One way of making an informed choice for X would be as
follows: Split the samples into two parts. If the empirical covariance matrix of the first part is compatible with the
hypothesis, accept. If not, the dual SDP (26) will identify a witness X? that seperates the empirical matrix from the
compatible set. Now use the test based on X? with the second part of the samples. We leave the details to future
work.
Another immediate question is to better understand the relation between the semidefinite and the entropic
tests. Similarly, it would be highly desirable to combine our results with other tools that have very recently been
proposed in order to characterize complex DAGs [23–25]. On a more general level it is noteworthy that by restricting
to covariance we turn a highly non-linear problem into what essentially is a convex optimization. Understanding
how far this can be pushed (considering higher order moments, for instance) would certainly give us new geometric
insights on the nature of this problem. Since we here have focused on a setting where all correlations of observed
variables are due to latent variables, it is very reasonable to ask if tests based on covariances can be extended to
more general types of DAGs that do not have this bipartite structure.
From a more fundamental perspective our work may have implications for the current research program on the
foundations of quantum physics. Bayesian networks have attracted growing attention as means to understand
the role of causality in quantum mechanical systems [5–13]. One may thus ask whether the methods we have
employed here can be generalized to the case of quantum causal structures, where for example some nodes in the
graph represent quantum states without a classical analogue. Any positive results along this line would certainly
be highly relevant in the context of quantum causal modeling and once more highlight the very fruitful interplay
between the fields of causal inference and foundational aspects of quantum mechanics.
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