A Midpoint–Radius approach to regression with interval data  by Boukezzoula, Reda et al.
International Journal of Approximate Reasoning 52 (2011) 1257–1271Contents lists available at ScienceDirect
International Journal of Approximate Reasoning
journal homepage: www.elsevier .com/locate / i jarA Midpoint–Radius approach to regression with interval data
Reda Boukezzoula ⇑, Sylvie Galichet, Amory Bisserier
Laboratoire d’Informatique, Systèmes, Traitement de l’Information et de la Connaissance – LISTIC, Université de Savoie, BP. 80439,
74944 Annecy-le-vieux Cedex, France
a r t i c l e i n f oArticle history:




Midpoint–Radius representation0888-613X/$ - see front matter  2011 Elsevier Inc
doi:10.1016/j.ijar.2011.07.002
⇑ Corresponding author.
E-mail address: reda.boukezzoula@univ-savoie.fra b s t r a c t
In this paper, a revisited interval approach for linear regression is proposed. In this context,
according to the Midpoint–Radius (MR) representation, the uncertainty attached to the set-
valued model can be decoupled from its trend. The estimated interval model is built from
interval input–output data with the objective of covering all available data. The
constrained optimization problem is addressed using a linear programming approach in
which a new criterion is proposed for representing the global uncertainty of the interval
model. The potential of the proposed method is illustrated by simulation examples.
 2011 Elsevier Inc. All rights reserved.1. Introduction
In many practical situations, intervals and/or fuzzy numbers are used to model imprecise observations derived from
uncertain measurements and/or linguistic assessments. As a very important tool for dealing with these data, fuzzy regression
based on interval regression analysis has become an active area of research [11,21,23,24,44]. Traditionally, the purpose of
regression analysis is to ﬁnd a crisp relationship among the variables. However, in real-world applications, available infor-
mation is often uncertain, imprecise and incomplete and thus, is usually represented by fuzzy or interval data. In such a case,
fuzzy regression has been proposed to evaluate the functional relationship between input and output variables in a fuzzy
environment. In this framework, unlike statistical regression modeling based on probability theory, fuzzy regression is based
on possibility theory and fuzzy set theory [47,48]. The latter is perhaps the most appropriate framework for dealing with
uncertainties and vagueness in systems.
Classically in regression models, deviations between the observed and the estimated values are supposed to be due to
measurement errors and/or random variations. In this case, probability and statistics have proved to be well suited theories
to handle randomness uncertainty in the model determination. However, in many real applications, the deviations are due to
the imprecise observed data or the indeﬁniteness of the system structure and parameters. In this case, the uncertainty is not
necessarily due to randomness. In this framework, as discussed in [12,18], several theories have been proposed to deal with
this kind of uncertainty (fuzzy statistical methodologies, belief functions, etc.) [31].
In the fuzzy literature, the regression problem with fuzzy data has been previously treated from different points of view
and successfully applied in different applications. According to [15], fuzzy regression techniques can be classiﬁed into two
distinct areas. The ﬁrst proposed by Tanaka et al. [38–40] which minimizes the total spread of the output is named possi-
bilistic regression. In this case, the problem is viewed as ﬁnding fuzzy coefﬁcients of a regression model according to a linear
programming problem (LP). The second approach, largely studied and analyzed by Diamond [14], Näther [29], González-
Rodríguez et al. [22], Krätschmer [33], Coppi et al. [13], which minimizes the total square error of the outputs is called
the fuzzy least square method. In this framework, if suitable metrics are deﬁned on appropriate spaces of fuzzy sets, least
squares techniques can be implemented where fuzzy and interval random variables can be taken into consideration. All rights reserved.
(R. Boukezzoula).
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between random input–output variables in linear regression models can be analyzed and quantiﬁed through testing proce-
dures according to interval arithmetic computing [20,21,28].
In this paper, it is assumed that the only source of uncertainty is the vagueness/imprecision of the data and/or of the
regression model parameters. In this context, a possibilistic approach is adopted where the regression model focuses on
an inclusion relation between observed and predicted outputs in order to exhibit the system input–output behavior.
In the chosen possibilistic context, different kinds of input/output data can be considered. Actually, the complete speci-
ﬁcation of regression problems highly depends on the nature of input–output data [15]. Some works are thus devoted to
Crisp-Inputs and Crisp-Outputs (CI–CO) data [37] while others [11,16,24,43] consider the regression problem using Impre-
cise-Inputs and Imprecise-Outputs (II–IO) data. Most commonly, a mixed approach with Crisp-Inputs and Imprecise-Outputs
(CI–IO) is used [4,6,7,38–40]. In this framework, the fuzzy regression with CI–CO and CI–IO data aroused a major interest.
However, the II–IO model regression remains a little studied ﬁeld. Indeed, only a few papers concerning this problem have
been published [16,24,36,43]. For instance, in [16,43] different distances are proposed in order to extend the least square
method to II–IO data. In [36], a multi-objective optimization technique for II–IO systems is proposed, whereas in [24] the
optimization is based on the minimization of the deviation between observations and predictions. The originality of this
work resides in the model representation and the new optimization criterion. Indeed, in conventional possibilistic regression
methods the used optimization criteria are only based on the available data. It follows that their minimization does not guar-
antee that the identiﬁed model has minimal global uncertainty, in the sense of the uncertainty associated to the whole input
deﬁnition domain D. When the identiﬁed model is to be used on the domain D, it may be more judicious to prefer a model
with a lower global uncertainty, i.e. a less imprecise model. Actually, the global uncertainty of a model is an intrinsic char-
acteristic of the latter that should be assessed independently of the identiﬁcation data distribution, already used to express
the constraints of the linear program. In other words, the proposed criterion is independent from the data distribution. Thus,
the optimization is performed not only at the learning points, but on the deﬁnition domain of the model, independently from
the learning data distribution. This property guarantees a certain robustness of the proposed criterion with respect to the
identiﬁcation data. So, identifying models with the proposed criterion may lead to models whose uncertainty is possibly
lower than usually.
From regression model identiﬁcation point of view, two main problems come up, namely, the model structure speci-
ﬁcation and the estimation of the given model. The ﬁrst problem is focused on the choice of a suitable model structure for
a data set. This problem is traditionally addressed a priori, in order to take advantage of known estimation techniques. In
this context, linear and nonlinear models can be used. Recently, the concepts of support vector machine and of support
vector interval regression network have been applied usefully in interval and imprecise regression [11,44]. For example,
in [11] the authors propose to learn so-called Interval Support Vector Interval Regression Networks (ISVIRN) based on qua-
dratic error minimization where two networks are used to represent, respectively, the upper and lower bounds of the
interval output data. In a great deal of literature on fuzzy and interval regression analysis, most of research has focused
on some predeﬁned parametric forms, especially on linear regression models. In this paper, as commonly used, the model
structure is assumed to be linear. In this case, the interval regression problem is reduced to an estimation problem of the
model parameters.
From a practical point of view and as commonly used in fuzzy regression literature [15,24,36,40] the a-cut principle is
adopted. In this case, for a speciﬁed a-cut, the fuzzy interval becomes a conventional interval, which states that a fuzzy inter-
val representation is a generalization of a conventional one [8,26]. In this context, the fuzzy regression problem can be re-
duced to an interval regression one where interval models are employed. That is the approach adopted in this paper where a
new interval regression methodology is proposed.
Interval regression is a model using interval coefﬁcients for the estimation of interval data, and it is regarded as a simple
version of fuzzy regression [11,23,44]. All above mentioned II–IO regression methods lead to interesting results but present a
lack of representativeness and an awkward illustration of the uncertainties in the regression model. In order to overcome
this problem, an interval model representation is proposed. The key idea of this approach resides in using a Midpoint–Radius
(MR) regression model representation. The MR representation, initially introduced by Warmus [41,42], has been widely
investigated in interval arithmetic operations [27,34,35]. Moreover, due to its natural connection with random variables rep-
resentation [1], theMR interval arithmetic has been used in several regression methodologies [4,21]. For instance, in [21] the
MR formalism has been exploited to deﬁne a testing independence methodology for linear regressive models where the vari-
ables are assumed to be represented by intervals.
In this paper, it is proposed to address interval regression by building a set-valued model from interval data. In our con-
tribution, the obtained model has to cover all intervals. For this purpose a speciﬁc optimization criterion is proposed. From a
mathematical point of view, the tackled regression problem can be handled with conventional linear optimization tools. In
other words, an interval model is determined where the interval parameters are identiﬁed according to a basic linear pro-
gramming (LP) problem.
This paper is structured in the following way. In Section 2, some concepts of intervals are introduced. Section 3 is de-
voted to the presentation of the conventional interval arithmetic operations. In Section 4, the interval model representa-
tion and identiﬁcation are detailed. Section 5 is dedicated to illustrative examples. Concluding remarks are ﬁnally given in
Section 6.
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For the sake of rigor and clarity, let us deﬁne the basic notions and notations used in this paper.
A real interval A is a continuous bounded subset of R deﬁned by the set of elements lying between its endpoints: the low-
er and the upper limits a and a+A ¼ fx=a 6 x 6 aþ; x 2 Rg ð1Þ
So, an interval is encoded with its both ordered endpoints and usually denoted as [a,a+].
In order to manipulate and exhibit the uncertainty in intervals, an efﬁcient representation is needed. Indeed, the latter
should be able to represent arbitrary intervals and their sets in a single and uniform graphical way. In this framework, it
is obvious that to uniquely deﬁne an interval, two parameters are necessary; hence the space of intervals is two-dimensional.
There are many possible representations of an interval. The most used one is the Endpoints (EP) representation given in Eq.
(1). However, the main drawback of this representation resides in the fact that the uncertainty attached to the interval is not
separated from the trend. In order to overcome this difﬁculty, the Midpoint (M) and the Radius (R) coordinates are used (see
Fig. 1). Moreover, for many practical situations, it is more natural to deﬁne the intervals in the MR space [27,34,35,41,42]
where the ‘‘nominal’’ best value (the midpoint) of an entity is considered together with its uncertainty (the radius) viewed
as an upper bound of its measurement error. This approach has the advantage of decoupling the uncertainty present in the
interval (radius) from the trend (midpoint). Moreover, the MR representation of interval arithmetic is most suitable for a
comparison between stochastic and interval arithmetic [1,21]. As detailed in [1], the basic results of MR interval correspond
to the ones of stochastic arithmetic. Actually, theMR representation is the counterpart to the mean value/variance represen-
tation of random numbers. For more details, on MR representation and its advantage with regard to the EP one, we refer the
reader to [1,34].
In order to improve legibility, capitals are used for intervals (or set-valued quantities) and lower case letters for scalars.
Such notation should avoid confusion between interval-valued variables, say X, and scalar variables, say x.
Given an interval A, its midpoint, radius and width are scalar values, respectively denoted bymA, rA andwA, and deﬁned by
(see Fig. 1):mA ¼ ða þ aþÞ=2; rA ¼ ðaþ  aÞ=2; rA P 0 and wA ¼ ðaþ  aÞ ¼ 2rA ð2Þ
An interval A can be characterized by its endpoints a and a+, or by its midpoint mA and radius rA. Indeed, in the endpoints
(EP) representation, the interval A is denoted by A = [a,a+]. The same interval can be represented by the pair (mA,rA), where
rAP 0 in the Midpoint–Radius (MR) space. In this case, the interval A is denoted by A = (mA,rA).
The relation between the EP and MR notations is straightforward, i.e.a ¼ mA  rA and aþ ¼ mA þ rA ð3Þ
The equality between two intervals A and B is interpreted as follows:A ¼ B() mA ¼ mB and rA ¼ rB for MR notation
a ¼ b and aþ ¼ bþ for EP notation

ð4ÞGiven an interval A, two particular cases can be distinguished:
 If rA = 0, (a = a+)) A = (mA,0): A is a thin (point) interval.
 If mA = 0, (a+ = a)) A = (0,rA): A is a zero-symmetrical interval.Fig. 1. Endpoints (EP) and Midpoint–Radius (MR) representations.
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the domain C(A) is represented by the upper and lower bound lines of A, forming a triangle. In the MR representation, it is
clear that the most imprecise element of C(A) is the interval A itself which corresponds to the highest value of the radius, i.e.
the top of the triangle. On the opposite, the triangle base represents all the scalar values between the lower and the upper
bounds (the set of all the thin intervals). In the sequel, the set of all intervals on R is denoted by IðRÞ.
According to the MR representation, the relative extent of an interval denoted rxA [27,35] is deﬁned by:rxA ¼ rA=mA; for mA–0 ð5Þ
As illustrated on the polar graph (see Fig. 2), the deﬁnition of the relative extent leads to:jrxAjP 1; if 0 2 A
jrxAj < 1; if 0 R A




() mB  rB 6 mA  rA
mA þ rA 6 mB þ rB

() mB mA 6 rB  rA
mA mB 6 rB  rA

ð6ÞFrom Eq. (6) it follows:A#B() jmB mAj 6 rB  rA ð7Þ3. Conventional interval arithmetic operators
The purpose of this section is not to review the basic properties of interval arithmetic, but merely to set up the necessary
notation and other aspects later discussed. Firstly, some operations are given in the EP representation and then translated to
the MR space.3.1. The EP interval arithmetic operations
The interval arithmetic operations can be deﬁned in the EP representation by the following equations:
 Addition: for A 2 IðRÞ and B 2 IðRÞ, the addition is straightforward:A B ¼ ½a; aþ  ½b; bþ ¼ ½a þ b; aþ þ bþ ð8Þ
 Multiplication by a scalar: for A 2 IðRÞ and for any scalar r 2 R:r~A ¼ r~½a; aþ ¼ ½r:a
;r:aþ if rP 0
½r:aþ;r:a if r < 0

ð9Þ Multiplication: for A 2 IðRÞ and B 2 IðRÞ, the multiplication is deﬁned by:A B ¼ ½a; aþ  ½b; bþ ¼ ½minðZÞ;maxðZÞ;
where Z ¼ fab; abþ; aþb; aþbþg ð10ÞFig. 2. Polar graph of the rx function.
Fig. 3. Inclusion of two intervals A # B.
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According to the MR representation, the standard interval arithmetic operations are deﬁned by the following equations
[27]:
 Addition: for A 2 IðRÞ and B 2 IðRÞ, the addition remains straightforward:
A B ¼ ðmA; rAÞ  ðmB; rBÞ ¼ ðmA þmB; rA þ rBÞ ð11Þ Multiplication by a scalar: for A 2 IðRÞ and for any scalar r 2 R
r~A ¼ r~ðmA; rAÞ ¼ ðr:mA; jrj:rAÞ ð12Þ Multiplication: for A 2 IðRÞ and B 2 IðRÞ, the formula deﬁning the multiplication is:
A B ¼ ðmA; rAÞ  ðmB; rBÞ ¼ ðmAB; rABÞ ð13Þwhich can be simpliﬁed according to the relative extent of the interval operands:
1. If jrxAj 6 1 and jrxBj 6 1A B ¼ ðmAmB þ signðmAmBÞ  rArB; jmAjrB þ jmBjrAÞ ð14Þ
2. If jrxAj > 1P rxBj or jrxAjP jrxBj > 1A B ¼ hB~ðmA; rAÞ ¼ ðhB:mA; jhBj:rAÞ; where hB ¼ signðmBÞ  ðjmBj þ rBÞ ð15Þ
3. If jrxBj > 1P jrxAj or jrxBjP rxAj > 1A B ¼ hA~ðmB; rBÞ ¼ ðhA:mB; jhAj:rBÞ; where hA ¼ signðmAÞ  ðjmAj þ rAÞ ð16Þ4. Regressive model representation and identiﬁcation
The linear regression model is the most frequently used form in interval regression analysis for expressing the relation-
ship between one or more explanatory variables and response. For the sake of simplicity and as commonly assumed in the
interval regression literature, the case of simple linear regression model involving a single independent variable is consid-
ered. The case of multiple inputs is a straightforward generalization of this methodology but more complex in a computa-
tional point of view.
The objective of the proposed interval linear regression is to determine a functional linear relationship:Y ¼ A0  A1  X ð17Þ
where Y is the interval model output, X the interval model input and A0 and A1 the interval parameters, i.e. unknowns to be
estimated from interval data.
From the implementation point of view, as the model structure is assumed to be ﬁxed, using the formalism of intervals
we can express the regression problem as an estimation problem of the interval parameters A0 and A1. In other words, the
interval regression problem is reduced to the estimation of the parameters A0 and A1.
4.1. Interval model representation
4.1.1. The conventional model representation (EP representation)
Using the EP representation, the interval parameters A0 and A1 in Eq. (17) are represented as follows:
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The regression problem has been previously treated from different points of view and by considering different kinds of input/
output data. Indeed, according to the nature of X (scalar or interval) two regression problems can been distinguished.
The ﬁrst one deals with Crisp-Inputs and Imprecise-Outputs data (CI–IO) [4,6,7,38–40]. In this case, as the model is linear
and the inputs are considered as scalars, the model output (17) will be an interval. So, Eq. (17) becomes:YðxÞ ¼ ½yðxÞ; yþðxÞ ¼ ½y; yþ ¼ A0  A1~x ¼
½a0 þ a1 x; aþ0 þ aþ1 x if xP 0
½a0 þ aþ1 x; aþ0 þ a1 x if x < 0

ð18ÞIn this case, the deﬁnition domain is the interval D = [D,D+], which means that the input x can take any scalar value in D.
For the sake of illustration simplicity, in the sequel, the particular case when the parameter A1 and the input x are positive
is considered. The other cases are a straightforward generalization of this particular case. In this particular situation, the
model output is given by the following expression:YðxÞ ¼ ½yðxÞ; yþðxÞ ¼ ½y; yþ ¼ ½a0 þ a1 x; aþ0 þ aþ1 x:
The evolution of Y(x) with respect to x in D is plotted in Fig. 4a where the particular case of x = x⁄ is illustrated. Actually, as the
input x is a scalar value of D, the model output uncertainty is only due to the uncertainty of the two parameters A0 and A1.
The second regression problem is devoted to systems with Imprecise-Inputs and Imprecise-Outputs (II–IO) [16,24,36,43].
So, for an interval input X = [x,x+] the interval model output is given by the following equation:YðXÞ ¼ ½yðXÞ; yþðXÞ ¼ ½y; yþ ¼ A0  A1  X ¼ ½a0 þminðZÞ; aþ0 þmaxðZÞ where
Z ¼ fa1 x; a1 xþ; aþ1 x; aþ1 xþg ð19ÞIn this case, the input X can be any interval included in the interval D previously deﬁned for scalar inputs. Consequently, the
model deﬁnition domain is now D = C(D) (see Fig. 1). Considering as previously that X and A1 positive, the model output is
given by the following equation:YðXÞ ¼ ½y; yþ ¼ ½a0 þ a1 x; aþ0 þ aþ1 xþ:
The evolution of Y(X) with respect to X in D is plotted in Fig. 4.b where the particular case of X = X⁄ is illustrated.
According to Fig. 4b, the model output is deﬁned by the 4-sided area delimited by the four vertices (S1,S2,S3,S4). If the
vertices S1 and S3 exhibit the model output bounds, the others (S2 and S4) have no interpretation in our view of interval
regression approach. For example, in [24,36], although two intervals are computed to represent the model output, only ex-
treme endpoints (S1,S3) are kept in the ﬁnal interval representation.
According to the 2D representation of Fig. 4, a major drawback can be underlined:
 The interval input X is represented by its EP coordinates on a real line with only one dimension. It leads to a lack of infor-
mation about the input uncertainty (radius). In this case, neither the deﬁnition domain D or the output uncertainty on it
can be exhibited in a conventional 2D space.Fig. 4. The conventional interval model representation.
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In order to deal with the drawback mentioned in the previous section, the MR representation is now used to deﬁne all
handled intervals. Thus, the parameters A0 and A1 are denoted in the MR space by:A0 ¼ ðmA0 ; rA0 Þ and A1 ¼ ðmA1 ; rA1 Þ:
In this context, only the more general case (II–IO regression) is here developed. According to Eq. (17), the predicted model
output Y is expressed by the following equation:YðXÞ ¼ Y ¼ ðmY ; rYÞ ¼ A0  A1  X ¼ ðmA0 þmA1X ; rA0 þ rA1XÞ ð20Þ
where mA1X and rA1X are given by Eqs. (14), (15) or (16) according to the relative extent of intervals A1 and X.
In the particular case of positive intervals A1 and X, i.e. rxA1 < 1 and rxX < 1, it can be deduced:mY ¼ mA0 þmA1mX þ rA1rX
rY ¼ rA0 þmA1rX þmXrA1

ð21ÞThe output Midpoint and Radius are illustrated in Fig. 5 with respect to the input position in the domain D.
In Fig. 5a (resp. Fig. 5b), all possible input intervals, i.e. all elements of the deﬁnition domain D, are considered leading to
all achievable output midpoint (resp. radius) values. Any location on the gray surface is then associated to a possible interval
input with its corresponding output midpoint (resp. radius).
According to Eqs. (3) and (21), it is possible to obtain the EP coordinates of the model output:y ¼ mY  rY ¼ mA0  rA0 þ ðmA1  rA1 ÞðmX  rXÞ
yþ ¼ mY þ rY ¼ mA0 þ rA0 þ ðmA1 þ rA1 ÞðmX þ rXÞ

ð22ÞSummarizing Figs. 5a and b by a single plot, a global evolution of the model output is given in Fig. 6 with respect to the Mid-
point and Radius of the input which determine its position in the domain D.
By comparison with the conventional EP representation, the proposed MR space presents several computational
advantages:
 For a given interval input, only one interval output is computed directly from the contribution of the input Midpoint and
Radius.
 According to this representation, the origin of uncertainty in the output can be precisely determined. In other words, the
contributions of the parameters A0, A1 and the input X are well deﬁned in the model output (20).
4.2. Model identiﬁcation
In the context of regression model identiﬁcation, two main problems come up, namely, the model structure speciﬁcation
and the estimation of the given model. The ﬁrst problem focuses on the choice of a suitable model structure for a data set.
This problem is traditionally addressed a priori. In this paper, as commonly used, the model structure is assumed to be linear.
In this case, the regression problem is reduced to an estimation problem of the model parameters, to be solved from ob-
served data.
Let us consider a set of N observed interval data samples. Let the jth sample be represented by the pair
ðXj; Yoj Þ; j ¼ 1; . . . ;N, where Xj are interval inputs and Yoj are the corresponding observed intervals. In the sequel, the intervalFig. 5. The proposed MR interval model representation.
Fig. 6. The model output evolution.
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j Þ=2 ð23ÞIt follows that all observed input intervals are elements of model deﬁnition domain D = C(D).
As discussed in the paper introduction, a possibilistic regression approach (in the sense of Tanaka et al. [38–40]) is
adopted where the objective is to determine the model parameters so that observed data are included in predicted ones
(possibility model).
In the proposed identiﬁcation methodology, two points have to be considered for its implementation:
 The interval inclusion constraints to be introduced in the optimization problem.
 The identiﬁcation criterion to be optimized.
4.2.1. The optimization constraints
In order to ensure that all the observed data are included in the predicted ones, the inclusion constraints are given by:Yoj #Yj () jmYj mYoj j 6 rYj  rYoj ; j ¼ 1; . . . ;N ð24ÞwheremYj and rYj are given by Eq. (20) according to (14), (15) or (16). When the parameter A1 and the input Xj are positive, by
substitution of (21) in (24), the inclusion constraints can be written as:mA0 þmA1mXj þ rA1 rXj mYoj
  6 rA0 þmA1rXj þmXj rA1  rYoj ; j ¼ 1; . . . ;N ð25ÞIn addition, the identiﬁcation of well-deﬁned intervals for parameters A0 and A1 requires positive radius, which leads to the
introduction of the following supplementary constraints:rA0 P 0 and rA1 P 0 ð26ÞTo remain in a linear programming (LP) context, all constraints in the identiﬁcation problem have to be linear according to
the identiﬁcation variables, i.e. midpoint and radius of A0 and A1. One way to avoid non-linear components in the expressed
constraints consists in assuming that the sign of the parameter A1 is known. For example in deriving constraint (25), a po-
sitive A1 has been assumed.
4.2.2. The used criterion
The objective is to identify the less imprecise model on its deﬁnition domain, as it has been proposed in our previous
works [4,6,7]. The computation of the global uncertainty is here extended to the whole domain D, whose elements are inter-
vals. It follows that the criterion J to be optimized, i.e. the global uncertainty on D, is expressed as:J ¼
ZZ
D
ðyþ  yÞdmXdrX ¼ 2
ZZ
D
rYdmXdrX ð27Þwhere rY is given by (20) according to (14), (15) or (16).










[12,1J ¼ 2rA0 r2D þ 2rA1r2DmD þ ð2=3ÞmA1r3D ð28Þ
To sum up, the identiﬁcation method is performed by minimizing the criterion (27) under the constraints (24) and (26). Mak-
ing an assumption about the sign of A1 and Xj, speciﬁc expressions of the constraints and of the criterion can be established. For
example, the case where all handled quantities are positive was detailed in [5], leading to criterion (28) and constraints (25).
At this stage, several points can be discussed about the proposed approach:
 As the interval D is deﬁned from observed inputs, its Radius and Midpoint are known numerical values. So, the criterion J
is linear according to the optimization variables. Moreover, J is independent of the distribution of the observed inputs, i.e.
the optimization is made on the whole domain D of the model, not only on the observed data. This point contributes to
improve the model robustness.
 As the minimization of the model uncertainty is performed on D, the input uncertainty is considered in the model output
expression in the identiﬁcation process.
5. Illustrative examples
In this section, simulation examples using the proposed regression methodology are presented. Two illustration examples
are considered in order to emphasize some important points and to show the beneﬁts of the proposed concepts.
The ﬁrst illustration is dedicated to show the model representation importance and the beneﬁts of the proposed method
in terms of safeguarding the inclusion property. The second illustration is used to show the potential application of the pro-
posed method for complex interval input–output data where linear piecewise models are used. In this framework, in order to
be able to compare the results, the conventional and the proposed methods are implemented using a well-known and often
used data set.
5.1. Example 1
The proposed identiﬁcation method is applied on the example given in [24]. Given the data set illustrated in Table 1, cor-
responding to a 0-cut of fuzzy data set initially proposed, the objective is to identify the parameters A0 and A1 of a model in
the form (17).
According to input data, the interval domain is D = [1.5,13] = (7.25,5.75). The corresponding model deﬁnition domain
D = C(D) is represented in Fig. 7a.
By applying the proposed method under the assumption of positive A1, the identiﬁed parameters corresponding to the
less imprecise model according to criterion J deﬁned in (28) are given by:A0 ¼ ½2:844;5:25 ¼ ð4:047;1:203Þ and A1 ¼ ½0:438;0:5 ¼ ð0:469;0:031Þ
The identiﬁed model output is illustrated in Fig. 7b, whereas the predicted outputs are presented in Table 1.
For the comparison, the results obtained by using the method developed in [24] where the objective is to minimize the
deviation between observations and predictions are used. Two performance indicators are exploited for evaluating the per-
tinence of each method.
 The ﬁrst indicator is the average percentage for the inclusion of the observed intervals in the predicted ones.
 The second one is an extension of the root mean square error (RSME) to intervals [11]. In this context, the Hausdorff Dis-
tance (HD) is often used to measure the distance between intervals. In other words, this distance can be regarded as the




sd and predicted data.
val inputsXj Interval observed outputs Yoj Interval predicted outputs Yj
2.5] = (2,0.5) [3.5,4.5] = (4,0.5) [3.5,6.5] = (5,1.5)
= (3.5,0.5) [5,6] = (5.5,0.5) [4.15,7.25] = (5.70,1.54)
6.5] = (5.5,1) [6.5,8.5] = (7.5,1) [4.81,8.5] = (6.65,1.84)
7.5] = (7,0.5) [6,7] = (6.5,0.5) [5.69,9] = (7.34,1.65)
= (8.5,0.5) [8,9] = (8.5,0.5) [6.34,9.75] = (8.04,1.70)
11.5] = (10.5,1) [7,9] = (8,1) [7,11] = (9,2)
,11.5] = (11,0.5) [10,11] = (10.5,0.5) [7.44,11] = (9.22,1.77)
3] = (12.5,0.5) [9,10] = (9.5,0.5) [8.1,11.75] = (9.92,1.82)
Fig. 7. Identiﬁed model representation.





RMSHDðYj;Yoj Þ ¼max jyj  yoj j; jyþj  yoþj j
 
¼max jmYj mYoj þ rYoj  rYj j; jmYj mYoj þ rYj  rYoj j
 where Yoj is the observed interval output and Yj is the predicted model output.
Obtained results are summarized in Table 2 and illustrated in Fig. 8 according to the one-dimensional representation used
in [24].
According to these results it can be stated that the main advantage of the proposed approach is that the inclusion prop-
erty is respected. However, this inclusion is goes along with a degradation of the RSME indicator. Indeed, it is clear that the
interval regression method of Hojati et al. [24] leads to a better data ﬁtting according to the RMSE indicator, but obviously
non acceptable in a possibilistic context, the constraints being violated. Moreover, if the strategy proposed in [24] has the
advantage of being able to handle systems with uncertain inputs, its main drawback resides in the weakness of the used
model representation where two intervals are identiﬁed for each input (see Section 4.1.1).
Another advantage of the representation using theMR space for the interval inputs concerns the exploitation of the model
characteristics. Indeed, the behavior of the output Radius onD can be represented (see Fig. 9a). On themX axis (rX = 0), i.e. the
basis of the triangle D, only the parameter uncertainty is exhibited, whereas at the top of the triangle, the output uncertainty
is maximum, corresponding to the most uncertain input in D, i.e. D. In this example, the output radius is nearly constant on
the basis of the triangle, corresponding to the case of a nearly crisp parameter A1. The output radius increasing on D is essen-
tially due to the input uncertainty. The same analysis can be performed on the output Midpoint evolution (see Fig. 9b), cor-
responding to the global tendency of the output on the domain.
5.2. Example 2
In this example, the interval input–output data set used in [11] is considered (see Table 3). In order to determine a regres-
sion model, the authors propose to learn Interval Support Vector Interval Regression Networks (ISVIRN) based on quadratic
error minimization. Two networks, called ISVIRN+ and ISVIRN, are exploited to represent respectively the upper and lower
bounds of the model interval output.
According to [11], it can be stated that a simple linear model is not able to correctly represent and predict the interval
input–output system behavior. In this context, a piecewise linear interval regression strategy is adopted. Indeed, interval
piecewise linear regression models are employed when the function behaves differently in different parts of the range of
input variables. From practical point of view, an ideal model structure should be simple, accurate and general. In this context,
among various choices, piecewise linear models represent an attractive model structure, because such models are the sim-
plest extension of linear models and can describe any nonlinear behavior with arbitrary accuracy.d results (proposed method versus Hojati’s method).
Hojati et al. method [24] The proposed method
A0 = (3.41,0.41) A0 = (4.047,1.203)
A1 = (0.52,0.02) A1 = (0.469,0.031)
entage of inclusion of the observed data in the predicted one 45 % 100%
E 1.05 1.89
Fig. 8. Model output representation (proposed method versus Hojati’s method).
Fig. 9. Midpoint and Radius of predicted output.
Table 3
Interval input–output data.
Index Interval input Interval output Index Interval input Interval output
1 [2.0216,2.0129] [3.0747,5.5086] 21 [0.0147,0.0159] [1.5157,0.6034]
2 [1.9833,1.8472] [2.6593,5.3167] 22 [0.0332,0.0452] [1.5441,0.6068]
3 [1.8708,1.7937] [2.1659,4.6264] 23 [0.2357,0.2937] [1.7381,0.5897]
4 [1.6856,1.6597] [1.7191,3.9269] 24 [0.2786,0.3812] [1.7750,0.5500]
5 [1.6573,1.6264] [1.6099,3.8040] 25 [0.3552,0.3654] [1.7356,0.5578]
6 [1.5110,1.4405] [0.9350,3.0874] 26 [0.4635,0.5429] [1.7913,0.4410]
7 [1.3539,1.3405] [0.6322,2.5689] 27 [0.5711,0.6627] [1.7842,0.3265]
8 [1.3019,1.1915] [0.3766,2.3968] 28 [0.6203,0.6980] [1.8132,0.3221]
9 [1.1970,1.1836] [0.1969,2.0139] 29 [0.7280,0.7661] [1.7362,0.2243]
10 [1.0913,1.0495] [0.0819,1.6821] 30 [0.8716,0.9286] [1.6193,0.0301]
11 [1.0307,1.0093] [0.2289,1.4711] 31 [0.9800,1.0128] [1.5524,0.1475]
12 [0.9254,0.8637] [0.5381,1.1247] 32 [1.1189,1.1345] [1.3651,0.4035]
13 [0.8846,0.8294] [0.6047,1.0183] 33 [1.2148,1.2408] [1.2335,0.6293]
14 [0.7296,0.5908] [1.0032,0.5606] 34 [1.3356,1.3738] [1.0899,0.9009]
15 [0.6068,0.5678] [1.0037,0.3751] 35 [1.4117,1.4645] [0.8971,1.1787]
16 [0.5190,0.4943] [1.1321,0.1756] 36 [1.4941,1.5334] [0.7424,1.3681]
17 [0.3495,0.3467] [1.2932,0.1293] 37 [1.5843,1.6595] [0.5304,1.7392]
18 [0.2990,0.2970] [1.3375,0.2122] 38 [1.6278,1.6399] [0.4704,1.6792]
19 [0.2048,0.1976] [1.4083,0.3533] 39 [1.7990,1.8175] [0.0811,2.2200]
20 [0.1416,0.1000] [1.4504,0.4383] 40 [1.8688,1.8922] [0.1440,2.5072]
41 [1.9198,1.9600] [0.2256,2.6829]
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tion. The structure identiﬁcation consists here in determining the number of sub-models and their domains of deﬁnition.
This task can be achieved using a clustering method in charge of regrouping similar observed input intervals into different
classes. Each class is then associated with a linear model whose deﬁnition domain can be determined from the class mem-
bers, i.e. the input intervals. In this context of unsupervised classiﬁcation, several techniques have been developed. Of course,
any method can be applied to solve the structure identiﬁcation problem. However, the quality of the model identiﬁcation
will depend on the applied classiﬁcation procedure. So, considering a classiﬁcation method is available, the identiﬁcation
problem is reduced to parameter estimation for each sub-model.
That is the approach developed in this example where a simple classiﬁcation is obtained by running recurrently a FCM
method to regroup observed data into two classes. According to Table 3, it can be stated that input intervals are ordered since
no overlapping intervals are observed. Furthermore, the obtained FCM partitions (with 2 and 2  2 classes) respect the nat-
ural order on observed input intervals. Actually, in this favorable case, it would have been possible to determine the ranges of
input interval classes at hand. Finally, when the number of sub-models is chosen, it is possible to identify them. More pre-
cisely each sub-model is estimated according to the method detailed previously.












ðA0k  A1k  XÞ defined on D ¼
[k¼Nc
k¼1
CðDkÞwhere Nc is the number of sub-models which compose the global model. Each sub-model is deﬁned on C(Dk) where Dk is the
interval determined from observed data belonging to the kth class.
For evaluating the performance of the proposed approach, the two indicators deﬁned and used in [11] are exploited.
These indicators are the root mean square error RMSE previously deﬁned and the R2 indicator used to measure the goodness
of ﬁt (classically used in statistical approaches) and given by the following expression:R2 ¼ 1 SSE
SST
where : SSE ¼
XN
j¼1
HDðYj;Yoj Þ2; SST ¼
XN
j¼1







 !In this example, two conﬁgurations are implemented. In the ﬁrst one, two sub-models deﬁned respectively for positive and
negative inputs are used. The second conﬁguration integrates four sub-models. By applying the proposed method, the inter-
val domains and the identiﬁed parameters corresponding to each sub-model are summarized in Tables 4 and 5.
The output of the identiﬁed sub-models for the ﬁrst conﬁguration is shown in Fig. 10.
For comparison, the results obtained by our method and the ISVIRN method [11] are illustrated in Figs. 11 and 12 and
summarized in Table 6.
According to these results it appears clear that the proposed method has a good performance with regard to the complex
ISVIRN technique. Let us now discuss the advantages of our method compared to that given in [11]. If the later has the advan-
tage to learn correctly the predicted model output bounds, non-convergence or instability problems may occur due, for
example, to initial parameters chosen in an arbitrary way. In this case, it is often necessary to devote a signiﬁcant time toposed method results with two sub-models.
Interval domain Interval model parameters
model 1 D1 = [2.0216,0.1] = (1.0608,0.9608) A01 = (1.438,0.552)
A11 = (2.416,0.746)
model 2 D2 = [0.0147,1.96] = (0.9874,0.9727) A02 = (1.443,0.813)
A12 = (1.202,0.487)
posed method results with four sub-models.
Interval domain Interval model parameters
model 1 D1 = [2.0216,1.0093] = (1.5155,0.5061) A01 = (3.0780,0.3490)
A11 = (3.5515,0.5235)
model 2 D2 = [0.9254,0.1000] = (0.5127,0.4127) A02 = (1.1965,0.4755)
A12 = (1.5425,0.4515)
model 3 D3 = [0.0147,1.0128] = (0.5138,0.4991) A03 = (1.1720,0.5570)
A13 = (0.3160,0.4370)
model 4 D4 = [1.1189,1.96] = (1.5395,0.4205) A04 = (3.3340,0.5880)
A14 = (2.4480,0.3280)
Fig. 10. Representation of identiﬁed sub-models.
Fig. 11. The ISVIRN output model representation (scanned ﬁgure from [11]).
Fig. 12. The proposed output model representation.
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trary, the proposed method provides an efﬁcient tool for directly building an interval model without requiring any additional
learning or adaptive technique. Moreover, contrary to the ISVIRN, the inclusion property of the observed data in the pre-
dicted ones is ensured.
Some remarks and design considerations can now be expressed concerning the practical application of the identiﬁcation
methodology presented above.
Table 6
Results of the proposed and the ISVIRN methods.
Model conﬁguration RMSE R2
ISVIRN method [11] Hidden nodes = 6 0.2517 0.9669
Hidden nodes = 11 0.2399 0.9895
The proposed method Sub-models = 2 0.8468 0.7489
Sub-models = 4 0.2046 0.9851
1270 R. Boukezzoula et al. / International Journal of Approximate Reasoning 52 (2011) 1257–1271 The successful identiﬁcation of piecewise models essentially depends on the determination of a pertinent sub-models
number and associated sub-domain bounds. When the sub-models number (S) and their different domains of deﬁnition
Dk, k = 1, . . ., S are determined, the presented identiﬁcation method is applied on each domain in order to determine the
best sub-model on this domain according to the optimization criterion. It follows that from the identiﬁcation point of
view, the complexity increases with the number of sub-models. However, all identiﬁed sub-models can be used indepen-
dently. This property of independence between sub-models is important when identiﬁed models have to be used on-line
and/or number of sub models increases. Indeed, the assessment of the output for new inputs can be done by simply deter-
mining which sub-model corresponds to current situation and restricting output computation to adequate linear sub-sys-
tem. On the contrary, regressive piecewise models proposed in [46] are based on an incremental form in which each sub-
model is speciﬁed according to its difference with the previous one. It follows that the computation of the piecewise
model output given in [46] is not convenient when many pieces have to be considered.
 Generally speaking, in a nonlinear context, it is possible to integrate the proposed identiﬁcation strategy into a more glo-
bal procedure in charge of selecting input variables or/and nonlinearities to be taken into account in the ﬁnal regressive
model. For example, the genetic-programming approach proposed in [10] could probably be used. Moreover, it would be
also interesting to study how fuzzy clustering techniques could be used [17,25,30,45] to distinguish between fuzzy clus-
ters, for which linear regression models could be learnt according to the fuzzy partition. Particular attention should be
paid to the times series segmentation methodologies [32].
6. Conclusion
In this paper, a revisited representation of interval regressive models is proposed and used in an identiﬁcation problem.
Based on a MR representation of intervals leading to the optimization of a linear expression of the model output global
uncertainty, the inclusion property of the observed data in the predicted one is ensured. The proposed regression can be
exploited in the identiﬁcation of fuzzy and interval dynamical systems and their inverses in control design structures [9].
The proposed work is based on the assumption that the image of an interval through an interval-based regressive model
is also an interval. This limitation can be avoided by representing the image of an interval by a subset of intervals.
Further work will focus on the extension of this approach to fuzzy and gradual linear models, by considering the vertical
dimension. Recently, Fortin et al. introduced the concept of gradual numbers [19] which provides a new outlook on fuzzy
intervals. Indeed, a gradual number is deﬁned by an assignment function able to represent the essence of graduality. Accord-
ing to this concept, a gradual interval A can be described by an ordered pair of two gradual numbers A and A+, where A is a
gradual lower bound and A+ is gradual upper bound of A. So, if the boundaries of a conventional interval are real numbers
(points), the boundaries of a gradual interval are functions. In this context, the proposed interval regression method can be
extended to fuzzy and gradual intervals and their computations. In this context, a particular attention should be paid to the
loss of linearity of the fuzzy interval model output, due to the product between fuzzy and gradual intervals. Moreover, the
comparison of our method with regard to other existing techniques [18,22] will be investigated. For being able to fairly com-
pare different identiﬁed models, further works on the aggregation of various quality indicators, including measurements of
goodness of ﬁt for a fuzzy regression model [2,13,14] would be also useful.
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