In this study, a non-probabilistic robust counterpart (RC) approach is demonstrated and applied to the least-cost design/rehabilitation problem of water distribution systems (WDSs). The uncertainty of the information is described by a deterministic user-defined ellipsoidal uncertainty set that implies the level of risk. The advantages of the RC approach on previous modelling attempts to include uncertainty are in making no assumptions about the probability density functions of the uncertain parameters and their interdependencies, having no requirements on the construction of a representative sample of scenarios, and the deterministic equivalent problem preserves the same size (i.e. computational complexity) as the original problem. The RC is coupled with the cross-entropy heuristic optimization technique for seeking robust solutions. The methodology is demonstrated on an illustrative example and on the Hanoi network. The results show considerable promise of the proposed approach to incorporate uncertainty in the least-cost design problem of WDSs. Further research is warranted to extend the model for more complex WDSs, incorporate extended period simulations, and develop RC schemes for other WDSs related management problems.
The approach in most previous studies was to treat the problem as deterministic, assuming perfectly known parameters. Consequently, such models are likely to perform poorly when implemented in reality when the actual problem parameters are revealed, hence the need to find more 'robust' solutions. Walski () stressed that optimization based on cost minimization has serious limitations, and that there is a need for developing new network design strategies accounting for other benefits such as capacity, response to uncertainty, and reliability. It is generally accepted that there is a strong correlation between robustness, reliability, and capacity, and that increased reliability comes at a price. Typically, WDS reliability con- () introduced reliability and robustness indexes and solved a two-objective optimization problem using NSGAII and the uncertainty was quantified using the firstorder second moment method. All of these works were governed by the notion that energy (head) redundancy in the system will provide a more robust design of the system in the case of hydraulic uncertainty. The uncertainty was considered in the nodal demands, assumed to be normally distributed with given means and covariances, and pipe roughness coefficients were assumed to take their worst values at the end of the design horizon. 
ROBUST OPTIMIZATION
The goal of robust optimization is to find single solutions that guarantee feasibility independent of the data, as opposed to a sensitivity analysis approach aimed at quantifying the sensitivity of optimal solutions to small perturbations in the underlying problem.
The general robust optimization formulation is:
are the objective and the ith constraint functions, respectively, a i are uncertain parameters and U i are uncertainty sets.
The goal is to find the optimal solutions among all feasible realizations of the disturbances within U i . The formulation in Equation (1) The RC (Equation (1)) for a linear optimization problem can be written, without loss of generality, in a constraintwise form:
where f ¼ 0, . . . , 0, 1 ð Þ T is used to include uncertainty on the right-hand side.
Uncertainty set
The next question is how to define the uncertainty sets U i .
Consider that a i lies in the intervalâ The ellipsoidal uncertainty set considers all demands that are within some specified distance γ from the mean demands. The distance is measured using the Mahalanobis distance, which is an adapted version of the Euclidian distance measure, and incorporates the correlations between the variables. For uncertain parameters a, with nominal valueâ and covariance matrix Σ, the ellipsoidal uncertainty set is written in the form:
Rearranging the term, the affine mapping of the uncertain variable is:
Equation (3) can be rewritten as:
where P is the mapping matrix, u is the perturbation vector, k Á k is the Euclidean norm, and γ is a value controlling the size of the ellipsoid.
Robust equivalent
To derive the robust equivalent, consider the uncertain ith constraint in Equation (2):
where a is uncertain with the mapping derived from Equation (4), i.e. a u ð Þ ¼â þ Pu and kuk γ ) u T u γ 2 .
Because the constraint (Equation (6)) is uncertain, its minimum needs to be non-negative, hence:
To get the robust constraint, we need to solve the optimization problem:
The analytical solution to the problem can be attained through Lagrangian duality (see the Appendix, available online at http://www.iwaponline.com/jh/015/238.pdf) and is equal to:
Substituting Equation (9) into Equation (7), the uncertain constraint (Equation (6)) is replaced by its robust equivalent:
where P is the affine mapping matrix, which can be computed by Cholesky decomposition of the covariance matrix Σ ¼ P Á P T and γ is a safety factor representing the uncertainty set size. For larger values of γ, the design is more conservative and for a zero value, the nominal design is attained not considering the uncertainty.
LEAST-COST DESIGN OF WDSS
The least-cost design objective of a WDS is to find its minimum cost with discrete diameters as decision variables, linear mass conservation equations (Equation (11)), nonlinear energy conservation equations (Equation (12)), and head bounds constraints (Equation (13)). Todini & Pilati () generalized the mass and energy constraints in a matrix form:
where A 21 ¼ A T 12 is a topological matrix with elements of the ith row equal to 1, À 1, 0 f g , which depend on the net- Considering uncertainty in the demands, the mass balance constraint (Equation (10)) is uncertain corresponding to the constraint in Equation (6), with only the righthand-side parameters being uncertain, i.e. q ∈ U. Then, the deterministic equivalent of the mass balance equation according to Equations (7)-(10) is:
and Equation (12) is replaced with Equation (14) (14) to Equation (10), because, in each mass balance equation, only one demand is apparent.
Consequently, correlations between demands are not explicitly accounted for.
Finally, to solve the RC, the existing optimization approach for the least-cost design of WDSs can be used (GA, AC) without any modifications keeping the same problem size. New robust demands are computed based on Equation (14) and the problem is solved using, for example, the EPANET-GA iterative scheme.
MOTIVATING EXAMPLE
The motivating example is presented to answer the questions of how to define the uncertainty set and why using ellipsoidal uncertainty. An ellipsoid E is incomparably less than a box B and the difference becomes more dramatic the larger the dimension m. It follows, that the ellipsoidal RC of the random constraint is much less conservative than the interval RC. To demonstrate this point, consider a single source supplying three demand zones, as shown in Figure 1 . The demand of one zone is assumed to be known with certainty, and the demands of the remaining two zones are uncertain, their mean demands and deviations from the means are estimated and given in a form ofq (mean) and Σ (covariance matrix). In deterministic design, the system is optimized taking the following total demand: q D ¼ q 1 þ q 2 þ q 3 . In robust design, the system is optimized taking uncertain demands into consideration.
Consider two cases: (1) interval uncertainty; and (2) ellipsoidal uncertainty.
Interval uncertainty
Suppose that each demand lies in the interval
, then the deterministic constraint is replaced with it RC, as a result all the demands take their worst-case values:
where b is the uncertain parameter of the right-hand side of the constraint, q I ¼ q 1 þq 2 þ σ 2 þq 3 þ σ 3 is the interval uncertainty demand equivalent,q 2 ,q 3 are means, and σ 2 , σ 3 are standard deviations of nodal demands 2 and 3, respectively.
Ellipsoidal uncertainty
where z is a vector of ones. Thus, the robust equivalent demand with ellipsoidal uncertainty is:
Given the mean and the covariance matrix of the uncertain demands:
The deterministic demand is:
The interval uncertainty equivalent is:
The ellipsoidal uncertainty equivalent, as a function of correlation coefficient ρ and for a maximum uncertainty the theoretical optimal probability is minimal.
The CE algorithm is a two-stage iterative procedure involving the following stages:
1. Choose an initial probabilityp 0 . Set an iteration counter t ¼ 1.
2. Generate a random sample X 1 , X 2 , . . . , X N from the densityp tÀ1 and evaluate each sample using some measure function (e.g. cost S X i ð Þ). Sort their performances in a descending order and select β percentage of samples with the best performance, i.e. the elite samples and set
Updatep t using the same elite samples by:
, where α is a smoothing parameter between 0 and 1.
4. If stopping criteria are met, then STOP; otherwise set t ¼ t þ 1 and return to step 2.
The CE algorithm parameters are the sample size N, the elite sample percentage β, and the smoothing parameter α. 
APPLICATIONS
The proposed methodology is demonstrated on an illustrative example and tested on the Hanoi network (Fujiwara & Khang ).
Illustrative example
The layout of the network and its base demands are shown in Figure 2 . 2, 254, 304.8, 355.6, 406.4 mm, with corresponding costs of 75.46, 105, 164, 196.85, 295 .28 unit cost/m.
Next, setting the safety parameter, for example, to γ ¼ 0:4, the goal is to find the optimal corresponding design.
As explained previously, the entire process roughly involves the following: (1) formulating the RC based on the mean and covariance matrix of the uncertain data and user selected safety factor (q, Σ, γ supplied above);
(2) solving the optimization problemthe solution space in this small example is 5 6 , which can be easily enumerated to find the optimal solutions for different sizes of uncertainty sets U γ ð Þ(without the need for optimization); and
(3) evaluate reliability of the design through simulation under demand variability. Practically, the attained design is simulated under varying demands using EPANET (USEPA ), and the minimum head constraints are evaluated for each simulation (i.e. feasibility of the solution based on Equation (13)). The reliability is computed as the fraction of scenarios that the heads resulting from the simulation were above the minimum required, according to:
where R is the reliability, I H>H min f g is an indicator function indicating design feasibility under demand scenario, and N is the number of scenarios. Figure 4 shows the cost and reliability of the robust optimal solutions versus γ. From the figure, it can be seen that both functions are non-decreasing and the reliability of a design increases with its cost, which implicates the worth of the approach. Table 2 lists the selected diameter for each design.
Next, the reliability of the optimal design for γ ¼ 0:4 was evaluated for uncorrelated, positively, and negatively correlated demands, ρ ¼ 0, 0:8, À0:8, respectively, with respect to the same mean and standard deviation of the demands.
The first (uncorrelated) corresponds to random demands, the second (positively correlated) corresponds to similar types of consumers (e.g. domestic), and the third (negatively correlated) corresponds to possible different types of consumers (e.g. domestic and industry). Feasibility and reliability of the robust design are shown in Figure 5 . It can be seen from Figure 5 that the hydraulic reliability of the robust design is significantly affected by the relationship between the demands, which is not explicitly expressed in this formulation of the optimization problem (Equation (13)). Figure 6 Figure 6 | Reliability versus ρ for positively, negatively, and uncorrelated demands. Cost (×10 6 $) 6.08 6.59 6.84 7.18 Figure 7 | The Hanoi network layout (Fujiwara & Khang 1990). further shows the design reliability for different values of γ for the three correlations. The results demonstrate that, as expected, system reliability is higher for negative correlation between demands and lower for positive correlation, since in the former case, the demands do not reach their peak simultaneously and in the latter, they do.
Hanoi network
The Hanoi network is a relatively Figure 8(a) shows the design cost and reliability as a function of the size of the uncertainty set γ. Figure 8(b) describes the gain in reliability as a function of the additional invested cost. It can be seen from Figure 8 that an initial additional 8% invested cost will increase the reliability by more than 250% compared with the deterministic design. However, as the invested cost increases, the net benefit of the reliability substantially decreases.
CONCLUSIONS
In this study, an RC approach was suggested for least-cost design of WDSs. The results show considerable promise of the robust approach, which exhibits several advantages that need to be further investigated: (1) in contrast to stochastic optimization, the RC does not assume the parameter uncertainty is stochastic with underlying PDF; (2) it results in a deterministic equivalent, which is especially appealing due to the number of required simulations. This becomes even more evident when the problem is solved using simulationbased optimization techniques; (3) it can provide a trade-off between reliability and cost as a function of safety parameter γ set by the engineer; and (4) its implementation is rather straightforward and flexible.
It is important to note some of the drawbacks of the RC approach, particularly in the current formulation: (1) it is a min-max oriented approach, thus the solution may be conservative;
(2) the current formulation of the RC to WDS results in a degenerate case, Equation (14) (3) the current formulation does not explicitly relate the uncertainty to the reliability, i.e. γ to R, and the reliability is computed after the problem is solved. The RC application to WDS design should be further investigated addressing all the above-mentioned issues including application to more complex networks.
