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a b s t r a c t
In this paper, we investigate a system of governing equations for modeling wave
propagation in graphene. Compared to our previous work (Yang et al., 2020) , here we
re-investigate the governing equations by eliminating two auxiliary unknowns from the
original model. A totally new stability for the model is established for the first time.
Since the finite element scheme proposed in Yang et al. (2020) is only first order in
time, here we propose two new schemes with second order convergence in time for
the simplified modeling equations. Discrete stabilities inheriting exactly the same form
as the continuous stability are proved for both schemes. Convergence error estimates
are also established for both schemes. Numerical results are presented to justify our
theoretical analysis.
© 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Graphene is an atom-thick planar sheet of sp2-bonded carbon atoms packed in a honeycomb lattice. Graphene
was first isolated experimentally by Novoselov, Geim and co-workers [1]. Graphene has many amazing properties
[2–4], such as extremely high thermal conductivity, high electronic mobility, and low absorption of light over a wide
wavelength range, etc. Since its discovery in 2004, the study of graphene has attracted a great interest from researchers
in various areas of sciences and engineering, and it has resulted in the 2010 Nobel Prize in Physics to Geim and
Novoselov ‘‘for groundbreaking experiments regarding the two-dimensional material graphene’’. (https://www.nobelprize.
org/prizes/physics/2010/summary/). Graphene has been exploited in a wide range of applications, including optical
devices, photodetectors, metasurfaces, sensors (for sensing mass, gas, tension, charge, diseases, and explosives), low-
cost display screens of mobile devices, lithium-ion batteries with fast recharge capacity, and hydrogen storage for fuel
cell-powered cars.
Because of the practical difficulties and expenses in physical experiments with graphene, numerical simulation of
wave interactions with graphene materials plays a very important role in designing functional components with graphene
[4–8]. Due to its computational efficiency and simple implementation, the finite difference time-domain (FDTD) method is
arguably the most popular numerical method, especially in the engineering and physics community, and it has been widely
used to simulate the electromagnetic wave propagation phenomena in complex media, including metamaterials and
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graphene (cf. [5–17]). Readers can find more details on the FDTD method and its applications in the monographs [18–20]
and the references therein.
Considering our expertise on the finite element method (FEM), we are interested in the finite element time-domain
(FETD) method for simulating wave propagation in complex media such as metamaterial and graphene. Thanks to the
hard work of researchers, there have been many excellent FEM papers published for solving Maxwell’s equations over
the past 30 years (e.g., [21–45]). As for FETD, Ciarlet and Zou [46] derived the first optimal convergence order for both
interpolation and energy-norm error estimates for time-dependent Maxwell’s equations under a practically important
regularity Hα(curl) with 12 < α ≤ 1, since the previous interpolation and energy-norm error estimates were obtained
for α ≥ 1. Chen, Du and Zou [47] established optimal error estimates for time-dependent Maxwell equations with
discontinuous coefficients in general three-dimensional Lipschitz polyhedral domains solved by finite element methods.
Another interesting paper by Ciarlet, Wu and Zou [48] has considered the time-harmonic and time-dependent Maxwell
system. And it is also the first time to get the optimal convergence of the divergence law in an most appropriate norm,
and previous works do not get the strong convergence of the divergence law, only in the distributional sense. This is very
important in many physical applications to keep the entire divergence law reinforced globally. More references can be
found in some review papers [49–52] and related books [53–57].
Except some recent works on adaptive FEMs for graphene simulation [58,59], to the best of our knowledge, there
exist very few papers on developing and analyzing the FETD methods for simulating graphene materials. Recently,
the author and collaborators [60] formulated the time-domain governing equations for simulating the surface plasmon
polariton waves in graphene by using the Drude dispersive model for the intraband conductivity and the second order
Padé approximation for the interband conductivity. A FETD scheme was proposed and analyzed for solving this model.
Extensive numerical results were carried out to simulate the surface plasmon polariton wave propagation. However, the
FETD scheme proposed there is only first order in time [60, (3.5)] and involves too many unknowns. Here we carefully
investigate the modeling equations of [60] and propose two new second order in time FETD schemes by reducing two
auxiliary unknowns from the original model. Totally new stabilities are proved for the continuous model and both FETD
schemes. The discrete stabilities inherit the exactly the same form as the stability in the continuous case. Complete
convergence analyses are also established for both schemes.
The rest of the paper is organized as follows. In Section 2, we present the time-domain governing equations for
modeling the surface plasmon polariton in graphene. Then we prove an energy identity and a stability for the model
system. In Section 3, we propose a Crank–Nicolson scheme for the model and prove the discrete stability and error
estimate for the scheme. In Section 4, we present a leaf-frog scheme and establish similar discrete stability and error
estimate. Then in Section 5 we present numerical results to demonstrate our theoretical analysis. Finally, we conclude
the paper in Section 6.
2. The time-domain governing equations
In our recent work [60], we derived the following governing equations for simulating the wave propagation in
graphene: for any (x, t) ∈ Ω × (0, T ],
ϵ0∂tE = ∇ × H − Jd − Jp, (2.1)






Jd = E, (2.3)









where E and H are the electric and magnetic fields, respectively, ϵ0 and µ0 are permittivity and permeability in vacuum,
respectively. We assume that Ω is a bounded Lipschitz polyhedral domain in R3, and T is the final simulation time. Note
that (2.4) is obtained by dividing the coefficient b2 from both sides of (2.6) of [60]. Doing this will eliminate one coefficient
parameter and simplify our following analysis. Jd and Jp represent the intraband and interband current density in the
graphene layer. The positive constants γ and ωpe are some physical parameters coming from the intraband permittivity.








0 are obtained through data matching for the interband conductivity. These numbers can
be varied depending on the chemical potential, one group of data is given as [7, Table 1]:
a2 = 1.343e − 36, b2 = 2.148e − 31, a1 = 1.674e − 20, b1 = 8.082e − 17, a0 = −9.114e − 28, (2.5)
which translates to our case as
a∗2 = a2/b2, a
∗
1 = a1/b2, b
∗
1 = b1/b2, a
∗
0 = a0/b2.






1 are positive, and a
∗
0 is negative.
Otherwise, we have to revise the energy (3.40) and analysis accordingly. We want to remark that the system (2.1)–
(2.4) models wave propagation in graphene, which is usually embedded inside other materials such as vacuum, see our
illustration given in Fig. 1. Furthermore, the system (2.1)–(2.4) can be reduced to the standard Maxwell’s equations in
vacuum by letting Jd and Jp to be zero, hence we will investigate this more general system directly.
2
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Fig. 1. An illustration of wave propagation in graphene.
To complete the problem, we assume that (2.1)–(2.4) is subject to the perfectly conducting (PEC) boundary condition:
n × E = 0, on ∂Ω, (2.6)
and the initial conditions
E(x, 0) = E0(x), H(x, 0) = H0(x), Jd(x, 0) = Jd0(x), Jp(x, 0) = Jp0(x), (2.7)
∂tE(x, 0) = E1(x), ∂t Jp(x, 0) = Jp1(x), (2.8)
where n is the unit outward normal vector to ∂Ω , and E0,H0, Jd0, Jp0, E1 and Jp1 are some given functions.
To simplify the notation, from now on we denote the kth time derivative ∂tku :=
∂ku
∂tk
, and ∥u∥ := ∥u∥L2(Ω) for the
L2 norm of u in Ω . To prove the stability for the graphene model (2.1)–(2.4), we need to use the following Gronwall
inequality.





where r(t) is nonnegative, summable function on [0, T ]. Then
η(t) ≤ η(0) exp(
∫ t
0
r(s)ds) ∀ t ∈ [0, T ].
Now we can prove the following energy identity and stability for the graphene model (2.1)–(2.4).






















































Furthermore, we have the following stability:
ENG(t) ≤ ENG(0) · exp(C∗t), ∀ t ∈ [0, T ], (2.11)
where constant C∗ > 0 depends on those physical parameters of the model (2.1)–(2.4).
Proof. Multiplying (2.1), (2.2), and (2.3) by E,H and Jd, and integrating over Ω respectively, then using the PEC boundary











∥Jd∥2 = −(Jp, E). (2.12)
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Similarly, using the linearity, we can first take the kth time derivative of (2.1), (2.2), and (2.3), then multiply the


















= −(∂tk Jp, ∂tkE). (2.13)
If we treat ∂0t = I (the identity operator), then (2.12) is just a special case of (2.13) with k = 0.





(∥∂t Jp∥2 + b∗2∥Jp∥
2) + b∗1∥∂t Jp∥
2




0E, ∂t Jp). (2.14)





































0E, ∂t Jp). (2.15)
Using (2.4), we further have


















∥∂tE∥2 + (a∗0E − b
∗
1∂t Jp − b
∗
2Jp, ∂t2E). (2.16)








































0E, ∂t2E) + a
∗
0(E, ∂t Jp).
Integrating (2.17) with respect to time from 0 to t and using the energy notation defined in Theorem 2.1, we complete
the proof of the energy identity (2.9).




























0E, ∂t2E) + a
∗
0(E, ∂t Jp). (2.18)
Note that all the right hand side (RHS) terms of (2.18) can be bounded by the corresponding terms on the LHS. For
example, using the inequality ab ≤ 12 (a
2
















Applying all these estimates for the RHS terms of (2.18) and the Gronwall inequality given by Lemma 2.1, we easily
complete the proof of (2.11). □
3. The Crank–Nicolson scheme and its analysis
To develop a time discretization scheme, we divide the time interval I = [0, T ] into N uniform subintervals Ii = [ti−1, ti]
by points tn = nτ , n = 0, 1, . . . ,N , where τ = TN . Furthermore, we introduce the following central difference operators






















To design our finite element method, we partition Ω by a family of regular elements Th with maximum mesh size h.
Without loss of generality, we consider the following Raviart–Thomas–Nédélec’s mixed spaces Uh and Vh on tetrahedral
elements. On any tetrahedral element e ∈ Th and any p ≥ 1, we choose [55]
Uh = {ψh ∈ H(div;Ω) : ψh|e∈ Dp, ∀e ∈ Th},
Vh = {φh ∈ H(curl;Ω) : φh|e∈ Rp, ∀e ∈ Th},
where Dp = (Pp−1)3 ⊕ xP̃p−1 and Rp = (Pp−1)3 ⊕ Sp are vector polynomial spaces. Moreover, Pp−1 represents a polynomial
of maximum total degree p−1, P̃p−1 denotes a homogeneous polynomial of degree p−1, and Sp :=
{
p ∈ (P̃p)3 | x · p = 0
}
denotes a subspace of homogeneous vector polynomials of degree p. To impose the perfect conducting boundary condition
n × E = 0, we introduce the space
V 0h = {φh ∈ Vh : n × φh = 0 on ∂Ω}.
Using the Crank–Nicolson time discretization method, we can develop the following Crank–Nicolson (CN) scheme for





















× Uh satisfying the following:
ϵ0(δτE
n+ 12
h , φh) = (H
n+ 12
h ,∇ × φh) − (J
n+ 12
d,h , φh) − (J
n+ 12
p,h , φh), (3.19)
µ0(δτH
n+ 12
h , ψh) = −(∇ × E
n+ 12











d,h , φh) = (E
n+ 12

























h , φh), (3.22)
for any φh ∈ V 0h and ψh ∈ Uh. Moreover we used the second order central difference operator defined as:
δ2τu
n








un+1 − 2un + un−1
τ 2
.
We like to remark that replacing the last term Enh in (3.22) by Ẽ
n
h creates a challenge in proving the stability of this scheme
after we tried. The initial conditions (2.7)–(2.8) are discretized as follows:
E0h = ΠcE0(x), H
0
h = Π2H0(x), J
0
d,h = Πc Jd0(x), J
0











= Πc Jp1(x), (3.24)
where Πc is the Nédélec interpolation in space Vh, and Π2 is the standard L2 projection into space Uh.
Denote the modulo operator [k] := k mod 2, i.e., [k] = 0 when k is even, and [k] = 1 when k is odd. For the Crank–



































































































h , δτ J
n+1
p,h ). (3.25)
Proof. Since the proof is lengthy and technical, we break the proof into several major steps to make it easy to
follow.
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(I) Choosing φh = E
n+ 12
h , ψh = H
n+ 12
h , and φh = J
n+ 12


































(II) Using (3.19)–(3.21) to subtract themselves with n reduced by n − 1, then dividing the results by τ , we obtain
ϵ0(δ2τE
n
h , φh) = (δτH
n
h,∇ × φh) − (δτ J
n


















d,h, φh) = (δτE
n
h, φh). (3.29)
Choosing φh = δτE
n
h, ψh = δτH
n
h, and φh = δτ J
n




























(III) Using the third order central difference operator
δ3τu
n+ 12 = δτ (δ2τu







and subtracting (3.27)–(3.29) from themselves with n replaced by n + 1, we obtain
ϵ0(δ3τE
n+ 12












p,h , φh), (3.31)
µ0(δ3τH
n+ 12



















h , φh). (3.33)


















































(IV) Choosing φh = δτ J
n
































(δ2τ Jnp,h, δτ J
n
p,h) =


























































































(V) Adding up (3.26), (3.30), (3.34), and (3.35) with n replaced by n + 1, and using the previously defined modular









































































h , δτ J
n+1
p,h ). (3.36)
(VI) To make our discrete energy identity (3.36) look more similar to the continuous case proved in Theorem 2.1, by
using (3.22) with φh = δ2τE
n+ 12























































































































































































































































































h , δτ J
n+1
p,h ), (3.39)
which completes our proof. □
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3.1. The discrete stability analysis
To prove a discrete stability, we need to use the following discrete Gronwall’s inequality.
Lemma 3.1 ([62, Lemma 1.4.2]).
Assume that the sequence un satisfies
u0 ≤ g0, and un ≤ g0 + rτ
n−1∑
s=0
us, ∀ n ≥ 1,
for some positive constants g0, r and τ . Then un satisfies
un ≤ g0 · (1 + rτ )n ≤ g0 · exp(rnτ ), ∀ n ≥ 1.
Theorem 3.2. Denote the discrete energy















































Then under the time step constraint:















































we have: For any m ≥ 0,









2) · exp(Ccnmτ ), (3.42)

















2 on the LHS of (3.25), then





















































































































































h , δτ J
n+1
p,h ). (3.43)
Note that all the terms on the RHS of (3.43) can be bounded by some corresponding terms on the LHS of (3.43) so
that we can use the discrete Gronwall’s inequality to prove the discrete stability. Below we show the details about how
to bound each RHS term.
8
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n+1























Substituting the above estimates (3.44)–(3.51) into (3.43), then summing up the result from n = 0 to any m > 0 and



































































































































































































































































































































































which are equivalent to the constraint (3.41), then using the discrete Gronwall’s inequality to (3.52), we complete our
proof. □
3.2. The error estimate analysis
To carry out the error analysis, we introduce the notation Πc and Π2 for the standard Nédélec interpolation in space
Vh and the standard L2 projection onto space Uh, respectively. It is known that the following interpolation and projection
errors hold true (cf. [55,56]):
∥u −Πcu∥H(curl;Ω) ≤ ch
p
∥u∥Hp(curl;Ω), ∀ u ∈ H
p(curl;Ω), (3.54)
∥u −Π2u∥L2(Ω) ≤ ch
p
∥u∥Hp(Ω), ∀ u ∈ Hp(Ω), (3.55)





for the Sobolev space
Hs(curl;Ω) = {u ∈ (Hs(Ω))2 | ∇ × u ∈ Hs(Ω)}.
Integrating (2.1) with respect to t from tn to tn+1, dividing the result by τ , then multiplying by φh and integrating over
Ω , we obtain: For any φh ∈ V 0h ,










(Jd(s) + Jp(s))ds, φh). (3.56)
Subtracting (3.56) from (3.19), we obtain the error equation
ϵ0(δτE
n+ 12























(Jd(s) + Jp(s))ds, φh
)
, (3.57)
where we used the following error notation:
Enh := E
n
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where for simplicity we denote E(tn) = E(x, tn), and split the error between the FE solution and the exact solution into two
parts, i.e., Enhξ ∈ V
0




Similarly, we adopt the following error notation:
Hnh := H
n




− (H(tn) −Π2H(tn)) := Hnhξ − H
n
hη, (3.59)
J nd,h := J
n




− (Jd(tn) −Πc Jd(tn)) := J ndξ − J
n
dη, (3.60)
J np,h := J
n








:= J npξ − J
n
pη. (3.61)
Using the above error notation in (3.57), we can obtain the E-error equation:
ϵ0(δτE
n+ 12
hξ , φh) − (H
n+ 12







hη , φh) − (H
n+ 12





















(Jd(s) + Jp(s))ds, φh
)
. (3.62)
Integrating (2.2) with respect to t from tn to tn+1, dividing the result by τ , then multiplying by ψh and integrating over
Ω , we obtain: For any ψh ∈ Uh,





∇ × E(s)ds, ψh). (3.63)
Subtracting (3.63) from (3.20), we obtain the error equation
µ0(δτH
n+ 12
h , ψh) = −(∇ × E
n+ 12





∇ × E(s)ds, ψh). (3.64)
By splitting the errors in (3.64), we obtain the H-error equation:
µ0(δτH
n+ 12
hξ , ψh) + (∇ × E
n+ 12
hξ , ψh) = µ0(δτH
n+ 12
hη , ψh) + (∇ × E
n+ 12
hη , ψh)





∇ × E(s)ds, ψh). (3.65)

















































































































E(s)ds − E(tn)], φh
)
. (3.67)
With the establishment of the above error equations, we can obtain the following optimal error estimate for the CN
scheme (3.19)–(3.22).

















































+ ∥Jm+1p,h − Jp(tm+1)∥
2) ≤ C(hp + τ 2)2, (3.68)







1, b2, but is independent of h and τ .
Proof. Note that all LHS terms in the error Eqs. (3.62), (3.65), (3.66) and (3.67) have exactly the same form as the scheme
(3.19)–(3.22), while all RHS terms can be easily shown to be bounded by O(hp + τ 2) in the L2-norm.
Then by following exactly the same techniques developed for proving the numerical stability in Theorem 3.2, we have:















































2) ≤ C(hp + τ 2)2. (3.69)
Finally, using the triangle inequality, the estimate (3.69), the interpolation and projection error estimates (3.54)–(3.55),
we can conclude the proof. For illustration, we have
∥Em+1h − E(tm+1)∥
2




+ ∥(Πc − I)E(tm+1)∥2]
≤ C(τ 4 + h2p) + Ch2p∥E∥2C([0,T ];Hp(curl;Ω)),



















∥∂t (Πc − I)E(s)∥2ds + ∥δτE(tm+ 12 ) − ∂tE(tm+ 12 )∥
2
]





where we used the estimate (3.69), the interpolation error estimate (3.54) and Lemma 3.16 of [56]. □
4. The leap-frog scheme and its analysis
Using the time staggering for approximating electric and magnetic fields, we can develop the following leap-frog

























× Uh satisfying the following:
ϵ0(δτE
n+ 12
h , φh) = (H
n+ 12
h ,∇ × φh) − (J
n+ 12
d,h , φh) − (J
n+ 12
p,h , φh), (4.70)
µ0(δτHnh , ψh) = −(∇ × E
n









d,h, φh) = (E
n

























h , φh), (4.73)
































= Πc Jp1(x), (4.75)
12
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We can establish the following conditional stability for our leap-frog scheme.
Theorem 4.1. Denote Cv = 1/
√
ϵ0µ0 for the wave speed in vacuum, Cinv > 0 for the constant in the standard inverse
estimate [39]:
∥∇ × vh∥ ≤ Cinvh−1∥vh∥, ∀vh ∈ Vh, (4.76)
and the discrete energy
















































Then under the time step constraint:







we have: For any m ≥ 0,









2) · exp(Clfmτ ), (4.79)







Proof. Considering that the proof is lengthy and technical, we break the proof into several major steps to make it easy
to follow.
(I) Choosing φh = τE
n+ 12
h , ψh = τH
n
h, and φh = τ J
n









































h ,∇ × E
n+1
h ) − (H
n− 12
























where we used the following identities
(H
n+ 12
h ,∇ × E
n+ 12










h ,∇ × E
n+1
h ) − (H
n− 12




























(II) Using (4.70) to subtract itself with n replaced by n − 1, we obtain
ϵ0(δ2τE
n
h , φh) = (δτH
n
h ,∇ × φh) − (δτ J
n
d,h, φh) − (δτ J
n
p,h, φh), (4.81)
Using (4.71) with n replaced by n + 1 to subtract itself, we have
µ0(δ2τH
n+ 12
h , ψh) = −(∇ × δτE
n+ 12
h , ψh). (4.82)











d,h , φh) = (δτE
n+ 12
h , φh). (4.83)
13
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Choosing φh = τδτE
n
h, ψh = τδτH
n+ 12
h , and φh = τδτ J
n+ 12
d,h in (4.81), (4.82), and (4.83), respectively, and summing up


































(δτHnh ,∇ × δτE
n− 12
h ) − (δτH
n+1













(δτ Jn+1d,h , δτE
n+ 12







where we used the following identities
(δτHnh ,∇ × δτE
n









(δτHnh ,∇ × δτE
n− 12
h ) − (δτH
n+1

















(δτ Jn+1d,h , δτE
n+ 12







(III) Using (4.81) with n replaced by n + 1 to subtract itself, we obtain
ϵ0(δ3τE
n+ 12












p,h , φh), (4.85)
Using (4.82) to subtract itself with n reduced to n − 1, we have
µ0(δ3τH
n




h , ψh). (4.86)















h , φh). (4.87)
Choosing φh = τδ2τE
n+ 12































































































where we used the following identities
(δ2τH
n+ 12
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2) + (∥δτ Jn+1d,h ∥
2
− ∥δτ Jnd,h∥




































































h ,∇ × E
n+1
h ) − (H
n− 12



























(δτHnh ,∇ × δτE
n− 12
h ) − (δτH
n+1













(δτ Jn+1d,h , δτE
n+ 12
















































































h , δτ J
n+1
p,h ). (4.90)
(V) Now we just need to bound all the RHS terms in (4.90). Note that those RHS terms not in square brackets have
been bounded in the proof of Theorem 3.2. Below we just need to bound those RHS terms in square brackets.


































































By the same techniques, we have the following estimates for the rest terms:
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Summing up (4.90) from n = 0 to any m > 0, substituting the above estimates into the result, and using the time step













we conclude the proof by using the discrete Gronwall’s inequality. □
Finally, we can prove the following optimal error estimate for our leap-frog scheme (4.70)–(4.73).
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2) ≤ C(hp + τ 2)2, (4.97)






1, b2, ωpe, but is independent of h and τ .
Proof. Following the same technique developed in the proof of Theorem 3.3, we can obtain the E-error equation:
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E(s)ds − E(tn)], φh
)
. (4.101)
Note that all LHS terms in the error Eqs. (4.98), (4.99), (4.100) and (4.101) have exactly the same form as the leapfrog
scheme (4.70)–(4.73), while all RHS terms can be easily shown to be bounded by O(hp + τ 2) in the L2-norm.
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Hence, following exactly the same techniques developed for proving the numerical stability in Theorem 4.1, we can















































2) ≤ C(hp + τ 2)2, (4.102)
where we used the initial condition assumptions (4.74)–(4.75) and the same time step constraint given in Theorem 4.1.
Finally, using the triangle inequality, the estimate (4.102), the interpolation and projection error estimates (3.54)–
(3.55), we conclude the proof. □
5. Numerical results
Note that the theoretical analysis holds true for both 2D and 3D problems just by interpreting the curl operators in
2D and 3D differently. For simplicity, here we present some 2D numerical results to verify our theoretical analysis for
the concentrator model. Our test is carried out by using FEniCS [63] version 2016.1.0 installed under Ubuntu 14.04 on
ThinkPad T440s Notebook (with 70 GHz CPU and 8 GB memory).
To test the convergence, we implement the leap-frog scheme (4.70)–(4.73). Since it is not easy to obtain the exact
solution for the complicated graphene model (2.1)–(2.4), we first assume that the system has a solution for the electric
field given as











Then we integrate (2.2) to obtain a magnetic solution
H(x, y, t) = −
∫ t
µ−10 ∇ × Edt = −
∫ t





e−αt cos(ωπx) cos(ωπy). (5.104)
Substituting (5.103) into (2.3) and integrating from 0 to t , we obtain
eγ t Jd(t) − Jd(0) = ϵ0ω2pe
∫ t
0









which leads to an analytical Jd solution:









(1 − e(α−γ )t )E(x, y, t), if γ ̸= α.
(5.105)
To find an analytical solution Jp from (2.4), we solve the characteristic equation λ2 + b∗1λ+ b
∗



















by considering that the practical data (2.5) yields (b∗1)
2
− 4b∗2 < 0. It is easy to see that (2.4) has a particular solution









E(x, y, t). Hence from (5.106), we can choose an analytical solution Jp given as:
Jp(x, y, t) =
a∗2α
2
− a∗1α + a
∗
0
α2 − b∗1α + b
∗
2













where c1 and c2 are two arbitrary linearly independent 2D vectors.
To accommodate the above exact solution, we have to a source term f to the original governing equation (2.1) such
that






E + Jd + Jp. (5.108)
With this added source, we need to revise the first equation of the leap-frog scheme (4.70)–(4.73) as follows:
ϵ0(δτE
n+ 12
h , φh) = (H
n+ 12
h ,∇ × φh) − (J
n+ 12
d,h , φh) − (J
n+ 12
p,h , φh) + (f (tn+ 12 ), φh). (5.109)
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Fig. 2. A sample 8 × 8 mesh for our numerical test.
Note that our leap-frog scheme (5.109), (4.71)–(4.73) can be implemented as follows: At each time step,
Step 1. Solve for H
n+ 12
h from (4.71), and J
n+ 12
d,h from (4.72). Actually they can be done in parallel. Moreover, (4.72) can












































































































(Jn−1p,h , φh). (5.112)
Hence, in Step 2, we first solve (5.112) for En+1h , then use (5.111) to update J
n+1
p,h .
In our simulation, we simply choose the physical domain Ω as the unit square, which is partitioned by a structured
triangular mesh. A sample coarse mesh is shown in Fig. 2. To test convergence rates, we use a sequence of uniformly
refined meshes.
Example 1. First, we solved the case when α ̸= γ . For simplicity, we chose the physical parameters as follows:
ϵ0 = ωpe = α = b1 = b2 = a0 = a1 = a2 = 1.0, γ = 0.1, ω = 2,
µ0 = 2ωπ/α, c1 = c2 = 0, T = 1e − 6, τ = 1e − 9.
The scheme (5.109), (4.71)–(4.73) is solved with the pth order Nédélec curl conforming edge element space Vh and
the (p − 1)th order L2 finite element space Uh on triangular elements with p = 1 and p = 2. We solved this example on
a series of uniformly refined n × n triangular meshes as Fig. 2. In Table 1, we presented the L2 errors ∥Enh − E(tn)∥ and
∥H̄
n+ 12
h − H̄(tn+ 12 )∥ for the electric field E and the magnetic field H obtained at the last time step. Table 1 shows clearly
the convergence rate of O(hp) in the L2 norm for both E and H proved in Theorem 3.2. The corresponding CPU times (in
seconds) are presented in Table 1 too. To illustrate the errors clearly, we also plot the solution errors versus 1/h in the
log–log scale in Fig. 3 (Left), which shows O(hp) convergence for p = 1 and 2 clearly.
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Table 1
Example 1: The L2 errors obtained with pth order Nédélec curl conforming edge element for E and
(p − 1)th order L2 basis function for H .
p = 1
Meshes E errors Rates H errors Rates CPU time (s)
4 × 4 3.175161E−01 – 2.515456E−01 – 9.13
8 × 8 1.599145E−01 0.9895 1.297322E−01 0.9553 12.74
16 × 16 8.010805E−02 0.9973 6.530812E−02 0.9902 17.34
32 × 32 4.007321E−02 0.9993 3.270732E−02 0.9976 33.55
64 × 64 2.003902E−02 0.9998 1.636025E−02 0.9994 113.86
128 × 128 1.001981E−02 0.9999 8.180949E−03 0.9999 478.38
p = 2
Meshes E errors Rates H errors Rates CPU time (s)
4 × 4 8.016165E−02 – 2.083166E−01 – 12.80
8 × 8 2.068098E−02 1.9546 6.003699E−02 1.7948 16.47
16 × 16 5.212563E−03 1.9882 1.555350E−02 1.9486 31.26
32 × 32 1.305838E−03 1.9970 3.923152E−03 1.9871 104.02
64 × 64 3.266844E−04 1.9990 9.829738E−04 1.9967 447.05
128 × 128 8.190780E−05 1.9958 2.458802E−04 1.9992 2345.66
Fig. 3. Errors of ∥E(tN ) − ENh ∥ and ∥H(tN− 12 ) − H
N− 12
h ∥ versus 1/h in log–log scale for Example 1 (Left) and Example 2 (Right), respectively.
Example 2. In this example, we solved the case when α = γ . More specifically, we used the following physical
parameters:
ϵ0 = ωpe = α = γ = b1 = b2 = a0 = a1 = a2 = 1.0, ω = 3,
µ0 = 2ωπ/α, c1 = (1, 0)′, c2 = (0, 1)′, T = 1e − 6, τ = 1e − 9.
The calculated L2 errors for the electric field E and the magnetic field H obtained at the last time step are presented
in Table 2, which clearly shows the convergence rate of O(hp) in the L2 norm for both E and H again. The corresponding
CPU times are presented in Table 2 too. Again, we also plot the solution errors versus 1/h in the log–log scale in Fig. 3
(Right), which shows O(hp) convergence for p = 1 and 2 clearly for Example 2.
6. Conclusion
Compared to our previous work [60], we simplified the original governing equations for modeling wave propagation
in graphene by eliminating two auxiliary unknowns and proposed two new finite element schemes which have the
second order convergence in time, instead of only first order in time in [60]. A new stability for the revised modeling
equations is established. Optimal error estimates and discrete stabilities for both schemes are proved. Interestingly, both
discrete stabilities enjoy exactly the same form as the stability obtained in the continuous case. Considering that the
Crank–Nicolson scheme’s implementation is much more complicated and not that popular in practical simulations, we
did not perform the convergence tests here. More numerical algorithms and interesting simulations will be explored in
the future.
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Table 2
Example 2: The L2 errors obtained with pth order Nédélec curl conforming edge element for E and
(p − 1)th order L2 basis function for H .
p = 1
Meshes E errors Rates H errors Rates CPU time (s)
4 × 4 4.703819E−01 – 3.546651E−01 – 11.34
8 × 8 2.391394E−01 0.9759 1.922349E−01 0.8835 12.48
16 × 16 1.200671E−01 0.9940 9.769043E−02 0.9765 18.02
32 × 32 6.009780E−02 0.9984 4.902784E−02 0.9946 34.50
64 × 64 3.005702E−02 0.9996 2.453627E−02 0.9986 110.37
128 × 128 1.502953E−02 0.9999 1.227091E−02 0.9996 465.86
p = 2
4 × 4 1.717545E−01 – 3.712669E−01 – 13.01
8 × 8 4.591611E−02 1.9032 1.273013E−01 1.5442 16.41
16 × 16 1.168826E−02 1.9739 3.447982E−02 1.8844 32.10
32 × 32 2.935580E−03 1.9933 8.794404E−03 1.9710 104.82
64 × 64 7.348047E−04 1.9982 2.209641E−03 1.9927 440.28
128 × 128 1.839910E−04 1.9977 5.531023E−04 1.9982 2314.27
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