It is shown that a L ∞ -space with separable dual constructed by Bourgain and Delbaen has small Szlenk index and thus does not have a quotient isomorphic to C(ω ω ). It follows that this is a L ∞ -space which is the same size as c 0 in the sense of the Szlenk index but does not contain c 0 . This has some consequences in the theory of uniform homeomorphism of Banach spaces.
Introduction
In 1980 Bourgain and Delbaen [BD] published a method of constructing L ∞ -spaces which produced examples with surprising properties. At the time one of the most interesting aspects of these spaces was that they were the first examples of a separable space with the Radon-Nikodym Property but not isomorphic to a subspace of a separable dual space. In this paper we are not concerned with this property of the examples, but instead with the fact that these L ∞ -spaces fail to contain c 0 and thus cannot be isomorphic to an isometric L 1 (µ)-predual. (See [JZ] .) Such spaces are not well understood and potentially provide a source of interesting examples.
One of our motivations for considering these spaces was that in [JLS] it was shown that a L ∞ space with C(ω ω ) as a quotient is not uniformly homeomorphic to c 0 . Thus a natural question is whether that means that the only L ∞ -space which is uniformly homeomorphic to c 0 is c 0 itself. One consequence of the results proved here is to show that there is more work to be done by showing that there are L ∞ -spaces other than c 0 which fail to have C(ω ω ) as a quotient.
If the parameters in the construction in [BD] are chosen properly, the dual of the space constructed is separable and therefore by [LS] is isomorphic to ℓ 1 . Our interest is in the w * -topology on ℓ 1 induced by the example. Because the example does not contain c 0 it is clear that this w * -topology is much different than that induced by a space such as C(α), α < ω 1 , or by a space of affine functions. One difficulty is that because the dual is only isomorphic to ℓ 1 , the standard unit vector basis of ℓ 1 may not be contained in the extreme points of the unit ball. This property of isometric ℓ 1 -preduals is heavily (and often implicitly) used in many analyses of specific L ∞ -spaces, e.g., [A3] , [A4] . Thus some replacement for this approach is necessary. Also the definition of the example is given by constructing embeddings of finite dimensional ℓ ∞ -spaces and thus infinite dimensional information must be extracted from this finite dimensional presentation.
Our approach is to work with the w * -closure of the ℓ 1 -basis of the dual space as an image of a certain associated compact space with a convenient structure. The w * -closure of the ℓ 1 -basis, C, is large enough to contain most of the important information about the dual, since D = co ± C · will contain a multiple of the unit ball. On the other hand we do not have good information about the extreme points and the w * -topology of this set D. To overcome this problem we create this associated compact space and we work through the Choquet theorem and use special information about C which is encoded in the associated compact space.
In the next section we will recall the definition of the example as given in [BD] and we will show that the natural coordinate functionals are a basis for the dual and are equivalent to the usual unit vector basis of ℓ 1 . In Section 3 we develop an approach to computing the Szlenk index which allows us to move from information about a subset of the dual to its signed convex hull. In Section 4 we estimate the Szlenk index for each ǫ > 0. In the last section we discuss some possible extensions of the method of construction given by Bourgain and Delbaen.
We use standard notation and terminology from Banach space theory as may be found in the books [LTI] and [LTII] . We consider only Banach spaces over the real numbers although much can be adapted to the complex case. In Section 3 we will need the Szlenk index, [Szl] , so we recall the definition here.
Definition 1.1. Let X be a Banach space and let A ⊂ X and let B ⊂ X * . Given ǫ > 0 we define a family of subsets of B indexed by the ordinals less than or equal to ω 1 .
Let P 0 (ǫ, A, B) = B. If P α (ǫ, A, B) has been defined, let
such that w * lim b n = b, lim b n (a n ) ≥ ǫ, w lim a n = 0}.
If α is a limit ordinal,
Usually B is a w * -closed subset of B X * and A is B X , where B X * and B X are the unit balls of X * and X, respectively. If X * is separable, then η(ǫ, A, B) is defined and countable. Otherwise the convention is to define η(ǫ, A, B) = ω 1 if there is no countable ordinal for which the set P α (ǫ, A, B) is empty. In this paper we will always assume that A = B X so we will omit this from the notation and write P α (ǫ, B).
In the case A = B X and X * separable it is often convenient to use a different definition of the Szlenk index, which yields a slightly different dependence on ǫ, but in most applications gives equivalent results. In this case the definition of P α+1 (ǫ, A, B) is replaced by
We will refer to this second version of the Szlenk index as the modified Szlenk index.
The Bourgain-Delbaen spaces
In this section we describe the construction of L ∞ -spaces due to Bourgain and Delbaen. We will depart slightly from their notation and construction, but this is only a matter of convenience. The approach is to build a subspace of ℓ ∞ by defining a family of consistent embeddings of ℓ dn ∞ into ℓ ∞ , where (d n ) is some sequence of integers tending to infinity rapidly. The sequence (d n ) is defined inductively as are the embeddings.
Fix two positive real numbers a, b and a number λ > 1 such that b < a ≤ 1 and a + 2bλ < λ. We define d 1 = 1, d 2 = 2 and assume that d k has been defined for k = 1, 2, . . . , n. We define d n+1 − d n to be the cardinality of the set of tuples (σ ′ , i, m, σ ′′ , j) such that 1 ≤ m < n, 1 ≤ i ≤ d m , 1 ≤ j ≤ d n and σ ′ and σ ′′ are 1 or −1. By enumerating the set of tuples by the integers k, d n < k ≤ d n+1 , we can inductively define a map φ from N \ {1, 2} to the set of such tuples, (σ ′ , i, m, σ ′′ , j).
For each k ∈ N, let e * k denote the k-th coordinate functional of ℓ ∞ , and e k the k-th coordinate element, i.e., the element of ℓ ∞ which is 0 at each coordinate except the k-th and 1 in the k-th. To define the embeddings let E n = [e k : k ≤ d n ] for each n and define for m < n inductively i m,n : E m → E n as follows. We define i 1,2 (te 1 ) = te 1 = e * 1 (te 1 )e 1 for all t and suppose that i m,n has been defined for all m < n. To define an extension map from E n into E n+1 for each k,
for all x ∈ E n . Using this map we can define i m,n+1 (x) = i n,n+1 (i m,n (x)) for all m < n and x ∈ E m . In [BD] it is shown that i m,n ≤ λ for all m < n, and thus considering ℓ ∞ as the dual of ℓ 1 , the w * -operator limit P m of (i m,n π m ) ∞ n=m+1 exists for each m. (P m (x) is just the coordinatewise limit of i m,n (x) for each x.) Notice that we can now replace the definition of f φ(k) by
are fixed constants as above. It follows easily that X a,b is a L ∞ -space and in [BD] some of the Banach space properties of these spaces are determined. If a = 1 the dual of X a,b is non-separable and thus is not of interest to us here. Thus we assume that a < 1 unless otherwise noted. We will also suppress the subscripts a, b from now on.
Our first task is to show that the dual of X is isomorphic to ℓ 1 in a very concrete sense. Notice that for each m, P m can be consider either as a map from ℓ ∞ into X or as a map from X into itself. Thus the range of P * m is contained in [e * k : k ≤ d m ], either in ℓ * ∞ or by restriction to X, as elements of X * .
Proposition 2.1. Let Q be the quotient map from ℓ * ∞ onto X * . Then (Q(e * n )) is equivalent to the standard unit vector basis of ℓ 1 and Q[e n : n ∈ N] = X * .
Proof. Because P m ≤ λ and for g ∈ [e 1 , e 2 , . . . , e dm ] and k ≤ d m , P * m Q(e * k )(g) = e * k (P m (g)) = e * k (g), for each m, it follows that
This proves the first assertion. For the second we will show that the w * -closure of {Q(e * n ) : n ∈ N} is contained in [Q(e * n ) : n ∈ N]. It then follows from the Choquet theorem and Smulian's theorem that [Q(e * n ) : n ∈ N] is w * -closed and hence equal to X * . Let x * be a w * -limit point of (Qe * k ) k∈M , for some infinite subset M of N. We may assume that lim k∈M Qe * k (P m (e r )) = x * (P m (e r )) for each r ≤ d m and each m. Let φ(k) = (σ ′ k , i k , m k , σ ′′ k , j k ). We may also assume, by passing to a smaller index set if necessary, that
Notice that in both cases we have replaced looking for a w * -limit of (e * k ) = ((I −P * 0 )e * k ) by looking for a w * -limit of (c(I − P * m k )e * r k ) where |c| = a or b. Therefore we can find a convergent (absolutely summable) series of terms of the form c
Estimating Ordinal Indices
We begin by considering an abstract system of derived sets of a metric space. Eventually we will consider the specific cases where this is the usual topological derived sets or the Szlenk sets.
Definition 3.1. Let K be a closed subset of a topological space (X, τ ) and let d(·, ·) be a metric on X (which may not be compatible with the topology τ ). A δ-system of derived sets is a family, (K (α) ) α<ω 1 , of closed subsets of K such that (1) there exists some ordinal β 0 < ω 1 such that
We are interested in determining how a Szlenk-like index of a set of finite positive measures on K as elements of C(K) * behaves with respect to this derivation on K. To measure this we introduce for each ǫ > 0 and finite measure µ on K the ǫ-distribution function of µ, f ǫ,µ , from (0, ∞) into [0, ω 1 ) but with support in (0, ǫ]. The definition of the function is via an inductive procedure. We will define a sequence of functions, g 1 , g 2 , . . . , g n from (0, ∞) into [0, ω 1 ), and a non-increasing sequence of ordinals γ 1 , . . . , γ n , then f ǫ,µ (t) will be n i=1 γ i + g n (t) for some n and all t.
First we assume that µ(K d(α) ) = 0 for only finitely many α. Let α 1 > α 2 > · · · > α k be the finite sequence of ordinals such that
Before giving a formal description of the inductive procedure, let us consider the following intuitive idea. Notice that the graph of g 1 is decreasing. We would like to take the largest ordinal β such that g 1 (ǫ) ≥ β, i.e., g 1 (ǫ), let γ 1 = β and define a new function g 2 as the decreasing rearrangement of g 1 − 1 (0,ǫ] γ 1 . Next we would apply the procedure to g 2 to get a new ordinal γ 2 = g 2 (ǫ) and let g 3 be the decreasing rearrangement of g 2 − 1 (0,ǫ] γ 2 . Proceeding inductively, we would find (g i ) and (γ i ). Notice that γ i ≥ γ i+1 and for only finitely many i can we have equality. Thus at some stage γ n = 0 and the procedure produces nothing new.
Because of some features of ordinal addition, it turns out that this procedure may produce a little smaller function than we would like. To avoid this it is necessary to require that γ i = ω β i for some β i and thus γ i may be strictly smaller than g i (ǫ). In the formal procedure below we will also describe in detail a method for obtaining the decreasing rearrangement which will allow us to extract some additional information for use later. Now we present a more formal description of the construction. The main step in the procedure is contained in the following lemma.
Lemma 3.2. Suppose that g and h are left continuous non-increasing functions from (0, ∞) into [0, ω 1 ) such that there exists A < ∞ with g(t) = 0 = h(t) for all t > A, g(t) ≤ h(t) for all t, and the range of each is a finite set of ordinals. Let I = (a, b] be an interval on which g and h are constant and let γ ≤ g(t) for t ∈ I. Then if G and H are the non-increasing left-continuous rearrangements of g − γ1 I and h − γ1 I , respectively, then G(t) ≤ H(t) for all t and λ({t :
Because g and h are non-increasing,
To see that G(t) ≤ H(t) for q ≥ t > p we consider several cases.
For r < t ≤ s
For p < t ≤ r,
As in the previous case,
For s < t ≤ r,
Case 4: p = s − (b − a) and r − (b − a) ≥ s.
For p < t ≤ s,
In these last two cases we have that if s − (b − a) < t ≤ r, a) ).
Therefore {t :
The next lemma follows from a finite number of applications of Lemma 3.2.
Lemma 3.3. Suppose that g and h are left continuous non-increasing functions from (0, ∞) into [0, ω 1 ) such that g(t) = 0 = h(t) for all t > A for some A, g(t) ≤ h(t) for all t, and the range of each is a finite set of ordinals. Let ǫ > 0 and γ > 0 such that γ ≤ g(ǫ). Then if G and H are the non-increasing rearrangements of g − γ1 (0,ǫ] and h − γ1 (0,ǫ] , respectively, then G(t) ≤ H(t) for all t and
Proof. There are a finite number of disjoint, left-open, right closed intervals I j , j = 1, 2, . . . , J, such that 1 (0,ǫ] , g and h are constant on each, and∪ J j=1 I j = supp h. We may assume that the intervals are ordered so that if j 1 < j 2 , s ∈ I j 1 , and t ∈ I j 2 , then s > t. There is some smallest index j 0 such that I j 0 ⊂ (0, ǫ]. Applying Lemma 3.2 to I j 0 , g and h, we get rearrangements g (1) and h (1) of g − γ1 I j 0 and h − γ1 I j 0 , respectively. Next we repeat the process with I j 0 +1 , g (1) and h (1) to obtain g (2) and h (2) . Clearly, this process produces the required non-increasing rearrangements of g − γ1 (0,ǫ] and h − γ1 (0,ǫ] at stage J − j 0 + 1. Because g (j) ≤ h (j) for and
for each j, the required properties follow immediately Remark 3.4. Notice that if h is non-increasing as in Lemma 3.3 and ρ is an ordinal such that ρ · ω < h(ǫ), then h − ρ1 (0,ǫ] = h. Thus if too small an ordinal is chosen, there is no effect.
Proposition 3.5. Let ǫ > 0 and let g 0 : (0, ∞) → [0, ω 1 ) be a left continuous, non-increasing function with range a finite set such that for some t 0 < ∞, g 0 (t) = 0 for all t > t 0 . Then there exists a finite sequence of left continuous, non-increasing functions (g i ) n i=1 from (0, ∞) into [0, ω 1 ) and a non-increasing sequence of ordinals (γ i ) n−1 i=0 such that for each i < n,
i.e., g i+1 is a decreasing rearrangement of g i − γ i 1 (0,ǫ] , γ i = ω β i for some β i , and g n (t) = 0, for all t ≥ ǫ.
Moreover, if g 0 and h 0 are two non-increasing functions as above, g 0 (t) ≤ h 0 (t) for all t, and (
, are the corresponding sequences of functions and ordinals produced, then
The proof proceeds by constructing inductively the sequence (g i ). In order to prove the moreover assertion we will work with h 0 at the same time and produce the corresponding sequence (h i ).
Suppose that we have g i and h i , 1, 2, . . . k, such that g i ≤ h i for each i. If g k (ǫ) = 0, the construction of the sequence (g i ) is complete. If not let β k be the largest ordinal β such that ω β ≤ g k (ǫ). Let g = g k , h = h k , γ = ω β k , and I = (0, ǫ]. Applying Lemma 3.3 we let g k+1 = G and h k+1 = H be the decreasing rearrangements of g k − γ k 1 I and
for each i. If h k (ǫ) < γ k · ω, for all k ≤ n − 1, then each step of the construction of (g i ) is also a step in the construction of (h i ) with η k = γ k . Clearly, i−1 j=n η j + h i ≥ g n for i = n, n+1, . . . , m. This completes the proof of all of the conclusions except for the final assertion in the case h k (ǫ) < γ k · ω.
Because λ({t : g n (t) + 1 ≤ h n (t)}) ≥ ǫ, at step n either h n (t) = 0 for all t > ǫ and h n (t) ≥ g n (t) + 1 for all t, 0 ≤ t ≤ ǫ, or h n (t) > 0 for some t > ǫ. The first case satisfies the conclusion of the proposition. In the second case observe that for each i, i j=1 γ j +h i+1 (ǫ) ≥ i−1 j=1 γ j +h i (ǫ). Because h n (t) > 0 for some t > ǫ, it follows that there is a largest η n = ω βn > 0 such that η n ≤ h n (ǫ). Because η n > g n (ǫ), the proof is complete.
We now introduce terminology for some of the ingredients of Proposition 3.5 and its proof.
Definition 3.6. Suppose g is a non-increasing left-continuous function from (0, ∞) into (0, ω 1 ) and ǫ > 0. If γ = ω β ≤ g(ǫ) and f is the decreasing rearrangement of g − γ1 (0,ǫ] then h = γ1 (0,ǫ] + f will be said to be an ǫ-compression of g (by γ). Let C(g, ǫ) = sup{H(ǫ) : there exist non-increasing left-
For a positive finite measure µ on K let g(t) = sup{α : µ(K (α) ) ≥ t} and define C(µ, ǫ) = C(g, ǫ). (We let the supremum of an empty set of ordinals be 0.) We will call g the derived height of µ.
Observe that for a measure µ as in Definition 3.6, if g(t) = α, µ(K (α) ) ≥ t. Also if (t n ) is an increasing sequence of positive numbers and g(t n ) = α n for each n, (α n ) must eventually be constant. Thus µ(∪K (αn) ) = lim µ(K (αn) ) ≥ lim t n and g(t) = lim g(t n ).
Also notice that if g and h are non-increasing functions as in the statement of the proposition but not necessarily simple, then the final conclusion of Proposition 3.5 still holds, i.e, C(g, ǫ) + 1 ≤ C(h, ǫ). Indeed, if g 1 is a simple function with g 1 ≤ g and A is the set where h(t) ≥ g(t) + 1, then g 1 + 1 A ≤ h. It follows easily that there is a non-increasing simple function h 1 such that g 1 + 1 A ≤ h 1 ≤ h. Thus C(g 1 , ǫ) + 1 ≤ C(h 1 , ǫ) ≤ C(h, ǫ). Taking the supremum over all such g 1 gives the result.
Our next task is to show that there is a relation between the derivation on K and a "Szlenk" derivation on the probability measures on K. Below the weak * -topology on the probability measures on K is that inherited from C(K) * .
Definition 3.7. Suppose that M is a set of probability measures on K and let δ, ǫ > 0. Define M(ǫ, δ) (0) = M. For each α < ω 1 , define M(ǫ, δ) (α) ={µ : there exists (µ n ) ∞ n=1 ⊂ M(ǫ, δ) (α) and a sequence of closed subsets (A n ) ∞ n=1 of K such that, µ n (A n ) ≥ ǫ for all n, w * lim µ n = µ, d(A n , A m ) ≥ δ for all n = m}.
If β is a limit ordinal, define M(ǫ, δ) (β) = ∩ α<β M(ǫ, δ) (α) .
Notice that the definition is at least superficially more restrictive than that of the Szlenk subsets of M in that in the Szlenk index definition we would only have disjointness of the sets (A n ) not separation. (See the proof of Corollary 3.9 though.) Proposition 3.8. Let ǫ, δ > 0. If M is a subset of the probability measures on a compact set K with δ-system of derived sets {K (α) : α < ω 1 } and µ ∈ M(ǫ, δ) (α) , then for every ǫ ′ < ǫ, C(µ, ǫ ′ ) ≥ α.
Proof. The proof is by induction on α. The main step is to prove the following.
Claim: If (µ n ) ∞ n=1 ⊂ M with C(µ n , ǫ ′ ) ≥ α for each n and w * lim µ n = µ, and (A n ) ∞ n=1 is a sequence of closed subsets of K such that µ n (A n ) ≥ ǫ and d(A n , A m ) ≥ δ for all n = m, then C(µ, ǫ ′ ) ≥ α + 1.
Because the sets K (β) are closed for each β and µ n ≥ 0,
for all β. Therefore if h n is the derived height of µ n for each n and h is the derived height of µ, then h(t) ≥ lim sup h n (t) for all t. Given ρ > 0 we can find α
By passing to a subsequence we may assume that this limit exists for each i and so does lim µ n (K (α i ) ). If k n ∈ (K (α i ) \ K (α i+1 ) ) ∩ A n , we know that any limit point of (k n ) is in K (α i +1) . Therefore, if g is a continuous function such that 1 K (α i +1) ≤ g ≤ 1 and ρ ′ > 0, then (µ n , g) ≥ µ n (K (α i+1 ) ) + µ n (K (α i ) \ K (α i+1 ) ) ∩ A n ) − ρ ′ for n sufficiently large. Consequently,
Rearranging, we get
Clearly h(t) ≥ lim sup h n (t) + 1 for t such that lim µ n (K (α i ) ) < t ≤ µ(K (α i ) ). Thus
for every ρ > 0. It follows there is some n such that λ({t : h n (t) + 1 ≤ h(t)}) > ǫ ′ . Proposition 3.5 implies that C(h n , ǫ ′ )+1 ≤ C(h, ǫ ′ ), proving the Claim.
The Claim proves the induction step. Indeed, if µ ∈ M(ǫ, δ) (α+1) then there is a sequence (µ n ) ⊂ M(ǫ, δ) (α) with w * -limit µ as in the Claim. By the inductive assumption C(µ n , ǫ ′ ) ≥ α and thus the Claim gives C(µ, ǫ ′ ) ≥ α + 1.
If α is a limit ordinal, let (α n ) be a sequence of ordinals converging to α. If µ ∈ M(ǫ, δ) (α) , then µ ∈ M(ǫ, δ) (αn) for all n. By the induction hypothesis C(µ, ǫ ′ ) ≥ α n for all n. Therefore C(µ, ǫ ′ ) ≥ α.
The next result is known, e.g., [S] , but the apparatus we have constructed gives an easy proof.
Corollary 3.9. The ǫ-Szlenk index of the unit ball of C(ω γ · k) * is ω γ [k/ǫ] + 1.
Proof. We take the δ-system of derived sets to be the usual topological derived sets of [1, ω γ · k] ∪ −[1, ω γ · k], (the disjoint union of two copies of [1, ω γ · k]), the metric to be the discrete metric d(x, y) = 1, for x = y, and δ = 1. If µ is any probability measure on [1, ω γ · k] ∪ −[1, ω γ · k], the derived height can be at most ω γ · k at each point. Thus
Now consider the definition of the Szlenk subsets of the ball of C([1, ω γ · k]) * , P α (ǫ ′ ). If µ ∈ P α+1 (ǫ ′ ) then there is a sequence of measures (µ n ) which converge w * to µ and a sequence of norm one continuous functions (f n ) converging pointwise to 0 such that lim(µ n , f n ) ≥ ǫ ′ . Let ǫ ′′ < ǫ ′ . It follows that there are disjoint sets (A n ) n∈K for some infinite set K ⊂ N such that |µ n |(A n ) ≥ ǫ ′′ . Except for the absolute values this is precisely the condition in Definition 3.6. We can eliminate the absolute values by considering measures on [1, ω γ ·k]∪−[1, ω γ ·k]. Thus if µ ∈ P α (ǫ ′ ), then µ ∈ M(1, ǫ ′′ ) (α) , where M is the set of probability measures on ±[1, ω γ · k]. Thus to compute the Szlenk index we may apply Proposition 3.8 to get that µ ∈ P α (ǫ ′ ) implies that C(µ, ǫ ′′ ) ≥ α. Therefore α ≤ ω γ [k/ǫ ′′ ] for every ǫ ′′ < ǫ ′ , and the ǫ ′ Szlenk index is at most ω γ [k/ǫ ′ ] + 1. It is easy to see that δ ω γ ·k ∈ P ω γ [k/ǫ ′ ] , completing the proof.
The Szlenk Index of the Bourgain-Delbaen Space
The proof of Proposition 2.1 suggests the following approach to representing (non-uniquely) the w * -closure of the basis {e * k : k ∈ N}. Let T = ∪ ∞ n=0 {0, 1} n , the rooted binary tree with root the empty tuple, (), and let
the one-point compactification of {0, a, −a, b, −b} × [1, ω 2 ). Let K be the space of all functions from T into W in the topology of pointwise convergence. We have that K is compact by the Tychonoff theorem. Each basis vector e * k in X * can be associated to a point g k in K in the following way.
Let g k (()) = (1, k) and if g k (δ 1 , δ 2 , . . . , δ n ) has been defined to be (c, ω · m n + ℓ n ) and φ(ℓ n ) = (σ ′ n+1 , i n+1 , m n+1 , σ ′′ n+1 , j n+1 ), let
Define θ(g k ) = e * k , for all k. We need some notation to conveniently refer to the pieces of W . For (c, ω · m n + j n ) we define three functions which extract the essential parts: V (c, ω·m n +j n ) = c, Q(c, ω·m n +j n ) = m n , and R(c, ω·m n +j n ) = j n . For a node N of the binary tree of length L(N ) = n and t < n define the tth truncation by I(N , t) = (δ 1 , δ 2 , . . . , δ t ) if N = (δ 1 , δ 2 , . . . , δ n ). We define the evaluation of an element x of X by an element f ∈ K at a node N = (δ 1 , δ 2 , . . . , δ n ) by < f, N , x >= ( n j=1 V (f (I(N , j)))(I − P * Q(f (N )) ))e * R(f (N )) x.
Now suppose that x ∈ P s X for some s and f is the preimage of e * k for some k, i.e., f = g k . For each node B = (δ i ) of T there is smallest index n = n(B, f ) such that R(f (I(B, n) )) ≤ d s . (Of course every node with this initial segment yields the same index.) Proposition 4.1. Let f = g k , i.e., θ(g k ) = e * k , for some k and x ∈ P s X for some s. If {N i } is a maximal collection of incomparable nodes such that L(N i ) ≤ n(B, f ) for any branch B with N i as an initial segment. Then the collection is finite and e * k (x) = i (f, N i , x).
Proof. Observe that if N is any node with L(N ) < n(B, f ), f (N ) = (c, ω · m + j) and φ(j) = (σ ′ , r, m ′ , σ ′′ , q), then j > d s and
where (·)+(··) denotes the concatenation of the tuples (·) and (··). Therefore we can prove the formula by induction on the set of nodes as follows. We enumerate the nodes of the binary tree so that all nodes of a given length are labeled before any node of a longer length. Observe that the formula is obvious if we have only the node () since (f, (), x) = (I − P * 0 )e * k (x) = e * k (x). If this the maximal collection, we are finished. If not, () is the first node in the enumeration and we replace it by the two node collection {(0), (1)}. Formula (4.1) immediately gives the result if this is the collection of nodes. Otherwise we consider the next node in the enumeration. If it is in the collection {N i }, we move on in the enumeration; if not we apply the formula (4.1) to replace the node by the two nodes immediately below. Note that because we began with e * k , with k ≤ d r for some r, the integer coordinates of φ(k) are smaller than d r−1 . Iterating, we see that there can be only finitely many nodes in the collection {N i }. Continuing in this way we eventually reach each node in the original collection and the formula follows.
Our next task is to show that if {g k } is the set of representatives in K of the basis elements {e * k } defined above, then the mapping θ described above extends to a continuous map from {g k } into X * .
Before we proceed, let us note that because of the role of m = Q(g k (N )), once there is a node N 0 in a branch that contains 0,
for all nodes M which are descendants of N 0 . Hence there can be only finitely many nodes on the branch containing N 0 at which V is non-zero. Proof. Suppose that (g k ) k∈M has limit f in K. We have that (g k (N )) converges for each node N . g k (N ) = (c k , ω · m k + j k ) for each k. If (m k ) is not bounded then lim m k = ω and limit of (g k (N )) is ∞. Assume that this is not the case. Because for each k, c k and m k must be one of a finite set of values it follows that (c k ) and (m k ) are eventually constants c and m, respectively. If (g k (N )) is not eventually constant then lim k∈M j k = ω and the limit is (c, ω · (m + 1)). Therefore for each node we have three possible situations.
(1) (g k (N )) converges to ∞.
(2) (g k (N )) is eventually constant.
(3) (g k (N )) converges to (c, ω · (m + 1)). Consider in each case what happens on the nodes below.
In the first and second cases by (4.1) the same must be true for each node below N . In the third case we must exam (φ(j k )) as in the proof of the Proposition 2.1. Observe that (g k , N , x) = c k (I − P * m k )e * j k (x)) for some constant c k and consider the same three cases. In the first case (m k ) diverges to ∞ and therefore lim c k (I − P m k )x = 0 for every x ∈ ∪ s P s E s . Consequently, w * lim c k (I − P * m k )e * j k = 0. In the second case ((g k , N , x)) is eventually constant and so is (c k (I − P * m k )e * j k ). In the third case (c k ) and (m k ) are eventually constant and consequently, so is (f, N +(0), x).
To determine the limit of θ(g k ) we let {N i } be the sequence of nodes such that f (N i ) = ∞, R(f (N i )) = 0 and R(f (I(N i , L(N i ) − 1)) = 0. By definition this is a set of incomparable nodes. Define y * (x) = i (f, N i , x). We claim that w * lim θ(g k ) = y * . Indeed the nodes we have described above are precisely the nodes corresponding to the terms that appear in the series representation for a limit point of θ(g k ) determined in the proof of Proposition 2.1.
Suppose that (x * k ) is an ǫ-separated sequence in C and
and |c k,j | ≤ a j for all j. Then y k = N −1 j=1 c k,j (I − P m k,j )e * i k,j , k = 1, 2, . . . , is an ǫ/2-separated sequence. Let (z k ) be the sequence of preimages of (x k ) corresponding to the series representation above.
(θ(z k ) = x k for all k.) Because the (y k ) is ǫ/2 separated it follows that the sequence of restrictions (z k | {N :L(N )<N } ) is distinct. Now observe that the set of maps from a finite set G into W in the topology of pointwise convergence is a metric space homeomorphic to [1, ω 2· card G (6 · card G)]. Therefore the ǫ-Szlenk index is at most 2 N +1 + 1.
Corollary 4.4. For each ǫ > 0, η(ǫ, B X * ) < ω. Consequently, C(ω ω ) is not isomorphic to a quotient of X.
Proof. It is sufficient to consider D=co ± {e * k : k ∈ N} w * in place of B X * . By the Choquet theorem we can associate each element x * of D to some probability measure µ x * on
Observe that if (x * n ) is a w * -convergent sequence in D and (x n ) is a weakly null sequence in the unit ball of X such that lim x * n (x n ) ≥ ǫ 1 , then there exist an infinite subset L of N and ǫ/4 norm separated subsets (A n ) n∈L of C such that µ x * n (A n ) ≥ ǫ 1 /2 for all n ∈ L. Now we consider the modified Szlenk subsets of C, {P α (ǫ 1 /4, C) : α < ω 1 }, as the δ-system of derived sets with δ = ǫ 1 /4 and let M = {µ : µ is a probability measure representing some x * ∈ D}, ǫ = ǫ 1 /2 and δ = ǫ 1 /4. By Proposition 3.8 if µ ∈ M(ǫ, δ) (α) then C(µ, ǫ 1 /4) ≥ α. However C(µ, ǫ 1 /4) must be finite by Proposition 4.3.
Final Remarks
The arguments given above suggest that there is considerable flexibility in the construction given by Bourgain and Delbaen. One possibility is to replace the binary nature of the construction by one which allows a greater number of terms. Thus in place of (±a, ±b) one might have a collection of finite sequences (a j n ) N n=1 , j = 1, 2, ...J. Then the new functionals might evaluate as N n=1 a k n e * sn (i n π n x − i n−1 π n−1 x) where (s n ) is a sequence such that d n−1 < s n ≤ d n for each n and d n is the cardinality of the set of coordinates defined by the nth stage of the construction. Some care would need to be taken to preserve the boundedness of the iterated embeddings. It would be most interesting if the set of finite sequences could be made to vary and if the sequence of finite segments of the integers could be replaced by finite branches of a tree. This might be an approach to answering the following question.
Question 5.1. Given a countable ordinal α is there a L ∞ -space X α such that X α does not contain c 0 and X α has Szlenk index ω α ?
One other observation is that much of what we have done still works if a = 1. What does not work is the argument in Proposition 2.1 to find the convergent series for each element of the dual. Thus the corresponding set K is more complicated and seems to include a Cantor set of well separated points. A thorough analysis of this case might yield some additional information about the first example in [BD] . Finally note that we have not used the extra conditions imposed on a and b in [BD] to get a somewhat (hereditarily) reflexive example.
