Abstract-Multiple cell upsets (MCUs) become more and more problematic as the size of technology reaches or goes below 65 nm. The percentage of MCUs is reported significantly larger than that of single cell upsets (SCUs) in 20 nm technology. In SRAM and DRAM, MCUs are tackled by incorporating single-error correcting double-error detecting (SEC-DED) code and interleaved data columns. However, in content-addressable memory (CAM), column interleaving is not practically possible. A novel error correction code (ECC) scheme is proposed in this paper that will cater for ever-increasing MCUs. This work demonstrated that m parity bits are sufficient to cater for up to m-bit MCUs, with an understanding of the physical grouping of MCUs. The results showed that the proposed scheme requires 85% fewer parity bits compared to traditional Hamming distance based schemes.
INTRODUCTION
CONTENT-ADDRESSABLE memory (CAM) is typically used for routing and policing in network routers and associating instructions in cache memories [1] . Due to disturbances from high-energy neutron particles, semiconductor memories are susceptible to soft errors [2] . Soft errors can be classified as single cell upsets (SCUs) or multiple cell upsets (MCUs). Baeg et al. observed MCU trends in 45-nm, 65-nm and 90-nm technologies [3] . Their observations clearly show that as technology is scaled down, MCUs become more and more problematic. Ibe et al. [4] simulated neutron-induced soft errors in SRAMs from a 250 nm to a 20 nm process; the results showed that the soft-error rate in SRAM increases by a factor of six to seven between 130 nm and 22 nm processes. The ratio of MCU to SCU increases by as much as 46% as the process technology node shrinks from 250 nm to 22 nm [4] .
The interleaving approach has been used in memory devices to convert physical MCUs into logical SCUs; single-error correcting (SEC) codes can then be used to correct the logical SCUs. However, the interleaving approach is not practically possible for CAM due to the tight coupling of the hardware structures from both cells and comparison circuit structures [5] . Hamming distance based error correction code (ECC) schemes are usually applied to CAM in order to protect data against SCUs and MCUs [6] , [9] . However, these Hamming distance based schemes require greater overheads in terms of parity bits, and typically provide protection for up to one or two bit upsets. Single-error correcting doubleerror detecting (SEC-DED) codes are the most commonly used for CAM; however, they can only correct 1-bit errors and can only detect double-bit errors. The mitigation of MCUs requires a large number of additional parity bits. Therefore, an alternate scheme, which can mitigate MCUs at a lower cost in terms of parity bits, is required.
H.-J. Lee [7] proposed a new CAM cell architecture, in which each word in CAM is associated with a parity computing logic for immediate detection of bit flips. Soft errors are detected on the cost of addition of parity computing logic in each CAM word. Noda et al. [8] proposed using embedded DRAM (eDRAM) along with ternary content-addressable memory (TCAM) in order to mitigate SCUs and MCUs. In this approach, data entries are stored in both eDRAM and TCAM redundantly and a Hamming code ECC decoder/encoder is implemented at the interface between eDRAM and TCAM. In order to mitigate MCUs, during the refresh period of eDRAM, data are checked using ECC circuitry and corrected data are overwritten into the TCAM. One drawback of this approach is that it has redundancy and area overheads along with complex timing constraints.
Dutta et al. [9] proposed an ECC methodology for the correction of adjacent double-bit errors. Their method is an extension of SEC-DED codes and uses the same number of bits as SEC-DED codes. Their proposed code can diagnose adjacent double-bit errors, but in real cases more than two errors are observed [4] . For SRAMs with 90 nm process technology, more MCUs than SCUs have been observed [10] . In short, to the best of our knowledge, previous works have primarily targeted SCU-related issues with a limited handling of MCUs; no simple and efficient technique exists for the mitigation of MCUs in CAM. In addition to single-bit parity encoding scheme, CAM duplication for SCU [11] and counting Bloom filter for MCU [12] have been suggested to recover from the soft errors. Parity bits for the interleaved words are similarly adopted to compensate false positives of the counting Bloom filter without changing internal structure of the CAM itself. However the interleaving scheme in CAM with global hardware overhead can be a burden.
The preliminary version of this paper has discussed about the parity based code words to attack the MCU problem in CAM [13] . In this research, a novel ECC scheme is proposed by confining MCUs within a segment and using only a parity bit. After building code words comprising of both data and parity bits, new match criteria in a CAM is introduced without relying on any interleaving technique. Our scheme requires 85% fewer parity bits compared to previous Hamming distance based schemes. The rest of the paper is organized as follows. Section 2 briefly describes CAM architecture and experiment performed in Svedberg laboratory (TSL). The proposed ECC scheme is presented in section 3. The results and discussion are presented in section 4, and the conclusions in section 5.
PIPELINED CAM ARCHUTECTURE AND MCU CONFINEMENT
In pipelined CAM architecture, a match-line is divided into multiple segments [14] . Each segment can evaluate the match result independently from the other segments, as shown in Fig. 1 . This work develops a new error-correction scheme with two fundamental observations: MCU is confined in a segment with the aid of substrate and design engineering, and the pipelined CAM architecture can be used to independently process a segment. With the moderate efforts from substrate and design engineering practices, MCU can be confined within a segment such as the bits between well-tapping.
Experimental Observation
An observation was performed in Svedberg laboratory (TSL) for validation of MCU confinement assumption.
Multiple Cell Upsets Between Well-Taps:
The well region and contacts are shared among multiple memory cells to increase area efficiency. A series of NMOSs of memory cells is fabricated in a p-well region, and p+ regions are implanted for building well-taps. The MCU characterizations between the well-taps were reported in [15] - [18] . Storage element of CAM cell is basically same as SRAM cell, so the parasitic bipolar effect of SRAM as reported in [15] , [18] is also occurred in CAM structure. The parasitic bipolar effect induces the multiple errors of adjoining cells between the welltaps. Fig. 2 shows the parasitic p-well resistance (RP) between the cells. Each node of Fig. 2 means body bias of the cell. Well-taps are biased with GND, which is 0 V, and the body bias of both sides of the welltap is stabilized for the potential disturbance. Therefore, the bipolar action failure does not go over the well-tap, so upsets of MCU are located between the nearest well-taps [15] , [18] . For example, the upsets of the Cell 0 and the Cell 4 are hardly occurred by bipolar actions.
Observation Results of Neutron-Induced Multiple Cell Upsetsd
Since a typical CAM cell consists of a few SRAM cells, neutroninduced MCU characterization has been performed on a 55 nm SRAM device. The SRAM consist of 72 banks and each bank has blocks. Each block has 512 rows and 256 columns. The SRAM block has well-taps of horizontal direction between 32 rows. The vendor name and more detailed architecture of the SRAM have been omitted for confidentiality. In order to induce soft errors, the SRAM devices were exposed to spectrum of white beams up to 180 MeV at the Svedberg laboratory (TSL).
The tests were performed with various supply voltages, test patterns, and temperatures. The test patterns used were all zero, all one, and checkerboard patterns. The nominal supply voltage varied from to . The temperatures used were room temperature and 125 . The Failure in Time (FIT) per mega-bit (Mbit) was 267.38, and the occurrence ratio of MCUs in total events was 0.1. Fig. 3 shows the distribution of number of MCU upsets between well-taps. The number of upsets on the side of the well-tap has lower than others because the parasitic bipolar effects are inhibited as shown in Fig. 2 . The experiment result is consistent with [16] , [17] . The total number of collected MCUs was 2701, and the upsets of the 27-MCUs went across the well-taps. Therefore, occurring MCUs across the well-tap is 0.27 FIT per Mbit. The FIT value of the MCUs across the well-tap is small enough to be neglected in design process.
PROPOSED ERROR-CORRECTION SCHEME
In the proposed coding scheme, data bits are divided into groups and a parity bit is calculated for each group, which make parity bits. The data bits are then placed at data segments in the way that no two bits from a group belong to the same segment and each segment contains data bits. All parity bits are placed in the parity-bit segment.
A theorem is developed for generating parity bits; the theorem is based on the fact that one parity bit can detect single-bit errors in a data group. is the number of bits in a data word and is the size of the MCU. bits of data are divided into groups and is the number of bits in each group.
Theorem. One parity bit is generated to detect a single-bit error in a k-bit data group. The m parity bits from m data groups can detect up to m-bit MCU errors in a segment, where < .
Proof. Let bits of data be divided into groups, each group having bits such that . Then a parity bit is independently calculated for each group. Let be the parity bit for the first group, for the second group and is the parity bit for the last th group; as a result, there are groups of data and parity bits. If only one bit changes from any group, then from the corresponding parity bit we can detect this 1-bit error. ◽ The bits in groups are assigned to S physical segments in a word such that only one bit from groups is exclusively mapped to one segment. For example, the first bits from groups are mapped to the first segment; this concept is similar to interleaving technique in memory design, and each segment contains data bits. All parity bits are placed in the parity-bit segment.
Since each segment contains a bit from groups, an MCU in a segment will be translated as 1-bit error in groups; the parity bits can detect the single-bit error by definition. Therefore, parity bits are sufficient to detect any MCU as long as the MCU is contained within a segment of bits.
Suppose that 15 bits of a data word are divided into three groups of five bits each, so that , , . The first group, is composed of five data bits, as shown in Fig. 4 . Similarly the second group, is composed of and the third, is composed of . Parity bits are calculated for each group. is the parity of the first group, is the parity of the second group and is the parity of the third group, as shown in Fig. 4 . If only one bit erroneously changes from any group, then its corresponding parity bit will detect this 1-bit error.
Now we have CAM with S ( ) data segments and one paritybit segment. The data bits are then placed at data segments in such a Fig. 4 . A parity bit is generated for each group in a data word: , , and are parity bits for the first, second, and third groups of a data word respectively.
way that no two bits from a group belong to one segment and each segment contains ( ) data bits as shown in Fig. 5 . If an MCU occurs and it is limited to one segment only, with the help of corresponding parity bits, the MCU will always be detected. This is because, in a segment, each bit is from different group .
Lemma 1. Each valid code word including a parity segment differs from
other code word by at least two segments.
Proof. Since each code word must be uniquely distinguished from other code word, any code word differs from other at least one segment. Consider the code words which differ only one segment from other. It can be easily seen that the parity segments must be different because only one segment of the code words differ from each other. In Table 1 , it can be examined that all code words with three segments differ at least two segments. ◽
As the lemma states, due to parity bits, each valid code word differs from other code word by at least two segments. During the search operation, the search key is compared with all of the code words stored in the CAM. The search key is also a code word having data bits concatenated with parity bits.
Lemma 2.
With confined segment based CAM with parity bits, any data word with a SCU can always be recognized as a match. Furthermore any data word with MCU whose size is no more than the size of a segment will always be correctly recognized as a hit.
Proof. All of the groups of the search key are compared with all of the segments of a stored code word. If more than one segment is a mismatch, then the search key is considered to be mismatched with the stored code word; otherwise, it is considered as a match. In other words, if the search key and the stored code word differ from one another by only one segment, this difference can be considered to be originated from soft errors and the search can be declared to be successful. When more than one segment of the search key and the stored code words do not match, it is declared to be a mismatch. Since a data word with either a SCU or MCU confined within a segment differs only one segment from the search key, this faulty data word is always considered as a match.
◽ For example, the data stored in CAM are depicted in Table 1 , comprising four bits of data and two parity bits. This 6-bit code word is divided into two data segments and one parity-bit segments, as shown in Table 1 . Suppose that a neutron hits and the fourth code word 001111 is changed to 000011; it is considered a two-bit MCU. When the search key 001111 is applied across CAM, the fourth code word differs from the search key by just one segment; all of the other stored entries differ by at least two segments. As long as only one segment is corrupted, it is considered as a match. In this way, bit MCU can be tolerated adding only parity bits.
RESULT AND DISCUSSION
The proposed ECC scheme has been compared with previous Hamming distance based schemes [6] , [9] . For the creation of Hamming distance between code words, BCH encoding is used, and the required number of parity bits is calculated. The parity bits required for Hamming distance based schemes were then compared with the parity bits required for our proposed ECC scheme. For any integer and there exists a primitive BCH code with the following properties [19] .
Block length:
. Parity check bits: . Minimum distance:
. This code can correct or fewer errors over a span of bits. For CAM, , and so minimal block length becomes 127 bits. Therefore a truncated BCH code set is used for calculating parity bits, as used by Cheng et al. [20] for their W-ATM protocol design. A particularly popular SEC-DED (72, 64) code is a truncated (127, 120) Hamming code [21] . Table 2 shows the calculation of parity bits for different MCU sizes; the last column shows the truncated BCH codes.
The parity bits required for Hamming distance based schemes are then compared with the parity bits required for our proposed ECC scheme, as shown in Fig. 6 . The X-axis shows the size of MCU to be mitigated, and the Y-axis shows the parity bits required. Long gray bars show the number of bits required by Hamming distance based schemes and short black bars show parity bits required by our schemes. For example, if a 5-bit MCU is to be tolerated, then according to Hamming distance based schemes a Hamming distance of 11 is needed between code words. In order to create a Hamming distance of 11 between code words, 35 parity bits are needed for the truncated BCH code (72, 36), if the word length is assumed to be 72 bits for CAM. On the other hand, by using the proposed ECC scheme, only five parity bits are needed to mitigate a 5-bit MCU, provided the MCU is confined to a segment of five bits in size.
By applying the proposed ECC scheme, the number of parity bits required is reduced up to a maximum of 85% as shown in the example case. This saving of parity bits comes from the assumption that the MCU is confined in one segment. Based upon this assumption, the number of parity bits required for MCU mitigation is equal to the segment size. Unlike the interleaving method, the proposed method is not changing the architecture of the memory. The implementation of parity tree requires only a few exclusive-or gates. Also the key matching technique proposed simply checks the segment distance among the search key and data code words. The power consumption of TCAM is generally referred to as E J/bit/search. An example of E is 6.57fJ in 0.18um technology [22] . Since proposed parity based key matching method and conventional CAM architecture are very similar, therefore no significant area, delay and power penalties will be observed.
In the application of the proposed ECC scheme, a trade-off exists between the segment size and the number of segments. Segment size is directly related to MCU size; the greater the segment size, the greater the size of MCU which can be tolerated. On the other hand, the number of segments is inversely proportional to segment size. Fig. 7 shows the relationship between segment size and the number of segments. The gray line shows the number of segments and the black line shows segments size; as we can see, with the increase in segment size, the no. of segments required is decreased. For example, if we have CAM, and each segment is nine bits, then we require eight segments along one word line and we are able to mitigate MCU of up to eight bits.
FALSE POSITIVE ANALYSIS
False positive (or hit) indicates that due to a fault segment although the search key is not matched to any code word but considered as matched. Similarly false miss tells that due to MCU on a segment, matched code word is considered as not matched one. MCUs corrupting the data in CAM either result in a false hit or a false miss during search operation. In our scheme, by detecting a fault segment with MCU, faulty code words as well as fault free code words can be considered as matched ones. Therefore, there is no case where fault free code words are considered as a missed one, in other words, any false miss is not concluded in our scheme. Instead sometimes actually not matched one can be considered as a matched one, that is, false positive can occur in our scheme.
In this section we will analyze false hits with the help of a simple example presented in section 3. Suppose we have 6-bit codeword having 4 bits of data and 2 parity bits. 6-bit codeword is divided into 3 segments; each segment contains only 2 bits. Since there are 4 bits of data, so all possible code words can be . All of these possible code words are listed in Table 1 . Due to parity bits, each code word differs from other code word by more than one segment.
Let the code word stored in CAM be 001111. A neutron hits and causes a 2 bit MCU in first segment and now code word becomes 111111. When the search key 001111 is applied, it differs from the corrupted code word just by one segment and differs from all other valid code words by more than one segment. This one segment difference, between search key and corrupted CAM entry, is ignored and search is declared as successful. However if code words like 110011 or 111100 are applied as search key, they will also be detected as match because both of these code words differ from the corrupted entry 111111 just by one segment. Hence these two code words are termed as false positives for this particular corrupted CAM entry.
For a particular CAM entry 001111, corrupted by MCU, there are only 2 possible false positive code words out of all possible code words. We can infer that for any particular CAM entry corrupted by MCU; there can be a maximum of false positive, where N is number of segments in code word. For the example presented above, as 6-bit code word is divided into 3 segments. False positive probability can be calculated by using the formula:
Using eq. (1), false positive probability has been calculated for CAM. As shown in Fig. 8 ; false positive probability has been calculated for different segment sizes. For example if segment size is 8 bits then number of segments will be 9 comprising 8 segments for data bits and one segment for parity bits. The total number of data bits will be 64 and sample space of all possible code words will be then false positive probability can be calculated as Fig. 8 show that as segment size increases false positive probability also increases, however it can be noted that the probability is extremely low. By having more well-taps for a data word, hence by decreasing segment size, less false positive can be achievable, but it will require more silicon area. As long as MCU is confined in one segment, application of proposed ECC can guarantee elimination of false miss. In case of MCU crossing boundary of a segment, false positive probability remains same as depicted in Fig. 8 . However if MCU cross the boundary of a segment, false miss cases might occur, but as stated in section 2, the MCUs across the well-tap is small enough to be neglected in design process.
CONCLUSION
In this work, a novel ECC scheme has been proposed to cater for the ever-increasing MCU problem in CAM. The parity bits required by previous Hamming distance based schemes were compared with the parity bits required by the proposed ECC scheme. The application of the proposed ECC scheme resulted in a saving of 85% of the parity bits required. This saving of parity bits came from the assumption that the MCU would be confined to one segment due to best practices applied in substrate and design engineering. This scheme resulted in a trade-off in terms of calculating segment size and the number of segments, and this trade-off and false positive probability was also estimated in this research work.
