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We prove a generalization f Fulkerson’s symmetric supply-demand theorem. The proof is by 
a new approach, which does not make use of the max-flow min-cut heorem (and is algorithmi- 
cally simpler). For infinite networks, our theorem implies the !SchrGder-Berstein Principle as 
well as many known generalizations of it. 
1. Introcltin 
A theorem of FuIkerson (the ‘symmetric supply-demand’ theorem) ([S], [4, 
Theorem II 2.lD on flows in finite networks may be stated in the following 
generd form: Let N be a network. Suppose there exists a IIow in N which satisfies 
a certain set of inequalities from below on the degree (=flow) of each vertex of N, 
and there exists a second flow, which satisfies a set of inequalities from a.bove on 
the degree of each vertex. Then there exists a third flow, satisfying both sets of 
inequalities. On the other hand, there exists a family of results which generalize 
the SchrGder-Berstein principle. These results are on functions between sets [l, 
61, or on paths in graphs [2], but, when interpreted as relating to flows in 
networks, they aII share the same general form cited above. In [3] the link 
between these two types of results was noted. A particular case of FuIkerson’s 
theorem was extended in [3] to infinite networks, and from it the results of [l] and 
[6] can be derived. 
In this paper we prove a theorem (Theorem 1) which is of the above general 
form, and which generalizes and unifies all the above mentioned results. In the 
finite case we obtain an extension of Fulkerson’s symmetric supply-demand 
theorem. In fact, it is not difficult to deduce our theorem from Fulkerson’s 
theorem itself, or from feasibihty theorems for Rows such as [4, Theorem II 3.2]. 
It is even possible that the resti Jt is known in the ‘folklore’ of network theory.’ 
Yet, we present here a new approach to the proof, which does not make use of 
the max-flow min-cut theorem. This answers a problem of Fulkerson, who 
conjectured in [S] that such direct proof to his theorem exists. As we shall see, our 
proof is, in some sense, also algorithmically simpler. in the case of infinite 
‘C. McDiarmid has informed me that he has obtained the same result. 
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networks, an integrity argument can be used to derive from it the results of [l] 
and [6]. 
In Section 2 we prove a strengthening of Theorem 1. In Theorem 2 we give 
inequalities not merely on the degree at each vertex, but also on the flow entering 
and the flow going out of each vertex, in the flow which exists by Theorem 1. This 
enables us to derive the results of 121. 
2. Notation 
A graph G = (V, E) is a set V of vertices together with a subset E of V X V, 
whose elements are called ‘edges’. If the edges are taken as ordered pairs then the 
graph and its edges are called ‘directed’, and if they are unordered the graph and 
its edges are called ‘undirected’. A directed edge will be denoted by (x, y) and an 
undirected edge by [x. y], where x, y E V. The vertices x and y are called the 
endpoints of the edge. If f is a function on E we shall abbreviate and write f(x, y) 
for f(<x, y)I, and fix, y] for f([x, y]). An orientation of an undirected graph 
G = ( V, E) is a set Fc V x V of directed edges, such that [x, y] E E if and only if 
exactly one of the conditions (x, y)f F or (y, X)E F holds. 
A network N = (V, E, c) is a graph G = (V, E), with a nonnegative function c 
on E. called ‘capacity’. the network is called ‘directed’ if G is directed, and 
‘undirected’ if G is undirected. We shall be using the following convention: if c is 
zero on some edge, this edge is considered as non-existent, and conversely-if an 
edge is non-existent, and we refer to its capacity, this capacity is taken as zero. 
A flow Q, in a directed network N = (V, E, c) is a real nonnegative function on 
E. satisfying, for each (x, y) E E 
ax. ybsc(x, y). 0) 
If N = (V. E, cl is undirected, a flow in it is a real nonnegative function, denoted 
also by @, on E, satisfying for each [x, y]~ E 
@b. Yl~Cb, Yl* (1’) 
together with an orientation of G = (V, E), denoted by 0,. If N is directed and @ 
is ;1 qow in it, the out-degree of a vertex x in V is 
d&(x) = c @(x, y). 
(x.ykE 
The in-degree of x is 
The degree of x, C&,(X), is cl&(x i - d,(x). The degrees of a vertex in a flow Q, in au 
unilirected network a,re defined similarly, with the difference that the edges in the 
sunimation are taken from 0,. 
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A network N = (V, E, c) is called finite if V and E are finite. Ir is called locally 
finite if!, in the case it is undirected, 
1 c[x, yJ<a for every XE V, 
I4YleE 
or, in the case it is directed, 
C c(x,y)+ C c(y,x)<m foreveryxEK 
(1Y kE (Y.XkE 
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Our main result is: 
Theorem 1. Let N = (V, E, cj be Q locally finite network, directed or undirected. Let 
a and b be real functions on V, satisfying b(x) s a(x) for every x E V. Suppose that 
there exist fiows 8 and @ in PI, such that h(x) 2 b(x) and d&x) =G a(x) for every 
x E V. Then there exists a flow Y in N, for which 
b(x)< d&x) d a(x). (2) 
Iproof, We shall prove the theorem for directed networks. The result for undi- 
rected networks will follow then by the following well known method: given an 
undirected network N = (V, E, c), and flows 0 and Qi in it as in the theorem, we 
replace each edge [x, y] in E by two oppositely directed edges, (x, y) and (y, xj, 
both having the same capacity, c[x, y]. In the directed network N* which results, 
8 and 0 define in a natural way two fiows, and assuming the theorem is true for 
directed networks, it follows that there exists a flow P* in N*, satisfying (2). If we 
define for every edge (x, y) in N* 
%, y) 5 **(x, y)-min (~*(x, y), q*(y, x1), 
I i. ere renlains at most one directed edge between any two vertices on which @ is 
non-zero. Hence Y may be assumed to be a flow in the undirected network N, 
and is the required flow. 
The proof for directed graphs is divided into two cases: for N finite and infinite. 
Case (i): N Finife. 
Denote: i!? ={(x, y) 1 (y, X)E E}. For the given flows 8 and @ we define a 
directed graph, whose vertex set is V, and its edge set is E U.& On each edge 
(x, y) E E in this graph we put a weight equal to 8(x, y), and on each edge 
(x, y)~ g we put the weight @(y, x). The weighted directed graph which results 
we denote by El= H(6, @). Note that in H double edges may appear, but we 
shall distinguish between any two such edges according to whether their origin is 
E or g. We agree that if the weight of an edge in H is zero, this edge is 
non-existent. 
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As a first step we shall show that it is possible to remove all the directed circuits 
from H. Let US first outline how we do this. Given a directed circuit in H, we 
choose its edge with minimal weight, E. We subtract e from the weight of each 
edge in the circuit, and at the same time we subtract E from the corresponding 
weights in @J and 8. By this we have removed from H at least one directed 
circuit, and in a finite number of steps we can remove all the directed circuits. Our 
aim is tc show that if the theorem holds for the graph resulting after the removal 
of a circuit, then it holds also for the graph and the flows before this removal. For 
this purpose, the removal of circuits is so performed, that we first remove circuits 
of length 2. that is, opposite edges are cancelled. 
We now define precisely how a step of removing a circuit is performed. 
Let M be a directed circuit in H, whose vertex set is W, and whose edge set is D. 
Let E be the minimal weight of an edge belonging to D. Define flows 8* and O* 
in A? as follows: 
@*(x,y)=@(x.y)-E for (x,y)EDnE 
8*=8 on E\D; 
@*(x.Y)=@(x,Y)-E for (y,x)dmE, 
@* = @ on the rest of the edges. 
Denote by WI the set of vertices from W that the edge entering them in D 
belongs to E, and the edge going out of them belongs to 6. Denote by W, the set 
of vertices from W that the edge entering them in D belongs to E, and the edge 
going out of them belongs to E. We define functions b* and a* on V as follows: 
a* and b* are equal to a and to b, respectively, on vertices not belonging to 
W, U Wz; for x E W, 
a*(x) = a(x) + I?, b*(x) = b(x)+ E: 
for x E W, 
a*(x) = a(x) - E. b*(x) = b(x) - E. 
it is easily seen that for every x E V, there holds 
d@*(x) G u*(x). C&)*(x) 3 b”(x). 
In addition. for (x. y)~ D nE we have 
Qh(X. yISc(x, y)-E. (3) 
This follows from the fact that we first remove circuits of length 2. If the step we 
are considering is that of removing a circuit of length 2, (3) is obvious. In a stage 
in which there are no more circuits of length 2, if (x, y) E D n E, then @*(x, y) = 
@(x. Y) = 0, and hence (3) holds. It follows that @* and @* are flows in the 
network N” = ( V, E, c*), where c*(x, y) = c(x, y) .- E f,or (x, y)cz D n E, c* = c on 
E\ D. Tuppose now thzt the theorem holds for the flows @* and @* in IV* aud 
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let Y* be the flow obtained as a consequence of the theorem. Define the Bow Y 
in N as 
?P(x, y)- U*(x, y)+~ for (x, y)EDflE, 
?P=??* on E\D. 
It is easy to observe that 9 satisfies (2). 
We may thus assume that 8 and Qz are such flows, that in H = H(t!9, @) there 
are no directed circuits. This means that H induces a partial order on V, and this 
partial order can be embedded in a full order. This, in turn, means that we can 
order the elements of V in a sequence x1, x2, . . . , q,, SO that for every i, j with 
n 3 j > i & 1 there holds 69(x,, +) = 0, @(xi, 3) = 0. The flow ly is now going to be 
defined inductively: for i = 1,2, . . , n we shall define !P on the edges (xi, xi), 
(3, xi), for every j > i. We shall require that !P will satisfy for every j > i: 
Let k s n, and assume that Y has been defined on all the edges of the form (x+ y) 
or (y, xi), for every i < k and every y t V, so that (4) and (5) hold for those edges 
for which !P has been defined. From (4) there follows 
MXk) =S 43(x,) s c @(& +) -,;k Y($ &A. 
jzk 
From (5) follows 
Denote 
u = c wj, Xk) - c WXk, 4). 
jtk jck 
(-w is the degree of xk in that part of 3 which is already defined). The above 
equations yield 
j>k 
- c @(xj, x&j< a(x&)+ u. 
i=-k 
(7) 
This means that the intervals 
[b(x) -I- w, a(&) + u] and - c @(xi, %c), c @(Xk, Xj) 
j>k j>k 1 
have non-empty intersection. Let z be a real number in this intersection. If z 20, 
then it is clearly possible to choose numbers ‘lu(&, 3) for j > k, such that 
!@&, Xj) s 0(X&, Xg), and &>& Ik”(&, 3) = 2. In this Case We define Y(xj, xk) = 0 for 
6 R. Ahamni 
every j > k. If z ~0, then it is possible to choose numbers !?((x, q) for j > S such 
that ly(+, xk) d @(xi, &) and &M U(+, s) = --z. We then define Jf’(%, 3) as zero 
for every j> k. In both these cases, the degree added at x, in this stage lies 
between b(xk) + u and o(xk) + u, and hence b(&) s 44%) s U(G). This completes 
the proof for the finite case. 
Case (ii): N is in&&e, bwb locally finite. 
The way of passing from the finite to the infinite case of the theorem is quite 
standan& and resembles the technique used in [3], hence we shall indicate it only 
briefly_ The main tool used is Tychonoffs theorem. Let r be the set of all flows in 
N. A bijection can be defined in a natural way between f and &qy,EEIO, c(x, y)], 
by mapping a flow @ E r to the element {@(x, y))(x,y)fE of the product. We induce 
on r the product topology. For any subset K of V we define AK to be the set of 
flows y in r which satisfy 
b(x) < 4(x) G a(x) for every x E K. (8) 
The requirement an the flow W whose existence we seek to prove is that 
VE nxev A,,,, and therefore what we have to show is that nXsv A,,, # $3. Since, 
by Tychonofi’s theorem, r is compact, it suffices to show that 
(a) A,,, is closed for every x E V, and 
(b) I-L AI,) = AK # $4 for every finite subset K of V. 
Property (a) follows from the fact that convergence of a net of flows in r means 
its convergence on every edge, and from the local finiteness of N. Property (b) 
follows quite directly from the finite case of the theorem. q 
Remarks. (1) The symmetric supply-demand theorem of Fulkerson is a special 
case of Theorem 1, in which N is finite and V is the disjoint union of three sets I?, 
S and I’, such that for every x E R: c&(x) = c&,(x) = a(x) = b(x) =O; for every 
x E S: a(x), b(x) a0 and for every x E T: a(x), boo. (It is not hard, though, to 
derive Theorem 1 from Fulkerson’s theorem). 
(2) As noted in the introduction, Theorem 1 can be proved quite easily from 
known feasibility theorems for flows. Yet, the proofs of these theorems (as well as 
Fulkerson’s original proof of this theorem) use the max-flow min-cut theorem, 
while our proof is direct. If 8 and Qi are known, then our proof provides an 
ai,+thm which is simpler than that of finding a maximal flow (the hardest part in 
it is tht removal of circuits from H, which can be done in O(]V( * IEI) steps [7]). 
(3) Since the proof used only the operations of addition, subtraction and 
choosing real numbers in given intervals, it follows that if the functions c, a, b, Q 
and @are all integral then rY can be assumed tt> be integral. (In the infinite case 
one considers the set r of integral flows in N, and induces on it the topology 
n,,., )t E 10. . * * , c(x, y)! where each factor is endowed with the discrete topology). 
The main result in [3] is a particular case of Theorem 1, when using Remark 3. 
Hence the results of [l] and [63 can be deduced from Theorem 1, as is done in [3]. 
One a:an deduce them also from Theorem 3 below. 
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For Y as in Theorem 1, in addition to the inequalities already obtained on 
d+,(x), x E V, we can get information also on d&(x) and C&,(X), separately. This is 
done in the next theorem. 
‘Ikorem 2. Under the same conditions as in Theorem 1, it is possible to choose !P 
so that: 
(a) For each x E V which satisfies 
devoid&), 
there holds 
(9) 
d&(x), d,(x) ~max(d&), d&(x)) 
or 
1 
d&(x) =G max(dt(x), d;(x)) + d&x), 
d;(x) s max(d &(.Y), d;;;(x)) - d&x). 
(b) For every x E V which satisfies 
(10) 
(11) 
&WQOa3de(d, 
there holds 
d;(x), dG(x) smax(dt;(x), d;(x)) 
Or 
I 
&Xx) d -Wi(xJ, GM + de(x), 
d&(x) G max(dg(x), d&(x)) - d&,(x). 
(c) For every x E V which satisfies 
d;(x) = d&(x) = 0, a(x)aO> b(x), 
there holds 
(12) 
(13) 
(14) 
(15) 
d&(x) = d&(x) = 0. (16) 
Proof. We prove the theorem for N directed-the result for undirected networks 
follows in the same method as in the proof of Theorem 1. 
We denote by S the set of vertices x E V which satisfy one of the conditions (9), 
(12) or’ (15). Let us construct a new network, fi, from N, in the following 
manner: for each vertex x G S we substitute a pair of vertices, x’ and x”, joined by 
the edge (x’, x”). Every edge (x, y) going out of x is replaced by an edge going out 
of x”: (x”, y) if y$ S, (x”, y’) if y E S. Every edge (y, x) entering x is replaced by an 
edge entering x’: (y, x’) if y 6 S, (y”, x’) if y E S. On each edge thus constructed we 
define capacity C and flows 8 and 6, which are equal to c, 63 and @, respectively, 
on the original edge. 
Our aim is now the following: we want to define the capacity @ and the flows 6 
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and 6 on the edges of the form (x’, x”)~ and to define functions ii and 6 on the 
vertices of A in such a way that the conditions of Theorem 1 will hold for N, 6, 
@, Z, and 6. There will follow then the existence of a flow @ in #, which satisfies 
for each vertex z of k: 
&z)&&)Gqz). (17) 
From @ we shall construct the desired flow tY in N, in a process reverse to the 
one by which 6 and 6 were constructed from 9 and @, that is, each pair of 
vertices x’, x” will be reunited to a vertex x, and the edge (x’, x”) between them 
will be removed. The inequalities on the degrees of 9 will be obtained from the 
equalities 
d;(x) = d&(x’?, d&x) = d$(x”) for xES (18) 
and the inequalities to be obtained on *. We shall also need the equalities 
4.(x’) = Q(x’. x”) - d&(x’), 
d*(x”) = d;(x”) - 9(x’, x”), 
whose addition yields. by (18), 
(19) 
(20) 
d,,,(x) = de@‘)+ de(x’3. (21) 
For z$ S, we define ii(z) = a(z), 6(z) = b(r). 
Let x be a vertex satisfying (9). Define c’(x’, x”) = max(d;(x), d,&(x)), (5(x’, x”) = 
d&(,(x), and 6(x’, x”) = d&(x). Then 
d&(x’) = 0. d&(x’) = d+(x). 4(x”) = de(x), d&(x”) = 0. 
Thus the conditions of Theorem 1 will be fulfilled if we define 
a(x’) = b(x), 6(x’) = 0, 
By (17) and (2 1) we obtain 
ii = 0, 6(x”) = d&x). 
b(x) 6 C-&+(x) s G(x) s d&x) s a(x), 
~3 nence Y satisfies (2). Inequality (10) is now obtained from (19), (20), (17), 
and t,*: fact that 9(x’, x”) < C(x’, x”). 
Inequality (11) is obtained similarly, when we define 
Let x 
Thei 
C(x’, x”! = max(d&(x), d;(x)), 6(x’, x’3 = d;(x), 6(x’, x”) = d;(n). 
be a vertex in V satisfying (12). Define 
C(x’, 1~“) =max(d&(x), d&(x)), 
6(x’, x”? = d&(x), and 6(x’, x”) = d;(x). 
d&(x’) = 0, 4(x’) = de(x), 6(x’? = d@(x), d&(x”) = 0. 
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Hence the conditions of Theorem 1 will be satisfied if we choose any nuinber 1 
in the interval [O, b(x)], and a number m in the interval C&,(r), O], and- &tie 
6(x’) = 6(x’) = /,6(x”) = 6(x“) = m. From (18) and (21) it then follows that b(x) = 
I + m. The number I+ m is given to our arbitrary choke ha the intervti 
C&(x), de(x)]. She t&(x)~ a(x) ,and h(x) b &(x), this interval ’ containsI, a
number t which belongs also to [b(x), u(x)]. If’ we choose I and m so that 
l+m=r, then 9 satisfies (2) at x, as desired. 
Inequality (13) follows from (19), !20), (i7), and the fact that !&x’, x”) s 
C(x), x”). 
Inequality (14) is obtained similarly, by defining 
Z(x’,2? = max(d&(x), d&(x)), 
8(x’, x’? = d;(x), &x’ x’? =-’ d&(x). 
Part (c) of the theorem is obtained by defining, for every x E V which satisfies 
(15): 6(x, x”) = 6(x’, x”) = E(x’, x”) = 0; 6(x’) = 5(x’) = 6(x”) = 6(x”) = 0. Then @ 
satisfies: &(x’) = d&x”) = 0, @(x’, x”) = 0, and hence, by (19) and (20) d&‘) = 
d&(x”) = 0. 
Inequality (16) follows now from (18). Cl 
From the proof of Theorem 2 it can be seen that Remark 3 applies also to this 
theorem, that is, when the other quantities are all integral, ty can be chosen to be 
integral, tc;;o. 
We are &ow able to derive the theorem of Brualdi and Pym ([2]). For this 
purpose, we first need some definitions. A ‘path’ in a graph G = (V, E) means a 
sequence 1%) of distinct vertices, such that for every i [xi, &+,]EE if G is 
undirected, or (3, %+I) E E if G is directed. We allow infinite paths, and thus the 
sequence {xi} may have one of the forms: x,,, . . . , x,, (n >&-note that we aIlow 
paths consisting of a single vertex); x0,x1,. . .,;. . .,x-~, x0; or 
. . . ,X-l, x0, x1,. . . . For the simplicity of discussion, we allow also circular paths, 
of the form x0, xl, . . , AT,,, x0 (this will have no essential use). If a path P has a first 
vertex, this vertex is called the initial vertex of P, and if it has a last vertex, this 
vertex is called the terminal vertex of P. If CY is a family of paths in G, then we 
denote by In a! the set of the initial vertices of those paths in QI which have initial 
vertices, and by Ter ty the set of terminal vertices of thos paths in (Y which have 
terminal vertices. A family of paths is called vertex-disjoint if there is no vertex 
lying on two paths from the family. 
theorem 3. Let G = (V, E) be a graph, directed or undirected. Let CY and p be two 
families of paths, each being vertex-disjoint. Then there exists a vertex-disjoint 
family of paths, y, such that 
IncuUIn/32Iny2In~, (22) 
TercrUTerfizTeryzTerB. (23) 
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Proof. We shall prove the theorem for directed graphs. The proof for undirected 
graphs is almost identical. We consider G as a directed network-the capacity 
function on its edges is to be defined immediately. Any family of paths in G can 
be viewed as a flow. This flow has value 1 on edges of paths belonging to t.he 
family, and is 0 on the rest of the edges. In the sequel we identify a family of 
paths with the flow associated with it. 
Given the families of paths a and 6 as in the theorem, we define the capacity 
function c on the edges of G as 
ck Y) = m&a(x, y), B(s Y)). 
Clearly then the network N = (V, E, c) is locally finite. 
Since a and fl are each vertex disjoint, if x E In a nTer (Y or x IZ In /3 nTer fl, 
then {x) is a path belonging to a or & respectively. For such an x, we can remove 
{x} from a or from fi, construct the family y as in the theorem, and then add {x} 
to y. Therefore we may assume that a and /3 contain no paths of length 1, that. is 
InanTera-@, Inf3nTer@=@ 
We now turn to apply Theorem 1 to our situation. Here a plays the role of 69, 
and /3 that of @. Since there are no paths of length 1 in 01 and in & there holds: 
x E In Ia iff d,(x) = 1, x E Ter a iff d,(x) = -1, and similarly for & Therefore the 
following definition of the functions a and b fulfils the conditions of Theorem 1: 
for xEIna\Ter/3: a(x)=b(x)=l; for xETerB\Ina: a(x)=b(x)=-1; for 
x f In a nTer fl: a(x) = b(x) =O. In the rest of the vertices there holds &(x)P 
d*(x), and hence for them we define a(x) = 4(x), b(xj = d_(x). 
By Proposition 1 there exists a flow 8 in N, having values 0 and 1, such that 
h(x)s; &(x)s a(x) for every x E V. The flow S can be viewed as a family of 
disjoint paths if it satisfies 
d;(x) g 1, d;(x) d 1 for every x E V. (24) 
If x does not belong to In (Y n In @ or to Ter (Y nTer 6, (24) follows from 
ine+tdities (10) and (13) in Theorem 2. For x E In a n In /3 (24) holds because, by 
thL definitions of a and b, d:(x)= 1 and d,c ;I) = 0, since no edge with positive 
capacity enters x. Similarly (24) is shown for x ~Ter a nTer 8. 
By part (c) of Theorem 2 it is possible to ch.oose 6 so that for x E In a nTer &I: 
d,‘(x) = d,(x) = 0, which means that no path in 6 csntains x. For every such x we 
add the path {x} to 6. The resulting family of paths is still vertex disjoint, and it is 
the family t’ required in the theorem. The containment relations (22) and (23) 
follow from the definitions of a and b. 0 
Remark. It follows from the proof that y can be so chosen, that if {x} is a path of 
ler:gth 1 in it, then either (x} is a path in QL Dr in 6, or x E In a nTer #I. 
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