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ABSTRACT Text classification is an essential task in many Natural Language Processing (NLP) 
applications, we know each sentence may have only a few words that play an important role in text 
classification, whilst other words have no significant effect on the classification results. Finding these 
keywords has an important impact on the classification accuracy. In this paper, we propose a network model, 
named RCNNA (Recurrent Convolution Neural Networks with Attention), which models on the human 
conditional reflexes for text classification. The model combines bidirectional LSTM (BLSTM), attention 
mechanism and Convolutional Neural Networks (CNN) as the receptors, nerve centers and effectors in the 
reflex arc. The receptors get the context information through BLSTM, the nerve centers get the important 
information of the sentence through the attention mechanism. And the effectors capture more key information 
by CNN. Finally, the model outputs the classification result by the softmax function. We test our NLP 
algorithm on four datasets containing Chinese and English for text classification, including a comparison of 
random initialization word vectors and pre-training word vectors. Experiments show that RCNNA achieves 
the best performance by comparing with state-of-the-art baseline methods. 
INDEX TERMS Attention mechanism, bidirectional LSTM, convolutional neural networks, conditional 
reflection, text classification.    
I. INTRODUCTION 
With the popularity of social media, text information is 
increasing dramatically. The semantic information includes 
commentaries, news articles, and important information, 
which may have varying commercial and societal value. 
Faced with such a large amount of noisy data, this paper 
proposes a text classification method based on conditioned 
reflex, which makes it very important in many applications 
such as web search [1], sentiment analysis, and information 
extraction [2], [3]. 
A key problem in text classification is feature 
representation. Traditional text feature representation is 
manually defined feature, which is mainly based on the bag-
of-words (BoW). Usually, n-grams are represented as text 
features that represent the relationship between words. In 
addition, there are other text feature representation methods, 
such as TF-IDF, MI, pLSA, LDA, etc. [4–7], which are more 
discriminative features suited to different text lengths and 
contexts. However, the traditional text feature representation 
will be very sparse, and the context information or word 
order will be ignored, and the semantic information of the 
word cannot be accurately captured, which affects the 
accuracy of text classification. 
With the rapid development of deep learning, the word 
vectors representation based on neural networks has attracted 
attention. Word embedding is a distributed representation, 
which can solve the sparse entity of traditional text 
representation, and the word vectors can capture syntactic 
and semantic information. 
The CNN for text classification is proposed, which proves 
that the classification is effective on some datasets [8]. CNN 
can capture the semantics of text well, However, it is difficult 
to determine the window size, and small window may lead 
to the loss of association between words, while large window 
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may lead to the huge parameter space, that is difficult to train. 
It is difficult to capture the syntactic and semantic 
relationship between words. The Recurrent Neural Networks 
(RNN) can solve this problem [9–11]. The advantage of 
RNN is that it can capture the context information and the 
semantics of long texts well. However, the RNN model is a 
biased model, where the latter words are more dominant than 
the former ones, which cannot capture the semantics of the 
whole sentence, because the keyword maybe appear any 
position. The proposal of attention mechanism can solve this 
problem [12], [13]. It can give each word a weight to decide 
how important the word is to the whole sentence, but 
attention can’t capture the deep semantic information. 
In order to improve the accuracy of classification task, we 
propose a network structure (RCNNA) based on conditional 
reflection for text classification. Reflective arcs include 
receptors, afferent nerves, nerve centers, efferent nerves, and 
effectors. Conditional reflex is based on posterior knowledge 
in the following manner. First, we use pre-training to get the 
word vectors. And we input the word embedding vectors into 
the bidirectional LSTM networks [14], because the 
bidirectional LSTM networks can capture the context 
information very well, just as we see a sentence, we get the 
global information at once, which is equivalent to a receptor 
in conditional reflection. Then we use the attention 
mechanism as the nerve center to determine which words 
play a key role in text classification. Finally, we use the CNN 
and K-max pooling to capture higher-dimensional 
information for text classification, which is equivalent to an 
effector [15]. 
In this paper, we compare our model with the state-of-the-
art baseline methods using four datasets, and the 
classification contains sentiment classification and topic 
classification. 
The main contributions of our work are as follows: 
1. We propose RCNNA, an integrated model based on text 
classification tasks. The model obtains global 
information and local important information of text to 
analyze the results of text classification. 
2. We imitate human physiological structure of 
conditioned reflexes to build our network by replacing 
the receptors, nerve centers, and effectors in conditioned 
reflex with BLSTM, attention mechanism, and CNN. 
The text global information is obtained through BLSTM, 
and each word is weighted by the attention mechanism. 
Finally, the CNN extract more important feature to 
obtain the text classification results. 
3. The experimental results show that our method achieves 
the most advanced performance compared to the state-
of-the-art baseline methods, and proves that the model 
structure based on human conditional reflection has 
better effect on text classification. 
The general structure of the paper is as follows. Section II 
introduces the related work. Section III defines the relevant 
operators and parts of the network. Section IV shows the 
experimental results and analysis. Section V concludes our 
works. 
II. RELATED WORK 
Over the years, there have been many research methods on text 
classification. The traditional text classification methods 
mainly include k-Nearest Neighbor (kNN), Decision Trees, 
Linear Regression (LR), Naive Bayes (NB), SVM [16], [17], 
etc. Their feature selection is mainly based on bag-of-words 
(BoW), n-grams, and TF-IDF. However, these methods all 
have sparsity problems. 
With the development of deep learning, the distributed 
representation of words solves the sparsity problem [18]. 
Through the pre-training of word vectors, neural networks 
have made great progress in text classification. The 
Convolutional Neural Networks is applied to text 
classification, which is shallow neural networks [8]. A similar 
network, just adding the number of convolution layer and 
using K-max pooling and folding operations for classification, 
is proposed [15]. In addition to the word-level feature 
representation, the character-level CNN is firstly applied to 
classification and promising results are achieved [4]. But the 
CNN layers in the text classification are relatively shallow. 
The deep neural network is used for text classification tasks 
based on character levels, and better result in deeper layers are 
achieved [19]. The recursive neural network for the text 
classification task is applied [20]. Due to the gradient 
vanishing or exploding problem of Recurrent Neural 
Networks. A tree-structured LSTM networks for text 
classification is proposed [21]. Subsequently, CNN and 
LSTM are combined for text classification [22]. A layered 
network structure is used for sentiment analysis [23], which 
uses CNN to obtain sentence vectors, and then gets document 
vectors through bidirectional LSTM for classification. The 
multi-task training Recurrent Neural Networks is applied for 
text classification, which improves the generalization of the 
network [24]. 
The attention mechanism is proposed and applied to 
machine translation, using the encder-decoder framework [12]. 
The attention mechanism is used for the text classification [25]. 
A hierarchical structure for document classification is 
proposed [26]. The first layer used attention and LSTM to get 
the sentence vectors. The second layer used the same structure 
to get the document vectors and finally for classification. 
Unlike these works, we use a network structure similar to 
human conditioned reflexes for text classification. It can 
follow same pattern of human learning. We combined 
BLSTM, attention mechanism and CNN as conditional 
reflection structures, which achieves excellent results in the 
four datasets. 
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FIGURE 1.  The structure of reflective arc. 
III. MODEL 
Our model is based on conditioned reflection. As shown in 
Figure 1 1 . A reflex arc is a specific neural structure that 
performs conditioned reflex activity. Information is received 
from the peripheral receptors, transmitted to the nerve center 
via the afferent nerve, and the transmitted nerves return the 
information of the response to the peripheral effector. It is 
essentially a special contact structure between neurons. The 
typical pattern generally consists of five parts: receptor, 
afferent nerve, nerve center, efferent nerve and effector.  
In this paper, we use BLSTM, attention mechanism and 
CNN to represent the receptor, nerve center, and effector, 
respectively. We know that BLSTM can obtain the entire 
surrounding information like the receptor, and the information 
is weighted by the attention mechanism, which is as the nerve 
center performs a comprehensive analysis of the stimulation 
                                                 
1https://ss0.bdstatic.com/70cFuHSh_Q1YnxGkpoWK1HF6hhy/it/u=10
63161197,3085858661&fm=26&gp=0.jpg 
of the receptor. Finally, the CNN extracts deeper features to 
get the corresponding output feedback. As shown in Figure 2, 
it is the structure of the entire RCNNA networks, which 
mainly include the following parts, bidirectional LSTM layer, 
attention mechanism layer, convolution layer and output layer. 
Each part will be described in the following sections. 
A. WORD EMBEDDING 
When we input a sentence S, this sentence consists of L words, 
e.g. 𝑆 = {𝑤1, 𝑤2, . . . , 𝑤𝐿}, each word is represented by real-
valued vectors. For each sentence, we first looking up in the 
matrix 𝑊 ∈ ℝ𝑑
𝑤|𝑉| , where  dw represents the dimension of 
the word vectors and V represents the vocabulary size. In this 
paper we use a random vectors matrix or a pre-training matrix 
trained by word2vec to represent the matrix W. Then each 
sentence will be represented as word vectors 𝑊𝑒𝑚𝑏 =
{𝑒1, 𝑒2, . . . , 𝑒𝐿}. 
B. BLSTM LAYER 
LSTM was first proposed by Hochreiter and Schmidhuber to 
solve gradient vanishing problem of RNN [27]. The main idea 
is to introduce an adaptive gating mechanism. As show in 
Figure 3, it determines the extent to which the LSTM 
maintains its previous state and remembers the extracted 
features, Defining a sentence 𝑆 = { 𝑤1, 𝑤2, . . . , 𝑤𝐿  }, where L 
represents the length of the sentence, Then the hidden state ℎ𝑡 
can be updated with the following equations: 
   𝑖𝑡 = σ(𝑊𝑖𝑤𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)                     (1) 
𝑓𝑡 = 𝜎(𝑊𝑓𝑤𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)                  (2) 
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FIGURE 2.  The architecture of RCNNA Network. 
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𝑜𝑡 = 𝜎(𝑊𝑜𝑤𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)                  (3) 
𝑐?̃? = tanh (𝑊𝑐𝑤𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐)                 (4) 
𝑐𝑡 = 𝑓𝑡𝑐𝑡−1 + 𝑖𝑡𝑐?̃?                       (5) 
       ℎ𝑡 = 𝑜𝑡 tanh(𝑐𝑡)                             (6)                   
Where 𝑖𝑡, 𝑓𝑡 ,  and 𝑜𝑡 are input gate, forget gate and output 
gate. The parameters 𝑊𝑖  , 𝑈𝑖 , 𝑏𝑖  are the weight matrix of the 
input gate. The parameters 𝑊𝑓 , 𝑈𝑓 , 𝑏𝑓 are the weight matrix of 
forget gate. The parameters 𝑊𝑜, 𝑈𝑜, 𝑏𝑜 are the weight matrix 
of the output gate. The parameters 𝑊𝑐  , 𝑈𝑐 , 𝑏𝑐 are the weight 
matrix of new memory content 𝑐?̃? . 𝑤𝑡  is the input of the 
current time step, 𝑐𝑡 is the current cell state, σ represents the 
logical sigmoid function, and  denotes element-wise 
multiplication. 
In the sequence modeling task, Schuster and Paliwal 
proposed a two-way LSTM by extending an LSTM and 
flowing in the opposite direction [28]. This can take advantage 
of past and future information. 
In this paper, we used a bidirectional LSTM structure to 
get context information for sentences. In addition to, we 
connect the context information and the word vectors to 
represent the output vectors of the 𝑖𝑡ℎ  word. This enables a 
close relationship between words. As shown in Figure 2. As 
such, the output vectors of the 𝑖𝑡ℎ word is as follows: 
𝑥𝑖 = [ℎ𝑖⃗⃗  ⃗ 𝑤𝑖ℎ𝑖⃖⃗⃗⃗ ]                                 (7) 
                          
where  represents the connection symbol. 
C. ATTENTION MECHANISM 
When we are seeing a picture or a piece of text, we always pay 
attention to the more important information. Given a sentence 
𝑆 = {𝑤1, 𝑤2, . . . , 𝑤𝐿}, we know that the contribution of each 
word to a text classification is different in the sentence. In this 
paper, we propose the double attention mechanism for text 
classification task, let X be a matrix consisting of output 
vectors [𝑥1, 𝑥2, … , 𝑥𝐿] of the BLSTM layer. We first use a 
fully connection to get the hidden layer vectors M, then we 
define a 𝑤ℎ vectors to represent the importance of the real 
vectors of each word. We multiply the vectors M and the 
obtained hidden layer vectors one by one, and average each 
word vectors, then we use the softmax function for the entire 
sentence, so we get the weight of each word [𝛼1, 𝛼2, … , 𝛼𝐿].  
𝑀 = tanh (𝑊𝑤𝑋 + 𝑏𝑤)                         (8) 
  = softmax(average(𝑤ℎ𝑀))                  (9) 
𝑅 = 𝛼𝑋                                   (10) 
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FIGURE 3.  The architecture of LSTM. 
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Where 𝑀 𝜖ℝ𝑑
𝑥×𝐿,𝑑𝑥 is the dimension of the sum of the word 
vectors and the context vectors, 𝑊𝑤 , 𝑏𝑤 are the weight matrix, 
and 𝑅𝜖ℝ𝑑
𝑥×𝐿 ,  the dimension of  is L,  denotes element-
wise multiplication. 
D. CONVOLUTIONAL NEURAL NETWORKS 
Through the attention mechanism we can get important 
information from a picture or a piece of text. The 
Convolutional Neural Networks can help us capture more 
meaningful information. In this paper, the entire 
Convolutional Neural Networks structure is shown in Figure 
4. We know that the VGG networks has a good effect on image 
classification [29]. In this paper, we refer to the network 
structure of VGG, but it is not exactly the same. We first 
convolve the output vectors of the attention to get the first 
layer convolution vectors, then go through there convolution 
blocks, each of which contains two convolution sub-layers, 
and each one contains the Batch Normalization layer and 
ReLU activation function. We set the convolution sliding 
window is 3 in this paper. Between the convolutional blocks, 
we use max-pooling for dimensionality reduction, and the 
stride=2. Each pooling layer is halved. In the final convolution, 
we used K-max pooling operation. The value of k varies 
according to the length of the sentence. Then we use the two-
layer fully connected network to get the penultimate layer 
vectors h*. 
E. OUTPUT LAYER 
In this section, we use the softmax function to predict the label 
?̂? from the real category label Y for a sentence S. We use the 
penultimate layer output h* as the input to the output layer: 
?̂?(𝑦/𝑆) = softmax(𝑊𝑠ℎ∗ + 𝑏𝑠)             (11) 
𝑦
∧
= argmax
𝑦
𝑝
∧
(𝑦/𝑆)                     (12) 
The cost loss function that we use is cross-entropy loss, and 
we still use L2 regularization, the specific formula is as 
follows: 
𝐽(𝜃) = −
1
𝑚
∑ 𝑡𝑖 log(𝑦𝑖) +  ||𝜃||
2𝑚
𝑖=1          (13) 
where 𝑡 ∈ ℝ𝑚 is the one-hot represented ground truth, 𝑦 ∈
ℝ𝑚  is the estimated probability for each class by softmax 
function, m is the number of categories, and  is a L2 
regularization hyper-parameter, training is done through 
stochastic gradient descent over shuffled mini-batches with 
the Adam update rule [30].  
IV. EXPERIMENTS 
A. DATASETS 
In order to prove the validity of our proposed method, we 
perform experiments on four datasets: Movie Reviews (MR), 
DBpedia (DB), Hotel Comment (HC), Sina Comment (SC). 
Table I provides the detailed information for each dataset. 
•MR: Movie reviews with one sentence per review. 
Classification involves detecting positive/negative reviews 
[31]. 
• Hotel Comment: The hotel reviews data from the Ctrip 
website, a Chinese dataset containing positive and negative 
comments. 
• DBpedia: This dataset was created by selecting 14 non-
overlapping classes from DBpedia 2014, including Company, 
Education, Institution, etc. 
• Sina Comment: This data set is from Chinese commentary 
data on Sina Weibo, including 4 categories of joy, anger, 
disgust, and low. 
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FIGURE 4.  The architecture of CNN Module. 
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B. EXPERIMENT SETTINGS 
Throughout the experiment, we used the NVIDIA GEFORCE 
1050TI to train our model. For the MR and HC datasets, we 
use one day of training time, and the remaining two datasets 
use three days of training time. For the four datasets. We use 
the following methods for processing. For English data, we 
use NLTK tool 2  to segment each sentence. For Chinese 
documents, we use the jieba3 word segmentation tool for word 
segmentation. The stop-word list is not used for all datasets. In 
the Chinese word segmentation, we removed the irregular 
symbols. The four datasets are then divided into training sets 
and test sets. The two datasets HC and DBpedia have defined 
training sets, verification sets, and test sets. For the remaining 
two datasets, we randomly used 90% of the dataset as the 
training set, and the remaining 10% as the test set. All 
experiments use accuracy as a metric. 
The setting for the hyper-parameter depends on the dataset 
used. In general, we set the learning rate l=0.0001, the 
                                                 
2 http://www.nltk.org/ 
dimension of the word vectors is 300, and the hidden layer unit 
of BLSTM is 300. We use the dropout operation to set the 
BLSTM layer with dropout rate 0.5, we use the one-
dimensional convolution slip. The window size is 3, the pool 
size is 2, except that the length of the word in the MR dataset 
is L=56, and the other datasets are set L=100. We choose the 
regularization parameter =0.001, in addition, in the MR 
dataset, we only use the max-pooling once, because the 
average word length of the MR dataset is very short. For each 
data set, we can fine-tuning the network to achieve better 
training results. Batch size is set to 32 in the MR dataset and 
64 in the other datasets. We use random initialization word 
vectors and pre-training word vectors. For the English data set, 
we use the word vectors trained by word2vec on 100 billion 
words from Google News [32]. For the Chinese dataset, we 
use the word vectors trained by word2vec on Baidu 
Encyclopedia data. Words that are not in the pre-training word 
set are initialized randomly with a uniform distribution of [-
0.25, 0.25]. 
3 https://pypi.org/project/jieba/ 
TABLE I 
SUMMARY STATISTICS FOR THE DATASETS 
Data C Train Dev Test Len V |𝐕𝒑𝒓𝒆| Lang 
MR 2 9596 - CV 20 18765 16448 EN 
HC 2 5420 622 1657 86 21638 17056 CH 
DBpedia 14 558663 55866 69853 89 563348 76336 EN 
SC 4 361745 - CV 91 309700 147311 CH 
C: number of target classes, Train/Dev/Test: Train/Development/Test set size, Len: average sentence length, |V|: vocabulary size,  |V𝑝𝑟𝑒 |: number of 
words present in the set of pre-training word embeddings, CV: 10-fold cross validation, Lang: English, Chinese. 
 
TABLE Ⅱ 
THE RESULTS OF DIFFERENT BASELINE METHODS AND OUR MODEL 
Model 
Embedding&rand Embedding&pre-training 
MR HC DB SC MR HC DB SC 
CNN-word 
(Kim,2014) 
0.761 0.865 0.982 0.578 0.815 0.868 0.983 0.621 
CNN-char 
(Zhang et al.2016) 
0.748 - 0.973 - - - - - 
Fast-CNN 
(Miklov et al.2016) 
0.730 0.858 0.965 0.596 0.771 0.869 0.976 0.611 
RNN-word 
(Liu et al.2016) 
0.770 0.844 0.977 0.627 0.798 0.872 0.980 0.640 
RCNN-word 
(Lai et al.2015) 
0.786 0.867 0.978 0.630 0.804 0.879 0.980 0.654 
Att+LSTM 
(Yang et al.2016) 
0.788 0.859 0.976 0.624 0.806 0.877 0.983 0.650 
VDCNN 
(Conneau et al.2017) 
0.721 0.839 0.970 0.554 0.766 0.863 0.980 0.643 
RCNNA 0.796 0.873 0.985 0.635 0.820 0.890 0.988 0.658 
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C. COMPARRISION OF METHODS 
We compare our approach with the methods widely used for 
text classification on each dataset. 
CNN-word word-based convolutional neural networks use 
shallow neural networks to classify text using only 
convolution, for example [8]. 
CNN-char is based on character level convolutional neural 
networks for the first time for text classification [4]. 
Fast-CNN is a simple improvement based on word2vec as 
text classification [33]. 
RNN-word is based on the text classification model of 
RNN, we chose for comparison [24]. 
RCNN-word combines CNN as a text classification based 
on LSTM [22]. 
Attention+LSTM used the attention mechanism based on 
LSTM achieve good results in text classification [26]. 
VDCNN-char deep convolutional neural networks is used 
for text classification [19]. 
D. RESULTS AND ANALYSIS 
The results of all datasets are shown in Table Ⅱ: whether it is 
a Chinese dataset or an English dataset, we have achieved the 
best results regardless of the size of the datasets when using 
random word vectors matrices. We achieve 79.6% and 87.3% 
accuracy on the small datasets MR and HC. On the other two 
big datasets DB and SC, we also achieve the best accuracy, 
98.5% and 63.5%. 
From Table Ⅱ we can see that when we use pre-training 
word vectors as training, all the accuracy rates on the four 
datasets are almost higher than those using random initialized 
word vectors, which means that the certain prior knowledge 
can improve the accuracy rate. 
In addition, we compare the baseline methods CNN and 
RNN. The baseline methods of RNN are almost higher than 
CNN on the four datasets. Especially on MR dataset, VDCNN 
is in random initialization word vectors and the pre-training 
word vectors achieves 72.1% and 76.6% accuracy, which is 
the lowest in all the entire baseline methods because MR is a 
small dataset and the deep convolutional neural networks may 
present over-fitting. Compared with Fast-CNN, CNN-word, 
CNN-char methods, RCNN-word has almost some certain 
improvement on the four datasets. It is indicated that the 
features captured by CNN only stays in the syntax and 
sentence information of the text, and the RNN can further 
capture the semantic feature information. For this reason, we 
suggest that the multi-layer BLSTM network structure can be 
used to obtain deeper semantic information. The introduction 
of attention mechanism has further improved the accuracy of 
text classification. The Attention+LSTM baseline method 
achieve an accuracy of 80.6% on the MR dataset, especially 
on DBpedia dataset, the accuracy is very high, because the 
dataset is non-overlapping data, and the noise is very small. 
Comparing with these results, we find that RCNNA based 
on human conditional emission can more effectively obtain 
text global information and make judgments on important 
words, which will better understand a sentence or text and 
achieve better classification effect. 
V. CONCLUSION 
In this paper, we propose a new model (RCNNA) for text 
classification task. The model imitates human conditional 
reflection to build a network, which does not depend on the 
size of the datasets and completely modeled on the human 
learning model. The experimental results show that our model 
can obtain important information of the sentence and achieved 
the best performance by comparing other state-of-the-art 
baseline methods. In the future work, we will consider 
different network structures via neuroevolutionary meta-
learning to replace the various parts of the conditioned 
reflection to achieve a better bionic learning model. 
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