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In this paper, we obtain an existence result for a class of high order quasilinear elliptic
equations with higher eigenvalues. The proofs rely on Galerkin-type techniques, Brouwer’s
ﬁxed points theorem. In this case, the nonlinearity is unbounded and satisﬁes sublinear
growth. The equation is one of the most useful sets of Navier–Stokes equations, which
describe the motion of viscous ﬂuid substances such as liquids, gases and so on.
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1. Introduction
In this paper, we are concerned with a class of high order quasilinear elliptic equations{
Q u = λ j0u + f (x,u) − G, in Ω,
u = 0, on ∂Ω, (1.1)
where Ω is a bounded open connected domain in RN (N  1), G ∈ (Wm,2(Ω))∗ , λ j0 is an eigenvalue of the uniformly
elliptic operator L, which will be deﬁned below, f : Ω × R → R is a Carathéodory function, Q is a quasilinear elliptic
operator in divergence form
Q u =
∑
|α|m
(−1)|α|Dα Aα
(
x, ξm(u)
)
. (1.2)
Starting with the celebrated paper of Landersman and Lazer [1], many authors here have made contributions to the
study of the resonance problem. There are many existence results for problem (1.1) under various conditions imposed on
its nonlinearity. These results were obtained via various methods. Many of them treated the case where f was bounded
or satisﬁed the growth condition. Also many of them obtained the existence of one solution or one nontrivial solution of
(1.1) or its variants. For the use of the minimax method [2] and the degree theory, one can refer to [3,4], etc. and the
references therein. Another method used to deal with the resonance problem is the well-known Morse theory [5,6]. Leray–
Schauder degree theory and saddle point theorem are also used to deal with the resonance problem when the nonlinearity
is unbounded, Refs. [7,8].
Eq. (1.1) is one of the most useful sets of Navier–Stokes equations (see [9, p. 35]), which describe the motion of vis-
cous ﬂuid substances such as liquids and gases. These equations arise from applying Newton’s second law to ﬂuid motion,
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velocity), plus a pressure term. They may be used to model weather, ocean currents, water ﬂow in a pipe, ﬂow around an
airfoil (wing), and motion of stars inside a galaxy. As such, these equations in both full and simpliﬁed forms, are used in
the design of aircraft and cars, the study of blood ﬂow, the design of power stations, the analysis of the effects of pollution,
etc. Coupled with Maxwell’s equations they can be used to model and study magnetohydrodynamics.
The aim of this paper is to obtain an existence result for problem (1.1). Our methods are combining the Galerkin-type
techniques and Brouwer’s ﬁxed point theorem with the Shapiro’s method [10–12]. However, under the condition which is
weaker than that of Ref. [10] (f-5) or of Ref. [11] (f-2), we obtain our result.
In this paper, Lp(Ω) denotes the usual Lebesgue space endowed with the norm ‖u‖pLp =
∫
Ω
|u|p dx, Wm,p(Ω) denotes
the Sobolev space in the norm ‖u‖pWm,p =
∑
|α|m
∫
Ω
|Dαu|p dx. Denote x = (x1, . . . , xN ) a point of Ω and the elementary
differential operator Dα = ∂ |α|
∂x
α1
1 ···∂x
αN
N
, where α = (α1, . . . ,αN ) is multi-index consisting of nonnegative integers, and |α| =∑N
i=1 αi is the order of Dα . Deﬁne the vector space RSm , whose elements are of the form ξm = {ξα: |α| m}. For each
u ∈ Wm,p(Ω), ξm(u)(x) = {Dα(u(x)): |α|m} ∈ RSm .
For Aα(x, ξm) in (1.2), we make the following assumptions:
(A-1) Aα : Ω × RSm → R and satisﬁes the Carathéodory conditions;
(A-2) There exist a constant p : 1 < p < ∞, c > 0, and a nonnegative function h0 ∈ Lp′(Ω), p′ = p/(p − 1), such that
|Aα(x, ξm)| h0(x) + c|ξm|p−1, |α|m for a.e. x ∈ Ω , ∀ξm ∈ RSm ;
(A-3)
∑
|α|=m(Aα(x, ηm−1, ζm) − Aα(x, ηm−1, ζ ′m))(ζα − ζ ′α) > 0 for a.e. x ∈ Ω , ∀(ηm−1, ζm) ∈ RSm , with ζm 	= ζ ′m , where
Aα(x, ξm) = Aα(x, ηm−1, ζm) and ξm = (ηm−1, ζm);
(A-4) There exists a positive constant c0 such that∑
|α|m
Aα(x, ξm) c0
( ∑
|α|=m
|ξα|2
)p/2
for a.e. x ∈ Ω , ∀ξm ∈ RSm , where p is the same constant in (A-2);
(A-5) For |α| = 0, Aα(x, ξm) = a0(x, ξm), where
a0(x, ξm) ∈ C0
(
Ω × RSm)∩ L∞(Ω × RSm).
f (x, s) in (1.1) will meet the following three conditions:
(f-1) f (x, s) satisﬁes the usual Carathéodory condition;
(f-2) f (x, s) f0(x) for s 0 and f (x, s)− f0(x) for s 0, a.e. x ∈ Ω , where f0(x) is a nonnegative function in L2(Ω);
(f-3) For every ε > 0, there exists hε ∈ L2, hε(x) 0 s.t. | f (x, s)| ε|s| + hε(x), ∀s ∈ R and a.e. x ∈ Ω .
Now we introduce the semilinear form in the Sobolev space Wm,p0 (Ω)
Q (u, v) =
∑
|α|m
∫
Ω
Aα
(
x, ξm(u)
)
Dαv. (1.3)
Q is a perturbation of a symmetric uniformly elliptic operator
Lu =
∑
|α|,|β|m
(−1)|β|Dβ(bαβDαu). (1.4)
The corresponding bilinear form is
L(u, v) =
∑
|α|,|β|m
∫
Ω
bαβD
αuDβ v (1.5)
with the following properties:
(L-1) bαβ ∈ L∞(Ω) for |α|, |β|m or is uniformly continuous in Ω for |α| = |β| =m;
(L-2) There is a constant c∗ > 0, such that
∑
|α|,|β|=m bαβξαξβ  c∗|ξ |2m for a.e. x ∈ Ω , where ξα = (ξα11 , . . . , ξαNN );
(L-3) L(u, v) = L(v,u), ∀u, v ∈ Wm,20 .
We say that Q is #-related to L if u, v ∈ Wm,20 satisfy:
(i) lim‖u‖Wm,2→∞
Q (u,v)−L(u,v)
‖u‖Wm,2 = 0 uniformly for ‖v‖Wm,2  1;
(ii) a0(x, ξm) b00(x), ∀x ∈ Ω , and ∀ξm ∈ RSm .
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a sequence of functions {ϕn}∞n=1 with ϕn ∈ Wm,20 (Ω), where {ϕn}∞n=1 is a complete orthonormal system in L2(Ω), such that
L(ϕn, v) = λn〈ϕn, v〉L2 , ∀v ∈ Wm,20 (Ω). (1.6)
We deﬁne
Sn =
{
u: u =
n∑
k=1
lkϕk, lk ∈ R, ϕk deﬁned in (1.6)
}
. (1.7)
We say that λ j0 is an L-pseudo-eigenvalue (see [11]) for Q , if
(i) |Q (u, v) − L(u, v)| K , for ‖v‖Wm,20  1 and ∀u ∈ W
m,2
0 (Ω);
(ii) λ j0 is an eigenvalue of L with multiplicity J0 and ϕ j0 , . . . , ϕ j0+ J0−1 the corresponding orthonormal eigenfunctions;
(iii) P0j0u is the projection of u onto the subspace of W
m,2
0 (Ω) spanned by ϕ j0 , . . . , ϕ j0+ J0−1;
(iv) If {un}∞n=1 is a sequence with un ∈ Sn,‖un‖Wm,2 → ∞, and
‖un−P0j0un‖Wm,2‖un‖Wm,2 → 0, then
lim
n→∞
|Q (un, P0j0un) − L(un, P0j0un)|
‖un‖Wm,2
= 0.
We set
f +(x) = lim
s→+∞ sup f (x, s), f−(x) = lims→−∞ inf f (x, s). (1.8)
Now, we state our main theorem in this paper.
Theorem 1.1. Let Ω be a bounded open connected domain in RN (N > 1). Assume that Q given by (1.2) satisﬁes (A-1)–(A-5), L given
by (1.4) satisﬁes (L-1)–(L-3), and Q is #-related to L. Suppose that f (x, s)meets (f-1)–(f-3), and G ∈ (Wm,2(Ω))∗ , λ j0 is an eigenvalue
of L with multiplicity J0 and an L-pseudo-eigenvalue of Q . Then problem (1.1) has at least one nontrivial solution provided∫
Ω,w>0
f +w +
∫
Ω,w<0
f−w < G(w) (1.9)
for every λ j0 -eigenfunction w of L.
This paper is organized as follows. In Section 2, we introduce some preliminaries and state some lemmas. Section 3
deals with the proof of Theorem 1.1. It is the purpose of Section 4 to give two examples of the conditions that arise in the
hypotheses of Theorem 1.1.
2. Fundamental lemmas
In this section, we recall some results and present some lemmas that will be used in the following.
Lemma 2.1. (See [11,12].) Suppose Q and L are given by (1.2) and (1.4), respectively and that (A-1)–(A-5) and (L-1)–(L-3) hold.
Suppose also that Q is #-related to L. Then λ1 in (1.6) is such that
λ1 = lim‖u‖L2→∞
inf
Q (u,u)
‖u‖2
L2
for u ∈ Wm,20 (Ω).
Lemma 2.2. (See [11,12].) Let 1< p < ∞, N  1,Ω ⊂ RN be a bounded open connected set. There exists {ϕn}∞n=1 which is a completed
orthormal system in L2 with ϕn ∈ Wm,20 (Ω) ∩ Wm,p0 (Ω), ∀n. Then for every v ∈ Wm,p0 (Ω), there exists {vn}∞n=1 with vn ∈ Sn, s.t.
limn→∞ ‖v − vn‖Wm,p = 0.
Deﬁnition 2.3. We say that u is a weak solution to problem (1.1) if u ∈ Wm,20 (Ω) and
Q (u, v) = λ j0〈u, v〉L2 +
∫
Ω
f (x,u)v − G(v), ∀v ∈ Wm,20 (Ω),
in a distributional sense.
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Lemma 2.4. Suppose that all the conditions in the hypothesis of Theorem 1.1 hold. Then there exists n0 > j0 , such that for every n > n0 ,
there exists un ∈ Sn satisfying
Q (un, v) =
(
λ j0 − n−1
)〈un, v〉L2 + ∫
Ω
f (x,un)v − G(v), ∀v ∈ Sn. (2.1)
Proof. We assume that j0 > 1, λ j0 is of multiplicity J0, and
n0 = ﬁrst integermax
(
j0 + J0 + 1,2/(λ j0 − λ j0−1)
)
. (2.2)
For l = (l1, . . . , ln) ∈ Rn , we set
u =
n∑
k=1
lkϕk, u˜ =
n∑
k=1
δklkϕk, δk =
{−1, k = 1, . . . , j0 − 1,
1, k = j0, . . . ,n
and
n∑
k=1
Fk(l)lk = I(l) + II(l), (2.3)
where
Fk(l) = Q (u, δkϕk) −
(
λ j0 − n−1
)〈u, δkϕk〉L2 − ∫
Ω
f (x,u)δkϕk + G(δkϕk),
I(l) = L(u, u˜) − (λ j0 − n−1)〈u, u˜〉L2 − ∫
Ω
f (x,u)˜u,
II(l) = Q (u, u˜) − L(u, u˜) + G (˜u).
From (2.2), we see that λ j0 − λk  2/n for k = 1, . . . , j0 − 1 and λk  λ j0 for k = j0 + 1, . . . ,n. As {ϕn}∞n=1 is a complete
orthonormal system in L2(Ω), then ‖u‖2
L2
= ‖˜u‖2
L2
= |l|2, and
L(u, u˜) − (λ j0 − n−1)〈u, u˜〉L2 = j0−1∑
k=1
(
λ j0 −
(
λk + n−1
))
l2k +
n∑
k= j0
(
λk + n−1 − λ j0
)
l2k
 n−1|l|2.
(f-3) reveals that∫
Ω
f (x,u)˜u 
∫
Ω
(
ε|u| + hε(x)
)|˜u|.
Taking ε = (2n)−1 in (f-3), we have
I(l) (4n)−1|l|2. (2.4)
The assumptions that Q is #-related to L and G ∈ (Wm,2(Ω))∗ indicate that
lim
|l|→∞
∣∣II(l)∣∣/(l)2 = 0. (2.5)
Now it is clear that (2.3), (2.4) and (2.5) give
n∑
k=1
Fk(l)lk > 0, |l| s0
for s0 > 0. Thereby the conclusion easily follows from [13, p. 219]. 
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Now, we prove Theorem 1.1 by Lemma 2.4. To establish the theorem we need the following three crucial lemmas.
Lemma 3.1. The sequence of solutions in Lemma 2.4 is uniformly bounded, that is
‖un‖Wm,2  K , ∀n and some K > 0. (3.1)
Proof. If L satisﬁes (L-1)–(L-3), then from Lemma 2.1 (see [11, p. 5071]), there exist two positive constants c∗1 and c∗2 such
that
c∗1‖u‖2Wm,2  L(u,u) c∗2‖u‖2Wm,2 .
From Lemma 2.4, there exists un ∈ Sn such that
Q (un, v) =
(
λ j0 − n−1
)〈un, v〉L2 + ∫
Ω
f (x,un)v − G(v), ∀v ∈ Sn. (3.2)
Next, we suppose that Lemma 3.1 is false. Without loss of generality, we suppose that
lim
n→∞‖un‖Wm,2 = ∞. (3.3)
We write un = un1 + un2 + un3 and u˜n = −un1 − un2 + un3, where
un1 =
j0−1∑
j=1
uˆ( j)ϕ j, un2 =
j0+ J0−1∑
j= j0
uˆ( j)ϕ j, un3 =
n∑
j= j0+ J0
uˆ( j)ϕ j.
We observe from (3.2), (3.3) and (A-4) that there exists a constant K1, such that
‖un‖Wm,2  K1‖un‖L2 , ∀n > n0. (3.4)
Let
wn = un2, vn = un1 + un3, (3.5)
Un = un/‖un‖Wm,2 , Wn = wn/‖un‖Wm,2 , Vn = vn/‖un‖Wm,2 . (3.6)
We have
L(un, u˜n) − λ j0〈un, u˜n〉L2 = −n−1〈un, u˜n〉L2 − G (˜un) +
∫
Ω
f (x,un )˜un + L(un, u˜n) − Q (un, u˜n). (3.7)
Let uˆ(n) = 〈u,ϕn〉L2 , ∀u ∈ L2(Ω). Since λ j0 is an eigenvalue of L with multiplicity J0, by (3.7), we have
j0−1∑
k=1
(λ j0 − λk)
∣∣uˆn(k)∣∣2 + n∑
k= j0+ J0
(λk − λ j0)
∣∣uˆn(k)∣∣2
 n−1‖un‖2L2 +
∫
Ω
∣∣ f (x,un)∣∣|˜un| + ∣∣G (˜un)∣∣+ ∣∣Q (un, u˜n) − L(un, u˜n)∣∣. (3.8)
Moreover
(i) There exists r1 > 0, s.t. (λ j0 − λk) r1(λk + 1), k = 1, . . . , j0 − 1.
(ii) There exists r2 > 0, s.t. (λk − λ j0 ) r2(λk + 1), k j0 + J0.
Setting r3 = min(r1, r2) > 0, and dividing both sides of (3.8) by ‖un‖2Wm,2 and letting n → ∞, then there is
r3 lim
n→∞‖Vn‖
2
Wm,2  0.
Since r3 > 0,
lim ‖Vn‖Wm,2 = 0. (3.9)n→∞
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0
j0
un = un2. So from (3.6) we have that limn→∞ ‖un − P0j0un‖Wm,2/‖un‖Wm,2 = 0.
However λ j0 is also an L-pseudo-eigenvalue of Q . It means that
lim
n→∞
Q (un,un2) − L(un,un2)
‖un‖Wm,2
= 0. (3.10)
Taking v = un2 in (3.2), we get that
1
n
‖un2‖2L2 + G(un2) =
∫
Ω
f (x,un)un2 + Q (un,un2) − L(un,un2). (3.11)
According to (3.6) and (3.9), we have that ‖Un‖Wm,2 = 1, and
lim
n→∞ sup‖Wn‖Wm,2 = 1. (3.12)
We consequently conclude (we use the full sequence rather than a subsequence) that ∃W ∈ Sn , such that
lim
n→∞Wn(x) = W (x), a.e. x ∈ Ω. (3.13)
From (3.13), there is W ∗(x) ∈ L2(Ω) such that |Wn(x)|W ∗(x), a.e. in Ω and
lim
n→∞
1
n
‖W ‖2Wm,2 = 0. (3.14)
In particularly, (f-2) produces that
f (x,un)Wn(x) f0(x)
∣∣Wn(x)∣∣ f0(x)W ∗(x), a.e. in Ω. (3.15)
Dividing both sides of (3.11) by ‖un‖Wm,2 and letting n → ∞, by (3.6), (3.12), (3.13), (3.14), and Q is #-related to L, we
obtain
G(W ) lim
n→∞ sup
∫
Ω
f (x,un)Wn.
Consequently, we have from (3.15) and Fatou’s lemma
G(W )
∫
Ω,w>0
f +W +
∫
Ω,w<0
f−W . (3.16)
Since w is a nontrivial λ j0 -eigenvalue of L, the inequality (3.16) is then contrary to (1.9). Hence (3.1) is true. 
Since Wm,2(Ω) is a separable reﬂexive Banach space, from the compact imbedding theorem [14, p. 144] and the weak
convergence theorem [15, p. 8] we obtain that there exists a subsequence (still denote by {un}) and a function u ∈ Wm,20 (Ω),
such that
un → u, a.e. in Ω, (3.17)
lim
n→∞
∥∥Dαun − Dαu∥∥L2 = 0 for |α|m − 1, (3.18)
lim
n→∞
∫
Ω
Dαunw =
∫
Ω
Dαuw, ∀w ∈ L2 and |α| =m, (3.19)
lim
n→∞G(un) = G(u), (3.20)
lim
n→∞ηm−1
(
un(x)
)= ηm−1(u(x)) for a.e. x ∈ Ω. (3.21)
Next, we begin to prove that there exists a subsequence {unk }∞k=1 satisfying
lim
k→∞
ζm
(
unk (x)
)= ζm(u(x)) for a.e. x in Ω, (3.22)
where ζm(u(x)) = {Dαu(x): |α| =m}.
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lim
k→∞
∑
|α|=m
(
Aα
(
x, ηm−1(unk ), ζm(unk )
)− Aα(x, ηm−1(unk ), ζm(u)))(Dαunk (x) − Dαu(x))= 0
for a.e. x ∈ Ω , where ξm(unk ) = (ηm−1(unk ), ζm(unk )).
Proof. We will show separately that
lim
n→∞
∫
Ω
∑
|α|=m
Aα
(
x, ηm−1(un), ζm(u)
)(
Dαun(x) − Dαu(x)
)= 0, (3.23)
lim
n→∞
∫
Ω
∑
|α|=m
Aα
(
x, ξm(un)
)(
Dαun(x) − Dαu(x)
)= 0. (3.24)
Firstly,∫
Ω
Aα
(
x, ηm−1(un), ζm(u)
)(
Dαun(x) − Dαu(x)
)
=
∫
Ω
(
Aα
(
x, ηm−1(un), ζm(u)
)− Aα(x, ηm−1(u), ζm(u)))(Dαun(x) − Dαu(x))
+ Aα
(
x, ηm−1(u), ζm(u)
)(
Dαun(x) − Dαu(x)
)
.
From (3.19), (A-2) and u ∈ Wm,2(Ω), it follows that the second integral on the right side of the above equality converges
to zero as n → ∞ for |α| =m. Therefore (3.23) is valid if
lim
n→∞
∫
Ω
(
Aα
(
x, ηm−1(un), ζm(u)
)− Aα(x, ηm−1(u), ζm(u)))(Dαun(x) − Dαu(x))= 0
for |α| =m.
Continually we prove
lim
n→∞
∫
Ω
(
Aα
(
x, ηm−1(un), ζm(u)
)− Aα(x, ηm−1(u), ζm(u)))2 = 0 (3.25)
for |α| = m. In fact (3.21) and (A-1) reveal that the integrand in (3.25) converges to zero as n → ∞. Furthermore the
integrand in (3.25) is absolutely equi-integrand by the assumptions (3.18) and (A-2), i.e., ∀ε > 0, ∃δ > 0 such that
meas E < δ ⇒
∫
E
(
Aα
(
x, ηm−1(un), ζm(u)
)− Aα(x, ηm−1(u), ζm(u)))2 < ε for |α| =m.
Consequently, (3.25) holds by using Egroff’s theorem [16, p. 88] and then (3.23) holds.
Next, we prove that (3.24) is valid if we can show that
lim
n→∞ Q (un,un − u) 0. (3.26)
Setting
Pnu =
n∑
k=1
uˆ(k)ϕk, (3.27)
then Pnu ∈ Sn , and Lemma 2.2 tells that
lim
n→∞‖Pnu − u‖Wm,2 = 0. (3.28)
So it follows from (A-2), (1.3), (3.1) and (3.28) that
lim
n→∞ Q (un, Pnu − u) = 0. (3.29)
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Q (un,un − Pnu) =
(
λ j0 − n−1
)〈un,un − Pnu〉L2 + ∫
Ω
f (x,un)(un − Pnu) − G(un − Pnu).
Clearly there is
lim
n→∞G(un − Pnu) = 0. (3.30)
One may deduce from (f-3) that∣∣ f (x,un)∣∣|un − Pnu| ε|un||un − Pnu| + h(x)|un − Pnu|,
where ε is an arbitrary small and positive number, at last (3.1), (3.17) and (3.28) give
lim
n→∞
∫
Ω
f (x,un)(un − Pnu) < 0.
Then (3.26) is true and subsequently (3.24) holds.
Our lemma follows from (3.23), (3.24) and [17, p. 70]. 
Lemma 3.3.With {unk }∞k=1 designating the same subsequence as in Lemma 3.2,{∣∣ζm(unk )∣∣}∞k=1 is pointwise bounded for a.e. x in Ω.
Proof. Let Ω1 ⊂ Ω be a subset in which the limits in (3.21) and (3.27) hold, ξm(unk (x)), ξm(u(x)), Aα(x, ηm−1(unk (x)),
ζm(u(x))) and h0(x) are ﬁnite-valued for |α|m, k = 1,2, . . . , and also (A-2), (A-4) hold. Then Ω1 has the same Lebesgue
measure as Ω . It is suﬃcient to study{∣∣ζm(unk (x))∣∣}∞k=1 is pointwise bounded for x ∈ Ω1.
If not, there should be a point x0 ∈ Ω and a subsequence {|ζm(unkl (x))|}∞l=1 satisfying
lim
l→∞
∣∣ζm(unkl (x0))∣∣= ∞. (3.31)
Let 0< ε < 1. Then it follows from (A-4) that
c0
∣∣ζm(unkl (x0))∣∣2  ∑
|α|m
Aα
(
x0, ζm(unkl )
)
Dαunkl (x0). (3.32)
Also, for ﬁxed n, we have
Aα
(
x, ξm
(
un(x)
))
Dαun(x) = Aα
(
x, ξm
(
un(x)
))
Dαu(x) + Aα
(
x, ηm−1(un), ξm(u)
)(
Dαun(x) − Dαu(x)
)
+ (Aα(x, ξm(un(x)))− Aα(x, ηm−1(un), ξm(u)))(Dαun(x) − Dαu(x)).
Therefore
lim
l→∞
Aα
(
x0, ξm(unkl )
)
Dαu(x0)/
∣∣ζm(unkl (x0))∣∣2−ε = 0,
lim
l→∞
Aα
(
x0, ηm−1(unkl ), ξm(u)
)(
Dαunkl (x0) − Dαu(x0)
)
/
∣∣ζm(unkl (x0))∣∣2−ε = 0,
lim
l→∞
(
Aα
(
x0, ξm(unkl )
)− Aα(x, ηm−1(unkl ), ξm(u)))(Dαunkl (x0) − Dαu(x0))/∣∣ζm(unkl (x0))∣∣2−ε = 0.
Dividing both sides of (3.32) by |ζm(unkl (x0))|2−ε , we obtain
lim
l→∞
∣∣ζm(unkl (x0))∣∣ε = 0,
which is a contradiction of (3.31). Consequently {|ζm(unk (x))|}∞k=1 is pointwise bounded at every x ∈ Ω1. 
Proof of Theorem 1.1. Let Ω2 be a subset of Ω and (A-1)–(A-5), Lemma 3.2 and Lemma 3.3 hold simultaneously. We have
measΩ = measΩ2. (3.33)
G. Jia et al. / J. Math. Anal. Appl. 386 (2012) 401–411 409If (3.22) does not hold, there must exist a point x0 ∈ Ω2, and further a subsequence {ζm(unkl (x0))}∞l=1 and ζ ∗m ∈ RSm−Sm−1 ,
such that liml→∞ ζm(unkl (x0)) = ζ ∗m , where
ζ ∗m 	= ζm
(
u(x0)
)
. (3.34)
Therefore (3.21) produces
lim
l→∞
∑
|α|=m
(
Aα
(
x0, ηm−1(unkl ), ζm(unkl )
)− Aα(x0, ηm−1(unkl ), ζm(u)))× (Dαunkl (x0) − Dαu(x0))
=
∑
|α|=m
(
Aα
(
x0, ηm−1(u), ζ ∗m
)− Aα(x0, ηm−1(u), ζm(u)))× (ζ ∗m − Dαu(x0)). (3.35)
It is easy to see from (3.34) and (A-3) that the right side of the equality in (3.35) is strictly positive and so is the left
side. This is contrary with x0 ∈ Ω2 and Lemma 3.2. Therefore there is no such a point x0 in Ω2. Hence (3.22) is established.
We proceed with the proof of Lemma 2.4 and (3.22), (3.1) that
Q (u, v J ) =
(
λ j0 − n−1
)〈u, v J 〉L2 + ∫
Ω
f (x,u)v J − G(v J ), ∀v J ∈ Sn. (3.36)
Replacing v J with P J v in (3.36), based on (3.28) and Lemma 2.2, we obtain that
lim
J→∞ Q (u, P J v) = Q (u, v), limJ→∞〈u, P J v〉L2 = 〈u, v〉L2 ,
lim
J→∞
∫
Ω
f (x,u)P J v =
∫
Ω
f (x,u)v.
Passing the limit as J → ∞ on both side of (3.36) and using the above facts, we obtain
Q (u, v) = λ j0〈u, v〉L2 +
∫
Ω
f (x,u)v − G(v), ∀v ∈ Wm,20 (Ω).
Hence the proof of Theorem 1.1 is complete. 
4. Two examples
In the last, we give two examples to illustrate our assumptions on the conditions of Theorem 1.1 and establish an
existence result for an f (x, s) which meets (f-2) in our paper but does not meet (f-5) in [10] or (f-2) in [11].
For our ﬁrst example, we consider the following equations⎧⎪⎨⎪⎩−
N−1∑
i=1
D2i u − 2−1DN
(
1+ F (|DNu|))DNu = λ j0u + f (x,u) − G, in Ω,
u = 0, on ∂Ω,
(4.1)
where G ∈ (Wm,2(Ω))∗ , f (x, s) meets (f-1)–(f-3) and (1.9), F ∈ C0([0,∞)) is strictly increasing in [0,∞). Suppose that
lim|t|→∞ |t|
∣∣1− F (t)∣∣= 0, (4.2)
such as F (t) = t2/(1+ t2), t/√1+ t2, ((1+ t)/(2+ t2))3/2.
Taking
Q u = −
N−1∑
i=1
D2i u − 2−1DN
(
1+ F (|DNu|))DNu, Lu = − N∑
i=1
Di(Diu),
then
L(u,u) =
∫
Ω
|Du|2,
Q (u,u) = L(u,u) − 2−1
∫ (
1− F (|DNu|))|DNu|2, (4.3)
Ω
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(A-1)–(A-5) and Q is #-related to L due to (4.2) and [12, p. 1841].
Next, let λ j0 be an eigenvalue of L with ϕ j0 , . . . , ϕ j0+ J0−1 the corresponding orthonormal eigenfunctions and P0j0u the
projection of u onto the subspace of Wm,20 (Ω) spanned by ϕ j0 , . . . , ϕ j0+ J0−1. Suppose {un} is a sequence with un ∈ Sn ,
‖un‖Wm,2 → ∞, and ‖un − P0j0un‖Wm,2/‖un‖Wm,2 → 0 and un − P0j0un = vn . Then
Q
(
un, P
0
j0
un
)− L(un, P0j0un)= Q (un,un) − L(un,un) − (Q (un, vn) − L(un, vn)). (4.4)
We see from (4.2) and (4.3) that∣∣Q (un, vn) − L(un, vn)∣∣ K ∫
Ω
|DN vn| (4.5)
for all n, where K is a constant.
Similarly∣∣Q (un,un) − L(un,un)∣∣ ∫
Ω
(
1− F (DNun)
)
(DNun)
2. (4.6)
We know that λ j0 is exact an L-pseudo-eigenvalue of Q . Therefore there exists a weak solution of Eq. (4.1). Hence these
quasilinear differential operators are candidates for weak solutions of the problem (1.1).
For our second example, we choose Ω = {x = (x1, x2): x21 + x22 < 1} and set
f0(x) = 1
(x21 + x22)ρ
, 0< ρ <
1
4
, x ∈ Ω.
Also, we set
f (x, s) =
{−s2 f0(x), 0 s < 1,
−√s f0(x), 1 s < +∞
for x ∈ Ω and 0 s < +∞. For −∞ < s < 0, we set f (x, s) = − f (x,−s).
It is then clear that f (x, s) meets (f-1) in above or in [10] or in [11]. On the other hand, let γ > 0 be given. Then, we
see that for x ∈ Ω and 0 s < 1,
f (x, s) = s2 f0(x) γ s + s
3
2γ
f 20 (x) γ s +
1
2γ
f 20 (x),
for x ∈ Ω and 1 s < +∞,
f (x, s) = √s f0(x) γ s + 1
2γ
f 20 (x).
Taking fγ (x) = 12γ f 20 (x), we conclude that f (x, t) meets (f-3) in above or in [10] or in [11].
For the above f (x, s), it is easy to see that f (x, s)  f0(x) for s  0 and f (x, s)  − f0(x) for s < 0. Thus, we get that
f (x, s) satisﬁes (f-2) in our paper.
To see that f (x, s) does not meet (f-5) in [10] or (f-2) in [11], we suppose that it does and arrive at a contradiction. So
suppose f (x, s) does satisfy (f-5) in [10]. Then it follows that there exists a nonnegative function F (x) in L2(Ω) such that
for every s > 0 and a.e. x in Ω ,
F (x)
∣∣ f (x, s)∣∣= { s2 f0(x), 0 |s| < 1,√|s| f0(x), 1 |s| < +∞. (4.7)
Set A = ∫
Ω
F (x)dx. From (4.7), we have
s∫
0
dt
∫
Ω
f (x, t)dx
s∫
0
dt
∫
Ω
F (x)dx = A · s, for ∀s > 0. (4.8)
On the other hand, an easy integration shows that for s > 1
s∫
dt
∫
f (x, t)dx = 1
3
(
2s
3
2 − 1) π
1− ρ . (4.9)
0 Ω
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1
3
(
2s
3
2 − 1) π
1− ρ  A · s.
This is a manifest contradiction to (4.8).
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