2b DECLASSIFICATION /DOWNGRADING SCHEDULE unlimited. 'This paper develops new forms for the Lagrangian Multipliers used in studies of constrained systems, as well as variants of the Euler-Lagrange equations. Theseformulas facilitate the computation of the multipliers and solution of the Euler-Lagrange equations.
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In addition, the link between virtual displacement and the multipliers Euler4Lagrange is elucidated. This paper uses superfluous coordinates and the "constraint jiggling" approach (usually introduced when performing displacements violating constraints in order to compute the forces of constraint) to develop a new form for Lagrangian Multipliers. As a part of the development, this paper generates unified equations combining a new variant of the Euler-Lagrange equations with a new closed form expression for these multipliers in terms of the superfluous coordinates and the boundary conditions. These results elucidate the mechanism by which the constraints determine the Lagrangian Multiplier, and their role in the Euler-Lagrange equations with constraints. This approach facilitates the computations for the following reasons:
(a) Finding the inverse functions requires the solution (at worst) of a system of n equations in 3s coordinates, where the 3m-m independent coordinates are treated as known constants and no derivatives are involved. Once done, the dependent coordinates xn,,. , z. and their derivatives can be replaced in the constrained form of the Euler-Lagrange equations derived in the paper by 1, ..., 9. and their derivatives, so these equations will now contain only the independent *.n-m coordinates and their derivatives. The standard treatment requires the solution of a system of 3n differential equations and m algebraic equations in 3n+m variables. s.
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, where t is the k' canonical unit vector in R n. Therefore, the total constraint force f must be a linear combination of the f..
We also assume that the constaint forces ( and gradients ) are locally linearly independent along the trajectory of the system in configuration space.
Note that all vectors in this paper that do not involve time will be R ' dimensional, whereas vectors that do-involve time will be R' * dimensional.
Results to be proved
The following discussion will:
(1) Derive a new expression for the Lagrangian multipliers 
Finding the Dependent Coordinates and Relating them to the Independent Coordinates
Let (z, ... zs.i) be an arbitrary point of R3, +. We next want to find the dependent coordinates, and show that we can relate them ( in a neighborhood of (z, ... zsL) ) to the independent coordinates. The dependent coordinates are also referred to as " superfluous " in some of the physics literature. We have assumed that the m constraints are independent, and therefore have assured that there are 3n -m independent coordinates. We will intentionally remain vague about the exact meaning of "neighborhood" in R 3 8, but a good discussion may be found in the first cited reference.
Note that while it is usually possible ( discussion of "usually" deferred ) to relate the dependent to the independent variables, this can only be done locally ( therefore the "neighborhood" ). Variables that are dependent in one area could in principle be independent elsewhere. In any case, the functional expressions relating the dependent to the independent variables may only have local validity. In the examples, it is shown that in some cases, this locality is not much of a problem, because the neighborhoods are really enormous. The paper will generally assume some neighborhood N in which the discussion takes place. The Inverse Function Theorem' provides the necessary conditions for the existence of the m dependency relations ( the "usually" mentioned above a and for the existence of neighborhood N.
A
We start by defining a function that is a set of 3n coordinate transformations with time as an added coordinate. We next show that a certain determinant ( its Jacobian ) is non-zero in a neighborhood of &jr.... .. ). This condition is required by the Inverse Function Theorem. This theorem will then justify the existence of the inverse coordina transformations and the appropriate neighborhood N.
We pick a point z.. and we assume that the w constraint functions These observations are crucial to the rest of the argument.
Note that since the gi functions associated with the independent coordinates are projections, only the m functions associated with the dependent coordinates must be found. Note also that these functions may sometimes be found by inspection, as may be seen in the example cited later in the text. Even when these functions must be derived by solving equations, the 3n-m independent coordinates may be treated as known constants, so only an m x m system must be solved. Lastly, a good choice of coordinates may trivialize some of the remaining m equations.
S. Path Variation and Coordinate Independence
The next argument depends on Hamilton's Principles. We will use Hamilton's Principle in N to obtain generalized Euler-Lagrange equations for the x particle system with the stated constraints. 2) 5l,} -0 3)
We use the above observations while integrating the i term by parts in the equation preceding the observations to obtain:
Ozj. We will now use this equation to motivate our formula for the Lagrangian Multipliers and to derive the usual expression for the Lagrangian Equations with constraints.
Deriving the Expression for the Lagrangian Multiplier
Let us rewrite the previous equations in the form 
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. 3 are the components of the total force on particle q, then 11 is the total force in configuration space, and we have
where T is the kinetic energy. Now Q* -F + R., where Fb is the k" component of the 3n-dimensional external force and Rb the k'h component of the 3n-dimensional smooth constraint force. We assumed conservative forces, therefore there is a potential V such that 0v V
We proceed to define LmT-V as usual, so by (6),
Utilizing this result for the first m variables only, we see that
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so the Lagrangian Multiplier appears to be the portion of the total generalized constraint force due to the dependent coordinates. However, since the constraints are smooth, the constraint force has zero components in the directions corresponding to the independent coordinates, and therefore the components corresponding to the dependent coordinates in fact determine the total force of constraint. Note that the equations (5) combining the multipliers and the Euler-Lagrange equations have the constraint force on the right hand side. 
S. Showing Multipliers

Define
= (rJX2
The Jacobian of F is 2zj, so the Inverse Function Theorem applies when z,#o. The Inverse Function Theorem only guarantees the existence of an inverse function but doesn't provide its form. We need a function g satisfying g(f(Xl,z2),z2) -xi. This is equivalent to finding a function g satifying g(z2-z,2) , z. Note that Note that both of these neighborhoods are in fact quite large. In the rest of this section, we will use g interchangeably for either g, or 9 2 , depending on whether We see that
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The reader can show that since x, is the dependent variable
This is the same value for x as would be obtained from the usual constrained Euler-Lagrange equation
with the constraint equation z 2 -x, -0. We see that for z, -0, x is undefined, as should have been expected from the necessity for the exclusion of such points in the definition of N, and N..
11.
Example of Constrained Time-Dependent Two Dimensional Motion (No Gravity) Let an infinite rod with a pivoted end at the origin of a plane be rotating in the plane with frequency w about the origin. Let a bead slide frictionlessly on that rod. The constraint equations are
We translate to the article's notation as follows: Note that z, and x 2 may be chosen the dependent variables, upon examination of the Jacobian.
We next define 
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The reader can show that we get the same equations for )X 1 (t) and '\ 2 (t), so theJ two methods are equivalent. Note that the functions 11,92 were obtained by inspection, so that the multiplier values were obtained essentially without solving equations.
Example Comparing the Standard and New Approaches
By way of illustration, let's compare the solution processes required to obtain the equations of motion and forces of constraint for a particle of mass in moving on a surface defined by the constraints The standard formulation provides the equations
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X1+2 m C2, which requires solving 5 equations in 5 unknowns. The formulation in this paper requires the computation of the inverse functions in (say) N, -((Xl,22,x):1 >.T2, the case for N 2 a {(XI,z2.z3)1Z,<Z2} is identical except for interchanging the definitions of the functions described below. The inverse functions, obtained by solving two equations in two unknowns are:
