Abstract-We consider a family of stochastic processes built from infinite sums of independent positive random functions on . Each of these functions increases linearly between two consecutive negative jumps, with the jump points following a Poisson point process on . The motivation for studying these processes stems from the fact that they constitute simplified models for TCP traffic. Such processes bear some analogy with Lévy processes, but are more complex since their increments are neither stationary nor independent. In the work of Barral and Lévy Véhel, the Hausdorff multifractal spectrum of these processes was computed. We are interested here in their Large Deviation and Legendre multifractal spectra. These "statistical" spectra are seen to give, in this case, a richer information than the "geometrical" Hausdorff spectrum. In addition, our results provide a firm theoretical basis for the empirical discovery of the multifractal nature of TCP traffic.
I. BACKGROUND AND MOTIVATIONS

W
E STUDY in this paper a family of stochastic processes built from infinite sums of independent positive random functions on . Each of these functions increases linearly between two consecutive negative jumps, with the jump points following a Poisson point process on
. The interest of this class of processes is twofold. The first is theoretical: They provide examples of additive processes with nonstationary and correlated increments that have a rich multifractal behavior. More precisely, it was shown in [3] that their Hausdorff multifractal spectrum is nontrivial and is similar to the one of Lévy processes. We compute here their Large Deviation and Legendre multifractal spectra, and we show that they give an even more precise information than the Hausdorff spectrum.
The second interest stems from applications: The motivation for studying the processes considered here is that they constitute simplified but realistic models for Traffic Control Protocol (TCP) traffic on the Internet. Empirical studies, beginning with [19] and [26] , have shown that traffic on the Internet generated by the TCP is, under wide conditions, multifractal. This property has important consequences in practice. For instance, one may show that the queuing behavior of a multifractal traffic is significantly worse that the one of a nonfractal traffic (see [6] for details). It is therefore desirable to understand which features of TCP are responsible for multifractality, and maybe reduce their negative impact on, e.g., the queuing behavior. "Explaining" the multifractality of traffic traces from basic features of the Internet is a difficult task. Models investigated so far have been based on the paradigm of multiplicative cascades [6] , [20] . Indeed, with few exceptions (notably [14] , [16] , and [17] ), multifractal analysis has mainly been applied to multiplicative processes. An obvious reason is that a multiplicative structure often leads naturally to multifractal properties [22] , [23] . However, there exists a number of real-world processes for which there is convincing experimental evidence of multifractality, but which do not display an associated multiplicative structure. Among these, a major example is Internet traffic: Multiplicative models for TCP are not really convincing because there is no physical evidence that genuine traffic actually behaves as a cascading or multiplicative process. As a matter of fact, TCP traffic is rather an additive process, where the contributions of individual sources of traffic are merged in a controlled way.
The analysis developed below shows that merely adding sources managed by TCP does lead to a multifractal behavior. This result provides a theoretical confirmation to the empirical finding that TCP traffic is multifractal. Furthermore, it sheds light on the possible causes of this multifractality. Indeed, it indicates that it may be explained from the very nature of the protocol, with no need to invoke a hypothetical multiplicative structure: It appears that multifractality in TCP arises from the interplay between the additive increase multiplicative decrease (AIMD) mechanism and the random nonsynchronism of the sources. In addition, comparing the multifractal spectrum estimated numerically from TCP logs to our theoretical findings should allow to describe the fine structure of the hierarchy of sources. 1 Indeed, our computations permit to trace back, in a quantitative way, the main multifractal features of traces to specific mechanisms of TCP.
II. SIMPLIFIED MODEL OF TCP TRAFFIC
The exact details of TCP seem too intricate to allow for a tractable mathematical analysis. We consider a simplified model that captures the main ingredients of the congestion avoidance 1 We note in passing that the spectra computed in this paper are the ones that are estimated from numerical data, in contrast to the Hausdorff spectrum obtained in [3] , which is purely theoretical.
and flow control mechanisms of TCP. For more details on TCP, one may consult [20] and [28] . Our model goes as follows. 1) Each "source" of traffic sends "packets" of data at a time-varying rate. At time , it sends packets. 2) Between two "consecutive" time instants and , two things may happen: The source may experience a "loss," i.e., the flow control mechanisms of TCP detects that a packet sent by the source did not reach its destination. In this case, TCP tries to avoid congestion by forcing the source to halve the number of packets sent at time (multiplicative decrease mechanism). In other words,
. If there is no loss, the source is allowed to increase linearly, i.e., (additive increase mechanism).
3) The durations between time instants and where a given source experiences a loss are modeled by a sequence of independent exponential random variables with parameter . 4) The total traffic is the sum of an infinite number of independent sources with varying rates , where is a nondecreasing sequence of positive numbers. As compared to the true mechanisms of TCP, our model contains a number of simplifications. However, except for one, these simplifications are not essential as far as multifractality is concerned. For instance, we believe that the fact that we ignore retransmission timeout is of no consequence for our purpose: As will become clear in what follows, imposing random silent periods with any sensible distribution for their length and occurrence should not change the pointwise regularity, as long as, at any time, there is an infinite number of active sources. Of all our assumptions, only the one of independence in 4) is clearly an oversimplification. Indeed, it is obvious that most losses are a consequence of congestion, which is caused by the fact that several sources are in competition. This gives rise to a strong correlation in the behavior of the sources. Also, the additive increase rate is clearly correlated to the decrease of the frequencies through round-trip time (RTT). Introducing correlations would of course lead to a significantly more complex analysis. One should remark nevertheless that the competition between sources is implicitly taken into account in our model through the fact that sources indexed by large integers are subject to more frequent losses. Note also that most other approaches dealing with the fractal analysis of TCP make similar assumptions of independence: this is in particular the case for the popular "ON/OFF" models discussed below. In addition, we believe that incorporating some correlation in our model by letting the parameters evolve in time and depend on the total traffic at each instant should be possible at the expense of some technicalities.
Our model takes into account the main features of TCP, while allowing at the same time a thorough mathematical analysis: We show in the sequel that is multifractal, and we compute its Large Deviation and Legendre multifractal spectra. Both the multifractality of and the shape of its spectra corroborate empirical findings [19] , [26] . We remark here that the Large Deviation and Legendre multifractal spectra computed based on the increments of differ from its Hausdorff multifractal spectrum obtained in [3] . As is shown below, the former give more information on than the latter: More precisely, they reflect a fine property of the sequence not detected by the Hausdorff spectrum. Another fact that makes the Large Deviation and Legendre multifractal spectra more relevant in applications is that these are the quantities actually estimated from numerical data, the Hausdorff spectrum being inaccessible from samples. Let us briefly compare our approach to previous works dealing with the mathematical modeling of Internet traffic in relation with its (multi)fractal behavior. A large number of studies [15] , [18] , [24] have given empirical evidence that many types of Internet traffic are "fractal," in the sense that they display self-similarity and/or long-range dependence. Most theoretical models that have been developed so far have focused on explaining such behaviors. In that view, a popular class of models is based on the use of "ON/OFF" sources. An ON/OFF source is a source of traffic that is either idle or sends data at a constant rate. Adequate assumptions on the distribution of the ON and/or OFF periods allow to obtain fractal properties. More precisely, the model in [18] considers independent and identically distributed ON/OFF sources, where the length of the ON and OFF periods are independent random variables. In addition, the distribution of the ON or/and of the OFF periods is assumed to have a regularly varying tail with exponent . Then, when the number of sources tends to infinity, and if one rescales time slowly enough, the resulting traffic, properly normalized, tends to a fractional Brownian motion, with exponent . In [25] , it is shown that the same model leads to a -stable Lévy motion when the time rescaling is "fast." The intermediate regime where time is rescaled proportionally to the number of sources is investigated in [13] . Another, elegant, model, which does not require a double renormalization, is presented in [15] . It also uses a superposition of independent ON/OFF sources, but this time with a sequence of ratios for Poisson-idle and Poisson-active periods assumed to decay as a polynomial. Again, the resulting process displays fractal features. 2 A major feature of the above models is that the sources, in their ON mode, send data at a constant rate. This simplification does not take into account the strong and rapid variations induced by the flow control mechanisms of TCP. It seems to be of no consequence for studying long-range dependence or self-similarity: These properties are obtained through the slow decay of the probability of observing large busy or idle periods. These slow decays may in turn be traced back to certain large-scale features, such as, e.g., the distribution of the files sizes in the Internet [5] . More generally, it is usually accepted that long memory is a property of the network. However, the use of ON/OFF sources does not allow a meaningful investigation of the multifractal properties of traffic: Contrarily to long-range dependence, multifractality is a short-time behavior. An ON/OFF modeling is clearly inadequate in this frame since it washes out all the (intrasource) high-frequency content. At small timescales, the role of the protocol, i.e., TCP, becomes predominant [1] . Incorporating some sort of modeling of TCP is thus necessary if one wants to perform a sensible high-frequency analysis: The local fast variations due to TCP are determinant from the multifractal point of view.
In that view, it is interesting to note that the limiting behavior of the ON/OFF model that is usually considered is the one leading to fractional Brownian motion. It is therefore not multifractal. In contrast, the other limiting case gives rise to a stable motion, which is multifractal. A possible cause might be that, in this regime, the intersource high-frequency content (i.e., the rapid variations in the total traffic resulting from desynchronized sources) is large enough to produce multifractality. However, it is not clear which actual mechanisms in the Internet would favor this particular regime. It would also be interesting to investigate whether the critical case of [13] is also multifractal.
Another approach that allows to "explain" the multifractal features of TCP is based on the use of "fluid models" [1] : Rather than representing TCP at the packet level, one uses fluid equations to describe the joint evolution of throughput for sessions sharing a given router. The interest of this approach is that it represents the traffic as simple products of random matrices while allowing to capture the AIMD mechanism of TCP. In particular, [1] shows through numerical simulations that this model does lead to a multifractal behavior. In other words, the fluid model indicates that the multifractality is already a consequence of the AIMD mechanism. This numerical result corroborates our theoretical findings. A network extension of the fluid model is studied in [2] . It also points to multifractality of the traces, with additional intriguing fractal features.
III. CLASS OF ADDITIVE PROCESSES WITH NONSTATIONARY
AND CORRELATED INCREMENTS We now describe our model in a formal way. Let be a nondecreasing sequence of positive numbers. These will describe the "mean activity" of individual sources of traffic.
For every , let be a sequence of independent exponential random variables with parameter . Define . Set
The -algebras are assumed to be mutually independent.
We consider an infinite sequence of sources . The "traffic" generated by the source , , is modeled by the following stochastic process:
where is a sequence of nonnegative random variables such that the series converge, and is a fixed real number larger than one (typically equal to 2 in the case of TCP).
The resulting "global traffic" is the process
The following result is proved in [3] . Proposition III.1: If , then, with probability one, the stochastic process is finite everywhere. If , then, with probability one, almost everywhere with respect to the Lebesgue measure.
Remark: The condition may seem unnatural at first sight. However, it is easy to see that implies a infinite mean rate of "traffic." As the second part of the proposition shows, the resulting traffic is almost surely infinite in this case. The condition of finiteness also entails that most sources possess a high loss rate and are thus "slow." In the following, we will prove that this implies a multifractal behavior. This is in line with the results of [27] , where the authors show that multifractality may result from the existence of a few fast connections in a crowd of slow connections.
Note that each elementary process may be decomposed in the following way on :
with (1) In [3] , the multifractal nature of was investigated through the computation of its Hausdorff multifractal spectrum. This spectrum gives a geometrical information on the singularity structure of . It was shown that the process , although it has correlated nonstationary increments, shares the Hausdorff multifractal spectrum of a Lévy process without Brownian part and whose characteristic measure is . In this paper, we take another approach to multifractal analysis, based on a statistical description of the distribution of the singularities. It leads to the computation of the so-called Large Deviation multifractal spectrum and Legendre multifractal spectrum. These quantities are the ones usually considered in applications (see, e.g., [6] , [19] , [20] , and [26] ). We shall prove that admits the same Large Deviation and Legendre multifractal spectra, which is however different from its Hausdorff spectrum and is described in Theorem III.4. We recall briefly the definitions of these spectra.
Hausdorff Multifractal Spectrum: Let be a real valued function on a nontrivial subinterval of . The Hausdorff multifractal spectrum of describes, for every , the "size" of the set of points of where has Hölder exponent . More precisely, the spectrum of singularities of is the function;
, where dim denotes the Hausdorff dimension, and the pointwise Hölder exponent of at . Large Deviation Multifractal Spectrum: The Large Deviation spectrum is defined as where and is the so-called "coarse grained" exponent corresponding to the interval , i.e.,
Here, is a quantity that measures the variation of in . The choice leads to the simplest analytical computations. Taking , i.e., the oscillation (that is, the supremum minus the infimum) of inside , offers several theoretical and practical advantages. In this paper, we shall however restrict to increments.
In the course of the proof, we will use intervals of the form , instead of the intervals . There is no loss of generality in assuming that is an integer. These intervals will be denoted , and we define accordingly. Legendre Multifractal Spectrum: It is natural to interpret the spectrum as a rate function in a large deviation principle (LDP). Large deviations theorems provide conditions under which such rate functions may be calculated as the Legendre transform of a limiting moment generating function. When applicable, this procedure provides a more robust estimation of than a direct computation. Define, for (2) with the convention for all . Let
The Legendre multifractal spectrum of is defined as the Legendre transform of and are related as follows. Define the sequence of random variables where the randomness is through a choice of uniformly in . Consider the corresponding moment generating functions where denotes expectation with respect to , the uniform distribution on . A version of Gäartner-Ellis Theorem [11] ensures that if exists (in which case it equals ) and is differentiable, then . In this case, one says that the weak multifractal formalism holds, i.e., . The relation (which means that is the concave envelope of ) holds under rather weaker conditions. For instance, it is verified as soon as the support of is finite [21] . We shall use this result in the sequel to deduce from .
Let us now return to our process. As we shall see, the three multifractal spectra of the sample paths of (here ) are governed by the following index:
Note that under the assumptions of Proposition III.1. More precisely, the result of [3] describing the Hausdorff multifractal spectrum of is the following.
Theorem III.2: Assume
. With probability one, is well defined and its Hausdorff multifractal spectrum is given by if otherwise.
We will show that the Large Deviation and Legendre spectra depend additionally on the fine behavior of the sequence at infinity. This is in contrast with , which depends only on .
In that view, we shall need the following definitions. Fix , and denote, for 
In all cases, the equality holds. As can be seen from this result, the Large Deviation and Legendre spectra display a decreasing part for "large" not present in the Hausdorff spectrum. This comes from the fact that we are using increments to define the spectra, and is similar to what occurs for instance for fractional Brownian motion (see [14] ). We conjecture that, as is the case for fractional Brownian motion, the decreasing part is not present if oscillations are used in place of increments.
In addition, and give more information on the structure of "traffic" than since they detect a fine feature of the sequence , i.e., the case where , to which is insensitive. This is another instance where the statistical spectra are more relevant both in theory and in applications than the geometrical one.
IV. PRACTICAL CONSEQUENCES FOR TCP TRAFFIC
According to our analysis, and as the proof of Theorem III.4 will show, multifractality is the consequence of the many discontinuities of all sizes entailed by the multiplicative decrease mechanism or retransmission timeout. This is in agreement with experimental evidence as reported for instance in [7] . Simulations performed there indicate that retransmission timeout plays a crucial role for the multifractal nature of TCP.
It is a well-documented fact multifractality has a significant and negative impact on performance (see, e.g., [6] and [12] ). As compared for instance to a monofractal traffic, a multifractal one results in much larger average queue lengths, specially at lower utilizations.
This effect has been quantified in various ways. We consider as an example the approaches proposed in [6] and [12] . Both references remark that the scaling behavior alone (i.e., the spectrum, or more precisely its Legendre transform) is not sufficient to assess the queueing behavior, and that the prefactors ruling the magnitude of the fluctuations are needed. In [12] , these are obtained from a "boundary condition," while they are explicitly needed in [6] . Using [12, Formulas (5)- (7)], we estimated the maximum number of sources that can be supported for given parameters of the network (we chose the same parameters as in [12] , and 0.5 . One sees that in our model the predictions are even worse than with a multiplicative cascade. In addition, in agreement with previous studies, we find that "more multifractality," i.e., a wider spectrum, degrades the performances: Indeed, the width of the spectrum in our model is if , and 2 if (for simplicity, we consider only the regular case).
Let us now turn to the approach in [6] . Formula (5) in this article gives an explicit expression for the logarithm of the probability for the queue tail asymptotic, provided both the spectrum and the prefactor are known. Since we did not compute the prefactor, we cannot use directly (5). However, making the reasonable assumption that these do not depend on , 3 we are able to compare the asymptotic probabilities for different values of : Plotting the part of the right-hand side of Formula (5) that depends on the spectrum shows that the minimum giving the value of the probability is a decreasing function of . As a consequence, a narrow spectrum (a large ) yields better performances than a wide one, with small . The question is then to find possible ways to reduce multifractality. Since in our model multifractality is due to the discontinuities caused by multiplicative decrease or retransmission timeout, one may wonder whether a different decrease policy would enhance the situation. The answer is in the negative, as shown by the next theorem, which is natural extension of Theorem III. 4 In other words, the multifractal nature of is not affected if is replaced by in and if the sequence remains bounded and does not tend "too fast" to 1. Theorem IV.1 includes many potential or actual variants of TCP. For instance, one could imagine treating in different ways sources with different intensity : As long as the reduction factors are bounded and do not approach 1 too fast, the multifractal spectrum remains unchanged. This suggests that reducing the multifractality of TCP cannot be achieved in this way.
Instead of changing the size of the jumps, another possibility would be to reduce the frequency of their occurrence. It is well known that avoiding retransmission timeout improves the performances. One way to do so is to use fast recovery. Experimental results in [7] show that this mechanism reduces multifractality in the sense of narrowing the multifractal spectrum. [8] studies the influence of the RED mechanism, which also allows to lower the occurrence of retransmission timeout. It shows that RED both improves throughput and delay performances and reduces multifractality in the same sense. Again, this is in agreement with our analysis since avoiding multiplicative decrease or retransmission timeout reduces the number of jumps. Let us explain on a simple example why this indeed decreases multifractality in our model. Suppose that for some . It is easily checked that this yields . The width of the spectrum is thus , which is an increasing function of : A narrow spectrum translates into a small . Since the average time interval between two jumps is , we see that reducing multifractality amounts to decreasing the number of multiplicative decreases or retransmission timeout for each source.
The remainder of this paper is devoted to the proof of Theorem III.4.
V. SOME ANCILLARY RESULTS
We gather in this section some properties of the processes and their increments that will be needed in the sequel.
Although each process is not stationary, it possesses a stationary distribution, and moreover, convergence to this stationary distribution occurs exponentially fast. To make this precise, we first remark that for each source , belongs to the class of processes known as piecewise deterministic Markov processes. See [9] for a thorough account on this topic. For such processes, [4] has studied conditions ensuring ergodicity, i.e., the existence of an invariant measure such that, for all (5) where denotes the total variation norm and ( is the probability when the process starts from ). It is straightforward to check that [4, Theorem 5.4] applies to , so that each source is indeed ergodic. In the following proofs, we will, however, need a bit more than ergodicity: We will require that convergence in (5) takes place at an exponential rate. To check this, we make use of powerful results proved in [10] for general Markov processes. Again, it is easy to verify that [10, Theorem 7.1] applies, to the effect that we have the following proposition.
Proposition V.1: For all (6) for some finite and where . In particular, the above proposition means that, for a source with intensity starting at time from an arbitrary state, we are arbitrarily close to the stationary state at time when . This fact will be used in the sequel. The stationary distribution is absolutely continuous, and we now state some of the properties of its density . We will first need a bound from below on the tail of the density probability .
Lemma V.2: For all and all ,
Proof: Note first that, by rescaling, we get that does not depend on . So we may take without loss of generality in the proof. If the process at some time is between and , after a duration , if there are no jumps (which occurs with probability ), its value will be between and . As we are dealing with the stationary distribution, we get We now give a bound from below on the density probability close to the origin. . In view of (1), we have
The distribution of the times is independent of , hence applying Lemma V.2, we get
We conclude by using that . This lemma entails the following corollary. Corollary V.6: For VI. PROOF OF THEOREM III. 4 We will prove that the Large Deviation spectrum indeed verifies (3) and (4) as described in Theorem III.4. The results for the Legendre spectrum immediately follow by noting that has finite support and is concave, thus, by [21] , . Note first the obvious but useful fact that follows, which we are going to employ throughout the proof. We will use the following notation: If is an event or random variable that depends only on the values of and over the interval of length , we will write for the event or random variable obtained through replacing by . Thus, in particular, . Lemma VI.1: Assume . Then, for all
Proof:
Except in Section VI-B.2 where we compute a lower bound for the case , we will use this lemma with , i.e., we estimate the number of for which happens. This will let us obtain upper bounds for the spectrum based only on estimating the distribution of under assumption that the initial state of the process is the stationary distribution (see Section VI-A.1 for a more precise statement). Obviously, the lower bounds are unattainable in such a simple way-we will have to take into account correlations between for different .
Our goal is to give almost sure estimations of . In the course of the proof, we are going to assume certain events to happen almost surely, even though their probability is, for each fixed , smaller than 1. We can choose a subsequence for which the series of probabilities that those events do not hold is summable. Routine application of the Borel-Cantelli Lemma ensures that, almost surely, there exists such that those events are all true for all . Moreover, except in the case of the lower-bound estimates for , the probabilities of those events will be at least , hence (by Borel-Cantelli Lemma again) those events are almost surely true for almost all elements in any exponentially decreasing sequence . We skip these technical but elementary details in order to make the proofs more legible.
We shall use the following notations:
A. Case
1) Upper Bound:
Choose . We will assume is in stationary state at time , hence it stays in this state ever after. We start by estimating the variance of the tail on an arbitrary interval where and Both those series are exponential, hence may be estimated by a constant times the maximal summand. . By Chebyshev inequality
We have
If for all we had , then for small enough. Hence
Substituting into (8) and applying (7), we obtain (10)
We now apply Lemma VI.1 with , , and . This yields that, with probability at least , is satisfied for at most intervals . For those for which this is true, we obtain the estimation where may be chosen arbitrarily small. Hence 2) Lower Bound: Choose as in Section VI-A.1 and a large enough constant (to be determined later). Let and be such that . Note that, in the regular case, for every , one may find that will satisfy this assumption (provided is chosen large enough). Applying Lemma VI.1 to event with and , we see that, with probability , is satisfied for all except at most intervals . For all , we denote by the event . Let . If both and (for some ) are satisfied, then for small enough. Hence, is a sufficient condition for . For the event to happen, it is enough that has a jump inside and that it had previously no jump for a duration at least equal to (recall that ). As , this happens a number of times of the order of for most . All events are independent (since the processes are independent). Hence, though it is possible that and both happen for the same , the number of such situations is (with arbitrarily large probability if is small enough) By assumption, . Hence, Corollary V.6 implies that the right-hand side of (12) is not larger than As in the case , we obtain following inequality with probability 1 (for sufficiently small ) using Lemma VI.1 and Borel-Cantelli Lemma Passing with to 0, we get (in regular case only) where may be chosen arbitrarily small.
2) Lower Bound, : We assume and choose a small enough .
Proposition VI.2: There exist constants and a sequence such that
Proof: Instead of (15), we are going to prove that for every sufficiently small , the following condition can be satisfied [together with (13) and (14)]: (16) Indeed, if (13) , (14) , and (16) can be all satisfied for arbitrarily small and arbitrarily large , then we may choose a subsequence satisfying (15) as well.
Choose a small and let . If (13) is satisfied only finitely many times then for all greater than some This implies that for all which is in contradiction with the definition of . Hence, there is a sequence satisfying (13) .
If (16) is satisfied for only finitely many then for every greater than some , we have and does not satisfy (16) . This implies that for all , which is again in contradiction with the definition of . Hence, there exists a subsequence satisfying both (13) and (16) .
By definition of , the sequence tends to zero. For any we can choose with
We have hence satisfies (14) . We have hence satisfies (13) . We also have hence satisfies (16) as well. Let be one of the indices satisfying the assertion of Proposition VI.2 and let Using (15) and the definition of , we may assume (18) Our first goal is to estimate the increments of the tail of . We start by estimating the variance (19) (20) where the last inequality follows from (14) . does. However, we may obtain a uniform lower bound for the probability of independent of the past. This allows to estimate the number of intervals for which is satisfied using the strong law of large numbers. Moreover, classical large deviations arguments allow to get almost sure results. We now make this precise.
We need to estimate from below . This probability does in general depend on the past because the distribution of for some will not be in stationary state anymore. However, we are able to give some estimations on this distribution and thus give a uniform lower bound for . This allows us to obtain the lower bound for using the strong law of large numbers.
We define the event . This event depends only on for and is thus independent from . We can estimate where the last inequality follows from (13) .
The event is defined by two conditions. First, of all , there must be precisely one for which has exactly one jump in (this will be denoted ). The second condition is that had no jumps before inside the same , i.e., for all , contained in .
As depends only on , it is independent from and . To estimate its probability, note that there are , while the probability of any given one of them having a jump inside before is at most
We can thus assume that at least half of them had no jump before. Let denote the event . Then while
We can now apply the law of large numbers to the estimations above. This yields that there are at least intervals for which , and are all satisfied. For all those intervals, we have (26) and (27) By (18) , for sufficiently small Let us sum up what we have arrived at so far. We have found a number of intervals where the event occurs, i.e., we have an estimation on the increments of the tail of . We choose some larger intervals that cover many of them. We then require and to occur. Taken together, they mean that we know the increments of all except one, denoted , for which it is known that it has precisely one jump in . However, it is important to realize that, although the choice of does not depend on , is not in the stationary state at time . It is nevertheless possible to estimate the distribution of . First, as has no jumps inside , we have Second, there are no conditions on the behavior of between and . As the distance between these points is at least , by Proposition V.1, we may freely assume that is arbitrarily close to the stationary state for small enough. Denoting by the density of the distribution of the jump over the interval , and using the fact that has precisely one jump inside , we get (28) where . By (26) and (27), we may thus write (29) where the infimum on is taken in the interval . The argument of in the right-hand side of (29) The proof in this case goes along the same lines as in the case , hence we are not going to write all the arguments. We will note the differences of the two instead.
The major difficulty here is that property (13) cannot be true for (think, e.g., of the purely exponential case ). We shall replace it by (31) as follows.
Proposition VI.4: There exist constants and a sequence such that (31)
Proof: Let and denote by the arithmetic mean of . If (31) is satisfied only finitely many times, then for all greater than some hence , i.e., is decreasing for for all , hence
In effect, decreases to zero polynomially fast. In particular, it must become smaller than at some time, and from this moment on . As this is a contradiction with the definition of our process, there must be a sequence satisfying (31).
We know that the sequence converges to zero for any positive (from the definition of ). For any we can choose such that . Inequality (32) is satisfied for the same reason as (14) The second term is dominant, and it decreases slower than any power of . Hence, by the strong law of large numbers and
C. Conclusion of the Proof
Let us recapitulate the results from the previous sections. In case , we have proven the upper bound for for all sufficiently small and the lower bound for all sufficiently small satisfying certain conditions. This gives the value of large deviation spectrum. Moreover, it is worthwhile noting that, in the regular case, this condition is satisfied for almost all , hence the spectrum is obtained as a limit (rather than as an upper limit).
In the case , we have proven the upper bound for for all sufficiently small satisfying certain conditions. Once again, this condition is satisfied for almost all in the regular case. However, we can only prove the lower bound for if and only for certain sequences of . Hence, if , in the regular case we have obtained the value of the spectrum and in the general case we have a lower bound, but we cannot prove that the spectrum is obtained as a limit.
Checking the proofs, one notices that we use only certain properties of the sequence . In particular, we are not interested in for (we estimate them out by calculating the variance of the tail), and we are not interested in for either (there are very few in this region, and we may assume that the corresponding processes are not going to jump). In other words, all the proofs above would work just as well if we assumed only for all , whatever the behavior of is outside this range. Consider now a sequence that has large regions of for which with varying in some range . Choosing in such a region, we may estimate , where is the spectrum of regular process with . Assuming there are infinitely many regions for every , the spectrum of the resulting process is thus
This finishes the proof of the theorem.
