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R6SUm6. Fr6quemment utilis6s dans le Traitement Automatique des Langues Naturelles,
les r6seaux lexicaux font aujourd'hui I'objet de nombreuses recherches. La phfart d'entre eux,
et en particulier le plus c6ldbre WordNet, souftent du manque d'informations syntagmatiques
mais aussi d'informations th6matiques (<problime du tennis>). Cet article pr6sente les vec-
teurs conceptuels qui permettent de repr6senter les id6es contenues dans un segment texfuel
quelconque et permettent d'obtenir une vision continue des th6matiques utilis6es gr6ce aux
distances calculables entre eux. Nous montrons lzurs caract6ristiques et en quoi ils sont com-
pl6mentaires des r6seaux lexico-s6mantiques. Nous illustrons ce propos par I'enrichissement
des donn6es de WordNel par des vecteurs conceptuels construits par 6mergence.
Abstract. There is currently much research in natural language processing focusing on
lexical networks. Most of them, in particular the most famous, WordNet,lack syntagmatic infor-
mation and but also thematic information (< Tbnnis Problem>). This article describes conceptual
vectors that allows the representation of ideas in any textual segment and offers a continuous
vision of related thematics, based on the distances between these thematics. We show the cha-
racteristics of conceptual vectors and explain how they complement lexico-semantic networks.
We illustrate this purpose by adding conceptual vectors to WordNel by emergence.
MOtS-CI6S : WordNet,Vecteurs Conceptuels, informations lexicales, informations th6-
matiques.
KeyWOfdS: WordNet,conceptual vectors, lexical information, thematic information.
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Introduction
Originellement issus des travaux de Ross Quillian sur la psycholinguistique i la fin des ann6es
60 (Quillian, 1968), les rdseaux lexicaux sont toujours aujourd'hui au centre des recherches en
Traitement Automatique des Langues Naturelles. Ils sont utilis6s dans de nombreuses tdches
(d6sambiguisation lexicale (Mihalcea et a1.,2004)) ou applications du domaine (traduction au-
tomatique avec les r6seaux multilingues cofirme Papillon (Mangeot-Lerebours et a1.,2003) ou
(Knight & Luk, lgg|),recherche d'informations ou classification de textes (Harabagiu & Chai,
1998)). La plupart de ces r6seaux, et sp6cifiquement le plus c6ldbre d'entre et;x^ WordNel (Fell-
baum, 1988), souftent du manque d'informations syntagmatiques mais aussi d'informations
concernant le domaine d'usage des termes ou du moins les termes th6matiquement associ6s.
Il n'y a ainsi aucgne relation directe entre des termes coillme 'teacher'-'student' ('enseignant'-
,6tudiant,) et ,boat,-,port, (,bateau'-,port,). Ce ph6nomdne a 6t6 nomm6 << ProblDme du tennis >>
[(Fellbaum, 1988), p. l0] lorsqu'ila 6t6 remarqu6 qu'il fallait chercher les 6quivalentsde'balle',
,raquette, et'court'd diftrents endroits de la hi6rarchie.
Depuis quelques ann6es, l'6quipe de traitement automatique des langues (TAL) du LIRMM
(Laboratoire d'Informatique, de Robotique et de Micro6lectronique de Montpellier) travaille
sur une formalisation de la projection de la notion linguistique de champ s6mantique dans un
espace vectoriel, les vecteurs concepfuels. Ils permettent de repr6senter les id6es contenues dans
un segment textuel quelconque et permettent d'obtenir une vision continue des th6matiques
utilis6es grice aux distances calculables entre eux.
Dans cet article, nous pr6sentons les vecteurs conceptuels et en particulier leur version 6mer-
gente. Nous montrons leurs caract6ristiques et en quoi ils sont compl6mentaires des r6seaux
lexico-s6mantiques. Nous illustrons ce propos par une exp6rience men6e d Penang en Malaisie
qui a consist6 i enrichir les donn6es de WordNel de vecteurs conceptuels par 6mergence.
2 R6seaux lexico-s6mantique : l'exemple de WordNet
principe et lacunes WordNet est une base de donn6es lexicale pour l'anglais d6velopp6e sous
la direction de George Armitage Miller par le Cognitive Science Laboratory de I'universit6 de
princeton lEtats-Unis d'Am6rique). Il se veut repr6sentatif du fonctionnement de I'accds au
lexique mental humain.
WrdNet est organis6 en ensembles de synonymes appel6s synsets. A chaque synset correspond
un concept. Le sens des termes est d6crit dans WordNel par trois moyens : (l) leur dhfinition;
(2) le synset auquel ce sens est rattach6; (3) les relations lexicales qui unissent entre eux les
synsets. On trouve parmi ces relations, l'hyperonymie, la m6ronymie et I'antonymie.
La version 2 de WordNet compte 152059 termes ce qui constitue une couverture relativement
large de la langue anglaise. Dans les premidres versions de WordNel, les relations lexicales ne
connectent que les termes de m€me morphologie. Il y a donc une hi6rarchie pour les noms, une
pour les adjectifs, une pour les verbes et enfin une dernidre pour les adverbes.
Dans (Harabagiu et al., 1999),les auteurs de WrdNel (alors i sa version 1.6) reldvent six
faiblesses dans la construction de leur r6seau : (l) le manque de liens entre les hi6rarchies;
(2) le nombre limit6 de relations entre termes traitant du m6me zujet; (3) le manque de relations
morphologiques ; (4) l'absence de relations th6matiques ; (5) I'absence de certains sens de mots ;
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(6) le manque d'uniformisation et de coh6rence dans les d6finitions. Si les points 3, 5 et 6 ne
nous int6ressent pas dans cet article, nous allons montrer l'apport des vecteurs conceptuels pour
la r6solution des autres, tous trois formant le probldme du tennis.
Exp6riences cherchant i r6soudre le problime du tennis Dans cet article, nous nous int6-
resserons uniquement d la version2.l de WordNel qui 6tait la dernidre disponible au moment
oi nous avons r6alis6 nos exp6riences. Une nouvelle version (3.0) est sortie en D6cembre 2006
mais elle ne semble pas comporter de r6elles am6liorations par rapport i la version pr6c6dente
pour ce qui nous int6resse ici.
Depuis la version 2, des relations comme derivationatly relatedfona (formes d6rivationnelles)
permettent de lier des adjectifs d des verbes ou des adjectifs d des noms. De m0me, les syn-
sets peuvent se voir atfribuer un domaine d'usage. Toutefois, ces donn6es semblent encore
en nombre trop restreint pour 6tre suffisamment pertinentes. Des relations typiques cornme
'teacher'-'student' ('enseignant>-,Afudiant,) ,boat,-,port, (,bateau'-,port,) ou,doctor,-,hospital, (,doc-
teur'-'hdpital'), pourtant souvent indispensables d une tdche de d6sambiguisation lexicale, ne s'y
trouvent toujours pas et le nombre restreint d'indications th6matiques comme I'est le domaine
ne permet pas de compenser ce d6faut. Plusieurs solutions ont 6t6 propos6es pour r6soudre tout
ou partie de ce probldme.
Avec eXtended WordNet, (Harabagiu et al., l99g) propose de d6sambiguiser I'ensemble des
d6finitions de WordNel de fagon semi-automatique. L'id6e est, pour chaque d6finition, de dire
quel est le sens utilis6 pour chacun des termes. On peut ensuite comparer diux synsets et 6valuer
leur similarit6. Nous verrons que nous utilisons ces informations pour fabriq-uer les vecte'rs
concepfuels de cette exp6rience. D'autres eux aussi rajoutent des informations aux synsets.
Ainsi, (Agirre et a1.,2001) ajoutent des signatures lexicales issues de corpus tagg6s ou du Web.
En revanche, d'autres cherchent plutOt i augmenter le nombre d'arcs existants. (Stevenson,
2002)' par exemple, combine diftrentes m6triques pour cr6er des arcs entre synsets i partir de
leur d6finition et d'un th6saurus. (Ferret & Zock,2006) utilisent elrx un r6seau de coocurrences
pour extraire des relations typiques comme celles pr6sent6es dans un paragraphe pr6c6dent.
On le voit, toutes ses propositions ont en cornmun doappartenir en particulier au domaine du
discret. La ndhe est d'introduire une repr6sentation continue des id6es contenues dans le r6seau.
les vecteurs conceptuels.
Les vecteurs Conceptuels
Nous pr6sentons ici les points fondamentaux d comprendre sur les vecteurs conceptuels. Nous
revenons sur le mode de construction classique des vecteurs concepfuels, c'est-i-dire tels qu'ils
ont 6t6 6tudi6s au LIRMM depuis 1997t, i partir d'un ensemble de concepts choisis a priori.
Nous expliquons dans cette partie certaines notions de base qui nous seront utiles pour pr6senter
ensuite la construction par 6mergence, c'est d dire sans concepts pr6d6finis.
Principe G6n6raux Nous repr6sentons les aspects th6matiques des segments textuels (do-
cuments, paragraphes, syntagmes, etc.) par des vecteurs conceptuels, une formalisation de la
rvoir les articles de l'6quipe dans les pr6c6dentes 6ditions de cette conftrence ou (Schwab, 200r.
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projection de la notion tinguistique de champ s6mantique dans un espace vectoriel. A partir
d'un ensemble de notions 6l6mentaires dont nous faisons l'hypothdse, les concepts2, il est pos-
sible de construire des vecteurs dont chaque composante correspond d un concept et est positive.
Par exemple, le vecteur de l'item lexical ,vie'o qui fusionne tous les sens de 'vie', pevt 6tre pro-
jet6 sur les concepts suivants (les coxcrerlintensite) sont ordonn6s par valeurs d6croissantes de
l'intensit6) tV,vie': (wal0.7), Nussaucal0.4Y), rxr,tNcnl 0.46), uonrlo.ns), wanrcsszl1.4l), ...).
La construction des vecteurs conceptuels se fait d partir de d6finitions extraites de diverses
sogrces (dictionnaires, listes de synonymes, indexations manuelles, ...). Cette m6thode d'ana-
lyse construit, d partir de vecteurs conceptuels d6jd existants et de nouvelles d6finitions, de
nouveaux vecteurs.
Distance angulaire La comparaison entre deux vecteurs se fait grdce i la distance angulaire
Da. Pour deux vecteurs conceptuels A et B, D|(A,B) : arccos(Si'm(A,B)) ot 'Sirn est
Si,m(X,y) : cos(,f]) : ffi'T. Intuitivement, cette fonction constitue une 6valuation de
la proximitd thdmatique et en'piiti[tie la mesure de I'angle entre les deux vecteurs. Empirique-
ment, nous estimons que pour une distance De(X,y) < T (45"), X et Y sont th6matiquement
proches et partagent plusieurs concepts. Pour Da (X, y) > f,, la proximit6 th6matique est consi-
d6r6e comme faible et aux alentours de f (90'), X et Y n'ont aucune relation. Nous obtenons,
par exemple, les angles suivants :
Da(I(,fourmilier,),Y(fourmilier')):0 (0') D,e(Y(,fourmi.lj.er,),Y(,mammiftre)H.36 (21")
o'iivi,fo"rmiliepj',vilanimah)):0.+s 1zO'; pey(fourmilier'),Y('quadrup.dde))442 (24")
O'iNifourmilier,),Y(.train'\):L l8 (68') Da(Y("fourmilier'),Y(fourmi')):0,26 (15')
Le premier r6sultat a une interpr6tation directe, fourmilier'ne peut Otre plus proche d'autre
chose que de lui mQme. Le fait qu'un fourmilier'soit un 'mammiJ\re' explique le deuxidme
r6sultat. IJn ifourmilier r{a que peu de rapport avec un 'train'ce qui explique I'angle plus im-
portant. Dans le dernierexemple,l'angle peu important entrefourmilier etfourmi' se comprend
si on se rappelle que Dnest une distance th6matique et nonune distance ontologique. Uexamen
de la d6finition de fourmilier, <<mammiftre qui se nourrit defourmis >, explique le r6sultat.
Le voisinage th6matique, une vision continue de la th6matique La fonction de voisinage
th6matique permet de connaitre les items lexicaux voisins d'un item lexical donn6. On ddfinit V
la fonction de voisinage qui renvoie les k items les plus proches en termes de distance angulaire
Da d'un texte Z dans une base vectorielle. Soit
lV(De, Z,k)l : 1t VX € V(De,, Z,k), VY e V(Do, Z,k), De(X,z) < DA(Y,z)
Par exemple, les 7 termes proches et ordonn6s par distance th6matique croissante du nom 'mort'
peuvent 
€tre :
V(De,,,rnort,,]) : (,mort, 0) (,meurtre, 0.367) (,tueur' A377) ('6ge de la vie'0.481) ('tyrannicide'
0.5 16) ('tuer' 0.579) ('mort :adi' 0.582)
La m6thode de voisinage peut 6tre utilis6e lors de I'apprentissage des vecteurs conceptuels pour
v6rifier la coh6rence globale de la base ou en phase d'exploitation pour trouver le meilleur mot
i utiliser dans un 6nonc6. Ainsi, elle constitue un nouvel outil pour acc6der aux mots et i leur
sens, compl{mentaire i ceux d6crits dans (Zock,2002) comme la forme,la morphologie ou la
navigation dans un grand r6seau lexical. La fonction de voisinage pennet ainsi une navigation
2Dans notre expdrimentation sur le frangais nous utilisons (Larousse, 1992) qui d6fini 873 concepts.
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dans le domaine du continu contrairement aux r6seaux s6mantiques qui ne permettent qu'une
navigation discrdte.
Somme vectorielle Soient X etY deux vecteurs, leur somme vectorielle normde V est d6finie
par : 82 --' 19 : V : X @Y I V : ffioir rg est l'ensemble des vecteurs conceptuels,I{ (resp xrY) reprdsente la ldme compolitrte'du vecteur v (resp. x, y).
La somme vectorielle norm6e de deux vecteurs donne un vecteur 6quidistant en termes d'angle
des deux premiers vecteurs. Il s'agit en fait d'une moyenne des vecteurs somm6s. En tant
qu'op6ration sur les vecteurs conceptuels, on peut donc voir la somme vectorielle norm6e
comme l'union des id6es contenues dans les termes.
Soient X et Y deux vecteurs, leur produit terme d terme normalisd I/ est d6fini par : 82 --8 : V : X I y l ro : r/Tiail'op6rateur I peut 6tre interpr6t6 comme un op6rateur
d'intersection entre vecteurs. Si I'intersection entre deux vecteurs est le vecteur nul, alors ils
n'ont rien en corlmun. Du point de we des vecteurs conceptuels, cette op6ration permet donc
de s6lectionner les id6es communes i un ensemble de termes.
Construction des vecteurs par 6mergence L'approche par 6mergence s'aftanchit de tout
th6saurus et vecteurs de concept comme base de d6part. Seule d,la taille du vecteur est fix6e
a priori. Le mode de construction des vecteurs est identique au moddle classique i la ditr6-
rence que si un des vecteurs entrant dans la somme est inexistant, car non encore calcul6, alors
ce vecteur est tfu6 au hasard. Le processus de calcul est itdr6 jusqu'd convergence de chaque
vecteur.
Comme nous le montrons de fagon plus d6taill6e dans (Lafourcade,2006), il y a un certain
nombre d'avantages d utiliser ce moddle. Le premier d'entre eux est de pouvoir choisir libre-
ment la quantit6 de ressources que I'on souhaite utiliser en choisissant la taille des vecteurs de
fagon appropri6e. Pour donner une id6e de I'importance de ce choix, une base de 500000 vec-
teurs de dimension 1000 fait environ 2Go, de taille 2000 ,4Go,. . . Comme il ne serait pas alors
ni raisonnable ni facile de d6finir une jeu de concept de la taille choisie, autant chercher une ap-
proche nous pennettant de nous en passer. De plus, ce qui peut sembler un pis-aller ou au mieux
un compromis, s'avdre un avantage car la densit6 lexicale dans l'espace des mots calcul6s par
6mergence est bien plus constante que dans un espace of les concepts sont pr6calcul6s. En effet,
les ressources (les dimensions de I'espace) ont tendance d 6tre hannonieusement distribu6es en
fonction de la richesse lexicale.
4 Mod6lisation hybride du sens : vecteurs conceptuels et 16-
seaux lexicaux
4,1 Apport des r6seaux lexicaux aux vecteurs conceptuels
Les distances utilis6es sur les vecteurs, cornme le montre (Besangon,200l), mettent en exergue
les composantes communes etlou les composantes distinctes. Si nous utilisons en particulier
la distance angulaire, c'est que ses caract6ristiques math6matiques, sa simplicit6 i comprendre
et d interpr6ter linguistiquement ainsi que son efficacit6 en termes de temps de calcul en font
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un bon outil. Quelle que soit la distance choisie, utilis6e sur ce type de vecteur (repr6sentant
des id6es, des concepts plutdt que des termes cooccurrents), elle est d'autant plus faible que les
vecteurs des objets lexicaux qui en sont les arguments sont dans un champ s6mantique proche
(en isotopie selon la terminologie de Rastier (Rastier, 1985).
Dans le cadre d'une analyse s6mantique cofltme celle qui nous int6resse ici, nous I'utilisons
pour tirer profit des informations mutuelles contenues dans les vecteurs conceptuels pour faire
de la d6sambiguisation lexicale sur des mots qui ont des sens situ6s dans un champ s6mantique
proche. Ainsi, <<Zidane a marqub un but ) peut Otre d6sambiguis6e grdce aux id6es communes
concernant le sport tandis que ( L'avocat a plaide d la cour > peut l'Ohe grdce i celles concer-
nant la justice. De mQme, en ce qui concerne les rattachements prepositionnels, les vecteurs
peuvent permettre dans < Il voit lafille avec un ttlescope. > de rattachet <<avec un tilescope>>
au verbe 'voir grdce aux id6es communes sur la vision.
En revanche, les vecteurs concepfuels ne peuvent pas aider d r6soudre des cas ori les termes
mis en jeu sont dans des champs s€mantiques diftrents. On remarquera m6me qu'une ana-
lyse ne reposant que sur eux peut conduire d de gros contre-sens. Par exemple, dans la phrase
<< L'avocat a mangi un fruit >>, <evocat> ne peut 6tre interpr6t6 que comme le fruit et non comme
I'auxiliaire de justice. Ces limites des vecteurs conceptuels ont 6t6 exp6rimentalement montr6es
pour I'analyse s6mantique sur des algorithmes d fourmis dans (Lafourcade & Guinand,2006).
Il aurait fallu que des connaissances coflrme <<un avocat est un 6tre humain>> et <<un €tre hu-
main mange> puissent Qtre identifi6es, ce qui n'est donc pas possible avec des vecteurs concep-
tuels seuls. Les vecteurs conceptuels seuls ne sont ainsi pas suffisants pour exploiter certaines
instances de fonctions lexicales dans les textes et un r6seau lexical peut donc aider i pallier
ces manques. Des publications ant6rieures ont montr6 la n6cessit6 de cette approche hybride :
(Schwab et al.,2A0D pour les antonymies, (Lafourcade & Prince ,2003) pour les g6n6riques et
les hyperonymes. (Schwab, 2005) 6tend cette constatation d toute relation susceptible d'aider i
la r6solution d'une analyse s6mantique.
4.2 Apport des vecteurs conceptuels aux reseaux lexicaux
S'ils b6n6ficient d'une pr6cision certaine, le rappel des r6seaux est bien moins fort. Il est, en
effet, difficile de penser que I'on pourrait repr6senter toutes les relations entre les termes. En
effet, comment consid6rer deux termes qui sont dans le m6me champ s6mantique ? Ils peuvent
trds bien ne pas se trouver dans le r6seau car ils ne seraient pas forc6ment reli6s par un des arcs
"classiques". Envisager I'introduction d'arcs de type champ sdmantique, poserait d nos yeux
deux probldmes dus au caractdre flou et flexible de cette relation :
- 
le premier est li6 d f id6e de la relation que se fait le concepteur de la base, i quel moment
considdre-t'il que deux synsets sont dans le m6me champ s6mantique ? Dans un cas d6favo-
rable, on aurait trds peu de ces arcs tandis que dans un cas oppos6, onpourrait se trouver avec
une explosion combinatoire du nombre d'arc;
- 
le second probldme, plus fondamental, est 1i6 d la repr6sentation elle m€me. Comment envi-
sager de repr6senter par un 6l6ment discret une relation floue donc du domaine du continu?
Ainsi, le domaine du continu offert par les vecteurs conceptuels ofte des flexibilit6s que le
domaine du discret offert par 1es r6seaux ne peut donner. Il permet de pouvoir rapprocher des
mots sur des id6es peu importantes mais pourtant coillmunes d deux objets.
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Avec cette approche hybride - vecteurs conceptuels, r6seau lexical - nous proposons de com-
biner des informations de nature compl6mentaire. Les vecteurs concepfuels et l'op6ration de
distance th6matique par leur nature peuvent pallier le faible rappel intrinsdque aux r6seaux
lexicaux tandis que ces derniers peuvent permettre de d6sambiguiser les cas qui sont dans un
champs s6mantique diff6rent contrairement aux vecteurs conceptuels. Les d6fauts des uns sont
ainsi compens6s par les qualit6s des autres ce qui fait des vecteurs conceptuels et des r6seaux
lexicaux des outils compl6mentaires.
5 Exp6rience sur wordNet: utilisation des donndes
5.1 Exploitation des d6finitions
Le projet eXtended WordNet (Mihalcea & Moldovan,200l) est men6 dla Southern Methodist
Universtty de Dallas au Texas et vise deux objectifs : (l) d6sambiguiser I'ensemble des termes
utilis6s dans les d6finitions des synsets, c'est-d-dire indiquer quels sont les synsets employ6s
dans la d6finition; (2) Transformer ces d6finitions en forme logique pour permettre pns acie-
ment les calculs.
Ces donn6es ont 6t6 r6alis6es de fagon semi-automatique en utilisant les informations du 16-
seau3, des distances entre d6finitions ou bien les informations sur le domaine. Ces donn6es sont
en partie contr6l6es i la main et le taux de pr6cision de plus de 90%.
Pour les vecteurs conceptuels, nous avons utilis6 ces donn6es sous forme logique car elles per-
mettent de rep6rer les 6l6ments les plus importants de la d6finition, en particulier le genre. Le
calcul se fait ainsi sur un arbre en d6pendances fabriqu6 i partir de ceue d6finition pr6trait6e
pour enlever le m6talangage difficilement exploitable pour une analyse th6matique. b* ,,o,
explications, nous allons prendre pour exemple la forme logique de la d6finition de fourmi.
ant :NN(xl) -> social :JJ(xl) insect :NN(xI) tive :VB(el, xI, x3) in :IN(el, x2) organized :JJ(x2) colony :NN(x2)
Elle est organis6e en 3 ensembles: xl : {social, insect},x2: {organised, colony} et el :{live}. Ce dernier ainsi que ln permettent de hi6rarchiser les ensembles. Le vecteur de chacun
des ensembles est calcul6 en faisant la somme vectorielle de l'6l6ment le plus porteur de sens
de cet ensemble (verbes, VB; noms, NN ) et de la moiti6 des adjoints (adverbes, RB; adjectifs,
JJ). Le calcul du vecteur global se fait ensuite par soflrme vectorielle pond6r6e des diftrents
ensembles dans I'arbre en commengant par la partie la plus basse. Ce mode de calcul permet
de consid6rer de fagon prepond6rante le genre sur les autres termes de la d6finition et de fagon
plus g6n6rale les t€tes sur leurs d6pendants syntaxiques. La figure I synth6tise ce calcul. Aucun
pr6dicat n'6tant dans l'ensemble x3, il n'apparait pas sur le sch6ma.
5.2 Exploitation des relations
L'exploitation des relations se fait d deux niveaux : (l) pour la construction des vecteurs,
elles permettent de fabriquer de manidre compl6mentaire aux d6finitions le vecteur d'un syn-
set; (2) pour 6viter les ph6nomdnes de regroupement d,ensembles distincts.
3Par exemple' pour une ddfinition aristot6licienne (en genre et diftrences), si le genre a un sens qui est aussi
un hyperonyme du synset d6fini, on considdre que ce sens est celui utilis€ dans la d6finition.
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Construction du vecteur conceptuel de la d6finition de fourmi
5.2.1 Construction des vecteurs
La construction d'un vecteur conceptuel est effectu6e pour chaque neud du r6seau par simple
somme pond6r6e des vecteurs des neuds reli6s. Soit un neud l[ reli6 a k neuds N1 . ..Ah, le
vecteurde N, y(If) sera 6gal eply(lfl) +pzV(Nz) +... + p*V(N*) otp; estlepoids du
i-dme naud. Le vecteur somme est ensuite normalis6.
Cette approche entraine naturellement une agglom6ration des vecteurs. Il est donc n6cessaire
d'augmenter le contraste d'un vecteur i la suite de son calcul. Pour ce faire, on calcule le co-
efficient de variationa de V. Si ce dernier ne se situe pas a 10% du CV moyen alors le vecteur
subit une op6ration non lin6aire d'amplification (la mise i une puissance n de chaque compo-
sante puis normalisation), et ce de fagon it6r6e jusqu'ir I'obtention d'un coefficient de variation
dans la fourchette acceptable. Cette demidre a 6t6 estim6e d partir des valeurs obtenues dans les
exp6riences avec concepts pr6d6finis.
5.2.2 Problbme du regroupement d'ensembles distincts
Un demier probldme potentiel est que les vecteurs de deux ensembles distincts (i la fois au sens
du r6seau lexical et de la th6matique) de termes peuvent occuper la mOme rdgion de I'espace.
L'approche du calcul se faisant par activation et les vecteurs 6tant tir6s au hasard ir I'initialisation
rien n'emp6che que cela se produise par accident. Il est donc n6cessaire de "s6parer" les vecteurs
proches mais correspondant pourtant i des parties trds diftrentes du r6seau lexical et de la
th6matique.
La d6tection de ce ph6nomdne se fait par scrutation du voisinage d'un vecteur conceptuel. Si
parmi ses n premiers voisins, la densit6 de mots n'ayant rien d voir avec le mot 6tudi6 est
importante alors une action de s6paration doit 6tre entreprise.
Cette action de s6paration consiste i plonger I'ensemble du r6seau dans un champs ori les neuds
ont tendance i se repousser. En s'inspirant directement de la physique, une force de repulsion
en If d2 est calcul6e it6rativement entre les neuds. Pour un neud donn6, on peut ainsi calculer
al,e coefficient de variation CV est donn6 par la formule ffi avec EC(V) l'6cart type du vecteur V et p(V)
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la moyenne arithm6tique des composantes de V.
compl6mentarit6 des R6seaux lexicaux et des vecteurs conceptuels
un vecteur d6placement qui va l'dloigner des neuds dont il se trouve trop prds. Les neuds ne se
rapprochant pas par voisinage th6matique (lors de la premidre phase du calcul) mais se trouvant
proches "par accident" finissent ainsi nafurellement par se s6parer.
6 Conclusion
Dans cet article, nous avons pr6sent6 les vecteurs concepfuels construits par 6mergence. Nous
avons montr6 en quoi ils peuvent aider d r6soudre le <<probldme du tennis > de par leur carac-
tdre compl6mentaire aux rdseaux lexico-s6mantiques dont I'exemple le plus courant dans les
recherches actuelles est WordNel. En effet, le rappel des rdseaux est faible, ils ne permettent
pas facilement de repr6senter le champs s6mantique contrairement aux vecteurs tandis que ces
derniers ne sont pas suffisants por.r repr6senter des relations cornme I'hyperonymie ou la m6ro-
nymie.
Notre proposition est de tirerprofit de cette compl6mentarit6 en ajoutant dWordNetdes vecteurs
concepfuels construits d partir des d6finitions et des relations contenues dans cette base. La
m6thode propos6e ici tient du domaine du continu contrairement d I'ensemble des m6thodes
que nous avons 6tudi6es dans la litt6rature qui, elles, font partie du domaine du discret (ajout
d'arcs pour les relations, de symboles sur le domaine, etc.).
Nous avons conscience que cette m6thode ne permet seulement que de rdsoudre une partie du
<<probldme du tennis >>. En effet, les vecteurs conceptuels ne permettent pas d'exhibei les rap-
ports collocationnels non-th6matiques entre items. Il s'agit essentiellement des relations qu'Igor
Mel'duk mod6lise avec ses fonctions lexicales syntagmatiques (Mel'Euk et al., 1995) *--t
I'intensification (<<peur bleue >> ; Magn (,peur,\ : ,bleue,\),la d6gradation (< lait tourne >>;
Degrad ('lait') : 'tottrner') ou bien encore le confirmateur (< argument valable >>; Ver (.ar-
gument'): 
'valable'). Comme le remarque (Ferret & Zock,2006), ces relations font partie de
celles qu'il faudrait waisemblablement avoir dans une base lexicale. Nous partageons ce point
de vue, certaines pistes ont 6t6 explor6es dans (Schwab, 2005) et continuent d l'6tre actuelle-
ment.
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