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1 Introduction
The notion of a geometric crystal was introduced and developed recently in [2], motivated by
the needs of representation theory of p-adic groups. It is shown in [1, 2] that some particular
geometric crystals give rise to interesting set-theoretical solutions R of the quantum Yang-
Baxter equation, which satisfy the involutivity (or unitarity) condition R21R = 1 (more
precisely, they give rise to “rational” set theoretical solutions, see below).
On the other hand, involutive set-theoretical solutions of the quantum Yang-Baxter equa-
tion are studied in [4], following a suggestion of Drinfeld, [3]. It turned out in [4] that there
is an especially nice theory of such solutions if an additional nondegeneracy condition is sat-
isfied. In particular, in this case one can define the structure group GR of a solution (X,R),
which acts on X . The image G0R of GR in Aut(X) is called the reduced structure group. The
complexity of this group, in a sense, characterizes the complexity of the solution (X,R).
In this note we show that the maps (X,R) arising from the geometric crystals of [1],[2] are
nondegenerate, and give a new proof that they satisfy the quantum Yang-Baxter equation
and the involutivity condition. Then we calculate the reduced structure group of (X,R) and
show that it is a subgroup of the group PGLn(C(λ)). We also give a new, direct proof of
Theorem 8.9 of [1].
Remark. There is a seemingly technical, but in fact fundamental point that needs to
be stressed. The nondegenerate solutions coming from geometric crystals live not in the
category of sets (like the solutions from [4]) but in the category of irreducible algebraic va-
rieties, where morphisms are birational maps. In particular, they cannot be viewed as usual
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nondegenerate set-theoretical solutions, studied in [4]; they are similar but yet essentially
new, more complicated objects. As a result, the theory of [4] has to be generalized to the
“rational” case, to be applicable to geometric crystals. This generalization is not straight-
forward, and it is not entirely clear which parts of the theory survive and which do not. This
seems to be an interesting problem for future research.
Acknowledgments. The author thanks A.Braverman and D.Kazhdan for useful discus-
sions. This work was partially supported by the NSF grant DMS-9988796, and conducted
in part for the Clay Mathematics Institute.
2 Rational set-theoretical R-matrices
Let us generalize the setting of [4] to the “rational” case.
Let X be an irreducible algebraic variety over C. Let R be a birational isomorphism of
X ×X to itself.
Let us write R(x, y), x, y ∈ X , as
R(x, y) = (fy(x), gx(y)). (1)
The rational mappings fz, gz : X → X are well defined for generic z ∈ X .
Definition 2.1 R is said to be nondegenerate if fz, gz are defined and are birational isomor-
phisms for all z.
For example, R = 1 is nondegenerate but R = P (the permutation) is not.
Definition 2.2 R is said to be involutive if R21R = 1.
The quantum Yang-Baxter equation for R is the equation
R12R13R23 = R23R13R12 (2)
between birational isomorphisms of X3.
Definition 2.3 A solution R of the quantum Yang-Baxter equation will be called a rational
set-theoretical R-matrix.
For an irreducible variety Y , let Bir(Y ) be the group of birational automorphisms of Y .
An involutive R-matrix R defines, for each N , a homomorphism ρRN : SN → Bir(X
N), given
by ρ((i, i+ 1)) = PRi,i+1. For example, for R = 1 this is the usual action by permutations,
and for R = P the trivial action.
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Proposition 2.4 If R is nondgenerate then ρRN is conjugate to the usual action ρ
1
N . Namely,
ρRN = J
−1
N ρ
1
NJN , where JN ∈ Bir(X
N) is given by
JN (x1, ..., xN ) = (fxN ...fx2(x1), ..., fxN (xN−1), xN ). (3)
Proof: As in [4], Section 1.
Let R be an involutive nondgenerate rational set-theoretical R-matrix. Let U ⊂ X2 be
the domain of definition of R, i.e. the largest open set such that R is regular on U . Let GR
be the group generated by the points of X with defining relations
xy = y′x′ (4)
if (x, y) ∈ U and R(x, y) = (x′, y′). The group GR is called the structure group of (X,R).
Proposition 2.5 The group GR acts on X by birational transformations in two ways: z →
f−1z and z → gz.
Proof: As in [4], Section 2.
Let us denote the image in Bir(X) of the first action by G+R and of the second one by
G−R. These groups will be called reduced structure groups of (X,R).
3 Rational set-theoretical R-matrices arising from ge-
ometric crystals.
Let us recall the construction of [1, 2] (see [1], Section 8).
Let T = (C∗)n. Elements of T will be written as t = [t1, ..., tn], ti ∈ C
∗.
For k ≥ 2 let
∆k(x,y) = x1...xk−1 + x1...xk−2yk + ... + y2...yk. (5)
(we agree that ∆1 = 1). Let
η(x,y) =
x1...xn − y1...yn
∆n(x,y)
(6)
The following proposition is easy.
Proposition 3.1 [1, 2] There exists a unique rational map R : T 2 → T 2,
R(x,y) = (x′,y′), (7)
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such that
x′1...x
′
k = y1...yk +∆k(x,y)η(x,y), (8)
and
x′iy
′
i = xiyi, (9)
n∏
i=1
xi =
n∏
i=1
x′i. (10)
Our first result is
Proposition 3.2 R is nondegenerate.
This proposition is proved in the next section.
Moreover, one has the following result, which is a part of Theorem 8.9 of [1], proved in
[2] using geometric crystals.
Theorem 3.3 R is an involutive rational set-theoretical R-matrix.
We give a direct proof of this theorem in Section 5. We note that such a proof was known
to the authors of [1], but as far as we know, it is unpublished.
Corollary 3.4 The SN action on T
N defined by R is conjugate to the usual one.
Remark. Since in the construction ofR one does not use subtraction (see [2]), one can re-
gard R as a usual (i.e. not “rational”) set-theoretical R-matrix defined on the set of points of
T with positive real coordinates. Another (essentially, equivalent) way to turn R into a usual
set-theoretical R-matrix is to use tropicalization (see [2] and references therein). However, it
is easy to see that these usual R-matrices will not be nondegenerate. We don’t expect that it
is possible to interpret R as a usual (not “rational”) nondegenerate set-theoretical R-matrix,
and believe that it is essential to use the “rational” generalization to attain nondegeneracy.
Our second result is
Proposition 3.5 The groups G+R, G
−
R are subgroups of PGLn(C(λ)). These subgroups are
isomorphic to each other.
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This proposition is proved in Section 5. In the proof, we actually describe the groups
G+R, G
−
R explicitly.
Remark. We want to stress that we don’t understand the meaning of the groups G±R and
of Proposition 3.5 in the context of geometric crystals. We also don’t know how to generalize
the main construction of [4] (the bijective cocycle construction) to the rational case, so that
it would produce the solutions considered here. It seems that such a generalization would
be interesting and useful.
Finally, we give a direct proof of Theorem 8.9 of [1] (according to [1], a proof of this result
without the theory of geometric crystals was previously unavailable). More specifically, we
prove the following statement, which is what Theorem 8.9 of [1] claims in addition to Theorem
3.3.
Let M = (C∗)mn be the set of n by m matrices with entries from C∗. Using the R-matrix
R defined in Section 3, we can define two symmetric group actions on M : one of Sm (on
columns) and another of Sn (on rows).
Theorem 3.6 The actions of Sn and Sm on M commute with each other.
This theorem is proved in Section 6.
4 Proof of Proposition 3.2
Let us introduce functions on Ti : T → C
∗ by T0(t) = 1, and Ti = Ti−1ti mod n, where
i mod n takes values 1, ..., n. In this way, Tj(t) is defined for all integer j.
We have T = ∪c∈C∗Tc, where Tc = {t ∈ T |Tn = c}. It is clear that for (almost) all c, the
map fz, gz map Tc to Tc.
Define two compactifications of Tc, the projective spaces P+ and P−. To do this, it is
sufficent to define two open embeddings j+, j− : Tc → CP
n−1. We define them by
j+(t) = (1, T1(t), ..., Tn−1(t)); j−(t) = (T1(t)
−1, ..., Tn−1(t)
−1, Tn(t)
−1 = c−1); (11)
The projective coordinates on P+, P− will be denoted by Z = (Z1, ..., Zn).
Now let us take x ∈ Ta, y ∈ Tb, and calculate fy : Ta → Ta, gx : Tb → Tb. Let
Xi = Ti(x), Yi = Ti(y).
Proposition 4.1 (i) The map fy : Ta → Ta extends to a projective transformation of P+
given by
Z→ Af(y, a)Z, (12)
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where Z is understood as a column vector, and Af is the matrix given by
Af (y, a)ij = Yi−1Y
−1
j a, i > j; Af(y, a)ij = Yi−1Y
−1
j b, i ≤ j, (13)
for 1 ≤ i, j ≤ n.
(ii) The map gx : Tb → Tb extends to a projective transformation of P− given by
Z→ Ag(x, b)Z, (14)
where Ag is the matrix given by
Ag(x, b)ij = Xj−1X
−1
i a, i ≥ j; Ag(x, b)ij = Xj−1X
−1
i b, i < j, (15)
for 1 ≤ i, j ≤ n.
Proof: The proof is by a straightforward calculation.
Now it is easy to prove Proposition 3.2. For this, we need to check the invertibility of the
matrices Af and Ag. To prove the invertibility of this first matrix, it is sufficient to observe
that detAf (y, a) = (b− a)
n−1 (this is easily established by induction). The second matrix is
the transpose of the first one, so the result follows.
5 Proof of Theorem 3.3 and Proposition 3.5
We start with proving Theorem 3.3. Let us calculate the matrix A−1f (y, a), computing the
minors of Af of size n− 1. We find that (A
−1
f )ij = 0 unless j − i is 0 or 1 modulo n, and
(A−1f )ii = (b− a)
−1YiY
−1
i−1, (A
−1
f )i,i+1 = −(b− a)
−1, (A−1f )n,1 = −a(b − a)
−1. (16)
The matrix A−1g is, as we mentioned, the transpose of A
−1
f .
This leads to universal expressions for f−1 and g−1 which do not depend of a, b and even
of n, and have a “local” form (in terms of the indices involved). These expressions will be
useful below, but also seem interesting by themselves.
Namely, let X,Y denote infinite sequences consisting of all Xi = Ti(x), Yi = Ti(y), i ∈ Z.
Consider the functions from pairs of sequences to sequences, given by the formulas
φY(X)i = Yi+1Y
−1
i Xi −Xi+1, γX(Y)i = (XiXi−1Y
−1
i − Y
−1
i−1)
−1. (17)
The formulas for A−1f and A
−1
g imply the following.
Proposition 5.1 In terms of the projective coordinates Xi, Yi, the maps (x,y) → f
−1
y (x)
and (x,y)→ g−1x (y) are given by the functions φ and γ respectively.
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Let us now use this proposition to show that R is involutive.
We must check that y = g−1
f−1y (x)
◦ f−1x (y), x,y ∈ (C
∗)n.
According to Proposition 5.1, this reduces to the identity
(Yi+1Y
−1
i Xi−Xi+1)(YiY
−1
i−1Xi−1−Xi)
−1(Xi+1X
−1
i Yi−Yi+1)
−1− (XiX
−1
i−1Yi−1−Yi)
−1 = Y −1i ,
(18)
which is straightforward.
Now let is prove the quantum Yang-Baxter equation for R. It has three components. Let
us prove the identity in the first components. It has the form
fyfx = ffy(x)fgx(y). (19)
After changes of variables and inversions (using the involutivity of R) we see that this identity
is equivalent to the claim that the map f−1
f−1y (x)
f−1y is a symmetric function of x,y. Applying
this map to z using Proposition 5.1, we find that this map is given by the operator on
sequences defined by
(BZ)i = (Yi+2Y
−1
i+1Xi+1−Xi+2)(Yi+1Y
−1
i Xi−Xi+1)
−1(Yi+1YiZi−Zi+1)−(Yi+2Y
−1
i+1Zi+1−Zi+2).
(20)
But the symmetry of this operator in X,Y is clear: The coefficient of Zi is
Yi+2Xi+1−Yi+1Xi+2
Yi+1Xi−Xi+1Yi
,
while the coefficient of Zi+1 is
− (Yi+2Y
−1
i+1Xi+1 −Xi+2)(Yi+1Y
−1
i Xi −Xi+1)
−1 − Yi+2Y
−1
i+1, (21)
which equals −Yi+2Xi−YiXi+2
Yi+1Xi−Xi+1Yi
. This proves the first component of QYBE.
The third component of QYBE is completely analogous to the first one. The second
component follows automatically from the involutivity and the first component, as shown
in Proposition 2.2c in [4] (the straightforward proof of this from [4] applies verbatim in the
case of rational maps). Theorem 3.3 is proved.
Now let us prove Proposition 3.5. Recall that by definition, the group G+R is a subgroup
of Bir(T ) generated by f−1y , y ∈ T . In other words, G
+
R is generated by the matrix functions
Af (z, λ)
−1 of the parameter λ ∈ C∗ for all z ∈ T . Thus, G+R ⊂ PGLn(C(λ)). Similarly,
G−R ⊂ PGLn(C(λ)) is generated by the matrix functions Ag(z, λ), z ∈ T .
Finally, it is easy to see that the groups G+R, G
−
R are isomorphic, since Af(z, λ)
T =
Ag(z, λ).
Proposition 3.5 is proved.
Remark. It is shown in [4] that for usual nondegenerate involutive set-theoretical R-
matrices, the groups G+R, G
−
R are not only isomorphic but also conjugate in Aut(X) by a
certain bijection T , which intertwines f−1x and gx. In our situation, however, the map T
is not well defined because of the “rational” character of the R-matrices. Therefore, the
isomorphism of G+R, G
−
R has to be checked independently.
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6 Proof of Theorem 3.6
Consider an n by m matrix (zkl) (n,m > 1) with entries from C
∗. Fix i : 1 ≤ i ≤ m − 1,
and j : 1 ≤ j ≤ n − 1. We want to show that the involution σ = PRj,j+1 acting on the
rows of this matrix, commutes with the involution τ = PRi,i+1 acting on the columns. For
this purpose, we will calculate the composition τσ, and show that it is “symmetric under
transposing the matrix”, which would imply the commutativity.
The elements which are subject to change under the composition τσ are only those in
rows j, j + 1 or columns i, i + 1. Therefore, it makes sense to introduce separate notations
for these elements: xk = zjk, yk = zj+1,k, pl = zli, ql = zl+1,i. Introduce Xk, Yk as in Section
4, and similarly Pl, Ql. The same entries after application of σ, respectively τσ, will be
denoted by the same letters with *, respectively **. Let Xm = a, Ym = b, Pn = c, Qn = d.
The running subscript k will be between 0 and m, and l between 0 and n. Since our rows
and columns have four elements in common, we have the following four equations:
Pj
Pj−1
=
Xi
Xi−1
;
Qj
Qj−1
=
Xi+1
Xi
;
Qj+1
Qj
=
Yi+1
Yi
;
Pj+1
Pj
=
Yi
Yi−1
. (22)
Let us also introduce the notation
Gk(X,Y) = a
k∑
r=1
Y −1r Xr−1 + b
m∑
r=k+1
Y −1r Xr−1, (23)
and similarly
Hl(P,Q) = c
l∑
r=1
Q−1r Pr−1 + d
n∑
r=l+1
Q−1r Pr−1. (24)
According to section 4, we have
X∗k = Xk
G0(X,Y)
Gk(X,Y)
, (25)
and
Y ∗k = Yk
Gk(X,Y)
G0(X,Y)
, (26)
We also obviously have P ∗l = Pl, Q
∗
l = Ql for l 6= j. Finally, for l = j, using formulas 22, it
is easy to find that
P ∗j = Pj
Gi−1(X,Y)
Gi(X,Y)
, (27)
and
Q∗j = Qj
Gi(X,Y)
Gi+1(X,Y)
, (28)
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Now let us calculate the parameters after application of τσ. We clearly have
X∗∗k = X
∗
k = Xk
G0(X,Y)
Gk(X,Y)
, k 6= i. (29)
and
Y ∗∗k = Y
∗
k = Yk
Gk(X,Y)
G0(X,Y)
, k 6= i (30)
Now let us compute Q∗∗l . We have
Q∗∗l = Q
∗
l
Hl(P
∗,Q∗)
H0(P∗,Q∗)
. (31)
Let us express this via Pr, Qr. As we know, P
∗
r = Pr and Q
∗
r = Qr, except for r = j.
Thus, if l 6= j, all the stars in this expression can be removed, except in the combination
(Q∗j )
−1Pj−1 +Q
−1
j+1P
∗
j , which occurs both in the numerator and the denominator.
Now, using the formulas for P ∗j , Q
∗
j , we have
(Q∗j )
−1Pj−1 = Q
−1
j Pj−1 + (a− b)
Q−1j Pj−1Y
−1
i+1Xi
Gi(X,Y)
, (32)
and
Q−1j+1P
∗
j = Q
−1
j+1Pj − (a− b)
Q−1j+1PjY
−1
i Xi−1
Gi(X,Y)
. (33)
But it is easy to check using equations 22 that
Q−1j Pj−1Y
−1
i+1Xi = Q
−1
j+1PjY
−1
i Xi−1. (34)
This implies that
(Q∗j )
−1Pj−1 +Q
−1
j+1P
∗
j = Q
−1
j Pj−1 +Q
−1
j+1Pj, (35)
and hence
Q∗∗l = Ql
Hl(P,Q)
H0(P,Q)
. (36)
We now notice the desired symmetry with the expression for Y ∗∗k , k 6= i, under the relabeling
(P,Q, l, j, n, c, d,H)→ (X, Y, k, i,m, a, b, G). Similarly,
P ∗∗l = Pl
H0(P,Q)
Hl(P,Q)
, (37)
which is symmetric to the expression for X∗∗k .
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It remains to compute X∗∗i , Y
∗∗
i , P
∗∗
j and Q
∗∗
j and make sure the desired symmetry is
present. Using the symmetric images of the equations for 27, 28 for P ∗j , Q
∗
j , we get
X∗∗i = X
∗
i
Hj−1(P
∗,Q∗)
Hj(P∗,Q∗)
= (38)
Xi
G0(X,Y)
Gi(X,Y)
·
Hj−1(P,Q)
Hj(P∗,Q∗)
(39)
(the stars in the numerator are removed by formula 35). Now, by formulas 32, 33, we have
Hj(P
∗,Q∗) = c
j∑
r=1
(Q∗r)
−1P ∗r−1 + d
n∑
r=j+1
(Q∗r)
−1P ∗r−1 =
S
Gi(X,Y)
, (40)
where
S = (c− d)(a− b)U +Gi(X,Y)Hj(P,Q), U = Q
−1
j Pj−1Y
−1
i+1Xi = Q
−1
j+1PjY
−1
i Xi−1. (41)
Thus,
X∗∗i = XiS
−1G0(X,Y)Hj−1(P,Q). (42)
The element P ∗∗j can now be found from equations 22:
P ∗∗j = X
∗∗
i P
∗∗
j−1(X
∗∗
i−1)
−1 = PjS
−1H0(P,Q)Gi−1(X,Y). (43)
Now it is apparent that X∗∗i is symmetric to P
∗∗
j under the symmetry (P,Q, l, j, n, c, d,H)→
(X, Y, k, i,m, a, b, G). Namely, it follows from the fact that the expression U , and hence S,
is invariant under this symmetry.
Finally, as we showed before, the expression X∗∗i Y
∗∗
i = X
∗∗
i−1Y
∗∗
i−1P
∗∗
j+1/P
∗∗
j−1 is symmetric
to P ∗∗j−1Q
∗∗
j−1X
∗∗
i+1/X
∗∗
i−1 = P
∗∗
j Q
∗∗
j , which implies that Y
∗∗
i is symmetric to Q
∗∗
j . The theorem
is proved.
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