In connection with the classical Schwartz kernel theorem, we show that in the framework of Colombeau generalized functions a large class of linear mappings admit integral kernels. To do this, we need to introduce news spaces of generalized functions with slow growth and the corresponding adapted linear mappings. Finally, we show that in some sense Schwartz' result is contained in our main theorem.
Introduction
It is well known that the framework of Schwartz distributions is not suitable for setting and solving many differential or integral problems with singular coefficients or data. A natural approach to overcome this difficulty consists in replacing the given problem by a one-parameter family of smooth problems. This is done in most theories of generalized functions and, for example, in Colombeau simplified theory which we are going to use in the sequel. (For details, see the monographies [2] , [7] , [12] and the references therein.)
In this paper, we continue the investigations in the field of generalized integral operators initiated by the pioneering work of D. Scarpalezos [16] , and carried on by J.-F. Colombeau (personal communications and [1] ) in view of applications to physics and by C. Garetto et alii ( [6] ) with applications to pseudo differential operators theory and questions of regularity.
More precisely, the following results holds: Every H belonging to G (R m × R n ) defines a linear operator from G C (R n ) to G (R m ) by the formula 
Let us recall here that D (R n ) is embedded in G C (R n ) and D ′ (R m ) in G (R m ): In the spirit of Schwartz theorem, we prove that in the framework of Colombeau generalized functions any net of linear maps (L ε : D (R n ) → C ∞ (R m )) ε satisfying some growth property with respect to the parameter ε (the strongly moderate nets) gives rise to a linear map L : G C (R n ) → G (R m ) which can be represented as an integral operator. This means that there exists a generalized function H L ∈ G (R m × R n ) such that L(f ) = H L (·, y)f (y) dy for any f belonging to a convenient subspace of G C (R n ).
Moreover, this result is strongly related to Schwartz Kernel theorem in the following sense. We can associate to each linear operator Λ : D (R n ) → D ′ (R m ) satisfying the hypothesis above mentioned a strongly moderate map L Λ and consequently a kernel H L Λ ∈ G (R m × R n ) with the following equality property: For all f in D (R n ), Λ (f ) and H L Λ (f ) are equal in the generalized distribution sense [15] that is, for all k ∈ N and
The paper can be divided in two parts. The first part, formed by section 2 and section 3, introduces all the material which is needed in the sequel. We mention here in particular the notion of spaces of generalized functions with slow growth, which are subspaces of the usual space G R d with additional limited growth property with respect to the parameter ε. Lemma 16 shows one feature of those spaces (used for the proof of the main results): Convolution admits on them as unit some special δ-nets, whereas with result is false in G R d . The second part, formed by the two last sections, is devoted to the definition of strongly moderate nets, the statement of the main results and their proofs. 
where the notation K ⋐ Ω means that the set K is a compact set included in Ω. Let us set
Lemma 1 [10] and [11] i. The functor F : Ω → F (C ∞ (Ω)) defines a sheaf of subalgebras of the sheaf (C ∞ ) (0, 1] ii. The functor N : Ω → N (C ∞ (Ω)) defines a sheaf of ideals of the sheaf F.
We shall note prove in detail this lemma but quote the two mains arguments: i. For each open subset Ω of X, the family of seminorms (p K,l ) related to Ω is compatible with the algebraic structure of E (Ω) ; In particular:
. For two open subsets Ω 1 ⊂ Ω 2 of R d , the family of seminorms (p K,l ) related to Ω 1 is included in the family of seminorms related to Ω 2 and
Definition 2 The sheaf of factor algebras
is called the sheaf of Colombeau type algebras.
The sheaf G turns to be a sheaf of differential algebras and a sheaf of modulus on the factor ring C = F (C) /N (C) with
Notation 3
In the sequel we shall note, as usual,
Generalized functions with compact supports
Let us mention here some remarks about generalized functions with compact supports, which will be useful in the sequel. As G is a sheaf, the notion of support of a section f ∈ G (Ω) make sense. The following definition will be sufficient for this paper. There is an other way to introduce generalized functions with compact support more natural in the sequel. We start from the algebra D (Ω) considered as the inductive limit of
where:
i. (K j ) j∈N is an increasing sequence of relatively compact subsets exhausting Ω, with
ii. D j (Ω) is endowed with the family of semi norms
The topology on D (Ω) does not depend on the particular choice of the sequence (K j ) j∈N . Construction of spaces of generalized functions based on projective or inductive limits have already been considered (see e.g. [3] , [14] ). We just recall it briefly here. Let fix (K j ) j∈N a sequence of compact sets satisfying i. and set
with
With those definitions, we have:
The factor space G D (Ω) = F (D (Ω)) /N (D (Ω)) appears to be a natural space of generalized functions with compact supports. The algebra G D (Ω) does not depend on the particular choice of the sequence (K j ) j∈N Moreover, due to the properties of the family (p j,l ) we have:
Proof. The fundamental property involved is the following: for all j ∈ N and all (f ε ) ε ∈ F j (Ω) we have
The last equality is true since supp
Those two inclusions implies that the map
. Injectivity follows. Conversely, take g ∈ G C (Ω). According to lemma 6, there exists a compact K and a representative (g ε ) ε of g such that supp g ε ⊂ K, for all ε. We observe that K is included in some K j and then that
Embeddings
which is an injective homomorphism of algebras. Moreover, the construction of G R d permits to embed the space D ′ R d by means of convolution with suitable mollifiers. We follow in this paper the ideas of [15] .
Lemma 9 There exists a net of mollifiers
Such a net is built in the following way:
satisfies conditions of lemma 9.
Proposition 10 With notations of lemma 9, the map
This proposition asserts that the following diagram is commutative:
Generalized Integral operators
We collect here results about generalized integral operators. We refer the reader to [1] and [6] for details.
where (H ε ) ε is any representative of H.
Note that in the above mentioned references, the generalized function H satisfies some additive condition such as being properly supported. This assumption is not needed in this paper, since we consider operators on G C (R n ): the integral which appears in definition 11 is performed on a compact set.
Proposition 12 With the notations of definition 11 the operator H defines a linear mapping from
In other words, the map H is characterized by the kernel H
Spaces of generalized functions with slow growth
In the sequel, we need to consider some subspaces of G (Ω) with restrictive conditions of growth with respect to 1/ε when the l index of the families of seminorms is involved, that is the index related to derivatives. We show that these spaces give a good framework for extension of linear maps and for convolution of generalized functions. These are essential properties for our result.
Definitions
Set
, for the resp. case.
Consequently, we can consider the following subalgebra (resp. submodulus)
Remark 14 Some spaces with more restrictive conditions have already been considered (See e.g. [12] , [16] ). Set
For the local analysis or microlocal analysis of generalized functions, the G ∞ regularity plays the role of the C ∞ ' one for distributions [15] [13]. Our spaces
give new types of regularity for generalized functions. This will be studied in a forthcoming paper.
Fundamental lemma
Lemma 16 Let d be an integer and (θ ε ) ε ∈ D R d (0,1] a
net of mollifiers satisfying conditions (3) and (4). For any
Proof. We shall prove this lemma in the case d = 1, the general case only differs by more complicate algebraic expressions.
The
As limsup i→+∞ (q (i) /i) < 1, we get lim i→+∞ (i − l(i)) = +∞, and there exists an integer k such that k − l(k) > m. Taylor's formula gives
ε (y).
According to lemma 9, we have x i θ ε (x) dx ε ∈ N (R) and consequently
for ε → 0.
We get
Using the definition of θ ε , we have
Setting v = x/ε we get
, we have y − εuv ∈ [y − 1, y + 1] for ε small enough. Then, for y ∈ K, y − εuv lies in a compact K ′ for (u, v) in the domain of integration. It follows
The constant C depends only on the integer k and ρ. By assumption on k, we get
Summering all results, we get sup y∈K ∆ ε (y) = O (ε m ) for ε → 0. As (∆ ε ) ε ∈ F C ∞ R d and sup y∈K ∆ ε (y) = O (ε m ) for ε → 0, for all m > 0 and K ⋐ R, we can conclude that (∆ ε ) ε ∈ N C ∞ R d without estimating the derivatives by using theorem 1.2.3. of [7] . 4 Schwartz type theorem
Remark 17 Let us fix a net of mollifiers (θ ε ) ε satisfying conditions (3) and (4) to embed
D ′ R d in G R d . Relation (5) shows that [(θ ε ) ε ] is plays the role of identity for convolution in G L 0 R d and G L 1 R d ,
Extension of linear maps
Nets of maps (L ε ) ε between two topological algebras having some good growth properties with respect to the parameter ε can be canonically extended to the respective Colombeau spaces based on algebras as it is shown in [5] , [4] , [7] for examples. We are going to introduce here some new notions.
We uses the notations of 2.2, specially
where (K J ) J∈N is a sequence of compacts exhausting R n , and D J (R n ) is endowed with the family of semi norms p J,l (f ) = sup |α|≤l, x∈K J |∂ α f (x)| .
Definition 18 Let J be an integer and (
ii. We say that (L ε ) ε is strongly moderate if
In the strong moderation, the growth of p K,l (L ε (f )) with respect to the index l is controlled by the sequence λ (·) which grows at most like l. and by the sequence r(l).
As our main result is based on linear maps from D (R n ) to C ∞ (R m ) we need one further extension: 
There exists J ∈ N such that (f ε ) ε ∈ F J (R n ) and according to the definition of moderate nets, we get (C ε ) ε ∈ F (R + ) and
Inequality (7) leads to (
). Those two properties shows that L is well defined by formula (6) . Now, suppose that (L ε ) ε is strongly moderate and consider
There exists a sequence λ ∈ N N , with λ(l) = O(l) for l → +∞, and a sequence r ∈ N N with limsup l→+∞ (r(l)/l) < 1 such that
We get that
If λ(l) is bounded, we get immediately that q 1 (l) /l = o (1) for l → +∞. If λ(l) is not bounded, we write for l such that λ(l) = 0.
Since λ(l)/l is bounded and q (l) /l = o (1), we get that
) and shows last assertion.
Main theorem
In other words, L restricted to G L 0 ,C (Ω)) can be represented by a kernel H L . The fact that the equality is only valid in G L 0 ,C (R n )) is not surprising. The structure of the theorem is similar as Schwartz'one: f belongs to a "smaller" type of space as H L and L (f ), which both belongs to the same kind of space.
Example 22 Remark 17 and relation (5) shows also that the identity map of
where (ϕ ε ) ε∈(0,1] is any net of mollifiers satisfying conditions (3) and (4) This example shows also that, in general, we don't have uniqueness in theorem 21, but a so called weak uniqueness. In our example, any net (ϕ ε ) ε of mollifiers satisfies ϕ ε → δ in D ′ for ε → 0: Thus, kernels of the form (8) are associated in G (R m × R n ) or weakly equal i.e. the difference of their representative tends to 0 in D ′ for ε → 0. (See [4] , [7] , [11] , [15] for further analysis of different associations in Colombeau type spaces.)
4.3 Link with the classical Schwartz theorem: Equality in generalized distribution sense
) be continuous for the strong topology and consider the family of linear mappings (L ε ) ε∈ defined by
where (ϕ ε ) ε is a family of mollifiers satisfying conditions (3) and (4) of lemma 9. We have:
Consequently, theorem 21 shows that the canonical extension L of the net (
This generalized distribution equality, introduced in [15] , means in other words that, for all k ∈ N,
where (H L,ε ) ε is any representative of H L .
In particular, this result implies that Λ (f ) and H L (f ) are associated or weakly equal, id est
5 Proofs of theorem 21 and propositions 23 and 24
Proof of theorem 21
Let us fix (
) a net of mollifiers satisfying conditions 3 and 4 of lemma 9. For all y ∈ R n we define
For all y ∈ R n and ε ∈ (0, 1], we set Ψ ε,y = L ε (ψ ε,y ).
Lemma 25 The map
is of class C ∞ for all ε ∈ (0, 1].
Proof. The map (y, v) → ψ ε (y − v) from R 2n to R is clearly of class C ∞ . It follows that the map ψ ε,· : y → ψ ε,y , considered as a map from R n to C ∞ (R n ), is C ∞ (see for example theorem 2.2.2 of [7] ). As each ψ ε,y is compactly supported we can show that ψ ε,· belongs in fact to C ∞ (R n , D (R n )) by using local arguments. Since L ε is linear and continuous it follows that Ψ ε is C ∞ .
Let us define, for all ε ∈ (0, 1] and (x, y) ∈ R m × R n :
Note that, for all ε ∈ (0, 1], this integral is performed on the compact set supp ϕ ε .
Lemma 26 For all ε ∈ (0, 1], H ε is of class C ∞ and (H ε ) ε ∈ F (R m × R n ).
Proof. First, the map g → g * ϕ ε from C ∞ (R m ) into itself is linear continuous and therefore C ∞ . Using lemma 25, we get that the map y → (Ψ ε,y * ϕ ε ) = H ε (·, y) from R n to C ∞ (R m ) is C ∞ . Using again theorem 2.2.2 of [7] , we get that H ε belongs to C ∞ (R 2n ).
Consider K and K ′ two compact subsets of R n . Let us recall that the support of ψ ε is compact and decreasing to {0} when ε tends to 0. Then, there exists a compact set K ψ ⊂ R m such that, for all ε ∈ (0, 1], supp ψ ε ⊂ K ψ and supp ψ ε,y ⊂ y − Kψ. Moreover, we can find a compact K J (notation are those of 4.1) such that
Let now consider (α, β) ∈ (N n ) 2 and ∂ α (resp. ∂ β ) the α-partial derivative (resp. β-partial derivative) with respect to the variable x (resp. y). Noticing that there exists a compact set K ϕ ⊂ R m such that, for all ε ∈ (0, 1], supp ϕ ε,y ⊂ K ϕ we get the existence of a constant C such that, for all ε ∈ (0, 1],
The moderateness of (L ε ) ε implies the existence of l ∈ N and (C ′ ε ) ε ∈ F (R + ) such that, for all ε ∈ (0, 1],
The last inequality shows that p K×K ′ |α|+|β| (H ε ) ε belongs to F (R + ), this ending the proof.
For all (f ε ) ε in F (D (R n )) (this set is defined by relation (1)) we can consider
since for all ε ∈ (0, 1], f ε is compactly supported.
Proof. Let (f ε ) ε be in F (D (R n )). For all ε ∈ (0, 1] and x ∈ R m , we have
the two last equalities being true by Fubini's theorem, each integral being calculated on a compact set. For all ε ∈ (0, 1] and ξ ∈ R m , we have the following equality:
Indeed, the integrals under consideration in the above equalities are integrals of continuous functions on compact sets and can be considered as limits of Riemann sums in the spirit of [9] (Lemma 4.1.3, p. 89):
As the mapping L ε is linear, we have
as each f ε (kh) is a scalar: The function ψ ε,y is on the v variable, belonging to R n . By continuity of L ε , we get
Finally, we get for all ε ∈ (0, 1] and ξ ∈ R m ,
and
We are now complete the proof of theorem 21. Set
and (L ε (f ε )) ε . According to lemma 27, we have for all ε ∈ (0, 1],
this last equality by definition of the extension of a linear map.
Proof of proposition 23
Assertion i. We have only to prove continuity on 0. Let us fix ε
for the strong topology. Let us recall that [17] :
for the strong topology if, and only if for all θ ∈ D (R m ) the sequence (T k * θ) k tends to 0, uniformly on every compact set.
For all α in N m , we take θ α = ∂ α ϕ √ ε . Applying lemma 28, the sequences
tends to 0 uniformly on each compact of R m . Then L ε is continuous.
Assertion ii. According to definition 19, we have to show that, for all J ∈ N, the net L ε|D J ε ∈ (L (D J (R n ) , D ′ (R m ))) (0,1] is strongly moderate. We have
Consider K a compact subset of R m . As supp ϕ √ ε decrease to {0} for ε → 0, there exists a compact K ′ such that
The map Θ :
is a bilinear map separately continuous since Λ is continuous. As D J (R n ) and D K ′ (R m ) are Frechet spaces, Θ is globally continuous. There exists C > 0, l 1 ∈ N, l 2 ∈ N such that
In particular, for l ∈ N and α ∈ N m with |α| ≤ l, we have
and P K ′ ,l 2 (∂ α ϕ √ ε (x − ·)) ≤ P K ′ ,l 2 +l (∂ α ϕ √ ε (x − ·)). Let us recall that
By induction on |α| and using the boundeness of ϕ, κ and their derivatives on R m , we can show that there exists a constant C 1 , depending on |α|, ϕ and κ and their derivatives but not on ε, such that sup
It follows that there exists a constant C 2 (independent of ε) such that
Putting this result in relation (11), we finally get the existence of a constant C 3 (independent of ε) such that
The sequence r (·) = l → m+l 2 +l+1 2 satisfies lim l→+∞ (r(l)/l) = 1/2 showing our claim.
Proof of proposition 24
We first have the following:
is equal to T in the generalized distribution sense.
Proof. Take T ∈ D ′ (R m ) and g ∈ D (R m ), with K = supp g. Set, for ε ∈ (0, 1],
As supp ϕ √ ε decrease to {0} for ε → 0, there exists a relatively compact open subset Ω such that ∀x ∈ K, ∀ε ∈ (0, 1] , supp y → ϕ √ ε (x − y) ⊂ Ω.
