Abstract The goal of this paper is to achieve a computational model and corresponding efficient algorithm for obtaining a sparse representation of the fitting surface to the given scattered data. The basic idea of the model is to utilize the principal shift invariant (PSI) space and the l 1 norm minimization. In order to obtain different sparsity of the approximation solution, the problem is represented as a multilevel LASSO (MLASSO) model with different regularization parameters. The MLASSO model can be solved efficiently by the alternating direction method of multipliers. Numerical experiments indicate that compared to the AGLASSO model and the basic MBA algorithm in [35] , the MLASSO model can provide an acceptable compromise between the minimization of the data mismatch term and the sparsity of the solution. Moreover, the solution by the MLASSO model can reflect the regions of the underlying surface where high gradients occur.
Introduction
Sparse representation of a function via a linear combination of a small number of functions has recently received a lot of attention in several mathematical fields such as approximation theory [13, 33, 41, 42] , compressed sensing, signal and image processing [7] [8] [9] [10] etc. The problem can be described as follows. Consider a linearly dependent set of n functions {ϕ i } n i=1 and a function f represented as f = n i=1 X i ϕ i . Since the set of functions is not linearly independent, this representation is not unique. The problem is then to find the sparsest solution, i.e., the coefficient vector X = (X 1 , X 2 , . . . , X n ) has as many zero components as possible (referred to minimizing the l 0 norm of the vector X). This optimization problem is NP-hard, since the l 0 norm is nonconvex and discontinuous. Hence, much attention has been paid to solutions minimizing X 1 = n i=1 |X i | instead. In this paper, we consider the problem of reconstructing a surface from scattered data using a sparse representation. The scattered data fitting problem arises in many applications, such as signal processing, computer graphics and neural networks [32] . In a typical scattered data reconstruction problem, we are given a set of scattered points Ξ = {x 1 , x 2 , . . . , x N } ⊆ R 2 and associated noisy function values f = f | Ξ + n = {f 1 , f 2 , . . . , f N }, where n is the error vector. Then we seek a function g which fits the given data {(
well. There are a lot of existing methods and algorithms in the literature. Various methods can be found in a survey on scattered data interpolation [38] . For approximation methods, Bsplines have a solid mathematical foundation and have been used in many literatures, such as [34, 51] etc. Wavelet frames have also been used to reconstruct implicit surfaces from unorganized point sets in R 3 [16] . In order to control the local and global fitting error simultaneously, adaptive methods are presented in [11, 44] . The adaptivity is achieved by a portion of the data with a patch, testing the fit for satisfaction within a given tolerance, and subdividing the patch if the tolerance is not met [23] . In addition, several approximation methods employ a multilevel structure to approximate data efficiently. In particular, a multilevel scheme based on B-splines is proposed in [35] to approximate scattered data. These methods run on the approximation space S = J j=1 S j , where S j ⊆ S j+1 are principal shift invariant (PSI) spaces generated by a single compactly supported function ϕ. The multilevel approximation procedure is as follows: for each level j, the point set (Ξ, △g j−1 ) is approximated by a function g j ∈ S j obtained by the least square method, where △g j−1 | Ξ =f − (g 1 + · · · + g j−1 )| Ξ . The procedure is terminated until certain conditions are satisfied. Then the final approximation surface is g = g 1 + g 2 + · · · + g J , g j ∈ S j , j = 1, . . . , J.
However, the methods above do not produce the sparse representation of the surface.
In this paper, we present an efficient method to obtain a sparse representation of the fitting surface to the given scattered points. We still choose the space S defined above as the approximation space. But instead of using the multilevel scheme, we put all the basis functions of S j , 1 j J together as a frame of S. Denote the basis functions of S j as {ϕ i,j=1 are linearly dependent, the representation of g as above is not unique and we will seek a relatively sparse one. The choice of the space S makes a sparse representation of g exist and the function ϕ j i can be constructed in a multilevel way. We use the similar approach as those used in compressed sensing, i.e., to use the l 1 norm of the coefficient vector as the regularization term. Thus, the problem can be represented by the following minimization
where A j is the observation matrix defined by
For the case λ 1 = · · · = λ J , the model reduces to the model presented in [30] . Moreover, the l 1 related minimization resulting from our proposed model can be efficiently solved using the alternating direction method of multipliers (ADMM) [24, 54] .
This framework combines the ideas developed in compressed sensing with well-known concepts arising in adaptive and multilevel finite element methods. The solution of the l 1 minimization problem and the multilevel basis functions are used to control the grid refinement and adaptivity. Since we aim at finding a sparse representation of the surface, we discard those coefficients which are smaller than a certain threshold. Then only large coefficients of the solution are left which indicate important contributions of the underlying surface. Moreover, these large coefficients belong to the parts of the surface that have large fluctuations. It seems a little similar for our method and the approach in [15] , both using the PSI space. However, the method in [15] was used to approximate functions expressed as a infinite sum of wavelet decomposition by a finite sum, while we deal with scattered data fitting problem by representing the fitting function as a finite sum directly with certain accuracy and more sparse coefficients. The behavior of our method is demonstrated via four examples: a discontinuous function, a non-smooth function, a smooth function and the Franke test function. In addition, we compare the numerical results with the AGLASSO model and the basic MBA algorithm in [35] followed by the same thresholding.
The rest of the paper is organized as follows. In the next section, we recall the main ingredients of the PSI space which will be used here. Moreover, we will propose the sparsity based regularization model for scattered data fitting. In Section 3, the ADMM algorithm will be applied to solve the minimization problem resulted from the proposed model. Numerical experiments are also performed to illustrate the algorithm. Section 4 is the conclusion.
Sparse solution of PSI approach to scattered data approximation
For a given set of scattered points
, our task is to reconstruct a fitting surface with a sparse representation.
PSI space and l 1 regularization
Let Ω ⊆ R 2 be a bounded domain of interest where all data lie in and let ϕ be a carefully chosen, compactly supported function (e.g. uniform B-spline, box spline, radial basis functions). Denote
where h > 0 is a scaling parameter that controls the refinement of the space. Denote
we then look for a function g ∈ S J which fits closely the given data. Then g is composed of a sequence of functions as
Here we choose a proper PSI space generated by B-spline as the approximation space S since it enjoys desirable properties for data fitting. It has a simple structure and provides good approximation to smooth functions, which leads to simple and accurate algorithms. Moreover, it can be associated to a wavelet or frame system and hence one can solve the fitting problem by making use of the advantages that a wavelet (frame) system can offer [30] . These advantages include sparse approximation of functions in the wavelet (frame) domain, multilevel structure of basis functions, adaptivity to the data, norm equivalence, etc.
Recall that a function ϕ is said to satisfy the Strang-Fix conditions of order m if 
Particularly, the B-spline B m of order m satisfies the Strang-Fix conditions of order 2 for all m 2 [16] . For more detailed discussions on PSI space, see [14] . Obviously, the union set of the basis functions of S j is not linearly independent. Thus the representation of g is not unique and we want to determine a relatively sparse one, i.e., a representation with as many vanishing coefficients as possible. Every function g j ∈ S j can be written as
where
Let X j and f denote the column vector {X j k } k∈Ij and {f i } 1 i N respectively, then the problem can be formulated as follows.
Obviously, the model (2.1) balances the fitting accuracy and the l 1 norm. In order to achieve a sparse representation, small coefficients are neglected. That is, after obtaining the solution {X j } J j=1 of the model (2.1), we discard the small elements of X j , 1 j J. Then the final solution only has large values left which indicate important contributions (fluctuations) of the real surface. Furthermore, comparing with the multilevel approximation approach given in [35] , our method has the advantages of simplicity. Another important distinction is that it can be interpretable as a sparse strategy for reconstructing scattered data.
The MLASSO model
The model (2.1) is related to the LASSO model in some extent. Recall that the mathematical model of LASSO is: min
It was proposed originally in [48] , and plays a very influential role in variable selection and dimensionality reduction. The Group LASSO (GLASSO) model proposed in [53] solves the convex optimization problem:
where µ > 0 is a regularization parameter. The GLASSO model was proposed to perform variable selection on groups of variables for linear regression models. It has many applications in areas such as computer vision, data mining, etc. Meier et al. in [39] extended the GLASSO to logistic regression. The GLASSO does not, however, yield sparsity within a group. Moreover, GLASSO suffers from estimation inefficiency and selection inconsistency. To remedy these problems, the adaptive GLASSO method (AGLASSO) is proposed in [49] as:
Obviously, the model (2.1) reduces to the LASSO model when µ = λ 1 = · · · = λ J . Moreover, the model (2.1) acts like the LASSO at the multilevel. Therefore, we denote the model (2.1) as the multilevel LASSO model (MLASSO). Compared with the AGLASSO model, the MLASSO model considers an additional penalty on the l 1 norm instead of l 2 norm of the regression coefficient vector, and it produces as election of variables with sparsity among different levels. It is known that when l 2 norm regularization term is applied to the data set, the resulting surface tends to be smooth without sharp discontinuities but have undesirable oscillations near the discontinuities [30] . Recently, several surface reconstruction approaches have been proposed to preserve surface discontinuity by replacing l 2 regularization using more sophisticated regularization, e.g., the Huber approximation of l 2 norm of function derivatives in [47] , the local kernel regularization in [25] and the non-local means regularization in [16] . In our method, we use the l 1 regularization instead, in order to obtain the relatively sparse solution. The regularization term · 1 in (2.1) penalizes the roughness of the solution.
The parameter selection
The determination of the proper value of {λ j } in the MLASSO model is an important problem and depends on the variance of the noise n, the properties of {A j } and · 1 . An appropriate choice of the regularization parameters is of vital importance for the quality of the resulting estimate and has been the subject of extensive research [3] . In recent years, there has been a growing interest in sophisticated regularization techniques which use multiple constraints as a mean of improving the quality of the solution [3] . Among them, only a few papers discussed the choice of multiple regularization parameters. However, most of them discuss the case that the regularization term is the l 2 norm. For example, a multi-parameter generalization of heuristic L-curve has been proposed in [3] , a knowledge of noise (covariance) structure is required for a choice of parameter in [1, 2, 12] , some reduction to a single parameter choice is suggested in [6] . At the same time, the discrepancy principle, which is widely used and known as the first parameter choice strategy proposed in the regularization theory [40] , has been discussed in a multi-parameter context in [37] . Of course, there might be many different methods to choose the regularization parameters satisfying certain principle. In fact, the choice of the regularization parameters in the regularization modes, such as the LASSO model and the standard Tikhonov regularization model, have not yet solved. No choice is available for all the models. Basically, different models need different methods to decide the parameters, and even the same one may have different methods to choose, such as [27, 28, 49, 50, 55] .
For the MLASSO model, instead of discussing similar methods as listed above, we propose two simple criteria for the choice of the parameters {λ j } J j=1 according to the sparsity and the support of the basis functions of the different levels. On one hand, since the length of X j is less than that of X j+1 , so if one wants to obtain sparser solution, the parameters of the last several levels should be larger. In particular, choosing the same value for all the parameters, i.e., λ 1 = · · · = λ J , obtains the global sparsity in the whole space S. On the other hand, the support of the basis functions of the j-th level is larger than that of the (j + 1)-th level, so if one wants smaller support, the parameters of the first several levels should be larger. Hence, the more appropriate choice of the parameters is to make the parameters of the first and last several levels greater than the middle several levels. We can only give such a qualitative guideline, since quantitative guidance for regularization parameters is rarely available. In this way, the solution has smaller support and sparser representation with good approximation accuracy. Numerical results also confirm this selection method as shown in the Tables 1-8 . Moreover, in contrast with the methods listed above, this choice is easier and cheaper in the sense of computational cost.
Based on the above, the proposed method offers some interesting advantages: 1) Related with the LASSO model, the MLASSO model has a strong statistical background; 2) Compared to the LASSO model, the parameters in the MLASSO model can be chosen differently, thus one can attain high flexibility for the approximation accuracy and the sparsity of the solution; 3) Compared to the AGLASSO model, the MLASSO model can provide the sparsity of the solution by choosing different parameters and the distribution of the solution can reflect the large fluctuations of the underlying surface; 4) Utilizing the ADMM algorithm, the MLASSO model can be efficiently solved.
3 Numerical algorithm
Algorithm
In this section, we use the ADMM algorithm to solve the minimization model (2.1) for experimental evaluation. It turns out that ADMM is equivalent to or closely related ro many famous algorithms, such as the Douglas-Rachford splitting method in PDE literature [18, 19, 36] , the Bregman iterative algorithms for l 1 problems in signal processing [26] and many others. In particular, we refer to [21, 45, 46, 52] for the relationship between ADMM and the split Bregman iteration scheme which is very influential in the area of image processing. Convergence analysis of the ADMM was given in [5, 20, 29] .
In order to solve the MLASSO model (2.1) and guarantee the convergence, we denote
is a diagonal matrix with λ j , j = 1, ..., J as the main diagonal. Then we can rewrite (2.1) as
By introducing an auxiliary variable d = λX, we convert the unconstrained minimization problem (3.1) into a constrained one: min
In this way, the MLASSO model (2.1) is turned into a classical l 1 minimization problem. The augmented Lagrangian function of problem (3.2) is
where β > 0 is a parameter of the algorithm. Then by applying the ADMM method, given the initial-
, it results in the following optimization algorithm:
First of all, the above algorithm is convergent, since it is just the classical ADMM for two block of variables. Secondly, the system can be simply solved. The first step of each iteration in (3.3) is
This linear system is positive definite and therefore it can be solved by the conjugate gradient method (CG). When the matrix is ill-posed, i.e., its condition number is huge, the convergence rate of the CG will be very slow. Under this case, the preconditioned CG [4, 22, 43] can be used instead to reduce the condition number of the coefficient matrix and improve the convergence speed. The second subproblem has a simple analytical solution based on soft-thresholding operator [17] , that is
where T θ is the soft-thresholding operator defined by
where t θ (ξ) = sgn(ξ)max{0, |ξ| − θ}.
The complete description of the algorithm for solving the model (2.1) is provided as Algorithm 1 as follows: , β and two thresholds σ, ǫ;
Step 2) For k = 0, 1, . . ., perform the iteration (3.3) until convergence;
Step 3) AssumeX is the solution obtained from Step 2), if |X(i)| σ, i.e., the absolute value of the i-th element ofX is less than σ, setX(i) = 0;
Step 4) The final solution X areX after the treatment of Step 3).
In our numerical experiments, the initializations are X 0 = d 0 = b 0 = 0, β = 1 and the stopping criteria
Numerical experiments
Given a test function f ).
Then apply different methods to obtain the approximation function g. The difference between f and g is measured by computing the normalized RMS (root mean square) error [35] . That is,
as the fitting error of the given scattered points {(
⊆ Ω. To demonstrate the accuracy of the proposed algorithm, we perform experiments with four functions: a discontinuous function f 1 , a non-smooth function f 2 , a smooth function f 3 and the Franke test function f 4 as follows.
xy, x 2 + y 2 > 1. (j) The method in [35] . (m) 900 randomly scattered data points for f 4 .
The method in [35] . ( ( ( Table 7 . The l 0 norm and the approximation errors for different parameters shown in Fig.8 for f 4 with J = 3. Table 8 . The l 0 norm and the approximation errors for different parameters shown in Fig.9 for f 4 with J = 4. For the numerical implementation in this paper, we employ the 2D tensor product quadratic B-spline as the function ϕ. We show that such a simple system with the Algorithm 1 can be used to effectively reconstruct surface of sparse representation from a scattered data set. The choices of the threshold σ, ǫ can be chosen according to the accuracy and sparsity. We consider the four functions with σ = 10 −3 , ǫ = 10 −4 , N = 900 and the 900 scattered points are chosen randomly. Moreover, we compare Algorithm 1 with the basic MBA algorithm presented in [35] under the termination condition |△g j | O(10 −3 ) and the AGLASSO model, both applying the same thresholding σ = 10 −3 as Algorithm 1 to their results.
We experiment the above three methods for J = 3 and J = 4 starting from level 1 with 5 × 5 biquadratic B-spline functions respectively. Fig.1 shows the scattered data points and the corresponding approximations of the four functions with Algorithm 1, the method in [35] and the AGLASSO model respectively. Fig.2-9 illustrate the distribution of the support of the B-spline functions with nonzero coefficients for J = 3 and J = 4 respectively. The red, green, blue and black rectangles denote the support of the B-splines corresponding to X 1 , X 2 , X 3 and X 4 respectively. Moreover, Tables 1-8 give the approximation accuracy, the iterations, the running time and the l 0 norm of the solution with different parameters for f 1 − f 4 , where the length of X 1 , X 2 , X 3 and X 4 is 25, 64, 196 and 625 respectively. In addition, all our calculations are done in Matlab on a laptop with Inter Core i7 (2.90GHZ) CPU and 8.0G RAM. Through the first two steps of Algorithm 1, we can obtain an approximation solution of the MLASSO model with no sparsity and the solution has some big components and some small ones which reflect different importance and contribution. Then by step three, we throw out small components of the computed solution which means we keep only the important ones with great contribution to the solution. Therefore, by choosing appropriate regularization parameters, the final solution can indicate the important parts we are interested in and identify the important features within the selected levels simultaneously of the exact surface since they are all determined by the big components. Experiment results verify this conclusion.
Taken together, Algorithm 1 can reconstruct the test functions reasonably with a sparse representation within a few levels by choosing some appropriate regularization parameters.
Conclusion
This paper presents an approach for scattered data fitting using the PSI space and the l 1 regularization. It is concluded into the MLASSO model which allows us to balance the accuracy and the sparsity of the fitting surface. The model can be solved using Algorithm 1 with the ADMM algorithm. Numerical examples demonstrate that compared to the basic MBA algorithm in [35] and the AGLASSO model, the MLASSO model provides an efficient, sparse, flexible and reasonable solution. Moreover, the distribution of the basis functions of the sparse solution can identify the regions of the underlying surface where large fluctuations occur.
