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1. Введение
На протяжении всей статьи используется традиционная терминология, при-
нятая в теории мартингалов, см., например, учебник [2]. Пусть даны вероят-
ностное пространство (Ω,ℱ ,F) и фильтрация F = {ℱ𝑡 : ℱ ⊆ ℱ , 𝑡 ≥ 0}, удо-
влетворяющие обычным условиям. Пусть непрерывный локальный мартингал
𝑀 = {𝑀𝑡, 𝑡 ≥ 0},𝑀0 = 0, относительно фильтрации F определен на вероятностном
пространстве (Ω,ℱ ,P). Известно (см. [2], глава 4), что существует непрерывный
возрастающий процесс [𝑀 ] = {[𝑀 ]𝑡, 𝑡 ≥ 0}, [𝑀 ]0 = 0, согласованный с фильтра-
цией, F такой, что разность 𝑀2 − [𝑀 ] = {𝑀2𝑡 − [𝑀 ]𝑡, 𝑡 ≥ 0} является локальным
мартингалом. Случайный процесс [𝑀 ] называется квадратической вариацией ло-
кального мартингала 𝑀. Известно, что для любого вещественного числа α слу-
чайный процесс α𝑀 = {α𝑀𝑡, 𝑡 ≥ 0} снова является локальным мартингалом, и
случайные процессы [α𝑀 ] и α2[𝑀 ] являются неотличимыми. Последнее обознача-
ет, что существует множество Ω′ ∈ ℱ ,P{Ω′} = 1, такое, что [α𝑀 ]𝑡(ω) = α2[𝑀 ]𝑡(ω)
для всех 𝑡 ≥ 0 и для всех ω ∈ Ω′. Для любого марковского момента τ относительно
фильтрации F можно определить новый случайный процесс 𝑀τ = {𝑀𝑡∧τ, 𝑡 ≥ 0},
называемый остановленным процессом в марковский момент τ. Здесь и далее ис-
пользуется обозначение 𝑎∧𝑏 = min{𝑎, 𝑏} для любых вещественных чисел 𝑎 и 𝑏. Если
𝑀 является непрерывным локальным мартингалом относительно фильтрации F,
то𝑀τ также является непрерывным локальным мартингалом относительно филь-
трации F. Нетрудно доказать, что для любого марковского момента τ случайные
процессы [𝑀τ] и [𝑀 ]τ неотличимы.
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Понятие локального мартингала зависит от вероятностного пространства
(Ω,ℱ ,P) и фильтрации F. Они считаются фиксированными. Также предполага-
ется, что все рассматриваемые далее случайные процессы согласованы с фильтра-
цией F и все марковские моменты определены относительно этой фильтрации. По
этой причине мы не будем всякий раз напоминать о вероятностном пространстве
и фильтрации.
В книге [2] (см. стр. 120) можно найти доказательство, что для любого непре-
рывного локального мартингала 𝑀,𝑀0 = 0, и для любого вещественного числа α
экспоненциальный процесс 𝑒α𝑀−α
2[𝑀 ]/2 также является непрерывным локальным
мартингалом. Можно доказать (см., например, [8], стр. 101), что положительный
локальный мартингал является супермартингалом. Поэтому выполняется следу-
ющие неравенства
E𝑒α𝑀𝑡−α
2[𝑀 ]𝑡/2 ≤ E𝑒α𝑀0−α
2[𝑀 ]0/2 = 1 для всех 𝑡 ≥ 0. (1)
Известная важная проблема (см., например, книгу [4]) состоит в отыскании
условий для равномерной интегрируемости экспоненциального случайного про-
цесса 𝑒𝑀−[𝑀 ]/2. Ряд условий равномерной интегрируемости таких случайных про-
цессов можно найти в [1], [3], [4], [6], [7], [9], [9], [10].
Напомним, что дан непрерывный локальный мартингал 𝑀 = {𝑀𝑡, 𝑡 ≥ 0} та-
кой, что 𝑀0 = 0, lim𝑡→∞𝑀𝑡 = 𝑀∞, |𝑀∞| < ∞ п.в., [𝑀 ]∞ < ∞ п.в. Известно,
что равномерная интегрируемость экспоненциального процесса 𝑒𝑀𝑡−[𝑀 ]𝑡/2 равно-
сильна равенству E𝑒𝑀∞−[𝑀 ]∞/2 = 1. Простое доказательство этого утверждения
можно найти в статье [5].
Только, что было установлено, что для любого вещественного числа α экспо-
ненциальный процесс 𝑒α𝑀−α
2[𝑀 ]/2 = {𝑒α𝑀𝑡−α2[𝑀 ]𝑡/2, 𝑡 ≥ 0} является равномерно
интегрируемым, если и только, если
E𝑒α𝑀∞−α
2[𝑀 ]∞/2 = 1. (2)
В частности, это равенство выполняется для α = 1, если выполняются условия:
[𝑀 ]∞ ≤ const. Гирсанов (1960),
E𝑒[𝑀 ]∞/2 <∞ Новиков (1972),
sup
𝑡≥0
E𝑒𝑀𝑡/2 <∞ Kazamaki (1977),
E𝑒[𝑀 ]∞/2−𝑐
√
[𝑀 ]∞ <∞, 0 < 𝑐 - число Новиков (1979),
lim inf
ε↓0
(︁
E𝑒(1−ε)[𝑀 ]∞/2
)︁ε
<∞ Крылов (1995),
lim inf
ε↓0
(︁
sup
𝑡≥0
E𝑒(1−ε)𝑀𝑡/2
)︁ε
<∞ Крылов (1995).
Специалистам известно, что условие Kazamaki строго слабее условия Нови-
кова(1972). Условие Крылова lim infε↓0
(︁
sup𝑡≥0 E𝑒(1−ε)𝑀𝑡/2
)︁ε
< ∞ строго слабее
условия Kazamaki. Очевидно, что условие Новикова (1979) строго слабее условия
Новикова (1972).
В этой статье мы усиливаем утверждение Новикова (1979).
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Теорема 1. Равенство (2) выполнятся для 0 < α ≤ 1, если
lim inf
ε↓0
(︁
E𝑒[𝑀 ]∞/2−𝑐
√
(1+ε)[𝑀 ]∞
)︁ε
<∞ (3)
для некоторого числа 𝑐 > 0.
С помощью примера будет показано, что условие (3) строго слабее условия
Новикова (1979).
2. Доказательство
Нам потребуется утверждение Новикова (1972). Оригинальное доказательство
довольно трудное. Простое доказательство утверждения Новикова (1972) мож-
но найти в статье [5]. Сначала будет доказано равенство (2) для 0 < α < 1
при условии (3). Из условия (3) следует, что существуют положительные числа
0 < ε𝑚 < 1,𝑚 = 1, 2 . . . , такие, что ε𝑚 ↓ 0 при 𝑚 ↑ ∞ и
E𝑒[𝑀 ]∞−𝑐
√
(1+ε𝑚)[𝑀 ]∞ <∞, lim
𝑚→∞
(︁
E𝑒[𝑀 ]∞−𝑐
√
(1+ε𝑚)[𝑀 ]∞
)︁ε𝑚
= 𝑑 <∞.
Для данного числа ε𝑚 найдется число λ = λ(α, ε𝑚, 𝑐) > 0 такое, что на множестве
{[𝑀 ]∞ > λ}. будет выполняться неравенство α2[𝑀 ]∞ ≤ [𝑀 ]∞ − 𝑐
√︀
(1 + ε𝑚)[𝑀 ]∞.
Отсюда следует, что
E𝑒α
2[𝑀 ]∞ ≤ E
(︁
𝑒α
2[𝑀 ]∞1{[𝑀 ]∞≤λ}
)︁
+ E
(︁
𝑒[𝑀 ]∞−𝑐
√
(1+ε)[𝑀 ]∞1{[𝑀 ]∞>λ} <∞.
Можно применить утверждение Новикова (1972) к локальному мартингалу
α𝑀 = {α𝑀𝑡, 𝑡 ≥ 0} с квадратичной вариацией [α𝑀 ] = {α2[𝑀 ]𝑡, 𝑡 ≥ 0}. Тем са-
мым неравенство (2) доказано для 0 < α < 1.
Снова предположим, что 0 < α < 1. Для фиксированного ε𝑚 мы определим
марковский момент
τ = τ(ε𝑚, 𝑐) = inf{𝑡 ≥ 0 : 𝑀𝑡 ≤ [𝑀 ]𝑡 − 𝑐
√︀
(1 + ε𝑚)[𝑀 ]𝑡 − ε−2𝑚 }, где inf{∅} = ∞.
Так как экспоненциальный локальный мартингал 𝑒α𝑚𝑀−α
2
𝑚[𝑀 ]/2 равномерно ин-
тегрируем, то выполняется равенство
E𝑒α𝑚𝑀τ−α
2
𝑚[𝑀 ]τ/2 = 1. (4)
В силу того, что случайные процессы 𝑀 и [𝑀 ] непрерывны, выполняется равен-
ство
𝑀τ = [𝑀 ]τ − 𝑐
√︀
(1 + ε𝑚)[𝑀 ]τ − ε−2𝑚 на множестве {τ <∞}. (5)
Из определения марковского момента τ следует, что
𝑀𝑡 > [𝑀 ]𝑡 − 𝑐
√︀
(1 + ε𝑚)[𝑀 ]𝑡 − ε−2𝑚 на множестве {τ = ∞} для всех 𝑡 ≥ 0.
Полагая здесь 𝑡→ ∞, мы получим неравенство
𝑀∞ ≥ [𝑀 ]∞ − 𝑐
√︀
(1 + ε𝑚)[𝑀 ]∞ − ε−2𝑚 п.в. на множестве {τ = ∞}.
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Это неравенство вместе предыдущим равенством приводят к следующему нера-
венству
𝑀τ ≥ [𝑀 ]τ − 𝑐
√︀
(1 + ε𝑚)[𝑀 ]τ − ε−2𝑚 п.в.
С помощью этого неравенства мы получим для всех 0 < α < 1, что
𝑒α𝑀τ−α
2[𝑀 ]τ/2 = 𝑒𝑀τ−[𝑀 ]τ/2𝑒(α−1)𝑀τ+(1−α
2)[𝑀 ]τ/2
≤ 𝑒𝑀τ−[𝑀 ]τ/2𝑒−(1−α)
2[𝑀 ]τ/2+𝑐(1−α)
√
(1+ε𝑚)[𝑀 ]τ+ε
−2
𝑚
= 𝑒𝑀τ−[𝑀 ]τ/2𝑒−((1−α)
√
[𝑀 ]τ−𝑐
√
1+ε𝑚)
2/2+𝑐2(1+ε𝑚)/2+ε
−2
𝑚
≤ 𝑒𝑀τ−[𝑀 ]τ/2𝑒𝑐
2(1+ε𝑚)/2+ε
−2
𝑚 .
Последняя в этой цепочке случайная величина интегрируема, так как
E𝑒𝑀τ−[𝑀 ]τ/2 ≤ 1, как будет показано ниже. По теореме об ограниченной сходи-
мости мы получим, что
lim
α↑1
E
⃒⃒⃒
𝑒α𝑀τ−α
2[𝑀 ]τ/2 − 𝑒𝑀τ−[𝑀 ]τ/2
⃒⃒⃒
= 0.
Отсюда, в свою очередь, следует
1 = lim
α↑1
E𝑒α𝑀τ−α
2[𝑀 ]τ/2 = E𝑒𝑀τ−[𝑀 ]τ/2.
Принимая во внимание (5), мы получим
1 = E𝑒𝑀τ−[𝑀 ]τ/2 = E
(︁
𝑒𝑀τ−[𝑀 ]τ/2(1{τ=∞} + 1{τ<∞})
)︁
≤
≤ E𝑒𝑀∞−[𝑀 ]∞/2 + E
(︁
𝑒𝑀τ−[𝑀 ]τ/21{τ<∞}
)︁
,
E
(︁
𝑒𝑀τ−[𝑀 ]τ/21{τ<∞}
)︁
≤
(︁
E(𝑒𝑀τ−[𝑀 ]τ/21{τ<∞}
)︁ε𝑚
=
=
(︁
E(𝑒[𝑀 ]τ/2−𝑐
√
(1+ε𝑚)[𝑀 ]τ−ε−2𝑚 1{τ<∞}
)︁ε𝑚
.
Последняя величина стремится к нулю при 𝑚→ ∞ по условию (3) и, следователь-
но, E𝑒𝑀∞−[𝑀 ]∞/2 = 1. Действительно, функция 𝑥/2− 𝑐
√︀
(1 + ε𝑚)𝑥, 𝑥 ≥ 𝑐2(1 + ε𝑚),
возрастает и, следовательно,(︁
E(𝑒[𝑀 ]τ/2−𝑐
√
(1+ε𝑚)[𝑀 ]τ−ε−2𝑚 1{τ<∞}
)︁ε𝑚
=
=
(︁
E𝑒[𝑀 ]τ/2−𝑐
√
(1+ε𝑚)[𝑀 ]τ−ε−2𝑚 (1{[𝑀 ]τ<𝑐2(1+ε𝑚)} + 1{𝑀 ]τ≥𝑐2(1+ε𝑚})
)︁ε𝑚
≤
≤
(︁
E𝑒𝑐
2(1+ε𝑚)−ε−2𝑚 1{[𝑀 ]τ<𝑐2(1+ε𝑚)} + E𝑒
[𝑀 ]τ/2−𝑐
√
(1+ε𝑚)[𝑀 ]τ−ε−2𝑚 1{[𝑀 ]τ≥𝑐2(1+ε𝑚}
)︁ε𝑚
≤
(︁
𝑒𝑐
2(1+ε𝑚)−ε−2𝑚 + E𝑒[𝑀 ]∞/2−𝑐
√
(1+ε𝑚)[𝑀 ]∞−ε−2𝑚
)︁ε𝑚
→ 0 при 𝑚→ ∞.
Нам осталось доказать неравенство E𝑒𝑀τ−[𝑀 ]τ/2 ≤ 1. Выше отмечалось, что
случайный процесс 𝑀τ = {𝑀τ∧𝑡, 𝑡 ≥ 0} является непрерывным локальным мар-
тингалом. В силу (1) выполняется неравенство E𝑒𝑀τ∧𝑡−[𝑀 ]τ∧𝑡/2 ≤ 1 для всех 𝑡 ≥ 0.
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Применив лемму Фату, мы получим требуемое неравенство E𝑒𝑀τ−[𝑀 ]τ/2 ≤ 1. Тео-
рема доказана.
Теперь мы построим пример непрерывного локального мартингала, для кото-
рого выполнено условие (3), но условие Новикова (1979) не выполняется.
Пример 1. Предположим, что непрерывный процесс броуновского движения
𝐵 = {𝐵𝑡, 𝑡 ≥ 0} и случайная величина τ с плотностью вероятностей
𝑝(𝑥) = 𝑏𝑒−𝑥/2+𝑐
√
𝑥1[0,∞)(𝑥) определены на вероятностном пространстве (Ω,ℱ ,P)
и независимы; здесь 𝑐 > 0 - число и 1/𝑏 =
∞
0
𝑒−𝑥/2+𝑐
√
𝑥𝑑𝑥. Нетрудно доказать,
что случайный процесс 𝑀 = {𝑀𝑡, 𝑡 ≥ 0},𝑀𝑡 = 𝐵𝑡∧τ, является мартингалом от-
носительно фильтрации G = {𝐺𝑡, 𝑡 ≥ 0}, 𝐺𝑡 = σ(τ, 𝐵𝑠, 0 ≤ 𝑠 ≤ 𝑡). Определим
новую фильтрацию F = {ℱ𝑡, 𝑡 ≥ 0} по правилу ℱ𝑡 = ∩𝑠>𝑡σ(𝒢𝑠,𝒩 ), где 𝒩 обозна-
чает класс событий 𝐴 ∈ ℱ ,P{𝐴} = 0. Легко видеть, что так построенная филь-
трация F удовлетворяет обычным условиям. Очевидно, что случайный процесс
𝑀 = {𝑀𝑡, 𝑡 ≥ 0},𝑀𝑡 = 𝐵𝑡∧τ, является непрерывным локальным мартингалом
относительно фильтрации F.
Убедимся, что [𝑀 ]𝑡 = 𝑡 ∧ τ. Разобьем сегмент [0, 𝑡], 𝑡 > 0, точками
𝑡𝑛,𝑘 = 𝑘2
−𝑛𝑡, 𝑘 = 0, . . . , 2𝑛. Простые вычисления показывают, что
E
⃒⃒⃒ 2𝑛∑︁
𝑘=1
|𝐵𝑡𝑛,𝑘 −𝐵𝑡𝑛,𝑘−1 |2 − 𝑡
⃒⃒⃒2
= E
⃒⃒⃒ 2𝑛∑︁
𝑘=1
(|𝐵𝑡𝑛,𝑘 −𝐵𝑡𝑛,𝑘−1 |2 − (𝑡𝑛,𝑘 − 𝑡𝑛,𝑘−1))
⃒⃒⃒2
=
𝑡2
2𝑛−1
,
∞∑︁
𝑛=1
E
⃒⃒⃒ 2𝑛∑︁
𝑘=1
|𝐵𝑡𝑛,𝑘 −𝐵𝑡𝑛,𝑘−1 |2 − 𝑡
⃒⃒⃒2
=
∞∑︁
𝑛=1
𝑡2
2𝑛−1
= 2𝑡2.
Отсюда следует, что
lim
𝑛→∞
2𝑛∑︁
𝑘=1
|𝐵𝑡𝑛,𝑘 −𝐵𝑡𝑛,𝑘−1 |2 = 𝑡 п.в.
По определению квадратической вариации [𝐵τ] = {[𝐵τ]𝑡, 𝑡 ≥ 0} (см. [2], стр. 76)
мы получим
[𝐵τ]𝑡 = lim
𝑛→∞
2𝑛∑︁
𝑘=1
|𝐵𝑡𝑛,𝑘∧τ −𝐵𝑡𝑛,𝑘−1∧τ|2 =
= lim
𝑛→∞
2𝑛∑︁
𝑘=1
|𝐵𝑡𝑛,𝑘 −𝐵𝑡𝑛,𝑘−1 |2 = 𝑡 п.в. на множестве {𝑡 ≤ τ}.
[𝐵τ]𝑡 = lim
𝑛→∞
2𝑛∑︁
𝑘=1
|𝐵𝑡𝑛,𝑘∧τ −𝐵𝑡𝑛,𝑘−1∧τ|2 =
= lim
𝑛→∞
∑︁
𝑘:𝑡𝑛,𝑘≤τ
|𝐵𝑡𝑛,𝑘 −𝐵𝑡𝑛,𝑘−1 |2 = τ п.в. на множестве {τ < 𝑡}.
Таким образом доказано требуемое равенство [𝐵τ]𝑡 = 𝑡 ∧ τ п.п. для всех 𝑡 ≥ 0.
Локальный мартингал𝑀 = 𝐵τ не удовлетворяет условию Новикова (1979), так
как [𝑀 ]∞ = τ и E𝑒τ/2−𝑐
√
τ = ∞. С другой стороны, оно удовлетворяет условию (3).
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Действительно,
lim
ε↓0
(︁
E𝑒τ/2−𝑐
√
(1+ε)τ
)︁ε
= lim
ε↓0
(︁
𝑏
 ∞
0
𝑒−𝑐(
√
(1+ε−1)
√
𝑥𝑑𝑥
)︁ε
=
= lim
ε↓0
(︁2𝑏(√1 + ε+ 1)2
𝑐2ε
)︁ε
= 1.
Заключение
В статье доказано новое достаточное условие для равномерной интегрируемо-
сти непрерывных экспоненциальных локальных мартингалов. Показано, что пред-
ложенное достаточное условие строго слабее ряда известных достаточных условий
для равномерной интегрируемости экспоненциальных локальных мартингалов.
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