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Abstract
Most of the international and national network connection services are realized as a
concatenation of partial services provided by different Service Providers (SPs). Users of
such connections face the overall End-to-End (E2E) Quality of Service (QoS). Currently,
in order to ensure E2E-QoS, hierarchical organizational relationships between invol-
ved SPs have to be established. In order to maintain independence between service
providers, the best-effort strategy is used. In order to foster novel international rese-
arch projects and customer-faced business services, a sudden demand for the technical
solutions was developed. This allowed guaranteed E2E-QoS of network connections
without having to introduce hierarchical organizational forms. This thesis introduces
Concatenated Services as defined by combination of outlined specific technical and
organizational characteristics.
In order to derive requirements for the new solution, interests of involved actors in
most advanced existing connection services and research projects have been analy-
zed. The further study of state of the art solutions in relevant research areas provide
various "building blocks" and lessons learned that are considered when solving the
specified challenge.
The developed solution consists of three parts: a novel SLM-aware Routing Architec-
ture, a communication protocol, and reference processes for Service Level Manage-
ment of Concatenated Services.
The SLM-aware Routing Architecture provides the core of the developed solution. Du-
ring the routing process in the developed solution, not only the path of the connection
but also the QoS-requirements and management functionality of all involved connec-
tion parts are defined. Assignment of actors to necessary roles and communication
channels between all involved management components during provisioning phase
enables the Service Level Management (SLM) of the established Concatenated Service
instance during its operation.
The definition of a new appropriate communication protocol provides the glue for
service provider collaboration. This protocol covers the signaling and the information
exchange during the whole service instance life cycle from ordering till decommissio-
ning. Specification of base processes associated with every allowed signal provides the
way to unambiguous behavior definition.
The definition of reference processes for Service Level Management of Concatenated
Services rounds up the developed solution. In order to ensure the customizability
and easy adaptation to the additional service specific requirements, all SLM-processes
are defined on the top of the communication protocol and associated base proces-
ses.
The exact operation of the elaborated solution is illustrated by one detailed exam-
ple. The quality of the solution is evaluated based on the experience made by the
application of the developed concepts in several research projects and by the dis-
cussion of specified requirements. A short outline of further development of the
presented solution and relevant research questions conclude the presented PhD The-
sis.
Zusammenfassung
Die meisten internationalen und oft auch nationalen Netzverbindungen sind als ho-
rizontal gekoppelte Teildienste realisiert, die von mehreren Service Providern (SPs)
erbracht werden. Die Ende-zu-Ende (E2E) Dienstgüte (engl. Quality of Service, QoS)
setzt sich aus der Güte der involvierten Teildienste zusammen. In Bezug auf die E2E-
QoS haben sich zwischen den SPs zwei Herangehensweisen etabliert: für die garan-
tierte E2E-Dienstgüte werden üblicherweise hierarchische Organisationsbeziehungen
aufgebaut, bei einer Gleichberechtigung der beteiligten Provider (was bei Internet-
und Telefonverbindungen häufig der Fall ist) hat sich die sog. Best-Effort -Strategie
durchgesetzt. Durch die Anforderungen der modernen internationalen Forschungs-
projekte und der neuartigen kundenorientierten Dienste ist nun der Bedarf entstan-
den, die E2E-QoS bei Netzverbindungen auch dann zu garantieren, wenn der Aufbau
hierarchischer Organisationsbeziehungen aus diversen Gründen nicht möglich ist. Die
Dienstklasse, die die angesprochenen technischen und organisatorischen Eigenschaf-
ten in sich vereint, wird in dieser Arbeit als Verkettete Dienste (engl.: Concatenated
Services) referenziert.
Um die Anforderungen für die zu entwickelnde Lösung zu bestimmen, werden in
dieser Arbeit die Interessen unterschiedlicher Akteure in verschiedenen Verbindungs-
diensten analysiert. Eine darauffolgende Untersuchung von existierenden Lösungen
in relevanten Forschungsbereichen liefert eine Reihe von möglichen Lösungsbaustei-
nen und lehrreichen Erfahrungen, die bei der Konzeption der eigentlichen Lösung
berücksichtigt werden.
Die entwickelte Lösung besteht aus drei Teilen. Der Kern der Lösung ist durch die
SLM-aware Routing-Architektur gegeben. In der entwickelten Lösung werden wäh-
rend des Routings nicht nur der Pfadverlauf, sondern auch die QoS-Anforderungen
und die benötigte Managementfunktionalität aller involvierten Teildienste bestimmt.
Durch die Bestimmung der Akteure, die die benötigten Rollen übernehmen sollen,
sowie der Kommunikationswege zwischen Managementkomponenten wird die Durch-
führung von Service-Level-Management (SLM) in allen Lebenszyklusphasen ermög-
licht.
Die Integrationsrolle zwischen den SPs wird von dem Kommunikationsprotokoll über-
nommen. Das Protokoll ist sowohl für die Signalisierung als auch für den Informati-
onsaustausch während des kompletten Dienstinstanz-Lebenszyklus zuständig. Die mit
den erlaubten Signalen assoziierten Basisprozesse erlauben eine unmissverständliche
und intuitive Definition des erwarteten Verhaltens.
Die Definition von Referenzprozessen für Service Level Management bei Verketteten
Diensten rundet die entwickelte Lösung ab. Die SLM-Prozesse bauen ausschließlich auf
dem zuvor definierten Kommunikationsprotokoll auf, wodurch eine leichte Anpassbar-
keit dieser Prozesse an zusätzliche Anforderungen gewährleistet wird.
Die Funktionsweise der entwickelten Lösung wird an einem detaillierten Beispiel
illustriert. Die Güte der Lösung wird anhand der Erfahrungen mit der Integrati-
on der Lösungsteile in verschiedenen Forschungsprojekten sowie anhand der auf-
gestellten Anforderungen bewertet. Ein kurzer Ausblick auf die Weiterentwicklungs-
möglichkeiten und auf verwandte Forschungsfragestellungen schließt diese Arbeit
ab.
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Die ständig fortschreitende weltweite Vernetzung insbesondere von Telekommunika-
tions- und Datennetzen erfordert oft die Kooperation von mehreren Betreiberorga-
nisationen. Diese Kooperation, die auf sowohl auf technischer wie auf organisato-
rischer Ebene abläuft, umfasst sowohl vertikale als auch horizontale Kopplungen.
Unter einer vertikalen Kopplung wird ein geschichteter Dienstaufbau verstanden, vertikale
Kopplungbei dem Dienste auf der Dienstfunktionalität unterliegender Schichten aufbauen. Ein
Beispiel für eine vertikale Kopplung ist z.B. ein Webhosting-Dienst, der auf einen
IP-Dienst angewiesen ist. Beide Dienste werden üblicherweise von unterschiedlichen
Service Providern erbracht. Unter horizontaler Kopplung wird dagegen eine Dienster- horizontale
Kopplungbringung verstanden, die durch Zusammenarbeit von räumlich getrennten Diensten
auf derselben Schicht erbracht wird [HAN99]. Dienste, die durch vertikale bzw. ho-
rizontale Kopplung zu Stande kommen, werden in der Literatur entsprechend als
Diensthierarchie (engl.: Vertical Supply Chain) bzw. Dienstkette (engl.: Horizontal Sup- Diensthierarchie
Dienstketteply Chain) referenziert [DR02]. Beide Formen des Dienstaufbaus sind in Abbildung 1.1
dargestellt.
Während vertikale Kopplung und Diensthierarchien sehr gut untersucht und verstan-
den sind [HAN99, Lan01, Ner01], zeigt sich, dass die bereits existierenden Ansätze
horizontaler Kopplung den Anforderungen aktueller internationaler Projekte an den
Dienstaufbau und die Dienstgüte (Quality of Service, QoS) von Dienstketten nicht im- QoS
mer genügen.




ne zum einen die (im Internet als Peering bekannte) Kopplung zwischen zwei gleich-
berechtigten Partnern und zum anderen der Aufbau von hierarchischen Customer-
Provider-Strukturen als dominierende Organisationsformen durchgesetzt. Peering-ähn-






























Figure 4.3: Vertical and horizontal supply chain
([IETF CDI Group]) is an example. Peering (respectively IP peering) in our context means that
a provider allows the transfer of the traffic from another provider over his infrastructure.
Nevertheless, whether a service is provided internally or externally, the service needs to be
provided with the service quality as agreed in SLAs. Although there are no differences from the
quality perspective whether a service is provided within an organization or to a customer, there
may exist differences in terms of the workflow (e.g., escalations, fault management), penal-
ties, and service cost. The workflow in terms of an intra-organizational provision is enterprise-
specific. Interactions between a customer and a provider in case of an inter-organizational service
provision need to be formalized and standardized, as proposed for example in [Nerb 01].
As a result of the discussion of management scenarios, we identified also the role of a user
— a person within the customer’s organization — that uses a service at the customer-provider
interface.
Fig. 4.4 visualizes the roles and examples of possible use cases. For example, a user accesses
services and reports troubles to an operations staff. A customer agrees SLAs with a provider and
accesses reports about the provided service quality via CSM. A provider provides a CSM, offers
services to customers, agrees on SLAs with sub-providers. Finally, a sub-provider provides ser-
vices to a provider. As depicted in Fig. 4.4, we have introduced a new role of an operations staff
who is a person within the provider’s organization. The operations staff within the provider’s
organization is the counterpart to the user within the customer’s organization. The task of the
operations staff within the provider’s organization is to support users in the case they experience
problems with the usage of services (i.e., hotline).
The goal of our discussion within the role aspect is to develop a common business reference
model3 for IT service management. We have taken two inputs for the development of this model:
2Content Peering is the term commonly used to describe the process whereby independent providers can work
together. While ad-hoc arrangements can be made among service providers today, open standards are essential to
facilitate this process.
3This term is borrowed from the TMF and TOM.
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Abbildung 1.1.: Vertical and horizontal supply chain [DR02]
tung von Telefonverbindungen, im Internet bei der Kopplung von unterschiedlichen
Netzen auf IP-Ebene, so wie auch bei unterschiedlichen Netzwerkprotokollen, wie z.B.
bei rekursiven DNS-Anfragen. Die Bedingungen für das Peering werden in bilateralen
Abkommen zwischen benachbarten Providern festgelegt.
Die relative Einfachheit der technischen Realisierung sowie der Abrechnung trug zu
der weiten Verbreitung von Peering-Verfahren bei. Allerdings weist Peering auch eine
Reihe von Nachteilen auf. So werden z.B. die Qualitätsanforderungen ausschließlich
in Bezug auf die Kopplung der benachbarten Netze gestellt; die Qualität und diebest eﬀort
Strategie bei
Peering
Eigenschaften der gesamten Verbindung über mehrere Provider hinweg wird dabei
jedoch nicht berücksichtigt und ausschließlich mit einer best effort Strategie angegan-
gen. Folgen solcher Vorgehensweise kann man sehr deutlich am Beispiel von ISDN-
Telefonverbindungen sehen, bei denen jeder der bei der Verbindung beteiligten Pro-
vider nur die Dienstmerkmale w iterleitet, die vom Provider-eigenen Netz unterstützt
werden. So kann es u.U. zu reiner Sprachvermittlung ohne zusätzliche Dienstmerkma-
le, wie z.B. Telefonnummernanzeige des Gesprächspartners, kommen. Somit können
bei Peering i.A. keine Ende-zu-Ende (End-to-End, E2E) QoS-Zusicherungen gewährlei-
stet werden. Der Aufbau von E2E-Verbindungen mit einer definierten Qualität wird
durch Peering nicht unterstützt, da sich die Managementfunktionalität bei diesem Ver-
fahren ausschließlich auf die eigene Domäne beschränkt.
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• Bei klassischen Peering-Diensten bemühen sich die Provider um das sog. Over-
provisioning der eigenen Ressourcen. Das wird oft durch eine Kopplung der
Dienstnutzungskosten an die Tageszeit unterstützt. So soll eine gleichmäßige
Nutzung der vorhandenen Ressourcen erzielt werden.
• Falls die Dienstqualität dennoch abgesichert werden soll, so wird das häufig
mit Hilfe hierarchischer Organisationsformen gelöst; dabei nimmt eine überge-
ordnete Organisation die Aufgabe wahr, die geforderte Dienstgüte durch eigene
Service Level Agreement (SLA) Abkommen mit jedem der bei der Diensterbrin-
gung beteiligten Provider zu sichern und gegenüber den Kunden als alleini-
ger Anbieter ein eigenes SLA anzubieten. Diese Organisationsform wird auch
dann verwendet, wenn ein Provider einige der für die Diensterbringung benötig-
ten Leistungen nicht vollständig selbst erbringt, sondern bei anderen Providern
(Sub-Provider) einkauft. Auch bei großen und kostspieligen Projekten, wie z.B.
bei transatlantischen Verbindungen, wird normalerweise ähnlich vorgegangen
und der komplette Dienst wird von einer einzigen Organisation betrieben (im
Falle des Transatlantikkabels wurde ein Konsortium aus allen beteiligten Provi-
dern gebildet, wobei jeder Provider für die Instandhaltung eines Abschnittes des
Kabels zuständig ist) [Tat07].
Industrie und Forschung stellen allerdings oft Anforderungen und Randbedingungen
auf, die den Einsatz etablierter Verfahren verhindern.
1.2. End-to-End Links in Géant2
Die moderne Forschungslandschaft wird zunehmend durch Projekte geprägt, die nur
in internationaler Kooperation bewältigt werden können und daher auch Netzver-
bindungen zwischen beteiligten Organisationen benötigen. Für europäische Forscher
wird diese Grundvoraussetzung durch das europäische Backbone-Netz Géant2 geschaf- Géant2
fen. Zu den Hauptaufgaben von Géant2 gehören Entwicklung und Aufbau der Netz-
infrastruktur, die die Verbindungen zwischen den nationalen Wissenschaftsnetzen
(National Research and Education Network, NREN) realisiert. Derzeit verbindet Géant2 NREN
rund 30 europäische NRENs miteinander und bindet diese an nicht-europäische Wis-
senschaftsnetze wie z.B. von Nordamerika, Russland und Taiwan an [Gea09]. Als Kern-
dienst wird in Géant2 eine IP-Infrastruktur betrieben und ständig ausgebaut, die für
die meisten Dienste ausreichend ist. Die derzeitige Topologie des Géant2 IP Backbone
ist in Abbildung 1.2 dargestellt.
Für die meisten Forschungsprojekte erfüllt dieses IP-Netz alle gestellten Anforderun-
gen. In den letzten Jahren sind allerdings internationale Projekte entstanden, deren
Anforderungen die Leistung und Ausrichtung klassischer IP-Netze übersteigen. Zwei
5
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Abbildung 1.2.: Das Géant2 IP Backbone Netz, aus: [Gea09]
der prominentesten Projekte, die außerordentlich hohe Anforderungen an die Dienst-
güte verwendeter Verbindungen stellen, sind LHC [LHC08a] und die europäische Grid-
Initiative DEISA [DEI08a].
Bei dem Large Hadron Collider (LHC) Projekt handelt es sich um einen Teilchen-LHC
beschleuniger, der zurzeit am Europäischen Kernforschungszentrum CERN bei Genf
gebaut wird. Außer europäischen Ländern, USA und Kanada sind an dem Projekt
u.A. auch Länder wie Russland, Japan und Israel beteiligt [LHC08b]. Die bei LHC-
Experimenten erzeugten Messdaten werden auf etwa 8 PB und die bei Simulationen
auf weitere 4 PB pro Jahr geschätzt [Gri08]. Allein um dieses gewaltige Datenaufkom-
men abspeichern und bearbeiten zu können, werden elf Höchstleistungsrechenzentren
6
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benötigt. Die Analyse der experimentell erworbenen Daten und Simulationen wird in
über 100 weiteren in der ganzen Welt verteilten Rechenzentren durchgeführt. Dafür
werden permanente Netzverbindungen zwischen den Rechenzentren benötigt. Ausfäl-
le bei diesen Verbindungen werden im LHC als sehr kritisch angesehen, da dadurch
wertvolle Daten der Experimente verloren gehen können. Aus diesem Grund müssen
z.B. Wartungsarbeiten, die diese Verbindungen beeinträchtigen können, mit den LHC-
Verantwortlichen abgestimmt und genehmigt werden.
Bei der Grid-Initiative DEISA (Distributed European Infrastructure for Supercompu- DEISA
ting Appications) handelt es sich um ein europaweites Projekt, an dem sich elf Höchst-
leistungsrechnerzentren aus sieben EU-Ländern beteiligen. Ähnlich wie bei LHC wer-
den für dieses Projekt permanente Verbindungen zwischen beteiligten Rechenzentren
benötigt, die in der Lage sein müssen, mehrere Terabyte an Daten zu bewältigen.
Ausfallsicherheit und Verfügbarkeit dieser Verbindungen werden nicht so kritisch wie
bei LHC angesehen, da dadurch keine u.U. unwiederbringlichen Daten verloren gehen
können. Dafür müssen aber strenge Anforderungen an unterschiedliche Dienstgüte-
werte wie z.B. Delay, Jitter und Fehlerrate einzelner Verbindungen eingehalten wer-
den, damit die Zusammenarbeit mehrerer Rechenzentren im Rahmen eines globalen
Filesystems innerhalb eines Grids möglich ist und nicht durch Synchronisationspro-
bleme behindert wird [NM08].
Permanentes Routing aller dieser Daten über das normale IP Backbone-Netz von Géant2
würde andere Dienste beeinträchtigen. Andererseits würden auch andere Netflows, die
um dieselben physischen Ressourcen konkurrieren, den Datenverkehr von LHC und
DEISA beeinflussen, wodurch erforderliche QoS-Grenzwerte nicht garantiert werden
könnten.
Um den neuen Anforderungen gerecht zu werden, wurde in Géant2 ein neuer Dienst E2E Links
– End-to-End (E2E) Links – konzipiert.
Abbildung 1.3.: Géant2 End-to-End Links mit Beispieltechnologien
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gen zwischen zwei wissenschaftlichen Einrichtungen (im Weiteren auch Endpunkte
genannt). Da bei dedizierten Verbindungen die Notwendigkeit des Routings entfällt,
werden diese Verbindungen auf ISO/OSI Schicht 2 realisiert, um unnötige Kosten
für die verhältnismäßig teure Router-Infrastruktur zu vermeiden [SW06]. Der für E2E
Links typische Aufbau, bei dem die Endpunkte sich in unterschiedlichen Domänen
befinden, ist in Abbildung 1.3 dargestellt. Dabei "zerfällt" der E2E Link in mehre-
re Abschnitte, die jeweils von einem anderen Netzbetreiber (Domain) zur Verfügung
gestellt und betrieben werden und auch mit unterschiedlichen Netztechnologien rea-
lisiert werden können [YH07].
1.3. Verkettete Dienste
Streng genommen handelt es sich bei Géant2 E2E Links um Dienstketten, die durch
eine horizontale Kopplung der Teildienste zustande kommen. Die Teildienste wer-
den in diesem Fall von den Netzbetreibern aus unterschiedlichen – im Falle von
E2E Links für LHC auch außereuropäischen – Ländern erbracht. Der Aufbau von
hierarchischen Organisationsbeziehungen wäre daher allein aus politischen Gründen
unmöglich. Somit herrscht zwischen den Providern sog. Heterarchie (zu Deutsch:Heterarchie
Gleichberechtigung und Autonomie der Beteiligten) [Rei98, BK04]. Gleichzeitig wird
seitens der über diese Dienstketten abgewickelten Projekte eine Reihe von i.A. un-
terschiedlich harten E2E Dienstgüteanforderungen an diese Verbindungen gestellt.





















Abbildung 1.4.: Verketteter Dienst, Einordnung
Dienste, die alle drei Eigenschaften (Horizontale Kopplung, Heterarchie und harte E2EVerkettete
Dienste QoS-Zusicherung) aufweisen, werden im weiteren Verlauf dieser Arbeit als Verkettete
Dienste (engl: Concatenated Services) referenziert.
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Dienstgütezusicherung durch Overprovisioning gehört zu den sog. statistischen Me-
thoden. Dabei hat sich bei den Providern von IP-Backbone Netzen eine Daumenregel
eingebürgert, dass höchstens 20% der gesamt verfügbaren Bandbreite auch garantiert
werden kann. Bei Nichteinhaltung dieser Regel ist die Wahrscheinlichkeit zu hoch,
dass konkurrierende Nachrichtenströme einander in dem Maße beeinflussen, dass die
Dienstgüte nicht garantiert werden kann. Bei den enormen Anforderungen von LHC
und DEISA würde daher eine Gewährleistung von E2E QoS-Zusicherungen durch Over-
provisioning die Dienstkosten in astronomische Höhen treiben.
Da der Bedarf an Verketteten Diensten enorm und dabei die Ende-zu-Ende Dienstgü-
teabsicherung durch die etablierten Methoden nicht gedeckt ist, ist es Ziel dieser Ar-
beit, einen alternativen, neuartigen Ansatz dafür zu entwickeln.
1.4. Fragestellungen und Zielsetzung
Die Hauptfrage, die sich in Bezug auf Verkettete Dienste stellt, ist: Welche Maßnahmen
sind notwendig, um bei Verketteten Diensten Ende-zu-Ende Qualität garantieren zu
können? Wie könnte eine generische Architektur für ein Service-Level-Management
von Verketteten Diensten aussehen?
Klassische Aufgaben des Service-Level-Managements angewandt auf Verkettete Dienste
stoßen auf zwei Arten von Schwierigkeiten. Zum einen müssen diese Maßnahmen
von mehreren voneinander unabhängigen und vor allem gleichberechtigten Organi-
sationen (Service-Provider-Domänen) durchgeführt werden. Zum anderen wird ein
besonderer Wert auf die Abstimmung und Koordination der Maßnahmen einzelner
Domänen gelegt, da durch die Dienstzusammensetzung (Verkettung der Teildienste)
auch kleinste lokale Veränderungen bei einem einzelnen Glied der Kette große Aus-
wirkungen auf die ganze Verbindung haben können.
Die daraus resultierenden Fragestellungen werden im Folgenden präsentiert. Diese
Fragen werden nach den Phasen des Dienstlebenszyklus gruppiert, in denen sie auf-
treten.
1. Verhandlungsphase: Wer verhandelt mit dem Customer über eine neue Instanz
eines Verketteten Dienstes? Wie teilt der Customer dem Verhandlungspartner
mit, welche Dienstgütemerkmale bei dieser Instanz für ihn wichtig sind und
welche Werte bei diesen QoS-Parametern als Ende-zu-Ende Dienstgüte eingehal-
ten werden müssen? Wie werden die weiteren SP-Domänen in die Verhandlung
miteinbezogen, um eine Realisierbarkeit dieser Anforderungen zu prüfen?
2. Verhandlungs- oder Dienstinbetriebnahmephase: Wann wird geplant, aus wel-
chen Teildiensten eine Instanz eines Verketteten Dienstes zusammengesetzt wird
sowie an welchen Übergangspunkten, mit welchen Technologien und welchen
technologiespezifischen Parametern benachbarte Teildienste verbunden werden?
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Wie werden SP-Domänen in den Planungsprozess miteinbezogen? Wie wird ent-
schieden, welche Anforderungen Teildienste und ihre Verbindungen erfüllen
müssen, damit die für den Verketteten Dienst erwünschte E2E-Qualität gewähr-
leistet ist?
3. Dienstinbetriebnahmephase: Wer initiiert zu welchem Zeitpunkt die Inbetrieb-
nahme und Konfiguration einzelner Teildienste einer Instanz eines Verketteten
Dienstes?
4. Betriebsphase, Aspekte ITSM: Wie geschieht die Überwachung einzelner Instan-
zen eines Verketteten Dienstes, vor allem wie koordinieren dabei die beteiligten
SP-Domänen ihre Mess- und Monitoringprozesse? Wie wird die Einhaltung von
Zusicherungen für die Dienstinstanzen überprüft und wer übernimmt diese
Aufgabe? Wer kann Incident&Problem Management Prozesse starten?
5. Betriebsphase, Aspekte CSM: Durch wen und in welchen Fällen wird ein Re-
porting an den Customer einer Instanz eines Verketteten Dienstes initiiert? Wer
generiert Reporte für den Customer, wer stellt sie zu und was beinhalten sie?
Welche Reporte werden zwischen SP-Domänen ausgetauscht, wodurch werden
sie initiiert und was beinhalten sie?
6. Dienstanpassungsphase: An wen kann ein Customer veränderte Anforderungen
(andere QoS-Parameter oder deren Soll-Zustände) an seine Instanz eines Verket-
teten Dienstes mitteilen und wie? Wie kooperieren SP-Domänen bei der Bearbei-
tung von Customer-Anfragen?
7. Dienstauflösungsphase: Wem teilt der Customer seinen Wunsch nach Auflösung
seiner Instanz eines Verketteten Dienstes mit? Wie wird diese Information an die
beteiligten SP-Domänen weitergeleitet?
Obwohl alle diese Fragen auf verschiedene Ziele ausgerichtet sind, weisen sie dennoch
einige Gemeinsamkeiten auf – so liegt z.B. allen diesen Fragen der Bedarf nach der
zielgerichteten koordinierten Kopplung funktionaler Komponenten einzelner beteilig-
ter Domänen zugrunde. Weiterhin benötigt die Lösung einiger der Fragen auch die





Ein grober Überblick über die Kapitelstruktur dieser Arbeit ist in Abbildung 1.5 dar-
gestellt. Die Arbeit gliedert sich in drei Teile. In Kapitel 2 werden verschiedene Sze-
narios mit Verketteten Diensten analysiert. Die daraus resultierenden Anforderungen
werden zunächst verwendet, um die existierenden Ansätze zu bewerten. Wegen der
Notwendigkeit, eine neue Lösung zu entwickeln, werden diese Anforderungen in allen
anderen Kapiteln der Arbeit berücksichtigt.
Der zweite Teil der Arbeit befasst sich mit der Entwicklung einer neuen Lösung, die
den zuvor aufgestellten Anforderungen und Randbedingungen genügt. Dieser Teil be-
ginnt mit Kapitel 3, in dem existierende Ansätze zur Thematik untersucht werden.
Das Ergebnis dieses Abschnittes ist eine Analyse möglicher Lösungsbausteine und
lehrreicher Erfahrungen, die bei der Entwicklung der Lösung in den weiteren drei
Kapiteln einfließen. Im Kapitel 4 wird die Basis der Lösung in Form einer Routing-
Architektur gelegt, die sowohl die Besonderheiten der Verketteten Dienste als auch des
Service-Level-Managements bei dieser Dienstform berücksichtigt. Im Kapitel 5 wird das
Kommunikationsprotokoll definiert, das für den Informations- und Anfragenaustausch
zwischen den SP-Domänen notwendig ist. Die mit dem Kommunikationsprotokoll as-
soziierten Basisprozesse werden im darauffolgenden Kapitel 6 für die Definition der
Service-Level-Management-Prozesse verwendet.
Der dritte und letzte Teil dieser Arbeit befasst sich mit der Evaluation und Bewer-
tung der entwickelten Lösung. Im Kapitel 7 wird die entwickelte Lösung exemplarisch
am Beispiel des Ordering-Prozesses detailliert durchgespielt. Im Kapitel 8 werden die
Erfahrungen geschildert, die bei der Anwendung der entwickelten Konzepte und An-
sätze in realen Projekten gesammelt werden konnte. Das Kapitel 9 befasst sich mit
der Bewertung der entwickelten Lösung anhand der im Kapitel 2 aufgestellten An-
forderungen. Die Arbeit schließt im Kapitel 10 mit einem kurzen Rückblick und der
Diskussion über weiterführende Arbeiten ab.
1.6. Abgrenzung
Die wissenschaftliche Forschung im Bereich des IT-Service-Managements beschäftigt
sich in den letzten Jahren verstärkt mit den Aspekten der Zusammenarbeit von IT-
Providern bei der Erbringung von IT-Diensten. Diese Arbeit deckt nur eine Facette die-
ses breiten Forschungsfeldes ab und muss daher im Kontext mit den anderen Arbeiten
sowohl innerhalb des Munich Network Management (MNM)-Teams als auch anderer
akademischer und industrieller Forschungsprojekte gesehen werden. Im Folgenden
werden die Gemeinsamkeiten, Unterschiede und Schnittstellen zu den Arbeiten kurz
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Abbildung 1.5.: Aufbau dieser Arbeit
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HAMM entwickelt in seiner Dissertation [Ham09] eine Methode zur Spezifikation der
IT-Service-Managementprozesse Verketteter Dienste. Die Arbeit HAMMS teilt den Un-
tersuchungsbereich mit dieser Arbeit, beide Arbeiten sind allerdings komplementär
angelegt. Während diese Arbeit sich auf Maßnahmen zur Dienstgütezusicherung fo-
kussiert, untersucht HAMM unterschiedliche Organisationsformen, die bei Verketteten
Diensten eingesetzt werden können, und definiert eine Methodik zur Definition von
interorganisationalen Betriebsprozessen. Zur genauen Abgrenzung der Arbeiten siehe
auch [HY08a].
MARCU [HMY08, MGL+09] untersucht in ihrer Dissertation Schnittstellen- und Archi-
tekturkonzepte für das providerübergreifende Fehlermanagement. Die Arbeit MARCUS
kann ebenfalls als komplementär zu dieser Arbeit betrachtet werden, da in der vorlie-
genden Arbeit die Incident&Problem Managementprozesse nicht im Detail spezifiziert
werden.
KNITTL [HK09] entwirft in ihrer Dissertation eine Architektur für eine interorganisatio-
nale föderierte Configuration Management Database (CMDB). Ebenso wie MARCU ver-
folgt KNITTL einen werkzeugorientierten Ansatz. Die Ergebnisse ihrer Arbeit können
zur Verwaltung der Multi-Domain Managementinformationen über bereits etablierte
Dienstinstanzen verwendet werden.
HOMMEL adressiert in seiner Dissertation [Hom07] Identity-Management-Konzepte in
föderierten Umgebungen (FIM). Die in dieser Arbeit behandelten Fragestellungen pro-
fitieren von den Ergebnissen HOMMELS Arbeit, da bei den Betriebsprozessen für Ver-
kettete Dienste die gegenseitige Identifikation der nicht direkt angeschlossenen und
u.U. zuvor unbekannten Service Provider benötigt wird.
BOURSAS untersucht in ihrer Dissertation [Bou09] Trust- und Reputation-Management
in föderierten Umgebungen. Erst durch die Verwendung ihrer Arbeit wird es möglich,
Verkettete Dienste nicht nur bei geschlossenen Provider-Kooperationen zu realisieren,
sondern auch auf Kooperationen auszudehnen, bei denen die kommunizierenden Ser-
vice Provider i.A. keine zuvor etablierten Vertrauens- oder gar Vertragsbeziehungen
haben. Die Arbeit von BOURSAS kann zur Autorisierung der erforderlichen Operatio-
nen verwendet werden.
ZIEGELMANN und KUIPERS befassen sich in ihren Dissertationen [Zie01, Kui04] mit der
Problematik der Pfadsuche in Graphen unter Berücksichtigung von gleichzeitig mehre-
ren Parametern. Diese Arbeiten sind vor allem wegen den dort entwickelten Suchalgo-
rithmen sowie wegen des Umganges mit mehreren Dienstgüteeigenschaften als wich-





Begriﬀe, Szenarien und Anforderungsanalyse
Der Fokus dieses Kapitels liegt auf der Ausarbeitung der Anforderungen für die zu
entwickelnde Lösung. Graphisch ist der Aufbau des Kapitels in Abbildung 2.1 darge-
stellt. Dabei bedeuten dicke ausgefüllte Pfeile die Leserichtung. Die dünnen gestri-
chelten Pfeile zeichnen die Abhängigkeiten bei der Ableitung einzelner Abschnitte.
Als erstes werden im Abschnitt 2.1 alle benötigten Begriffe eingeführt, um eine ein-
deutige Semantik für die Analyse zu schaffen. Sowohl deutsche als auch englische
Begriffe werden eingeführt. Im Text werden beide Formen als Synonyme verwendet,
um die Beschreibung aufzulockern.
Im Abschnitt 2.2 wird das Ziel dieser Arbeit auf der Grundlage der definierten Begriffe
präzisiert.
Im Abschnitt 2.3 werden Szenarios beschrieben, in der sich die Problematik einer
E2E QoS-Zusicherung bei Dienstketten auf unterschiedliche Art und Weise stellt. Im
Anschluss an die Beschreibung werden aus unterschiedlichen Perspektiven Aspekte
aufgezählt, die in den jeweiligen Szenarios für die Erfüllung der Dienstgütezusiche-
rungen relevant sind.
Die szenarienspezifischen Aspekte werden im Abschnitt 2.4 zunächst zu einer Morpho-
logie aller Szenarien zusammengefasst. Diese bildet wiederum eine Grundlage, um ein
generisches Szenario sowie eine Reihe von Anwendungsfällen (Use Cases) herauszuar-
beiten.
Die eigentliche Anforderungsanalyse wird im Abschnitt 2.5 durchgeführt. Die erforder-
liche Basis dafür liefern die zuvor aufgestellte Morphologie, das generische Szenario
sowie die Use Cases.
Das Kapitel schließt mit der Bewertung existierender Ansätze zur E2E-Dienstgütezusi-
cherung bei Dienstketten anhand der aufgestellten Anforderungen.
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2.2 Präzisierung der Zielsetzung




Generisches Szenario Use Cases
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Anforderungen an QoS und SLM
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Neben dem Begriff Managementarchitektur stellen der IT-Dienst selbst und seine
Dienstgüte zentrale Begriffe dieser Arbeit dar.
Unter einem Dienst (engl.: Service) wird in dieser Arbeit eine IT-Funktionalität ver- Dienst
standen, die von einem Service Provider seinem Kunden (engl.: Customer) i.a. gegen
ein Entgelt zur Verfügung gestellt und von dem vereinbarten Dienstnutzer (engl.:
User) genutzt wird. Der Dienst kann entweder direkt genutzt oder für die Schaffung
weiterer Dienste verwendet werden.
Bereits diese informelle Definition benötigt weitere Begriffe und deren Relationen
verwendet werden, die zwar intuitiv verständlich sind, dennoch explizit eingeführt
werden müssen. Um einen in sich abgeschlossenen Begriffsraum zu schaffen, wird
hier auf das MNM-Dienstmodell zurückgegriffen. Das MNM-Dienstmodell, das zuerst MNM-
Dienstmodellin [GHH+01] definiert wurde, hat sich als ein sehr gutes Hilfsmittel bewährt, um einen
Dienst und seine Zusammensetzung bei hierarchischen Dienst- und Organisationsbe-
ziehungen zu beschreiben (siehe Abbildung 2.2).
Abbildung 2.2.: MNM-Dienstmodell [GHH+01]
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Das MNM-Dienstmodell definiert drei Rollen, die bei der Diensterbringung und -
nutzung beteiligt sind: Diensterbringer, Kunde und Dienstnutzer. Diese Rollen sind
durch ihre Verantwortung und Kompetenzen wie folgt abgegrenzt:
Unter einem Diensterbringer (engl.: Service Provider, SP) wird eine Rolle verstanden,Diensterbringer
die einen Dienst samt seiner Nutz- und Managementfunktionalität realisiert und zur
Verfügung stellt.
Als ein Kunde (engl.: Customer) wird eine Rolle verstanden, die bei einem Service Pro-Kunde
vider eine Instanz des erwünschten Dienstes bestellt. Dem Kunden wird das Recht ein-
geräumt, die Managementfunktionalität der bestellten Dienstinstanz zu nutzen.
Der Dienstnutzer (engl.: User) ist eine Rolle, die – laut der Vereinbarung zwischenDienstnutzer
den Provider und Customer – die eigentliche Nutzfunktionalität in Anspruch nehmen
darf.
Alle Rollen können von unterschiedlichen Akteuren besetzt werden. Während als Ser-
vice Provider üblicherweise eine Organisation auftritt, ist die Rolle User normaler-
weise von einer oder mehreren Personen besetzt. Als ein Kunde kann sowohl eine
Organisation als auch eine Person auftreten. Ein Akteur kann auch unterschiedliche
Rollen annehmen.
Der Dienst selbst wird in dem Modell als ein Tripel aus Nutzfunktionalität, Manage-
mentfunktionalität und dazugehörigen Dienstgüteparameter definiert.
Die Nutzfunktionalität (engl.: usage functionality) repräsentiert den eigentlichen ZweckNutzfunktionalität
des Dienstes. Sie wird von dem Dienstnutzer genutzt. Der Zugriff auf die Funktionali-
tät findet über die sog. Service Access Point (SAP) Schnittstelle stat.SAP
Die Managementfunktionalität (engl.: management functionality) wird benötigt, umManagement-
funktionalität z.B. Dienstparameter festzulegen bzw. verändern zu können. Die Nutzung dieser Funk-
tionalitätsart wird ausschließlich dem Kunden erlaubt. Der Zugriff auf diese Funktio-
nalität geschieht über die sog. Customer Service Management (CSM) Schnittstelle; die-CSM
se Schnittstelle wird auch als CSM Access Point (CSMAP) referenziert.
Die Dienstgüte bzw. Dienstgüteparameter (engl.: QoS1 parameters) legen fest, welcheDienstgüte
der unterstützten Dienstgütemerkmale welche Charakteristika aufweisen sollen. Diese
können sich sowohl auf Nutz- als auch auf die Managementfunktionalität beziehen. Als
ein Beispiel für die Nutzfunktionalität können hier minimale Bandbreite und maxima-
ler Jitter einer IP-Verbindung genannt werden. Ein Beispiel für die Managementfunk-
tionalität ist ein Recht, die QoS-Parameter im Betrieb zu ändern.
Das MNM-Dienstmodell kann als eine Art Template angesehen werden, das alle AspekteDienstinstanz
eines Dienstes umfassen und beschreiben kann. Die Kunden und Nutzer sind jedoch an
einem instanziierten Dienst interessiert. Der instanziierte Dienst wird in dieser Arbeit
1QoS steht für Quality of Service
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als Dienstinstanz bezeichnet. So stellt eine konkrete Telefonverbindung zwischen zwei
Gesprächspartnern eine Instanz des Typs Telefondienst dar.
Bezogen auf eine Dienstinstanz kann zwischen dem Customer und dem Service Pro- Dienstgütever-
einbarungvider ein formaler Vertrag abgeschlossen werden, in dem alle Rechte und Pflichte
beider Parteien spezifiziert werden. Dabei werden die Vereinbarungen über die zu-
gesicherte Dienstgüte in der Dienstgütevereinbarung (engl.: Service Level Agreement
(SLA)) festgehalten. Diese legt fest, welche Grenzwerte bei den vereinbarten Dienstgü-
temerkmalen eingehalten werden müssen sowie wie deren Überwachung stattfinden
soll.
Die Managementdisziplin der Definition, Vereinbarung, Aufzeichnung und Überwa- Service-Level-
Managementchung von Service Levels wird in IT-Service-Management (ITSM) als Service-Level-
Management (SLM) bezeichnet. Das SLM befasst sich mit einer Reihe von Maßnah-
men, die sowohl zusichern sollen, dass keine unerfüllbare Dienstgüteparameter dem
Kunden in einem SLA versprochen werden, als auch mit den Maßnahmen, die da-
für sorgen, dass die vereinbarten QoS-Ziele eingehalten werden. Die Maßnahmen er-
strecken sich über mehrere Phasen des Dienstlebenszyklus und können in Abhängig-
keit von der Phase auf unterschiedliches Instrumentarium zurückgreifen. So gehören Monitoring
die Überwachung (engl.: Monitoring ) und die Berichterstattung (engl.: Reporting ) zu Reporting
den wichtigsten SLM Instrumenten in der Betriebsphase.
Je nach Fachliteratur und deren Fokus können unter dem Begriff Dienstlebenszy- Lebenszyklus
klus bzw. einfach Lebenszyklus (engl.: Life Cycle) unterschiedliche Aspekte verstan-
den werden. Am häufigsten werden damit die Phasen entweder eines Dienstes (im
Sinne eines Templates) oder einer Dienstinstanz verstanden. Im ersten Fall, der z.B.
bei NGOSS (siehe [TMF04b, TMF04a]) im Vordergrund liegt, werden die Phasen von
dem Erstellen eines neuen Dienstes über ein Angebot für den Kunden und bis hin
zum Abbau des Dienstangebotes behandelt. In dieser Arbeit steht die Dienstinstanz
im Vordergrund und somit wird deren Lebenszyklus verwendet (siehe Abbildung
2.3).
1 2 3 4 5
Abbildung 2.3.: Dienstlebenszyklus
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Der Lebenszyklus einer Dienstinstanz beginnt mit der Verhandlung und ihrer an-
schließenden Bestellung. Danach werden seitens des Service Providers Maßnahmen
getroffen, um die bestellte Dienstinstanz in Betrieb zu stellen. Im Betrieb kann vom
Dienstnutzer die Usage Functionality und vom Kunden die Management Functiona-
litiy verwendet werden. Als ein Teil der Managementfunktionalität kann auch die
Möglichkeit für deren Anpassung im Betrieb vorgesehen werden. Der Lebenszyklus
einer Dienstinstanz endet mit ihrer Abbestellung, die den Service Provider veranlasst,
die dafür verwendeten Ressourcen freizugeben.
Die Komplexität moderner Dienste ist so hoch, dass sie oft nicht von einem einzigenTeildienste
Service Provider bewältigt werden kann. Daher spezialisieren sich Service Provider
auf die Erbringung einfacherer Dienste, die dann zu einem kompletten Dienst zu-
sammengesetzt werden können. Solche Teile werden in dieser Arbeit als Teildienste
referenziert.
Die Service Provider, die die Teildienste erbringen, sind i.A. unterschiedliche Organi-SP-Domäne
sationen. Diese Organisationen bilden somit jeweils eine organisatorische Domäne, die
im Weiteren als SP-Domänen (engl.: SP-Domains) referenziert wird.
Auch wenn das MNM-Dienstmodell alle erforderlichen Aspekte eines Dienstes be-
schreibt, wird dabei von hierarchischen Provider- und Dienstbeziehungen ausgegan-
gen. In Kapitel 1 wurde der Bedarf auch an solchen Diensten verdeutlicht, bei denen
hierarchische Organisationsbeziehungen nicht akzeptabel sind. Obwohl manche der
benötigten Begriffe bereits in dem o.g. Kapitel eingeführt wurden, werden sie hier
vollständigkeitshalber erneut definiert.
Unter einer Heterarchie wird eine Organisationsform verstanden, bei der alle Beteilig-Heterarchie
ten autonom und gleichberechtigt sind [Rei98, BK04]. Anders ausgedrückt, bei heter-
archischen Kooperationsformen darf es keine global wirksame Rolle mit Weisungsbe-
fugnissen geben.
Unter einer Dienstkette wird ein Dienstaufbau verstanden, bei dem Teildienste hori-Dienstkette
zontal gekoppelt sind (Horizontal Supply Chain), siehe dazu [HAN99, DR02], wobei zwi-
schen den Service Providern, die die Teildienste erbringen, Heterarchie herrscht. Eine
Einhaltung der Dienstgüte wird bei der Dienstkette i.a. nicht gefordert.
Bemerkung: Bei einer horizontalen Kopplung der Teildienste zieht die Beeinträchti-
gung einzelner Teildienste – anders als bei der vertikalen Kopplung – die ande-
ren Teildienste nicht in die Mitleidenschaft. Dafür wird hier von jedem einzel-
nen Teildienst die komplette Dienstinstanz, also auch in der E2E-Auswirkung,
beeinflusst.
Ein Verketteter Dienst (engl: Concatenated Service) wird in der Arbeit als eine Dienst-Verketteter
Dienst kette definiert, für die die Einhaltung der Dienstgüteparametern gefordert wird.
Da es bei Dienstketten um die Verbindungen zwischen zwei KommunikationspartnerEndpunkt
geht, verläuft eine Dienstinstanz immer zwischen zwei Endpunkten (engl.: End Points,
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EPs). Unter EPs werden in der Arbeit die zwei SAPs der Kommunikationsteilnehmer
verstanden, die Endnutzer der Dienstinstanz sind.
Bei Dienstketten bestehen grundsätzlich mehrere Möglichkeiten, eine Verbindung zwi- Routing
schen zwei Endpunkten zu realisieren. Ein Prozess, bei dem ein Weg zwischen zwei
Endpunkten gesucht und idealerweise gefunden wird, wird als Pfadfindung (engl.:
Routing ) bezeichnet. In dieser Arbeit bezieht sich der Begriff auf das Finden eines
geeigneten Pfades durch mehrere SP-Domänen.
Die Inbetriebnahme einer Dienstinstanz, die für den Betrieb einer Dienstinstanz not- Switching
wendig ist, bezieht sich auf die Inbetriebnahme einzelner beteiligten Teildienste sowie
auf ihre Zusammenschaltung. Die Zusammenschaltung wird in dieser Arbeit in Anleh-
nung an die TK-Technik auch als Switching referenziert.
Neben der Aufteilung und der Zusammensetzung der komplexen Dienste aus Teil-
diensten erfordert das Management solcher Systeme einen vielschichtigen Aufbau.
Die Erfüllung von SLM-Aufgaben wird durch eine Reihe von Prozessen realisiert,
die wiederum aus einer Reihe von einzelnen nacheinander ausgeführten atomaren
Aktivitäten bestehen. Um dies diese Aktivitäten beschreiben zu können, wird eine
Managementarchitektur-Schicht gebraucht.
Die Managementarchitektur wird in OSI als bestehend aus vier Teilmodellen definiert: Management-
architekturInformationsmodell, Organisationsmodell, Funktionsmodell und Kommunikationsmo-
dell (siehe Abbildung 2.4).
Managementarchitektur
Informationsmodell Organisationsmodell Funktionsmodell Kommunikationsmodell
Abbildung 2.4.: Teilmodelle einer Managementarchitektur
Das Herzstück einer Managementarchitektur bildet das Informationsmodell, das die
gemanagten Objekte (engl.: Managed Objects, MO) durch die Beschreibung ihrer Ei- Managed Object
genschaften genau definiert. Das Organisationsmodell spiegelt den organisatorischen
Aufbau wider. Das Modell legt fest, welche Rollen in der Architektur vorkommen und
welche Akteure sie annehmen dürfen. Im Funktionsmodell werden funktionale Kom-
ponenten definiert und auf die in dem Organisationsmodell definierten Rollen "ver-
teilt". Schließlich wird im Kommunikationsmodell definiert, auf welchen Wegen und
in welcher Weise die einzelnen Rollen und funktionalen Komponenten bei der Erfül-
lung ihrer Aufgaben miteinander kommunizieren.
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2.2. Präzisierung der Zielsetzung
Aus der Perspektive des Customers stehen immer der Dienst selbst sowie seine Qua-
lität im Vordergrund. Weder die technische noch die organisatorische Realisierung
des Dienstes spielen für den Customer eine wesentliche Rolle. Deswegen werden von
ITSM Framework ITIL die Aushandlung der vom Kunden erwünschten und zugleich
vom SP realisierbaren QoS-Werte sowie deren spätere Überwachung als zwei Kernauf-
gaben des Service-Level-Managements angesehen. Die ausgehandelten Dienstgütezusi-
cherungen werden in der Regel in einem Service Level Agreement (SLA) festgehal-
ten.
Im Falle von hierarchischen Organisationsbeziehungen wird das komplette Service-
Level-Management eines Dienstes von einer einzigen Service-Provider-Organisation
bestimmt. Diese SP-Organisation erfasst nicht nur Anforderungen des Customers und
schließt mit ihm einen Vertrag ab, sondern entscheidet vor allem, aus welchen Teil-
diensten der gesamte Dienst zusammengesetzt wird, welche Dienstmerkmale diese
Teildienste aufweisen und welche Grenzwerte bei jedem der Teildienste einzuhal-
ten sind, damit eine Ende-zu-Ende QoS-Zusicherung gewährleistet ist. Dieser Service-
Provider kann zudem entscheiden, welche der Teildienste in Eigenregie erbracht wer-
den sollen und welche bei den anderen Providern (Subprovidern) als Dienstleistung
eingekauft werden können. Weiterhin liegt es in der Hand des Dienstproviders zu
entscheiden, welche Dienstgütemerkmale bei den Teildiensten wie überwacht wer-
den müssen, sowie wem in welchen Abständen und unter welchen Bedingungen die
Monitoring-Daten zur Verfügung gestellt werden müssen. Eine Absicherung der Ver-
einbarungen mit den Subprovidern geschieht dann in den Underpinning Contracts.
Die Abbildung der dienstspezifischen QoS-Parameter auf die technologie- und geräte-
spezifischen Werte und Metriken wird durch die Fachkräfte der jeweiligen Domäne
durchgeführt.
Im Falle einer Heterarchie besteht dagegen die Herausforderung darin, dass ein vomFokus der Arbeit
Kunden erwünschter Ende-zu-Ende Dienst auf die Teildienste samt aller vorher er-
wähnten Festlegungen aufgeteilt wird. Das Fehlen eines zentralen Entscheidungsträ-
gers führt zu einer Reihe von Herausforderungen. Die speziell für das Service-Level-
Management Verketteter Dienste aufgeworfenen Fragen sind in Abschnitt 1.4 aufgeli-
stet; diese wurden von der vorangegangenen umfassenderen Analyse des Problemrau-
mes in [HY08a] abgeleitet.
In dieser Arbeit wird davon ausgegangen, dass sowohl die domäneninternen (wie
z.B. Abbildung von Teildienst QoS auf die eingesetzte Infrastruktur) als auch Single-
Domain (wie z.B. Annahme und Erfassung der Kundenanfrage) Aufgaben genauso
wie im hierarchischen Fall ausgeübt werden können. Diese sind bereits hinreichend
untersucht und ausgereift und werden daher in der Arbeit nicht genauer spezifi-
ziert.
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Sowohl im hierarchischen als auch im heterarchischen Fall weist das Service-Level-
Management außer technischen noch eine Reihe von weiteren Aspekten auf, wie z.B.
Dokumentation der Verträge und deren juristische Verbindlichkeit. Der Fokus dieser
Arbeit liegt allerdings einzig und allein auf der Schaffung technischer Voraussetzun-
gen für das Service-Level-Management Verketteter Dienste, weitere Aspekte werden
explizit ausgeklammert.
Weiterhin wird auch bei technischen Aspekten zwischen Beziehungen nach Außen
(zwischen einem Customer und seinem Service Provider) und nach Innen (zwischen
allen beteiligten Service Providern und involvierten Rollen) unterschieden. Die Be-
ziehungen nach außen bestimmen den Funktionsumfang der CSM-Schnittstelle. Diese
unterscheiden sich nicht vom hierarchischen Fall. Aus diesem Grund beschäftigt sich
diese Arbeit ausschließlich mit dem inneren Geflecht zwischen den Rollen, die sich
bei der Diensterbringung beteiligen. Die Tiefe der Betrachtung ist durch die Kommu-
nikationsschnittstelle zu diesen Rollen gegeben.
Genauer werden die Ziele der Arbeit wie folgt definiert: Ziele der Arbeit
Hauptziel: Kern dieser Arbeit bildet ein Verfahren, das es den Service Providern er-
laubt, die Kundenanforderungen auf die beteiligten Service Provider und auf
die Service-Level-Management-relevanten Festlegungen abzubilden. Im Rahmen
dieses Verfahrens wird definiert, welche Rollen dabei notwendig sind, wer von
den Providern diese Rollen übernimmt und welche Aufgaben und Verantwort-
lichkeiten mit diesen Rollen verbunden sind.
Nebenziel: In einer Multi-Domain-Umgebung nimmt die Kommunikation zwischen
den einzelnen beteiligten Service Providern eine integrierende Rolle ein. Ne-
ben der Festlegung der Kommunikationswege zwischen den Rollen wird daher
ein Protokoll für den Informationsaustausch definiert, das für die Lösung SLM-
spezifischer Aufgaben bei Verketteten Diensten eingesetzt werden kann. Es soll
weiterhin gezeigt werden, wie das Kommunikationsprotokoll bei der Definition
der SLM-Prozesse verwendet werden kann.
Nebenziel: Um eine spätere Anwendung in der Praxis zu vereinfachen, wird ein Vor-
schlag für die mögliche Abbildung der in dieser Arbeit entwickelten Lösung auf
die Systemschicht gemacht. Vor allem soll dadurch der Informationsaustausch
zwischen den beteiligten SP-Domänen verdeutlicht werden.
Der Rest dieses Kapitels beschäftigt sich mit der Aufstellung von Anforderungen an die
Lösung und ist wie folgt aufgebaut. Im Kapitel 2.3 werden Szenarios beschrieben, die
sich dem Problem einer E2E QoS-Zusicherung bei Dienstketten auf unterschiedliche
Weise stellen. Nach einer kurzen Szenariobeschreibung wird jeweils die Relevanz des
Szenarios für die Untersuchung gezeigt und es werden die im Szenario besonderen
Aspekte der QoS-Zusicherung zusammengefasst. Im Kapitel 2.4 werden alle Szenarios
im Überblick betrachtet. Basierend auf den Szenarioausprägungen wird ein allgemei-
nes Szenario erarbeitet. Anschließend werden Use Cases definiert. Anforderungen an
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die zu entwickelnde Lösung werden im Abschnitt 2.5 anhand des allgemeinen Szena-
rios und von den identifizierten Anwendungsfällen (Use Cases) abgeleitet. Das Kapitel
schließt mit einer Bewertung der Szenarios anhand aller aufgestellten Anforderun-
gen.
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2.3. Szenarien  Dienstketten und E2E QoS
Der Kundenbedarf an Dienstketten, die über mehrere Domäne hinweg gehen müssen
und bei denen E2E Dienstgüte eine wichtige Rolle spielt, zeigt sich bei einer Reihe
von Projekten und Diensten. In den folgenden Unterkapiteln werden fünf Szenarien
präsentiert, die sich der damit verbundenen Problematik auf unterschiedliche Art und
Weise nähern.
Bei der Beschreibung aller Szenarien wird zunächst der Dienst kurz eingeführt. Unter
anderem werden auch seine Zielgruppe sowie der derzeitige Reifegrad und die Ver-
breitung erwähnt. Danach werden alle für die Analyse relevanten Aspekte des Dienst-
aufbaus detailliert beschrieben und kurz bewertet. Die Reihenfolge der beschriebenen
Aspekte orientiert sich sehr stark an den Phasen des Dienstlebenszyklus, in denen
sie auftreten. Um unnötige Wiederholungen zu vermeiden, werden nur die Aspekte
beschrieben, die zu neuen – in vorangegangenen Szenarien nicht aufgedeckten – Er-
kenntnissen über den möglichen Architekturaufbau bzw. die Anforderungen an den
Dienst führen.
Im Anschluss an jede Szenariobeschreibung wird kurz nachgewiesen, wieso Dienstin-
stanzen im Szenario als eine Dienstkette betrachtet werden können. Danach wird zu-
sammengefasst, was aus Sicht des Service-Level-Managements für die Ende-zu-Ende
Dienstgütezusicherung in dem Szenario getan wurde. Diese Zusammenfassung fokus-
siert sich wiederum auf neue, in vorangegangenen Szenarios nicht beschriebene As-


















Abbildung 2.5.: Neue Aspekte im Szenario erfassen
Zunächst wird das Umfeld betrachtet, in dem der Dienst im jeweiligen Szenario ange-
boten wird, sowie die Dynamik seiner Nutzung durch die Kunden. Weiterhin werden
Voraussetzungen zusammengefasst, die erfüllt werden müssen, um den jeweiligen
Dienst überhaupt nutzen zu können. Nach diesen zwei allgemeinen Gesichtspunkten
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wird das Szenario aus Kunden- und aus Providerperspektive betrachtet. Aus der Kun-
denperspektive sind für diese Arbeit vor allem Aspekte der CSM-Schnittstelle und QoS-
Parameter von Bedeutung. Die Providerperspektive ist in der Betrachtung mit zwei
Facetten vertreten. Einerseits werden Service-Level-Management-Aspekte untersucht,
die für die QoS-Zusicherung relevant sind. Diese werden jedoch getrennt von den Rea-
lisierungsaspekten betrachtet, die die Zusammenfassung neuer Aspekte des Szenarios
abschließen.
2.3.1. Szenario 1: Telefonnetz/PSTN













(Extract from the "LUE "OOK)
Der Telefondienst, der auch als Public Switched Telephone Network
(PSTN) bekannt ist, ist das klassische Beispiel für einen Dienst,
der Ende-zu-Ende Verbindungen zwischen den Dienstnutzern er-
laubt. Diesem Dienst liegt eine automatische Leitungsvermittlung
zugrunde, die im Falle z.B. von ISDN als Zusammenschalten von
dedizierten 64 Kbit/s Kanälen realisiert ist.
2.3.1.1. Szenariobeschreibung
Der Telefondienst ist als Massendienst aufgebaut, bei dem die Anzahl von Kunden,
die gleichzeitig möglichen Verbindungen und kurze Verbindungsaufbauzeiten eine
entscheidende Rolle spielen. Deswegen wird großer Wert auf die durchgehende Au-
tomatisierung und Zeitverkürzung aller Prozesse gelegt, wodurch eine große Anzahl
sowohl von gleichzeitigen Verbindungsanfragen als auch von gleichzeitig bestehenden
Verbindungen erreicht werden kann. Dazu kommt auch eine enorme Anzahl von Tele-
kommunikationsunternehmen, zwischen denen ein Verbindungsaufbau möglich sein
muss.
Bevor der Dienst in Anspruch genommen werden kann, wird von einem Telco-SP
ein Telefonanschluss installiert und eine global eindeutige Telefonnummer für den
Anschluss vergeben. Der Dienstaufbau ist ausschließlich auf die Verbindung zwischen
den bereits bestehenden Telefonanschlüssen beschränkt.
Um eine Verbindung aufzubauen, spezifiziert ein Anrufer die global eindeutige Num-
mer des Anschlusses seines Gesprächspartners. Die Telco-SPs sind darum bemüht, dass
der Kunde den Dienst 24/7 in Anspruch nehmen kann. Als erwünschter Zeitpunkt
und Dauer der Verbindung wird impliziert "ab sofort und bis jemand auflegt oder
die Verbindung abbricht" angenommen. Es gibt nur rudimentäre Möglichkeiten, die
Dienstmerkmale einer Verbindung zu beeinflussen. Zum einen gelten Parameter, die
der Kunde für den Dienst beim Vertragsabschluss wählen kann, z.B. "eigene Nummer
weiterleiten/verstecken", "Anklopfen". Zum anderen gibt es die Möglichkeit, manche
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dieser Parameter auch durch Angabe am Telefonapparat pro Verbindung zu verän-
dern. So festgelegte Einstellungen werden dann bei jeder Dienstanforderung über-
nommen.
Nachdem der Telco-SP eine Anfrage für einen Verbindungsaufbau empfängt, wird als
erstes die Telefonnummer des gewünschten Gesprächspartners analysiert. Alle Tele-
fonnummern sind i.d.R. hierarchisch (beim Festnetz bisher nach geographischen Ge-
gebenheiten) aufgebaut. Ein strukturierter Aufbau von Telefonnummern erlaubt es,
Verbindungen ohne globales Wissen über den exakten Pfadverlauf zu schalten. Anhand
der angegebenen Telefonnummer kann der SP entscheiden, ob der Gesprächspartner
im eigenen oder in einem anderen Telefonnetz liegt. Für die Verbindungen zum Tele-
fonanschluss im eigenen Netz wird ein Kanal zum Zielanschluss automatisch geschal-
tet und das Klingeln beim Zielapparat ausgelöst. Falls das Ziel der Verbindung außer-
halb des SP-Netzes liegt, entscheidet der SP anhand von zuvor festgelegten Routing-
Tabellen, durch welches seiner Nachbarnetze die Verbindung aufgebaut werden soll.
Es wird ein 64 Kbit/s Kanal zum Nachbarn geschaltet und es werden Verbindungspa-
rameter zwischen beiden Netzen ausgehandelt. Obwohl Telefonnetze bereits seit sehr
vielen Jahren im Einsatz sind, gibt es dennoch sehr große Unterschiede bei den unter-
stützten Parametern. Das Signalisierungsprotokoll SS7 [ITU93, ITU96], das von allen
Ausprägungen der Telefonnetze unterstützt wird, bietet die Möglichkeit, die Schnitt-
menge der unterstützten Parameter beim Verbindungsaufbau zu bestimmen. Dies er-
laubt es den Telco-SPs, auf die Veränderungen der Infrastruktur der Nachbarndomäne
automatisch zu reagieren. Im extremen Fall müssen sich zwei Provider auf den klein-
sten gemeinsamen Nenner – das sog. Quersignalisierungsprotokoll (QSIG) – einigen,
das wiederum von allen Telefonnetzen unterstützt wird und ausschließlich die Schal-
tung von Sprachkanälen ermöglicht. Danach übernimmt der Nachbar-SP die Aufgabe
für die Verbindungsaufbau für den Rest der Strecke – der nächste SP wird ausgewählt,
ein Kanal bis zum nächsten SP wird geschaltet, die Kommunikationsparameter werden
ausgehandelt und die Aufgabe weitergereicht. Falls an einer Stelle die Verbindung un-
möglich ist, wird auf eine alternative Route ausgewichen.
Falls die Verbindung aufgebaut werden konnte, wird den Gesprächspartnern ein de-
dizierter 64 Kbit/s Kanal zugewiesen. Da das Routing-Verfahren auf die statisch vor-
konfigurierten Tabellen beschränkt ist (Kundenwünsche und in Nachbardomänen un-
terstützte Parameter werden beim Routing nicht berücksichtigt), wird die Verbindung
u.U. auch durch eine Domäne geleitet, die nicht alle vom Kunden erwünschten oder
erwarteten Parameter unterstützt. Durch Nacheinanderschaltung von mehreren Do-
mänen erhält die Ende-zu-Ende Verbindung die Schnittmenge der bei allen beteiligten
Domänen unterstützten Parameter. Das kann zu Verwirrungen führen, z.B. in dem
Fall, wenn sowohl Kundendomäne als auch Zieldomäne die Nummerweiterleitung un-
terstützen, aber eines der Transitnetze nicht. Das Routingverfahren ist so konzipiert,
dass, falls der reguläre Pfad nicht geschaltet werden konnte (z.B. weil alle Kanäle
bereits belegt sind), auf eine alternative Route ausgewichen wird. Dadurch können
Effekte eintreten, dass die Nummer manchmal angezeigt und manchmal nicht ange-
zeigt wird. Die Gründe für ein solches (von außen gesehen sporadisches) Verhalten
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werden dem Nutzer vom TK-Provider nicht mitgeteilt, was wiederum zur kompletten
Irritation des Dienstnutzers führen kann. Es gibt weder für den Kunden selbst noch
für die TK-Provider eine Möglichkeit, die Einhaltung von erwünschten Dienstmerk-
malen durchzusetzen. Das liegt daran, dass es keine Möglichkeit gibt zu signalisieren,
dass nach einem Pfad gesucht werden muss, der eine Reihe von erforderlichen Dienst-
merkmalen unterstützt. Es gibt keine Möglichkeit, QoS-Merkmale einzelner Abschnitte
abzufragen bzw. bei der Schaltung eine gewünschte Qualität der Abschnitte zu for-
dern.
Falls eine Verbindung nicht aufgebaut werden konnte, erhält der Anrufer von sei-
nem SP eine Rückmeldung über den Grund: Besetzt, Nummer nicht vergeben, etc.
Manche TK-Provider bieten außerdem "Ausweichdienste" an, z.B. wird im Hinter-
grund versucht, eine Verbindung später aufzubauen, falls die Nummer vorher besetzt
war.
Während der Verbindung wird ausschließlich die Aufrechterhaltung der Verbindung
überwacht. Das wird im wesentlichen im Interesse von Service Providern gemacht, um
die für die Verbindung verwendeten Ressourcen nach dem Beenden der Verbindung
wieder freizugeben. Parameter wie z.B. Rauschfreiheit der E2E Verbindung werden
i.a. weder überwacht noch gibt es für die Kunden eine Möglichkeit, diese Werte als
erforderlich zu spezifizieren.
Falls die Verbindung abbricht, erfährt der Nutzer das zwar durch das akustische Si-
gnal, der Grund dafür (ob der Gesprächspartner aufgelegt hat oder die Verbindung
zusammengebrochen ist) wird allerdings nicht mitgeteilt.
Alle Berichte, die von Telco-SPs den Kunden angeboten werden, beschränken sich i.d.R.
auf Accounting und Billing. Berichte über die Qualitätsgüte einzelner Verbindungen
oder generell den Dienst werden grundsätzlich nicht angeboten.
Um die Nutzung der Verbindung zu beenden reicht es, wenn einer der Gesprächs-
partner den Hörer auflegt. Dies wird von seinem Telco-SP erkannt und mit Hilfe von
SS7 allen in der Diensterbringung beteiligten Domänen mitgeteilt. Dem anderen Ge-
sprächspartner wird von seinem Telco-SP akustisch signalisiert, dass die Verbindung
nicht mehr besteht.
2.3.1.2. E2E-QoS im Szenario
Bei der Erbringung einer Telefonverbindung können sich mehrere Telekommunikati-
onsunternehmer (Service Provider) beteiligen. Die von den Providern erbrachten Teil-
dienste sind horizontal verkettet. Somit liegt eine Dienstkette vor.
Die E2E-Dienstgütezusicherung ist im Szenario wie folgt vertreten.
Umfeld der Diensterbringung und -nutzung:
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• Es gibt unüberschaubar viele SPs, die den Dienst anbieten
• SPs kennen i.A. nur ihre direkten Nachbarn
• SPs unterstützen i.A. unterschiedliche QoS-Parameter
• SPs können in Eigenregie (ohne Absprache mit anderen SPs) ihre Unter-
stützung von QoS-Parametern ändern
• Es gibt sehr viele Kunden, die den Dienst nutzen können
• Gleichzeitig mehrere Verbindungsanfragen sind möglich
• Mehrere gleichzeitig bestehende Verbindungen sind möglich
Voraussetzungen für eine Dienstinanspruchnahme:
• Ein Anschluss bei einem SP ist erforderlich
• Der Anschluss wird durch SP realisiert
• Jeder Anschluss ist mit einer global eindeutigen Anschluss-ID versehen
• Eine Verbindung ist nur zwischen bereits bestehenden Anschlüssen mög-
lich
• Die Infrastruktur, die für die Verbindung benötigt wird, ist vorhanden und
vorkonfiguriert
Kundenperspektive (CSM und QoS):
• Die Managementfunktionalität beschränkt sich auf das Bestellen und Abbe-
stellen einer Dienstinstanz
• Verbindungsanfragen sind 24/7 möglich
• Eine Verbindungsanfrage ist automatisch eine Auftragserteilung (keine Ver-
handlung erforderlich)
• Customer kommuniziert dabei immer mit seinem SP
• Beginn der Verbindung: implizit "ab sofort"
• Dauer der Verbindung: bis sie explizit abbestellt wird oder abbricht
• Verbindung kann von jedem der Gesprächspartner beendet werden
• Für die Verbindung gelten Parameter aus dem Vertrag
• Manche Einstellungen können beim Telefonapparat als default settings ver-
ändert werden
• Feedback beschränkt sich auf die Mitteilung von Tatsachen. Genauere Auf-
schlüsselung der möglichen Ursachen fehlt
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• Zeit bis Feedback ist sehr kurz
• QoS-Parameter beschränken sich auf qualitative Aspekte
Providerperspektive (SLM):
• Verbindungsaufbauzeiten sind extrem kurz
• Kundenwünsche werden beim Routing nicht berücksichtigt
• Es existiert ein Protokoll, das von allen SPs unterstützt und zur Aushand-
lung der Schnittmenge von Parametern genutzt wird
• QoS-Werte der Dienstinstanz bilden sich als Schnittmenge der in der Kette
unterstützten Parameter
• Überwachung beschränkt sich auf die Aufrechterhaltung der Verbindung
• Konsumenten von Monitoring-Informationen sind die SP-Domänen, die sich
an der Diensterbringung beteiligen
Providerperspektive (Dienstrealisierung):
• Bei allen SPs und für alle Aufgaben herrscht durchgehende Automatisie-
rung
• Der Verbindungsaufbau ist ohne globales Wissen (ausschließlich anhand
Tel.Nr. und Routing Tabelle) möglich
• Ein Kanal fester Bandbreite wird für eine Verbindung reserviert
• Routing und Switching geschehen in jeder SP-Domäne nacheinander, be-
vor die Verbindungsanfrage an die nächste SP-Domäne weitergereicht wird
(keine E2E-Planung wird im Vorfeld benötigt)
• Beim Verbindungsaufbau ist das Ausweichen auf eine alternative Route
möglich
2.3.2. Szenario 2: Géant2 E2E Links
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Die bereits in Kapitel 1.2 erwähnten Géant2 E2E Links
sind ein relativ neuer Dienst für Ende-zu-Ende Verbin-
dungen mit garantierter Dienstgüte. Diesem Dienst lie-
gen manuell geschaltete dedizierte optische Verbindun-
gen zugrunde, die auf ISO/OSI Schicht 2 realisiert sind
[Gea09, US06, CRE+07].
Die Géant2 E2E Links werden seit einigen Jahren produktiv eingesetzt. Derzeit werden
Anstrengungen unternommen, diesen Dienst und die zugrunde liegenden Prozesse zu
optimieren.
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2.3.2.1. Szenariobeschreibung
Verglichen mit dem Telefondienst ist bei E2E Links die Anzahl der Kunden und Nut-
zer relativ gering. Es sind derzeit vor allem internationale Forschungsprojekte, die
extrem hohe und oft auch unterschiedliche Anforderungen an die Verbindungen zwi-
schen beteiligten wissenschaftlichen Einrichtungen stellen. Die Anzahl von Service
Providern, die sich an der Erbringung dieses Dienstes beteiligen, ist auch relativ
gering: es sind in etwa 30 europäische und ca. 10 außereuropäische Forschungsnet-
ze.
Es sind keine Installationsarbeiten im Vorfeld erforderlich, bevor eine neue Verbin-
dung bestellt werden kann. Es wird lediglich davon ausgegangen, dass Wissenschafts-
organisationen, die einen oder mehrere E2E Links bestellen wollen, in den jeweiligen
NRENs bekannt sind. Eine Bestellung von E2E Links ist auch dann möglich, wenn
NRENs vor Ort bzw. NRENs auf der Verbindungsstrecke keine freie Kapazitäten (Rou-
ter, Switches, LWL, optische Kanäle usw.) haben. Bei Bedarf werden fehlende Kompo-
nenten nach Vertragsabschluss bestellt und installiert.
Um einen neuen E2E Link zu beantragen, entscheiden die Verantwortlichen von zwei
Wissenschaftsorganisationen, die miteinander verbunden werden sollen, welche QoS-
Parameter sie brauchen und welche Organisation den E2E Link beantragt. Daraufhin
kontaktiert diese Organisation ihren NREN und teilt die Anforderungen an den E2E
Link mit. Dieser NREN tritt dann als Verhandlungs- und Vertragspartner für den be-
stellten E2E Link auf. Der Bestellprozess ist auf die Öffnungszeiten des jeweiligen
Ansprechpartner-NREN beschränkt.
Kunden von Géant2 E2E Links sind grundsätzlich an langfristigen permanenten Ver-
bindungen interessiert. Sie können entweder Verbindungen mit der erwünschten
Bandbreite oder auch eine Wellenlänge bestellen. Die Nutzung einer Wellenlänge hat
für die Kunden den entscheidenden Vorteil, dass für einen E2E Link die volle Band-
breite verwendet wird, die sich über eine Wellenlänge übertragen lässt. Das erlaubt bei
Fortschritt in der Übertragungstechnik eine Aufrüstung, um den ständig wachsenden
Bedarf an Bandbreite zu decken. Andererseits gibt die Bandbreitenoption den Service
Providern größeren Gestaltungsraum für die Realisierung der Verbindung. Derzeit
sind für beide Optionen 1 und 10Gbps möglich, es wird aber bereits an Übertragungs-
geschwindigkeiten von 40 und 100Gbps gearbeitet.
Abgesehen von der Bandbreite können Kunden projektbezogene Anforderungen an
E2E Links stellen, die sich stark unterscheiden können. Zwei der prominentesten Nut-
zer von E2E Links sind das internationale Teilchenforschungsprojekt LHC [LHC08a]
und die Grid Initiative DEISA [DEI08a]. Während für DEISA außer reiner Bandbrei-
te noch Delay und Jitter eine wichtige Rolle spielen, sind beim LHC Projekt diese
QoS-Parameter nicht relevant.
Für das LHC Projekt sind vor allem Verfügbarkeit und Zuverlässigkeit von E2E Links
interessant. Außerdem müssen Wartungsarbeiten der Link Provider nicht nur wie üb-
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lich im Voraus gemeldet, sondern auch mit den Verantwortlichen im LHC-Projekt abge-
stimmt werden. In einem Multi-Domain Umfeld stellt die Koordination von Wartungs-
arbeiten immer noch eine Herausforderung dar, die in Géant2 derzeit ausschließlich
durch persönliche Absprachen gelöst wird. Eine weitere Herausforderung ist dadurch
gegeben, dass für das LHC Projekt z.T. primäre und Backup E2E Links zwischen den-
selben Endpunkten installiert werden müssen.
Obwohl es für den Customer möglich ist, gleichzeitig mehrere erforderliche Dienst-
güteparameter für einen E2E Link zu spezifizieren, fehlt es an der Möglichkeit, diese
zu priorisieren. Durch die Priorisierung von QoS-Parametern wäre es möglich, aus
mehreren alternativen Realisierungen die für den Customer am besten passende aus-
zuwählen.
Kundenanforderungen an den Dienst werden bei der Verhandlung zunächst in ei-
nem Formular erfasst. Dieses Formular wird dann zwischen Netzverantwortlichen der
NRENs zirkuliert, die die exakte Route und technische Realisierung des E2E Links ma-
nuell planen. Dabei wird das Formular mit für die Zusammenschaltung notwendigen
technischen Informationen aufgefüllt. Bei der Planung entscheidet jeder NREN, wer
der nächste in der Kette sein wird. Erst nachdem die interne Planung abgeschlossen
ist, wird das Formular vervollständigt und an den nächsten NREN weitergereicht, der
daraufhin mit seinem Teil der Planung beginnt. Da die manuelle Planung unterschied-
lich lange dauern kann und da die Anzahl von Domänen, die bei Erbringung eines
E2E Links involviert sind, je nach Route variieren kann, unterliegt die Dauer des ge-
samten Planungsprozesses großen Schwankungen und kann zwischen einigen Tagen
und einigen Wochen variieren.
Nachdem die Planung abgeschlossen ist, wird dem Customer mitgeteilt, ob ein E2E
Link mit den erwünschten Anforderungen realisiert werden kann und, falls ja, auch
wann der E2E Link voraussichtlich in Betrieb genommen wird. Falls der Kunde dem
Angebot zustimmt, wird der Inbetriebnahmeprozess gestartet.
Die Schätzung des Inbetriebnahmedatums, die dem Kunden vorgelegt wird, ist aller-
dings sehr ungenau. Durch das Fehlen von Multi-Domain Workflows kam es in der
Vergangenheit z.T. zu Verzögerungen von mehreren Monaten. Die Schaltung von Ver-
bindungsabschnitten geschieht größtenteils manuell und hängt zusätzlich auch von
den Lieferzeiten für die fehlenden HW-Komponenten ab. Die daraus resultierende
Dauer bis zur Inbetriebnahme variiert momentan von einigen Monaten bis hin zu ei-
nem Jahr. Derzeit wird intensiv an der Entwicklung von Multi-Domain-Prozessen für
E2E Links gearbeitet.
Um den Zustand von E2E Links kontinuierlich zu überwachen, wurde in Géant2
ein Monitoring-Konzept entwickelt, das die Autonomie der beteiligten Domänen be-
rücksichtigt [YH07]. Nach diesem Konzept stellt jeder NREN über eine standardisier-
te Schnittstelle Informationen zur Verfügung, ob der dort erbrachte Teildienst eines
E2E Links ordnungsgemäß funktioniert oder nicht. Informationen der einzelnen Do-
mänen werden von einem Monitoring-System in regelmäßigen Abständen abgefragt
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und daraus ein E2E-Wert aggregiert. Das Monitoring-System wird bei einer zentra-
len Organisation (sog. End-to-End Coordination Unit, E2ECU) betrieben, die extra
zum Zwecke der Überwachung und der Koordination von Multi-Domain Incident-
und Problem-Management-Prozessen ins Leben gerufen wurde. Dabei wird kein di-
rekter Zugriff auf die Domänen-Infrastruktur von außen benötigt, wodurch die Si-
cherheitsrichtlinien und die Autonomie jeder Domäne bewahrt werden. Dies erlaubt
auch, alle Komponenten des Systems einfach zu halten und Technologie- und HW-
spezifische Messungen in den Domänen durch die dort eingesetzten Tools zu realisie-
ren. Ein weiterer Vorteil dieses Konzepts ist die "Autosynchronisation" von Monitoring-
Informationen aller Domänen, die durch das gleichzeitige Abfragen von Ist-Zuständen
durch ein Monitoring-System erreicht wird (für mehr Details siehe Abschnitt 8.1). Der
größte Vorteil des Konzepts besteht aber darin, dass bei Störungen auf einem E2E
Link automatisch erkannt wird, in welcher der Domänen ein Problem aufgetreten
ist.
Die im Szenario umgesetzte Lösung weist allerdings eine Reihe von Defiziten auf. Es
wird z.B. vorausgesetzt, dass alle Teilabschnitte eines jeden E2E Links lückenlos über-
wacht werden, was nicht immer möglich bzw. einfach zu erreichen ist, und dass ge-
meldete Zustände den tatsächlich gemessenen Werten entsprechen. Weiterhin werden
kurze Ausfälle (engl.: spikes), die zwischen den Abfragen auftreten, vom Monitoring-
System nicht erkannt. Spikes, die dagegen während der Abfrage auftreten, werden
dann als Ausfälle für die Länge des Polling-Intervalls wahrgenommen. Die Proble-
matik von unterschiedlichen Messverfahren (Traps und Polling) sowie deren Granu-
larität wird bei der Aggregation von Ist-Zuständen der einzelnen Domänen einfach
ignoriert. Zu guter Letzt kann eine Degradation der Performanz, die in einzelnen Do-
mänen in den Toleranzgrenzen liegt und deswegen nicht als Problem erkannt wird,
sich über die ganze Kette aufsummieren und zu schlechter E2E-Qualität der kunden-
relevanten Parameter führen. Auf eine Ende-zu-Ende Überwachung, durch die solche
Situationen erkannt werden könnten, wird bei E2E Links aus Kostengründen verzich-
tet.
Bei der Dienstüberwachung werden derzeit für jeden E2E Link die Gesamtverfügbar-
keit und Anzahl der Ausfälle mitgeführt. Diese Informationen werden den Kunden
in monatlichen Berichten zur Verfügung gestellt. Die aktuell laufenden Werte können
vom Kunden über das Monitoring System abgefragt werden.
Veränderungen der Anforderungen an einen E2E Link kann der Kunde seinem NREN
mitteilen. Intern wird das als Bestellung eines neuen E2E Link mit den erwünschten
Parametern und als Abbestellung des alten behandelt.
Die Abbestellung eines E2E Links soll wiederum dem NREN mitgeteilt werden, das als
Verhandlungs- und Vertragspartner agiert hat. Dieser NREN leitet dann die Informatio-
nen an alle bei der Diensterbringung beteiligten Domänen weiter.
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2.3.2.2. E2E-QoS im Szenario
Bei der Erbringung eines E2E Links beteiligen sich mehrere NRENs, die als unabhängi-
ge Service Provider aufgefasst werden können. Die von den Providern erbrachten Teil-
dienste sind horizontal verkettet. Somit liegt eine Dienstkette vor.
Neue Aspekte der E2E-Dienstgütezusicherung im Szenario sind:
Umfeld der Diensterbringung und -nutzung:
• Die Anzahl der bei der Diensterbringung beteiligten SPs ist recht über-
schaubar
• Alle SPs kennen einander
• Die Anzahl der Kunden und Nutzer des Dienstes ist relativ gering
• Die Anzahl gleichzeitig bestehender Verbindungsanfragen ist relativ gering
• Wenige gleichzeitig bestehende Verbindungen
• Alle Verbindungen sind permanent und langfristig
• Die QoS-Anforderungen können zwischen Dienstinstanzen sehr stark vari-
ieren
Voraussetzungen für eine Dienstinanspruchnahme:
• Der Customer muss lediglich bekannt sein. Ein bereits bestehender An-
schluss ist für die Bestellung einer neuen Verbindung nicht erforderlich
Kundenperspektive (CSM und QoS):
• Der Bestellprozess ist auf die Öffnungszeiten des SPs beschränkt
• Die Bestellung erfolgt erst nach einer Verhandlung
• Als Verhandlungs- und Vertragspartner tritt der Anschluss-SP des Custo-
mers auf
• Es ist möglich, gleichzeitig mehrere QoS-Parameter für eine Dienstinstanz
zu fordern
• QoS-Anforderungen können sich beziehen u.a. auf Verfügbarkeit, Zuverläs-
sigkeit, quantitative QoS-Parameter (wie z.B. Bandbreite, Delay), Wartungs-
arbeiten usw.
• In manchen Fällen können Kunden nicht-standardisierte Anforderungen
aufstellen, wie z.B. bzgl. der Dienstrealisierung
• Bei demselben SP ist es auch möglich, Veränderung der QoS-Parameter zu
beantragen bzw. abzubestellen
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• Die Abfrage von aktuellen Monitoringwerten ist über eine zentral gehaltene
Multi-Domain Rolle (E2ECU) möglich
• Reports werden von der Multi-Domain Rolle (E2ECU) erstellt
Providerperspektive (SLM):
• Die Planung der Verbindung unterliegt großen Schwankungen. Die Gesamt-
zeit summiert sich über alle SP-Domänen, die sich bei der Diensterbringung
beteiligen werden. Dazu kommt, dass die Planungszeit in jeder dieser Do-
mäne unterschiedlich sein kann
• Eine Schätzung des Inbetriebnahmedatums ist sehr ungenau. Das liegt an
oft schwankenden Lieferzeiten und möglichen Problemen bei der manuel-
len Zusammenschaltung der Abschnitte
• Das Monitoring bezieht sich auf (abstrahierte) Abschnitte innerhalb SP-
Domänen (Domain Links) und auf die Verbindungsstücke zwischen SP-
Domänen (Interdomain Links)
• Das Monitoring setzt voraus, dass die von Domänen gemeldete Zustände
tatsächlich gemessenen Werten entsprechen
• Der Gesamtzustand des E2E Links wird von einem Monitoring-System aus
den Teilinformationen errechnet
• Eine berechnete E2E-Aussage ist darauf angewiesen, dass die Überwachung
lückenlos ist
• Das Monitoring verfolgt u.A. das Ziel, dass bei einer Störung die Verursacher-
Domäne automatisch erkannt werden kann
• Kurze Ausfälle (spikes) werden entweder nicht erkannt (falls Information
darüber zwischen den Abfragen überschrieben wird) oder falsch interpre-
tiert (falls diese vor der Abfrage durchs Monitoring-System entdeckt wur-
den)
• Für das Reporting werden Gesamtverfügbarkeit und Anzahl der Ausfälle
pro Dienstinstanz gemessen
Providerperspektive (Dienstrealisierung):
• Die Planung jeder Verbindungen geschieht manuell
• Die Reihenfolge der Planung erfolgt entlang einer Kette
• Die Planung läuft grundsätzlich in zwei Phasen ab. Für das Angebot wird
eine vorläufige Machbarkeitsstudie durchgeführt. Die genaue Planung wird
erst nach dem Vertragsabschluss erarbeitet
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• Die Inbetriebnahme kann u.U. das Nachbestellen fehlender Infrastruktur-
komponenten beinhalten
• Die Inbetriebnahme (vor allem die Zusammenschaltung einzelner Abschnit-
te) geschieht überwiegend manuell
• Das Monitoring einzelner Abschnitte wird von den Eigentümer-SPs in Ei-
genregie durchgeführt
• In SP-Domänen werden trap - und polling -Methoden verwendet. Die Granu-
larität von Polling kann sich zwischen SP-Domänen unterscheiden
• Die Korrelation der Monitoringdaten aus einzelnen Domänen wird von ei-
ner Multi-Domain-Instanz (E2ECU) durchgeführt
• Die Monitoringinformationen werden von den SP-Domänen über eine stan-
dardisierte Schnittstelle abgeholt
• Die Synchronisation der Messungen einzelner Abschnitte geschieht durch
das gleichzeitige Abholen der Zustandswerte
2.3.3. Szenario 3: GLIF
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Das internationale Forschungsprojekt GLIF (Global Lamb-
da Integrated Facility) hat die automatische Schaltung op-
tischer Verbindungen über mehrere unabhängige Domä-
nen hinweg zum Ziel [GLI08b, Mey08, GLI08a]. Im Un-
terschied zu Géant2 E2E Links, die auf ISO/OSI Schicht
2 realisiert werden, beschränkt sich GLIF auf die reine
Lichtwellenschaltung auf ISO/OSI Schicht 1.
Das Projekt befindet sich derzeit im Entwicklungsstadium.
2.3.3.1. Szenariobeschreibung
Bevor der Dienst in Anspruch genommen werden kann, müssen sich die Customer
(R&D-Organisationen) im Vorfeld selbst an die GLIF Infrastruktur einer der Domänen
anschließen.
Die Bestellung einer dedizierten optischen Verbindung geschieht ähnlich wie bei
Géant2, wenn auch automatisiert. Eine der Organisationen an den Endpunkten wen-
det sich an ihre Anschlussdomäne und teilt ihr mit, zu welchem anderen Endpunkt die
Verbindung aufgebaut werden soll. Die Verantwortung dieser Domäne, die gemäß der
GLIF-Terminologie die Rolle Sourcing Organization einnimmt, besteht darin, optische
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Abschnitte (Lightpath Sections) der E2E Verbindung, die sich u.U. in unterschiedli-
chen Domänen befinden können, zu identifizieren und ihre Schaltung zu veranlassen
[HGB06].
Dieses Konzept erlaubt es, dass mehrere Domänen gleichzeitig als Sourcing Organiza-
tion agieren und mehrere Anfragen von unterschiedlichen Customer-Organisationen
simultan bearbeiten können. Weiterhin ist es möglich, die Suchverfahren und Aus-
wahlkriterien in jeder Sourcing Organization entsprechend eigenen Bedürfnissen zu
optimieren. Andererseits benötigen Sourcing Organizations Zugriff auf Informationen
über global verfügbare Ressourcen. Globale Informationssysteme, die bei geringer
Anzahl der beteiligten Domänen und/oder gleichzeitigen Anfragen sehr gute Ergeb-
nisse liefern können, führen erfahrungsgemäß bei wachsender Zahl von gleichzeiti-
gen Anfragen zu Performance und Synchronisationsproblemen. Um den Synchroni-
sationsaufwand möglichst gering zu halten, werden in GLIF globale Informationen
zentral gespeichert, was dieses Informationssystem zu einem Single Point of Failure
macht.
Nachdem die Planung abgeschlossen ist und eine Verbindungsmöglichkeit gefunden
wurde, veranlasst die Sourcing Organization die Schaltung der benötigten Lightpath
Sections. In GLIF werden dafür zwei Kommunikationsmodelle unterstützt:
• Bei sog. "Parallel master contractor" kontaktiert die Sourcing Organization direkt
alle Domänen, die bei der Erbringung beteiligt werden müssen, mit der Anfrage
fürs Schalten ihrer Lightpath Section.
• Bei sog. "Serial master contractor" wird die Anfrage für das Schalten einer Light-
path Section zusammen mit Informationen über alle nachfolgenden Sections nur
an die nächste Domäne in der Kette geschickt. Diese Domäne schaltet ihren Teil
und leitet die Anfrage weiter an die nächste Domäne in der Kette.
In beiden Fällen werden für jede beteiligte Domäne in einer Service Level Specification
(SLS) Dienstgüteparameter für ihre Lightpath Section spezifiziert. Dadurch, dass das
SLS für jede Domäne bindend ist, wird sichergestellt, dass in GLIF dem Kunden gegen-
über ein domänen-übergreifendes E2E SLA angeboten werden kann.
Die Einschränkung auf eine Schicht-1-Schaltung hat folgendes Problem verursacht:
Es kann sein, dass zwei Domänen in der Kette, die Schicht 2+ Technologie einset-
zen, durch einen oder mehrere Abschnitte auf Schicht 1 verbunden sind. Da die-
se zwei Domänen nicht direkt benachbart sind und u.U. nichts über den anderen
wissen, kann es dazu kommen, dass die eingesetzten Technologien nicht kompa-
tibel sind oder eine Kombination der verwendeten Konfigurationen zu Problemen
führt.
37
Kapitel 2. Begriffe, Szenarien und Anforderungsanalyse
2.3.3.2. E2E-QoS im Szenario
Die Kooperationspartner bei GLIF sind unabhängige Organisationen. Sie fungieren als
Service Provider, indem sie Teildienste zur Verfügung stellen, die für eine Verbindung
benötigt werden. Die Teildienste sind horizontal verkettet. Somit liegt eine Dienstkette
vor.
Neue Aspekte der E2E-Dienstgütezusicherung im Szenario sind:
Umfeld der Diensterbringung und -nutzung:
• Nicht nur die direkten Nachbarn, sondern auch die Technologienachbarn,
die u.U. durch mehrere SP-Domänen getrennt sind, kennen einander
Voraussetzungen für eine Dienstinanspruchnahme:
• Der Anschluss an seinen SP wird von dem Customer selbst realisiert
Providerperspektive (SLM):
• Die bei der Diensterbringung beteiligten SPs sichern die Qualität ihrer Teil-
dienste in einem SLA zu
Providerperspektive (Dienstrealisierung):
• Die Planung eines kompletten E2E-Pfades durch alle SP-Domäne wird von
der Anschlussdomäne durchgeführt
• Für das Routing wird eine globale Informationsbasis benötigt
• Diese globale Informationsbasis wird in GLIF zentral gehalten, um Syn-
chronisationsaspekte zu vermeiden
• Der Anschluss-SP veranlasst das Switching bei allen weiteren SP-Domänen
• Es werden zwei Kommunikationsarten für die Signalisierung unterstützt:
direkte Kommunikation mit allen beteiligten SP-Domänen oder in der Kette
2.3.4. Szenario 4: Dynamic Circuit Network (DCN)
Remote Instrumentation
The Gemini Observatory
Association of Universities for Research in Astronomy
http://www.gemini.edu/
The Gemini Observatory is the result of a multi-national project
to build twin 8.1 meter astronomical telescopes in Hawaii and
Chile, making the skies in both the northern and southern 
hemispheres fully accessible to astronomers. High-performance 
networks enable these mountaintop telescopes to be operated
remotely, in real-time, by astronomers in sea level-based control
rooms. The high-performance connection also allows scientists to
collaborate via videoconferencing, and will enable the observato-
ries to share more of their findings with the public through 
techniques such as virtual observatory tours and live video to
museums, planetaria and classrooms worldwide. Eventually,
astronomers with access to Internet2 high-performance networks,
in conjunction with international network partners, will be able to
‘observe’ using the Gemini telescopes from authorized remote
sites, without having to travel to Hawaii or Chile.
The nanoManipulator
University of North Carolina at Chapel Hill
http://www.cs.unc.edu/Research/nano/
The nanoManipulator is an
interface to scanning probe
microscopes (SPM) allowing
users to see, feel, and manip-
ulate samples ranging in size
from DNA to single atoms.
The nanoManipulator allows
the user to control the SPM, view interactive 3D visualizations of
the data, and feel the shape of the sample through a force-
feedback device. A nanoManipulator can be used collaboratively
by scientists in a "virtual laboratory" environment that allows
remote access to a shared microscope and previously collected
data. During collaboration, the nanoManipulator transfers video
and system control data—all having different bandwidth, loss,
and latency (delay) requirements. In contrast to some applica-
tions that have "bursty" bandwidth demands, the typical 
scientific experiment using the nanoManipulator lasts for many








actions with multiple teams
working together. The goal of
the Access Grid project is to
explore and support the
requirements of group-to-group interactions across the computa-
tional grid. The Access Grid consists of large-format multimedia
display, presentation, and interaction software environments;
interfaces to grid middleware; and interfaces to remote visualiza-
tion environments. Access Grid nodes are "designed spaces" that
support the high-end audio/video technology needed to provide a
compelling and productive collaborative experience. By providing
access to these resources, the Access Grid supports large-scale
distributed meetings, seminars, lectures, tutorials, and training.
Internet2 applications enable collaboration among people and shared, interactive access to information
and resources in ways not possible on today’s Internet. Interactive collaboration, real-time access to
remote resources, shared virtual reality, and large-scale, multi-site computation and data mining are
examples of just some of the high-performance networking applications that researchers at Internet2










Dynamic Circuit Network (DCN) ist ein von Internet2 ge-
fördertes Projekt, mit dem Ziel der Entwicklung einer
Technologie zur automatischen Schaltung von Punkt-zu-
Punkt Verbindungen mit garantierter Bandbreite [DCN08,
DCN09]. Die Verbindungen sollen sowohl on-demand als
auch scheduled schaltbar sein und nach Bedarf von ei-
nigen Minuten bis hin zu mehreren Tagen bestehen. Die
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automatische Schaltung der Verbindungen soll durch eine sog. Control Plane reali-
siert werden und eine Schaltung über mehrere administrative Domänen erlauben.
Die Control Plane wird von den Partner-Projekten entwickelt. Zu den größten Ko-
operationspartnern gehören in der EU das Géant2 Projekt AutoBAHN [Aut08] und in
USA das NSF geförderte Projekt DRAGON [DRA08] sowie das ESnet Program OSCARS
[OSC08].
In AutoBAHN (Automated Bandwidth Allocation across Heterogeneous Networks) wird
die Bandbreitenreservierung durch die Zuweisung von SDH-Kanälen zu einzelnen Ver-
bindungen realisiert.
Im Gegensatz zu AutoBAHN basiert DRAGON (Dynamic Resource Allocation via GMPLS
Optical Networks), auf GMPLS Technologie und hat – ähnlich wie GLIF – die Schal-
tung von Wellenlängen zum Ziel. Es wird allerdings gleichzeitig auch Packet-Switching
angestrebt.
In OSCARS (On-Demand Secure Circuits and Advance Reservation System) wird die
Bandbreitenreservierung in der eigenen Domäne mit Hilfe von MPLS und RSVP Pro-
tokollen bewältigt.
Alle Projekte streben Interoperabilität an, damit die Schaltung zwischen Netzen dieser
Projekte möglich ist. Es wurden bereits erste erfolgreiche Versuche für Verbindungen
zwischen Endpunkten in AutoBAHN und DRAGON/OSCARS Netzen durchgeführt und
vorgestellt.
Alle DCN Projekte befinden sich derzeit in Entwicklungsphase.
2.3.4.1. Szenariobeschreibung
Die Control Plane ist hierarchisch aufgebaut. Um eine Verbindung zu beantragen, wen-
det sich z.B. der AutoBAHN-Kunde an den sog. Domain Manager (DM) – eine Manage-
mentkomponente – der eigenen Domäne mit der Anfrage, zwischen welchen Endpunk-
ten und für welche Zeitperiode eine Verbindung benötigt wird. Falls der zweite End-
punkt außerhalb der eigenen Domäne liegt, leitet der DM die Kundenanfrage an den
sog. Interdomain Manager (IDM) weiter, der für den Zusammenschluss von AutoBAHN-
Netzen zuständig ist. Danach kontaktiert der IDM alle untergeordneten DMs und fragt
nach den vorhandenen Kapazitäten zwischen den Edge -Punkten dieser Domäne. Basie-
rend auf dieser Information bestimmt der IDM mit Hilfe von OSPF-Suchverfahren eine
Multi-Domain-Route zwischen den Endpunkten. Anschließend kontaktiert der IDM al-
le DMs der beteiligten Domänen mit der Aufforderung, entsprechende Teildienste zu
schalten. Falls ein Endpunkt außerhalb der AutoBAHN-Domänen liegt, wendet sich
IDM an einen übergeordneten IDM, der die Koordinationsaufgabe zwischen IDMs un-
terschiedlicher DCN-Projekte übernimmt.
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Derzeit können nur scheduled-Verbindungen für eine bestimmte Zeitperiode geschal-
tet werden. Normalerweise dauert es nur wenige Minuten, bis der Kunde ein Feed-
back erhält, ob die Dienstinstanz möglich ist oder die benötigten Ressourcen in der
angeforderten Zeitperiode fehlen. Für die Inbetriebnahme einer Dienstinstanz werden
allerdings mindestens 30 Minuten benötigt.
Für das Monitoring von bestehenden Verbindungen wurde das Konzept und das Mo-
nitoring-System von Géant2 E2E Links übernommen und dieses ist derzeit nur auf
Up/Down Zustände beschränkt. Es ist geplant, das Géant2-Monitoring-System entspre-
chend zu erweitern, damit eine Überwachung und Darstellung von anderen relevan-
ten Messwerten, wie z.B. Delay und Jitter, möglich ist.
2.3.4.2. E2E-QoS im Szenario
Die Kooperationspartner bei DCN sind unabhängige Organisationen. Sie fungieren als
Service Provider, indem sie Teildienste zur Verfügung stellen, die für eine Verbindung
benötigt werden. Die Teildienste sind horizontal verkettet. Somit liegt eine Dienstkette
vor.
Neue Aspekte der E2E-Dienstgütezusicherung im Szenario sind:
Kundenperspektive (CSM und QoS):
• Der Zeitrahmen für die Dienstinstanz wird durch die Angabe einer er-
wünschten Zeitperiode gegeben
• Die Verbindungsdauer kann von einigen Minuten bis zu mehreren Tagen
betragen
• Die Überprüfung der Realisierbarkeit kann einige Minuten in Anspruch
nehmen
• Für eine Inbetriebnahme werden etwa 30 Minuten benötigt, die Zeit ist
jedoch begrenzt und gut abschätzbar
• Das einzige derzeit unterstützte QoS-Merkmal ist die Bandbreite
Providerperspektive (Dienstrealisierung):
• Von den Partnerprojekten werden unterschiedliche Technologien zur Reali-
sierung der Dienstgütezusicherung in eigener Domäne bevorzugt und ein-
gesetzt
• Das Control Plane besteht aus baumartig verknüpften Multi-Domain Rollen,
den Interdomain Managern (IDM)
• Die IDMs bestimmen das Routing durch die Domäne in ihrem Zuständig-
keitsbereich
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• Die Informationsbasis umfasst eine abstrahierte Sicht auf die vorhandenen
Kapazitäten zwischen den Edge-Punkten einzelner Domänen
• Die Informationen über vorhandene Kapazitäten werden bei dem Bedarf
von den SPs abgefragt. Dadurch wird auch die Aktualität der Informationen
erreicht
• Das Switching wird von einem IDM angestoßen, in dessen IDM-Hierarchie
der E2E-Pfad bestimmbar ist
2.3.5. Szenario 5: IntServ und DiﬀServ im Internet
Im Gegensatz zu Telefonnetzen, die auf Leitungsvermitt-
lung beruhen, wird im Internet Nachrichtenvermittlung
verwendet. Bei der reinen Datenvermittlung, die in An-
fängen des Internets eine zentrale Rolle gespielt hat, bie-
tet Nachrichtenvermittlung ein sehr gutes Kosten/Nutzen-
Verhältnis und große Flexibilität bei der Realisierung. Mit
der Entwicklung und Verbreitung von interaktiven Multimedia-Diensten, wie z.B. Vi-
deostreaming oder Internet-Telefonie, rücken unterschiedliche Qualitätsanforderun-
gen wie z.B. niedrige Verzögerungszeiten in den Vordergrund. Diese können durch die
konkurrierenden Nachrichtenströme im Internet nicht gewährleistet werden. Ende der
90er Jahre wurden daher zwei Verfahren zur Qualitätssicherung – DiffServ (Differen-
tiated Services) und IntServ (Integrated Services) – entwickelt.
Bei DiffServ [NBBB98, BBC+98] kann der Sender alle IP-Pakete mit einer Prioritätsstufe
versehen. So wird der IP-Verkehr in mehrere Klassen unterteilt. Die Router auf dem
Weg zum Empfänger entscheiden allein anhand dieser Angabe, über welche Route und
mit welcher Priorität die IP-Pakete weitergeleitet werden.
Bei IntServ [BCS94, SPG97, SW97] werden die Router-Ressourcen für einzelne Verbin-
dungen und nicht Verkehrsklassen, wie es bei DiffServ der Fall ist, reserviert. Das
Routing von IP-Paketen geschieht dann anhand ihrer Zugehörigkeit zu der Verbin-
dung.
2.3.5.1. Szenariobeschreibung
Für die Priorisierung stehen bei DiffServ ausschließlich relativ grobe Prioritätsstufen
zur Verfügung, die nichts über den tatsächlichen Endkundenbedarf (Bandbreite, De-
lay, etc.) aussagen. Pakete mit der gleichen Prioritätsstufe, die zu unterschiedlichen
Verbindungen gehören, konkurrieren miteinander um die vorhandenen Ressourcen,
wodurch Schwankungen der Qualität der einzelnen Verbindungen entstehen können.
Andererseits ermöglicht dies die maximal mögliche Ausnutzung der vorhandenen Res-
sourcen, was im Sinne von Serviceprovidern ist. Da die Prioritätsvorgabe bei diesem
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Verfahren seitens des Senders gemacht wird, besteht die Gefahr, dass der Sender dies
missbraucht und immer die höchste Prioritätsstufe wählt.
Die Tatsache, dass das Routing von IP Paketen nur durch die Prioritätsstufen be-
einflusst wird und keinen weiteren Verwaltungsaufwand seitens der Router braucht,
macht dieses Verfahren gut skalierbar. Bei Ausfällen von Teilstrecken werden IP-Pakete
automatisch über eine alternative Strecke umgeleitet. Da die Qualitätsanforderungen
beim DiffServ direkt im IP-Paket kodiert sind, ist die Dienstgütezusicherung bei die-
sem Verfahren relativ robust gegen Ausfälle und Veränderungen im Netz. Allerdings
müssen Ende-zu-Ende Verbindungen im Internet sehr oft über mehrere Domänen
gehen, die u.U. die Prioritätsstufen unterschiedliche behandeln bzw. einfach ignorie-
ren.
Das IntServ-Verfahren ist dagegen darauf angewiesen, dass jeder Knoten im Netz (Rou-
ter, Switch, etc.) nach dem IntServ-Verfahren vorgeht und alle zur Verfügung stehen-
den Ressourcen verwaltet. Für die Pfadfindung und Reservierung der benötigten Res-
sourcen wird Resource Reservation Protocol (RSVP) verwendet. Das Problem mit IntS-
erv liegt darin, dass sehr viele Verwaltungsinformationen an Routern gespeichert und
bearbeitet werden müssen. Der erforderliche Verwaltungsaufwand führt dazu, dass
dieses Verfahren in großen Systemen sehr schlecht skaliert, während es in kleinen
Netzen i.A. gute Ergebnisse erzielt.
Obwohl sowohl IntServ als auch DiffServ darauf ausgelegt sind, die Dienstgüte in
Multi-Domain Umgebungen zu sichern, bietet keine der beiden Technologien eine
Möglichkeit an, die Einhaltung dieser Zusicherungen außerhalb der eigenen Domä-
ne zu überprüfen. Deswegen sind die Dienstnutzer gezwungen, auf das im Internet
übliche passive und aktive Monitoring zwischen zwei Endpunkten zurückzugreifen.
Diese Verfahren bieten zwar kaum Möglichkeit, eine an einer schlechten E2E-Qualität
schuldige Domäne ausfindig zu machen, erlauben es aber, die Dienstgüte aus der End-
kundensicht zu messen.
2.3.5.2. E2E-QoS im Szenario
Bei den Verbindungen im Internet sind alle Provider grundsätzlich voneinander unab-
hängig. IntServ und DiffServ bieten Techniken, die es diesen SPs erlauben, innerhalb
der eigenen Domäne die Einhaltung der Teildienste-QoS zu gewährleisten. Die Teil-
dienste sind horizontal verkettet. Somit liegt eine Dienstkette vor.
Neue Aspekte der E2E-Dienstgütezusicherung im Szenario sind:
Providerperspektive (SLM):
• Der tatsächliche Kundenbedarf wird von Prioritätsstufen nicht angespro-
chen
42
2.3. Szenarien – Dienstketten und E2E QoS
• Die Prioritätsstufen geben keine Garantien für QoS-Werte und deren Ein-
haltung
• Die Kodierung der Prioritäten im IP Paket erhöht die Robustheit bei Aus-
fällen
• Prioritätsstufen können von unterschiedlichen Domänen unterschiedlich
behandelt werden
• E2E-Monitoring wird nur von Dienstnutzern betrieben
Providerperspektive (Dienstrealisierung):
• DiffServ setzt auf die Nachrichtenvermittlung mit ihrer in-band Priorisie-
rung
• IntServ realisiert eine Art der Leitungsvermittlung
43
Kapitel 2. Begriffe, Szenarien und Anforderungsanalyse
2.4. Generische Betrachtung
In diesem Abschnitt werden alle aus den Szenarios gewonnenen Erkenntnisse gene-
risch betrachtet. Alle für diese Arbeit relevanten Merkmale, die bei der Betrachtung
der Szenarien aus fünf Perspektiven erkannt wurden, werden samt ihren in Szenarios
vorkommenden Ausprägungen in einer Morphologie zusammengefasst (siehe Abbil-
dung 2.6).
Der morphologische Kasten fungiert als Hilfsmittel, um Gemeinsamkeiten in den Sze-
narien zu identifizieren und auf dieser Basis ein verallgemeinertes Szenario für die
Ende-zu-Ende Dienstgütezusicherung bei Verketteten Diensten zu erstellen.
Weiterhin werden anhand des morphologischen Kastens die Anwendungsfälle (Use Ca-
ses) und deren Zusammenhänge identifiziert, die für die E2E-Dienstgütezusicherung
von Bedeutung sind.
Die unterstützten QoS-Parameter, das allgemeines Szenario und die Anwendungsfälle
bilden die Grundlage für die Anforderungsanalyse, die im Kapitel 2.5 durchgeführt
wird.
2.4.1. Morphologie der Szenarien
Im Folgenden wird die Szenario-Morphologie aufgestellt. Die Reihenfolge der Merk-
male hat dabei keine Bedeutung und dient ausschließlich der besseren Lesbarkeit der










Abbildung 2.6.: Zusammenfassen von Erkentnissen zur Morphologie
Jede Merkmalausprägung wird dabei mit einer Reihe von "(Sx)" markiert, wobei "x"
für die Nummer des Szenarios steht, bei dem diese Ausprägung zutrifft; "(S1)" steht
somit für das Szenario 1 "Telefonnetz/PSTN".
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2.4.1.1. Umfeld der Diensterbringung und -nutzung
Das Umfeld der Diensterbringung und -Nutzung besteht aus zwei Facetten: Aus den
Eigenschaften der Service Provider, die den Dienst anbieten und ggf. sich bei der
Diensterbringung beteiligen, sowie aus den Eigenschaften der Dienstnutzung der Kun-
den bzw. Nutzer. Die Morphologie der Szenarien aus dieser Perspektive ist in Tabelle
2.1 zusammengefasst.
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Tabelle 2.1.: Umfeld der Diensterbringung und -nutzung
In jedem der betrachteten Szenarios existiert ein Pool von Domänen, die als poten-
zielle Provider von Teildiensten fungieren. Dabei existieren enorme Unterschiede in
der Anzahl dieser Domänen. So bewegt sich Anzahl der SP-Domänen, die den Telefon-
dienst anbieten bzw. IntServ/DiffServ-Technologien einsetzen, im Bereich von mehre-
ren hunderten, bei den E2E Links sind es knappe drei Dutzend, bei GLIF und DCN
sind es – wegen des experimentellen Status dieser Projekte – nur einige ausgewählte
Partner.
Die bei der Diensterbringung beteiligten SP-Domänen besitzen – bedingt durch die Ko-
operationseigenschaften – unterschiedliche Kenntnis von den anderen Domänen. In al-
len Szenarios existieren Beziehungen zwischen den direkt benachbarten Domänen. Bei
DCN sind alle Domänen in eine Art von Gemeinschaften bzw. engen Kooperationspart-
nerschaften "gruppiert", die eng miteinander kooperieren. Bei E2E Links und GLIF be-
stehen Beziehungen zwischen allen beteiligten SP-Domänen.
Parallel zu dem Wissen der SP-Domänen übereinander existiert eine Reihe von Über-
gangspunkten zwischen den Domänen, an denen die Teildienste miteinander ver-
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knüpft werden können. In allen Fällen kann es eine Verbindung zwischen den geo-
graphisch benachbarten Domänen geben, es kann aber auch benachbarte Domänen
ohne Übergangspunkte geben, und es kann ggf. mehr als nur eine Verbindung zwi-
schen den benachbarten SPs geben. Diese Art von Verbindungsmöglichkeiten ist in
allen Szenarios zu finden. Eine weitere Verbindungsart wird parallel zu den oben be-
schriebenen durch das Géant2 Backbone-Netz unterstützt, das sich geografisch über
mehrere Länder erstreckt und eine Anbindung an alle in der Kooperation beteilig-
ten nationalen Forschungsnetze hat. Dadurch entsteht eine sternförmige Verbindung
zwischen Netzen mit dem Géant2 Backbone in der Mitte.
Zwei weitere Aspekte, die die Dynamik der Diensterbringung betrachten, beziehen
sich auf die von den SP-Domänen unterstützten QoS-Parameter. Während sich die
SP-Domänen in den Szenarios GLIF, DCN und IntServ/DiffServ auf die Zusicherung
der Bandbreite beschränken, können SP-Domänen in den zwei weiteren Szenarios
unterschiedliche QoS-Parameter unterstützen. Bei beiden, PSTN und E2E Links, exi-
stiert zwar eine gemeinsame Schnittmenge der Parameter – für PSTN ist das rei-
ne Sprachübertragung, bei E2E Links ist das die Bandbreite – im Übrigen kann
die QoS-Unterstützung zwischen SP-Domänen stark variieren. Weiterhin können SP-
Domänen bei PSTN und E2E Links ihre Unterstützung von QoS-Parametern jeder-
zeit in Eigenregie ändern; in den anderen Szenarios ist dies momentan nicht der
Fall.
Bei der Betrachtung der Aspekte in Bezug auf Dienstnutzer sei zunächst die Anzahl
der Kunden angesprochen, die den Dienst nutzen bzw. nutzen wollen. Bei PSTN und
IntServ/DiffServ kann man die Anzahl der Dienstnutzer und Kunden als sehr groß –
oder sogar unüberschaubar – bezeichnen. Da sich GLIF und DCN derzeit erst im Ent-
wicklungsstadium befinden, ist die Anzahl von Dienstnutzern gering. Die Kundenzahl
von E2E Links ist moderat.
Im Bezug auf das Dienstnutzungsverhalten der Kunden und Nutzer müssen zwei wei-
tere Aspekte angesprochen werden: Zum Einen die Anzahl der gleichzeitigen Ver-
bindungsanfragen, die von den Customers gestellt werden bzw. auf die die jewei-
ligen Dienste ausgelegt sind; Zum Anderen die Anzahl der gleichzeitig bestehen-
den Verbindungen, die von den Dienstnutzern verwendet werden. PSTN und IntS-
erv/DiffServ sind darauf ausgerichtet und optimiert, gleichzeitig viele Anfragen an
den Dienstaufbau sowie viele gleichzeitig bestehende Verbindungen zu unterstützen.
Da bei den E2E Links mehrere Managementoperationen manuell vom Betriebsperso-
nal durchgeführt werden müssen, kann man diese zwei Merkmale bei diesem Dienst
als eher gering einstufen. Obwohl GLIF und DCN noch nicht im Produktionseinsatz




2.4.1.2. Voraussetzungen für die Dienstinanspruchnahme
Um einen Dienst in Anspruch zu nehmen, müssen in den Szenarios verschiedene
Voraussetzungen erfüllt werden (siehe Tabelle 2.2).
Anschluss an SP erforderlich 
(S1) (S3) (S4) (S5) 
nicht erforderlich 




(S1) (S3) (S4) (S5) 
nicht erforderlich 











(S1) (S3) (S4) (S5) 
 
Kann (teilweise) fehlen 
 (S2)  
 
Tabelle 2.2.: Voraussetzungen für eine Dienstinanspruchnahme
So wird in allen Szenarios außer E2E Links ein bereits vorhandener Anschluss an
die Infrastruktur der SP-Domäne vorausgesetzt; bei E2E Links ist es lediglich erfor-
derlich, dass der Customer in der SP-Domäne bekannt ist. Analog setzen alle Szena-
rien außer E2E Links voraus, dass alle Anschlüsse mit einer global eindeutigen An-
schluss ID versehen werden (für PSTN ist das eine Telefonnummer, bei den anderen
ist das die IP Adresse); für die Bestellung E2E Links ist keine eindeutige ID erforder-
lich.
Bei der Realisierung des erforderlichen Anschlusses bestehen auch Unterschiede. So
sind bei PSTN und IntServ/DiffServ dafür die Service Provider verantwortlich. Bei
GLIF liegt es dagegen im Verantwortungsbereich des Customers, die eigene Netzinfra-
struktur an die Infrastruktur des Providers anzuschließen.
Ein weiterer Unterschied besteht in den Voraussetzungen an die Infrastruktur in den
SP-Domänen. In allen Szenarios außer E2E Links ist es erforderlich, dass die Infra-
struktur, die für die Diensterbringung verwendet werden kann, bereits vorinstalliert
und vorkonfiguriert ist. Bei den E2E Links dagegen geht man davon aus, dass bei
Bedarf die fehlende Infrastruktur nachgerüstet wird, um entsprechend dem aktuellen
Bedarf die Kundenwünsche erfüllen zu können.
2.4.1.3. Kundenperspektive (CSM und QoS)
Aus der Kundenperspektive sind grundsätzlich die QoS-Parameter und deren Grenz-
werte für die E2E-Verbindung sowie die Managementfunktionalität interessant. Die Zu-
sammenfassung dieser Merkmale ist in Tabelle 2.3 zusammengefasst.
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 (S2)  
Ordering 
 (S1) (S2) (S3) (S4) (S5) 
Monitoring 
(S1) (S2) (S3) (S4) 
Reporting 
 (S2)  
Change 
 (S2) (S5) 
Decomissioning 




(S1) (S3) (S4) (S5) 
Zu Bürozeiten 
 (S2)  
Auftragserteilung nach Verhandlung 
 (S2)  
gleich 
(S1) (S3) (S4) (S5) 
Verbindungsbeginn ab sofort 
(S1) (S5) 
Zeitpunkt 
 (S2) (S3) (S4)  
Verbindungsende open end 
(S1) (S5) 
Dauer 
 (S3) (S4)  
Zeitpunkt 
 (S2) (S3) (S4)  
Kommunikationsrollen 
eine für alle unterstützte 
SLM-Aufgaben 
(S1) (S3) (S4) (S5) 
aufgabenbezogene Rollen, 
eine pro Aufgabe 




(S1) (S2) (S3) (S4) (S5) 
Multi-Domain Rolle 
 (S2)  
Zeit für Feedback Sekunden 
(S1) (S5) 
Minuten 
 (S3) (S4)  
Tage 
 (S2) 
Feedback beinhaltet Ergebnis 
(S1) (S2) (S3) (S4) (S5) 
Gründe 
 (S2) (S4)  
Alternativen 










 (S2) (S3) (S4) (S5) 
Anzahl QoS-Parameter 1 
 (S3) (S4) (S5) 
>1 




 (S2)  
Zuverlässigkeit 
 (S2)  
Qualitative 
(S1) (S2)  
Quantitative 
 (S2) (S3) (S4) (S5) 
Wartungsarbeiten 
 (S2)  
Nicht-standardisiert 
 (S2)  
Abbestellung durch Customer 





Tabelle 2.3.: Kundenperspektive (CSM und QoS)
Wenn man die Managementfunktionalität aus allen Szenarios zusammenfasst, ent-
spricht sie den klassischen Aufgaben in unterschiedlichen Phasen des Dienstlebenszy-
klus. Allerdings werden bei manchen Szenarios den Kunden nicht alle Management-
funktionen angeboten. So werden Verhandlung und Reporting der QoS-Einhaltung
nur bei E2E Links unterstützt. Das Monitoring der QoS-Einhaltung wird – zwar mit
sehr großen Unterschieden – seitens des Service Providers für alle Dienste außer Int-
Serv/DiffServ durchgeführt. In allen Szenarios sind die grundlegende Funktionen
Bestellen und Abbestellen einer Dienstinstanz möglich.
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Bei der Verfügbarkeit der Inanspruchnahme von Managementfunktionalität zeichnet
sich der Unterschied zwischen den voll automatisierten und den manuell eingerichte-
ten Diensten ab. So können die Kunden von E2E Links die erwünschten Aktionen nur
zur Bürozeiten anstoßen, während bei den anderen Szenarios dies 24/7 möglich bzw.
angestrebt ist.
Da beim Dienst E2E Links eine Verhandlungsmöglichkeit vorgesehen ist, besteht die
Möglichkeit, einen Konsens zwischen dem Kunden den Service Provider in Bezug auf
die benötigte E2E-QoS zu finden, bevor eine neue Dienstinstanz bestellt wird. Bei den
übrigen Szenarios wird eine Dienstinstanz unmittelbar bestellt.
Bei der Spezifikation des Verbindungsbegins gibt es die Alternativen einer soforti-
gen Diensteinschaltung (bei PSTN und IntServ/DiffServ) bzw. die Bestellung einer
Dienstinstanz ab einem bestimmten Zeitpunkt (bei den übrigen drei Szenarios).
Das Verbindungsende kann durch ein explizites Abbestellen (charakteristisch für PSTN
und IntServ/DiffServ), die Angabe der erwünschten Verbindungsdauer (GLIF und
DCN) oder die Angabe des erwünschten Zeitpunkts für das Verbindungsende (E2E
Links, GLIF, DCN) angegeben werden.
Bei einem "Abruf" von Managementfunktionen hat der Kunden in allen Szenarien
stets einen einzelnen Kommunikationspartner. In den meisten Fällen wird diese Rolle
für alle Managementfunktionen von dem Anschluss-SP übernommen. Bei E2E Links
allerdings wird diese Rolle für das Monitoring und Reporting von der zentralen E2ECU
übernommen, für alle weiteren Funktionalitäten ist wiederum der Anschluss-SP der
Kommunikationspartner.
Bei der Durchführung der Managementaufgaben wird dem Kunden ein Feedback ge-
liefert. Das Feedback kann die reine Mitteilung der Ergebnisse einer Anfrage (in allen
Szenarios), Gründe des Fehlschlagens (E2E Links und DCN) oder sogar mögliche Al-
ternativen (wiederum E2E Links und DCN) beinhalten. Die Dauer, bis der Kunde das
Feedback bekommt, variiert von Sekunden (PSTN und IntServ/DiffServ) über Minuten
(GLIF und DCN) bis hin zu mehreren Tagen (E2E Links).
Bei der Bestellung einer neuen Verbindung bzw. bei der Änderung der Anforde-
rungen an bestehenden Dienstinstanzen hat der Kunde die Möglichkeit, E2E QoS-
Anforderungen an die Dienstinstanz zu spezifizieren. Beim Telefondienst sind die
E2E-Anforderungen einerseits durch den Rahmenvertrag und andererseits durch die
veränderbaren vordefinierten Einstellungen gegeben. In den übrigen Szenarios be-
steht für den Kunden die Möglichkeit, die erwünschte Dienstgüte und die Dienstgüte-
parameter frei zu wählen.
Dabei unterscheiden sich Dienste auch in Bezug auf die Anzahl gleichzeitig unterstütz-
ter Parameter. Für PSTN und E2E Links können das mehrere Parameter gleichzeitig
sein, für die übrigen Szenarios nur einer.
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Die in allen Szenarios unterstützten QoS-Parameter können zu einer Reihe von QoS-
Kategorien zusammengefasst werden. So werden für E2E Links die klassischen QoS-
Parameter Verfügbarkeit und Zuverlässigkeit der Dienstinstanzen dem Kunden an-
geboten. Bei PSTN und E2E Links kommen darüberhinaus auch QoS-Parameter vor,
die als qualitativ bezeichnet werden können. Sie sagen etwas über das Vorhanden-
sein eines gewissen Merkmals aus wie z.B., ob die Nummerweiterleitung oder die
Konformität einer EU-Richtlinie unterstützt wird oder nicht. Von allen Diensten au-
ßer PSTN wird auch die Spezifikation von quantitativen Parametern unterstützt, wie
minimale Bandbreite oder maximaler Jitter. Neben den beschriebenen, in SLAs übli-
chen QoS-Kategorien werden bei E2E Links noch zwei weitere Dienstgütemerkmale
einer Dienstinstanz unterstützt. Zum einen ist das die Fülle der Parameter, die die
Durchführung der Wartungsarbeiten an der Dienstinstanz regeln. Diese sind essenti-
ell für Dienstinstanzen, die anspruchsvollen Kunden wie LHC oder DEISA angeboten
werden. Weiterhin besteht für die Kunden die Möglichkeit, für sie relevante und von
den SPs nicht standardisierte Parameter anzugeben, wie z.B. die Anforderung, für
bestimmte E2E Links unterschiedliche Strecken der Glasfaser und unterschiedliche
HW-Komponenten zu verwenden.
Zu guter Letzt ist zu berücksichtigen, wer die Dienstinstanz abbestellen darf. In allen
Szenarios ist es möglich, dass der Kunde die Dienstinstanz abbestellt, der diese auch
bestellt hat. Bei PSTN wird diese Möglichkeit auch dem zweiten Kommunikationspart-
ner eingeräumt.
2.4.1.4. Providerperspektive (SLM)
Die Merkmale und Ausprägungen der SLM-Prozesse, die die SP-Domänen ausüben,
um ihre Dienstgütezusicherungen zu gewährleisten, sind in Tabelle 2.4 zusammenge-
fasst.
Aus der Providerperspektive weisen alle Szenarios zwei Gruppen von SLM-Anwen-
dungsfällen auf. Die Anwendungsfälle, die sich mit der Kommunikation mit dem Cu-
stomer befassen, können als "nach außen" orientiert bezeichnet werden. Diese Gruppe
wurde bereits bei der Szenariobetrachtung aus der Kundenperspektive als "Manage-
mentfunktionalität" erfasst. Die andere Gruppe befasst sich mit der Realisierung die-
ser Funktionalität und orientiert sich "nach innen", da dabei die Kommunikation aus-
schließlich zwischen SP-Domänen und anderen bei der Diensterbringung benötigten
Rollen existiert.
In den Szenarios kommen folgende Multi-Domain Use Cases nach innen vor. Bei
E2E Links wird ein Angebot für die Verbindung anhand der Kundenanforderungen
vorbereitet. Dies beinhaltet unter anderem eine grobe Routenplanung durch die SP-
Domäne und eine Machbarkeitsstudie in den für die Diensterbringung vorgesehenen
Domänen. In allen Szenarios wird eine genaue Routenplanung benötigt, diese wird
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durch SP-Domäne 
(S1) (S2) (S3) (S4) (S5) 
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wird in manchen Fällen auf zwei weitere Use Cases zurückgegriffen. Bei E2E Links
wird dabei die Aushandlung von Verbindungspunkten zwischen zwei benachbarten
SP-Domänen benötigt. Weiterhin findet zwischen den zu verbindenden Domänen bei
PSTN und bei E2E Links eine Aushandlung von Verbindungsparametern statt. Wie die
Teildienste von den SP-Domänen realisiert werden, ist in allen Fällen eine domänen-
interne Angelegenheit. Allerdings müssen für alle Teildienste Schwellwerte der QoS-
Parameter festgelegt werden, deren Einhaltung die Erfüllung der E2E-Anforderungen
an die Dienstqualität gewährleistet. Dieser Use Case ist in allen Szenarios außer bei
PSTN vorhanden. Die Einhaltung der an die Teildienste gestellten Anforderungen wird
in den meisten Szenarios unterstützt. Zwei Ausnahmen bilden Intserv/DiffServ, da
diese Technologien keine eingebaute Unterstützung für diese Monitoring-Art haben,
und der Telefondienst, bei dem sich die Überwachung ausschließlich auf die reine
Aufrechterhaltung der Verbindung beschränkt. Auf der Basis der QoS-Parameter ein-
zelner Abschnitte wird bei E2E Links und DCN ein aggregierter E2E-QoS Wert er-
rechnet. Dies erlaubt für den Kunden Berichte über die Einhaltung der vereinbarten
Dienstgüte zu erstellen, was allerdings derzeit nur von E2E Links Dienst angeboten
wird.
Bei der Durchführung vieler Managementaufgaben müssen zwischen Domänen eine
Reihe von Parametern ausgehandelt werden. Mit Ausnahme von E2E Links, bei de-
nen dies manuell geschieht, werden in den Szenarios für den Zweck von allen SPs
unterstützte Protokolle verwendet und vorausgesetzt.
Wie man am Beispiel des Telefondienstes sieht, wird durch die reine Spezifikation der
Kundenanforderungen ihre Einhaltung nicht garantiert. Die SP-Domänen, die sich bei
der Diensterbringung beteiligen, dürfen diese Anforderungen ignorieren. Im Gegenteil
dazu werden die Kundenanforderungen in den anderen Szenarios bei der Durchfüh-
rung von SLM Aufgaben berücksichtigt.
Die Planung einer Verbindung kann in Phasen aufgeteilt werden. So wird bei E2E
Links zunächst eine ungenaue Planung mit der Abschätzung der Machbarkeit und
erst nach dem Vertragsabschluss die genaue Routenplanung mit der Festlegung al-
ler Grenzwerte für die involvierten Teildienste durchgeführt. In den anderen Sze-
narios wird eine Schätzung weggelassen und gleich die genaue Planung durchge-
führt.
Nachdem die Routenplanung abgeschlossen ist, muss die Dienstinstanz in Betrieb ge-
nommen werden. Dabei kann bei Diensten mit einer vorinstallierten und vorkonfi-
gurierten Infrastruktur eine genaue Schätzung darüber gemacht werden, zu welchem
Zeitpunkt die Dienstinstanz in Betrieb genommen werden kann. Bei E2E Links kann
wg. fehlender oder noch nicht konfigurierter Infrastruktur i.d.R. nur eine ungefähre
Schätzung gemacht werden.
Außer der Genauigkeit der Abschätzung weist die Dauer des Routings und des Swit-
chings einer Dienstinstanz drei Ausprägungen auf. Während die Zeit für die Durchfüh-
rung dieser Operationen bei E2E Links schwankt, sind sie bei den anderen Szenarios
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zeitlich begrenzt. Bei PSTN und IntServ/DiffServ ist die Zeit für den Aufbau einer
Dienstinstanz sehr kurz (im Bereich von ms).
In allen Phasen des Dienstlebenszyklus ist die Möglichkeit zum Ausweichen auf al-
ternative Pfade interessant. In allen Szenarios ist ein Ausweichen während der Pla-
nung der Route für eine neue Dienstinstanz möglich. Weiterhin ist es bei PSTN, E2E
Links und IntServ/DiffServ möglich, auch während der Inbetriebnahme auf eine al-
ternative Route auszuweichen. Da die Qualitätsmerkmale bei DiffServ direkt in dem
IP Header kodiert sind, ist es bei den auf dieser Technologie basierenden Diensten
möglich, auch während des Betriebs ohne Qualitätsverlust auf eine Alternative auszu-
weichen.
Beim Monitoring von QoS-Parametern kann unterschieden werden, ob die dem Kun-
den angebotene QoS direkt gemessen (GLIF, DCN, IntServ/DiffServ) oder erst von
den Statusmeldungen eingesetzter Geräten abgeleitet (PSTN, E2E Links) werden. Wei-
terhin können für die Überwachung von E2E-QoS entweder direkte E2E-Messungen
zwischen zwei Endkunden (was bei dem Einsatz von IntServ/DiffServ üblich ist) oder
durch die Aggregation der Messungen aller Teilstrecken (was bei E2E Links und DCN
der Fall ist) eingesetzt werden. Die Monitoring-Strecken, aus denen eine E2E-Strecke
besteht, kann in Domain- (komplett innerhalb einer SP-Domäne) und Interdomain-
Teilstrecken (zwischen zwei benachbarten SP-Domänen) aufgeteilt werden. Während
für den PSTN Dienst die Überwachung der Domain-Strecken ausreicht, müssen bei
E2E Links und DCN auch Interdomain-Strecken überwacht werden, um eine aussage-
kräftige QoS-Aggregation zu bekommen.
Das Monitoring an sich ist kein Selbstzweck und wird eingesetzt, um das Eintreffen un-
terschiedlicher Ereignisse zu erkennen. Bei PSTN ist dies das Ende der Dienstnutzung;
bei den übrigen Szenarios wird die Einhaltung der QoS-Zusicherungen überprüft. Bei
E2E Links wird darüber hinaus auch das Ziel verfolgt, die SP-Domäne(n) zu identifizie-
ren, die zum Verstoß gegenüber der Zusicherung geführt haben.
Als Konsumenten der Multi-Domain Monitoring-Informationen treten in den Szenari-
os die Kunden selbst (bei E2E Links und IntServ/DiffServ), die diensterbringenden
Service Provider (in allen Szenarios außer GLIF) und auch Multi-Domain Managemen-
tinstanzen (bei E2E Links und in DCN) auf.
Das Monitoring der Einhaltung von QoS-Zusicherungen bedeutet nicht automatisch
die Verbindlichkeit dieser Zusicherungen. So werden ausschließlich bei GLIF SLAs für
die Teilstrecken und deren QoS-Parameter abgeschlossen, bei den restlichen Szenarios
sind die Grenzwerte nicht verbindlich.
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2.4.1.5. Providerperspektive (Dienstrealisierung)
Jeder der benötigten SLM-Prozesse kann auf unterschiedliche Art und Weise realisiert
werden. Die in den Szenarios vorgekommene Realisierungsausprägungen und Aspekte
sind in Tabelle 2.5 zusammengefasst.
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Tabelle 2.5.: Providerperspektive (Dienstrealisierung)
Das Routing durch mehrere Domänen wird in den meisten Szenarios – zwar auf unter-
schiedliche Art – von den SP-Domänen selbst bestimmt. Lediglich bei DCN wird diese
Aufgabe von einer Multi-Domain Rolle (Interdomain Manager) übernommen.
Im Falle von PSTN, E2E Links und IntServ/DiffServ kann jede Domäne ausschließ-
lich die nachkommende Domäne in der Route bestimmen. Diese Ausprägung und das
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dafür benötigte Wissen kann man als "lokal" bezeichnen, da die Entscheidung an-
hand von SP-internen Kriterien und Routingtabellen getroffen wird. Bei GLIF wird
die Entscheidung zwar von einer SP-Domäne getroffen, sie bezieht sich jedoch auf
den kompletten Pfad über alle an der Diensterbringung beteiligten Domänen. Dafür
wird "globales" Wissen über die bei allen Domänen vorhandenen freien Kapazitäten
benötigt. Die Realisierung bei DCN nimmt eine Zwischenposition ein. Von jedem IDM
wird eine Route durch mehrere, allerdings i.A. nicht alle SP-Domäne bestimmt, für die
IDM verantwortlich ist. Das dafür benötigte Wissen sowie der Zuständigkeitsbereich
können als "semi-global" bezeichnet werden.
Die Reihenfolge, in der das Routing für die einzelnen Abschnitte durchgeführt wird,
unterscheidet sich in den Szenarios folgendermaßen: Bei PSTN, E2E Links und IntS-
erv/DiffServ wird das Routing für die nächste Domäne erst dann angestoßen, wenn die
Aufgabe bei der vorherigen abgeschlossen wurde. Bei GLIF und DCN kann diese Aufga-
be gleichzeitig für alle Domänen in der Kette durchgeführt werden.
Die "Verzahnung" zwischen Routing und der Inbetriebnahme (bzw. Switching) kann
auf mehrere Arten realisiert werden. So wird das Schalten einer Teilstrecke bei PSTN
und IntServ/DiffServ gleich nach dem Abschluss des Routings gemacht. Bei den übri-
gen drei Szenarios wird zuerst auf den Abschluss des E2E-Routings gewartet.
Die Inbetriebnahme/Switching selbst geschieht in den meisten Fällen automatisiert.
Lediglich bei E2E Links wird sie manuell durchgeführt.
Bei der Erfüllung von Multi-Domain Managementaufgaben müssen die Provider mit-
einander kommunizieren, um die für die Durchführung relevanten Informationen
auszutauschen. In den Szenarios kommt Informationsaustausch entlang eines Pfades
bzw. in der Kette (vertreten von E2E Links, PSTN und IntServ/DiffServ), in einer
baumartig organisierten Managerstruktur (typisch für DCN) und "jeder mit jedem"
(im Falle von GLIF) vor.
Um die zugesicherte Dienstgüte garantieren zu können, müssen für die Verbindung
ausreichende Ressourcen reserviert werden. Lediglich bei DiffServ erfolgt eine on the
fly Zuweisung von Ressourcen für die Nachrichten anhand ihrer Prioritätstufe. In
den übrigen Fällen wird die Reservierung im Vorfeld dediziert für jede Verbindung
gemacht, was für die Leitungsvermittlung typisch ist.
Das Monitoring der Dienstgüteeinhaltung wird beim Einsatz von IntServ/DiffServ
grundsätzlich dem Endnutzer überlassen. Bei allen anderen betrachteten Diensten –
zwar im unterschiedlichen Ausmaße – sind auch die Service Provider in der Überwa-
chung involviert.
In allen betrachteten Szenarios können bei der Überwachung sowohl SNMP Traps als
auch Polling von HW-Zählern zum Einsatz kommen. Im Fall von IntServ/DiffServ,
wenn die Messungen von den Endnutzern durchgeführt werden, spielt der zeitliche
Ablauf der Messungen keine Rolle, in anderen Fällen entstehen technologiebedingt
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Synchronisationsprobleme, die auf unterschiedliche Weise adressiert werden. Im Fal-
le von DCN werden Zeitstempel bei Messungen eingesetzt. Bei E2E Links wird das
Problem durch das (fast) gleichzeitige Abholen der Messdaten aus allen beteiligten Do-
mänen gelöst. In beiden Fällen bleibt allerdings das Problem von spikes (kurzfristigen
Ausfällen zwischen Polling) nicht gelöst.
Die Verteilung der Messdaten an die daran interessierten Rollen wird mit Push- (im
Falle PSTN) und Pull-Mechanismen (bei E2E Links und DCN) realisiert.
2.4.2. Generisches Szenario
Die im vorherigen Abschnitt aufgestellte Morphologie der Szenarien bildet eine Grund-
lage für die Ableitung eines allgemeinen generischen Szenarios. Das generische Sze-
nario wird von den Gemeinsamkeiten in den untersuchten Beispielen abgeleitet. Es
kann aber auch sein, dass in allen Szenarios dieselbe Voraussetzung zugrunde ge-
legt wird (siehe z.B. AN-QOSSEMANTIK auf Seite 57) oder es in den Szenarios keine
Schnittmenge bei der Herangehensweise an dasselben Problems existiert (siehe z.B.
AN-EPIDENTIFIKATION auf Seite 57). Da in diesen Fällen dennoch Lösungsansätze exi-
stieren, die nicht als ein Teil des generischen Modells aufgefasst werden können, kann
deren Lösung für diese Arbeit o.B.d.A. vorausgesetzt und als eine Annahme aufgefasst
werden (siehe Abbildung 2.7). Für die bessere Referenzierbarkeit wird jede der ge-
troffenen Annahmen mit einer mnemonischen Bezeichnung versehen, die mit "AN-"
anfängt.







Abbildung 2.7.: Ableitung eines generischen Szenarios
Bei der Betrachtung der Morphologie des Umfeldes, in dem der Dienst erbracht und
genutzt wird (siehe Tabelle 2.1), können folgende Verallgemeinerungen getroffen wer-
den:
• Es existiert ein Pool von Service Providern, die als potenzielle Erbringer von
Teildiensten auftreten. Alle SPs sind autonome, voneinander unabhängige Orga-
nisationen. Über ihre Anzahl und den gegenseitigen Bekanntschaftsgrad kann
im Allgemeinen keine Aussage getroffen werden.
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• Jede der SP-Domänen unterstützt eine Menge von Dienstgütemerkmalen und
-Parametern. Bei der Erbringung von Teildiensten kann die Einhaltung der
Grenzwerte ausschließlich für diese Merkmale garantiert werden. Die Unterstüt-
zung von einzelnen Parametern kann sich zwischen den Domänen unterschei-
den und mit der Zeit ändern.
• Die Provider sind miteinander vermascht in dem Sinne, dass dadurch die Teil-
dienste miteinander verknüpft werden können. Dies ist allerdings keine Vollver-
maschung. Weiterhin kann zwischen je zwei Domänen mehr als eine Verbindung
existieren. Diese Verbindungen können (durch die SP-Unterstützung) verschiede-
ne Charakteristika – lies QoS-Unterstützung – aufweisen.
• Weder über die Anzahl der Dienstnutzer noch über deren Nutzungsverhalten
in Bezug auf gleichzeitig gestellte Anfragen und/oder gleichzeitig bestehende
Dienstinstanzen kann eine allgemeine Aussage getroffen werden. Aus diesem
Grund kann in dem allgemeinen Szenario ausschließlich ein Kunde und seine
Beziehung zu einer einzelnen Dienstinstanz betrachtet werden.




herrscht zwischen den SP-Domänen ein Konsens über die Semantik der QoS-Parameter.
Da es eine verbreitete Praxis ist, die Semantik der QoS-Merkmale durch ITU-T, IEEE
oder andere ähnliche Gremien eindeutig zu spezifizieren, wird folgende Annahme
getroffen:
AN-QoSSemantik Die Semantik von QoS-Parametern und Merkmalen ist eindeutig
definiert und wird von allen SP-Domänen gleich verstanden.
Aus der Morphologie der Voraussetzungen (siehe Tabelle 2.2) kann für das allgemeine
Szenario lediglich eine Tatsache hinzugewonnen werden:
• Durch die prinzipielle Möglichkeit der SP-Domänen, ihre Infrastruktur zu erwei-
tern bzw. auszubauen, kann man vorhandene Kapazitäten für QoS-Merkmale in
zwei Gruppen aufteilen: bereits vorhanden bzw. potenziell.
Aus der Morphologie können zwei weitere Voraussetzungen abgeleitet werden. So gibt Annahme: CSM
sei gegebenes in den Szenarios keinen Konsensus darüber, wie und durch wen die Management-
schnittstelle zwischen dem Kunden und seinem Service Provider realisiert wird. Da in
allen Szenarios eine CSM-Schnittstelle existiert, wird sie in dieser Arbeit als gegeben
vorausgesetzt:
AN-CSMExistiert Es existiert eine CSM Schnittstelle, über die der Customer den
Zugriff auf die Managementfunktionalität seines Dienstes hat.
Weiterhin werden in allen Szenarios die Endpunkte einer Verbindung eindeutig iden- Annahme: EPs
sind eindeutig
identiﬁzierbar
tifiziert. Daraus leitet sich die folgende Annahme ab:
AN-EPIdentiﬁkation Die Endpunkte einer Dienstinstanz können eindeutig identifi-
ziert werden.
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Die aus der Kundenperspektive erfassten Eigenschaften (siehe Tabelle 2.3) beziehen
sich hauptsächlich auf die Ausprägungen der Managementfunktionalität und die den
Kunden angebotenen QoS-Kategorien. Diese werden im folgenden Unterabschnitt ge-
nauer betrachtet. Für das allgemeine Szenario sind folgende Gemeinsamkeiten aufge-
fallen:
• In allen Szenarios kommuniziert der Kunde bei allen Managementaufgaben je-
weils mit einer einzelnen Rolle, die im Weiteren als KommunikationspartnerRolle: Kommuni-
kationspartner referenziert wird. Diese Rolle wird in den betrachteten Szenarios von unter-
schiedlichen Akteuren "besetzt", deswegen kann für das generische Szenario kei-
ne Aussage darüber getroffen werden. Im Allgemeinen kann man auch sagen,
dass der Kunde jeweils einen Kommunikationspartner pro SLM-Aufgabe hat, da
diese Rolle für unterschiedliche Aufgaben durch unterschiedliche Akteure be-
setzt werden kann.
• Weiterhin beziehen sich die Kundenanforderungen grundsätzlich auf eine Dienst-
instanz. Die Kundenanforderungen beziehen sich auf einen oder mehrere QoS-
Parameter, die übrigen (von SP-Domänen unterstützten) QoS-Parameter spielen
für den Kunden keine Rolle.
Die Gemeinsamkeiten in der Morphologie aus der Providerperspektive (siehe Tabellen
2.4 und 2.5) liefern übrige Aspekte, die das generische Szenario bestimmen:
• Jede Dienstinstanz setzt sich aus den Teildiensten zusammen, die i.A. von meh-
reren SPs erbracht werden.
• Die E2E-QoS setzt sich aus den QoS der Teildienste zusammen, die deren Provi-
der einhalten.
• Im Allgemeinen gibt es mehrere Wege über Domänen, die zwei Endpunkte ver-
binden. Nicht alle davon erfüllen aber E2E-Kundenanforderungen an die Verbin-
dung.
• Die Einhaltung von E2E-QoS kann durch Monitoring unterstützt werden. Das
Monitoring kann entweder Ende-zu-Ende oder auf Teilstreckenbasis durchge-
führt werden. Es kann allerdings keine allgemeine Aussage darüber getroffen
werden, wer und wie die Aggregation der Teilstrecken-QoS zu E2E-QoS durch-
führt.
Eine graphische Darstellung des generischen Szenarios ist in Abbildung 2.8) skiz-
ziert.
In der Wolke oben ist symbolisch die Kundenvorstellung der erwünschten Dienstin-
stanz und ihre E2E QoS-Werte dargestellt. Die horizontale Strich-Punkt-Linie in der
Mitte des Bildes markiert die Tiefe des Kundeneinblickes in die Dienstrealisierung.
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Potenziell unterstützte SLM-Funktionalität und/oder QoS-Parameter:
Verbindungen zwischen SPs:
Kunde
Abb ldung 2.8.: Modell Concatenated Service
Kunde kann nur seinen Kommunikationspartner "sehen" und ansprechen. Der Kom-
munikationspartner stellt ein Verbindungsglied zwischen Kunden- und Multi-Domain
Sichten dar.
Die Service Provider Domänen werden als eine Reihe von Wolken unterhalb der Strich-
Punkt Linie gezeichnet. Die Verbindung zwischen der Rolle "Kommunikationspartner"
und den Service Providern ist im generischen Szenario nicht festgelegt, deswegen
existiert auch im Bild keine Verbindungslinie. Dafür existieren unterschiedliche Ver-
bindungen zwischen den SP-Domänen selbst, die als durchgezogene – für bereits exi-
stierende – und als gestrichelte – für die potenziell möglichen – Linien dargestellt
sind.
Die unterschiedlichen geometrischen Figuren in den Wolken symbolisieren QoS-Para-
meter und Managementfunktionalität, die von den SP-Domänen unterstützt werden
bzw. (in der Wolke oben) die von dem Kunden erwünscht sind. Analog zu den Linien
existieren dabei sowohl bereits unterstützte als auch potenziell unterstützte Parame-
ter.
Bemerkung: Obwohl dies im Bild nicht explizit gezeichnet wurde, können die unter-
schiedlichen Verbindungen zwischen Domänen unterschiedliche QoS-Merkmale auf-
weisen. Das wird durch mehrere Verbindungen zwischen je zwei Domänen lediglich
angedeutet.
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2.4.3. Anwendungsfälle (Use Cases)
In diesem Abschnitt werden die CSM-Funktionalität und die Provider-internen SLM-
Prozesse, die in den Morphologietabellen 2.3 und 2.4 zusammengefasst sind, in Verbin-
dung miteinander gebracht. Die Use Cases werden generisch beschrieben, so dass sie
die in den Szenarios vorgekommene Funktionalität umfassend abdecken. Das Zusam-
menspiel der Use Cases wird anhand von Ablaufszenarien mit Alternativpfaden sowie
in der Form eines begleitenden UML-Diagramms erläutert.
Die Use Cases, für die unklar ist, wer sie ausführt, werden ohne Verbindung zu den
Akteuren gezeichnet; die Zuweisung dieser Use Cases an Rollen und Akteure ist eine
der Aufgaben des konstruktiven Teils dieser Arbeit.
2.4.3.1. Verhandlung und Bestellung
Verhandlung und Bestellung werden vom Customer initiiert. Da die Bestellung ohne
vorangegangene Verhandlung ausgeführt werden kann, existieren in diesem Abschnitt
zwei primäre Szenarioabläufe, die den erfolgreichen Fall beschreiben. Die sekundären
Szenarioabläufe beschreiben den Fall, bei dem die Kundenanforderungen nicht erfüllt
werden konnten. Die Zusammenhänge der Anwendungsfälle für Verhandlung und
Bestellung sind in Abbildung 2.9 dargestellt.
Ablaufszenario: Primär I
Bezeichnung: Verhandlung mit anschließender Bestellung
Ablauf:
1. Der Customer teilt seinem Kommunikationspartner mit, dass er eine E2E Verbin-
dung braucht. Dabei spezifiziert er, welche E2E Anforderungen diese Verbindung
erfüllen soll. Diese Information dient als Grundlage für die Machbarkeitsstudie,
ob die Kundenanforderungen realisierbar sind oder nicht.
2. Im Laufe der Machbarkeitsstudie wird einerseits eine grobe Routenplanung ge-
macht, um die Domänen zu identifizieren, die sich bei der Diensterbringung der
neuen Verbindung beteiligen können. Zum anderen werden diese SP-Domänen
gefragt zu prüfen, ob sie ihre Teildienste mit der erforderlichen Dienstgüte er-
bringen können oder nicht. Die Machbarkeit jeder Teilstrecke wird von der SP-
Domäne geprüft, die diese später realisieren soll.
3. Falls die Realisierung mit den erforderlichen Parametern möglich ist, wird ein
entsprechendes Feedback für den Kunden generiert.
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Abbildung 2.9.: Use Case: Verhandlung und Bestellung
5. Daraufhin entscheidet sich der Kunde, ob er die Verbindung mit den entspre-
chenden QoS-Parametern bestellen will oder nicht und teilt das dem Kommuni-
kationspartner mit. In beiden Fällen benachrichtigt der Kommunikationspartner
alle daran interessierten SPs und Rollen. Bei der Bestellung wird gleich danach
der Inbetriebnahmeprozess gestartet.
Ablaufszenario: Sekundär I
Bezeichnung: Keine Route konnte gefunden werden, die E2E-QoS erfüllt
Ablauf:
61
Kapitel 2. Begriffe, Szenarien und Anforderungsanalyse
1. Falls bei der Machbarkeitsstudie festgestellt wurde, dass die Kundenanforderun-
gen nicht erfüllt werden können, wird ein entsprechendes Feedback vorbereitet.
Das Feedback kann (je nach Umfang des Dienstes) außer der reinen Tatsache
auch die Gründe für den Fehlschlag und/oder einen Alternativvorschlag bein-
halten.
2. Das Feedback wird ähnlich wie in dem Primärfall von dem Kommunikations-
partner an den Kunden gemeldet. Der Kunde kann dann entscheiden, ob er
die Verhandlung weiter führt und dabei veränderte QoS-Anforderungen an die
Dienstinstanz spezifiziert. In diesem Fall wird das primäre Ablaufszenario noch




1. Im Falle, dass für den Dienst keine Verhandlung von vor Diensteinrichtung un-
terstützt wird, wird die Dienstinstanz unmittelbar bestellt; dabei werden wie im
Primärfall I die E2E QoS-Anforderungen spezifiziert.
2. Daraufhin werden alle dafür zuständigen Rollen darüber benachrichtigt und die
Inbetriebnahme der Dienstinstanz wird gestartet.
2.4.3.2. Inbetriebnahme
Die Inbetriebnahme wird gestartet, nachdem eine Dienstinstanz bestellt wurde. Das
erwünschte Ergebnis ist der erfolgreiche Aufbau der Dienstinstanz, die im Anschluss
vom Dienstnutzer verwendet werden kann. Die Zusammenhänge der Anwendungsfäl-
le für die Inbetriebnahme einer Dienstinstanz sind in Abbildung 2.10 dargestellt.
Ablaufszenario: Primär
Bezeichnung: Inbetriebnahme verläuft erfolgreich und ohne Probleme
Ablauf:
1. Nachdem eine Verbindung bestellt wurde, beginnt die Inbetriebnahme. Diese
beinhaltet zum einem das Routing, bei dem der Pfad bis ins letzte Detail definiert
wird (inklusive Teildienste-QoS, Verbindungspunkte usw.), und zum anderen das
Switching, bei dem die erforderlichen Teildienste in Betrieb genommen und
zusammengeschaltet werden müssen.
2. Die Inbetriebnahme aller Teildienste wird von den SPs durchgeführt. Dabei sol-
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Abbildung 2.10.: Use Case: Inbetriebnahme
3. Nachdem die Teilstrecke der neuen Verbindung aufgebaut wurde und/oder zwei
Teilstrecken zusammengeschaltet wurden, wird das von jedem SP gemeldet.
4. Diese Meldungen der SPs dienen der Überprüfung des E2E-Zustandes. Im Falle,
dass alle Teildienste in Betrieb genommen und zusammen geschaltet werden
konnten, wird ein entsprechendes Feedback vorbereitet, das von dem Kommu-
nikationspartner an den Customer weitergereicht wird.
Ablaufszenario: Sekundär I
Bezeichnung: Probleme bei der Inbetriebnahme einzelner Teildienste können durch
ein Re-Routing umgangen werden
Ablauf:
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1. Wenn einzelne Teildienste nicht oder nicht entsprechend den Anforderungen in
Betrieb genommen oder zusammengeschalten werden konnten, wird das von
der SP-Domäne gemeldet.
2. Dieses Ereignis triggert ein erneutes Routing.
3. Falls der neue Pfad geschaltet werden konnte, wird das Feedback wie im pri-
mären Ablaufszenario generiert und an den Kunden weitergereicht. Ansonsten
wird das Re-Routing abermals gestartet.
Ablaufszenario: Sekundär II
Bezeichnung: Probleme bei Inbetriebnahme einzelner Teildienste können durch das
Re-Routing nicht umgangen werden
Ablauf:
1. Falls beim Routing kein geeigneter Pfad gefunden werden konnte, wird ein ent-
sprechendes Feedback generiert.
2. Das Feedback wird analog zu dem Primärfall vom Kommunikationspartner an
den Kunden ausgeliefert.
2.4.3.3. Monitoring und Reporting
Das Monitoring und Reporting sind einerseits Hilfsfunktionen, die im Betrieb bei der
Dienstgüteeinhaltung verwendet werden, andererseits können sie als ein Teil der Ma-
nagementfunktionalität angesehen werden, die dem Kunden und evtl. anderen Rollen
angeboten werden kann. Die Zusammenhänge der Anwendungsfälle für das Monito-
ring und das Reporting der Dienstgüte einer Dienstinstanz sind in Abbildung 2.11
dargestellt.
Ablaufszenario: Primär I
Bezeichnung: E2E Monitoring seitens des Customers
Ablauf:
1. Bei der E2E Überwachung der Dienstgüte seitens des Customers besteht kein
Bedarf, auf die Teildienste-Informationen zuzugreifen bzw. mit den Rollen und
SP-Domänen zu kommunizieren, die die Dienstinstanz realisieren.
Ablaufszenario: Primär II
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Abbildung 2.11.: Use Case: Monitoring und Reporting
1. Einzelne Teildienste werden von den Service Providern überwacht, die diese
Teildienste erbringen.
2. Basierend auf der Dienstgüte der Teildienste wird ein aggregierter E2E-Zustand
errechnet2.
3. Die Monitoringinformationen werden für das Erstellen von Reports genutzt.
2Während der Vorbereitung eines Dienstangebotes werden die relevanten Aggregationsvorschriften und
die dafür zuständige Rolle(n) entweder für alle Dienstinstanzen festgelegt, oder es werden Vorschrif-
ten für deren Bestimmung festgelegt. Im zweiten Fall beziehen sich die Aggregationsvorschriften,
die Besetzung der Rollen durch die Akteure jeweils auf eine Dienstinstanz. Diese werden während
der Verhandlungs- und Inbetriebnahme-Phasen in den jeweiligen Use Cases als Teil der Planung be-
stimmt. Die Klärung der Frage, welche der Varianten für die Verkettete Dienste sinnvoll wäre bzw.
wer und wann diese Funktionalität festlegt, gehört zum konstruktiven Teil dieser Arbeit.
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4. Beide Monitoring- und Reportingkomponenten stoßen die Erstellung eines Feed-
backs an.
5. Das Feedback an den Customer wird von seinem Kommunikationspartner aus-
geliefert.
6. Parallel dazu werden die Monitoring- und die Reportingdaten an die bei der
Diensterbringung beteiligten SP-Domänen und weitere involvierte Rollen ausge-
liefert.
2.4.3.4. Anpassung von E2E-QoS im Betrieb
Für den Fall, dass die für eine Dienstinstanz zugesicherte E2E Dienstgüte dem Dienst-
nutzer nicht mehr ausreicht oder umgekehrt reduziert werden kann, wird dem Kun-
den die Möglichkeit eingeräumt, die QoS-Anforderungen im Betrieb anzupassen. Bei
dem Dienst E2E Links (dem einzigen Dienst aus den vorgestellten Szenarios, der diese
Funktionalität anbietet) wird das durch das Abbestellen des alten und Bestellen eines
neuen E2E Links realisiert. Dabei kann es durchaus sein, dass einzelne der bereits in
Betrieb genommenen Teildienste für die Verbindung mit veränderter Qualität wieder-
verwendt werden können. Aus diesem Grund wird an dieser Stelle eine Mischung aus
den Use Cases vorgeschlagen, die in den Originalszenarios bei Inbetriebnahme und
Dienstauflösung vorkommen. Die Zusammenhänge der Anwendungsfälle für diese Ma-
nagementaufgabe sind in Abbildung 2.12 dargestellt.
Ablaufszenario: Primär
Bezeichnung: QoS-Anpassung bei vorhandenen Teildiensten
Ablauf:
1. Der Customer teilt seinem Kommunikationspartner die veränderte QoS-Anforde-
rungen an die bereits bestehende Dienstinstanz mit.
2. Daraufhin wird überprüft, ob der Kunde (entsprechend den Vertragsbedingun-
gen) berechtigt ist, solche Anfrage zu stellen.
3. Bei vorhandener Berechtigung wird die Route durch die SP-Domäne samt der
Teildienste-QoS neu berechnet.
4. Falls alle Teildienste wie vorher bleiben und ausschließlich ihre QoS-Werte ange-
passt werden müssen, übernehmen die betroffenen SP-Domänen diese Aufgabe.
5. Nach der Anpassung der Teildienste, die von jeder SP-Domäne gemeldet wird,
wird ein Feedback für den Customer vorbereitet.
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Abbildung 2.12.: Use Case: Anpassung von E2E-QoS im Betrieb
67
Kapitel 2. Begriffe, Szenarien und Anforderungsanalyse
Ablaufszenario: Sekundär I
Bezeichnung: QoS-Anpassung erfordert andere Teildienste
Ablauf:
1. Falls beim Re-Routing festgestellt wurde, dass (teilweise) andere Teildienste bei
der Diensterbringung der E2E-Verbindung eingesetzt werden müssen, wird den
SP-Domänen der nicht mehr benötigten Teildienste mitgeteilt, dass die verwen-
deten Ressourcen freigegeben werden dürfen (siehe dazu auch Abbestellung im
Abschnitt 2.4.3.5), und den SPs der neuen Teildienste werden der Bedarf und
die QoS-Anforderungen mitgeteilt (siehe Inbetriebnahme im Abschnitt 2.4.3.2).
2. Die Teildienste, die "wiederverwendet" werden können, werden bei Bedarf von
ihren Providern entsprechend neuer QoS-Anforderungen angepasst.
3. Nachdem alle Teildienste in Betrieb genommen und zusammen geschaltet wur-
den, wird ein entsprechendes Feedback generiert und an den Kunden ausgelie-
fert (identisch wie beim Primärfall).
Ablaufszenario: Sekundär II
Bezeichnung: Probleme bei der Anpassung
Ablauf:
1. Falls bei der Anpassung einzelner Teildienste Probleme auftreten, werden sie
von den SPs gemeldet. Bei Bedarf kann das Re-Routing unter Berücksichtigung
der veränderten Lage neu gestartet werden.
2. Falls keine geeignete Route gefunden und geschaltet werden konnte, die den neu-
en QoS-Anforderungen, wird ein entsprechendes Feedback generiert und ähnlich
wie in dem Primärfall an den Kunden ausgeliefert.
2.4.3.5. Abbestellung
Falls eine Dienstinstanz nicht mehr benötigt wird, besteht bei einigen Diensten die
Möglichkeit, die Dienstinstanz explizit abzubestellen. Die Zusammenhänge der Anwen-
dungsfälle für diese Managementaufgabe sind in Abbildung 2.13 dargestellt.
Ablaufszenario: Primär I
Bezeichnung: Abbestellung durch Customer
Ablauf:
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Abbildung 2.13.: Use Case: Dienstauflösung
2. Daraufhin wird überprüft, ob das für diese Dienstinstanz zulässig ist.
3. Falls die Berechtigung gegeben ist, werden alle in die Diensterbringung invol-
vierten SP-Domänen darüber informiert. Sie können dann die verwendeten Res-
sourcen freigeben.
4. Gleichzeitig wird Feedback generiert, das an den Kunden von seinem Kommu-
nikationspartner weitergereicht wird.
Ablaufszenario: Sekundär
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1. Falls die Abbestellung durch den Customer nicht erlaubt ist, wird ein entspre-
chendes Feedback generiert und wie beim Primärfall an den Kunden weiterge-
reicht.
Ablaufszenario: Primär II
Bezeichnung: Dienstauflösung initiiert von Service Provider
Ablauf:
1. Falls die vereinbarte Dienstnutzungszeit abläuft oder eine der SP-Domänen (z.B.
wegen einem Fehler) nicht mehr in der Lage ist, ihren Teildienst zu erbringen,
wird die Dienstauflösung von SP initiiert.
2. Darauf werden alle weiteren beteiligten SPs darüber informiert, sodass sie die
verwendeten Ressourcen freigeben können.
3. Gleichzeitig wird ein entsprechendes Feedback generiert, das an den Kunden
ausgeliefert wird.
2.4.3.6. Vollständigkeit der Anwendungsfälle
Die anhand des morphologischen Kastens erkannten und in diesem Abschnitt beschrie-
benen Use Cases umfassen Verhandlung und Bestellung (Seite 60), Inbetriebnahme
(Seite 62), Monitoring und Reporting (Seite 64), Anpassung von E2E-QoS im Betrieb
(Seite 66) und Abbestellung (Seite 68) einer Dienstinstanz. Da in den vorgestellten
Szenarios jeweils eine Untermenge der beschriebenen Anwendungsfälle unterstützt
wird, stellt sich die Frage, ob die erarbeitete Liste vollständig und für alle möglichen
Dienstausprägungen ausreichend ist.
Die erkannten Use Cases decken sich mit den SLM-Aufgaben überein, die von den
Rahmenwerken ITIL und NGOSS für die Dienstgütezusicherung vorgeschlagen werden
(siehe dazu auch Abschnitt 3.4). Deswegen kann davon ausgegangen werden, dass die
Liste im Sinne dieser Arbeit vollständig ist.
Sollte durch die technische Entwicklung der Bedarf an neuen Use Cases entstehen,
können sie auch zum späteren Zeitpunkt analog zu den bereits erfassten in die An-
forderungsanalyse miteinbezogen werden, was wiederum evtl. eine Anpassung der




Dieses Kapitel befasst sich mit der Ableitung der Anforderungen an die zu entwickeln-
de Lösung. Zunächst werden die allgemeinen Anforderungen an die QoS-Parameter
und die SLM-Prozesse direkt aus der Morphologie der Szenarien abgeleitet. Weitere An-
forderungen werden beim "Durchspielen" der Anwendungsfälle an dem generischen
Szenario erkannt und erfasst. Die Analyse der Aspekte, die bei Verketteten Diensten
die nichtfunktionale Anforderungen wie Skalierbarkeit und Robustheit beeinflussen,
schließt die Anforderungsanalyse.
Alle Anforderungen werden für die bessere Referenzierbarkeit durchnummeriert. Die
Nummer bestehen aus einem Präfix für den Typ der Anforderung und einer lau-
fenden Nummer. Die funktionalen Anforderungen werden mit dem Präfix "FA-" und
die nichtfunktionalen mit "NFA-" versehen. Bezeichner aller bei der Anforderungs-
analyse getroffenen Annahmen werden weiterhin mit dem Präfix "AN-" gekennzeich-
net.
2.5.1. Anforderungen an QoS und SLM
Wie man im morphologischen Kasten erkennen kann, werden in den betrachteten
Szenarios unterschiedliche QoS-Parameter unterstützt (siehe dazu Tabelle 2.3). Das be-
zieht sich sowohl auf die QoS-Parameter selbst als auch auf deren dienstspezifischen
Kombinationen. Eine Forderung nach einer Obermenge aller aus allen in den betrach-
teten Szenarios unterstützten QoS-Parametern würde die Frage nach der Vollständig-
keit dieser Menge aufwerfen. Deswegen wird hier stattdessen eine generische Lösung
gefordert:
Funktionale Anforderung FA-01 - Unterstützung beliebiger QoS-Parameter
Um beliebige QoS-Parameter zu unterstützen, wird eine generische Beschreibung der
QoS-Parameter benötigt. Diese Beschreibung soll mindestens alle erfassten Kategorien
beschreiben können. Die zu entwickelnde Lösung soll auf dieser Beschreibungsart
operieren.
Eine ähnliche Überlegung gilt der Managementfunktionalität sowie deren Parametern
(siehe dazu auch Tabellen 2.3 und 2.4). Die erfassten Ausprägungen zeigen deutlich,
dass es zwischen unterschiedlichen Diensten große Unterschiede in Bezug auf die un-
terstützte Managementfunktionalität geben kann. Um der Gefahr der Unvollständig-
keit bei einer expliziten Aufzählung entgegenzusteuern, wird auch für Management-
funktionalität eine ähnliche Anforderung benötigt:
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Funktionale Anforderung FA-02 - Unterstützung beliebiger Managementfunktio-
nalität
Um beliebige Managementfunktionalität sowie deren Parameter unterstützen zu kön-
nen, wird eine generische Beschreibung der beiden benötigt. Die Beziehung zwischen
der Managementfunktionalität und den zugehörigen Parametern soll dabei sicherge-
stellt werden. Die Beschreibung soll mindestens alle in den Szenarios vorgekomme-
nen Ausprägungen beschreiben können. Die zu entwickelnde Lösung soll auf dieser
Beschreibungsart operieren.
Der Customer hat generell kein Interesse an allen möglichen QoS-Parametern, sondern
stellt die Anforderungen ausschließlich an die für ihn relevanten QoS-Parameter. Dabei
können sich diese QoS-Parameter sowohl auf die Dienstgüteeigenschaften und deren
Grenzwerte als auch auf die Managementfunktionalität und deren Parameter bezie-
hen. Weiterhin kann der Kunde i.A. an gleichzeitig mehreren Eigenschaften (d.h. QoS-
Parametern und Managementfunktionalität) für seine Dienstinstanz interessiert sein
(siehe Kapitel 2.4.2 bzw. die dieser Aussage zugrunde liegende Morphologie-Tabelle
2.3). Um dieses Kundenverhalten zu unterstützen, soll folgende Anforderung erfüllt
werden
Funktionale Anforderung FA-03 - Gleichzeitige Unterstützung mehrerer Eigen-
schaften
Die Lösung soll in der Lage sein, gleichzeitig mit mehreren Eigenschaften (QoS-
Parameter, Managementfunktionalität und Parametern der Managementfunktionali-
tät) sowie mit beliebigen Kombinationen aus unterstützten Diensteigenschaften ope-
rieren zu können.
Die aufgestellten Anforderungen basieren auf einer in allen Szenarios angetroffenen
und für diese Arbeit übernommenen Annahme, dass die Semantik der QoS-Parameter
in allen SP-Domänen gleich ist (siehe AN-QOSSEMANTIK). Dies entspricht auch den üb-
lichen Bestrebungen nach Standardisierung, die die Interoperabilität zwischen Service
Providern ermöglichen soll.
Da die SP-Domänen unabhängige Organisationen sind, ist die Unterstützung von QoS-
Parametern und Managementfunktionalität für eigene Dienste individuell für jede
SP-Domäne. Außerdem ist jede Domäne in der Lage, die Unterstützung von QoS-
Parametern jederzeit ohne Absprache mit den anderen Domänen zu ändern. Diese
Situation kann auch bei einem stark standardisierten Dienst wie Telefonie beobachtet
werden. Aus diesem Grund wird folgende nichtfunktionale Anforderung aufgestellt:
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Nichtfunktionale Anforderung NFA-01 - Autonomie der Service Provider in der
Unterstützung von Diensteigenschaften
Die Lösung soll in der Lage sein, mit der individuellen Unterstützung von Diensteigen-
schaften durch die SP-Domänen zurechtzukommen. Dabei sollen auch Veränderungen
in der Unterstützung berücksichtigt werden.
Am Beispiel von Géant2 E2E Links wurde gezeigt, dass es Dienste geben kann, die noch
ohne eine vorhandene Infrastruktur angeboten werden. Die Dienstinstanzen solcher
Dienste können nicht automatisch geschaltet werden. Allerdings können auch sie teil-
weise automatisiert werden, z.B. bei der Planung einer neuen Dienstinstanz. Um dies
zu ermöglichen, soll folgende Anforderung erfüllt werden:
Nichtfunktionale Anforderung NFA-02 - Unterstützung potentiell möglicher Teil-
dienste
Die Lösung soll in der Lage sein, auch potentiell mögliche (Teil-)Dienste und deren Ei-
genschaften zu unterstützen. Es muss auch möglich sein, zwischen existierenden und
potentiell möglichen Teildiensten zu unterscheiden und zu wählen, welche davon bei
allen Operationen berücksichtigt werden dürfen.
Da in der IT-Industrie die angebotenen Dienste ständig weiterentwickelt und erweitert
werden, kann man davon ausgehen, dass alle bereits erfassten QoS- und SLM-Aspekte
bereits nach einer relativ kurzen Zeitspanne geändert werden müssen. Aus diesem
Grund muss folgende Anforderung erfüllt werden:
Nichtfunktionale Anforderung NFA-03 - Erweiterbarkeit in Bezug auf unterstütz-
te Diensteigenschaften
Die zu entwickelnde Lösung soll in Bezug auf die unterstützten QoS-
Parameter und Managementfunktionalitäten möglichst leicht erweiterbar
sein.
Eine generelle und allgemeingültige Definition von SLM-Prozessen ist wegen ihrer
Komplexität und Vielfältigkeit kaum möglich. Außerdem ist die Menge der etablierten
SLM-Prozesse – im Gegensatz zu den unterstützten QoS-Parametern und Management-
funktionalitäten – leicht aufzählbar. Um eine größtmögliche Abdeckung zu erreichen
soll folgende Anforderung erfüllt werden:
Funktionale Anforderung FA-04 - Unterstützung aller Use Cases
Die zu entwickelnde Lösung soll alle etablierten SLM-Prozesse unterstützen. Da-
durch sollen mindestens alle in Abschnitt 2.4.3 identifizierten Use Cases realisierbar
sein.
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2.5.2. Anforderungen abgeleitet von Use Cases
Nachdem der Kunde seine E2E-Anforderungen (siehe Kapitel 2.5.1) über die CSM-
Schnittstelle (siehe AN-CSMEXISTIERT auf Seite 57) an seine Dienstinstanz spezifiziert
hat, beginnt die Durchführung von Multi-Domain Managementprozeduren. Diese Pro-
zeduren wurden in Kapitel 2.4.3 in Form von UML Use Case Diagrammen erfasst. In
diesem Abschnitt werden die identifizierten Use Cases auf dem generischen Szenario
(siehe Kapitel 2.4.2) durchgespielt (siehe Abbildung 2.14). Dabei werden die funktio-
nalen und nichtfunktionalen Anforderungen identifiziert, die für einen reibungslosen
Ablauf der jeweiligen Prozesse notwendig sind.
Abbildung 2.14.: Ableitung der Anforderungen von Use Cases
2.5.2.1. Verhandlung und Bestellung
Bei der Verhandlung (siehe Abbildung 2.9) wird durch die Kundenanfrage zunächst
eine Machbarkeitsstudie ausgelöst. Ein Teil dieser Überprüfung besteht in der Defi-
nition des Pfades über mehrere SP-Domänen. Die zuvor definierte Anforderung FA-
03 bedeutet in diesem Kontext zunächst, dass das Suchverfahren, der zur Pfadsuche
eingesetzt wird, gleichzeitig mehrere Dienstgüteeigenschaften berücksichtigen soll.
Weiterhin sollen zur Erfüllung dieser Anforderung auch die Informationen über alle




Die Informationen über alle möglichen Teildienste können ausschließlich von den SP-
Domänen kommen, die diese Teildienste erbringen können. Da alle SPs unabhängige
Organisationen sind, muss die Lösung folgende Anforderung erfüllen:
Nichtfunktionale Anforderung NFA-04 - Zugriﬀseinschränkung auf die Domain-
Informationen
Bei Informationsabfragen darf kein direkter Zugriff auf die Infrastruktur der fremden
SP-Domänen erfolgen. Jede SP-Domäne soll weiterhin in der Lage sein, die Informati-
onsmenge nach eigenem Ermessen einzuschränken.
In Tabelle 2.3 wurde auch aufgezeigt, dass die Zeit, bis ein Feedback den Kunden
erreicht, sehr stark zwischen den angebotenen Diensten variieren und im Falle von
E2E Links nicht immer vorhersehbar lang sein kann. Die Dauer zwischen einer An-
frage und dem korrespondierenden Feedback entspricht der Prozessdurchlaufzeit. Um
die Zeit bis zum Feedback an den Kunden begrenzen zu können, muss also folgende
Bedingung erfüllt werden:
Nichtfunktionale Anforderung NFA-05 - Begrenzung der Prozessdurchlaufzeit
Die Dauer einzelner Aktionen sowie die komplette Prozessdurchlaufzeit sollen zeitlich
begrenzbar sein.
2.5.2.2. Inbetriebnahme
Eine wichtige Voraussetzung für die Inbetriebnahme (siehe Abbildung 2.10) ist die Be-
stimmung aller SP-Domänen, die sich bei der Diensterbringung einer neuen Dienstin-
stanz beteiligen sollen, sowie der Teildienste, die diese SPs für die neue Dienstinstanz
erbringen. Damit die Kundenanforderungen an die E2E-Dienstgüte erfüllt werden kön-
nen, ist folgende Anforderung notwendig:
Nichtfunktionale Anforderung NFA-06 - Dekomposition der QoS-Parameter
Bei der Bestimmung der Teildienste muss es möglich sein, die E2E-
Dienstgüteanforderungen an die Anforderungen der einzelnen Teildienste (d.h. Grenz-
werte für einzelne QoS-Parameter) abzubilden.
Dies ist analog auf die erforderliche Managementfunktionalität anwendbar. Um domä-
nenübergreifende Managementaufgaben für die Dienstinstanzen definieren zu kön-
nen, muss folgende Anforderung erfüllt werden:
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Nichtfunktionale Anforderung NFA-07 - Dekomposition der Managementfunktio-
nalität
Bei der Bestimmung der Teildienste muss es möglich sein, deren erforderliche Mana-
gementfunktionalität sowie deren Funktionalitätsparameter zu bestimmen. Weiterhin
muss es möglich sein, die Kommunikationswege zwischen einzelnen SP-Domänen für
unterschiedliche Managementaufgaben zu definieren.
Nach der Bestimmung der erforderlichen Teildienste-QoS müssen die Teildienste in Be-
trieb genommen und zusammengeschaltet werden. Diese Aufgaben werden von den
unterschiedlichen SPs jeweils für ihre Teildienste übernommen. Da aber zwischen
Service Providern Heterarchie herrscht, darf es keine Rolle geben, die den SPs An-
weisungen gibt. Somit darf die Teilnahme eines Service Provider bei der Erbringung
einer Dienstinstanz ausschließlich auf freiwilliger Basis erfolgen. Das führt zu der
folgenden Anforderung an die zu entwickelnde Lösung:
Nichtfunktionale Anforderung NFA-08 - Zustimmung der involvierten SPs
Die Beteiligung aller SP-Domänen an der Diensterbringung soll auf einer freiwilligen
Basis passieren. Sollte die Lösung dedizierte Rolle(n) benötigen, die den Pfadverlauf
bestimmen, dann soll dabei stets das SP-Einverständnis eingeholt werden, sich an der
Diensterbringung zu beteiligen. Eine SP-Domäne darf jede Anfrage für die Dienstbetei-
ligung zurückweisen. Den SP-Domänen sollen für die Entscheidungsfindung (über ihre
Beteiligung in der Diensterbringung) sowie für die Dienstinbetriebnahme alle dafür
notwendigen Informationen (wie z.B. Zeitrahmen und die erforderlichen Teildienst-
QoS) zur Verfügung gestellt werden.
Die Zusagen haben einen wichtigen Aspekt, der hier explizit angesprochen werden
muss. Bei hierarchisch aufgebauten Diensten wird die Verbindlichkeit der Zusagen
durch die Verträge (SLAs) festgehalten. Bei den betrachteten Szenarios wurde aus-
schließlich bei GLIF (siehe Tabelle 2.4) eine gewisse Form von Verbindlichkeit rea-
lisiert. Da diese Arbeit sich ausschließlich mit technischen Aspekten befasst, wird im
Weiteren die Erfüllung folgender Annahme vorausgesetzt:
AN-Verbindlichkeit Alle Zusagen, die SPs und/oder andere Rollen machen, sind für
diese verbindlich.
2.5.2.3. Monitoring und Reporting
Das in Abbildung 2.11 dargestellte Monitoring- und Reporting-Konzept sieht die Mög-
lichkeit für eine Dienstgüteüberwachung sowohl durch den Customer als auch durch
die beteiligten Service Provider vor. Aus der Providerperspektive ist das Monitoring
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kein Selbstzweck. Wie man der Morphologie-Tabelle 2.4 entnehmen kann, müssen da-
durch Situationen erkannt werden, die zu einer Verletzung der Vereinbarungen führen
können. Aus technischer Sicht kann das als folgende Anforderung aufgefasst werden:
Nichtfunktionale Anforderung NFA-09 - Erkennung (drohender) E2E-
Dienstgüteverletzungen
Die zu entwickelnde Lösung muss in der Lage sein, Verletzungen der E2E-
Zusicherungen gegenüber dem Kunden zu erkennen, möglichst bereits im Vor-
feld.
An dieser Stelle wird vorausgesetzt, dass die Planung einer E2E-Verbindung und vor
allem die Abbildung der E2E-Anforderungen auf die Teildienste (siehe Anforderung
[NFA-DekompositionQoS]) korrekt war. Unter dieser Voraussetzung kann die Verlet-
zung der E2E-Anforderungen erst dann auftreten, wenn eine oder mehrere beteiligten
SP-Domänen die für ihre Teildienste bestimmten Grenzwerte nicht einhalten. Zur Ver-
einfachung der Fehlerbehebung wird folgende Anforderung aufgestellt:
Nichtfunktionale Anforderung NFA-10 - Erkennung eines Verursacher-SP
Die zu entwickelnde Lösung muss in der Lage sein, die Verletzungen der Zusicherun-
gen für alle Teildienste einer Dienstinstanz möglichst bereits im Vorfeld zu erkennen.
Dabei sollen die SP-Domäne(n) identifizierbar sein, die Zusicherungen nicht einhal-
ten.
Da es keinen direkten Zugriff auf die SP-Infrastruktur von außen geben darf (sie-
he dazu auch die Anforderung NFA-04), muss bei der Überwachung der Teilstrecken
auf den Informationen aufgebaut werden, die von den jeweiligen SP-Domänen zur
Verfügung gestellt werden. Aufgrund der fehlenden Möglichkeit, diese Informatio-
nen zu überprüfen, müssen deren Realitätstreue und Aktualität vorausgesetzt wer-
den:
AN-WahreSPInfo Alle Informationen, die von den SP-Domänen nach außen zur Ver-
fügung gestellt werden, sind aktuell und realitätstreu.
2.5.2.4. Anpassung von E2E-QoS im Betrieb
Für die Anpassung der Eigenschaften einer Dienstinstanz während der Betriebsphase
(siehe Abbildung 2.12) kann es mehrere Gründe geben. Vor allem sind dabei verän-
derte Kundenanforderungen an die Dienstinstanz denkbar. Der Bedarf kann allerdings
auch durch die Provider entstehen. So ist es denkbar, dass eine SP-Domäne häufig ihre
zugesicherten Grenzwerte verletzt. Da bei einer Dienstinstanz die E2E-Dienstgüte im
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Vordergrund steht, kann so eine Situation ggf. durch eine "Umverteilung" der erforder-
lichen Grenzwerte auf alle beteiligten SP-Domäne zunächst ohne, und wenn es nicht
geht, dann mit einem Re-Routing gelöst werden. Weiterhin kann auch die Veränderung
der Kommunikationswege bzw. der verantwortlichen Rollen zwischen den beteiligten
SP-Domänen und involvierten Rollen, wie z.B. für ein E2E-Monitoring, notwendig sein.
Der Grund dafür kann ein Load Balancing bzw. ein Ausfall der Überwachungsinstanz
sein.
Um alle diese Fälle verfeinert (und nicht einfach pauschal) zu behandeln, wird folgen-
de Anforderung spezifiziert:
Funktionale Anforderung FA-05 - Ziele der Anpassung im Betrieb
Während der Betriebsphase sollen folgende Anpassungen einer Dienstinstanz möglich
sein:
• Erforderliche Diensteigenschaften und deren Grenzwerte bei den Teildiensten
verändern (ohne Re-Routing)
• Erforderliche Managementfunktionalität (samt der zugehörigen Parameter) ein-
zelner Teildienste verändern (ohne Re-Routing)
• Kommunikationswege bzw. -Verknüpfungen zwischen der Managementfunktio-
nalität der Teildienste und der Multi-Domain Managementprozessen ändern
• Veränderung der Route
2.5.2.5. Abbestellung
Bei Abbestellung bzw. Abbau einer Dienstinstanz (siehe Abbildung 2.13) ist hervor-
zuheben, dass das nicht nur durch den Customer, sondern auch durch eine der SP-
Domänen bzw. eine Rolle initiiert werden kann. Für die verfeinerte Unterscheidung
zwischen diesen Fällen werden sie in einer eigenen Anforderung zusammengefasst:
Funktionale Anforderung FA-06 - Initiator der Abbestellung
Die zu entwickelnde Lösung soll unterschiedliche Quellen der Abbestellung einer
Dienstinstanz unterstützen. Dazu gehören vor allem:
• Der Kunde dieser Dienstinstanz




Jede technische Lösung, unabhängig davon, wofür sie konzipiert wurde, ist immer mit
einer Reihe von allgemeinen Anforderungen konfrontiert. Zwei davon, die in diesem
Kapitel als erstes besprochen werden, sind die Anforderungen an Skalierbarkeit und
die Anforderung an Robustheit. Dabei hängen diese beiden sehr stark sowohl von
Nutzungsaspekten als auch vom Aufbau des Dienstes ab.
In Bezug auf Skalierbarkeit liefert der Telefondienst ein hervorragendes Beispiel mit
vielen Teilaspekten. So sind bei der Erbringung dieses Dienstes tausende Service Pro-
vider aus unterschiedlichen Ländern beteiligt. Die Anzahl der Provider kann variieren,
ohne dass jemand außer den direkten Nachbardomänen davon betroffen ist. Trotz der
schlecht abschätzbaren Anzahl der Domänen, die sich bei dem Dienstangebot betei-
ligen, können zwischen Kunden dieser SPs Telefonverbindungen aufgebaut werden.
Weiterhin können beim Telefondienst mehrere Kunden aus mehreren SP-Domänen
gleichzeitig unterschiedliche Verbindungsanfragen stellen. Auch wenn diese Verbin-
dungen über mehrere Domänen hinweg aufgebaut werden müssen, können diese An-
fragen erfolgreich bearbeitet werden. Nachdem Verbindungen aufgebaut wurden, kön-
nen sie erfolgreich betrieben werden. Das bezieht sich auch auf die kontinuierliche
Überwachung der Aufrechterhaltung der Verbindung.
Am Beispiel von Géant2 E2E Links kann man einen weiteren Skalierungsaspekt illu-
strieren: Falls das Zeitfenster für eine Wartungsarbeit sehr eng gelegt ist, wie es z.B.
bei E2E Links für das LHC Projekt der Fall ist, so müssen alle bei der Erbringung des
Links beteiligten Domänen ihre Aktivitäten abstimmen und die Wartungsarbeit gleich-
zeitig durchführen. Bei einem E2E Link von der Schweiz nach Frankreich ist es kein
großer Aufwand, Aktivitäten der zwei Domänen zu koordinieren; bei einem E2E Link
nach USA müssen die Aktivitäten von mindestens 3-4 beteiligten Domänen koordiniert
und dazu noch die Zeitdifferenz überwunden werden.
Somit kann die Anforderung an die Skalierbarkeit der zu entwickelnde Lösung für
diese Arbeit wie folgt definiert werden:
Nichtfunktionale Anforderung NFA-11 - Skalierbarkeit
Die zu entwickelnde Lösung soll skalierbar in Bezug auf folgende Aspekte
sein:
• Anzahl der Domänen, mit direkter Kundenanbindung
• Anzahl gleichzeitiger Verbindungsanfragen
• Anzahl gleichzeitig bestehender Verbindungen
• Anzahl der Domänen, die bei der Realisierung einer Verbindung beteiligt sind
Bei der Erbringung eines Dienstes sind mehrere Komponenten und – im Falle von
Verketteten Diensten – i.A. auch mehrere Domänen beteiligt. Ein wünschenswertes
79
Kapitel 2. Begriffe, Szenarien und Anforderungsanalyse
Kriterium ist es, beim Ausfall einzelner Komponenten den Dienst weiterhin erbringen
zu können.
Auch wenn es bei unterschiedlichen Szenarien in verschiedenen Phasen des Dienst-
lebenszyklus vorkommt, müssen für jede Verbindung Routing und Switching durch-
geführt werden. Beim Telefondienst und DiffServ geschehen Routing und Switching
nacheinander bei jeder Domäne in der Kette. Das erlaubt auch Probleme beim Rou-
ting durch die Wahl eines alternativen Weges zu umgehen. Bei DCN und E2E Links
kann zwischen Routing und Switching eine längere Periode liegen. Dadurch kann es
auch möglich sein, dass der vorher gefundene Multi-Domain Pfad wegen in der Zwi-
schenzeit aufgetretener Probleme nicht mehr geschaltet werden kann. Diese Situation
erfordert, dass auch während des Switching die Suche nach einer alternativen Route
möglich sein muss.
Alle erforderlichen Aktionen, wie z.B. Routing, Switching und Monitoring, werden
von den funktionalen Komponenten ausgeführt. Ein Ausfall des Interdomain Mana-
ger (IDM) bei AutoBAHN in DCN oder des zentralen Wissens-Repository bei GLIF wür-
de zur Beeinträchtigung des gesamten Dienstes führen und alle beteiligten Domäne
betreffen.
Eine Multi-Domain Architektur ist immer auf die funktionalen Komponenten der be-
teiligten Domänen angewiesen. Somit kann die Anforderung an die Robustheit der an-
gestrebten Lösung für diese Arbeit wie folgt definiert werden:
Nichtfunktionale Anforderung NFA-12 - Robustheit
Die zu entwickelnde Lösung soll möglichst robust auf folgende Ereignis-
se reagieren, die in unterschiedlichen Lebenszyklusphasen auftreten kön-
nen:
• Probleme beim Routing
• Probleme beim Switching
• Ausfälle einzelner funktionaler Komponenten
• Ausfälle einzelner beteiligter SP-Domänen
• Ausfälle einzelner Teildienste einer Dienstinstanz
Neben Skalierbarkeit und Robustheit der Lösung gibt es noch einen weiteren generel-
len Aspekt – die Anpassbarkeit auf veränderte Anforderungen:
Nichtfunktionale Anforderung NFA-13 - Anpassbarkeit an veränderte Anforde-
rungen




Diese Anforderung ist insbesondere durch die hohe Entwicklungsdynamik im IT-
Bereich bedingt. Ein weiterer Einflussfaktur, der diese Anforderung motiviert, sind un-
terschiedliche domänenspezifische Anforderungen, die eine Anpassung der entwickel-
ten Lösung erfordern können.
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2.6. Dienstketten und E2E QoS, Bewertung
Obwohl das Problem der E2E-Dienstgütezusicherung bei Dienstketten bereits seit lan-
gem bekannt ist, gibt es für dieses Problem nur wenige Lösungsansätze. Die im Ab-
schnitt 2.3 ausführlich geschilderten Szenarios stellen dabei die derzeit bekanntesten
und/oder die aussichtsreichsten Ansätze dar. Um dem Leser einen möglichst umfas-
senden Überblick zu geben, wurden bei den Szenarios absichtlich unterschiedliche
Kategorien betrachtet: Szenario 1: PSTN – ein über mehrere Jahre hinweg bewährter
Dienst; Szenario 2: Géant2 E2E Links – ein Forschungsprojekt, das langsam zu einem
richtigen Dienst transformiert wird; Szenario 3: GLIF – ein internationales Forschungs-
projekt mit mehreren Kooperationspartnern; Szenario 4: DCN – eine Kooperation von
unabhängigen Forschungsprojekten, die Interoperabilität anstreben; und schließlich
Szenario 5: IntServ/DiffServ – zwei Techniken für QoS-Zusicherung in Rechnernetzen.
Die Bewertung aller Szenarios anhand der aufgestellten Anforderungen ist in Tabelle
2.6 in semi-graphischer Form zusammengefasst. Die zwei im Szenario 5 präsentierten
Techniken werden getrennt bewertet, da sie in Bezug auf die aufgestellten Anforderun-
gen unterschiedlichen Stärken und Schwächen aufweisen. Die einzelnen Protokolle,
wie z.B. RSVP [BZB+97], LDP [ADF+01, AMT07] oder MPLS [RVC01, AMA+99], die bei
der Umsetzung der Techniken zum Einsatz kommen, werden nicht gesondert bewer-
tet. Das liegt daran, dass diese Protokolle sich bislang ausschließlich für den Einsatz in
Single-Domain durchgesetzt haben, und aus diesem Grund nicht allein für die Lösung
der E2E-Problematik eingesetzt werden können.
Bei der Bewertung der einzelnen Anforderungen wird immer von einer Verbindung
über mehrere Domänen hinweg ausgegangen. Das Abschneiden der jeweiligen Dien-
ste und/oder Technologien innerhalb einer Domäne wird dabei nicht berücksich-
tigt. Für die Bewertung werden vier Abstufungen des Erfüllungsgrades verwendet,
die die Werte "gar nicht", "kaum", "größtenteils" oder "vollständig" annehmen kön-
nen.
Um die Wiederholung der in diesem Kapitel ausführlich geführten Diskussion der
Szenarien zu vermeiden, wird an dieser Stelle auf die explizite Begründung einzelner
Bewertungen verzichtet.
Wie man der Tabelle entnehmen kann, werden zwar einzelne der aufgestellten An-
forderungen von den existierenden Ansätzen "vollständig" oder "größtenteils" erfüllt,
keiner der Ansätze schneidet aber zufriedenstellend über alle aufgestellten Anforde-
rungen ab. Obwohl die vorgestellten Szenarios jeweils die fortschrittlichsten in der
jeweiligen Kategorie sind, sind die Mängel in Bezug auf die aufgestellten Anforderun-
gen zu groß, um sie durch kleine, punktuelle Erweiterungen ausgleichen zu können.
Das macht die Entwicklung einer neuen Lösung notwendig, die sowohl die Lehren aus
den existierenden Ansätzen zieht, als auch von vornherein sich auf die Erfüllung der
aufgestellten Anforderungen fokussiert.
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Erfüllungsgrad der Anforderungen:  
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Tabelle 2.6.: Bewertung anhand Kriterienkatalog
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Verwandte Arbeiten als Lösungsbausteine
Dieses Kapitel wird mit einem Abschnitt eingeleitet, in dem die Skizze der Lösungs-
idee präsentiert wird. Die Lösungsskizze besteht aus miteinander gekoppelten logi-
schen Blöcken, die eine Reihe von unterschiedlichen Aspekte der Lösung abdecken.
Der Rest des Kapitels beschäftigt sich mit der Analyse von Arbeiten und Ansätzen,
die zu den aufgezeigten Lösungsteilen einen inhaltlichen Bezug haben. Bei der Analy-
se stehen vor allem zwei Aspekte im Vordergrund: "Lessons Learned"-Erfahrungen,
um Defizite und Probleme existierender Ansätze zu vermeiden, und Lösungsbau-
steine und Ansätze, die als Teile der zu entwickelnden technischen Architektur ver-
wendet werden können. Die Bewertung und Zusammenfassung dieser Aspekte wird
für jedes Themengebiet im Unterabschnitt "Bewertung der Übertragbarkeit" durchge-
führt.
Da Routing das Herzstück der angestrebten Lösung darstellt, werden Routingverfah-
ren sowie Suchalgorithmen in Graphen in Abschnitten 3.2 und 3.3 genau betrach-
tet.
Die Abschnitte 3.4 bis 3.7 befassen sich mit Empfehlungen und Maßnahmen für das
SLM, die zum Einsatz kommen, um die Dienstgüte zu garantieren. Im Abschnitt 3.4
werden die etablierten Rahmenwerke ITIL, ISO 20000 und NGOSS präsentiert. Ab-
schnitt 3.5 zeigt, wie die E2E-QoS einer Dienstkette bei streng hierarchischen Organi-
sationsbeziehungen garantiert werden. Im Abschnitt 3.6 werden Vorgehen präsentiert,
die sich in Transportnetzen bewährt haben. Anschließend werden im Abschnitt 3.7
verschiedene Techniken und Maßnahmen besprochen, die innerhalb einzelner Service
Provider zum Einsatz kommen, um die Dienstgüte für ihre Teildienste garantieren zu
können.
Für die Bearbeitung domänenübergreifender SLM-Aufgaben ist der Austausch von In-
formationen in Multi-Domain Umgebungen erforderlich. Weiterhin besteht die Not-
wendigkeit, diese Informationen, wie z.B. Elemente einer Verbindung, global eindeu-
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tig zu referenzieren. Die etablierten Ansätze, die diese Aspekte behandeln, werden
entsprechend in Abschnitten 3.8 und 3.9 beschrieben.
Aspekte der Prozessmodellierung und -Beschreibung in Multi-Domain Umgebungen






































3.3 Graphen und Suchalgorithmen
3.4 ITSM Standards & Recommendations
3.5 E2E-QoS bei Hierarchien
3.6 SLM in Transportnetzen
3.7 Netzmanagement in Single-Domains
3.8 Informationssysteme in Multi-
Domain Umgebungen
3.9 Global eindeutige IDs


































Abbildung 3.1.: Aufbau dieses Kapitels
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3.1. Skizze der Lösungsidee
Die Einhaltung von erwünschten E2E-Eigenschaften – darunter werden sowohl die
Dienstgüteeigenschaften (QoS) als auch die Managementfunktionalität verstanden –
hängt direkt von den Eigenschaften der beteiligten Teildienste sowie deren Zusam-
menschluss ab (siehe Abbildung 3.2). Somit besteht der zentrale Aspekt zur Siche-
rung von E2E-Dienstgüteeigenschaften in der Festlegung aller Teildienste, aus der
eine Dienstinstanz zusammengesetzt wird, sowie in der Festlegung der Dienstgüte-
eigenschaften, die diese Teildienste aufweisen sollen. Das Festlegen von Wegen für
die Nachrichtenströme über Rechnernetze wird klassischerweise als Routing bezeich-
net. Das Routing, bei dem QoS-Eigenschaften einzelner Teilstrecken und/oder Ende- QoS-aware





QoS1-2 QoS2-3QoS1 QoS2 QoS3
QoSE2E
Abbildung 3.2.: Zusammensetzung der E2E-Dienstgüte
Um die Einhaltung der Soll-Werte einer Dienstinstanz garantieren zu können, muss
deren Erbringung durch Service-Level-Management (SLM) Prozesse unterstützt wer-
den. In Anlehnung an den Begriff "QoS-aware Routing" wird in dieser Arbeit das Rou- SLM-aware
Routingting als SLM-aware bezeichnet, falls sowohl QoS-Eigenschaften als auch Service-Level-
Management-Aspekte beim Routingprozess berücksichtigt werden. Zu den Aufgaben
der SLM-aware Routings gehört – zusätzlich zu den Aufgaben des QoS-aware Routings
– die Festlegung der erforderlichen Managementfunktionalität aller involvierten Teil-
dienste sowie der Zusammensetzung dieser Teildienst-Managementfunktionalitäten zu
einem Multi-Domain SLM-Prozess.
Die angestrebte Lösung besteht aus drei aufeinander aufbauenden Teilen (siehe Abbil- Lösungsaufbau
dung 3.3), wodurch auch die Kapitelstruktur des Lösungsteils bestimmt wird.
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•Objekte und Eigenschaften 
(Kommunikationsartefakte)
Abbildung 3.3.: Skizze des geplanten Lösungsaufbaus
Die Basis dieses dreistufigen Aufbaus ist eine SLM-aware Routing-Architektur. DasSLM-aware
Routing-
Architektur
Herzstück jeder Routing-Architektur bildet der Routing-Algorithmus, in dem die Ent-
scheidung über den Routenverlauf getroffen wird. Der Suchalgorithmus muss dabei
in der Lage sein, gleichzeitig mehrere Randbedingungen zu berücksichtigen, damit ei-
nem E2E-Dienst mehrere Eigenschaften garantiert werden können. Der Suchalgorith-
mus ist dabei direkt auf die Beschreibung der Objekte und Eigenschaften angewiesen,
aus denen sich die Repräsentation der Netztopologie zusammensetzt. Diese werden zu-
sammen mit dem Routing-Verfahren im Kapitel 4 definiert.
Die Multi-Domain Netztopologie setzt sich aus der Netztopologie einzelner SP-DomänenKommunikations-
protokoll und deren Verbindungen zusammen. Informationen über die entsprechenden Netz-
topologie-Objekte und -Eigenschaften einzelner SP-Domänen werden als Kommuni-
kationsartefakte zwischen diesen Domänen ausgetauscht. Einen Rahmen dafür bil-
det das Kommunikationsprotokoll (in der Abbildung 3.3 in der Mitte), das von der
Struktur der auszutauschenden Informationen unabhängig ist. Charakteristisch für
ein Kommunikationsprotokoll ist die Festlegung eines Kommunikationsmusters sowie
der Schlüsselworte, mit denen die (bereits definierten) Kommunikationsartefakte as-
soziiert werden. Weiterhin ist mit der Definition der Schlüsselworte, die die Anfragen
für die unterstützten Aktionen signalisieren, die Festlegung der Basisprozesse sowie
des Anfrage-spezifischen erlaubten Verhaltens verbunden. Die Schlüsselworte dienen
zur Signalisierung, dass z.B. Informationen bzw. (Teil-)Dienste benötigt werden. Da al-
le SP-Domänen voneinander unabhängige Organisationen mit u.U. unterschiedlichen,
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oft an die Vertrauensbeziehungen angelehnten Policies sind, muss in dem Protokoll
auch die mögliche Ablehnung von Anfragen an Policies berücksichtigt werden. Alle
diese Aspekte werden im Kapitel 5 definiert.
Die mit den Protokoll-Schlüsselworten assoziierten Basisprozesse können als Primitive SL-Prozesse
Verketteter
Dienste
betrachtet werden, aus denen komplexere Prozesse aufgebaut werden können. In die-
ser Arbeit sollen auf dieser Grundlage SLM-Prozesse für Verkettete Dienste definiert
werden (siehe in der Abbildung 3.3 oben). Neben der eigentlichen Prozessdefinition
werden dabei auch die notwendigen Rollen, deren Verantwortlichkeiten und die Rol-
lenzuweisungsverfahren festgelegt. Dieser Teil der Gesamtlösung wird im Kapitel 6
beschrieben.





Lösung leitet sich wie folgt ab (vgl. Tabelle 3.1): Die Abschnitte 3.2 und 3.3 legen
den Grundbaustein für die SLM-aware Routing-Architektur, vor allem für das Routing-
Verfahren (siehe mehr dazu in Kapitel 4). Gleichzeitig werden in Abschnitt 3.2 die
gängigen Routing- und Signalisierungsprotokolle sowie die etablierten Verhandlungs-
muster diskutiert, die die Grundbausteine für die Definition des Kommunikationspro-
tokolls im Kapitel 5 liefern. Da der Routing-Prozess sowohl die E2E-Anforderungen als
auch die Service-Level-Management-Prozesse unterstützen soll, werden diese Aspekte
in Abschnitten 3.4 bis 3.7 besprochen. Diese haben ihren Einfluss einerseits auf die De-
finition der Kommunikationsartefakte im Kapitel 4 und andererseits auf die Definition
der SLM-Prozesse in Kapitel 6. Die Diskussion der Multi-Domain Informationssysteme
und global eindeutigen IDs in Abschnitten 3.8 und 3.9 hat eine Auswirkung auf die
Definition der Kommunikationsartefakte und der Kommunikationswege im Kapitel 4.
Schließlich hat die Wahl der Modellierungssprache im Abschnitt 3.10 einen unmittel-
baren Einfluss auf die Definition der mit den Protokollschlüsselwörtern verbundenen
Basisprozesse in Kapitel 5 sowie auf die darauf aufbauenden SLM-Prozesse in Kapitel
6.
91











































































































































































































 Rollen und Verantwortung  






























 Kommunikationsmuster  






























 Routing-Verfahren  


































Der Prozess zur Bestimmung der Wege für die Nachrichtenströme wird in der Tele-
kommunikation als Routing bezeichnet. Dabei wird zwischen dem sog. Intradomain-
und dem Interdomain-Routing unterschieden. Während bei Intradomain-Routing die
technisch effiziente(re) Nutzung der vorhandenen Netzinfrastruktur im Vordergrund
steht (vergleiche Diskussion zum Traffic Engineering im Abschnitt 3.7.3), wird Interdo-
main-Routing sehr stark von anderen Faktoren, wie z.B. den Kosten des Routings über
eine oder andere SP-Domäne, beeinflusst. Weiterhin wird der Umfang der zwischen
den SP-Domänen auszutauschenden Informationen im Vorfeld zwischen den jeweili-
gen Service Providern ausgehandelt und vertraglich festgehalten, weswegen diese Art
des Routings oft auch als Policy-basiertes Routing referenziert wird.
Da der Fokus dieser Arbeit auf interorganisationalen Aspekten liegt, werden in die-
sem Abschnitt ausschließlich Ansätze des Interdomain-Routings betrachtet. Zunächst
werden in diesem Abschnitt unterschiedliche Konzepte und Begriffe eingeführt, die
für die spätere Diskussion notwendig sind. Darauf aufbauend werden im nächsten
Unterabschnitt die Routingarchitekturen, deren Zusammensetzung sowie die Abdeck-
ung der Dienstgütezusicherung besprochen. Das Augenmerk wird vor allem auf die
Prinzipien und die daraus resultierenden Vor- und Nachteile gelegt, die im letzten
Unterabschnitt zusammengefasst werden.
3.2.1. Grundlegende Konzepte und Unterscheidungen
Zunächst soll zwischen zwei Prozessen unterschieden werden, die häufig miteinander Routing und
Forwardingvermischt und unter dem Begriff "Routing" referenziert werden – Routing und For-
warding. Unter Routing wird in der Nachrichtentechnik der Prozess zur Festlegung
des gesamten Weges einer Nachricht bzw. eines Nachrichtenstroms über das Netz ver-
standen; bei Forwarding hingegen handelt es sich um eine lokale Entscheidung einer
Netzkomponente, über welchen ihrer Nachbarn und wie technisch eine Nachricht auf
dem Weg zum Ziel weitergeleitet werden soll.
Ein weiterer Aspekt bezieht sich auf die Fragen, wann, für welche Objekte und somit Vermittlungsarten
auch wie oft das Routing durchgeführt wird. In der Vermittlungstechnik wird zwi-
schen zwei prinzipiellen Ansätzen unterschieden – der Leitungsvermittlung und der
Paketvermittlung.
Die Leitungsvermittlung (engl.: Circuit Switching, Line Switching ) stellt das für die Leitungs-
vermittlungTelefonnetze übliche Vorgehen dar, bei dem ein exklusiver Nachrichtenkanal geschal-
tet wird. Die Dauer solcher geschalteten Verbindungen kann von relativ kurzfristi-
gen Telefongesprächen bis hin zu dauerhaften Standleitungen variieren. Charakteri-
stisch für die Leitungsverbindungen ist eine feste Vorauswahl aller Teilstrecken ei-
ner Verbindung, über die alle dazugehörigen Nachrichten übermittelt werden. Die-
se Festlegungen werden von den sog. Vermittlungsstellen getroffen, die gewisserma-
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ßen die "Intelligenz" des Netzes verkörpern. Bevor der eigentliche Nachrichtenaus-
tausch beginnen kann, muss bei dieser Vermittlungsart die Verbindung aufgebaut
werden. Nach Beenden des Nachrichtenaustausches erfolgt ein Abbau der Verbin-
dung. Zum Aufbau und Abbau einer Verbindung müssen zwischen den Vermittlungs-
stellen Steuerinformationen ausgetauscht werden, was als Signalisierung bezeichnet
wird.
Eine andere Vermittlungsstrategie wird bei Paketvermittlung (engl.: Packet Switching )Paketvermittlung
verwendet. Robustheit gegenüber Ausfällen zählt zu den zentralen Designkriterien
dieser Strategie.
Bei dieser Vermittlungsart wird die zu übertragende Information zunächst in einzelne
Pakete aufgeteilt. Die Pakete werden dann einzeln über ein dezentrales, vermaschtes
Netz übertragen. Außer den zu übertragenen Nutzinformationen, die sich in dem sog.
Payload -Teil eines Pakets befinden, befindet sich im Header -Teil des Pakets eine Reihe
von zusätzlichen Informationen (vor allem die Zieladresse), die sein Routing und For-
warding beeinflussen. Da die Entscheidung über die Route auf Paket-Basis getroffen
wird, können unterschiedliche Pakete derselben Verbindung unterschiedliche Wege
durchlaufen, was unter anderem zu unterschiedlichen Laufzeiten und falscher Ord-
nung der ankommenden Pakete führen kann.
Die Zellvermittlung (engl.: Cell Switching, Cell Relay) stellt einen Spezialfall der Pa-Zellvermittlung
ketvermittlung dar, bei dem die Daten zwar weiterhin paketweise, diese jedoch auf
fest definierten virtuellen Pfaden übertragen werden. Da bei dieser Vermittlungsart
fürs Forwarding ausschließlich die Zugehörigkeit einer Zelle zum virtuellen Pfad be-
nötigt wird, kann die Header-Größe wesentlich kleiner als bei der klassischen Paket-
vermittlung sein. Bei den ATM-Netzen (ATM steht für Asynchronous Transfer Mode),
die wohl die bekanntesten Vertreter dieser Vermittlungsart sind, werden Zellen fe-
ster Größe verwendet. Während die feste Zellengröße die Verarbeitungsgeschwindig-
keit wesentlich steigert, war die Wahl der Größe einer ATM-Zelle (5 Bytes Header
und 48 Bytes Payload) eher politisch als technisch motiviert [Ste93]. Die gemeinsame
Nutzung derselben physischen Verbindungen durch mehrere gleichzeitig bestehende
virtuelle Verbindungen wird durch deren (im ATM-Fall zeitliches) Multiplexing reali-
siert.
Alle diese Vermittlungstechniken haben ihre Vor- und Nachteile. So ist bei der Leitungs-Vermittlungsver-
fahren: Vor- und
Nachteile
und Zellvermittlung gewährleistet, dass die unterschiedlichen Verbindungen einan-
der nicht beeinflussen, was bei der Paketvermittlung i.A. nicht garantiert wird. Auf
der anderen Seite werden für diese Vorteile schlechtere Infrastrukturnutzung (bei Lei-
tungsvermittlung) und aufwendige Multiplex-Verfahren (bei Zellvermittlung) in Kauf
genommen. Die Paketvermittlung bietet dagegen wesentlich bessere Infrastrukturaus-
nutzung und Ausfallsicherheit an.
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Aus der Routing-Perspektive unterscheiden sich diese Verfahren nicht nur in Bezug Routingzeitpunkt
und -Häuﬁgkeitauf Routing-Objekt (Pakete bei Paketvermittlung und Verbindung bzw. virtuelle Ver-
bindung bei Leitungs- bzw. Zellvermittlung), sondern auch in Bezug auf den Zeit-
punkt und die Anzahl der Routingentscheidungen. Während bei der Paketvermittlung
das Routing durch Forwarding-Entscheidung pro Paket und somit im Laufe der gan-
zen Verbindung erfolgt, wird bei den beiden anderen Arten diese Entscheidung nur
ein Mal in der Verbindungsaufbauphase getroffen. Forwarding bei der Zellvermitt-
lung geschieht zwar auch auf Paket-/Zellenbasis, diese basiert jedoch auf der zuvor
getroffenen Entscheidung über die Route.
Eine andere, von der Vermittlungsart i.A. unabhängige Unterscheidung, besteht darin, Routing by
Delegationvon wem die Entscheidung über die Route getroffen wird. Klassischerweise entschei-
det jede SP-Domäne, welche ihrer direkten Nachbardomänen den nächsten Abschnitt
der Kette erbringen wird und legt den Verbindungspunkt (sog. NNI, Network-Network
Interface) zu dieser Domäne fest. Danach wird diese Domäne über das ausgewählte
NNI, das gleichzeitig auch als eine Kommunikationsschnittstelle dient, kontaktiert, um
an sie die Routing-Aufgabe für den Rest der Kette zu delegieren. Diese Art des Rou-
tings, die im Weiteren als Routing by Delegation referenziert wird, findet sowohl bei
Internet- als auch bei Telefonverbindungen statt.
Alternativ zum klassischen Routing (by Delegation) wird von Source Routing dann Source Routing
gesprochen, wenn der vollständige Pfad von der Quelle zur Senke über alle Netzkom-
ponenten zentral getroffen wird. Üblicherweise wird diese Entscheidung vom Sender
getroffen, wodurch auch der Name bedingt ist. Zur Entscheidungsfindung werden
beim Source Routing wesentlich detailliertere Informationen über die Netzstruktur
benötigt als das beim Routing by Delegation der Fall ist, weswegen dieses Verfahren
hauptsächlich in lokalen Netzen Verwendung findet. Es gibt aber auch Alternativfor-
men und Bestrebungen, dieses Verfahren auf Multi-Domain Umgebungen auszudeh-
nen. Ein Beispiel dafür bietet die DCN-Kooperation (siehe Abschnitt 2.3.4), bei der
die Entscheidung über den kompletten Pfad von den hierarchisch angeordneten Inter-
Domain Managern (IDM) getroffen wird.
Unabhängig davon, um welches Routingverfahren es sich handelt, wird ein Kommu- In-Band und
Out-of-Band
Kommunikation
nikationsaustausch zwischen den involvierten SP-Domänen1 benötigt. Dabei wird zwi-
schen den sog. In-Band und Out-of-Band Kommunikationskanälen unterschieden. Bei
der In-Band-Kommunikation werden Steuerinformationen und Nutzdaten über densel-
ben Informationskanal ausgetauscht. Charakteristisch ist das vor allem für die Paket-
und Zellvermittlung, bei denen die Dienstinformationen im Header kodiert werden.
Diese Kommunikationstechnik kann jedoch auch bei einer Leitungsvermittlung ver-
wendet werden, wie es z.B. bei den älteren Signalisierungssystemen in PSTN der Fall
war. Das derzeit im Telefondienst eingesetzte Signalisierungssystem SS7 (Signaling Sy-
stem Number 7 ) verwendet für die Steuerung jedoch die Out-of-Band-Kommunikation.
1Im Bereich des Internets und insbesondere im Zusammenhang mit IP-Netzen wird dafür überwiegend
der Begriff Autonome Systeme (AS) verwendet. Um die Allgemeinheit zu wahren, wird in dieser
Arbeit jedoch der technologieübergreifende Begriff "SP-Domain" verwendet.
95
Kapitel 3. Verwandte Arbeiten als Lösungsbausteine
Die Gründe dafür sind sehr vielfältig. Zu den wichtigsten zählen z.B. die bessere Op-
timierbarkeit unterschiedlicher Kommunikationskanäle an die jeweilige Bedürfnisse
sowie (telefondienstspezifisch) der Austausch von Steuerinformationen auch während
der Verbindung und nicht nur bei deren Aufbau[Sig07].
3.2.2. Routing-Architekturen und QoS-Aspekte
Als die zwei wichtigsten Bestandteile einer Routingarchitektur werden das Routing-Bestandteile
einer Routing
Architektur
Protokoll und der Routing-Algorithmus angesehen, die sehr stark miteinander ver-
zahnt sind. So gehört zum Aufgabenbereich des Routingprotokolls das Sammeln bzw.
das Verteilen der Informationen, die für die Entscheidungsfindung – d.h. für den
Routing-Algorithmus – benötigt werden, sowie die Kommunikation mit den ausge-
wählten Netzkomponenten, um die getroffene Entscheidung zu signalisieren, sodass
die Infrastruktur entsprechend konfiguriert werden kann. Da die Möglichkeiten eines
Routing Algorithmus sehr stark von den Informationen über das Netz abhängen, kann
die Netzbeschreibung als ein dritter integraler Bestandteil einer Routing Architektur
angesehen werden.
Bei Routing wird grundsätzlich zwischen sog. statischem und adaptivem Routing un-Statisches und
Adaptives
Routing
terschieden. Beim statischen Routing, das z.B. in PSTN-Netzen Verwendung findet, wer-
den die Tabellen mit den primären und Ersatz- bzw. Default-Routen vorkonfiguriert.
Während bei kleinen Rechnernetzen diese Routingmethode auch eingesetzt werden
kann, werden bei größeren Netzen adaptive Verfahren verwendet, die die Netztopo-
logie automatisch erkennen und sich somit an die Veränderungen im Netz (wie z.B.
Komponentenausfälle und/oder Bottlenecks) automatisch anpassen können. Die mei-
sten im Internet vertretenen adaptiven Verfahren lassen sich auf die sog. Link-State
oder Distance Vector Routing-Algorithmen bzw. -Protokolle zurückführen. Während
bei dem Link-State Verfahren die Informationen über die tatsächliche Netztopologie
(sog. maps) zwischen den Netzkomponenten (aus der Komponentensicht) ausgetauscht
werden, werden bei Distanzvektor nur die Kosten fürs Erreichen bestimmter Zieladres-
sen mitgeteilt. Abgesehen von den Unterschieden bzgl. der auszutauschenden Informa-
tionen kann die Netztopologie in beiden Fällen als ungewichtete bzw. (mit einem Wert)
gewichtete Graphen dargestellt werden und somit die entsprechenden Suchverfahren
anwenden (siehe mehr dazu im Abschnitt 3.3).
Die Darstellung als ungewichtete bzw. gewichtete Graphen erlaubt allerdings aus-Berücksichtigung
der
QoS-Aspekte
schließlich die Anzahl der Hops bzw. die Kosten auf der Ende-zu-Ende Strecke zu
minimieren, die QoS-Parameter (abgesehen von der reinen Erreichbarkeit) können je-
doch nicht berücksichtigt werden. Insbesondere mit der zunehmenden Bedeutung von
multimedialen Inhalten wurden immer wieder die Dienstgüteeigenschaften auch im
Internet ins Visier genommen. Hier kann z.B. die in RFC 1992 spezifizierte Nimrod
Routing Architecture erwähnt werden [CCS96]. Unter anderem wird für die Beschrei-
bung der Netztopologie eine offene Liste von Dienstgüteeigenschaften angeregt, die
mit den Verbindungen assoziiert werden kann. Dieser Ansatz liefert jedoch nur ein
96
3.2. Routing-Architekturen
relativ grobes Architekturkonzept. Weder ein Routingprotokoll noch ein Algorithmus,
der gleichzeitig mit mehreren QoS-Parameter umgehen kann (mehr zu dem Thema
siehe im Abschnitt 3.3.2), wurden spezifiziert.
Heutzutage werden mit den Begriffen Dienstgüte und Dienstgütezusicherung in Rech-
nernetzen hauptsächlich zwei Protokolle und deren Erweiterungen assoziiert: RSVP
[BZB+97] und MPLS [RTF+01]. Multi Protocol Label Switching (MPLS) realisiert eine
In-Band (im Paket-Header kodierte) Signalisierung an MPLS-fähige Router und Swit-
ches, über welche Route das Forwarding des Pakets geschehen soll. Resource ReSer-
Vation Protocol (RSVP) ist ein Signalisierungsprotokoll, das auf existierenden Routing-
Technologien aufbaut und sich ausschließlich auf die Reservierung der Netzinfrastruk-
turressourcen entlang eines gerouteten Pfades fokussiert. RSVP ist eine Implementie-
rung der IntServ-Strategie (vgl. Abschnitt 2.3.5). Somit können RSVP und MPLS zur
technischen Umsetzung getroffener Routing-Entscheidungen verwendet werden. Auch
wenn aus der technischen Sicht die Verwendung dieser Protokolle in Multi-Domain
Szenarios möglich ist, haben sie sich bislang ausschließlich im Single-Domain Umfeld
durchgesetzt. Gründe dafür liegen hauptsächlich in Policy-bedingten Restriktionen, die
die einzelnen Service Provider beim Informationsaustausch und dem Managementac-
cess anwenden.
Klasse Bezeichnung Beispiel einer Anwendung 
CRB Constant Bit Rate Sprache 
RT-VBR Variable Bit Rate, Real Time Videokonferenzen 
NRT-VBT Variable Bit Rate, Non Real Time Video on demand 
ABR Available Bit Rate Surfen im Internet 
UBR Unspecified Bit Rate Dateitransfer 
 
Abbildung 3.4.: Dienstklassen bei ATM (nach [Mey02])
Als einzige vollwertige Routing-Architektur, die Dienstgüteaspekte einer Verbindung
berücksichtigt, kann beim derzeitigen Stand der Technik nur ATM erwähnt werden.
Dienstgüteaspekte werden bei ATM auf der Basis von unterschiedlichen Dienstklassen
zugesichert (siehe Abbildung 3.4). Dabei beschränkt sich die Wahl der QoS-Parameter,
die diesen Klassen zugrunde liegen, auf Bandbreite, Delay und Jitter (Delay Variation).
Interessant ist, dass moderne Forschungsprojekte, wie z.B. die im Kapitel 2.3 beschrie-
benen DCN und GLIF, sich ebenfalls auf die Bandbreite beschränken (eine Berück-
sichtigung von Delay und Jitter ist derzeit nur geplant2). Eine Ursache dafür ist, dass
die Aggregatfunktion zur Berechnung der E2E-Bandbreite als "min"-Funktion realisiert
werden kann, was die Ende-zu-Ende Betrachtung einer Verbindung überflüssig macht.
Soll jedoch ein QoS-Parameter wie z.B. "Packet Drops" berücksichtigt werden, dessen
Werte über alle Abschnitte aufsummiert werden müssen, dann wird eine direkte oder
z.B. über eine Zwischensumme realisierte indirekte Ende-zu-Ende Betrachtung erfor-
derlich. Das führt dazu, dass bei den Géant2 E2E Links – einem Verketteten Dienst,
2Stand Anfang 2009.
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bei dem sowohl unterschiedliche QoS-Parameter als auch Managementfunktionalität
unterstützt wird – alle Festlegungen durch persönliche Absprachen getroffen werden
müssen.
Das Management domänenübergreifender Verbindungen, darunter auch Service-Level-
Management, ist erst kürzlich in den Fokus der Aufmerksamkeit gelangt. Erst vor
Kurzem wurde die Wichtigkeit dieses Themas erkannt. Derzeit wird an der Entwick-
lung technologiespezifischer Managementverfahren gearbeitet, wie z.B. Ethernet OAM!
(Operation, Administration, and Maintenance), bei dem der Fokus auf der Verbin-
dungsüberwachung und der Benachrichtigung bei Ausfällen liegt [Bro08].
Um Inkonsistenzen zu vermeiden, die in Multi-Domain Umgebungen durch die von
verschiedenen SP-Domänen kommenden und i.A. miteinander konkurrierenden Ser-
vice-Anfragen entstehen können, wurde eine Reihe von Techniken entwickelt. In die-
sem Kontext ist zunächst die Einführung eines Reservierungszustands zu erwähnen.
Während bei RSVP die Reservierung bereits eine Zuweisung von Ressourcen zu ei-
ner gültigen Verbindung bedeutet, wird ein Zwischenzustand zwischen "Verfügbar"
und "Verwendet" für die Diensterbringung benötigt. Oft wird auch gefordert, dass der
Übergang zwischen "Verfügbar" und "Verwendet" nicht direkt, sondern ausschließlich
über den "Reserviert"-Zustand möglich ist (siehe Abbildung 3.5). Der Zustand kann





Abbildung 3.5.: Verwaltungszustände von Ressourcen
Weiterhin hat sich in Bezug auf die Verhandlung über den Dienstgütewert eine Rei-
he von sog. Verhandlungsmustern etabliert. Die dienstanfragenden und -anbietenden
Kommunikationspartner (engl.: Peers) tauschen dabei Nachrichten aus, die sich auf
einen erwünschten bzw. möglichen Wert beziehen. In Bezug auf diese Arbeit interes-
sant sind vor allem die sog. Bilateralen Peer-to-Peer und Trilateralen Verhandlungs-
muster. Im ersten Fall darf die angefragte SP-Domäne mit einem alternativen, schlech-
teren Vorschlag antworten (siehe Abbildung 3.6), im zweiten Fall hingegen darf die
angefragte SP-Domäne ausschließlich bessere Dienstgüte als die angefragte erbringen
[Ste00]. Sollte die Erfüllung der angeforderten Dienstgüte unmöglich sein, dann ist
die angefragte SP-Domäne bei den Trilateralen Verhandlungen verpflichtet, die Anfra-
















Abbildung 3.6.: Bilaterale Peer-to-Peer Verhandlung (nach [Ste00])
Die Bewertungen "schlechter" und "besser" werden abhängig vom jeweiligen QoS-
Parameter definiert. So steht in Bezug auf die Bandbreite "besser" für "größer", bei
der Fehlerrate dagegen für "kleiner". Da die existierenden Architekturen mit einer fest
definierten und kleinen Menge an QoS-Parameter operieren, wurde für die Bewertung
keine Verallgemeinerung getroffen.
3.2.3. Bewertung der Übertragbarkeit
QoS-Zusicherung innerhalb einer SP-Domäne ist gut ausgereift und kann daher i.a. als
gegeben angenommen werden. Sollte eine E2E-Verbindung in Abschnitte mit festen
Übergangspunkten zwischen SP-Domänen aufgeteilt werden, dann kann die Dienstgü-
te für jeden dieser Abschnitte von der jeweiligen SP-Domäne garantiert werden. Die
Veränderung der Übergangspunkte während einer Verbindung, wie es z.B. bei der
klassischen Paketvermittlung geschieht, ist zwar denkbar, würde aber einen erheb-
licheren Managementaufwand und eine ständige Neuberechnung der erforderlichen
Dienstgüte der einzelnen Abschnitten bedeuten.
Eine Routingarchitektur umfasst Kommunikationsprotokoll, Netzbeschreibung und Rou-
tingalgorithmus. Bisherige Versuche, eine QoS-Routingarchitektur nicht nur zu ent-
wickeln, sondern auch in Betrieb zu nehmen, sind hauptsächlich an administrativen
Grenzen und erheblichen Restriktionen der notwendigen Informations- und Manage-
mentzugriffen gescheitert. Das macht erforderlich, dass die Informationsbeschreibung
es einer SP-Domäne erlaubt, ihre vorhandenen Infrastruktur und Ressourcen belie-
big zu verschatten. Weiterhin soll die Zurückweisung der Anfragen beliebiger Art ein
integraler Teil des Kommunikationsprotokolls sein, sodass jede SP-Domäne ihre Sou-
veränität beibehalten kann.
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Die bestehenden Ansätze beschränken sich grundsätzlich auf die Unterstützung weni-
ger ausgewählter QoS-Parameter. Das macht die Ausdehnung dieser Ansätze auf ande-
re QoS-Parameter zu einer schwierigen Aufgabe. Um das zu vermeiden soll eine ge-
nerische Beschreibung einer beliebigen Anzahl unterschiedlicher Parameter möglich
sein. Eine generische Beschreibung der QoS-Parameter erfordert eine entsprechende
Beschreibung der benötigten Aggregat- und Ordnungsfunktionen.Existierende Ansät-
ze definieren parameterspezifische, feste Funktionen. Um eine variable Anzahl von
QoS-Parametern zu unterstützen, erscheint die Out-of-Band-Kommunikation vor allem
wegen ihrer Flexibilität als eine geeignete Wahl.
Die Behandlung von Managementaspekten wurde bei Dienstketten bislang fast kom-
plett vernachlässigt. Das macht zunächst erforderlich, dass auch die Ansätze des IT-
Service-Managements bei anderen Organisations- und Diensterbringungsformen un-
tersucht werden (siehe Abschnitte 3.4 bis 3.7 in diesem Kapitel). Diese Aspekte können
dann im Lösungsteil neben den Dienstgüteeigenschaften mit den Teilstrecken – als
ihre Management-Eigenschaften – assoziiert werden.
Eine Ressourcenreservierung vor der eigentlichen Bestellung hat sich als eine sehr
gute Strategie erwiesen, um die Inkonsistenzen bei miteinander konkurrierenden Be-
stellprozessen zu vermeiden. In diesem Zusammenhang ist insbesondere das Zusam-
menspiel der drei Ressourcen-Zustände (Verfügbar, Reserviert, Verwendet) mit den
angesprochenen Verhandlungsmustern interessant. So kann bei der Reservierung auf
dem Bilateralen Peer-to-Peer Verhandlungsmuster aufgebaut werden, was der dienst-
anfragenden SP-Domäne die Möglichkeit für die Suche nach einer Alternative eröffnet.
Beim Übergang des Zustandes "Reserviert" nach "Verwendet" ist jedoch das Verhalten
der Trilateralen Verhandlung erforderlich, um die vereinbarte Dienstgüte zu garantie-
ren.
Es ist momentan unklar, ob Source Routing oder Routing by Delegation eine ge-
eignete Strategie für Verkettete Dienste darstellt. In Bezug auf die E2E-Zusicherung
und die Providerunabhängigkeit haben beide Strategien eine Reihe von Stärken und
Schwächen. Deswegen sollen im Lösungsteil zunächst beide betrachtet werden (sie-
he Abschnitt 4.3). Unter Umständen kann auch eine Mischform der beiden Strategien
interessant sein.
Genauso ist a priori nicht entscheidbar, ob die "Zusammenlegung" der Verbindungs-
punkte einzelner Teilstrecken mit der Managementschnittstelle, wie es z.B. bei UNI/NNI
der Fall ist, eine für das Management Verketteter Dienste sinnvolle Lösung ist. Deswe-
gen sollen diese zwei Aspekte im Lösungsteil zunächst getrennt voneinander betrachtet
werden. Anschließend (siehe Abschnitt 4.5) soll diskutiert werden, ob oder unter wel-
chen Bedingungen sie miteinander verknüpft bzw. getrennt implementiert werden
sollten.
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3.3. Graphen und Suchalgorithmen
Im Zusammenhang mit Routing-Verfahren gehört die Graphentheorie zu den wichtig-
sten Grundlagen. Aus diesem Grund wird die Beschreibung in diesem Abschnitt in
zwei Unterabschnitte aufgeteilt: zunächst werden Grundbegriffe der Graphentheorie
erläutert; dem folgt eine Beschreibung der speziellen Probleme sowie existierender
Lösungsansätze, die für den Lösungsteil dieser Arbeit relevant sind. Die Übertragbar-
keit der vorgestellten Ansätze auf die Problematik Verketteter Dienste wird im letzten
Unterabschnitt diskutiert.
3.3.1. Terminologie und klassische Ansätze
Unter einem Graphen wird ein Tupel G ::= (V,E) verstanden, wobei V für die Menge
aller Knoten (engl.: vertex/vertices) und E für die Menge aller Kanten (engl.: edges)
steht. Die Anzahl von Knoten bzw. Kanten wird entsprechend als |V | bzw. |E| ge-
kennzeichnet. Bei der graphischen Darstellung werden Knoten als Punkte oder Kreise
dargestellt, Kanten werden als Linien oder Pfeile dargestellt, die die Knoten miteinan-
der verbinden (siehe Abbildung 3.7). Um die Knoten bei der Beschreibung voneinan-







Abbildung 3.7.: Ein beliebiger Graph
Graphen werden anhand unterschiedlicher Merkmale kategorisiert. Zu den wichtig- Kategorisierungs-
merkmalesten Unterscheidungskriterien gehören Kantenrichtung, Kantengewicht und die ma-
ximale Anzahl der Kanten zwischen je zwei Knoten. Bei sog. ungerichteten Graphen
kann jede Kante zur "Bewegung" zwischen den verbundenen Knoten in beiden Rich-
tungen verwendet werden, bei gerichteten dagegen nur in einer Richtung (die erlaubte
Richtung wird durch die Pfeilspitze der Kante gekennzeichnet). Sind mit den Kanten
keine Kosten bzw. Gewichte verbunden, dann spricht man von einem ungewichteten,
ansonsten von einem gewichteten Graph. Bei gewichteten Graphen wird weiterhin
unterschieden, ob die Gewichte ausschließlich positiv oder auch negativ sein dürfen.
Ferner wird zwischen Graphen mit nur einem oder mehreren Gewichten unterschie-
den (siehe dazu Abschnitt 3.3.2). Bei der Anzahl der Verbindungskanten zwischen je
zwei Knoten wird üblicherweise von maximal einer Kante ausgegangen. Solche Gra-
phen werden als einfache Graphen referenziert. Sind mehrere Verbindungskanten
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erlaubt, dann wird von Multigraphen gesprochen. Entsprechend diesen Klassifizie-
rungen ist in der Abbildung 3.7 ein ungerichteter, ungewichteter, einfacher Graph
dargestellt.
Graphen dienen als Beschreibungsmittel für unterschiedliche Aufgaben im alltägli-
chen Leben. So lassen sich geographischen Gegebenheiten mit Graphen gut beschrei-
ben, dabei können die Knoten für die Städte, die Kanten für die Straßen zwischen
den jeweiligen Städten und die Kantengewichte für die jeweilige Entfernung stehen.
Genauso lassen sich auch Rechnernetze als Graphen mit Netzkomponenten wie Rou-
ters oder Switches als Knoten, direkten Verbindungen als Kanten und z.B. Delay oder
Kosten als Knotengewichte beschreiben.




griffe und darauf aufbauende Unterscheidungsmerkmale eingeführt. Für die folgende
Beschreibung ist vor allem der Begriff Weg von Bedeutung, der formal als die Kno-
tenfolge (v1, ..., vn) definiert ist, wobei für jedes in der Folge aufeinanderfolgende
Knotenpaar (vi, vi+1) eine Kante in der Kantenmenge E existiert. Existiert zwischen
beliebigen zwei Knoten ein Weg, dann wird ein solcher Graph als zusammenhängend
klassifiziert, ansonsten als unzusammenhängend. Teile eines unzusammenhängenden
Graphen, in denen zwischen je zwei Knoten ein Weg existiert, werden Zusammen-
hangskomponenten genannt. Ein Sonderfall eines Weges, bei dem alle Knoten vonein-
ander verschieden sind, wird als Pfad referenziert. Ein weiterer Sonderfall stellt ein
Zyklus dar, der formal als ein Weg mit identischem Start- und Endknoten definiert
ist, d.h. v1 = vn. Auf dem Begriff baut eine weitere Unterscheidung auf: Graphen mit
Zyklen werden zyklisch, ohne Zyklen azyklisch genannt.
Zentrale Eigenschaften eines Weges sind seine Länge und sein Gewicht. Unter der Län-Weg-Länge und
-Gewicht ge eines Weges wird die Anzahl seiner Kanten verstanden. In der englischsprachigen
Literatur und insbesondere in Verbindung mit den Rechnernetzen wird oft auch von
der Anzahl der hops (Knotenübergänge) gesprochen. Der Begriff Gewicht wird in Ver-
bindung mit gewichteten Graphen verwendet. Bei den ungewichteten Graphen wird
das Gewicht jeder Kante implizit auf 1 gesetzt. Unter dem Gewicht eines Weges wird
die Summe der Gewichte aller Kanten in dem Weg verstanden. Bei den Graphen, die
Rechnernetze repräsentieren, werden – je nach der repräsentierenden Größe – statt
der Summe auch andere Aggregatfunktionen verwendet, wie z.B. die Multiplikation
für die Wahrscheinlichkeit der fehlerfreien Übertragung oder die min-Funktion für
die verfügbare Bandbreite.
Weg-Länge und -Gewicht spielen eine wichtige Rolle bei der Lösung unterschiedlicher
Klassen von Aufgaben mittels der Graphentheorie. Dazu gehört vor allen die Findung
eines beliebigen oder kostengünstigsten Weges zwischen zwei Knoten. Die Lösungen
werden in Form eines Algorithmus spezifiziert. Unterschiedliche Algorithmen werden
anhand ihrer Komplexität bewertet, die sich auf die Laufzeit und/oder den Speicher-
bedarf bezieht.
Zu den wichtigsten Algorithmen gehören Breiten- und Tiefensuche. Bei der Breiten-Breitensuche
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suche (engl.: Breadth First Search, BFS!) handelt es sich um ein Verfahren, bei dem
ausgehend von dem Start-Knoten gleichzeitig in alle Richtungen nach dem Ziel-Knoten
gesucht wird. Durch diese Art der Suche hat der gefundene Weg immer die kürzeste
Länge von allen möglichen Wegen. Die Komplexität der Breitensuche – damit werden
sowohl die Suchlaufzeit als auch der Speicherbedarf gemeint – beträgt O(bd), wobei
"b" für den Verzweigungsgrad und "d" für Tiefe (Länge des Weges) bis zum Ziel ste-
hen [Sas08a]. Somit schneidet dieses Verfahren dann sehr gut ab, wenn der Abstand
zwischen Start- und Ziel-Knoten relativ klein ist.
Bei der Tiefensuche (engl.: Depth-First Search, DFS!) wird im Gegensatz zur Breiten- Tiefensuche
suche immer nur ein einziger Weg verfolgt, dafür aber bis zur weitest möglichen
Tiefe. Sollte auf dem Weg der Ziel-Knoten nicht gefunden werden, dann wird von
dem letzten Knoten mit den noch nicht ausprobierten Alternativen ein anderer Zweig
für die Tiefensuche gewählt. Diese Strategie erlaubt die Implementierung des Suchal-
gorithmus in Form eines rekursiven Funktionsaufrufes. Die Laufzeit der Tiefensuche
beträgt O(bd), wobei "b" für den Verzweigungsgrad und "d" hier für die maximale
Suchtiefe stehen [Sas08b]. Wenn ausschließlich der Weg abgespeichert werden muss
(je nach Zielsetzung und Optimierung kann der Bedarf für weitere Informationen ent-
stehen), entspricht der Speicherbedarf O(d). Tiefensuche ist vor allem gut geeignet für
die Wegesuche zu weit entfernten Knoten. Bei einer "unglücklichen" Wahl der Nachfol-
geknoten kann es sein, dass der Algorithmus sehr lange braucht, bis ein nur wenige
Hops entfernter Ziel-Knoten gefunden wird.




wesentlich schneller als die Breitensuche, weswegen sie sehr oft als die Grundlage für
die anderen, an die spezifischen Aufgaben angepassten Algorithmen verwendet wird.
Zu solchen Aufgaben zählt die Bestimmung der Zusammenhangskomponenten eines
Graphs. Der DFS-basierte Algorithmus von TARJAN [Tar72] z.B. ist in der Lage, starke
Zusammenhangskomponenten bei gerichteten Graphen in linearer Zeit von O(|E| +
|V|) zu bestimmen.
Ein sehr gut untersuchter Teil der Graphentheorie beschäftigt sich mit der Suche Algorithmen von
Dijkstra u.a.der kürzesten Wege in vorwiegend ungerichteten, einfachen Graphen mit nur einem
Kantengewicht. Als ein Klassiker soll in diesem Zusammenhang vor allem der Algo-
rithmus von DIJKSTRA[Dij59] erwähnt werden. Der Algorithmus stützt sich auf die
dynamische Programmierung und macht sich dabei die Eigenschaft zunutze, dass bei
nur einem Kantengewicht (bei mehreren Gewichten sieht die Situation anders aus,
siehe Abschnitt 3.3.2) jeder Teilweg eines kürzesten Weges selbst ein kürzester Weg
ist. Die Komplexität des originalen DIJKSTRA-Algorithmus beträgt O (|E |2 + |V |). Bei
der Verwendung von Fibonacci-Heap [FT87] als Datenstruktur kann die Komplexität
bis O (|E |·log |E | + |V |) reduziert werden. Es gibt aber auch eine Reihe von weite-
ren Algorithmen, wie z.B. der von BELLMAN und FORD, der einen Weg zwar in der
höheren Laufzeitkomplexität von O(|V | · |E|) findet, dafür aber – im Gegensatz zum
DIJKSTRA-Algorithmus – auch mit negativen Kantengewichten operieren kann. Es wer-
den auch prinzipiell andere Optimierungsverfahren realisiert, wie z.B. Bidirektionale
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Suche [Poh71], bei der ausgehend von Start- und Ziel-Knoten abwechselnd zu dem
anderen Knoten gesucht wird, weswegen die Laufzeitkomplexität von O(bd/2) erreicht
wird.
3.3.2. Spezielle Graphen: Probleme und Lösungen
Bei der Beschreibung von Rechnernetzen werden oft spezielle Graphen benötigt. SoUmgang mit
Multigraphen können u.U. zwischen zwei Knoten, die der Netzinfrastruktur wie z.B. Router oder
Switches entsprechen, Verbindungen mit unterschiedlichen Eigenschaften (in Gra-
phen als Gewichte modellierbar) existieren. Für die Beschreibung solcher Situationen
werden Multigraphen verwendet (siehe Abschnitt 3.3). Da die meisten Suchalgorith-
men ausschließlich mit einfachen Graphen arbeiten, müssen zur Anwendung dieser
Algorithmen die Multigraphen zu einfachen Graphen transformiert. Für diese Trans-
formation müssen lediglich alle Kanten in zwei Teile aufgeteilt werden und zusätzlich

















a) Multigraph b) Einfacher Graph
Abbildung 3.8.: Transformation von Multigraph zu einem einfachen Graph
Diese Vorgehensweise weist allerdings eine Reihe von Nachteilen auf. So steigt die
Anzahl von Knoten und Kanten eines neuen Graphen (|Vnew| = |Vold| + |Eold| und
|Enew| = 2 · |Eold|), was sich auf die Suchlaufzeit und den Speicherbedarf auswirkt.
Wie man in der Abbildung 3.8 deutlich sieht, werden alle Kanten transformiert,
auch wenn das nicht immer notwendig ist. Damit ausschließlich mehrfache direk-
te Verbindungen "aufgebrochen" werden, wird eine komplexere Datenverwaltung so-
wie ein komplexerer Transformationsalgorithmus gebraucht. Ein anderer Aspekt, der
ausschließlich bei gewichteten Graphen zum Vorscheint kommt, betrifft die Auftei-
lung des Kantengewichts bzw. die Bestimmung des Gewichts einer neuen Kante. Bei
den additiven bzw. multiplikativen Aggregatfunktionen können das entsprechend 0
und 1 sein, bei den komplexeren Aggregatfunktionen und Typen von Gewichten, wie
sie später im Kapitel 4 gebraucht werden, kann das eine Herausforderung darstel-
len.
Eine wesentlich komplexere Herausforderung stellen Graphen mit mehreren Gewich-Multi-Weighted
Graphs ten pro Kante (engl.: Multi-Weighted Graphs) dar. In Bezug auf Rechnernetze ent-
spricht das der Situation, wenn gleichzeitig mehr als eine QoS-Eigenschaft für das
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Routing relevant ist, wie z.B. Bandbreite, Delay und Fehlerrate einer Verbindung zwi-
schen zwei Routern. Mehrfachgewichtete Graphen werden auch dann gebraucht, wenn
neben den technischen Eigenschaften auch die Kosten einer Verbindung berücksichtigt
werden sollen.
Da die unterschiedlichen Eigenschaften i.A. voneinander unabhängig sind, hat sich in Darstellung im
Vektorraumder Graphentheorie die Darstellung der Kantenwerte als Positionen in m-dimensiona-
len Vektorraum etabliert, wobei "m" für die Anzahl der mit jeder Kante verbundenen
Eigenschaften steht. Somit werden auch die Operationen auf m-dimensionalen Wer-
ten, wie die Addition der einzelnen Kantengewichte auf dem Weg oder Vergleich mit-
einander, auf Operationen innerhalb einzelner Dimensionen zurückgeführt.
In Bezug auf die Suche eines Weges in solchen Graphen wurde in der Graphentheorie Aufgaben bei
Multi-Weighted
Graphen
eine Reihe von grundlegenden Aufgaben definiert, die in der Fachliteratur oft auch als
Probleme referenziert werden. Für diese Arbeit sind vor allem die folgenden Probleme
relevant:
Multi-constrained Path (MCP): Bei dieser Aufgabe muss ein beliebiger Pfad gefun-
den werden, der gleichzeitig mehreren Anforderungen genügt. Die Güte dieses
Pfades (z.B. die Nähe oder Weite der Eigenschaften zu/von den spezifizierten
E2E-Anforderungen) spielt dabei keine Rolle.
Constrained Shortest Path (CSP): Dabei wird ein nach nur einem Gewicht opti-
mierter Pfad gesucht, der eine Reihe von E2E-Anforderungen erfüllt. Als das zu
optimierende Gewicht spielen dabei oft die Anzahl der Hops oder die Verbin-
dungskosten eine Rolle.
Multi-constrained Shortest Path (MCSP): In diesem Fall wird nach einem Pfad ge-
sucht, der nicht nur wie bei CSP nach einem, sondern gleich nach allen relevan-
ten Eigenschaften optimiert wird.
Alle diese Aufgaben sind NP -Vollständig [GJ79]. Um die Problematik zu verdeutlichen,
eignet sich am Besten ein Beispiel mit zwei Gewichten, d.h. m = 2. In der Abbildung
3.9 werden die zweidimensionalen Gewichte der möglichen Pfade von Start- zum Ziel-
knoten durch die Punkte repräsentiert. Die auf den kompletten Weg auferlegten Re-
striktionen L1 und L2 sind als Strichlinien eingezeichnet. Versucht man die für ein
Gewicht optimierte Suchverfahren, wie z.B. das von DIJKSTRA, bei den Multi-Weighted
Graphen wiederzuverwenden und bildet man dafür mehrere Gewichte mit Hilfe einer
Funktion d1w1(P ) + d2w2(P ) auf nur eines ab (in der Abbildung als parallele Linien
angezeichnet), dann kann der so gefundene kürzeste Weg (im Bild – der umrandete
Punkt) u.U. nicht alle Anforderungen erfüllen. Der Einsatz von anderen m-zu-1 Ab-
bildungsfunktionen ist auch möglich, ist jedoch immer mit einer Ungenauigkeit und
einem Unsicherheitsfaktor verbunden. Der Rest des Abschnittes beschäftigt sich daher
nur mit den exakten Lösungsansätzen.
Alle Aspekte der Multi-Weighted Graphen an dieser Stelle zu beschreiben würde we-
gen der Komplexität der Thematik den Rahmen dieser Arbeit sprengen. Ein sehr gu-
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Figure 4.1: In m = 2 dimensions, each path P between the source node and the
destination node has a point representation in the (w1(P ), w2(P ))-plane. The parallel
lines shown are equilength lines d1w1(P ) + d2w2(P ) = l, which contain solutions with
equal length l. Clearly, all solutions lying above a certain line have a length larger
than the ones below or on the line. The shortest path returned by Dijkstra’s algorithm
applied to the reduced graph, is the first solution (encircled) intersected by a set of





diwi(P ) = d.w(P ) (4.1)
where di are positive real numbers. By replacing the link weight vector w (u, v) of
each link (u, v) in the graph G by the single metric d.w(u, v) according to (4.1), the
m-parameter problem is transformed to a single parameter problem enabling the use
of Dijkstra’s shortest path algorithm. The Dijkstra algorithm applied to the reduced
graph will return a path P that minimizes l(P ) defined by (4.1).
When scanning the solution space with a straight equilength line l(P ) = l as in
Figure 4.1, the area scanned outside the constraint region is minimized if the slope of
the straight equilength lines satisfies d1d2 =
L2
L1
. In m-dimensions, the largest possible
volume of the solution space that can be scanned subject to wi(P ) ≤ Li is reached for
the plane which passes through the maximum allowed segments Li on each axis. The





= 1. Hence, the best choice in (4.1) is di = 1Li , for
all 1 ≤ i ≤ m. In that case, half of the constraints volume is scanned before a solution
Abbildung 3.9.: Problem bei Abbildung von mehreren Gewichten auf einen [Kui04]
ter Üb rblick über die Entwicklung dieses Forschungsgebietes sowie eine Diskussion
über die verwandten Probleme und Lösungsansätz ka n z.B. in [Zie01] gefunden
werden.
Die Problematik der Suche in Multi-Weighted-Graphen entsteht vor allem dadurch,Non-dominance
dass das der dynamischen Programmierung zugrunde liegende Optimalitätsprinzip
von BELLMAN [Bel57] nicht mehr nur mit einem, sondern gleichzeitig mit mehre-
ren Gewichten zurecht kommen soll. Das Prinzip besagt, dass, sollte ein Problem
aus vielen gleichartigen Teilproblemen bestehen, dann setzt sich die optimale Lö-
sung des Problems aus optimalen Lösungen der Teilprobleme zusammen. Übertragen
auf die m- imensionale Gewichte hat sich der Begriff von non-dominance etabliert:
ein (Teil-)Weg W1 ist nur dann non-dominant zu W2 zwischen denselben Start- und
End-Knoten, wenn für alle m Dimensionswerte gilt w1,i ≤ w2,i, ∀i : 1 ≤ i ≤ m. Für
einen Suchalgorithmus bedeutet das, dass nur ein non-dominanter Teilweg zu einem
Zwischenknoten einen anderen Teilweg ersetzen darf, ansonsten müssen alle Alterna-
tiven als mögliche Teile des kompletten Weges betrachtet werden. Oft wird bei den
Suchv rfahren die A zah von solchen Alternativpfa en durch einen festen Wert "k"
beschränkt, wodurch diese Methode d r Komplexitätseinschränkung d n Namen k-
shortest path bekommen hat. Vergleichsweise muss bei dem DIJKSTRA-Algorithmus
(siehe Abschnitt 3.3.1) an jedem Zwischenknoten immer nur ein Teilweg als optimaler
betrachtet werden.
Mit der zunehmenden Bedeutung der multimedialen Dienste im Internet hat sich auch
die Suche nach effizienten Algorithmen bei Multi-Weighted Graphen intensiviert. Vie-
le solche Arbeiten sind unter den Schlagworten "QoS routing" und/oder "QoS aware
routing" zu finden. Zu den Klassikern auf diesem Gebiet gehört der Algorithmus von
JAFFE [Jaf84]. Aus den neueren Ansätzen kann z.B. der von KUIPERS entwickelte SAM-
CRA Algorithmus [Kui04] erwähnt werden, der sich der Lösung von MCP-Problem
widmet. Es existieren auch weitere Ansätze, die sich auf dieses oder andere Probleme
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der Multi-Weighted Graphen richten, wie z.B. der IDA*_MCSP-Algorithmus [LHH05]
für das MCSP Problem. Um die Komplexität dieser spezialisierten Algorithmen zu
illustrieren, wird in der Abbildung 3.10 der Pseudo-Code für SAMCRA-Algorithmus ge-
zeigt; auf die Darstellung der dort verwendeten Hilfsfunktionen wird an dieser Stelle
verzichtet.68 CHAPTER 4. CONCEPTS OF EXACT MCP ALGORITHMS
SAMCRA(G, m, s, t, L)
1. Initialize(G,m, s, t) → b
2. while Q 6= ∅
3. Extract-min(Q) → u[i]
4. u[i]← grey
5. ifu = t
6. return path
7. else
8. for each v ∈ adj[u]\{π[u[i]], s}
9. Feasibility(G, u, i, v, counter, d, w, maxlength)
→ dominated
10. predicted_length ← l
³
d[u[i]] + w(u, v) +b[v]
´
11. if predicted_length ≤ maxlength
AND dominated 6= 1
12. Updatequeue(Q, u, i, v, j, d, w, π, counter[v],
predicted_length)
13. if v = B AND
predicted_length < maxlength
14. maxlength ← predicted_length
Figure 4.16: Meta-code SAMCRA.
The initialization phase has a polynomial-time complexity. Initializing counter takes
mO(N) times. Executing heap-optimized Dijkstra (lines 4-5) leads tomO(N logN+M)
and m times computing a length of a path (line 6) leads to mO(mN). The other
operations take O(1), leading to a total worst-case complexity of O(N +mN logN +
mM +m2N + 1) = O(mN logN +mM +m2N).
The complexity of the Feasibility subroutine depends on the calculation of length
and verification of dominance. Calculating the length (4.3) of a weight vector takes
O(m), while verifying path dominance between two paths takes O(m) at most. Since
there can be at most kmax paths at a node, the Feasibility subroutine takes at most
O(kmaxm).
The complexity of the subroutine Updatequeue depends on the specifics of the
heap structure (e.g., Fibonacci or Relaxed heaps). Lines 1 and 2 take at mostO(kmaxm).
The heap functions Decrease-key (line 3) and Insert (line 8) can be performed in
O(1). Updating d (lines 4 and 9) takes at most O(m). The total worst-case complexity
of Updatequeue leads to O(kmaxm).
The total worst-case complexity of SAMCRA is constructed as follows. The ini-
tialization phase adds O(mN logN + mM + m2N). The queue Q can never contain
Abbildung 3.10.: Meta-code SAMCRA [Kui04]
3.3.3. Bewertung der Übertragbarkeit
Suchverfahren sind in der Graphentheorie immer noch ein spannendes Forschungsge-
biet. Die bekanntesten Suchalgorithmen, wie z.B. von DIJKSTRA, können zwar einen be-
sten Pfad in einer polynomialen Zeit finden, sind allerdings nur in der Lage höchstens
mit einem additiven Gewicht zurechtzukommen. Die klassischen Verfahren können
daher verwendet werden, um schnell eine prinzipielle Möglichkeit einer Verbindung
zwisc en zwei K oten festzustelle . Bei relativ kleinen Graph n kann wegen ihrer
Schnelligkeit und einf chen Datenverwaltung ein ngepasste Tiefensuch verwendet
werden, um eine akzeptable Lösung bei Berücksichtigung mehrerer Kantengewich-
te zu finden. Bei größeren G aphen kann der Einsatz von komplexeren Algorithmen
wie SAMCRA notwendig werden. Weiterhin kann bei großen Graphen auch eine Re-
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duktion der Komplexität vor der eigentlichen Suche wesentliche Abhilfe in Bezug auf
Suchlaufzeit und Speicherbedarf schaffen.
Ein weiterer Aspekt hängt mit den Aggregat- und Ordnungsfunktionen zusammen.
In der Graphentheorie werden bei der Berechnung des Pfadgewichtes ausschließlich
additive Aggregatfunktionen und beim Vergleich der Pfade das kleinere Gewicht als
das bessere angenommen. Diese Vorgehensweise kann nur für ein Teil der Dienstgüte-
eigenschaften angewendet werden. Dadurch entsteht der Bedarf für eine Verallgemei-
nerung dieser zwei Funktionen, die im Zusammenhang mit QoS-Parametern definiert
werden müssen (vergleiche dazu auch die entsprechende Diskussion im Abschnitt 3.2).
Weiterhin müssen auch die Suchalgorithmen so modifiziert werden, dass sie verallge-
meinerte QoS-bezogenen Funktionen verwenden können.
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3.4. ITSM-Standards und Recommendations
Das Management von IT-Diensten wird von einer Reihe von IT-Service-Management
(ITSM) Frameworks adressiert. In diesem Abschnitt werden ITIL und NGOSS prä-
sentiert, die eine De-facto-Standard Stellung haben und sich auf unterschiedliche As-
pekte fokussieren. Andere bekannte Frameworks – wie z.B. MOF [MOF08] – gehen
relativ ähnliche Wege und schlagen vergleichbare Ansätze und Herangehensweisen
vor.
3.4.1. ITIL v.2, ITIL v. 3 und ISO20000
Die IT Infrastructure Library (ITIL) wurde im Auftrag der Britischen Regierung in den
1980er Jahren vom Office of Government Commerce (OGC), das damals noch Central
Computer and Telecommunications Agency (CCTA) hieß, herausgegeben und bis Ende
der 1990er von OGC weiterentwickelt [ITI08]. ITIL in der Version 2 wurde ab 1999
eingeführt. Die thematischen Module von ITIL V2 wurden bis 2006 ständig aktuali-
siert und ergänzt, sodass diese Version zum Schluss aus sieben Bändern bestand, die
sich unterschiedlichen Sachgebieten widmen. In dieser Periode hat ITIL sehr große
Verbreitung und den Status eines De-facto-Standards erreicht. ITIL besteht aus einer
Sammlung von Empfehlungen zur Strukturierung von ITSM-Prozessen, die sich in der
Praxis bewährt haben. Im anglosächsischen Raum werden diese Empfehlungen als
best practice oder auch common practice referenziert.
Um mit der Zeit voranzuschreiten und neuen Herausforderungen gerecht zu werden,
wurde im Dezember 2005 eine komplette Überarbeitung der Version 2 angestoßen. Im
Mai 2007 erfolgte die Publikation der fünf Bücher von ITIL V3, welche die vorheri-
ge Version ablösen. Während ITIL V2 sich auf die Definition einzelner ITSM-Prozesse
konzentriert, ist das Blickfeld von ITIL V3 um einiges breiter ausgelegt. In V3 behal-
ten die Prozesse aus Version 2 ihre Gültigkeit, werden aber ergänzt und in einem
durchgängigen Lebenszyklus, beginnend mit der strategischen Planung von Diens-
ten, eingebettet. Dies soll eine bessere Ausrichtung an den Business-Zielen ermögli-
chen.
Da ITIL kein formeller Standard ist, ist auch die Zertifizierung nur bedingt möglich. Es
ist zwar möglich, die Mitarbeiter eines Unternehmens als "ITIL-compliant" zu zertifi-
zieren, nicht aber Unternehmen selbst oder ihre ITSM-Prozesse. Die Zertifizierung der
IT-Mitarbeiter und -Manager, die in der Form einer Prüfung durchgeführt wird, dient
nur als Nachweis über ihre im Zusammenhang mit ITIL gewonnenen Fachkenntnisse.
Um auch die Zertifizierung von Unternehmen zu ermöglichen, wurde im Dezember
2005 der Standard ISO/IEC 20000 (oft auch ISO 20000 oder ISO 20k genannt) verab-
schiedet. Der Standard definiert notwendige Mindestanforderungen an ITSM-Prozesse,
die eine Organisation etablieren muss, um IT-Services in definierter Qualität bereit-
stellen und managen zu können.
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is an IT Service. By considering services as a system for
creating and capturing value, regardless of sourcing or
underpinnings, the line between IT Services and business
services begins to blur. Instead, each can be thought of as
different perspectives across a spectrum. Again, the
decision to adopt a business or IT perspective depends on
the context of the customer. When this notion is
combined with other seemingly unrelated service-oriented
technologies and concepts, their relationships can be
illustrated in the chart shown in Figure 5.12.
Figure 5.12 states that all services, whether they are IT
Services, business services or services based on Service-
oriented Architecture (SOA), Enterprise Services
Architecture (ESA) or Enterprise Application Integration
(EAI), are members of the same family. They may differ by
granularity (fine versus coarse) or by context (technology
versus business). They each provide a basis for value and
require governance, delivery and support. ITSM and BSM
are each perspectives on the same concept: service
management.
5.3.1.1 IT Service Management
The organization chart shown in Figure 5.13 is a collection
of functional boxes representing vertical tiers of reporting
relationships.
While the organization chart is a useful administrative tool,
it is missing key components. It is missing the customers.
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Abbildung 3.11.: Fokus von ITIL [Off07c]
OGC hat von Anfang an versucht, mit ITIL das IT-Service-Management allgemein und
nicht für einen spezifischen Dienst anzusprechen. Aus diesem Grund werden die ITSM-
Prozesse von ITIL und ISO 20000 relativ grobgranular beschrieben (siehe Abb ldung
3.11). Es werden lediglich die Prozesse selbst, ihre Ziele und deren Zusammenspiel
beschrieben; die konkrete Realisierung einzelner Prozesse wird v n ITIL als zu zena-
riospezifisch angesehen und daher nicht spezifiziert.
Einer der zentralen Begriffe von ITIL und ISO 20000 ist der Dienstlebenszyklus. Die
Phasen eines Dienstes werden dabei im Zusammenhang mit den Kundenbedürfnissen
und den Phasen in der Kundenorganisation betrachtet (siehe Abbildung 3.12). Der Le-
benszyklus beginnt damit, dass der Kunde den Bedarf identifiziert und Anforderungen
an einen neuen Dienst formuliert. Erst dann wird der Dienst bei dem Service Provi-
der bestellt. Daraufhin implementiert der Service Provider die bestellte Instanz eines
Dienstes. In der Betriebsphase muss der Dienst überwacht werden, was eine Einga-
be für Analyse-Reviews und für Dienstverbesserungsmaßnahmen liefert. Das Ende der
Dienstinstanz wird durch die bei dem Vertragsabschluss ausgehandelten Bedingungen
bestimmt.
Sowohl ITIL als auch ISO 20000 haben das kundenorientierte Servicemanagement als
Hauptziel. Um dieses Ziel zu erreichen, werden alle ITSM-Prozesse zu unterschied-
lichen Managementbereichen zusammengefasst. Diese Bereiche unterscheiden sich
voneinander durch ihre Ausrichtung und die Ziele, die durch ihre Prozesse erreicht
werden sollen. Das Zusammenspiel dieser Bereiche beim Design eines neuen Ser-
vice ist in der Abbildung 3.13 dargestellt. Das Service-Level-Management (SLM) wird
dabei als einer der zentralen Bausteine des gesamten Servicemanagements verstan-
den.
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Abbildung 3.12.: Contract Lifecicle (nach [Off07d])
Bei der Beschreibung der Ziele und Aufgaben des Service-Level-Managements liegt
bei beiden Rahmenwerken (ITIL und ISO 20000) der Fokus auf der Erbringung eines
IT-Dienstes innerhalb einer Organisation. Als Abnehmer des erbrachten IT-Dienstes
können sowohl organisationsinterne Abteilungen als auch externe Kunden auftreten.
Es wird weiterhin davon ausgegangen, dass der Dienst entweder komplett basierend
auf eigenen Ressourcen oder auch (teilweise) auf Basis der von anderen Service Pro-
vider eingekauften Teildienste realisiert wird. Auch wenn ITIL die Existenz anderer
Formen der Zusammenarbeit erwähnt, bei der Prozessdefinition wird explizit davon
ausgegangen, dass die Organisationsbeziehungen zwischen dem Serviceprovider und
den u.U. miteinbezogenen externen Providern von Teildiensten hierarchisch aufge-
baut sind. Über die Komposition eines kompletten Dienstes aus den Teildiensten wird
dabei keine Aussage gemacht.
Als das Hauptziel des Service-Level-Managements wird das Einhalten der vereinbar-
ten QoS-Wertebereiche für alle IT-Dienste verstanden. Dabei wird betont, dass alle
Qualitätsziele erreichbar sein müssen. Dieses Ziel wird in einer Reihe von Teilzielen
verfeinert, die wie folgt definiert sind:
• Definieren, Dokumentieren, Vereinbaren, Überwachen, Messen und Überprüfen
der Grenzbereiche aller angebotenen IT-Dienste
• Verbessern der Beziehungen und der Kommunikation mit dem Business der
eigenen Organisation sowie mit den Kunden
• Sicherstellen, dass ausschließlich messbare Parameter in die Entwicklung neuer
IT-Dienste aufgenommen werden
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Figure 4.1 gives a good overview of the links, inputs and
outputs involved at each stage of the Service Lifecycle. It
illustrates the key outputs produced by each stage, which
are used as inputs by the subsequent stages. The Service
Portfolio acts as ‘the spine’ of the Service Lifecycle. It is the
single integrated source of information on the status of
each service, together with other service details and the
interfaces and dependencies between services. The
information within the Service Portfolio is used by the
activities within each stage of the Service Lifecycle.
The key output of the Service Design stage is the design
of service solutions to meet the changing requirements of
the business. However, when designing these solutions,
input from many different areas needs to be considered
within the various activities involved in designing the
service solution, from identifying and analysing
requirements, through to building a solution and SDP to
hand over to Service Transition.
In order to develop effective and efficient service solutions
that meet and continue to meet the requirements of the
business and the needs of IT, it is essential that all the
inputs and needs of all other areas and processes are
reconsidered within each of the Service Design activities,
as illustrated in Figure 4.2. This will ensure that all service
solutions are consistent and compatible with existing
solutions and will meet the expectations of the customers
and users. This will most effectively be achieved by
consolidating these facets of the key processes into all of
these Service Design activities, so that all inputs are
automatically referenced every time a new or changed
service solution is produced.
4.1 SERVICE CATALOGUE MANAGEMENT
4.1.1 Purpose/goal/objective
The purpose of Service Catalogue Management is to
provide a single source of consistent information on all of
the agreed services, and ensure that it is widely available
to those who are approved to access it.
The goal of the Service Catalogue Management process is
to ensure that a Service Catalogue is produced and
maintained, containing accurate information on all
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Figure 4.2 Service Design – the big picture
7067-TSO-OGC-Refresh_1-4  18/5/07  21:34  Page 60
Abbildung 3.13.: Service Design – the big picture [Off07a]
• Überwachen und Verbessern der Kundenzufriedenheit mit der angebotenen Dienst-
güte
• Sicherstellen, dass sowohl IT als auch Kunden klare unmissverständliche Vorstel-
lungen und Erwartungen an die Dienstgüte haben
• Vorbereiten von proaktiven Maßnahmen zur kontinuierlichen Überwachung und
Verbesserung des Dienstes und seiner Dienstgüte
In ITIL werden weiterhin eine Reihe von Aktivitäten von Prozessaktivitäten defi-
niert, die für das Erreichen der gesetzten Ziele notwendig sind (siehe Abbildung
3.14):
• Erfassen, Vereinbaren und Dokumentieren neuer oder veränderter Anforderun-
gen an den Dienst sowie die kontinuierliche Überprüfung dieser Ziele während
des ganzes Lebenszyklus eines Dienstes
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one agreement. Difficulties may also arise in determining
who should be the signatories to such an agreement.
However, where common levels of service are provided
across all areas of the business, e.g. e-mail or telephony,
the service-based SLA can be an efficient approach to use.
Multiple classes of service, e.g. gold, silver and bronze, can
also be used to increase the effectiveness of service-based
SLAs.
Customer-based SLA
This is an agreement with an individual customer group,
covering all the services they use. For example,
agreements may be reached with an organization’s
finance department covering, say, the finance system, the
accounting system, the payroll system, the billing system,
the procurement system, and any other IT systems that
they use. Customers often prefer such an agreement, as all
of their requirements are covered in a single document.
Only one signatory is normally required, which simplifies
this issue.
Multi-level SLAs
Some organizations have chosen to adopt a multi-level
SLA structure. For example, a three-layer structure as
follows:
 Corporate level: covering all the generic SLM issues
appropriate to every customer throughout the
organization. These issues are likely to be less volatile,
so updates are less frequently required
Hints and tips
A combination of either of these structures might be
appropriate, providing all services and customers are
covered, with no overlap or duplication.










Process            4











































Support teams Supplier Management Suppliers
Figure 4.6 The Service Level Management process
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Abbildung 3.14.: The Service Level Management Process [Off07a]
• Überwachung der erzielten Servicequalität und Vergleich mit den im SLA fest-
gelegten Zielen
• Erfassen und Verbessern der Kundenzufriedenheit
• Erstellen von Berichten
• Anhand der kontinuierlichen Dienstüberprüfung einen Plan erstellen, wie der
Dien t verbessert werden kann
• Überprüfen und bei Bedarf überarbeiten des SLA und aller relevanten Verträge
mit den organisationsinter en bzw. externen Anbietern der Teildienste
• Ausbauen und Dokumenti r der Kontakte mit Kunden sowie anderen interes-
sierten Parteien
• Vorbereitung und Pflege von Prozeduren zur Erfassung der Beschwerden und
zu deren Behebung
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• Erfassen und Behandeln von Beschwerden
• Bereitstellen von Managementinformationen, die für die Verbesserung der Dienst-
gütemanagements und für die Demonstration der erreichten Ziele geeignet sind
• Pflegen und Bereitstellen der SLM-Dokumentation
Der Fokus der knapp 15 Seiten umfassenden Beschreibung des Service-Level-Manage-
ments liegt dabei ausschließlich auf Maßnahmen innerhalb einer Organisation, die
einen IT-Dienst anbietet. Die Beschreibung beschränkt sich auf die grobe Auflistung
der benötigten Aktivitäten sowie auf deren Zusammenspiel. Auf die mögliche Realisie-
rung der Vorschläge wird dabei aus Gründen der Allgemeingültigkeit nicht eingegan-
gen.
3.4.2. eTOM und NGOSS
Die enhanced Telecom Operations Map (eTOM) ist ein von TeleManagement Forum
(TMF) entwickeltes Rahmenwerk, die Geschäftsprozesse von Telekommunikationsun-
ternehmen und IT-Dienstleisten im Fokus hat. Die Zielsetzung von eTOM ist mit der
von ITIL vergleichbar – die Schaffung eines gemeinsamen Verständnisses über die Ge-
schäftsprozesse. Die Standardisierung dieser Prozesse soll dazu beitragen, die Effizienz
dieser Prozesse sowohl innerhalb einer Organisation als auch bei der Kooperation zwi-
schen Organisationen zu steigern.
Auch wenn die grundsätzlichen Ziele von ITIL und eTOM sehr ähnlich sind, bieten
diese Frameworks in vielerlei Hinsicht unterschiedliche Konzepte. Das liegt sowohl
an deren Entstehungsgeschichte als auch an deren Fokus. So liegt der Interessenfo-
kus von ITIL auf Prozessen mit vielen menschlichen Interaktionen. Die Prozesse von
eTOM sind dagegen für die TK-Branche konzipiert, die sehr stark auf eine durchge-
hende Automatisierung angewiesen ist. Alle Prozesse in eTOM sind entsprechend ih-
rer Ausrichtung in drei große Bereiche gruppiert (siehe Abbildung 3.15). Die Struktur
sieht eine hierarchische Dekomposition vor, sodass eine Prozessschichtung ermöglicht
wird, bei der Prozesse auf die Funktionalität der darunterliegenden Schicht aufbauen
können.
Zusammen mit Shared Information and Data Model (SID) [TMF04b] und Richtlinien
der Technology Neutral Architecture (TNA) [TMF04a] bildet eTOM eine der Säulen für
das ehrgeizige TMF-Projekt NGOSS (New Generation Operations Systems and Softwa-
re). In NGOSS soll eine herstellerunabhängige Architektur definiert werden, die den
Aufbau kompletter Management-Lösungen aus Modulen mit standardisierten Schnitt-
stellen erlaubt.
Das NGOSS SLA Management Handbook [TMF04c, TMF04d, TMF04e, TMF04f] legt das
Hauptaugenmerk auf die Maßnahmen innerhalb eines Telekommunikationsunterneh-
mens, die Dienstgütezusicherungen für die angebotenen Services ermöglichen. Den
Kern jedes dieser Bücher bilden Überlegungen, wie die zugrundeliegenden Dienste
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Business Process Framework (eTOM) – (Main)
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customers, with OSR ensuring that the operational environment is in place to
let the FAB processes do their job. Outside of the Operations process area - in
the Strategy, Infrastructure & Product (SIP) process area - the Strategy &
Commit vertical, as well as the two Lifecycle Management verticals, are
differentiated. These are distinct because, unlike Operations, they do not
directly support the customer, are intrinsically different from the Operations
processes and work on different business time cycles.
The horizontal functional process groupings in Figure 1.2 distinguish functional
operations processes and other types of business functional processes, e.g.,
Marketing versus Selling, Service Development versus Service Configuration,
etc. Amongst these Horizontal Functional Process Groupings, those on the left
(that cross the Strategy & Commit, Infrastructure Lifecycle Management and
Product Lifecycle Management vertical process groupings) enable, support
and direct the work in the Operations process area.
Enterprise Management











Service Management & Operations










Marketing & Offer Management
Service Development & Management
Resource Development & Management
Supply Chain Development & Management
Human Resources
Management








Figure 1.2: eTOM Business Process Framework - Level 1 Processes
As can be seen in Figure 1.2, the eTOM framework provides the following
benefits:



























Abbildung 3.15.: eTOM Business Process Framework – Level 1 Processes [TMF07a]
und ihre messbaren KPIs (Key Performance Indicators) mit den darauf aufgebauten
Diensten und dafür zugesicherten KQIs (Key Quality Indicators) zusammenhängen
(siehe Abbildung 3.16).
Obwohl der Detaillierungsgrad des SLA Management Handbook um ein Vielfaches die
Beschreibung dieser Thematik in ITIL übersteigt, bleibt NGOSS dennoch auf einem
allgemeinen Niveau, so dass die besprochenen Zusammenhänge auf beliebige Dienste
und Dienstzusammenhänge übertragbar sind. Abbildung 3.17 zeigt z.B. den Einfluss
von SLAs auf die Dienstqualität aus Kundensicht.
Ähnlich wie bei ITIL spielt auch in NGOSS der Dienstlebenszyklus eine wichtige Rolle.
Im Gegensatz zu ITIL und ISO 20000, die einen kundenzentrischen Lebenszyklus ein-
führen, steht in NGOSS der Service Provider im Mittelpunkt. Der NGOSS-Lebenszyklus
beginnt mit der Entwicklung eines neuen Dienstes. Weiter folgen die Lebenszykluspha-
sen Verhandlung und Verkauf, Inbetriebnahme, Betrieb, Anpassung und Dienstauflö-
sung. Genauso wie in ITIL spielt auch hier das permanente Feedback eine wichtige
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Figure 21: Relationship between Service Resources, KQI, and KPI 
3.3 Process 
The SLA Monitoring and Reporting process is illustrated in Figure 22. 
Using instrumentation within the system to measure the KPI and KQI, service performance data 
is collected and collated into a form that can be manipulated to allow diagnosis and report 
generation. Instrumentation can include: 
• User satisfaction surveys 
• Test applications (including phantom callers) 
• Client-based Monitor Agents 
• Server-based Monitor Agents 
• Network-based Monitor Agents 
The period of collection should be defined in the SLA and should be such that it provides the 
granularity to ensure that the SLA meets its requirements. Instrumentation data may need to be 
passed across the SAP so that it can be used as KQI and KPI data to determine KQI or KQI for 
other services. For reactive management, this information may be required in: 
• Real time, so that proactive management can be performed for fault prevention 
• Near-real time or off-line, time-stamped format so that it can be correlated with other time-
stamped data for improved performance information for reactive management 
• Offline, aggregate information that can be correlated with other aggregate data to provide 
trend analysis for reactive management 


























Abbildung 3.16.: Relationship between S rvice Resources, , and KPI [TMF04f]
Rolle, um den Dienst und seine Eigenschaften – vor allem die zugesicherten QoS-
Parameter –, bei Bedarf anzupassen.
Da NGOSS aus dem Telekommunikationsumfeld kommt, wird auch auf eine mög-
liche horizontale Kopplung der Teildienste und dadurch entstehende Die stketten
eingegangen. NGOSS geht davon aus, dass Dienste mit Hilfe sowohl vertikaler als
auch horizontaler Kopplung von Teildiensten entstehen können. Bedauerlicherweise
beschränkt sich NGOSS lediglich auf die Feststellung der Tatsache, dass die Ende-zu-
Ende Dienstgüte aus den Teildiensten-QoS/SLAs zusammengesetzt wird (siehe Abbil-
dung 3.18). NGOSS präsentiert allerdings weder einen Ansatz noch gibt es Vorschläge,
wie die erforderliche E2E-QoS/SLA auf die Teildienste-QoS/SLAs abgebildet werden
können.
3.4.3. Bewertung der Übertragbarkeit
Beide, ITIL und NGOSS, s nd auf Maß ahmen inne halb eines S rvice Providers fo-
kussiert. In beiden Rahmenwerken werden die Maßnahmen, die in Bezug auf eine
einzelne Dienstinstanz von dem Service Provider durchgeführt werden müssen, in
das Lebenszyklus eingeordnet. Interessant ist vor allem der Fakt, dass die Zielsetzung
einzelner Dienstlebenszyklusphasen den Aufgaben entspricht, die im Abschnitt 2.4.3
in Form von Use Cases zusammengefasst wurde.
Da beide Rahmenwerke sehr allgemein gehalten wurden, können sie nicht direkt als
Teil der problembezogenen technischen Lösung übernommen werden. Dennoch iden-
tifizieren diese Rahmenwerke eine Reihe von Aspekten, die im Rahmen dieser Arbeit
berücksichtigt werden müssen. Um ein Beispiel dafür zu nennen, spricht NGOSS da-
von, dass die Ende-zu-Ende Dienstgüte sich aus der Dienstgüte aller beteiligten Teil-
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Figure 34: Role of the SLA in the Customer Quality of Experience (QoE) 
The relationship between QoE and SLA is that QoE relates to the perception of the quality of the 
product or service, whereas SLA refers to the definition, measurement, and reporting of 
objective measures of the product or service. As such, QoE and SLA are related in that if the 
perception of the product or service is poor, yet the service parameters fall within the limits 
defined by the SLA, the SLA must be redressed. The key concept is to map the perceptive 
measures from the QoE into objective measures for the SLA. This mapping may be multi-
dimensional, empirical, functional, or complex in nature. 
Abbildung 3.17.: Role of the SLA in the Customer Quality of Experience (QoE) [TMF04f]
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As a result, what may initially be regarded as a simple contract or understanding between a 
customer and supplier may be multi-faceted and complex. It is appropriate to make the SLA 
between a supplier and customer as simple as possible yet complete enough to remove 
ambiguity and to understand what happens when the level of service defined in the SLA falls or 
exceeds expectations. As with any contract, they are really written to define how you will 
determine whether your SLA is being met and also what will happen when it isnt. 
In general there will be a tier of SLAs as the business function is satisfied with different service 
offerings  for example, the LAN and WAN  and in some instances there will be peer services 
where the service requires the co-operation of other services of the same type; for example, in a 
parts retrieval system, parts may be distributed across a number of warehouses and as such for 
any one warehouse to supply all parts to its customer, may require parts to be retrieved from 
other warehouses. To implement delivery of a service or to provide performance monitoring for a 
service, service resources are required, which may include personnel, hardware, software, and 
appropriate licenses. 
For every tier or peer SLA, one party can be considered a supplier or provider and the other a 
customer. Simplicity and clarity are also key in these contracts, but as there is always a close 
business or technology relationship between the parties, the appropriate language and 
terminology can be used to provide the simplicity and clarity without any unnecessary 
explanation. It is not necessary for the SLA to have the same clarity and simplicity to other than 


























SLA SLA  
Figure 4: Expanded View of SLA in Achieving the End-to-End SLA 
Important issues to note in Figure 4 are that business applications (e.g., call center, online 
stockbroker) are supported by a number of business services (e.g., voice, database, email) that 
in turn are supported by network services (e.g., IP, ATM). There may be internal network 
services (MIS) or external network services (service providers). Some business services  for 
example, shipping  do not require network services to fulfil their business application (parcel 
delivery) but increasingly rely upon them to provide value added services; for instance, online 
parcel tracking. 
For an SLA to add value in providing the business application, the system must be instrumented 
adequately so that metrics can be determined to ensure conformance, prevent or warn of non-
Abbildung 3.18.: Expanded Vi w of SLA in Achi ing the End-to-End SLA [TMF04f]
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dienste zusammensetzt. Gleichzeitig mahnt ITIL ausschließlich erreichbare Dienstgü-
tewerte zuzusichern.
SLM ist kein alleinstehender Managementprozess ist, sondern interagiert mit anderen
Managementprozessen. So müssen die Dienstinstanzen sowie die beteiligten Teildien-
ste nicht nur überwacht, sondern auch diese Informationen an andere Prozesse weiter-
gereicht werden, wie z.B. an das Incident&Problem Management bei der Verletzung
vereinbarter Grenzwerte.
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3.5. E2E-QoS bei Hierarchien
Frage nach der E2E-Dienstgütezusicherung bei einer Dienstkette stellt sich auch dann,
wenn diese dem Kunden als kompletter Dienst von einem einzigen Service Provi-
der angeboten wird, bei der Erbringung der Teildienste aber mehrere Organisationen
beteiligt sind. In diesem Abschnitt wird beschrieben, wie diese Situation bei hierarchi-
schen Organisationsbeziehungen üblicherweise behandelt wird.
3.5.1. Maßnahmen zur Sicherung von E2E-QoS
Die Zusicherung von E2E-QoS bei Hierarchien zeichnet sich durch baumförmige Ent-
scheidungs- und oft auch Kommunikationsstrukturen aus. Dabei durchläuft eine Dienst-
instanz mehrere Lebenszyklusphasen, in denen verschiedene Managementaufgaben
gelöst werden.
Als erstes werden Kundenanforderungen an eine neue Dienstinstanz geklärt. Dazu
zählen sowohl Nutz- als auch Managementfunktionalität sowie die Grenzwerte für
die E2E-QoS. Nachdem die Kundenanforderungen an die neue Dienstinstanz geklärt
sind, beginnt der Service Provider mit der Analyse, was in Eigenregie erbracht wer-
den kann und was als Teildienste von anderen Providern, die in dem Kontext als
Sub-Provider agieren, hinzugekauft werden soll. Für die Identifikation der poten- Identiﬁkation der
Sub-Providerziellen Sub-Provider und deren Teildienste bestehen grundsätzlich zwei Möglichkei-
ten:
• Der Service Provider kann alle bekannten Sub-Provider direkt kontaktieren. Da-
bei wird entweder direkt gefragt, ob ein Teildienst mit den exakt definierten
QoS-Parametern geliefert werden kann, oder es werden Randbedingungen für
den Teildienst spezifiziert und der Sub-Provider kann daraufhin ein Angebot
vorbereiten und dem Service Provider vorlegen.
• Eine Alternative zu einer direkten Kontaktaufnahme stellt eine Ausschreibung
dar. In der Ausschreibung werden Bedürfnisse und Randbedingungen sowie die
Frist für das Vorlegen des Angebots bekannt gegeben. Die Sub-Provider, die In-
teresse daran haben, können ein Angebot vorbereiten und dem Service Provider
vorlegen.
Im öffentlichen Dienst sind solche Vorgänge gesetzlich geregelt, in vielen Fällen wird
eine öffentliche Ausschreibung gefordert und der minimale Zeitrahmen dafür festge-
legt (siehe [CIO08a], insbesondere [CIO08b]).
In beiden Fällen erfährt der Service Provider, welche Teildienste von welchen Sub-
Providern erbracht werden können und welche QoS-Grenzwerte (in Bezug auf die
erforderlichen Nutz- als auch Managementfunktionalitäten) diese Sub-Provider für ih-
re Teildienste garantieren können. Basierend auf diesen Informationen und eigenen
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Kriterien entscheidet der Service Provider, welche der möglichen Teildienste für die
Diensterbringung miteinbezogen werden sollen und welche QoS-Grenzwerte die Teil-
dienste einhalten sollen, damit dem Endkunden die erwünschte E2E-Dienstgüte zuge-
sichert werden kann.
Normalerweise werden erst nach dem Vorlegen eines Angebotes beim Kunden und
seinem ausdrücklichen Einverständnis dazu zwischen dem Service Provider und sei-
nen Sub-Providern entsprechende Verträge geschlossen. Die Zusicherungen der Sub-
Provider werden in sog. Underpinning Contracts (UCs) festgehalten. Der Service Pro-
vider bestimmt auch, welche zusätzliche (nicht direkt mit den Kundenanforderungen
korrelierende) Managementfunktionalität die Teildienste aufweisen sollen, sowie die
Kommunikationswege zwischen Sub-Providern und u.U. anderen Rollen. Diese Festle-
gungen bilden einen integralen Teil von UCs.
Auch wenn die Kommunikation zwischen Sub-Providern u.U. direkt und nicht über
den SP läuft und/oder die Monitoring- und Reporting-Daten von den Teildiensten
an eine Drittorganisation gegeben werden sollen, wird die Entscheidung darüber im-
mer von der beantragenden SP-Organisation getroffen. Genauso werden vom Service
Provider Vorschriften festgelegt, wie kundenrelevante QoS-Werte aus Sub-Provider-
spezifischen QoS-Werten errechnet werden sollen. Solche Berechnungsvorschriften,
die oft auch als Aggregatfunktionen bezeichnet werden, werden normalerweise auchAggregatfunktion:
Vorschrift zur
QoS-Abbildung
mit dem Kunden abgestimmt und im SLA festgehalten. Weiterhin legt der Service Pro-
vider noch während der Verhandlungsphase alle für die Dienstüberwachung relevan-
ten Parameter fest wie z.B., zwischen welchen Messpunkten welche Messmethoden mit
welcher Häufigkeit zum Einsatz kommen sollen. Dasselbe gilt auch für weitere Aspek-
te, die erst in den späteren Phasen des Dienstlebenszyklus relevant werden wie z.B.,
eine Berechtigung die QoS-Grenzwerte anzupassen oder die Dienstinstanz noch vor
dem ursprünglich vereinbarten Termin abzubestellen.
Bei der Vertragsunterzeichnung mit dem Kunden, bevor UCs abgeschlossen werden,
besteht ein gewisses Risiko, dass die gewählten Sub-Provider die angebotenen Teildien-
ste nicht liefern können, z.B. weil die benötigten Ressourcen bereits für andere Teil-
dienste verwendet wurden. Auf der anderen Seite garantiert der Abschluss einer Reihe
von UCs noch nicht den Vertragsabschluss mit dem Kunden, was zu unnötigen Kosten
beim Service Provider führen kann. Diese Situation wird von SP-Organisationen un-
terschiedlich angegangen. Als eine Alternative zu den zwei o.g. Vorgehensweisen kann
auch ein Abschluss von vorläufigen Verträgen mit den Sub-Providern erfolgen, die
dafür sorgen, dass die benötigten Ressourcen für die entsprechende Teildienste re-
serviert werden; erst nach dem Abschluss eines Vertrages mit dem Kunden werden
daraus richtige UCs, ansonsten können die reservierten Ressourcen freigegeben wer-
den.
Nach dem Vertragsabschluss beginnt die Inbetriebnahmephase. Wie die Provider der
einzelnen Teildienste in dieser sowie in weiteren Phasen des Dienstlebenszyklus mit-
einander arbeiten, ist zu dem Zeitpunkt bereits festgelegt: Die Rollenzuweisung und
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Aufgabenverteilung sowie die Informationen und die Informationskanäle für alle Auf-
gaben in späteren Phasen des Dienstlebenszyklus werden bereits während der Ver-
handlungsphase festgelegt. Viele technische Aspekte, wie z.B. exakte Parameter für
die Zusammenschaltung benachbarter Teildienste (bei optischen Verbindungen wären
das u.a. die Wellenlänge, Multimode/Monomode, Konnektor-Type), werden jedoch erst
während der Inbetriebnahmephase bestimmt. So können evtl. notwendige Anpassun-
gen bei der Zusammenschaltung erfolgen, etwa zur Kostenoptimierung.
Die Inbetriebnahmephase endet typischerweise mit einer Reihe von Abnahmetests,
die in den Verträgen mit den Sub-Provider definiert wurden. Solche Tests sind nicht
Bestandteil des Vertrages mit dem Customer, weil der interne Aufbau des Dienstes vor
ihm so gut wie immer verborgen bleibt. Nachdem alle Teildienste in Betrieb genom-
men und zusammengeschaltet wurden, wird der komplette Dienst getestet. Bei Proble-
men werden Prozeduren gestartet, die die Ursache finden und beheben sollen. Die In-
betriebnahmephase endet mit einem erfolgreichen E2E-Abnahmetest.
Im Betrieb werden sowohl alle Teildienste als auch der komplette Dienst kontinu-
ierlich überwacht. Die Art und Weise des Monitorings (Messmethoden, Messpunkte,
usw.) sowie, wie diese Daten abgeholt und bearbeitet (z.B. aggregiert und mit den
vordefinierten Zielsetzungen verglichen) werden, wird in den Verhandlungs- und In-
betriebnahmephasen festgelegt. Dasselbe trifft auch auf das Reporting und auf die
Managementfunktionalität zur Anpassung im Betrieb und Abbestellung der Dienstin-
stanz zu.
3.5.2. Bewertung der Übertragbarkeit
Bei der Durchführung des technischen Service-Level-Managements im Rahmen hierar-
chischer Organisationsbeziehungen mit allen Providern der Teildienste müssen die in
Abschnitt 2.4.3 als Use Cases erfassten Aktivitäten bewältigt werden. Gleichzeitig zeich-
net sich auch eine Reihe von Abweichungen bei der Umsetzung der Aufgaben ab, die
auf ihre Relevanz für Verkettete Dienste untersucht werden müssen.
So zeigt sich, dass nicht nur die Abbildung der Kundenanforderungen auf die Teildien-
ste, sondern auch die Definition der Rollen und deren Zuweisung sowie die Festlegung
einer Reihe von internen (für den Kunden nicht sichtbaren) Managementfunktionen
bereits in der Verhandlungsphase geschieht. Diese Festlegungen bestimmen dann alle
Prozesse und Interaktionseigenschaften in den darauffolgenden Phasen des Dienstle-
benszyklus.
Die Aufteilung der Planung in zwei Phasen wurde bereits bei Géant2 E2E Links in
Abschnitt 2.3.2 erwähnt, rückt jedoch noch stärker in den Vordergrund. Diese Aspekte
können zwar nicht als technisch relevante Anforderungen betrachtet werden, werden
bei der Erarbeitung der Lösung dennoch berücksichtigt.
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Aus technischer Sicht wird auch eine Alternative zur direkten Abfrage der SP-Domänen
gezeigt – eine Ausschreibung für die benötigten Teildienste. Verglichen mit den ande-
ren im Kapitel 2 besprochenen Methoden räumt diese Möglichkeit wesentlich mehr
Flexibilität den Service Providern ein. Sie erlaubt u.U. ein besseres Angebot für die be-
nötigten Teildienste zu bekommen. Die Kehrseite der Medaille besteht dabei allerdings
im wesentlich höheren Zeitbedarf.
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Obwohl Transportnetze i.a. nicht direkt kundenorientiert sind, ist die zu bewältigende
Problematik sehr ähnlich mit Verketteten Diensten. In diesem Abschnitt wird zunächst
eine Netzbeschreibungstechnik präsentiert, die den Umgang mit der Komplexität des
Problems erst ermöglicht. Weiterhin wird im Abschnitt gezeigt, welche Ansätze für das
domänenübergreifende Monitoring entwickelt wurden. Eine Zusammenfassung der
Ideen, die als Lösungsbausteine der SLM-Architektur wiederverwendet werden kön-
nen, wird wie üblich im Bewertungsteil vorgenommen.
3.6.1. Layering und Partitionierung
Die ITU-T Empfehlung G.805 [ITU00] befasst sich mit der generischen Beschreibung
eines Transportnetzes. Die Beschreibung in dieser Empfehlung geht von verbindungs-
orientierten Transportdiensten aus; eine an die Bedürfnisse verbindungsloser Dienste
angepasste Empfehlung wird von ITU-T als G.809 [ITU03c] spezifiziert. In beiden Emp-
fehlungen werden zwei Techniken – Layering und Partitioning – diskutiert, die im
weiteren Verlauf dieses Abschnittes beschrieben werden.
Die Schichtung (engl.: Layering ) erlaubt es, logische Verbindungen getrennt von den
dafür verwendeten physischen Ressourcen und gewählten Routen zu betrachten. Schich-
tung baut auf dem Client/Service-Konzept auf, dabei wird ein Client-Signal vom Ser-
vice transportiert. Das Client/Service-Konzept ist rekursiv und erlaubt den Aufbau von
mehreren logischen Schichten (engl.: stack of layers). Jede Schicht ist dabei durch eine
Reihe von Eigenschaften charakterisiert, die sich in G.805 auf die Signaleigenschaften
beziehen, wie z.B. die Bandbreite und die Kodierung. Dadurch unterscheidet sich die-
ses Schichtenmodell vom OSI Schichtenmodell (ITU-T X.200 [ITU94a]), in dem Protokol-
le auf anderen (darunter liegenden) Protokollen aufbauen.
Ein so gewähltes Schichtenmodell trägt zur besseren Handhabung einer großen Anzahl
von Signaleigenschaften bei, die durch die Vielfalt der eingesetzten Technologien und
HW-Hersteller zu Stande kommen. Der Zugriff auf die jeweilige Schicht geschieht über
sog. Access Points (APs). Das Schichtenmodell sieht vor, dass alle APs mit denselben
Eigenschaften miteinander verbunden werden können. Um benachbarte Schichten zu
verbinden, führt ITU-T drei Funktionen ein: Adaptation, Termination und Connecti-
on. Diese Funktionen sind dafür zuständig, die Nachrichtenströme zu identifizieren,
die Signaleigenschaften an die Eigenschaften der jeweiligen Schicht anzupassen und
bei bestehender Verbindung den Nachrichtenstrom innerhalb einer Schicht zu trans-
portieren.
Auch wenn die Schichtung die Komplexität der Netzbeschreibung dramatisch redu-
ziert, können in jeder Schicht beliebig komplexe Verbindungen zwischen Elementen
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Figure 5/G.805 − Orthogonal views of layering and partitioning 
5.3.1.1 Application of the partitioning concept 
The partitioning concept is important as a framework for defining: 
a) the network structure within a layer network; 
b) administrative boundaries between network operators jointly providing connections within a 
single layer network; 
c) domain boundaries within a layer network of a single operator to allow the apportioning of 
performance objectives to the architectural components; 
d) routing domain boundaries within the layer network of a single operator; 
e) the part of a layer network or subnetwork that is under the control of a third party for routing 
purposes (e.g. customer network management). 
5.3.1.2 Application of the layering concept 
The layering concept of the transport network allows: 
a) each layer network to be described using similar functions; 
b) the independent design and operation of each layer network; 
c) each layer network to have its own operations, diagnostic and automatic failure recovery 
capability; 
d) the possibility of adding or modifying a layer network without affecting other layer 
networks from the architectural viewpoint; 
e) simple modelling of networks that contain multiple transport technologies. 
Abbildung 3.19.: Layering and Partitioning [ITU00]
dieser Schicht existieren. Um auch diese Komplexität zu reduzieren, wird vorgeschla-
gen, logisch zusammenhänge den Komponenten zu Subnetzen bzw. Partitionen zu-
sammenzufassen (siehe Abbildung 3.19).
Somit besteht ein Layer Network aus einer Reihe miteinander verbundener Sub-Netze.
Die Zugriffspunkte zu dem Layer Network werden als Access Groups und die zu den
Sub-Netzen als Ports referenziert. Einzelne Sub-Netze werden an ihren Ports über
Links verbunden. Sub-Netze können bei Bedarf weiter verfeinert (partitioned ) werden
(siehe Abbil ung 3.20). Der P rtitioning-Prozess ka n ähnlich wie L yering r kursiv
angew dt werden bis ein Netz nur a s Ele enten besteht, die nicht mehr weiter
verfeinert werden können (siehe Abbildung 3.21).
Weiterhin wird i G.805 das Ko zept der Partitioni ung auch auf einzelne Links
übertragen (siehe Abbildung 3.22). D b i beschränkt sich die Empfehlung auf eine
feingranulare Aufteilung der verfügbaren Bandbreite, damit den einzelnen Verbindun-
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  ITU-T G.805 (03/2000)  17
A layer network
National part subnetwork International part subnetwork
Local part subnetwork in a
national part subnetwork
Transit part subnetwork in a
national part subnetwork  
Figure 6/G.805 − Partitioning of layer networks and subnetworks Abbildung 3.20.: Partitionierung von Layer Network [ITU00]
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Abbildung 3.21.: Rekursive Partitionierung [Khu06]
gen nur ein Anteil und nicht die komplett verfügbare Bandbreite zugewiesen werden
kann. Auf der anderen Seite sagt die G.805 Empfehlung, dass es auch möglich sein soll,
die kleineren Kapazitäten für eine Verbindung mit einem größeren Bandbreitenbedarf
zu bündeln.
 
 ITU-T G.805 (03/2000) 20
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Component link  









Figure 10/G.805 − Serial partitioning of a link 
5.3.3 Layering concept 
The transport network can be decomposed into a number of independent layer networks with a 
client/server relationship between adjacent layer networks. A layer network describes the generation, 
transport and termination of a particular characteristic information. 
The layer networks which have been identified in the transport network functional model should not 
be confused with the layers of the OSI Model (ITU-T X.200). An OSI layer offers a specific service 
using one protocol among different protocols. On the contrary, each layer network (in this 
Recommendation) offers the same service using a specific protocol (the characteristic information). 
5.3.3.1 Client/server relationship 
The client/server relationship between adjacent layer networks is one where a link connection in the 
client layer network is supported by a trail in the server layer network. 
The concept of adaptation is introduced to describe how the client layer network characteristic 
information is modified so that it can be transported over a trail in the server layer network. From a 
transport network functional viewpoint therefore the adaptation function falls between the layer 
networks. All the reference points belonging to a single layer network can be visualized as lying on a 
single plane as illustrated in Figure 2. (Example layer network bounded by access groups.) This is 
the reason why there is not the same concept of contiguous layer boundaries in the transport network 
model as in the OSI protocol reference model. 
The client/server relationship can be a one-to-one, many-to-one or one-to-many relationship. The 
one-to-one relationship represents the case of a single client layer link connection supported by a 
single server layer trail.  
Abbildung 3.22.: Link Partitioning [ITU00]
Bei diesem Konzept signalisieren Compound Links die Existenz der Verbindung zwi-
schen zwei Ports sowie beinhalten mindestens einen Component Link. Erst mit diesen
Component Links werden die unterstützten Eigenschaften assoziiert.
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3.6.2. Tandem Connection Monitoring
Ohne zu tief in technologiespezifische Details von optischen Transportnetzen zu ge-
hen, werden in diesem Abschnitt zwei Methoden für die Verbindungsüberwachung
vorgestellt, die in der ITU-T Empfehlung G.709/Y.1331 "Interfaces for the Optical Trans-
port Network (OTN) " [ITU03b] spezifiziert sind. 
44 ITU-T Rec. G.709/Y.1331 (03/2003) 
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Figure 15-16/G.709/Y.1331 − Example of nested and cascaded ODUk monitored connections 
Overlapping monitored connections as shown in Figure 15-17 (B1-B2 and C1-C2) are also 
supported. 
G.709/Y.1331_F15-17
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Figure 15-17/G.709/Y.1331 − Example of overlapping ODUk monitored connections 
Abbildung 3.23.: Nested and cascaded monitored connections [ITU03b]
In der Empfehlung wird unter anderem eine Methode spezifiziert, wie die Monitoring-
Informationen In-Band (d.h. zusammen mit den Nutzdaten) zwischen den Kompo-
nenten des Netzequipments ausgetauscht werden können. Dabei wird – durch den
Headeraufbau bedingt – die gleichzeitige Überwachung von bis zu 6 Teilstrecken er-
möglicht.
Neben der Überwachung von aneinander angeschlossenen Teilstrecken, die als cas-
caded monitored connections referenziert wird, werden in G.709 zwei komplexere
Modelle für Tandem Connection Monitoring (TCM) unterstützt. Bei den sog. nested
monitored connections können die überwachten Teilstrecken ineinander verschachtelt
sein (siehe Abbildung 3.23). Sollen die Überwachungsstrecken einander nur teilweise
überlappen, so spricht man von overlapping monitored connections (siehe Abbildung
3.24).
Unabhängig von Anordnungsmöglichkeiten zwischen allen überwachten Teilstrecken
ist jede TCM-Teilstrecke durch zwei Access Points an den Endpunkten definiert. In
G.709 werden die APs durch eindeutige numerische Bezeichner identifiziert, die in-
nerhalb ihres Layer global eindeutig sein sollen. Der genaue Aufbau von IDs in G.709
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Overlapping monitored connections as shown in Figur  15-17 (B1-B2 and C1-C2) are also 
supported. 
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Figure 15-17/G.709/Y.1331 − Example of overlapping ODUk monitored connections Abbildung 3.24.: Overlapping monitored connections [ITU03b]
ist protokollspezifisch und wird an dieser Stelle nicht beschrieben. Die sich in Multi-
Domain Umgebungen etablierten Identifikationsmöglichkeiten werden später im Ab-
schnitt 3.9 beschrieben.
3.6.3. Bewertung der Übertragbarkeit
Auch wenn das Schichtenmodell von G.807/G.809 auf die Problematik von Verketteten
Diensten nicht direkt übertragbar ist, kann ein ähnliches Vorgehen bzgl. den QoS-
Parametern angewendet werden. So kann die Ableitung der kundenspezifischen E2E-
Dienstgütewerte in folgende Schritte aufgeteilt werden: Zunächst müssen die techno-
logiespezifischen QoS-Parameter einzelner SP-Domänen durch geeignete Maßnahmen
homogenisiert werden. Erst aus den homogenisierten QoS-Werten der einzelnen Teil-
strecken kann mit Hilfe der Aggregatfunktion(en) der E2E-Wert berechnet werden.
Dieser kann anschließend zu einer kundenspezifischen Darstellung konvertiert wer-
den.
Das in G.805 präsentierte Partitionierungskonzept ermöglicht die Beschreibung eines
globalen Netzes als ein Zusammenschluss von Netzen. Da SP-Domänen autonome Net-
ze betreiben, ließe sich das Konzept auch auf Verkettete Dienste übertragen. Das Kon-
zept lässt zu, die Verantwortungsbereiche anhand deren Verbindungspunkten (Ports)
und den Verbindungen zwischen Ports zu beschreiben. Dadurch wird es möglich, vom
Innenaufbau eines Netzes zu abstrahieren. Weiterhin kann bei dieser Beschreibungs-
art eines Verantwortungsbereiches auch ein Zusammenschluss mehrerer SP-Provider
128
3.6. SLM in Transportnetzen
verschattet werden, wodurch die Mischung aus hierarchischen und heterarchischen
Kooperationsformen ermöglicht wird.
Interessant ist auch die Technik zur Beschreibung der Verbindungen zwischen ein-
zelnen Ports. Die zweischichtige Aufteilung in Component und Compound Links
kann ohne weiteres für die Beschreibung einzelner Teilstrecken übernommen wer-
den. Dabei können Compound Links als Indikatoren einer prinzipiellen Verbindungs-
möglichkeit dienen, mit den Component Links können unterschiedliche für diese
Teilstrecke mögliche QoS- und Managementeigenschaften assoziiert werden. Die "Be-
schriftung" der Links, die Ports miteinander verbinden, muss jedoch an die Bedürf-
nisse Verketteter Dienste angepasst werden. Das trifft auch für die Benennung ein-
zelner Verbindungspunkte zu. Eine Übersicht über die etablierten Identifizierungs-
möglichkeiten in Multi-Domain Umgebungen kann im Abschnitt 3.9 gefunden wer-
den.
Von den Monitoring-Techniken stellt die Cascaded Monitored Connections, bei der
ausschließlich jede involvierte Teilstrecke von der diese Teilstrecke erbringenden SP-
Domäne überwacht wird, die einfachste und fast immer mögliche Variante dar. Sollten
alle Teilstrecken überwacht werden, dann kann durch eine geeignete Aggregatfunkti-
on aus den individuellen Zuständen der entsprechende E2E-Wert berechnet werden.
Bei den Ausfällen einzelner Überwachungsstrecken wird das allerdings bedeuten, dass
der E2E-Wert nicht berechnet werden kann, wodurch auch Overlapping Monitored
Connections interessant wird. Dies kann allerdings mit Problemen sowohl techni-
scher als auch organisatorischer Natur verbunden sein, weil bei Overlapping Moni-
toring zwischen den – i.A. nicht direkt benachbarten – SP-Domänen Überwachungs-
informationen ausgetauscht werden müssen. Da die SP-Domänen nicht unbedingt di-
rekt benachbart sind, kann diese Art der Überwachung allein wegen zu niedriger
Vertrauensbeziehungen zwischen den Domänen scheitern. Aus technischer Sicht setzt
eine Umsetzung dieser Monitoring-Strategie den Austausch technologiespezifischer In-
formationen sowie die aufwendigen Synchronisierung der Informationen voraus. Aus
diesem Grund wird im Lösungsteil ausschließlich das Cascaded Monitoring betrachtet,
das Overlapping Monitoring bleibt allerdings als eine Erweiterung interessant (siehe
Kapitel 10).
Bei der Überwachung wird die Identifizierung einzelner Überwachungsabschnitte be-
nötigt, um z.B. bei Ausfällen das Fehlermanagement gezielt in der betroffenen Domäne
starten zu können. Weiterhin sollen die Monitoring-Informationen zeitlich miteinan-
der synchronisiert werden. Eine In-Band Übertragung einzelner Messwerte ist zwar
sehr exakt und autosynchronisiert, muss allerdings in das jeweilige Übertragungspro-
tokoll integriert werden, was ihre Erweiterungsfähigkeit deutlich mindert. Alternativ
dazu können die Monitoringinformationen mit Zeitstempeln (engl.: time stamps) ver-
sehen werden, oder – wie das z.B. bei der Überwachung von Géant2 E2E Links gemacht
wird (siehe Abschnitt 2.3.2) – durch das gleichzeitige Polling der Domäneninformatio-
nen realisiert werden. Im ersten Fall wird eine Uhren-Synchronisation der beteiligten
Domäne benötigt, was in der Multi-Domain Umgebung allein aus organisatorischen
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Gründen sehr schwierig sein kann. Deswegen wird an der Stelle für eine Synchronisa-
tion durch eine zentrale Monitoring-Instanz entschieden. Wie die Monitoring-Instanz
die Informationen bekommt – hier ist gemeint durch push, pull oder deren Kom-
bination – soll beim Routing entsprechend den Kundenanforderungen entschieden
werden. In Bezug auf den Übertragungskanal für die Monitoring-Informationen wird
hier für die Out-of-Band Kommunikation entschieden, da die In-Band-Kommunikation
insbesondere bei der beliebig großen Anzahl der überwachten QoS-Parameter weniger




Moderne Netze sind wegen ihrer Vielfältigkeit und Heterogenität sehr komplexe und
daher auch schwer zu managende Systeme. Die Zusicherung der Dienstgüte ist da-
durch auch innerhalb einer einzelnen administrativen Domäne eine Herausforderung.
Um die Komplexität in den Griff zu bekommen, wurde eine Reihe von Techniken ent-
wickelt, die in diesem Abschnitt präsentiert werden.
Zunächst wird erklärt, wie ein zu managendes Objekt durch eine Management In-
formation Base (MIB) beschrieben und verwaltet werden kann. Dem folgt eine Be-
schreibung der möglichen Anordnungsformen zwischen den zu managenden Objek-
ten und ihren Managern. Anschließend werden einige Aspekte des Traffic Enginee-
rings und der dabei zu bewältigenden Herausforderungen diskutiert, die für die QoS-
Zusicherung in Single-Domains eine wichtige Rolle spielen. Der Abschnitt schließt mit
der üblichen Bewertung der Übertragbarkeit der diskutierten Ansätze auf Verkettete
Dienste.
3.7.1. Management durch MIB-Zugriﬀ
In einem Netz werden die tatsächlich verfügbare Funktionen in physischen Kom-
ponenten realisiert. Durch die Vielfalt der proprietären Technologien und oft auch
Hersteller-spezifischen Realisierungen von Standards weisen diese Komponenten einen
sehr hohen Grad an Heterogenität auf.
Von ISO/OSI eingeführt und durch andere Standardisierungsgremien, wie z.B. OMG
und IAB (Internet Activity Board ), getrieben hat sich die Idee durchgesetzt, Netz-
komponenten als Managementobjekte (engl.: Managed Objects, MOs) zu betrachten
und sie generisch anhand ihrer Eigenschaften und Managementfunktionen zu be-
schreiben. Dabei stellen Managementobjekte "die (Abstraktion der) Charakteristika
von Ressourcen dar, auf denen das Management operiert"[HAN99]. Die Menge der
von einem Manager- oder Agentensystem verwalteten MOs wird als Management In-
formation Base (MIB) bezeichnet. Um Management-Interoperabilität gewährleisten zu
können, sind die MIB selbst und das Interface zu ihr (sog. MIB Access Interface)
standardisiert; die Entscheidung über die konkrete Realisierung in der realen Res-
source kann proprietär gestaltet und dem jeweiligen HW-Hersteller überlassen wer-
den.
Um in diesem Modell (siehe Abbildung 3.25) eine Ressource zu managen, muss sich
ein Operator oder eine Applikation zunächst über das User Interface an einen sog.
Manager wenden. Darauf schickt der Manager über ein Management Protocol einen
entsprechenden Befehl entweder direkt an das zu managende Objekt oder an einen
Management-Agent. Über das MIB Access Interface geschieht dann der Zugriff auf die
entsprechende MIB. Diese Zugriffsmethode eignet sich sowohl für die Veränderung
der MO-Einstellungen als auch für die reine Überwachung (Monitoring).
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Abbildung 3.25.: Management durch MIB-Zugriff [HAN99]
3.7.2. Manager und Ressourcen, Anordnungsformen
Auch wenn der Managementzugriff von einer Applikation auf ein MO wie in dem
vorherigen Abschnitt klar definiert ist, bestehen immer noch unterschiedliche Zu-
ordnungsmöglichkeiten, welche Ressourcen von welchen Managern verwaltet und
wie diese Manager-Einheiten miteinander verbunden sein können. Die Abbildung
3.26 präsentiert eine Reihe von möglichen Anordnungen zwischen Managementsys-
temen.
Die einfachste Anordnungsform stellt das Central Management dar. Dabei werden alle
zu verwaltenden Ressourcen von einem einzigen Manager verwaltet. Der Manager ist
dann auch für alle unterstützten Managementaufgaben zuständig.
Eine etwas komplexere Zuordnung bietet Multipoint Control. Bei dieser Anordnung
werden Ressourcen nach unterschiedlichen (z.B. topologischen oder funktionalen) Kri-
terien zu Gruppen zusammengefasst, die jeweils von einem Manager verwaltet wer-
den. Der Manager ist in diesem Fall auch für alle Funktionen zuständig, die von den
verwalteten Ressourcen unterstützt werden. Die Anzahl von verwalteten Ressourcen
pro Manager ist nicht definiert, somit kann im Extremfall ein Manager für eine einzi-
ge Ressource zuständig sein.
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Abbildung 3.26.: Anordnungsformen von Managementsystemen und überwachten Res-
sourcen [HAN99]
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Falls bei der Erfüllung der Managementaufgaben eine Koordination zwischen mehre-
ren Managern erwünscht ist, können sie miteinander verbunden werden. Dabei sind je
nach Kooperationsschema das Multicenter Control oder das Hierarchical Management
denkbar. Das Manager-of-Manager -Konzept ist rekursiv und geeignet das hierarchische
Management mit mehr als zwei Stufen zu bauen.
Bei den vier bereits beschriebenen Formen ist die Zuordnung zwischen einer Res-
source und dem sie verwaltenden Manager eindeutig. Es kann aber auch sein, dass
mehrere Manager für eine Ressource zuständig sind. Diese Form wird als Network
of Manager bezeichnet. Die Gründe für eine solche Anordnung können verschieden
sein. So können unterschiedliche Manager, die ein und dieselbe Ressource verwal-
ten, für unterschiedliche Managementaufgaben zuständig sein. Weiterhin kann diese
Anordnung für eine bessere Robustheit auf Ausfälle einzelner Manager verwendet
werden.
3.7.3. Bottlenecks und Traﬃc Engineering
Ein Netz zeichnet sich unter anderem auch durch eine Vielzahl der möglichen We-
ge aus, auf denen Kommunikation zwischen zwei Knoten stattfinden kann. Die Wahl
dieser Wege kann auch in einem einfachen Netz entscheidend für die Dienstgüte der
Verbindungen sein. In der Abbildung 3.27 ist ein einfaches Beispiel mit drei mögli-
chen Wegen zwischen Knoten A und C dargestellt. Die Routenwahl, die z.B. mit dem
OSPF Algorithmus anhand der Gewichte getroffen wird, würde alle drei Verbindun-
gen auf dem Weg ABC leiten. Ein Ausfall einer der Teilstrecken würde dann alle drei
Verbindungen beeinträchtigen, was – bezogen auf die Anforderungen dieser Arbeit –
eine schlechte Robustheit bedeutet.
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Abbildung 3.27.: Traffic Engineering [Pav07]
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Ein weiterer Aspekt der lokalen Optimierung ist die Entstehung von unabsichtlichen
Bottlenecks. Betrachtet man die Gewichte in der Abbildung gleichzeitig auch als De-
lays, so wird durch das Routing aller drei Verbindungen über ABC-Strecke der einzi-
ge Weg mit dem Delay 2 belegt. Würde jetzt eine weitere Verbindung benötigt, die
außerhalb der Bandbreite noch die Anforderung "Delay <= 2 stellt", so wird es un-
möglich diese zu schalten. Diese Situation würde dann – wieder übertragen auf die
Anforderungen dieser Arbeit – sich in einer schlechten Skalierbarkeit bzgl. Anzahl der
Verbindungen widerspiegeln.
Diese und ähnliche Probleme werden im Rahmen des Traffic Engineerings, das in der
Telekommunikationsbranche sehr stark eingesetzt wird, durch eine geeignete Vertei-
lung der Verkehrsströme auf unterschiedliche Wege gelöst. Im Falle von E2E-QoS spielt
die Erfüllung der Zusicherungen auf dem Wege eine entscheidende Rolle. Im Beispiel
der Abbildung 3.27 würde das zu einer Verteilung der Delay-toleranten Verbindun-
gen auf die Wege ADEC, ABC- und AFGC führen. Um Pakete einer Verbindung über
die ihr zugewiesene Route zu leiten wird häufig MPLS eingesetzt. Für die eigentliche
Bestimmung der Route wird z.B. in [Pav07] vorgeschlagen, die Gewichtung einer Ver-
bindung zwischen je zwei Knoten umgekehrt proportional zu deren Restkapazität zu
definieren. Damit kann auch der Einsatz von OSPF auf dem Graphen mit veränderten
Gewichten zu dem erwünschten Ergebnis führen.
3.7.4. Bewertung der Übertragbarkeit
Eine Standardisierung der Objektbeschreibung sowie der Kommunikationsschnittstel-
le hat sich durchgängig etabliert. Auch wenn der Dimensionsunterschied zwischen
einem MO und einer SP-Domäne sehr groß ist, existiert auch eine Reihe von Par-
allelen. So können für die Realisierung eines Services in den SP-Domänen genauso
wie bei Managementobjekten unterschiedliche Technologien zum Einsatz kommen.
Die Beschreibung eines Services ist dadurch aber nicht beeinträchtigt und kann wie
bei MOs in einer Form generischer Domain-MIBs geschehen. Bei den Funktionen, die
auf einer Domain-MIB aufgerufen werden, muss jedoch berücksichtigt werden, dass
sie sich auf eine unabhängige Organisation mit Entscheidungsfreiheit beziehen. Das
bedeutet vor allem, dass bei der Kommunikation mit einer SP-Domäne keine Befeh-
le, sondern ausschließlich Anfragen geschickt werden dürfen, die diese SP-Domäne
ihrerseits auch zurückweisen darf.
Stellt man sich die SP-Domänen an der Stelle von Ressourcen aus dem Abschnitt 3.7.2
vor, dann kann man die Anordnungskonzepte auf die Szenarios aus dem Kapitel 2
übertragen. Z.B. das Domain-/Interdomain Manager Konzept aus DCN entspricht dem
Hierarchical Management. Die Konzepte Multicenter Control und Network of Manager
kommen in den Szenarios allerdings nicht vor. Es gibt unterschiedliche Einflussfakto-
ren, wie z.B. die Anzahl und Kooperationsform der beteiligten SP-Domänen, oder auch
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die Managementaufgabe, die die Wahl einer der möglichen Anordnungen Szenario-
spezifisch beeinflussen können. Für den Lösungsteil bedeutet das, dass keine Voraus-
wahl der Anordnungsform getroffen werden kann. Um beliebige Anordnungsformen
unterstützen zu können, muss es bei Routing möglich sein, die Kommunikationswe-
ge für unterschiedliche Aufgaben zu definieren (vergleiche dazu auch entsprechende
Diskussionen in Abschnitten 3.4 und 3.5).
Die im Abschnitt 3.7.3 angesprochenen Probleme, die durch lokale Optimierung auf-
treten können, sind auch auf die Multi-Domain Situation übertragbar. Die lokale Opti-
mierung hat zwar auf die Erfüllung der E2E-QoS keinen negativen Einfluss, kann aber
die Skalierbarkeit in Bezug auf die Anzahl der Verbindungen deutlich beeinträchtigen.
Das angesprochene Traffic Engineering ist zwar darauf ausgerichtet, solche Probleme
in den Griff zu bekommen, erfordert dafür aber eine Fülle an Informationen, wie z.B.
Netztopologie und Auslastungsdaten, die von SPs grundsätzlich als sicherheitsrelevant
und sensitiv betrachtet werden. Deswegen muss im Lösungsteil ein Weg gefunden
werden, um bei der Wahl der Route solche Aspekte zu berücksichtigen, ohne zu viele
sensible Informationen von den SP-Domänen abzufragen.
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3.8. Informationssysteme in Multi-Domain Umgebungen
Die Erbringung von Verketteten Diensten erfordert eine enge Kooperation der beteilig-
ten SP-Domänen. Das macht ein System zum Informationsaustausch zwischen diesen
Domänen zu einem essentiellen Teil der Lösung. In diesem Abschnitt werden daher
zwei Multi-Domain Informationssysteme besprochen, die sich im Laufe der Jahre als
sehr robust und skalierbar erwiesen haben.
3.8.1. World Wide Web (WWW)
Das World Wide Web (WWW) wird von vielen in seiner Bedeutung mit dem Internet
gleichgestellt. Die auf den sog. Webservern gespeicherte Informationsinhalte (Websei-
ten) können über HTTP (definiert in RFC 1945 [BFF96] und RFC 2616 [FGM+99]) oder
HTTPS (definiert in RFC 2818 [Res00]) Protokolle prinzipiell von überall in der Welt
abgefragt werden.
Informationsinhalte im Web kann man als relativ statisch betrachten, da im Vergleich
mit der Anzahl der Lesezugriffe diese Inhalte i.a. relativ selten verändert werden.
Die Veränderung der Inhalte kann sowohl vom Eigentümer der Webseite und/oder
Webserver mit der Hilfe des Filesystems als auch – falls das erlaubt wurde – durch
die HTTP-Befehle PUT und DELETE von den Web-Teilnehmern durchgeführt werden.
Die Situation, dass auf eine Webseite gleichzeitig mehrere Web-Teilnehmer zugrei-
fen können, kann zu Skalierungsproblemen führen, was bei populären Webseiten
oft auch der Fall ist. Um dieses Problem zu umgehen, wurde eine Reihe von Tech-
niken entwickelt, die die Belastung eines einzelnen Webservers wesentlich reduzie-
ren.
Als erstes sei hier das Browsercaching erwähnt, das die Vorratsspeicherung der zuvor
abgefragten Seiten erlaubt. Der HTTP-Befehl HEAD ermöglicht es dann, die Gültigkeit
der lokal abgespeicherten Inhalte mit der "Master-Kopie" auf dem Webserver zu verglei-
chen. Die dadurch erreichte Entlastung kommt nicht nur dem eigentlichen Webserver
zugute, sondern auch den Netzen, die die Kommunikation mit dem Webserver reali-
sieren.
Das Browsercaching, das bei selten veränderbaren Webseiten gute Ergebnisse erzielt,
kann bei den dynamischen Seiten, die z.B. Nachrichten oder Börsendaten darstellen,
nur geringfügig helfen. Weiterhin schafft das Caching auch für mehrere Zugriffe sei-
tens unterschiedlicher Nutzer keine Abhilfe. Um auch diese Situation in den Griff zu
bekommen, wird das sog. Server Load Balancing (SLB) betrieben. Bei SLB werden
die Daten redundant auf mehreren Webservern gespeichert und die Client-Anfragen
auf diese Server ausgeglichen verteilt. Für die Verteilung können unterschiedliche
Techniken angewendet werden, wie z.B. DNS based SLB. Der DNS-Server sorgt dabei
dafür, dass die URL des Webservers auf die IP-Adresse eines der redundanten Server
abgebildet wird.
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Während Load Balancing sowohl eine Skalierbarkeit in Bezug auf die Anzahl der Cli-
ents und die Anfragerate als auch die bessere Robustheit gegen Serverausfälle mit sich
bringt, muss auch eine Reihe von klassischen Problemen der redundanten Datenhal-
tung behandelt werden. In erster Linie gehört dazu die Gewährleistung der Konsistenz
von Informationen auf den betroffenen Servern. Am Beispiel eines Online-Shops kann
man es sich so vorstellen, dass die während der Verbindung mit einem Server in den
Warenkorb gelegten Sachen auch bei der Umleitung der Verbindung zu einem ande-
ren Webserver weiterhin verfügbar sein sollen. Das Auftreten und Behandeln solcher
Probleme ist zwar nicht Bestandteil dieser Arbeit, diese müssen jedoch bei der Wahl
der Komponenten und bei der Aufteilung der Zuständigkeitsbereiche berücksichtigt
werden.
3.8.2. Domain Name System (DNS)
Eine weitere Form eines Multi-Domain Informationssystems stellt das Domain Name
Service (DNS) dar. Das in RFC 1034 [Moc87c] und RFC 1035 [Moc87d] definierte DNS-
System, dessen Aufgabe in der Übersetzung zwischen nutzerfreundlichen Webadres-
sen (URLs) und IP-Adressen besteht, wird im Vergleich mit Webservern in WWW mit
neuen Herausforderungen konfrontiert. Gleichzeitig mit der enormen Anzahl der Cli-
ents und der Kommunikationsdichte muss das DNS-System auch entsprechend große
Mengen an Datensätzen verwalten können. Die Datensätze beziehen sich zudem auf
mehrere administrative Domänen.
Um diese Aufgabe zu bewältigen, reicht die vergleichsweise einfache Replikation der
Server mit dem Load Balancing nicht mehr aus. Die Abhilfe in dieser Situation schafft
eine Aufteilung des gesamten Datenraumes in Zuständigkeitsbereiche (sog. Zones).
Jede Zone (siehe Abbildung 3.28) umfasst einen Teil des hierarchisch angeordneten
Adressraumes und bezieht sich i.A. auf mehrere organisatorische Domänen. Für jede
dieser Zone ist eine Reihe von DNS-Servern zuständig, von denen einer die sog. Master -
Rolle übernimmt. Alle weiteren sog. Slave-Server beinhalten nur die Kopie der Master-
Datensätze und tragen dadurch zu einer besseren Lastverteilung und Ausfallsicherheit
bei. Die Aufrechterhaltung der Datenkonsistenz bei Veränderungen wird durch den
sog. Zonentransfer gewährleistet, bei dem eine Kopie der Master-Datensätze an die
DNS Slave-Server übermittelt wird.
Die Aufteilung des ganzen Raumes auf Zonen verteilt zwar die gesamte Last auf meh-
rere DNS-Server, erfordert allerdings, dass jede Client-Anfrage für die Adressenumset-
zung den für diese Adresse zuständigen DNS-Server erreicht. Bei der Menge der Zonen
und den dafür zuständigen DNS-Servern ist es nicht zumutbar, dass jeder Client jeden
DNS-Server (d.h. dessen IP-Adresse) kennt. Weiterhin können sich die Zonenaufteilung
sowie die Zuständigkeit der Server für eine Zone mit der Zeit ändern. Abhilfe hier-
für schafft die baumartige Anordnung der DNS-Server, die der Adressaufteilung auf
Zonen entspricht. Dabei müssen alle DNS-Server ihre "Eltern" und "Kinder" im Baum
kennen, damit die Client-Anfrage den zuständigen DNS-Server erreicht. Dabei werden
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Abbildung 3.28.: Domain Name Space [WIK08]
zwei Methoden unterstützt. Der Client kontaktiert zuerst immer einen DNS-Server.
Falls der DNS-Server für die angeforderte Adresse nicht zuständig ist, "wandert" bei
der sog. rekursiven Namensauflösung die Client-Anfrage von einem DNS-Server zu
einem anderen im Baum, bis sie den zuständigen Server erreicht. Die Antwort wird
auf demselben Weg zurückgeschickt. Die rekursive Namensauflösung kann allerdings
zu Abbrüchen wegen Zeitüberschreitung führen. Als Alternative kann der DNS-Server
dem Client die Adresse des nächsten Server im Baum mitteilen. Der Client kontaktiert
dann diesen, um die benötigte Adresse zu erfahren. Die letztere Methode erlaubt dem
Client sein Wissen über DNS-Server sozusagen dynamisch zu erweitern und somit auf
die benötigten Informationen zuzugreifen.
Auch wenn die Aufteilung des Namensraumes in Zuständigkeitsbereiche (Zonen) die
Last auf die einzelnen DNS-Server deutlich reduziert, wird auch hier verstärkt das Ca-
ching eingesetzt. Dabei wird das Caching nicht nur bei den eigentlichen Clients, son-
dern auch bei den DNS-Servern selbst eingesetzt. Für den Client wirkt es sich durch die
verkürzte Antwortzeit aus; bei den DNS-Providern trägt es dazu bei, die Kommunikati-
on zwischen den DNS-Servern unterschiedlicher Zonen zu reduzieren.
Während Organisationen für die eigene Webpräsenz relativ leicht einen eigenen Webser-
ver aufstellen können, werden DNS-Server – sowohl wegen ihrer Komplexität als auch
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wegen deren Bedeutung für die Erbringung von anderen kundenorientierten Diens-
ten – grundsätzlich von darauf spezialisierten Service-Providern betrieben, die eine
Reihe von strengen Auflagen erfüllen müssen.
3.8.3. Bewertung der Übertragbarkeit
Die Techniken, die in diesem Abschnitt besprochen wurden, kann man grob in Domain-
interne (von außen nicht sichtbare) und Multi-Domain-Techniken unterteilen. Bei den
besprochenen Domain-internen Techniken sind vor allem der Einsatz von redundan-
ten Servern für einen Domain-Dienst sowie das "Verstecken" dieser Server hinter ei-
nem Load Balancer von Bedeutung. Dies erlaubt die Skalierung und Robustheit eines
Dienstes wirksam zu steigern. Dieses Vorgehen ist höchst ausgereift. Deswegen wird
in dieser Arbeit ausschließlich von Diensten gesprochen und deren Verteilung auf
mehrere Rechner als bei-Bedarf-möglich angenommen.
Von den Multi-Domain Ansätzen sollen zunächst das Caching und die damit eng ver-
bundenen Aktualitätsabfragen erwähnt werden. Diese Techniken tragen sehr stark zur
Erhöhung der Skalierbarkeit bei. Die Effektivität des Caching hängt allerdings sehr
stark von den Häufigkeit der Datenabfragen und der Datenänderungen ab.
Am Beispiel von DNS sieht man auch, dass bei sehr großen Datenmengen eine Auftei-
lung in Verantwortungsbereiche sinnvoll sein kann. Dabei zeichnet sich der Trend ab,
dass komplexe Dienste wie DNS – im Gegensatz zu relativ einfachen Webservern – von
externen, extra darauf spezialisierten Organisationen erbracht werden.
Weiterhin scheint auch die in DNS umgesetzte Technik zur dynamischen Wissenser-
weiterung (Herausfinden des DNS-Servers, der für die erforderliche Adresse zuständig
ist) für den Einsatz in einer Multi-Domain Umgebung vielversprechend. Besonders
in Umgebungen mit einer unbestimmten bzw. variierenden Anzahl von beteiligten
SP-Domänen kann diese Technik sehr hilfreich sein.
Lehrreich ist auch die Erfahrung mit der rekursiven Namensauflösung. So kann die
Delegation der Aufgabe an einen anderen Server zwar die gestellte Anfrage lösen, aber
führt u.U. zu Timeouts und einer gewissen Unwissenheit des Anfragestellers während
der gesamten Zeit (vergleiche dazu auch die Diskussion über Source Routing und
Routing-by-Delegation im Abschnitt 3.2).
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3.9. Global eindeutige IDs
Damit die bei der Diensterbringung beteiligten SP-Domänen in der Lage sind, benö-
tigte Objekte eindeutig zu referenzieren, werden global-eindeutige IDs erforderlich.
In diesem Abschnitt werden deshalb bewährte Ansätze zur Identifikation in Multi-
Domain Umgebungen besprochen. Im Bewertungsteil dieses Abschnitts werden die
Stärken und Schwächen der jeweiligen Ansätze zusammengefasst.
3.9.1. Telefonnummerraum
Telefonnummern stellen wohl das bekannteste Beispiel von global eindeutigen IDs
dar. Die ITU-T Empfehlung E.164 [ITU05] definiert Strukturierungsmöglichkeiten von
Nummern für vier Kategorien: geographische Gebiete, globale Dienste, Netze und
Ländergruppen. Die Struktur aller vier Kategorien ist sehr ähnlich aufgebaut und
unterscheidet sich lediglich durch die Anzahl und die Größe der Nummernblöcke.
Die Strukturierung nach geographischen Gebieten ist in der Abbildung 3.29 darge-
stellt.
 
8 ITU-T Rec. E.164 (02/2005) 
TSB  Telecommunication Standardization Bureau 
UIFN  Universal International Freephone Number 
6 International E.164-number structure 
This clause identifies four different structures for the international E.164-number: 
• International E.164-number for geographic areas. 
• International E.164-number for global services. 
• International E.164-number for Networks. 
• International E.164-number for Groups of Countries. 
6.1 International E.164-number length 
The ITU-T recommends that the maximum number of digits for the international geographic, global 
services, Network and Groups of Countries applications should be 15 (excluding the international 
prefix). Administrations are invited to do their utmost to limit the digits to be dialled to the degree 
possible consistent with the service needs. 
6.2 Structure of the international E.164-number 
6.2.1 The international E.164-number for geographic areas (Figure 1) is composed of a variable 
number of decimal digits arranged in specific code fields. The international E.164-number code 
fields are the Country Code (CC) and the National (Significant) Number N(S)N. 
Figure 1 shows the international E.164-number structure for geographic areas. 
 
Figure 1/E.164 – International E.164-number structure for geographic areas 
6.2.2 The international E.164-number for global services (Figure 2) is composed of decimal 
digits that vary depending on the specific service. The international service number code fields are 
the 3-digit country code for global services and the Global Subscriber Number (GSN). 
Figure 2 shows the international E.164-number structure for global services. The use of this format 
is service specific and is dependent on the numbering requirements as detailed in the appropriate 
Recommendation, e.g., ITU-T Rec. E.169 – Application of Recommendation E.164 numbering plan 
for universal international freephone numbers for international freephone service. 
Abbildung 3.29.: Number structure for geographic areas [ITU05]
Interessant ist vor allem, dass eine global eindeutige Nummer aus mehreren Teilen
besteht. Dabei wird jeder dieser Teile von unterschiedlichen Regulierungsbehörden de-
finiert. Während Ländercodes von Telecommunication Standardization Bureau (TSB)
verwaltet werden, ist die Verwaltung des Nummernraumes in jedem Land durch eine
Behörde dieses Landes vorgesehen. In Deutschland wird diese Rolle von der Bundes-
netzagentur für Elektrizität, Gas, Telekommunikation, Post und Eisenbahnen, kurz
Bundesnetzagentur (BNetzA), ausgeübt. Die ITU-T Empfehlung beschreibt für den Län-
derteil lediglich einige Aspekte, die von den jeweiligen Behörden beachtet werd n
sollen.
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Für ein Land wird eine ähnliche Vorgehensweise auch für die Ländernummer vorgese-
hen, bei der ein Teil (Group Identification Code) für die Identifikation eines Ortes bzw.
eines TK-Providers und ein weiterer Teil für die Identifikation innerhalb dieses Provi-
ders vorgesehen ist. Der zweite Teil wird dann von dem entsprechenden TK-Provider
verwaltet.
3.9.2. IPv4 und der Übergang zu IPv6
Der Aufbau von IP-Adressen, der Anfang 80er Jahre in RFC 791 [Pos81] spezifiziert
wurde, ist ähnlich strukturiert wie die bereits besprochenen Telefonnummern (sie-
he Abbildung 3.30). Er zeichnet sich durch eine Aufteilung in autonome admini-
strative Domänen (Netze) aus, die Nummern für lokale Hosts in Eigenregie verwal-
ten.
Classful IP Addressing
When IP was first standardized in September 1981, the specification
required that each system attached to an IP-based Internet be assigned
a unique, 32-bit Internet address value. Systems that have interfaces to
more than one network require a unique IP address for each network
interface. The first part of an Internet address identifies the network on
which the host resides, while the second part identifies the particular
host on the given network. This creates the two-level addressing hierar-
chy that is illustrated in Figure 3. 
In recent years, the network number field has been referred to as the
network prefix because the leading portion of each IP address identifies
the network number. All hosts on a given network share the same net-
work prefix but must have a unique host number. Similarly, any two
hosts on different networks must have different network prefixes but
may have the same host number. 
Primary Address Classes
To provide the flexibility required to support networks of varying sizes,
the Internet designers decided that the IP address space should be
divided into three address classes-Class A, Class B, and Class C. This is
often referred to as classful addressing. Each class fixes the boundary
between the network prefix and the host number at a different point
within the 32-bit address. The formats of the fundamental address
classes are illustrated in Figure 4. 
3
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Abbildung 3.30.: IP Address Format [3CO08]
Der gravierende Unterschied besteht in einer festen Länge der IP-Adressen aus. Da
Netze unterschiedlich groß sein können und somit eine unterschiedliche Anzahl Hosts
haben, wurde der gesamte IP-Adressraum in Klassen unterschiedlicher Größe aufge-
teilt. Die Netz- und Hostanteile dieser Klassen haben wiederum eine feste, für die
Klasse festgelegte Größe. Eine feste Adressgröße und -Struktur hat zwar den Vorteil,
dass sie sehr effizient in Hardware abgearbeitet werden kann, hat gleichzeitig auch
eine Reihe von Problemen verursacht.
Da es kaum ein Netz gibt, das auf die vorgesehene Größe des privaten Raumes (für die
Hosts) exakt passt, verursachte eine solche feste Aufteilung eine Adressenverknappung.
Während die Class C Adressen für viele Organisationen zu klein waren, waren Class
B Adressen mit ihren mit über 65 Tausend erlaubten Host-Adressen relativ schnell
ausgeschöpft und oft nicht vollständig ausgenutzt. Auch wenn der Verknappung der
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IP-Adressen mit Techniken wie Network Address Translation (NAT) und Classless Inter-
Domain Routing (CIDR) entgegengewirkt wurde, wird zur Lösung des Adressierungs-
problems im Internet ein neues Verfahren benötigt.
Als Lösung des Problems wird der Umstieg von IPv4- auf IPv6-Adressen angesehen,
deren Adressraum in 128 statt 32 Bits kodiert wird. Interessant ist dabei nicht der
Aufbau von IPv6-Adressen selbst (ähnlich wie bei IPv4 bestehen sie aus zwei Teilen
für Netz- und Host-Adressen, die jetzt jeweils 64 Bit groß sind), sondern die Langwie-
rigkeit des organisatorischen Übergangsprozesses. Der bereits in Dezember 1995 in
RFC 1883 [DH95] vorgeschlagene IPv6-Standard3 hat sich in mehr als 10 Jahren re-
lativ wenig durchgesetzt. Die Gründe dafür sind weniger technischer Natur, sondern
zeigen noch mal, wie schwer Änderungen bei einem laufenden Dienst durchsetzbar
sind.
3.9.3. URL, URN und URI
Während die Telefon- und IP-Adressen die jeweiligen Objekte mit Nummern identifi-
zieren, die für Menschen u.U. schwer zu merken sind, bieten Uniform Resource Iden-
tifier (URI), Uniform Resource Locator (URL) und Uniform Resource Name (URN) eine
nutzerfreundlichere Variante, die zudem auch eine Reihe technischer Vorteile gegen-
über bereits besprochenen numerischen IDs aufweisen.
Alle drei Identifikationsmöglichkeiten sind eng miteinander verwandt. Historisch ge-
sehen kam zuerst die von Berners-Lee vorgeschlagene Definition der URLs zur Identi-
fikation von Ressourcen in WWW. Diese ursprünglich in RFC 1738 [BMM94] definierte
Methode erlaubt, sowohl einen Host im Internet als auch Ressourcen wie z.B. Webpa-
ges auf diesem Host zu lokalisieren. Da Ressourcen im Web periodisch umbenannt,
gelöscht oder einfach verschoben werden können, entstehen mit der Zeit URLs, die
auf nicht mehr vorhandene Ressourcen zeigen. Diesem Problem wurde mit der Ent-
wicklung einer Reihe von Workaround-Techniken entgegengewirkt, wie z.B. Persistent
Uniform Resource Locator (PURL) oder Digital Object Identifier (DOI). Als eine Lösung
dieses Problems wurden Mitte 90er URNs entwickelt, die Ressourcen unabhängig von
deren momentanen Position identifizieren. URIs wurden zunächst an der Stelle von
URLs verwendet und sind um einiges genereller aufgefasst. Unter einer URI wird eine
Identifizierungsmöglichkeit für "abstrakte oder physische Ressourcen"[BFM05] verstan-
den. URIs werden auch als eine Verallgemeinerung von URL und URN verstanden, die
beides umfasst.
Obwohl URLs, URNs und URIs zur Identifikation unterschiedlichen Objekte genutzt
werden, haben sie einen ähnlichen – wenn auch nicht identischen – Aufbau. Zu-
nächst werden alle drei als Zeichenfolgen kodiert. Für die Strukturierung dieser
3Inzwischen durch RFC 2460 [DH98] abgelöst.
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Zeichenfolge wird eine Reihe von Sonderzeichen verwendet, die semantisch unter-
schiedliche Blöcke einer ID voneinander trennen. Als erstes wird immer die Bezeich-
nung des Schemas eingegeben, die von dem restlichen Teil der ID durch das erste
Sonderzeichen ":" getrennt ist (siehe Abbildung 3.31). Das Schema legt die Struktur
des restlichen IDs fest. Nach RFC 2717 [PK99] ist die Registrierung von Schemas in
mehreren Verwaltungsbäumen möglich. Die Registrierung wird von IETF durchge-
führt.
      URI         = scheme ":" hier-part [ "?" query ] [ "#" fragment ]
      hier-part   = "//" authority path-abempty
                  / path-absolute
                  / path-rootless
                  / path-empty
   The schem  and path components are required, though the path may be
   empty (no characters).  When authority is present, the path must
   either be empty or begin with a slash ("/") character.  When
   authority is not present, the path cannot begin with two slash
   characters ("//").  These restrictions result in five different ABNF
   rules for a path (Section 3.3), only one of which will match any
   given URI reference.
   The following are two example URIs and their component parts:
         foo://example.com:8042/over/there?name=ferret#nose
         \_/   \______________/\_________/ \_________/ \__/
          |           |            |            |        |
       scheme     authority       path        query   fragment
          |   _____________________|__
         / \ /                        \
         urn:example:animal:ferret:nose
Berners-Lee, et al.         Standards Track                    [Page 16]
 
RFC 3986                   URI Generic Syntax               January 2005
3.1.  Scheme
   Each URI begins with a scheme name that refers to a specification for
   assigning identifiers within that scheme.  As such, the URI syntax is
   a federated and extensible naming system wherein each scheme's
   specification may further restrict the syntax and semantics of
   identifiers using that scheme.
   Scheme names consist of a sequence of characters beginning with a
   letter and followed by any combination of letters, digits, plus
   ("+"), period ("."), or hyphen ("-").  Although schemes are case-
   insensitive, the canonical form is lowercase and documents that
   specify schemes must do so with lowercase letters.  An implementation
   should accept uppercase letters as equivalent to lowercase in scheme
   names (e.g., allow "HTTP" as well as "http") for the sake of
   robustness but should only produce lowercase scheme names for
   consistency.
24.11.2008 RFC 3986 - Uniform Resource Identi…
http://tools.ietf.org/html/rfc3986 17/64
Abbildung 3.31.: URI Generic Syntax [BFM05]
Die Struktur des zweiten Teils einer ID hängt sehr stark vom Schema ab. Die meisten
Schemas sehen auch für den zweiten Teil der ID einen strukturierten (hierarchischen)
Aufbau vor. So können z.B. bei URLs mehrere Teile durch Sonderzeichen "/" von-
einander getrennt werden. Interessant sind in dem Zusammenhang vor allem zwei
F stlegungen: zum einen ist die Anz hl dieser Teile nicht beschränkt, und zum ande-
ren kann das Verwaltungsrecht (engl.: authority) für den "Rest des IDs" an eine weitere
Organisation delegiert werden. Diese Organisation kann es ihrerseits auch weiter de-
legieren. Diese zwei Eigenschaften erlauben es, eine ID sowohl beliebig erweiterbar
zu machen als auch den Bedürfnissen der involvierten Organisationen zur Namens-
verwaltung zu entsprechen.
3.9.4. Internet Registrierungsbaum für MIBs
In einer Multi-Domain Umgebung, wie sie im Internet gegeben ist, ist es essentiell,
Objekte nicht nur global eindeutig zu identifizieren, sondern auch genauso eindeutig
beschreiben zu können, welche Funktionalität sie besitzen. Um diese Aufgabe zu be-
wältigen wurde von OSI und ITU-T ein sog. Internet-Registrierungsbaum eingeführt
(siehe Abbildung 3.32).
Die Aufzählung und Benennung der registrierten Objekte geschieht anhand des Regi-
strierungsbaumes, dessen Grundstruktur in RFC 1155 [RM90] definiert wurde. Jeder
Knoten im Baum ist so ohl mit einer mnemonischen Bezeichnung als auch mit einer
Nummer versehen, die ihn eindeutig identifiziert. Der eindeutige Knotenidentifika-
tor besteht aus durch Punkt getrennten Namen bzw. Nummern aller Knoten auf dem
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Abbildung 3.32.: Internet Registrierungsbaum [HAN99]
"Weg" zu diesem Knoten, angefangen von der Wurzel (root ). Beide Bezeichnungsmög-
lichkeiten sind legitim, somit zeigen "1.3.6.1" und "iso.org.dot.internet" auf denselben
Knoten.
Der Registrierungsbaum hat noch zwei wichtige Eigenschaften, die für diese Arbeit
von Bedeutung sein können. Zu einem unterliegen unterschiedliche Zweige dieses
Baumes der Verwaltung unterschiedlicher Organisationen. Diese können ihrerseits
Unterzweige anlegen, deren Verwaltung sie an weitere Organisationen delegieren, wie
z.B. es bei dem "enterprise"-Teilbaum der Fall ist, der für die Definition herstellerspe-
zifischer Informationen reserviert ist.
Die zweite wichtige Eigenschaft, die den Registrierungsbaum von den anderen be-
schriebenen Identifizierungsmöglichkeiten unterscheidet, besteht darin, dass jedes Blatt
dieses Baumes mit der Beschreibung eines Managed Objects (MO) assoziiert wird. Die
Beschreibung selbst geschieht in der von ITU-T und ISO in X.680 [ITU94b] standardi-
sierten Sprache Abstract Syntax Notation One (ASN.1).
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Die Kombination des Registrierungsbaums, dessen Teilbäume von unterschiedlichen
Organisationen erweitert werden können, und der Möglichkeit, die selbstdefinierte
MIB-Beschreibung mit den Blätter in diesem Baum zu assoziieren, bietet nicht nur
Vorteile. Neben dem wilden "Wachstum" des Baumes kann auch die Definition von
semantisch identischen Beschreibungen in unterschiedlichen Teilbäumen als Nachteil
angesehen werden. Das kann z.B. zu Interoperabilitätsproblemen zwischen Systemen
unterschiedlicher Hersteller führen, die ihre Funktionalität anhand der IDs im Regi-
strierungsbaum beschreiben. Zusätzlich muss als Nachteil gesehen werden, dass diese
Form von Objektidentifikatoren bei der Programmierung von Managementanwendun-
gen und in Hinblick auf Erweiterungen alle Nachteile eines absoluten Adressierung
aufweist.
3.9.5. Bewertung der Übertragbarkeit
Charakteristisch für alle in diesem Abschnitt besprochenen Identifizierungsmöglich-
keiten ist die Aufteilung einer ID in Verwaltungsbereiche, die von unterschiedlichen
Authority -Organisationen unabhängig voneinander – und vor allem entsprechend or-
ganisationsinterner Policies – definiert werden können. Genau diese Eigenschaft macht
sie geeignet für den erfolgreichen Einsatz in einer Multi-Domain Umgebung.
Die Verarbeitungsgeschwindigkeit einer ID ist umgekehrt proportional zu deren Kom-
plexität (feste vs. variable Länge, feste vs. veränderbare Struktur). Aus Performance-
gründen wäre daher eine an den Einsatzort angepasste Wahl der Identifizierungs-
methode angebracht. Aus den Schwierigkeiten bei dem Umstieg von IPv4 auf IPv6
soll allerdings eine Lehre gezogen werden, und die Wahl soll auch zukunftsorientiert
getroffen werden. Auch wenn die Identifizierung von Domain-Objekten, wie z.B. Ver-
bindungsorte, mit den zwei-geteilten IDs ("DomainID"-"LocalID") prinzipiell ausreichen
würde, ist der Einsatz von URIs auf lange Sicht sinnvoller.
Ein globaler Registrierungsbaum ist dagegen für die eindeutige Definition von langle-
bigen und vor allem unveränderlichen Objekten gut geeignet. Die Identifikation von
komplexen bzw. zusammengesetzten Objekten kann allerdings zur Inflexibilität und
Schwierigkeiten bei Erweiterungen führen. Als eine Ausnahme von dieser Grundregel
kann die Abspeicherung in Blättern von den Zusammenhängen zwischen den QoS-
Parameter und deren Aggregat- und Ordnungsfunktionen (siehe entsprechende Diskus-
sionen in Abschnitten 3.2 und 3.3) sowie die Versionen eines Kommunikationsproto-
kolls angesehen werden, da diese nicht verändert werden dürfen.
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3.10. Prozessbeschreibung in Multi-Domain-Umgebungen
Die Spezifikation von ITSM-Prozessen setzt in jedem Fall die Auswahl einer geeig-
neten Prozessmodellierungssprache voraus. Deswegen wird in diesem Abschnitt zu-
nächst ein kurzer Überblick über Methoden zur Prozessmodellierung beschrieben.
Dem folgt eine detailliertere Beschreibung der ITSMCooP Modellierungsmethode, die
für die Modellierung der Managementprozessen in Multi-Domain Umgebungen ent-
wickelt wurde.
3.10.1. Prozessbeschreibungssprachen im Überblick
Seit den achtziger Jahren des letzten Jahrhunderts wurden unterschiedlichen Techni-
ken zur Prozessmodellierung entwickelt. Hier werden kurz die bekanntesten Ansätze
vorgestellt.
Bei der Unified Modeling Language (UML) handelt es sich um eine semi-formale UML
Modellierungsprache, deren Wurzeln im objektorientierten Software Engineering lie-
gen. Die Version 1.1 der UML ist 1997 erschienen; die derzeit aktuelle Version ist
2.1.1. Die UML wird durch die Objects Management Group (OMG) standardisiert
[OMG07b, OMG07a].
UML ist eine grafische Modellierungssprache, die – im Gegensatz zu unterschiedlichen
anderen Modellierungssprachen – nicht in eine objektorientierte Modellierungsmetho-
de eingebettet ist. Die UML-Spezifikation ist zwar äußerst detailliert, aber nicht formal.
Die UML besteht aus insgesamt dreizehn Diagrammtypen, davon sechs Strukturdia-
gramme und sieben Verhaltensdiagramme. Die UML führt allerdings keine strikte
Trennung der Diagrammtypen durch. So können die Notationselemente verschiedener
Diagrammtypen in einem Modell miteinander verwendet werden.
In Bezug auf interorganisationale Prozesse sind insbesondere die Aktivitätsdiagram-
me relevant. Aktivitätsdiagramme enthalten keine spezifischen Notationselemente zur
Modellierung interorganisationaler Prozesse. Dennoch gibt es eine Reihe von Arbei-
ten, die die Anwendung von Aktivitätsdiagrammen auf interorganisationale Szenarien
demonstrieren.
In den letzten Jahren wurden eine Reihe von Extensible Markup Language (XML) ba- XML-Sprachen
sierten Sprachen entwickelt, wie z.B. die Business Process Execution Language for Web
Services (BPEL4WS) [OAS07] oder XML Process Definition Language (XPDL) [WfM09].
Diese Sprachen ermöglichen die maschinenlesbare Beschreibung von Prozessen und
damit den Austausch von Prozessdefinitionen und die automatisierte Ausführung von
Prozessen durch ein Workflow Management System (WfMS).
Weiterhin sollen hier die Ereignisgesteuerten Prozessketten [KNS92] erwähnt werden, EPK
eine vor allem im europäischen Raum verbreitete Modellierungstechnik. Insbesonde-
re sind sie durch ihren Einsatz im SAP R/3 Referenzmodell der SAP AG bekannt.
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Eine EPK ist eine Abfolge von Funktionen, die ein Objekt von einem Startzustand
in einen Endzustand transformieren, und von Ereignissen, die den weiteren Ver-
lauf des Geschäftsprozesses bestimmen können. Große Prozessmodelle können mit
EPKs durch vertikale Hierarchisierungen und horizontale Unterteilungen strukturiert
werden. Neben Ereignissen und Funktionen können auch Inputs und Outputs dar-
gestellt sowie beteiligte Organisationseinheiten und Anwendungssysteme referenziert
werden.
Bei EPKs werden allerdings Aspekte vernachlässigt, die sich auf die Kooperation von
Unternehmen und Domänen-übergreifende Geschäftsprozesse beziehen. So wird durch
EPKs die Darstellung organisationsspezifischer Aspekte, die Abstrahierung von Pro-
zessinformationen sowie die Visualisierung von Schnittstellen zwischen Organisatio-
nen nicht unterstützt [KKS04]. Weiterhin gibt es in EPKs keine Darstellungsmöglich-
keit für lokale Prozesse kooperierender Unternehmen, weswegen der Nachrichtenaus-
tausch zwischen Organisationen nicht modelliert werden kann und Verantwortlichkei-
ten von Prozessteilnehmern nicht ausreichend modelliert werden können.
Zum Abschluss dieses Überblicks soll noch die Business Process Modeling NotationBPMN
angesprochen werden4. BPMN wurde ursprünglich von der Business Process Manage-
ment Initiative (BPMI) entwickelt. Die Akzeptanz von BPMN ist schon wenige Jahre
nach der Veröffentlichung der Version 1.0 im Jahr 2004 verhältnismäßig hoch [Ble07].
Im Jahr 2005 wurde BPMN für die weitere Pflege von OMG übernommen und ab 2006
wird diese Notation als OMG-Standard geführt.
Der Fokus von BPMN richtet sich auf die rein graphische Modellierung von Ge-
schäftsprozessen. BPMN beschränkt sich auf die Darstellung des Kontroll- und Da-
tenflusses. Andere Aspekte der Prozessmodellierung, wie z.B. die Beschreibung von
Organisationsstrukturen, werden nicht unterstützt. Die Semantik der Notationslemen-
te wird nur informell in Textform beschrieben. Dynamische Aspekte werden durch
ein an Petri-Netze angelehntes Konzept des Token-Passings beschrieben [OMG09]. In
der BPMN-Spezifikation werden allerdings bislang weder eine Formalisierung der be-
schriebenen syntaktischen Sprachelemente noch ein Metamodell vorgesehen.
Der Fokus von BPMN liegt auf Prozessen, die von menschlichen Akteuren durchge-
führt werden und nicht notwendigerweise vollständig automatisiert werden sollen
bzw. können. Die mit BPMN modellierten Prozesse sind daher nicht unmittelbar in
einer der WfMS ausführbar. Dieses Ziel wird jedoch angestrebt. Bereits in der BPMN-
Spezifikation wird ein Mapping von BPMN nach BPEL angegeben, das allerdings sehr
umstritten ist [ODvdATH08, Sch08].
Im Gegensatz zu EPK adressiert BPMN explizit die Modellierung von interorganisa-
tionalen Prozessen. Im Unterschied zu den Partitionen des UML-Aktivitätsdiagramms,
die lediglich eine Gruppierung der Notationselemente ohne bestimmte Semantik dar-
stellen, unterscheidet BPMN zwischen Pools und Lanes. Ein Pool repräsentiert einen
4vgl. auch Darstellung in [Ham09]
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Prozessteilnehmer. Durch die Verwendung von gleichzeitig mehreren Pools werden
interorganisationale "business-to-business" Prozesse beschrieben. Ein Pool kann weiter-
hin in mehrere Lanes unterteilt werden. Die Lanes besitzen zwar keine feste Semantik,
durch ihre Verwendung ist es z.B. möglich, mehrere Rollen zu beschreiben, die von
einem Akteur übernommen werden.
Um die Prozesspartitionierung zu garantieren, verbietet die BPMN-Spezifikation, dass
Sequenzfluss die Grenzen von Pools überschreitet. Die organisationsinterne Prozesse,
die jeweils in ihren Pools bzw. Lanes definiert werden, laufen somit gleichzeitig. Zur
Verknüpfung der in den einzelnen Pools ablaufenden Prozesse darf lediglich Nachrich-
tenfluss verwendet werden. Das entspricht der Aussage VAN DER AALSTS, dass Nach-
richten das einzige Interaktionsprimitiv im interorganisationalen Prozessmanagement
sind [vdA00].
3.10.2. Prozessbeschreibung mit ITSMCooP
HAMM [Ham09] analysiert die bereits erwähnten sowie weitere Modellierungsmetho-
den. Diese Arbeit befasst sich auch mit der Problematik Verketteter Dienste, allerdings
mit dem Fokus auf die Definition domänenübergreifender IT-Service-Management-
Prozesse.
HAMM stellt fest, dass die Beschreibungssprache BPMN für die Definition der ITSM
Prozesse für Verkettete Dienste besser geeignet ist als die anderen betrachteten Alterna-
tiven. Aufbauend auf PMN und SID legt HAMM Vorgehensschritte für die Modellierung
fest und definiert eine Reihe für die Eindeutigkeit der Beschreibung notwendigen Kon-
ventionen. Die Methodik wird als ITSMCooP bezeichnet.
Die BPMN-Syntax [OMG09] unterscheidet vier Gruppen von Notationselementen:
Flussobjekte (engl.: Flow Objects) sind graphische Elemente zur Beschreibung des
Verhaltens eines Geschäftsprozesses. Zu dieser Gruppe gehören Events, Activities
und Gateways (siehe Abbildungen 3.33a, 3.33b, 3.33c).
Konnektoren (engl.: Connecting Objects) Es sind drei Möglichkeiten vorgesehen,
wie die Diagramm-Objekte miteinander verbunden werden können: Sequenz-
fluss, Nachrichtenfluss sowie Assoziationen (siehe Abbildung 3.33d).
Swimlanes Alle Elemente sollen den Pools oder Lanes zugeordnet werden, die die
Rollen repräsentieren, von denen die jeweilige Aktivität ausgeführt wird (siehe
Abbildung 3.33e).
Artefakte Artefakte werden zur Darstellung zusätzlicher Informationen über den Pro-
zess verwendet. Die BPMN-Spezifikation definiert drei Klassen von Artefakten,
Data Objects, Groups und Annotations (siehe Abbildung 3.33f); es können jedoch
weitere Artefakte bei Bedarf hinzugefügt werden.
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(a) Events (b) Activities (c) Gateways
(d) Konnektoren
(e) Swimlanes (f) Artefakte
Abbildung 3.33.: BPMN Notation [OMG09]
Jede der drei Flow-Objects -Gruppen wird weiter verfeinert. So wird die Klasse Events
in Start, End sowie eine Reihe Intermediate Events unterteilt. Activities werden in
atomare Tasks und Sub-Processes unterschieden. Während die atomaren Tasks nicht
weiter aufgegliedert werden, können für Sub-Processes eigene Prozessbeschreibun-
gen spezifiziert werden. Weiterhin besteht die Möglichkeit, bereits definierte Prozesse
zu referenzieren, wodurch auch die Möglichkeit der funktionalen Dekomposition ge-
währleistet ist. Activites werden nach ihrer Aktivierung standardmäßig nur einmal
ausgeführt. Sollen Activities mehrfach hintereinander ausgeführt werden, können sie
entweder als Loop oder Multi-Instance Task gekennzeichnet werden. Die Spezifikati-
on der Reihenfolge oder der Anzahl der Durchläufe der Activities ist nicht vorgese-
hen. Gateways werden in weitere vier Typen eingeteilt: Exclusive (Entscheidung für
genau einen Zweig des Sequenzflusses), Inclusive (Entscheidung für einen oder meh-
rere Zweige des Sequenzflusses), Complex (Kombination der anderen Typen), Parallel
(Split und Join ohne Bedingungen). Die exakten Bedingungen werden erst durch die
Gateway-Attribute spezifiziert.
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6.3. Verhaltens-Aspekt
• Ebenso kann eine Activity mehrere ausgehende Sequenzflüsse haben (vgl. Abbil-
dung 6.3c). Dadurch kann ein Split im Kontrollfluss implizit modelliert werden.
Laut BPMN Spezifikation wird für jeden ausgehenden Sequenzfluss ein Token
generiert. Bei diesem Konstrukt besteht eine große Verwechslungsgefahr mit
einer Entscheidung zwischen mehreren Alternativen.
• Start- und End-Events sind in BPMN optional (vgl. Abbildungen 6.3e und 6.3g).
Ein Prozess beginnt bei Fehlen dieser Events mit der ersten Activity und endet
mit der letzten Activity. Gerade bei umfangreichen Prozessen erschwert das Un-
terdrücken dieser Events die Verständlichkeit, da der Leser den Anfang und das
Ende des Prozesses erst im Diagramm „suchen“ muss.
Die Verwendung bzw. das Weglassen dieser Notationselemente erschweren die Nach-
vollziehbarkeit des Kontrollflusses. Zur Verbesserung der Lesbarkeit und um eine ein-
deutige Beschreibung des Kontrollflusses gemäß [A-V4] zu verbessern wird die folgen-
de Konvention aufgestellt:
Konvention K08 - Vermeidung impliziter Kontrollﬂuss
Der Kontrollfluss im globalen Prozessmodell ist explizit zu modellie-
ren:
• Eine Activity darf nur je einen eingehenden und ausgehenden Sequenzfluss be-
sitzen
• Jeder Prozess muss mindestens je ein Start- und End-Event besitzen
Abbildung 6.3 zeigt alternative Modellierungskonstrukte zur Vermeidung impliziten
Kontrollflusses:
• Ein impliziter Join kann z.B. durch die Verwendung eines Exclusive Gateways
ersetzt werden (vgl. Abbildung 6.3b)
• Ein impliziter Split kann durch einen Inclusive Gateway ersetzt werden. Die
Schaltbedingungen aller ausgehenden Sequenzflüsse des Gateways sind auf True
zu setzen
• Start- und End-Events werden vor der ersten bzw. nach der letzten Activity eines
Prozesses eingetragen (vgl. Abbildungen 6.3f und 6.3h)
In einem BPMN-Prozessmodell enthält jeder Pool einen separaten Prozess. Daher ist
Konvention K08 für jeden Pool zu beachten, insbesondere sind die Prozesse in jedem
Pool mit expliziten Start- und End-Events zu versehen.
Konvention K08 kann die Anforderung [A-V4] nicht vollständig erfüllen. BPMN bietet
die Möglichkeit, das Routing des Kontrollflusses durch eine Vielzahl von Gateways zu
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Abbildung 3.34.: ITSMCooP, Konvention K08 [Ham09]
Wie bereits erwähnt wurde, werden in ITSMCooP u.a. Konventionen zur Prozessmo-
dellierung mit BPMN e geführt. Ein Beispiel dafür ist i Abbildung 3.34 darg stellt.
Entspr ch nd dies r Konvention soll der Kontrollfluss im Prozessmodell explizit aus-
modelliert werden. Eine kurze Gegenüberstellung u.U. nicht eindeutiger – wenn auch
nach dem BPMN-Standard erlaubter – und der korrespondierenden eindeutigen Be-
schreibungen ist in der Abbildung 3.35 dargestellt.
Ein weiterer Aspekt, der bei der Modellierung der Multi-Domain Prozesse eine zentrale
Rollen spielt, ist die Zusammensetzung eines globalen Prozesses aus mehreren gleich-
zeitig ausgeführten Prozessen. Dieser Aspekt wird in Abbildung 3.36 illustriert. In die
Durchführung des globalen Prozesses sind zwei Rollen involviert – ROLE A und ROLE
B. Durch die vertikalen gestrichelten Blöcke werden in der Abbildung Zeitabschnitte
gekennzeichnet, in denen die lokalen Aktivitäten der beiden Rollen gleichzeitig ausge-
führt werden können. Über die Dauer der Ausführung – und somit auch dieser Zeit-
abschnitte – wird in der BPMN keine Aussage gemacht.
Die Ausführung des globalen Prozesses beginnt mit ACTIVIT Y 1 in ROLE A. Nach der
Ausführung dieser Aktivität verzweigt sich der Prozessablauf in zwei parallele Pro-
zessflüsse, die gleichzeitig in ROLE A ausgeführt werden. In einem dieser Flüsse wird
ACTIVIT Y 3 ausgeführt. Im anderen Fluss wird eine Nachricht an die ROLE B geschickt.
Da dies eine Ende-Nachricht ist, wird dieser Prozessfluss in ROLE A beendet. Die ab-
geschickte Nachricht, die von ROLE B empfangen wird, triggert die Ausführung von
ACTIVIT Y 2. Aus Prozesssicht werden die ACTIVIT Y 2 und ACTIVIT Y 3 gleichzeitig aus-
geführt. Nach der Beendigung der Ausführung von ACTIVIT Y 2 wird eine weitere Nach-
richt an ROLE B geschickt, womit der lokale Prozes in ROLE A beendet. Diese Nachricht
wird von ROLE B empfangen und dient neben dem Beenden von ACTIVIT Y 2 als eine
Eingabe für den Parallel Gateway. Laut der BPML-Spezifikation wird dieser Gateway
erst dann geschaltet, wenn – in Petri-Netze-Sprache – auf beiden Eingängen Tokens
vorliegen. Anhand von diesem Vorgehen wird die Synchronisierung zwischen loka-
len Prozessflusen ermöglicht, die i.A. von unterschiedlichen Rollen ausgeführt wer-
den. Der Gateway wird somit zu einem Synchronisationspunkt dieser Prozesse. Erst
nachdem der Gateway geschaltet hat, kann in dem Beispiel die ACTIVIT Y 4 ausgeführt
werden, nach der der globale Prozess abgeschlossen wird.
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(h) Explizites End Event
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Abbildung 3.36.: Zuordnung globale Prozessinstanz – Beispiel [Ham09]
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3.10. Prozessbeschreibung in Multi-Domain-Umgebungen
Die Kommunikationsartefakte, die zwischen den Prozessen ausgetauscht werden, sind
in ITSMCooP aufbauend auf dem Shared Information/Data Model (SID) Modell des
TMF definiert. Ausschlaggebend für diese Wahl war, dass das SID-Modell das derzeit
einzige existierende Informationsmodell für IT-Service-Management darstellt [BSS09,
Ham09]. Das Shared Information/Data Model wurde als Informationsmodell im Rah-
men der NGOSS-Initiative des TMF entwickelt. Das SID-Modell beschreibt verschie-
dene Aspekte aus der Sicht des Telekommunikation-Service-Providers, wie z.B. Bezie-
hungen zwischen Ressourcen- und Service-Sichten. Erweiterungen des Modells für
Anwendungs-Szenarien sind explizit vorgesehen [TMF05]. In ITSMCooP wird das Mo-
dell erweitert, um Dienstzusammensetzung und Managementaspekte einzelner Dienst-
instanzen Verketteter Dienste zu beschreiben.
3.10.3. Bewertung der Übertragbarkeit
Auch wenn ITSMCooP – genauso wie die zugrundeliegende BPMN – primär für die
Definition manuell ausgeführter Managementprozesse konzipiert wurde, kann diese
Modellierungstechnik auch bei automatisierten bzw. semi-automatisierten Prozessab-
läufen verwendet werden. Die in [Ham09] entwickelte Methodik und die Konventionen
können sowohl bei der Definition von Basisprozessen, die mit den Protokollschlüssel-
worten assoziiert werden sollen, als auch von darauf aufbauenden SLM-Prozessen ver-
wendet werden. Um den Bezug zum Protokoll sicherzustellen, müssen bei der Definiti-
on von Basisprozessen alle Aktivitäten, die ausgehende Protokollaufrufe produzieren,
bzw. die ausgehenden Nachrichten selbst mit den entsprechenden Schlüsselworten be-
schriftet werden. Bei der Definition von SLM-Prozessen wird es zwangsläufig nötig
sein, auf die zuvor definierten Basisprozesse zu verweisen. Solches Vorgehen wird in
der BPMN-Spezifikation als Reference Tasks referenziert. Bei der Beschreibung von
beiden, Basis- und SLM-Prozessen, soll die in ITSMCooP definierte Strukturierung bei-
behalten werden.
Die Interoperabilität der Prozesse soll einerseits anhand eines einheitlichen Protokolls
und andererseits anhand einheitlicher Kommunikationsartefakte gewährleistet wer-
den. Diese Aspekte (wie eine Anfrage signalisiert wird und wie die Daten strukturiert
werden) sind weitestgehend voneinander unabhängig. Da ein Routing-Verfahren auf
Daten operiert, die die vorhandenen Verbindungsmöglichkeiten und deren Eigenschaf-
ten beschreiben, werden die notwendigen Kommunikationsartefakte in Kapitel 4 von
der Beschreibung der Transportnetze abgeleitet (siehe Abschnitt 3.6). Die Protokollan-
fragen sind dagegen eng mit den Basisprozessen verbunden, was ihre gemeinsame
Definition im Kapitel 5 motiviert. Bei der Beschreibung der SLM-Prozesse im Kapi-
tel 6 wird implizit davon ausgegangen, dass alle Manager -Rollen die Dienstinstanz-
Informationen entsprechend den Definitionen in [Ham09] strukturieren.
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Abbildung 4.1.: Routing als Zusammenspiel von Routing-Verfahren, Informationen
und Operationen auf den Informationen
Das Routing als Ganzes kann als ein Zusammenspiel dreier semantisch unterschiedli-
cher Teile beschrieben werden (siehe Abbildung 4.1).
Das Herzstück dieses Zusammenspiels bildet das Routing-Verfahren, das Entscheidun-
gen über den Routenverlauf trifft. Dazu muss das Routing-Verfahren auf den vorliegen-
den Informationen über die Objekte, wie z.B. die Netztopologie, und deren Eigenschaf-
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ten, wie z.B. die Qualität der Verbindung zwischen Netzelementen, operieren. Die dazu
notwendigen Operationen sind einerseits die Aggregation, um aus den Eigenschaften
einzelner vorhandener (Teil-)Strecken die Eigenschaften des resultierenden Pfads ab-
leiten zu können, und andererseits der Vergleich, um zwischen alternativen Pfaden an-
hand ihrer Eigenschaften auswählen zu können. Alle diese Operationen auf den Infor-
mationen sowie die darauf basierenden Entscheidungen über den Routenverlauf wer-
den vom Routing-Algorithmus ausgeführt bzw. getroffen.
In dieser Arbeit wird das Routing-Verfahren breiter aufgefasst als das reine Finden ei-
ner Route auf bereits vorliegenden Informationen. Um den kompletten Zyklus von In-
formationsabfragen bis hin zur Bestellung der gefundenen Route abdecken zu können,
muss auch das Zusammenspiel des Routing-Algorithmus, der in der Fachliteratur oft
auch als Suchalgorithmus referenziert wird, und Kommunikationsmuster zwischen
den einzelnen SP-Domänen betrachtet werden. Unter einem Kommunikationsmuster
wird dabei die Kombination aus dem Kommunikationsmodell und dem Timing ver-
standen. Das Kommunikationsmodell besagt, auf welchen Wegen die Kommunikati-
on zwischen den Kommunikationspartnern stattfindet. Unter einem Timing wird an
dieser Stelle verstanden, wann – im Verlauf des Routing-Algorithmus – welche Anfra-
ge an welchen Kommunikationspartner geschickt wird. Neben dem Suchalgorithmus
trägt das Kommunikationsmuster entscheidend zu Laufzeit und Güte des Routing-
Verfahrens bei. An dieser Stelle soll bemerkt werden, dass das Kommunikationsmuster
unabhängig ist vom Kommunikationsprotokoll, das die unterstützten Anfragen defi-
niert. Das Kommunikationsprotokoll kann deswegen unabhängig von der Diskussion
in diesem Kapitel definiert werden (für die Definition des Kommunikationsprotokolls
siehe Kapitel 5).
Diese Begriffsabgrenzunden definieren auch die Grobstruktur für den Kern dieses Ka-
pitels (siehe Abbildung 4.2). Im Abschnitt 4.1 werden zunächst die Zusammenhänge
zwischen den Objekten und ihren Eigenschaften definiert, auf denen das Routing-
Verfahren operieren soll. Im Abschnitt 4.2 wird diskutiert, welche Erweiterungen not-
wendig sind, um die benötigten Operationen auf diesen Objekten und Eigenschaf-
ten durchführen zu können. Anschließend werden im Abschnitt 4.3 unterschiedliche
Routing-Verfahren diskutiert und deren Anwendbarkeit auf Verkettete Dienste disku-
tiert. Jeder Abschnitt ist mit einer separaten Einleitung versehen, die den internen
Aufbau des Abschnittes beschreibt.
Während im Abschnitt 4.3 Routing-Verfahren bei einer homogenen Aufgabenzuord-
nung diskutiert werden, werden im darauffolgenden Abschnitt 4.4 Aspekte angespro-
chen, wie die Aufgaben dynamisch unterschiedlichen SP-Domänen zugeordnet werden
können.
Entsprechend der im Abschnitt 3.2 getroffenen Entscheidung werden in den Abschnit-
ten 4.1 bis 4.4 die Kommunikationsschnittstelle und die Verbindungspunkte einzelner
Teildienste getrennt behandelt. Im Abschnitt 4.5 wird diese getrennte Betrachtungs-
weise den klassischen UNI/NNI-Schnittstellen gegenübergestellt. Dabei werden Aspek-
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Abbildung 4.2.: Aufbau dieses Kapitels
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te besprochen und Bedingungen aufgezählt, unter deren Berücksichtigung die Ent-
scheidung zwischen den beiden Varianten getroffen werden soll.
Alle in Abschnitten 4.1 bis 4.5 getroffenen Festlegungen und Vorgehensweisen sol-
len durch die Informationen unterstützt werden, die in Form der Kommunikati-
onsartefakte zwischen den SP-Domänen ausgetauscht werden. Um Abschnittgrenzen-
übergreifende Vorgaben, die durch die Kommunikationsartefakte abgedeckt werden
sollen, werden sie in den o.g. Abschnitten hervorzuheben markiert. Die Vorgaben wer-
den dabei in zwei Gruppen aufgeteilt – "Vorgabe (UML-Modellierung)" und "Vorgabe
(Identifizierung)", um die unterschiedliche Natur dieser kapitelinternen Anforderun-
gen besser zu betonen. Aufbauend auf diesen Vorgaben werden im Abschnitt 4.6 alle
benötigten Kommunikationsartefakte definiert sowie die Art und Weise der Identifika-
tion verschiedener Objekte festgelegt.
Es kann unterschiedliche Fälle geben, bei denen nicht alle der im Kapitel 2 auf die
Lösung auferlegten Anforderungen und Randbedingungen erfüllt sein müssen. Im Ab-
schnitt 4.7 werden daher die gängigsten Fälle diskutiert und dabei eine Reihe der da-
für möglichen Vereinfachungen der entwickelten Lösung aufgezeigt.
Die im Abschnitt 4.8 aufgezeigte Skizze der Softwarearchitektur in einer SP-Domäne
schließt dieses Kapitel ab.
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4.1. Objekte und Eigenschaften: Zusammenhänge
Dieser Abschnitt beschäftigt sich mit den Zusammenhängen zwischen der in den
SP-Domänen vorhandenen Netzinfrastruktur und den darauf realisierbaren Dienstei-
genschaften auf einer Seite und der abstrakten Beschreibung der Infrastruktur auf
der anderen Seite. Das Ziel dieses Abschnittes besteht darin, Konzepte zu entwickeln
und Begriffe zu definieren, die im weiteren Verlauf dieser Arbeit verwendet wer-
den.
Im Abschnitt 4.1.1 wird zunächst eine Schnittstelle eingeführt, über die die Kom-
munikation zwischen gleichberechtigten SP-Domänen stattfinden soll. Bei der weite-
ren Diskussion wird gleichzeitig in zwei "Dimensionen" vorgegangen (siehe Abbil-
dung 4.3). Die grobe Struktur wird durch folgendes dreistufiges Vorgehen gegeben:
die Betrachtung geht von Single-Domain Aspekten im Abschnitt 4.1.2 über die Be-
sonderheiten der Verbindungen zwischen zwei direkt benachbarten Domänen im Ab-
schnitt 4.1.3 bis hin zu Multi-Domain Aufgaben im Abschnitt 4.1.4. Die zweite "Di-
mension" ist dadurch gegeben, dass in den ersten zwei Abschnitten die Innensicht
auf die Domäneninfrastruktur einer Außensicht auf die Beschreibung der realisierba-
ren (Teil-)Dienste und deren Eigenschaften gegenübergestellt wird. Bei der Diskussion
von Multi-Domain Aspekten wird gezeigt, wie aus mehreren Single-Domain Außen-
sichten eine Multi-Domain Sicht abgeleitet werden kann. Im Abschnitt 4.1.5 werden


























Abbildung 4.3.: Systematik dieses Abschnittes, zwei Dimensionen
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4.1.1. DSM-Kommunikationsschnittstelle
Die Durchführung aller Multi-Domain Operationen setzt die Fähigkeit der SP-Domä-
nen voraus, mit der "Außenwelt" zu kommunizieren. Diese Fähigkeit wird über die
Kommunikationsschnittstelle(n) ausgeübt, die im Bereich des IT-Service-Managements
(ITSM) zweckgebunden definiert werden. Bislang hat sich die Anbindung einer SP-
Domäne an die "Außenwelt" – aus ITSM-Sicht – hauptsächlich auf bilaterale Kunden-
Provider-Beziehungen fokussiert. Diese wird über die CSM-Schnittstelle abgewickelt.
Die Nutzung dieser Schnittstelle setzt implizit hierarchische Inter-Organisationsbezie-
hungen voraus.
Zum Austausch der für das SLM-aware Routing relevanten Informationen und Service-DSM-
Schnittstelle Anfragen zwischen gleichberechtigten Service Providern wird eine bisher noch nicht
definierte neuartige Schnittstelle benötigt, die in Anlehnung an CSM als DSM (Domain
Service Management ) bezeichnet wird (siehe Abbildung 4.4). Im weiteren Verlauf die-
ser Arbeit wird davon ausgegangen, dass über die DSM-Schnittstelle sowohl der Infor-
mationsaustausch als auch die Signalisierung aller unterstützten Anfragen abgewickelt
wird (für die Definition des Kommunikationsprotokolls siehe Kapitel 5).
Um den SP-Domänen die Kommunikation über DSM-Schnittstellen zu ermöglichen,
muss zunächst folgendes gewährleistet werden:
Vorgabe (Identiﬁzierung) VI01 - DSM-Adresse



















Abbildung 4.4.: Benötigte Erweiterung für die Kommunikation zwischen gleichberech-
tigten SP-Domänen
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4.1.2. Single-Domain, Innen- und Außensicht
Single-Domain
Um die Zusammenhänge zwischen der
Infrastruktur und den darauf realisier-
baren Diensteigenschaften zu verdeutli-
chen, wird ein einfaches Beispielnetz ver-
wendet, das in Abbildung 4.5 dargestellt
ist. Trotz seiner Einfachheit weist dieses
Beispielnetz eine Reihe von Eigenschaf-








Abbildung 4.5.: Beispielnetz, Netzkomponenten Sicht
Zunächst sieht man auf der Abbildung eine Reihe von Routern und Switches, die mit-
einander physisch verbunden sind. Für die bessere Referenzierbarkeit werden die Rou-
ter und Switches in dem Beispiel mit eindeutigen Bezeichnern versehen, die entspre-
chend mit den Buchstaben "R" oder "S" anfangen. Die Router werden an der Grenze
der SP-Domäne platziert, die Switches dagegen ausschließlich innerhalb der Domäne,
was eine typische1 Situation darstellt. Die Verbindung zwischen Netzkomponenten ist
bei weitem nicht voll vermascht. So existieren zwischen R1 und R2 sowie zwischen R3
und R4 direkte Verbindungen. Zwischen R1 und R5 existiert sowohl eine direkte als
1An dieser Stelle soll die klare Teilung nur betonen, dass die Infrastruktur an der Domänengrenze oft
eine erweiterte Funktionalität aufweisen soll. Dem Einsatz von Routern als domaininterne Infrastruk-
tur von IP-Netzen steht hauptsächlich der Kostenfaktor entgegen.
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auch eine indirekte Verbindung über S1 und S2. Zwischen R2 und R5 ist ausschließ-
lich eine indirekte Verbindung (über R1) möglich. Weiterhin, auch wenn das für die
Providernetze eher untypisch ist2, bildet die so zusammengeschaltete Netzinfrastruk-
tur zwei physisch voneinander getrennte Sub-Netze (mit R3 und R4 in einem und der
restlichen Infrastruktur in dem anderen Sub-Netz).
Aus Providersicht stellen alle Verbindungen, die zwischen der Infrastruktur an der
Domänengrenze realisiert werden, einen Dienst dar. Da für die Erbringung eines Ver-
ketteten Dienstes mehrere solche von unterschiedlichen Domänen erbrachte Dienste
miteinander verbunden werden müssen, werden im weiteren Verlauf dieser Arbeit
die Verbindungspunkte an der Grenze einer Domäne als Service Connection PointsSCP: Service
Connection
Point
(SCP) referenziert. Die SCPs stellen dabei die Außensicht auf die Verbindungspunkte
einer Domäne dar und verschatten deren konkrete Realisierung. Die Außensicht auf
das Beispielnetz ist in Abbildung 4.6 dargestellt. Die Domäne selbst wird durch ein
Oval repräsentiert. Die SCPs werden durch ausgefüllte Kreise an der Grenze dieses
Ovals gekennzeichnet. Die direkten sowie indirekten Verbindungsmöglichkeiten zwi-
schen SCPs innerhalb einer Domäne werden im weiteren Verlauf als Domain Links3
referenziert.
Domain border
Service Connection Point (SCP)
Domain Link
Abbildung 4.6.: Beispielnetz, Außensicht






Verantwortungsbereich einer SP-Organisation für die Güte der von ihr erbrachten
Diensten umreißt. Diese Definition schmälert keinesfalls die Möglichkeit eines Ser-
vice Providers, einige benötigte Teildienste bei anderen Providern als Sub-Dienste
hinzuzukaufen. Diese Aspekte werden durch die Domänengrenze von der Außen-
sicht verschattet (vergleiche die Diskussion über Verantwortungsbereiche im Abschnitt
3.6).
2Gründe für diese Darstellung werden später im Abschnitt motiviert, wenn der Fokus der Beschreibung
auf die für die Diensterbringung verfügbaren Ressourcen gelenkt wird.
3In der Fachliteratur werden Domain Links oft auch als Intra-Domain Links genannt.
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Bemerkung: Da die Domänengrenze den Verantwortungsbereich des Service Provi-
ders umreißt, befinden sich an der Grenze sowohl die Infrastrukturkomponente,
die den Anschluss an die Nachbardomäne realisiert, als auch die Infrastruktur-
komponente, die den Service Access Point (SAP) für den Kunden realisiert. Das
Beispielnetz spiegelt die Situation sowohl in Transit- als auch in Anschlussdomä-
nen wider.
Eine Verbindung zwischen zwei SCPs kann unterschiedliche QoS-Parameter und de-
ren Kombinationen unterstützen. Betrachtet man zunächst nur einen QoS-Parameter,
wie etwa Delay, und setzt einfachheitshalber das Delay zwischen je zwei direkt mit-
einander verbundenen Netzkomponenten in der Abbildung 4.5 auf 1ms, so weisen
die Verbindungen zwischen R1 und R2 sowie zwischen R3 und R4 jeweils 1ms Ver-
zögerung auf. Zwischen R1 und R5 existieren zwei alternative Wege, die direkte Ver-
bindung mit 1ms und die Verbindung über S1 und S2 mit 3ms Delay. Nach außen
kann man das entweder als eine Verbindungsmöglichkeit beschreiben, die einen der
beiden Werte aufweisen kann, oder als zwei mögliche Verbindungsmöglichkeiten, die
unterschiedlichen QoS-Werte aufweisen können. Die Entscheidung darüber kann von
jedem Service Provider entsprechend domaininterner Policies getroffen werden. Die
Variante mit einer Verbindung hat z.B. den Vorteil, dass die interne Netzstruktur voll-
kommen verschattet wird; bei getrennten Beschreibungen ist es dagegen möglich, bei
darauf referenzierenden Anfragen von Außen auf die Netzinfrastruktur rückzuschlie-
ßen.
Betrachtet man mehr als nur einen QoS-Parameter gleichzeitig, so kann sich die Si-
tuation sehr schnell ändern. Nehmen wir an, dass die Ressourcenkapazität bei der
direkten Verbindung zwischen R1 und R5 nur 2 Gbps mit 100Mbps Abstufungen bei-
trägt, die Verbindung über S1 und S2 dagegen bis zu 10Gbps mit Abstufung von 1Gbps
(siehe Abbildung 4.7). In Kombination mit dem Delay aus der vorherigen Betrachtung
bedeutet das für zwei alternative Pfade zwischen R1 und R5 folgende Möglichkei-
ten:
• R1-R5: 1ms, bis zu 2 Gbps, 100Mbps Abstufung
• R1-S1-S2-R5: 3ms, bis zu 10 Gbps, 1Gbps Abstufung
Würde man die möglichen Ausprägungen von QoS-Parametern auf den beiden Alter-
nativpfaden bei der Beschreibung einer Verbindungsmöglichkeit zwischen zwei SCPs
einfach "zusammenlegen" (1 oder 3ms Delay, bis zu 10 Gbps mit Abstufungen 100Mb-
ps oder 1Gbps), so könnte der Eindruck entstehen, dass z.B. eine 8,3Gbps Verbindung
mit 1ms Delay zwischen R1 und R5 möglich ist, was aufgrund der HW-Komponenten
im Beispiel unmöglich ist.
Eine ähnliche Situation betrifft auch die Managementfunktionalität, die mit den Ver-
bindungsmöglichkeiten zwischen SCPs assoziiert werden kann. So können u.U. un-
terschiedliche Überwachungstechniken oder Managementfunktionen auf unterschied-
lichen Realisierungspfaden möglich sein. Beispielsweise könnte es sein, dass bei der
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1ms, max 2Gbps, Granularity 100Mbps
1ms, max 10Gbps, Granularity 1Gbps
Abbildung 4.7.: Beispielnetz, Netzkomponenten Sicht mit 2 QoS-Parametern
direkten Verbindung zwischen R1 und R5 die Veränderung der vereinbarten Band-
breite im Betrieb unterstützt wird, bei der Route über S1 und S2 jedoch nicht (siehe
Abbildung 4.8).
Die Auswirkungen von Unterschieden bei der unterstützten Managementfunktionali-
tät, die auf alternativen Realisierungspfaden einer Verbindungsmöglichkeit zwischen
zwei SCPs durch die Infrastrukturunterschiede bedingt sind, sind identisch mit den
bereits besprochenen alternativen Realisierungspfaden mit mehreren QoS-Parametern.
Um dieser Situation gerecht zu werden, werden die Verbindungsmöglichkeiten zwi-
schen SCPs einer Domäne mit zwei Abstraktionsstufen modelliert (siehe Abbildung
4.9). Die Verbindungen zwischen SCPs auf diesen beiden Abstraktionsstufen werden
in Anlehnung an die ITU-T Empfehlung G.805 (siehe dazu Abschnitt 3.6.1) als Compo-
nent und als Compound Links referenziert.
Unter einem Component Link wird eine Verbindungsmöglichkeit zwischen zwei SCPsComponent Link
verstanden, mit der eine Reihe von Eigenschaften (QoS-Parameter und Management-
funktionalitäten) samt ihren möglichen Wertebereichen assoziiert sind. Alle mit einem
Component Link assoziierten Eigenschaften sind innerhalb der erlaubten Wertebe-
reiche voneinander unabhängig, d.h. die Verbindung zwischen zwei SCPs mit jeder
erlaubten Eigenschaftenkombination ist realisierbar.
Bei einem Compound Link zwischen zwei SCPs handelt es sich dagegen um einenCompound Link
Container, der alle Component Links zwischen diesen SCPs umfasst. Ein Compound
Link soll mindestens einen Component Link beinhalten, somit kann er auch als ein
164




Monitoring: polling, Granularity 1 min
Monitoring: not supported




Abbildung 4.9.: Ein Compound Link unter der Lupe
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Indikator für die grundsätziche Verbindungsmöglichkeit zwischen zwei SCPs verwen-
det werden. Durch einen Compound Link werden keine Einschränkungen auf die
darin enthaltene Component Links auferlegt. So können die darin enthaltenen Com-
ponent Links bei ihrer Realisierung u.U. auf dieselbe Infrastruktur angewiesen sein
und somit eventuell nicht gleichzeitig realisierbar sein.
Zusammenfassend können hier folgende Vorgaben für die Modellierung der Kommu-
nikationsartefakte festgelegt werden:
Vorgabe (UML-Modellierung) VM01 - SCPs, Verbindungen und Eigenschaften
Jede SP-Domäne soll in der Lage sein, mehrere Compound Links zu definieren. Com-
pound Links sollen anhand zwei SCPs, die sie verbinden, eindeutig identifizierbar
sein. Jedes Compound Link soll mindestens ein Component Link beinhalten, mit
dem die unterstützten Eigenschaften assoziierbar sein sollen. Unter Eigenschaften wer-
den sowohl QoS-Parameter als auch Managementfunktionalität verstanden. Mit einem
Component Link soll eine beliebige Anzahl sowie beliebige Kombinationen der Eigen-
schaften assoziierbar sein.
Durch die Festlegung, die Compound Links durch ihre zwei SCPs zu identifizieren,
wird auch die Notwendigkeit der Identifizierung aller SCPs verursacht:
Vorgabe (Identiﬁzierung) VI02 - SCPs
Jeder SCP soll mit einer ID versehen werden, die mindestens im Domain-Scope ein-
deutig ist.
Um mit Component Links beliebig viele Dienstgüteeigenschaften assoziieren zu kön-
nen, muss folgendes erfüllt werden:
Vorgabe (Identiﬁzierung) VI03 - Identiﬁkation der Eigenschaften
Jede unterstützte Eigenschaft soll global eindeutig identifizierbar
sein.
Die entsprechenden Modellierungs- und Identifizierungsaspekte werden im Abschnitt
4.6 behandelt.
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4.1.3. Anbindung an die Nachbar-Domänen
SP-SP Connection
In diesem Unterabschnitt wechselt der
Fokus der Beschreibung zu den Verbin-
dungen zwischen aneinander angeschlos-
senen Service-Provider-Domänen. Bei der
Beschreibung werden ausschließlich die
Unterschiede zu domaininternen Verbin-
dungen betont sowie die Lösungen für
die dadurch entstehenden Herausforde-
rungen beschrieben werden.
Aus technischer Sicht sind Verbindungen zwischen zwei benachbarten Service Provi-
der Domänen nicht viel anders realisiert als Verbindungen zwischen SCPs innerhalb
einer Domäne. Von einer Reihe technischer Besonderheiten der zwei prinzipiellen Ver-
bindungsarten4, die auf die Betrachtung von QoS-Eigenschaften keine Auswirkung ha-
ben, wird an dieser Stelle o.B.d.A. abstrahiert. Die Verbindung zwischen zwei SCPs be-
nachbarter Domänen könnte prinzipiell genauso modelliert werden wie es für domä-




Abbildung 4.10.: Verbindung zwischen zwei SCPs benachbarter Domäne
In Anlehnung an den im Abschnitt 4.1.2 eingeführten Begriff "Domain Link ", der
als generelle Bezeichnung aller innerhalb einer Domäne liegenden Verbindungen ver-
wendet wird, werden die Verbindungen zwischen zwei SCPs unterschiedlicher Do-
mänen als Interdomain Links referenziert. Somit sind die Begriffe "Domain Link "
und "Interdomain Link ", die die Domainzugehörigkeit der SCPs an den Enden eines
4So werden Verbindungen über große Distanzen, die für domaininterne Verbindungen typisch sind,
durch mehrere miteinander verkettete physische Strecken mit dazwischengeschalteten Netzkompo-
nenten realisiert. Die physischen Verbindungen zwischen Domänen sind dagegen oft sehr kurz und
werden häufig mit Hilfe der sog. Patch Panels zusammengeschaltet.
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Links ansprechen, orthogonal zu den Begriffen "Compound Link " und "Component
Link ", die entsprechend die Möglichkeit mindestens einer Verbindung zwischen zwei
SCPs bzw. die Verbindungsmöglichkeit samt der dafür erlaubten Eigenschaften be-
zeichnen.




che, dass jede der beteiligten Domänen normalerweise Zugriff ausschließlich auf die
eigene Netzinfrastruktur hat. Somit fehlt bei jeder SP-Domäne Information über das
andere Ende einer Interdomain-Verbindung, geschweige denn der Managementzugriff
auf die Netzinfrastruktur der benachbarten Domäne. Aus Modellierungssicht entsteht
dadurch folgende Vorgabe:
Vorgabe (UML-Modellierung) VM02 - Aufbau von Interdomain Links
Es muss möglich sein, zwei getrennte Sichten auf ein und denselben Interdomain
Link zu haben. Jede SP-Domäne soll in der Lage sein, ausschließlich ihre Teilsicht zu
spezifizieren.
In Bezug auf die Problemstellung dieser Arbeit müssen folgende Herausforderungen
gelöst werden, die durch die getrennten Teil-Sichten bedingt sind:
• Informationen aus zwei aneinander angeschlossenen SP-Domänen müssen mit-
einander in Verbindung gebracht werden (Matching) und
• Aus zwei Sichten auf die Verbindungseigenschaften soll eine korrelierte Aussage
über die Verbindung gemacht werden können.




müssen sich beide SP-Domänen sowohl auf denselben Lichtwellenleiter als auch auf
dieselbe Lichtwellenlänge einigen. Falls nur eins von beiden nicht übereinstimmt,
würden sich die Aussagen auf zwei unterschiedliche optische Verbindungen bezie-
hen.
An dieser Stelle wird folgende Lösung vorgeschlagen: Alle Component Links bei der
Beschreibung der Teil-Sichten sollen sich ausschließlich auf physisch unterschiedliche
Verbindungen beziehen. Weiterhin sollen diese Component Links mit IDs versehen
werden, die bei beiden SP-Domänen für dieselben physischen Verbindungen stehen.
Sollte das der Fall sein, können die Teilsichten der benachbarten SP-Domänen anhand
dieser IDs in die Verbindung gebracht werden.
Abbildung 4.11 illustriert das Matchen einzelner Sichten auf dieselben Verbindungen
anhand ihrer IDs ausschaut. Aus Sicht der Domäne A sind drei Verbindungen mit den
IDs "Id1", "Id2" und "Id3" realisierbar; Domäne B sieht nur zwei Möglichkeiten, die
mit "Id2" und "Id5" identifiziert werden. Die Gründe für diese Nichtübereinstimmung
können unterschiedlicher Natur sein und sich von z.B. "Infrastruktur ist noch nicht in-
stalliert" über "Infrastrukturressourcen sind belegt" bis hin zu "Ausfall der Ressource"
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Abbildung 4.11.: "Verbindung" der Component Links durch ihre IDs
variieren. Im konkreten Beispiel ist daher nur ein Component Link mit "Id2" zwischen
den beiden SCPs der Domänen A und B möglich.
Dieses Vorgehen führt zu folgender Vorgabe:
Vorgabe (Identiﬁzierung) VI04 - Component Links bei Interdomain-Verbindungen
Zumindest bei Interdomain Links muss jeder Component Link mit einer ID versehen
werden. Für diese IDs ist Eindeutigkeit zwischen zwei aneinander angeschlossenen
SP-Domänen erforderlich. Das Vergabeverfahren für diese IDs soll in der Lage sein,
der Dynamik der Veränderungen bei den realisierbaren Verbindungen und deren Ver-
bindungseigenschaften zu genügen.
Während infrastrukturbezogene Informationen zwischen Nachbardomänen sowie in
kleinen statischen Providerkooperationen üblicherweise aufgrund der bestehenden
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Vertrauensverhältnisse gegenseitig ausgetauscht werden, soweit notwendig, kann ei-
ne Anfrage bzgl. einer Infrastruktur-Information von einer unbekannten bzw. einfach
nicht direkt angeschlossenen SP-Domäne in großen, dynamischen SP-Kooperationen
aufgrund domäneninterner Policies zurückgewiesen werden.
Ein Ausweg aus dieser Situation kann durch folgende Festlegung gewährleistet wer-
den:
Festlegung: Infrastrukturbezogene Teilsichten auf die Interdomain Links dürfen aus-
schließlich von den unmittelbaren Nachbarn gesehen werden. Bei allen Multi-
Domain Operationen, wie z.B. Informationsabfragen, Bestellung oder Monito-
ring, sollen die benachbarten SP-Domains die Proxy-Rolle für den kompletten
Interdomain Link übernehmen.
Das bedeutet, dass z.B. bei Interdomain-Link -bezogenen Informationsanfragen eine
Domäne ihre eigene Teilsicht mit der Teilsicht der benachbarten SP-Domäne aggre-
gieren und der anfragenden SP-Domäne die bereits aggregierte Information mitteilen
soll. Die aggregierte Informationen können eine abstrahierte – an die Anforderungen
des Customers "zugeschnittene" und/oder an die Provider-Policies angepasste – Dar-
stellung haben.
Während bei einem relativ selten auftretenden Anfragen für neue Dienstinstanzen
on-demand Informationsanfragen ausreichen sollten, kann ein "Abonnieren" der ak-
tuellen Informationen bei steigender Dynamik eine bevorzugte Lösung darstellen.
Abonnieren beide Nachbardomänen A und B gegenseitig die Informationen über
den Zustand ihrer Verbindung aus der Sicht des jeweils Anderen, so werden Be-





Domain A Domain B
Abbildung 4.12.: Gegenseitige Benachrichtigung über Teilsicht
Analog wie bei Anfragen zu Informationen über Interdomain Links soll eine Domä-
ne stellvertretend für die beiden Nachbardomänen auch Service-Requests entgegen-
nehmen. Falls die Anfrage akzeptiert wird, soll die SP-Domäne, die als Stellvertre-
ter (engl.: Proxy) agiert, eine infrastrukturbezogene Anfrage an die Nachbardomäne
schicken.
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Diese Festlegung verursacht die folgende Anforderung bzgl. der Modellierung:
Vorgabe (UML-Modellierung) VM03 - Aggregierte Sicht auf Interdomain Link
Zusätzlich zu einer getrennten Modellierung von Teilsichten muss es möglich sein, ei-
ne korrelierte Sicht auf Interdomain Link zu beschreiben.
Die zweite in Bezug auf Interdomain Links identifizierte Aufgabe – Berechnung eines Aggregation der
Teilsicht-
Eigenschaften
Aggregatwertes aus zwei Teil-Sichten – wird wegen ihrer Komplexität im Abschnitt 4.2
behandelt.
Ein weiterer Aspekt hängt mit der eingesetzten Netzinfrastruktur und deren Kombi- Dynamic der
SCPsnation zusammen. Die am Anfang dieses Abschnittes in Abbildung 4.10 präsentierte
Außensicht auf die Verbindung zwischen zwei SP-Domänen kann durch unterschied-
liche technische Lösungen realisiert werden. In Abbildung 4.13 ist eine mögliche Rea-
lisierung dargestellt, bei der Domain A nur einen und Domain B zwei miteinander
verbundene Router verwenden.




Abbildung 4.13.: Realisierung der Verbindung zwischen zwei Domänen
Solange die Verbindung zwischen den zwei Routern "R-B1" und "R-B2" existiert und
die benötigten Eigenschaften aufweist, können die beiden für den Außenbeobachter
als ein einziges SCP dargestellt werden. Sollte jedoch die Kapazität der Verbindung zwi-
schen "R-B1" und "R-B2" durch die andere Verbindungen erschöpft werden oder nicht
die benötigten QoS-Eigenschaften aufweisen, "zerfällt" ein logischer SCP in zwei (siehe
Abbildung 4.14). Somit kann die Verbindung zwischen SCPs aus unterschiedlichen SP-
Domänen als QoS-gebundener Systemschnitt betrachtet werden.
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Domain A Domain B
Abbildung 4.14.: Ein SCP "zerfällt" in zwei
Solche Veränderungen der Topologiebeschreibung einer Domäne können u.a. zu In-
konsistenzen bei der Multi-Domain-Sicht führen (für die Diskussion über den Auf-
bau dieser Sicht siehe Abschnitt 4.1.4). An dieser Stelle ist vor allem die Identifizie-
rung der entstehenden SCPs interessant, die auch folgendes Designkriterium erfüllen
muss:
Vorgabe (Identiﬁzierung) VI05 - Dynamik von SCP-IDs
Die Identifizierungsart von SCPs soll es ermöglichen, die neuen IDs schnell zu verge-
ben.
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4.1.4. Aufbau der Multi-Domain Sicht
Multi-Domain
Die Multi-Domain-Sicht ist für den Routing-
Algorithmus eine essentielle Voraussetzung
zur Bestimmung aller Teilstrecken eines
Verketteten Dienstes. Die Multi-Domain-
Sicht wird darüber hinaus auch im Be-
trieb einer Dienstinstanz benötigt, um z.B.
ihren Zustand aus den Monitoring-Zuständen
aller Teilstrecken bestimmen zu können
(vergleiche entsprechende Diskussion und Festlegungen im Abschnitt 3.6).
In der Betrachtung dieser Arbeit sind alle Service Provider unabhängige, gleichberech-
tigte Organ sationen. Das bedeutet vor allem, dass es i.A. keinen Einblick in die Netz-
infrastruktur der einzelnen Provider geben darf. Die Multi-Domain-Sicht kann sich
daher ausschließlich aus den Außensichten der einzelnen SP-Domänen zusammenset-
zen, wie sie in den Abschnitten 4.1.2 und 4.1.3 beschrieben wurden. Das setzt zunächst
die Lösung der folgenden zwei Aufgaben voraus:
• Kommunikation mit den einzelnen SP-Domänen, um die Außensicht abzufragen
und
• Das Ableiten einer Multi-Domain-Sicht aus den Single-Domain-Sichten
Da die Art der Kommunikation unabhängig von den übertragenen Informationen ist,
wird das notwendige Kommunikationsprotokoll – vor allem wegen seiner Komplexität
und seines Umfangs – in Kapitel 5 definiert. Die DSM Kommunikationsschnittstelle,
über die die Kommunikation abgewickelt werden soll, wurde bereits im Abschnitt
4.1.1 eingeführt, um sie bei der Modellierung der Kommunikationsartefakte im Ab-
schnitt 4.6 berücksichtigen zu können.
Als eine Lösung für die zweite Aufgabe wird an dieser Stelle die Verwendung von Aufbau der
Multi-Domain-
Sicht
ID-Matching vorgeschlagen, ähnlich wie das bereits für die Verbindung der Teilsich-
ten auf Interdomain Links verwendet wurde (siehe Abschnitt 4.1.3). Graphisch ist
das Verfahren zum Aufbau einer Multi-Domain-Sicht in der Abbildung 4.15 darge-
stellt. Die Betrachtung wird dabei auf zwei benachbarte SP-Domänen eingeschränkt,
die ihre Außensicht auf vorhandene Domain und Interdomain Links mitteilen (in der
Abbildung oben). Um die Erklärung möglichst einfach zu halten, wird an dieser Stelle
davon ausgegangen, dass die aggregierte Sicht auf die Verbindungsmöglichkeit zwi-
schen SP-Domänen nur von einem der verbundenen Nachbarn gemeldet wird (in der
Abbildung – Domain A). Je nach dem Routing-Verfahren können beide benachbarte SP-
Domäne Informationen über die sie verbindenden Interdomain Links mitteilen, dann
wird jedoch der Ausschluss von Duplikaten benötigt (mehr dazu siehe im Abschnitt
4.3)
173










Domain A Domain B
IdA2
IdB2 IdB2





(b) Vergleich von SCP-IDs
(c) Aggregierte Multi-Domain Sicht
Abbildung 4.15.: Verbindungsmöglichkeiten, Ableitung der Multi-Domain Sicht
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Abbildung 4.16.: Vorauswahl, Abstraktionsstufe Compound Links
Im nächsten Schritt können alle bekannten Domain und Interdomain Links an den
SCPs miteinander verbunden werden, deren IDs übereinstimmen (siehe Darstellung in
der Mitte der Abbildung). Dabei muss folgende Voraussetzung erfüllt werden:
Vorgabe (Identiﬁzierung) VI06 - Globale Eindeutigkeit von SCP-IDs
Die ID jedes SCP muss global eindeutig sein.
Da laut der Definition im Abschnitt 4.1.2 jeder SCP an der Grenze der ihn erbringen-
den SP-Domäne "platziert" ist, ist das Ergebnis dieser Verbindung eine Multi-Domain
Darstellung der möglichen Verbindungen und deren Eigenschaften, wie das graphisch
unten in der Abbildung 4.15 unten dargestellt ist.
Wie eine Multi-Domain-Sicht mit fünf SP-Domänen aussehen kann, ist in der Abbil-
dung 4.16 präsentiert. In dieser Abbildung sieht man deutlich, dass, um zwischen den
einzelnen SP-Domänen unterschieden zu können, folgende Vorgabe erfüllt werden
muss:
Vorgabe (Identiﬁzierung) VI07 - Domain-IDs
Bei der Modellierung der Kommunikationsartefakte soll es möglich sein, jeder SP-
Domäne eine global eindeutige ID zuzuweisen.
Wie bereits erwähnt wurde, wird eine Multi-Domain-Sicht auch im Betrieb einer
Dienstinstanz benötigt. In dieser Arbeit wird davon ausgegangen, dass die beim Rou-
ting getroffenen Festlegungen über die Zusammensetzung einer Dienstinstanz auch
im Betrieb bekannt sind. Sollte das nicht der Fall sein, kann auch da das ID-Matching-
Verfahren die Abhilfe schaffen. Für eine Beschreibung darüber, wie dieses Verfahren
beim E2Emon-Projekt eingesetzt wurde, siehe Abschnitt 8.1.
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4.1.5. Berücksichtigung weiterer Aspekte
Die bislang geführte Diskussion fokus-
sierte sich ausschließlich auf die Beschrei-
bung der Zusammenhänge, die bei ei-
nem einzigen Dienst auf der vorhande-
nen Infrastruktur realisiert werden kön-
nen. Diese idealisierte Sicht entspricht
nur bedingt der Realität. In diesem Un-
terabschnitt werden deswegen die bislang
ausgeblendeten Aspekte der Diensterbrin-
gung diskutiert und dadurch die notwen-
digen Erweiterungen des bisher sehr ein-
fachen Modells motiviert.
Netzkomponenten und physische Verbindungen können für die gleichzeitige Erbrin-Unterstützung
unterschiedlicher
Dienste
gung unterschiedlicher Dienste verwendet werden. So können z.B. bei ISDN sowohl
Sprach- als auch Datenübertragungsdienste auf derselben Infrastruktur durchgeführt
werden. Genauso können durch die Service Provider u.U. auf derselben Infrastruk-
tur Dienste auf verschiedenen Schichten angeboten werden, wie z.B. das sog. Lambda
Switching (zu Deutsch: Zusammenschalten der Wellenlängen bei optischen Verbindun-
gen) auf ISO/OSI Schicht 1, über TCP/IP-Verbindungen auf Schichten 3 und 4 bis hin
zu Verbindungen auf der Anwendungsebene (ISO/OSI Schicht 7). Für die Kommuni-
kationsartefakte bedeutet das:
Vorgabe (UML-Modellierung) VM04 - Berücksichtigung unterschiedlicher Dien-
ste
Bei der Modellierung möglicher Verbindungen muss berücksichtigt werden, dass sie
zu unterschiedlichen Diensten gehören können.
Weiterhin verwendet ein Service Provider eine vorhandene Infrastruktur üblicherwei-Ressourcen
Verwaltungszu-
stände
se nicht ausschließlich zur Erbringung einer einzigen Dienstinstanz für einen einzi-
gen Kunden, sondern versucht möglichst viele Dienstinstanzen für mehrere Kunden
gleichzeitig zu erbringen. Das bedeutet, dass die bei den SP-Domänen vorhandenen
Ressourcen für die Erbringung der Dienstinstanzen unterschiedlicher Kunden reser-
viert werden und nach der Abbestellung dieser Dienstinstanzen freigegeben werden.
Sollte es bei der Bestellung eines Verketteten Dienstes möglich sein, ein in der Zukunft
liegendes Zeitfenster zu spezifizieren (vergleiche dazu die Diskussion über DCN im Ab-
schnitt 2.3.4), dann muss das auch bei den Kommunikationsartefakten berücksichtigt
werden.
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Vorgabe (UML-Modellierung) VM05 - Speziﬁkation von Zeitfenstern
Bei Informations- und Bestellanfragen muss es möglich sein, ein erwünschtes Zeitfen-
ster für eine neue Dienstinstanz zu spezifizieren.




falls nötig auszubauen. Ob die Inbetriebnahme eines noch nicht vorhandenen Teils
der Infrastruktur von der SP-Domäne bereits geplant wurde oder ob diese Infrastruk-
tur für eine neue Dienstinstanz erst beschafft und installiert werden muss, spielt aus
Kundensicht eine untergeordnete Rolle. Sollte die Installation und Inbetriebnahme
der neuen Infrastruktur noch vor der geplanten Inbetriebnahme einer neuen Dienstin-
stanz möglich sein, kann die noch nicht vorhandene Infrastruktur für die Realisierung
dieser Dienstinstanz reserviert werden.
Für den Kunden eines Dienstes, der auf eine noch nicht vorhandene Infrastruktur
angewiesen ist, spielt allerdings der Unsicherheitsfaktor eine große Rolle. So ist die
Wahrscheinlichkeit, dass die Inbetriebnahme der noch nicht vorhandenen Infrastruk-
tur länger als geplant dauert, deutlich größer als die, dass eine bereits vorhandene
ausfällt. Aus diesem Grund soll es möglich sein zu unterscheiden, welche Dienste ei-
ne SP-Domäne ausschließlich unter Verwendung der bereits vorhandenen Infrastruk-
tur realisieren kann und bei welchen sie auf die noch nicht vorhandene angewiesen
ist. Da der Unsicherheitsfaktor und dessen Bedeutung eher Kunden- und oft auch
Dienstinstanz-spezifisch zu beurteilen sind, soll bei der Beschreibung realisierbarer
Eigenschaften nicht nur signalisiert werden, dass Teile der benötigten Infrastruktur
fehlen, sondern auch ein Datum angegeben werden, bis wann alle fehlende Infrastruk-
turkomponenten planmäßig in Betrieb genommen werden können. Im Abschnitt 2.3.2
wurde gezeigt, dass es Dienste wie Géant2 E2E Links geben kann, bei denen von den
Kunden der Unsicherheitsfaktor in Kauf genommen wird. Um auch solche Situationen
beiVerketteten Diensten zu unterstützen, muss bei den Kommunikationsartefakten fol-
gendes erfüllt werden:
Vorgabe (UML-Modellierung) VM06 - Speziﬁkation des Unsicherheitsfaktors
Bei den Informations- und Bestellanfragen muss es möglich sein, zu spezifizieren, ob
die Dienstinstanz ausschließlich auf der bereits vorhandenen Infrastruktur realisiert
werden soll, oder auch die potentiell möglichen Ressourcen und deren Eigenschaften
mit einbezogen werden dürfen.
Die Umsetzung dieser und weiterer Vorgaben für UML-Modellierung und Identifizie-
rung findet im Abschnitt 4.6 statt.
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4.2. Operationen auf Eigenschaften und Graphen
Jeder Routing-Algorithmus ist immer auf zwei Operationen angewiesen – die Aggre-
gationsfunktion, um z.B. die Teilstrecken-Werte entlang der ausgewählten Route auf-
einander zu summieren, und die Vergleichsfunktion, um z.B. die aggregierten Werten
mit den E2E-Anforderungen zu vergleichen. Zunächst wird im Unterabschnitt 4.2.1
diskutiert, wieso existierende Ansätze aus der Graphentheorie nicht ohne weiteres in
dieser Arbeit übernommen werden können. Dabei wird auch darauf verwiesen, in
welchen weiteren Unterabschnitten die relevanten Anpassungen definiert werden. An-
schließend wird in den Unterabschnitten 4.2.7 und 4.2.8 an Beispielen gezeigt, wie die
getroffenen Festlegungen umgesetzt werden können.
Die Struktur dieses Abschnittes ist graphisch in der Abbildung 4.17 dargestellt.
Umgang mit Multigraphen
4.2 Operationen auf Eigenschaften
Beispiel: Funktionsdefinitionen für Eigenschaften



















Abbildung 4.17.: Aufbau dieses Abschnittes
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4.2.1. Problematik im Überblick und Abschnitt-Zielsetzung
Bei klassischen Suchverfahren in gewichteten Graphen wird davon ausgegangen, dass Aggregations-
und Vergleichs-
funktionen
als Aggregatfunktion die Addition auftritt und beim Vergleich der kleinere Wert be-
vorzugt wird (siehe auch Abschnitt 3.3). Betrachtet man die Dienstgüteeigenschaften,
die in dieser Arbeit berücksichtigt werden sollen, dann ist dieses Vorgehen bei weitem
nicht allgemeingültig.
Bei qualitativen QoS-Parametern kann pauschal die Regel getroffen werden, dass als
die Aggregatfunktion die logische AND-Funktion agiert und beim Vergleich "unter-
stützt" besser als "nicht unterstützt" ist. Als Beispiel kann hier die Unterstützung einer
EU-Richtlinie dienen, die erst dann E2E erfüllt werden kann, wenn alle Teilstrecken
sie unterstützen.
Bei quantitativen QoS-Parametern ist die Situation wesentlich komplexer und kann
zwischen unterschiedlichen Eigenschaften stark variieren. So entsprechen z.B. die
Aggregations- und Vergleichsfunktionen bei Delay dem klassischen Fall: die Summe
wird für die Aggregation verwendet und der kleinere Wert als der bessere betrach-
tet werden kann. Bei der Bandbreite ändert sich die Situation: die Aggregation wird
durch die min-Funktion gegeben und diesmal der größere Wert als der bessere be-
trachtet.
Diese Situation verkompliziert sich im Zusammenhang mit Managementfunktiona-
lität nochmals. Am Beispiel eines Wartungsfensters kann die Aggregatfunktion als
die Schnittmenge der möglichen Wartungsfenster definiert werden. Als die Vergleichs-
funktion kann z.B. das Enthaltensein eines Zeitfensters in einem anderen dienen.
Ein weiterer Aspekt bezieht sich auf die Aggregation der Teilsichten auf einen Interdo- Sonderfall:
Interdomain
Links
main Link. Auch wenn die Aussagen von beiden SP-Domänen über Delay sich auf die-
selbe Verbindung beziehen, können sie u.U. unterschiedlich sein. Gründe dafür kön-
nen unterschiedlicher Natur sein und von den Unterschieden bei der Delay-Schätzung
bis hin zu unterschiedlichen Store-and-Forward -Verzögerungen der eingesetzten In-
frastruktur variieren. Aus diesem Grund wurde bei der Bestimmung des Wertes für
Component Link der maximale Wert der beiden Component Link Parts genommen.
Diese Berechnungsvorschrift unterscheidet sich jedoch von der Aggregationsvorschrift
für den Pfad bei demselben QoS-Parameter.
Daraus ergibt sich folgende Zielsetzung, für die in diesem Abschnitt eine Lösung defi-
niert werden muss:
Zielsetzung (Operationen) I - Eigenschaften zu Operationen Assoziation
Es muss definiert werden, wie mit den Eigenschaften die für den Routing-
Algorithmus notwendigen Operationen assoziiert werden können. Die Unterschiede
zwischen Inter-Domain und Multi-Domain Fällen müssen dabei berücksichtigt wer-
den.
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Abbildung 4.18.: Grapheneigenschaften, Einordnung
Um nicht nur die bereits angesprochenen, sondern u.U. auch weitere benötigten Funk-
tionen gleichzeitig definieren zu können, wird eine Lösung für dieses Ziel erst im
Abschnitt 4.2.6 präsentiert.
Im Multi-Domain Fall setzt sich der Graph, in dem der Routing-Algorithmus nachGraph-
Zusammensetzung einem geeigneten Pfad suchen soll, aus den Teilsichten einzelner SP-Domänen zusam-
men (siehe Abschnitt 4.1.4). Der Graph, der sich entsprechend den Festlegungen in
Abschnitten 4.1 und 4.6 zusammensetzen lässt, weist einige Besonderheiten auf, die
an dieser Stelle explizit angesprochen werden müssen.
Der Graph, in dem die Pfadsuche durchgeführt werden soll, kann anhand der dreiGesamtproblematik
Dimensionen aus der Abbildung 4.18 charakterisiert werden. Neben der sehr gut un-
tersuchten einfachsten Variante – nicht mehr als eine Kante zwischen zwei Knoten mit
jeweils nur einem ganzzahligen Gewicht pro Kante – sind im Bild gepunktet die sog.
Multigraphen (Graphen bei denen mehr als eine Kante zwischen zwei Knoten möglich
ist) sowie gestrichelt die sog. Multi-Weighted Graphen (jede Kante kann mehr als ein
Gewicht haben) gekennzeichnet (vergleiche entsprechende Diskussion im Abschnitt
3.3). In Abhängigkeit davon, welche Informationen die SP-Domänen gemeldet haben
(ein oder mehrere Component Link (s) sowie ein fester Wert oder ein Wertebereich bei
der Beschreibung deren Eigenschaften) und wie viele welche Eigenschaften als E2E-
relevant spezifiziert wurden (d.h. wie viele davon bei der Pfadsuche relevant sind),
kann der Graph auch den komplexesten Fall aller drei Dimensionen aufweisen (in
der Abbildung mit der durchgezogenen Linie gekennzeichnet). Im Übrigen wird von
einem ungerichteten Graph mit nicht-negativen Gewichten ausgegangen. Die Zusam-
menhängigkeit des Graphen wird nicht vorausgesetzt.
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Wie im Abschnitt 3.3 bereits diskutiert wurde, kann die Abbildung mehrerer Gewichte Multi-Weighted
Graphenauf nur einen zusammengesetzten Wert u.U. zu falschen Lösungen führen. Die dafür
entwickelten Konzepte basieren jedoch auf den klassischen Aggregations- und Ver-
gleichsfunktionen, weswegen für diesen Abschnitt auch folgendes Ziel gesetzt werden
muss:
Zielsetzung (Operationen) II - Anpassung der Multi-Weight-Operationen
Die für die Multi-Weighted Graphen entwickelten Operationen müssen an
die Verwendung der Eigenschaften-spezifischen Operationen angepasst wer-
den.
Dieses Ziel wird separat für Aggregations- und für Vergleichsfunktionen in Abschnitten
4.2.2 und 4.2.3 verfolgt.
Der klassische Umgang mit Multigraphen, wie er im Abschnitt 3.3 beschrieben wurde, Multigraphen
besteht in dem Einfügen eines zusätzlichen Knotens in der "Mitte" jeder Kante. Rein
theoretisch kann dieses Vorgehen auch bei mehreren Component Links ohne weite-
res angewendet werden. Der Nachteil dieser Methode besteht allerdings darin, dass
dadurch die Graphenkomplexität erheblich erhöht wird, was sich wiederum in der
Suchlaufzeit widerspiegeln kann. Deswegen wird im Abschnitt 4.2.5 folgendes optio-
nale Ziel verfolgt:
Zielsetzung (Operationen) III - Alternativer Umgang mit Multigraphen
Eine Alternative für den Umgang mit Multigraphen soll definiert werden. Diese Alter-
native soll auch die Anpassungen der Datenmodellierung sowie die Anforderungen an
den Suchalgorithmus beinhalten.
Wertebereiche für Kantengewichte werden in der Graphentheorie nicht direkt behan- Gewichte als
Wertebereichedelt. Die bereits besprochenen Multigraphen können als eine Art Workaround dafür
betrachtet werden. Eine "Aufteilung" der Wertebereiche auf mehrere künstlich erzeug-
te Kanten würde die Graphenkomplexität und dadurch auch die Suchlaufzeit erheblich
beeinträchtigen. Um solche Komplikationen zu vermeiden, wird im Abschnitt 4.2.4 fol-
gendes Ziel verfolgt:
Zielsetzung (Operationen) IV - Umgang mit Wertebereichen
Es muss ein Verfahren definiert werden, wie Operationen auf festen Werten auf Wer-
tebereiche übertragen werden können.
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4.2.2. Multi-Weighted Graphen: Aggregatfunktionen und Pfadgewicht
Die Notwendigkeit der Aggregatfunktionen für die Teildiensteigenschaften (QoS-Para-
meter und Managementfunktionalität) wurde in diesem Abschnitt bereits angespro-
chen.





Wn m-Dimensionalen Vektoren dar, wobei "m" für die Anzahl
der relevanten Eigenschaften steht:
→
W i ::= (wi,1, ..., wi,m)
Aggr→
v
ist die Aggregatfunktion in dem Vektorraum, sie besteht aus m Aggregatfunk-







W j ) ::= (Aggr1(wi,1, wj,1), ..., Aggrm(wi,m, wj,m))
Aggr→
v
kann somit nur dann assoziativ sein, wenn alle Aggregatfunktionen für die
einzelnen Diensteigenschaften auch assoziativ sind.
Anzahl der Dimensionen m und deren Bedeutung können sich bei Verketteten Diens-
ten von Fall zu Fall (von einer Dienstinstanz zur anderen) unterscheiden. Der Grund
dafür sind die unterschiedlichen Eigenschaften, die der Endkunde als für seine Dienst-
instanz relevant spezifiziert. Die Unterscheidung zwischen den einzelnen Diensteigen-
schaften geschieht anhand ihres Typs und der eindeutigen ID (QOS_ID, FUNCTIONALI-
T Y_ID, PROPERT Y_ID), was auch Reihenfolgefreiheit erlaubt, in der diese Eigenschaf-
ten von jeder einzelnen SP-Domäne gemeldet werden.
Die Aggregatfunktionen, die die unterstützten Eigenschaften von Interdomain Links
aus zwei "Informationshälften" miteinander verbundener SP-Domänen berechnen, müs-
sen stets mit zwei Werten (Teilsichten) operieren und entsprechen somit der definier-
ten binären Operation. Bei der Berechnung eines Pfadgewichtes müssen i.A. mehr als
zwei Werte miteinander aggregiert werden. Damit die Berechnung mit Hilfe der Bi-
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Grundsätzlich existieren für solche Berechnungen zwei Anwendungsfälle: bei der Wahl
des Pfades zwischen zwei Endpunkten einer neuen Dienstinstanz, und zur Berech-
nung des E2E-Zustandes beim Dienstinstanz-Monitoring, falls ausschließlich die Über-
wachung von einzelnen Teildiensten möglich ist (siehe dazu "cascaded monitored
connections" in Abschnitt 3.6.2). Diese Fälle unterscheiden sich grundsätzlich in zwei
Aspekten: beim Monitoring werden die exakten Zustände aggregiert, bei der Pfadbe-
rechnung dagegen die erlaubten Wertebereiche, und – auch wenn das kein prinzipi-
eller Unterschied ist – beim Monitoring werden ausschließlich die Wertezustände von
quantitativen sowie das Vorhandensein von qualitativen QoS Parametern aggregiert,
bei der Pfadberechnung muss bei der Aggregation noch die mögliche Management-
funktionalität und die dazugehörigen Parameter miteinbezogen werden. Somit wird
für das Pfadgewicht eine Extradefinition gebraucht:
Pfadgewicht: als Pfadgewicht wird das Intervall von allen auf diesem Pfad realisier-
baren Eigenschaften definiert:
⇀↽





Mögliche Abstufungen werden dabei nicht berücksichtigt. Wertebereiche bezie-
hen sich sowohl auf QoS-Parameter als auch auf Managementfunktionalität und
die zugehörigen Parameter.
Sollte die Schnittmenge eines so definierten Pfadgewichts mit den E2E-Anforderungen
eine leere Menge ergeben, dann können durch diesen Pfad die Kundenanforderungen
nicht erfüllt werden. Ansonsten existiert mindestens eine (nicht unbedingt optimale)
zufriedenstellende Lösung.
Die Berechnung eines Pfadgewichtes (abgesehen davon, ob es sich um den Monitoring- Ableitung des
E2E-WertesWert oder die Ober- bzw. oder Untergrenze bei der Pfadsuche handelt) ist graphisch
in Abbildung 4.19 dargestellt. Die einzelnen Werte-Vektoren sind in den Kästchen auf
unterschiedlichen Ebenen abgebildet, zwischen den Ebenen sind symbolisch die für
die Ableitung benötigten Operationen auf den Werten dargestellt. Die unterschiedli-
che Breite der Teildienste-QoS (unten im Bild) soll nur andeuten, dass die einzelnen
Teildienste unterschiedliche geographische Ausdehnungen haben können, auf den ei-
gentlichen Wert
→
W i hat das keine Auswirkung. Die Ableitungsrichtung ist von unten
nach oben.
Eigenschaftstransformationen denen dazu, heterogene Informationen aus unterschied-
lichen SP-Domänen auf eine gemeinsame Basis zu bringen, bevor die Einzelwerte
aggregiert werden. Als ein Beispiel dafür kann die Berechnungsfunktion für Delay
dienen, in der alle Delay-Werte zunächst in Mikrosekunden umgewandelt wurden. Es
können allerdings – in Abhängigkeit von den QoS-Parametern – auch wesentlich kom-
pliziertere Funktionen benötigt werden. Als ein Beispiel dafür kann der Unsicherheits-
faktor dienen, der sowohl als eine Erfolgswahrscheinlichkeit oder auch als Zeitangabe
für eine geplante Infrastrukturinbetriebnahme angegeben wird. Die Berechnung ei-
nes E2E-Unsicherheitsfaktors bei "gemischten" Angaben beteiligter Domänen kann nur
Policy-gesteuert geschehen. Denkbar wäre es allerdings, dass aus den Zeitangaben in
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Abbildung 4.19.: Eigenschaften-Ableitung: von Teildiensten zu E2E
Abhängigkeit vom aktuellen Datum ein Wahrscheinlichkeitswert berechnet wird, der
wiederum bei der Berechnung des E2E-Wertes5 verwendet wird.
Nachdem die Eigenschaften zu einer gemeinsamen Basis transformiert wurden, kön-
nen sie zu einem E2E-Wert
→
WE2E aggregiert werden. Unter Umständen wird danach
eine weitere Transformation zu einem kundenspezifischen E2E-Wert
→
WCust erforder-
lich. Als ein Beispiel dafür kann die Dienstverfügbarkeit dienen. Bei der Berechnung
des Wertes
→
WE2E muss die Schnittmenge der Zeitintervalle aller Teildienste ermittelt
werden, in denen die Teildienste verfügbar wären. Für den Customer muss die Ver-
fügbarkeit dann prozentuell dargestellt werden, ausgehend von den mit dem Kunden
definierten Verfügbarkeitszeiten.
5Für diese Berechnung sind wiederum unterschiedliche Alternativen denkbar, wie z.B. die bedingte
Wahrscheinlichkeit oder der schlechteste Wert von allen Domänen.
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4.2.3. Multi-Weighted Graphen: Vergleich im Vektorraum
Während die Aggregatfunktion (siehe Abschnitt 4.2.2) für die Berechnung des Pfadge-
wichtes und somit zur Findung eines zufriedenstellenden Pfades ausreicht, wird für
die Suche nach einem optimalen Pfad eine Vergleichsfunktion benötigt. Außer der
Pfadsuche kann die Vergleichsfunktion auch beim Monitoring verwendet werden, um
die Tendenz der Zustandsveränderung (Verbesserung bzw. Verschlechterung) identifi-
zieren zu können.
In der Graphentheorie werden als Gewichte grundsätzlich natürliche oder ganze Zah-
len verwendet, wodurch auch eine natürliche Ordnung "eingeführt" wird. Als "bevor-
zugt" wird üblicherweise ein Pfad mit kleinerem Gewicht bezeichnet. Für mehrfachge-
wichtete Graphen wurde analog der Begriff von non-dominance wie folgt eingeführt:
→
W i ist nur dann non-dominant zu
→
W j , wenn für alle k: 1 ≤ k ≤ m die Unglei-
chung "wi,k ≤ wj,k" erfüllt ist (vergleiche die entsprechende Diskussion im Abschnitt
3.3).
Im Gegensatz zur klassischen Graphentheorie hängt die Bevorzugung eines Wertes ge-
genüber einem anderen auch vom QoS-Parameter und nicht nur vom Wertevergleich
ab. Um ein Beispiel dafür zu geben, ist der kleinere Delay-Wert als der bessere zu be-
trachten, bei der Verfügbarkeit dagegen der größere Wert. Das macht die Einführung
einer Ordnungsfunktion für jeden unterstützten quantitativen QoS-Parameter notwen-
dig. Für qualitative Parameter ist diese Funktion nicht notwendig, denn für sie exi-
stiert – in Bezug auf erwünschte Eigenschaften – eine natürliche Ordnung: das Vorhan-
densein einer Eigenschaft ist bevorzugter als ihr Fehlen.
Bezeichnet man mit ≺ die bevorzugte Ordnung und mit  das Gegenteil davon,
d.h. in der Ungleichung "wi,k ≺ wj,k" wird wi,k vor wj,k bevorzugt, dann kann in
Analogie zu non-dominance die Ordnung in m-dimensionalen Vektorraum in Ab-
hängigkeit von der Ordnung einzelner Dimensionswerte definiert werden. Sind k,
q und p die Dimensionsindices, dann ∀k : 1 ≤ k ≤ m und ∃q, p : 1 ≤ q, p ≤ m ist














=, if wi,k = wj,k
≺, if wi,k ≺ wj,k ∨ ifwi,k = wj,k
, if wi,k  wj,k ∨ ifwi,k = wj,k
6=, if wi,q ≺ wj,q ∧ wi,p  wj,p
Diese Beziehung sieht die gleichwertige Bedeutung aller QoS-Parameter vor. Es kann
aber auch eine Priorisierung der relevanten QoS-Parameter erwünscht sein (die Ver-
wendung dafür siehe in Abschnitt 4.2.8). Um diese Eigenschaft zu erfüllen, kann die
Ordnungsformel leicht angepasst werden. Sind die QoS-Parameter in die Dimensionen
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nach der absteigenden Priorität sortiert, dann kann die priorisierte Ordnungsfunktion









=, if ∀k : 1 ≤ k ≤ m : wi,k = wj,k
≺, if ∃q : 1 ≤ q,≤ m : wi,q ≺ wj,q ∧
∀p : p < q : wi,p = wj,p
, if ∃q : 1 ≤ q,≤ m : wi,q  wj,q ∧
∀p : p < q : wi,p = wj,p
Die Ordnungsrelationen einzelner QoS-Parameter bleiben dabei unverändert, was ei-
ne große Flexibilität und Anpassbarkeit an Dienstinstanz-spezifische Anforderungen
garantiert. Als zusätzlicher Vorteil dieser Funktion kann auch das Fehlen des 6=-
Zustandes angesprochen werden, weil dadurch die Wahl des besten Pfades aus allen
zufriedenstellenden ermöglicht wird. Das kann jedoch nur auf E2E-Pfade angewendet
werden und nicht auf Teilpfade (für die Begründung siehe die entsprechende Diskus-
sion im Abschnitt 3.3).
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4.2.4. Wertebereiche als Gewichte: Abbildung auf feste Werte
Der Übergang von Wertebereichen zu Werten kann verhältnismäßig leicht gesche-
hen.
Bei E2E-Anforderungen (engl. Constraints) kann man davon ausgehen, dass sie die
untere Schranke
→
CE2E für alle relevanten Eigenschaften darstellt. Eine Angabe der
Anforderungen als ein Wertebereich ist zwar theoretisch möglich, ergibt aber wenig
Sinn (z.B. Kundenanforderung "Die Eigenschaft XY soll besser als AA, aber nicht bes-
ser als BB sein") und wird daher nicht betrachtet. Bei dem Pfadgewicht, wie es im
Abschnitt 4.6 definiert wurde, handelt es sich jedoch i.A. um einen Wertebereich, in
dem die Eigenschaften eines Pfades variieren können.
Um feststellen zu können, ob ein Pfad die E2E-Anforderungen erfüllen kann, reicht der Pfadsuche mit
bestem WertVergleich zwischen dem bestmöglichen Pfadgewicht und den Anforderungen
→
CE2E .
Deswegen kann bei der Pfadsuche ausschließlich der bestmögliche Wert berücksich-




Abbildung 4.20.: Erfüllbarkeit der E2E-Anforderungen für einen Pfad
In der Abbildung 4.20 ist dies graphisch dargestellt. Für die Anschaulichkeit der Dar-
stellung handelt es sich dabei nur um zwei QoS-Parameter, Delay und Verfügbarkeit.
Die von
⇀↽
W path aufgespannte Fläche der realisierbaren Eigenschaften ist durch das
ausgefüllte Rechteck und die Anforderungsgrenze
→
CE2E durch die gestrichelte Li-
nie gekennzeichnet. An dem Bild erkennt man die Problematik, die bereits bei der
Definition der Ordnungsfunktionen zum Vorschein kam: ein kleinerer Delay ist als
der bessere Wert zu beurteilen, bei der Verfügbarkeit ist dagegen der größere Wert
besser. Um den bestmöglichen Wert eines Pfades (in der Abbildung durch einen

























W j) ::= (Best(wi,1, wj,1), ..., Best(wi,m, wj,m))
Best(wi,k, wj,k) ::=
{
wi,k, if wi,k ≺ wj,k, ∀k : 1 ≤ k ≤ m
wj,k, otherwise
Die Erfüllung bzw. bestmögliche Erfüllung der E2E-Anforderungen ist nicht immer dieNäherung an die
E2E-
Anforderungen
beste Vorgehensweise: so muss der Kunde nicht unbedingt eine realisierbare 10Gbps-
Verbindung bekommen, wenn er "mindestens 2Mbps" spezifiziert hat. Somit rückt (oft
auch aus Kostengründen) die Aufgabe in Vordergrund, eine Verbindung zu finden,
die den E2E-Anforderungen genügt, diese aber möglichst gering "übererfüllt" (siehe
dazu auch die Diskussion im Abschnitt 3.3 über die Such-Probleme in Multi-Weighted
Graphen).
In diesem Fall kann das Vorgehen in folgende grobe Schritte aufgeteilt werden:
1. Zunächst soll ein Pfad gefunden werden, der die E2E-Kundenanforderungen












ermittelt werden. Da alle Teildienste des Pfades bekannt sein müssen, ist das oh-
ne weiteres möglich, indem die Worst→
v
-Werte aller Teildienste aggregiert wer-
den. Danach sollen zwei Fälle unterschieden werden:
• Sollte auch der schlechteste Wert des gefundenen Pfades die E2E-Anfor-






CE2E" –, dann kann er als
das gesamte Pfadgewicht verwendet werden. In diesem Fall sollen die SP-
Domänen die ausgewählten Teilstrecken (d.h. Component Links) lediglich
mit den schlechtesten für diese Strecken angebotenen Eigenschaften reali-
sieren.




W path)-Wert die E2E-Anforderungen nicht erfüllt
(wie das in dem Beispiel aus der Abbildung 4.20 der Fall war), dann muss
nach einer Näherung an die Grenzwerte gesucht werden.







CE2E ) und dennoch – aus Providersicht – zu gut sein, kann
nach einem alternativen Pfad gesucht werden. Dabei sollen die vorherig be-
schriebenen Schritte wiederholt werden.
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Abbildung 4.21.: Pfadgewicht und E2E-Anforderungen, mögliche Kombinationen









W path) definiert werden kann. Dazu muss in der Definition ausschließlich die




















W j) ::= (Worst(wi,1, wj,1), ...,Worst(wi,m, wj,m))
Worst(wi,k, wj,k) ::=
{
wi,k, if wi,k  wj,k, ∀k : 1 ≤ k ≤ m
wj,k, otherwise





W path)-Werte auftreten. Diese sind graphisch in der Abbildung 4.21
dargestellt. Interessant sind vor allem der "Path A", bei dem im schlechtesten Fall keine
der erforderlichen Eigenschaften erfüllt wird, und der "Path C", bei dem im schlechte-
sten Fall die E2E-Anforderungen nicht bei allen Eigenschaften erfüllt sein werden. Die
Ermittlung einer Näherung an den Anforderungswert soll ausschließlich auf die Eigen-
schaften beziehen, bei denen die E2E-Anforderungen nicht erfüllt werden. Bei den üb-
rigen können die schlechtesten Werte übernommen werden.
Dieses Knappsack-ähnliche Problem kann relativ einfach mit den Mitteln der Graphen- Bestimmen
endgültiger
Soll-Werte
theorie gelöst werden. Da alle mit dem Component Link (der zugrunde einer Kante
in dem betrachteten Graph liegt) assoziierten Eigenschaften voneinander unabhän-
gig sind (siehe deren Definition in Abschnitt 4.1.2), kann die Näherung für jede der
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m Dimensionen einzeln durchgeführt werden. Der gefundene Pfad kann einzeln für
jede Dimension zu einem gerichteten Graphen transformiert werden. Dabei entspre-
chen die Knoten dieses Graphes den SCPs auf dem gefundenen Pfad. Die Anzahl von
Kanten hängt von den erlaubten Zuständen des Component Links in der jeweiligen
Dimension ab. Die Gewichte der Kanten variieren von dem besten zu dem schlechte-
sten Wert entsprechend den spezifizierten Abstufungen. Der so definierte Graph ist in
Abbildung 4.22 dargestellt. Die Tiefensuche in dem gesamten so definierten Graphen















Abbildung 4.22.: DFS zur Bestimmung der Teildienstegewichte
Wie im Abschnitt 3.3 beschrieben wurde, beträgt die Laufzeit der Tiefensuche O(bd),
wobei "b" für den Verzweigungsgrad und "d" für die maximale Suchtiefe stehen. Durch
die Begrenzung der maximalen Anzahl der Abstufungen (Verzweigungsgrad) zwischen
dem besten und dem schlechtesten möglichen Wert jedes Component Links kann die
Begrenzung der Suchlaufzeit flexibel gestaltet werden. Wegen seiner Trivialität und
großer Ähnlichkeit zur Bestimmung von MCSP (siehe Abbildung 4.27 im Abschnitt
4.2.8) wird dieser Algorithmus hier nicht extra ausgeführt.
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4.2.5. Multigraphen: Alternatives Vorgehen
Der Zweck des Knoten-Einfügens beim klassischen Vorgehen mit Multigraphen (sie-
he Abbildung 3.8 sowie die zugehörige Diskussion im Abschnitt 3.3.2) besteht dar-
in, die einzelnen Kanten im Graph voneinander unterscheiden zu können. Bei der
Modellierung der Kommunikationsartefakte kann dieses Ziel auch dadurch erreicht
werden, dass jeder Component Link mit einer global eindeutigen ID versehen wird.
Der Suchalgorithmus muss dann entsprechend angepasst werden. Dazu müssen ledig-
lich innerhalb der üblichen "für-alle-Nachbarn"-Schleife auch eine zusätzliche "für-alle-
Kanten-zu-Nachbar"-Schleife eingebaut werden. Weiterhin soll bei der Gestaltung der
Rückreferenz eines Pfades nicht nur den Knoten-, sondern auch die entsprechende
Kante (bzw. Kanten-ID) berücksichtigt werden.
Um diesen Umgang mit den Multigraphen überhaupt zu ermöglichen, muss bei der
Modellierung der Kommunikationsartefakte folgendes erfüllt werden:
Vorgabe (Identiﬁzierung) VI08 - Identiﬁzierung aller Component Links
Alle Component Links müssen mit einer global eindeutigen ID versehen werden. Das
Vergabeverfahren für diese IDs soll in der Lage sein, der Dynamik der Veränderungen
bei den realisierbaren Verbindungen und deren Verbindungseigenschaften zu genü-
gen.
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4.2.6. Deﬁnition der Operationen pro Diensteigenschaft
Bei der Diskussion in Abschnitten 4.2.2 und 4.2.3 zeigte sich, dass pro Diensteigen-Notwendige
Operationen schaft mindestens die drei folgenden Funktionen definiert werden müssen: eine Ver-
gleichs- und zwei unterschiedlichen Aggregationsfunktionen. Weiterhin wurde im Ab-
schnitt 4.2.4 die Notwendigkeit von zwei weiteren Funktionen zur Bestimmung des be-
sten bzw. des schlechtesten Wertes dargelegt. Die explizite Definition der letzteren zwei
Funktionen kann man als optional betrachten, da deren Ergebnis ohne weiteres unter
der Verwendung der Vergleichsfunktion erzielt werden kann. Wichtig ist vor allem,
dass all diese Funktionen, die in Tabelle 4.1 zusammengefasst sind, für jede Dienstei-
genschaft definiert werden müssen, die bei der Pfadsuche berücksichtigt werden soll.
Hier sind sowohl QoS-Parameter, als auch Managementfunktionalität und die einzel-
nen Eigenschaften der Managementfunktionalität gemeint.
Funktion Zweck  
_Order_Compare  Diese Funktion dient dem Vergleich zweier Werte des 
durch ID vorgegebenen Typs. 
Ergebnis dieser Funktion kann ausschließlich die Werte 
einnehmen, deren Bedeutung für die jeweilige 
Eigenschaft „Besser“, „Schlechter“ oder 
„Gleich“ ist. 
_Order_Best Dies ist eine Hilfsfunktion, die vom einfachen Vergleich 
abgeleitet werden kann. 
Diese Funktion soll den – im Sinne der Eigenschaft – 
besten Wert zurückliefern. 
_Order_Worst Dies ist eine Hilfsfunktion, die vom einfachen Vergleich 
abgeleitet werden kann. 
Diese Funktion soll den – im Sinne der Eigenschaft – 
schlechtesten Wert zurückliefern. 
_Aggregate_Links Diese Funktion definiert, wie die Werte auf der 
aneinander angeschlossenen ComponentLinks 
miteinander aggregiert werden können, um ein 
gemeinsames „Gewicht“ zu errechnen. 
_Aggregate_LinkParts Diese  Funktion definiert, wie die Teilsichten zweier SP-
Provider auf denselben von ihnen gemeinsam zu 
erbringenden InterDomain Link miteinander 
kombiniert werden können, sodass das 
ComponentLink-Gewicht errechnet werden kann. 
 
Tabelle 4.1.: Erforderlichen ID-bezogene Funktionen
Bei den Aggregatfunktionen müssen, wie bereits erwähnt, zwei Funktionen definiert
werden – für die Aggregation der Eigenschaftenwerte der unterschiedlichen Teildien-
ste und für die Aggregation der Sichten aneinander angeschlossenen SP-Domänen
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auf die Eigenschaften ein und desselben Links. Dabei muss betont werden, dass der
Kontext bzw. Abstraktionslevel, in dem diese Funktionen zum Einsatz kommen, in
dieser Arbeit strikt voneinander getrennt wurde. So sind die Teilsichten auf dieselben
Interdomain Links ausschließlich für die aneinander angeschlossenen SP-Domänen
möglich, für alle anderen Operationen werden sie von einer aggregierten View ver-
schattet (siehe Abschnitt 4.1.3). Dieses Vorgehen mag zwar – aus Sicherheitsgründen
– eine allgemeingültigere Lösung darstellen, die zudem auch eine wesentliche Ver-
einfachung der Prozesse ermöglicht, auf der anderen Seite fordert dies aber einen
zusätzlichen Aufwand bei den SP-Domänen (für die Verschattung) sowie verursacht
die Bildung eines zusätzlichen Kommunikationsschrittes. Aus diesen Gründen wird
im Abschnitt 4.7 empfohlen, bei den kleinen und mittelgroßen Kooperationen mit gu-
ten Vertrauensbeziehungen zwischen den SP-Domänen auf diese Art der Verschattung
zu verzichten.
Damit auf den Eigenschaften die definierten Operationen ausgeführt werden können,
soll folgendes erfüllt werden:
Vorgabe (Identiﬁzierung) VI09 - Operationen-zu-Eigenschaften Assoziation
Mit jeder unterstützten Eigenschaft sollen mindestens die drei erforderlichen Funktio-
nen assoziiert werden.
Die entsprechende Lösung wird im Abschnitt 4.6.10 definiert.
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4.2.7. Beispiel: Funktionendeﬁnition für Diensteigenschaften
Durch den Aufbau der Eigenschaftenbeschreibung unter konsequenten Verwendung
von IDs in Kombination mit der Assoziation der Funktionsdefinitionen ist es mög-
lich, mehrdimensionale Operationen auf beliebige Eigenschaftenkombinationen zu
unterstützen. In diesem Abschnitt soll illustriert werden, wie die einzelnen Funk-
tionen für unterschiedliche Eigenschaften definiert werden können. Um an dieser
Stelle keine Beschreibungssprache dafür einführen zu müssen, wird in dem folgen-
den Codebeispiel auf C/C++ zurückgegriffen, da diese Programmiersprachen sowohl
sehr verbreitet sind als auch deren Syntax von vielen anderen Sprachen als Vor-
bild übernommen wurde. Für die Einführung in diese Sprachen empfehlen sich z.B.
[KR88, Str00].
Im Abschnitt 4.2.1 wurde bereits angesprochen, dass die Aggregatfunktion für DelayFunktionen für
QoS-Parameter bei den Teilsichten auf denselben Interdomain Link sich von der Aggregatfunktion
für den Multi-Domain Fall unterscheiden kann. In Abbildung 4.23 werden die notwen-
digen Typen (siehe Zeilen 1 bis 22) sowie die drei obligatorischen eigenschaftenbezo-
genen Funktionen (siehe Zeilen 24 bis 66) definiert. Wie man sieht, sind abgesehen
von den Unterschieden zwischen zwei Aggregatfunktionen alle Definitionen in der Ab-
bildung sehr einfach. Dies kann sich jedoch von einer Eigenschaft zur anderen sehr
stark unterscheiden.
Auch wenn im Laufe des Kapitels hin und wieder betont wurde, dass die ID-bezogeneFunktionen für
Management-
funktionalität
Definition von Diensteigenschaften (und somit auch von Aggregat- und Ordnungs-
funktionen) sich nicht nur auf Dienstgüteeigenschaften, sondern auch auf die Ma-
nagementfunktionalität erstreckt, richtig illustriert wurde es bislang noch nicht. Der
Grund dafür liegt einerseits daran, dass die Erklärungen anhand QoS-Parameter we-
sentlich intuitiver und daher auch leichter zu verstehen sind, und andererseits daran,
dass die Definition entsprechender Funktionen für die Managementfunktionalität u.U.
wesentlich aufwendiger und komplexer ist. Um dies zu verdeutlichen, wurden in Ab-
bildungen 4.24 und 4.25 zwei der erforderlichen Funktionen für die Managementfunk-
tionalität "Teilstrecken-Monitoring" definiert. Wie in dem vorangegangenen Beispiel in
der Abbildung 4.23 handelt es sich um die Funktionen, die während des Routings ein-
gesetzt werden sollen, wenn auch die getroffenen Entscheidungen die Management-
funktionalität und deren Eigenschaften beeinflussen.
Im Code-Beispiel in der Abbildung 4.24 ist die Komplexität nur unwesentlich höher als
bei einem QoS-Parameter: es ist lediglich eine Aufzählung der möglichen Monitoring-
Verfahren in einer SP-Domäne (vergleiche dazu Tabelle 2.5 im Abschnitt 2.4.1) dazuge-
kommen, die weiter unten in der Ordnungsfunktion auch berücksichtigt werden. Die
Aggregatfunktion in der Abbildung 4.25 sieht allerdings wesentlich komplexer aus.
Das liegt daran, dass alle möglichen Kombinationen der Überwachungsmethoden ein-
zelner Teilstrecken und deren Auswirkung auf die E2E-Überwachung berücksichtigt
werden müssen.
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1E:\_M_&_M_\SLAmgmt\Diss\Bilder\Kap4\Code_AggregatFunction_Delay.c
1 typedef enum tagORDER
2 {
3     BETTER,
4     IDENTICAL,




9 typedef enum tagMETRICDELAY 
10 {
11     us  = 1,        // microsecond
12     ms  = 10^3,     // milisecond




17 typedef struct tagDELAY
18 {
19  int         value;  // delay value
20  METRICDELAY metric; // delay metric
21      
22 } DELAY, *LPDELAY;
23
24 ORDER Delay_Order_Compare (LPDELAY lpPartA, LPDELAY lpPartB)
25 {
26     if (lpPartA->value * lpPartA->metric == lpPartB->value * lpPartB->metric)
27         return IDENTICAL;
28
29     if (lpPartA->value * lpPartA->metric < lpPartB->value * lpPartB->metric)
30         return BETTER;
31
32     return WORTHER;
33 }
34
35 LPDELAY Delay_Aggregate_Links (LPDELAY lpPartA, LPDELAY lpPartB, LPDELAY lpResult)
36 {
37     lpResult->value = lpPartA->value * lpPartA->metric + 
38                       lpPartB->value * lpPartB->metric;
39
40     if (lpPartA->metric < lpPartB->metric)
41     {
42         lpResult->value  /= lpPartA->metric;
43         lpResult->metric  = lpPartA->metric;
44     }
45     else
46     {
47         lpResult->value  /= lpPartB->metric;
48         lpResult->metric  = lpPartB->metric;
49     }
50
51     return lpResut;
52 }
53
54 LPDELAY Delay_Aggregate_LinkParts (LPDELAY lpPartA, LPDELAY lpPartB, LPDELAY lpResult)
55 {
56     lpResult->value  = lpPartA->value;
57     lpResult->metric = lpPartA->metric;
58
59     if (lpPartA->value * lpPartA->metric < lpPartB->value * lpPartB->metric)
60     {
61         lpResult->value  = lpPartB->value;
62         lpResult->metric = lpPartB->metric;
63     }
64
65     return lpResut;
66 }
Abbildung 4.23.: Operationen für QoS-Parameter, Delay
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1E:\_M_&_M_\SLAmgmt\Diss\Bilder\Kap4\Code_AggregatFunction_Mgmt.c
1 typedef enum tagMONITORINGTYPE 
2 {
3     None,      // monitoring is not possible at all
4     Polling,    // monitoring data is acquired by polling
5     PollingOrTraps, // monitoring data is acquired by polling or traps
6             // as aggregat-value means that some sections are 
7             // monitored with traps and other wit polling 
8     Traps,    // monitoring data is acquired by traps




13 typedef enum tagMONITORINGMETRIC 
14 {
15     us  = 1,        // microsecond
16     ms  = 10^3,     // milisecond
17     sec = 10^6,     // second




22 typedef struct tagMONITORINGACQUISITION
23 {
24  MONITORINGTYPE   type;   // how monitoring is performed
25  int              value;  // polling interval value
26  MONITORINGMETRIC metric; // polling interval metric
27      
28 } MONITORINGACQUISITION, *LPMONITORINGACQUISITION;
29
30
31 LPMONITORINGACQUISITION MonitoringAquisition_Order_Best (
32  LPMONITORINGACQUISITION lpPartA,
33  LPMONITORINGACQUISITION lpPartB,
34  )
35 {
36  if (lpPartA->type > lpPartB->type)
37   return lpPartA;
38  
39  if (lpPartB->type > lpPartA->type)
40   return lpPartB;
41  
42  // identical types - compare polling intervals 
43  switch (lpPartA->type)
44  {
45   case None:
46   case Traps:
47    return lpPartA;
48    
49   case Polling:
50   case PollingOrTraps:
51   case PollingAndTraps:
52             if ( // smaller polling interval is better
53                 lpPartA->value * lpPartA->metric <
54     lpPartB->value * lpPartB->metric
55        )
56                 return lpPartA;
57      
58   default:
59    break;
60  }
61  




Abbildung 4.24.: Operationen für Managementfunktionalität, MonitoringAquisition
(1/2)
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1E:\_M_&_M_\SLAmgmt\Diss\Bilder\Kap4\Code_AggregatFunction_Mgmt.c
65 LPMONITORINGACQUISITION MonitoringAquisition_Aggregate_Links (
66  LPMONITORINGACQUISITION lpAggregat,
67  LPMONITORINGACQUISITION lpNextPart,
68  )
69 {
70     // check whether E2E-Monitoring is possible at all
71     if (lpAggregat->type == Nonde || lpNextPart->type == None)
72     {
73         lpAggregat->type = Nonde;
74         return lpAggregat;
75     }
76
77     // if both rely on Traps - Traps remain as aggregated value
78     if (lpAggregat->type == Traps || 
79         lpAggregat->type == PollingAndTraps)
80         if (lpNextPart->type == Traps || 
81             lpNextPart->type == PollingAndTraps)
82         {
83             if (lpAggregat->type != lpNextPart->type)
84                 lpAggregat->type = Traps; // worst possiblity wins
85
86             return lpAggregat;
87         }
88
89     // at most one of arguments is Trap-based
90
91     if (lpAggregat->type == Traps || 
92         lpAggregat->type == PollingAndTraps)
93     {
94         lpAggregat->type   = PollingOrTraps;
95         lpAggregat->value  = lpNextPart->value;
96         lpAggregat->metric = lpNextPart->metric;
97
98         return lpAggregat;
99     }
100
101     if (lpNextPart->type == Traps || 
102         lpNextPart->type == PollingAndTraps)
103     {
104         lpAggregat->type   = PollingOrTraps;
105
106         return lpAggregat;
107     }
108
109     // both arguments rely on "Polling" 
110     // only bigger (worther) polling can be guarantied for E2E
111  
112     if ( 
113         lpAggregat->value * lpAggregat->metric <
114   lpNextPart->value * lpNextPart->metric
115      )
116     {
117         lpAggregat->value  = lpNextPart->value;
118         lpAggregat->metric = lpNextPart->metric;
119     }
120
121         return lpAggregat;
122 }
123
Abbildung 4.25.: Operationen für Managementfunktionalität, MonitoringAquisition
(2/2)
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Die Code-Beispiele, die in diesem Unterabschnitt präsentiert wurden, dienen aus-
schließlich zu Veranschaulichungszwecken und können nicht als eine endgültige Defi-
nition betrachtet werden. Die Wahl des zu unterstützenden Dienstes sowie der Imple-
mentierungskriterien (z.B. eine andere Programmier- bzw. Beschreibungssprache) kön-
nen einen starken Einfluss auf die Funktionsdefinitionen haben.
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4.2.8. Suchalgorithmen mit eingeführten Operationen
Obwohl es in diesem Abschnitt oft gesagt wurde, dass die definierten Aggregations-
und Vergleichsfunktionsdefinitionen bei den Suchverfahren eingesetzt werden sollen,
richtig illustriert wurde es bislang nicht. Da es unterschiedliche zu lösende Aufga-
ben geben kann, wird weiter in diesem Unterabschnitt exemplarisch gezeigt, wie die
existierenden Suchverfahren an die Gegebenheiten Verketteter Dienste mit Hilfe der
in den Abschnitten 4.2.2 und 4.2.3 eingeführten Funktionen angepasst werden kön-
nen.
Im Abschnitt 3.3 wurden drei Aufgaben präsentiert, die in Bezug auf Multi-Weighted Aufgaben bei
Multi-Weighted
Graphen
Graphen am häufigsten gestellt werden. Diese Aufgaben, die in der Fachliteratur oft
auch als Probleme referenziert werden, werden hier kurz in die Erinnerung geru-
fen:
Multi-constrained Path (MCP) : Bei dieser Aufgabe muss ein beliebiger Pfad gefun-
den werden, der gleichzeitig mehreren Anforderungen genügt. Die Güte dieses
Pfades (z.B. die Nähe oder Weite der Eigenschaften zu/von den spezifizierten
E2E-Anforderungen spielt dabei keine Rolle.
Constrained Shortest Path (CSP) : Dabei wird ein nach nur einem Gewicht op-
timierter Pfad gesucht, der eine Reihe E2E-Anforderungen erfüllt. Als das zu
optimierende Gewicht spielen dabei oft die Anzahl der Hops oder die Verbin-
dungskosten eine Rolle.
Multi-constrained Shortest Path (MCSP) : In diesem Fall wird nach einem Pfad
gesucht, der nicht nur wie bei CSP nach einem, sondern nach allen relevanten
Eigenschaften optimiert wird.
Übertragen auf die Aufgabenstellung kann jede dieser Aufgaben in Abhängigkeit von
einer Reihe von Faktoren, wie z.B. von Verhandlungsart, Geschäftsmodell, Domain-
Policies, Kundenanforderungen usw., relevant sein. So ist MCP für die Reaktionszeit
optimal, CSP ist gut für die Kostenoptimierung. Das CSP-Problem kann auch leicht
erweitert werden, indem nach einem kostengünstigsten Pfad gesucht wird, der da-
bei auch die schlechtesten, aber immer noch zufriedenstellenden QoS-Werte aufweist.
Für MCSP sind zwei folgende Anwendungsfälle denkbar: konnte kein Pfad gefunden
werden, der die aufgestellten E2E-Anforderungen erfüllt, dann kann der Ergebnis von
MCSP als ein Alternativvorschlag für den Kunden verwendet werden; das kann auch
dann als eine Alternative mit dem entsprechenden Aufpreis verwendet werden, wenn
ein schlechterer zufriedenstellender Pfad z.B. mit CSP bereits gefunden werden konn-
te.
Hier wird die Lösung des MCP-Problems auf Basis der einfachen Tiefensuche (engl.: MCP mit DFS
Deep First Search, DFS!) präsentiert. Die problemspezifisch optimierten Algorithmen,
wie z.B. der im Abschnitt 3.3.2 angesprochene SAMCRA-Algorithmus, sind wegen ih-
rer i.A. wesentlich höheren Komplexität für Illustrationszwecke weniger geeignet. Die
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Berechnung eines Pfadgewichtes mit Hilfe von Aggr→
v
-Funktion wurde im Abschnitt
4.2.2 beschrieben. Dieselbe Vorgehensweise ist auch bei der Berechnung der Teil-
pfadgewichte anwendbar. Sollten bereits beim Teilpfad die Erfüllung von allen E2E-







nicht mehr erfüllt ist – kann die Suche in dem Zweig als fehlgeschlagen abgebrochen
werden. Sind die von SP-Domänen gemeldete Pfade in Abhängigkeit vom Ziel-SCP sor-
tiert, dann liefert SCP auch den von SPs bevorzugten Pfad, der die E2E-Anforderungen
erfüllt. Diese Eigenschaft kann als ein Teil der Lösungsidee im Abschnitt 4.3 wieder-
verwendet werden. Dieser Algorithmus wird in Pseudokode angegeben, um die Abwei-
chungen vom Normalfall besser zu illustrieren (siehe Abbildung 4.26). Zu Gunsten der













for every neighbor nodeNbr of nodeCur
if (not Marked (nodeNbr))


































Abbildung 4.26.: Pseudokode für MCP mit Tiefensuche
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den Einsatz einer "for every connection conNbr "-Schleife aus, die zum Umgang mit
Multigraphen eingeführt wurde (siehe auch Abschnitt 4.2.5). Für den Umgang mit





verwendet, wie das im Abschnitt 4.2.4 definiert wurde.
Bei der Lösung des MCSP-Problems wird im Gegenteil zu MCP-Algorithmus auf den Ab- MCSP mit DFS
bruch beim Finden des ersten zufriedenstellenden Pfades verzichtet. Stattdessen fun-





wicht jedes bei der kompletten Tiefensuche gefundenen E2E-Pfades wird mit dem bis











–, dann nimmt er die Stelle des besten Pfades ein. Ein weiterer Unterschied zum MCP-
Algorithmus besteht darin, dass der Pfad ständig mitgespeichert wird und nicht nach
dem Finden einer Lösung durch Rückverfolgung rekonstruiert werden kann. Der Algo-
rithmus in Pseudokode ist in der Abbildung 4.27 angegeben.
Bei der Lösung des MCSP-Problems (siehe Abbildung 4.27) wurde von der allgemein- CSP mit DFS
gültigen Ordnungsfunktion Order→
v
ausgegangen (siehe Abschnitt 4.2.3). Werden die
einzelnen Eigenschaften z.B. vom Kunden priorisiert, dann wird PrioOrder→
v
oder ei-
ne ähnliche, anforderungsspezifisch angepasste Funktion benötigt. Ein weiterer Grund
für die Priorisierung ist das Traffic Engineering (siehe Abschnitt 3.7.3), das der ausba-
lancierten Nutzung der vorhandenen Ressourcen dienen soll. Dazu müssen die SP-
Domänen jeden einzelnen Component Link mit dem quantitativen Parameter für
"Kosten" versehen, der dann als der prioritätswichtigste Parameter in den Vergleich
miteinbezogen wird. Die Anwendung der priorisierten Ordnungsfunktion ist jedoch
auf den Vergleich von kompletten Pfaden beschränkt (im Algorithmus durch "if (no-
deCur == nodeDest)"-Abfrage sichergestellt), da laut ihrer Definition (siehe Abschnitt
4.2.3) die Erfüllung aller Grenzwerte nicht garantiert ist. Falls keine Priorisierung
vom Kunden vorgegeben wurde und die Optimierung nur auf die Pfadgewichte ab-
zielt, dann entspricht der veränderte Algorithmus aus der Abbildung 4.27 der Lösung
des CSP-Problems.
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for every neighbor nodeNbr of nodeCur
if (not Marked (nodeNbr))





































Dieser Abschnitt wird mit der organisatorischen Einordnung eingeleitet. Die dabei
festgelegten Rollen und Verantwortungsbereiche gelten für die ganze Arbeit. Dem folgt
die Diskussion über verschiedene Routing-Verfahren und deren Anwendbarkeit auf die
Verketteten Dienste. Zwei dieser Verfahren werden direkt von den etablierten Ansätzen
abgeleitet. Basierend auf der Diskussion über deren Vor- und Nachteile wird ein drit-
tes, hybrides Verfahren entwickelt, das die Stärken von beiden klassischen Ansätze in
sich vereinen soll. Anschließend werden alle drei Verfahren miteinander verglichen
und die endgültige Wahl für das Routing-Verfahren bei Verketteten Diensten getrof-
fen.











































Source Routing mit globalem Wissen
Source Routing mit semi-globalem Wissen
und on-demand Delegation
Routing by Delegation
Abbildung 4.28.: Aufbau dieses Abschnittes
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4.3.1. Rollen und Verantwortungsbereiche
Die organisatorische Einordnung wird anhand des Koordinationswürfels zusammen-






















Abbildung 4.29.: Koordinationswürfel [Ham09]
Die Dimension der Steuerung legt fest, von welchen Organisationen welche RollenSteuerung
und somit auch die Verantwortlichkeiten für alle Dienstinstanzen übernommen wer-
den. Von zentralistischer Steuerung wird dann gesprochen, wenn alle Entscheidungen
von einer für alle Dienstinstanzen gleichen SP-Domäne getroffen werden. Von kollek-
tiver Steuerung wird dann gesprochen, wenn alle Entscheidungen darunter auch die
Rollenzuweisung für eine Dienstinstanz) gemeinsam von allen SP-Domänen getroffen
werden. Diese beiden Steuerungsformen zeichnen sich durch eine sehr klare Steue-
rungsstruktur aus, wodurch auch die im Vorfeld Etablierung der Konstellationen er-
möglicht wird, die sowohl zur Dienstqualität als auch zur Kostenreduktion beitragen
können (vergleiche dazu die Diskussion im Abschnitt 8 über E2ECU). Allerdings wird
für ihren Einsatz ein Konsensus zwischen allen beteiligten SP-Domänen benötigt, was
bei großen und/oder dynamischen Providerkooperationen sehr schwer durchzusetzen
ist. Deswegen wird in dieser Arbeit generell für die sog. kollektive Steuerung entschie-
den, bei der alle Organisationen im weiten Sinne alle Entscheidungen selbst treffen
und somit mehrere Machtzentren bilden.
Bei dem in dieser Arbeit gewählten Vorgehen geschieht die "Zuteilung" der betei-
ligten SP-Domänen (Akteuren) für die Rollen immer Dienstinstanz-bezogen. Die SP-
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Domäne, bei der der Kunde eine neue Dienstinstanz des Verketteten Dienstes bean-
tragt, übernimmt die Gesamtverantwortung und wird somit zum Concatenated Ser-
vice Provider dieser Instanz. Bei Dienstrealisierung und Dienstmanagement tritt der-
selbe SP-Provider auch als Concatenated Service Manager auf, der die Verantwortung
über das Management der gesamten Dienstinstanz trägt. Der Concatenated Service
Manager darf – und muss u.U. auch – die Verantwortung für die Teile der Dienstin-
stanz bzw. der benötigten Managementfunktionalität an weitere SP-Domänen delegie-
ren.
Die SP-Domänen können – in Abhängigkeit von den Diensten, die sie erbringen –
i.A. gleichzeitig mehrere, Dienstinstanz-bezogenen Rollen einnehmen. Der Verantwor-
tungsbereich einer SP-Domäne für eine Dienstinstanz umfasst die Ausübung aller
Rollen und die Erbringung aller (Teil-)Dienste, die diese Domäne für die jeweilige
Dienstinstanz übernommen hat. Der Erbringer einer Dienstinstanz-Teilstrecke hat für
diese Dienstinstanz die Rolle Partial Service Provider, genauso wie die Erbringer der
Routing- bzw. Monitoring-Funktionalitäten entsprechend die Rollen Routing Manager
und Monitoring Manager einnehmen.
Bei der Diskussion über verschiedenen Routing-Verfahren wird in diesem Abschnitt Aufgabenzuord-
nungzunächst von einer homogenen Aufgabenzuordnung ausgegangen. Das bedeutet, dass
alle SP-Domänen alle benötigten Multi-Domain Managementfunktionalitäten besitzen.
Im Abschnitt 4.4 wird gezeigt, wie die Delegation der Multi-Domain Managementfunk-
tionalität realisiert werden kann, wodurch auch zwei weitere Aufgabenzuordnungsfor-
men ermöglicht werden.
Das Kommunikationsmuster zwischen den bei der Diensterbringung beteiligten SP- Kommunikation
Domänen kann unterschiedliche Formen annehmen. Diese hängen sehr stark mit der
Aufgabenzuordnung zusammen. Im einfachsten Fall, wenn alle erforderlichen Multi-
Domain Managementaufgaben von der SP-Domäne übernommen werden, die auch
als Concatenated Service Provider auftritt, entsteht zwischen dieser Domäne und al-
len Partial Service Providern eine sternförmige Kommunikation. Wird die Verantwor-
tung (inklusive aller Managementaufgaben) für den Teil der gesamten Dienstinstanz
an eine der SP-Domänen in der Kette delegiert (siehe Abschnitte 4.3.3 und 4.3.4, ent-
steht dadurch eine baumartige Kommunikationsform. Wenn die Multi-Domain Mana-
gementfunktionalität bei einer weiteren SP-Domäne – die i.A. nicht als Teildienstpro-
vider auftreten muss – in Form eines Services bestellt werden kann (mehr dazu siehe
im Abschnitt 4.4), kann u.U. zwischen den involvierten SP-Domänen eine Peer-to-Peer
Kommunikationsform entstehen.
Für ein Beispiel, das unter anderem unterschiedlichen Aufgabenzuordnungs- und
Kommunikationsformen illustriert, siehe Kapitel 7.
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4.3.2. Source Routing mit globalem Wissen
In diesem Abschnitt wird die Übertragbarkeit des sog. Source Routing auf Verkettete
Dienste analysiert. Das im Abschnitt 3.2 kurz eingeführte Source Routing ist ein eta-
bliertes Routing-Verfahren. Abgesehen von dem BGP zwischen Autonomen Systemen,
wird dieses Verfahren überwiegend beim Routing innerhalb einer einzelnen Domäne
eingesetzt. In manchen Forschungsprojekten, wie z.B. bei GLIF und DCN (siehe ent-
sprechend Abschnitte 2.3.3 und 2.3.4), wird dieses Verfahren mit einigen Anpassungen












Abbildung 4.30.: Source Routing : Kommunikationsbeziehungen




phisch dargestellt. Dabei nimmt eine einzige SP-Domäne – in der Abbildung ist das
SPA – eine zentrale Stele bei der Bestimmung der E2E-Route ein und teilt allen ande-
ren SP-Domänen mit, welche Teildienste sie für die neue Dienstinstanz verwenden sol-
len. Abgesehen davon, dass bei der im Abschnitt 4.3.1 beschlossenen kollektive Steue-
rung jede SP-Domäne die zentrale Stelle einnehmen kann, entspricht dieses Vorgehen
dem sog. Central Management (vergleiche Abschnitt 3.7). Bei dieser Vorgehensweise
liegt die Verantwortung für die Routenbestimmung ungeteilt bei einer einzelnen SP-











Abbildung 4.31.: Source Routing : Verantwortungsbereiche
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Für diese Vorgehensart muss allerdings eine Reihe von Grundvoraussetzungen erfüllt Grundvorausset-
zung: globales
Wissen
werden. Eine der wichtigsten Voraussetzungen für das Source Routing ist das globale
Wissen darüber, welche Teildienste (d.h. Domain und Interdomain Links) mit wel-
chen Eigenschaften von den SP-Domänen erbracht werden können. Wie im Abschnitt
4.1.4 beschrieben wurde, setzt sich das globale Wissen aus dem Wissen einzelner SP-
Domänen zusammen. Es kann sein, dass durch die Autonomie der Service Provider es
unmöglich ist, eine oder mehreren Rollen einzuführen, die das zentrale Wissen sozu-
sagen "verwalten" und allen SP-Domänen zur Verfügung stellen. In diesem Fall muss
jede SP-Domäne mit jeder anderen auch bei Informationsabfragen direkt kommunizie-
ren können, was wiederum den Kommunikationsbeziehungen in der Abbildung 4.30
entspricht.






Domäne in der SP-Kooperation die Adresse der DSM-Schnittstelle jeder anderen SP-
Domäne kennt. Weiterhin soll berücksichtigt werden, dass diese Art der Kommuni-
kation eine Vertrauensbeziehung zwischen den einzelnen SP-Domänen voraussetzt,
sodass Anfragen mit den Domänen-Policies vereinbar sind. Während bei kleinen, in
sich geschlossenen Kooperationen das i.d.R. der Fall ist, können bei den großen und
vor allem dynamischen SP-Kooperationen eventuell beide Annahmen nicht zutref-
fen.
Eine Abhilfe gegen das Fehlen der Kontaktinformationen kann die leicht angepas-
ste Technik des DNS-Systems zum Weiterleiten an einen anderen DNS-Server schaf-
fen (siehe Abschnitt 3.8). Angewandt auf die Problematik großer SP-Kooperationen
für die Erbringung Verketteter Dienste wird ein Mechanismus benötigt, um bei je-
der SP-Domäne die "Kontaktadressen" (DSM-Adressen) ihrer benachbarten Domänen
abzufragen. Durch das rekursive Nachfragen bei bislang unbekannten SP-Domänen
kann das globale Wissen über alle bei der Kooperation beteiligten Domänen, de-
ren Nachbarbeziehungen sowie DSM-Adressen erworben werden. Dieses Vorgehen
setzt voraus, dass SP-Domänen die DSM-Adressen ihrer Nachbarn weiter geben dür-
fen.
Bzgl. der Vertrauensbeziehungen ist die Situation wesentlich komplexer. Aus techni-
scher Sicht kann diesem Problem z.B. durch die Kombination aus föderierten Identi-
täts-Management [Hom07] und Trust-Based Access Control [Bou09] begegnet werden,
die sich mit der Identifizierung und den Vertrauensbeziehungen in Multi-Domain Um-
gebungen befassen. Sollte dennoch die Informationsanfragen zurückgewiesen werden,
bleibt beim Source Routing der verantwortlichen SP-Domäne nichts anderes übrig, als
das Routing auf dem vorhandenen (aber u.U. nicht vollständigem) Wissen über verfüg-
bare Teildienste durchzuführen. Dadurch kann u.U. die E2E-Anforderungen erfüllende
Route nicht gefunden werden, obwohl sie technisch realisierbar wäre.
Sehr wichtig bei diesem Routing-Verfahren ist auch das Zusammenspiel der Kommu- Kommunikati-
onsablaufnikation zwischen den SP-Domänen mit dem Routing-Algorithmus. In der Abbildung
4.32 ist ein vereinfachter Kommunikationsablauf dargestellt, der das Zusammenspiel
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Abbildung 4.32.: Source Routing : Kommunikationsablauf (Vereinfacht)
illustriert. In der Abbildung schickt SPA zunächst Informationsanfragen an alle an-
deren SP-Domänen. Bei der Realisierung können diese Anfragen entweder sequentiell
oder auch gleichzeitig gesendet werden. In dem Beispiel wird davon ausgegangen,
dass geeignete Vertrauensbeziehungen zwischen den Providern gegeben sind und al-
le angefragten SP-Domänen der SPA die angefragten Informationen mitteilen. In der
Abbildung ist auch deutlich zu sehen, dass die Antworten nicht unbedingt gleichzeitig
oder in derselben Reihenfolge eintreffen. Erst nachdem die Informationen von allen
SP-Domänen vorhanden sind, kann der Routing-Algorithmus ausgeführt werden. In
dem Beispiel wird davon ausgegangen, dass die Route mit den erforderlichen Eigen-
schaften gefunden werden konnte. In diesem Fall können alle relevanten SP-Domänen
– in dem Beispiel sind das SPB und SPD – mit der Bestellanfrage für die ausge-
wählte Teildienste kontaktiert werden. Diese Anfragen können wiederum gleichzeitig
geschickt werden. Die Reihenfolge der Antworten auf die Bestellanfragen ist auch in
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diesem Fall nicht gesichert. Erst nachdem die Bestätigungen für alle bestellten Teil-







Abbildung 4.33.: Beispiel: Globales Wissen fürs Routing
Die Durchführung des Routings mit globalem Wissen hat sowohl Vor- als auch Nach- Vor- und
Nachteile des
Verfahrens
teile. In der Abbildung 4.33 ist schematisch dargestellt, wie das globales Wissen bei
nur fünf beteiligten SP-Domänen aussehen kann (für das UML-Objektmodell zur Be-
schreibung von Objekten und deren Eigenschaften siehe Abschnitt 4.6). In der Abbil-
dung sind nur die Compound Links dargestellt, deren Component Links den E2E-
Anforderungen genügen. Der Routing-Algorithmus soll in diesem Graph einen Weg
zwischen SCPsrc in SP1 und SCPdest in SP3 finden.
In der Abbildung ist deutlich zu sehen, dass es mehrere Wege zwischen SCPsrc und
SCPdest geben kann. Die Kenntnis aller möglichen Verbindungen erlaubt es, auf dem
Graph unterschiedliche Routing-Anfragen zu bearbeiten, ohne dass zusätzliche Kom-
munikation zwischen SP-Domänen erforderlich ist. Als Beispiel dazu kann die Lösung
des MCSP-Problems dienen, bei dem der kürzeste (bzw. der beste) Pfad von allen mögli-
chen ausgewählt werden muss (vergleiche entsprechende Diskussionen in Abschnitten
3.3 und 4.2).
Auf der anderen Seite weist Source Routing auch einen u.U. wesentlich höheren Zeit-
aufwand bei der Pfadsuche auf. Dabei kann die Komplexität des Dijkstra-Algorithmus
von O (|N |2 + |V |) als untere Schranke angegeben werden, weil bei diesem Algorithmus
– im Gegensatz zur Problematik dieser Arbeit – nur ein einziger Parameter berücksich-
tigt werden muss. |E| steht dabei für die Anzahl der Knoten und |V| für die Anzahl der
Kanten. Spricht man von der Kooperation der mittelgroßen und großen Service Provi-
der (das Deutsche Forschungsnetz (DFN) hat z.B. ca. 130 Verbindungspunkte zu ande-
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ren SPs [Adl09]) und soll dabei die Suche mit globalem Wissen durchgeführt werden,
dann kann das u.U. zu Skalierungsproblemen führen.
Bei der Suche in sehr großen Graphen kann auf spezialisierte Algorithmen zurückge-
griffen werden. Dazu gehört z.B. der im Abschnitt 3.3.2 angesprochene SAMCRA Algo-
rithmus zur Lösung des MCP-Problems. Verglichen mit der Tiefensuche bieten solche
Algorithmen eine bessere Suchlaufzeit. Auf der anderen Seite sind sie i.A. wesentlich
komplexer aufgebaut, was die Integration der in diesem Abschnitt entwickelten Ver-
fahren und Operationen u.U. komplizierter werden lässt.
Durch die u.U. lange Suchlaufzeit wird ein weiterer Nachteil des Source Routings ver-
ursacht. Da es i.A. mehrere Verbindungsanfragen von unterschiedlichen SP-Domänen
geben kann, erhöht sich mit der steigenden Dauer der Pfadsuche auch die Wahrschein-










Eine Abhilfe kann eine Reduktion der Komplexität des Graphs schaffen, die vor derReduktion der
Komplexität eigentlichen Pfadsuche durchgeführt werden kann. So könnte im Vorfeld der eigent-
lichen Routensuche ein höheres Abstraktionsniveau verwendet werden, um z.B. alle
nicht zusammenhängenden Komponenten und vor allem Sackgassen zu eliminieren.
In Abbildung 4.34 das Abstraktionsniveau von SP-DP-Verbindungen dargestellt. Das
setzt auch voraus, dass alle Verbindungen innerhalb einer SP-Domäne "zusammenge-
fügt" werden können, ansonsten kann z.B. ein Knoten eine Zusammenhangskompo-
nente der SP-Domäne markieren. Die Verwendung dieses Abstraktionsniveaus bei den
Informationsabfragen wird zwar die – nach dem Komplexitätsreduktionsverfahren –
ausgeschlossenen SP-Domänen entlasten, auf der anderen Seite erfordert das ein kom-
plexeres Kommunikationsprotokoll. Auf der anderen Seite birgt das Beibehalten einer
einzigen Abstraktionsstufe bei den Anfragen andere Nachteile: zu einem bedeutet das
unnötigen Kommunikationsaufwand der "irrelevanten" SP-Domänen und zum ande-




4.3.3. Routing by Delegation
In diesem Abschnitt wird die Übertragbarkeit eines anderen Routing-Verfahrens auf
die Verkettete Dienste diskutiert, das sich im Gegenteil zu Source Routing hauptsäch-
lich in Multi-Domain Umgebungen durchgesetzt hat. Wegen des Grundprinzips, wie
bei diesem Verfahren das E2E-Routing zu Stande kommt, wird es in dieser Arbeit als
Routing by Delegation referenziert.
Das Routing by Delegation , wie es z.B. bei TK-Netzen stattfindet, ist in der Abbil- Kommunikations-
beziehungendung 4.35 graphisch dargestellt. Charakteristisch ist für dieses Vorgehen, dass die Ent-
scheidungsgewalt jeder SP-Domäne sich ausschließlich auf das Routing innerhalb der
eigenen Domäne und die Wahl der Nachfolgedomäne beschränkt (vergleiche auch Ab-












Abbildung 4.35.: Routing by Delegation : Kommunikationsbeziehungen
Da bei normalen Telefonverbindungen die E2E-Dienstgüte nicht berücksichtigt wird, Verantwortungs-
bereichekann bei der Aufgabendelegation – abgesehen von den technischen Verbindungsde-
tails – ausschließlich die Information über den zu erreichbaren Endpunkt sowie über
den Verbindungsstatus (klingeln, besetzt, verbunden, aufgelegt) in der Kette ausge-
tauscht werden. Bei Verketteten Diensten hingegen muss zusätzlich auch die Verant-
wortung für die Dienstgüte des restlichen Abschnitts weitergereicht werden. In der
Abbildung 4.36 sind die entsprechende Verantwortungsbereiche als die Domänen um-
schließende gestrichelte Ovale gekennzeichnet. Dabei übernimmt die SPA dem Kun-
den gegenüber die Verantwortung für den gesamten E2E-Dienst; SPB übernimmt die
Verantwortung für die von den SPB , SPC und SPD -Domänen erbrachten Teildienste
usw.
Da auf die E2E-Dienstgüte auch die Dienstgüte der Interdomain -Verbindungen Aus-
wirkung hat, müssen auch sie berücksichtigt werden. Diese Aufgabe kann von jeder
SP-Domäne in der Kette für die Anbindung auf die Nachfolgedomäne erledigt werden.
Am Beispiel der Abbildungen 4.35 und 4.36 würde SPA die Interdomain -Verbindung
zwischen SPA und SPB beantragen, SPB ihrerseits die Verbindung zwischen SPB und
SPC usw.
Bei der Delegation der Aufgabe an die Nachfolgedomäne kann ähnlich vorgegan-
gen werden wie bei den im Abschnitt 4.2.8 beschriebenen angepassten Tiefensuche-
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Abbildung 4.36.: Routing by Delegation : Verantwortungsbereiche
Algorithmen. Der Unterschied besteht nur daran, dass – nachdem die Interdomain -
Verbindung zu der Nachbardomäne bestimmt und reserviert wurde – statt dem re-
kursiven Aufruf der DFS-Funktion die Delegation der Aufgabe an die ausgewählte SP-







bleiben dabei dieselben. Die Notwendigkeit von SCP "nodeCur" ist dadurch bedingt,
dass es zwischen zwei Nachbardomänen mehrere Verbindungspunkte geben kann und
– im Gegenteil zu TK-Netzen – sie nicht implizit durch die Kommunikationsschnittstel-







Notwendigkeit, die Obergrenze ständig zu verringern und dafür die entsprechende
QoS-Parameter abhängige Funktionen definieren zu müssen. Stattdessen können hier
die Aggregatfunktionen verwendet werden, wie sie im Abschnitt 4.2 definiert wur-
den.
In der Abbildung 4.37 ist in der vereinfachten Form das Zusammenspiel zwischen derKommunikati-
onsablauf Inter-Domain Kommunikation und dem Routing-Algorithmus dargestellt. Das Routing
wird jeweils anhand der lokal vorhandenen Informationen über die vorhandenen Ka-
pazitäten, dem wiederum lokal vorhandenen Wissen über die Erreichbarkeit der Ziel-
adresse hinter eigenen SCPs sowie den übergebenen Parametern ausgeführt. Nachdem
der Verlauf der Route innerhalb der eigenen SP-Domäne bestimmt, die Wahl der näch-
sten SP-Domäne getroffen sowie alle relevanten Ressourcen reserviert wurden, kann





Der wohl größte Vorteil dieses Verfahrens besteht in der potentiell höheren Akzep-Vor- und
Nachteile des
Verfahrens
tanz der SP-Domänen, weil dabei kaum Informationen über die vorhandenen Ka-
pazitäten preisgegeben werden müssen. Auch ist die Handhabung der Vertrauens-
beziehungen viel einfacher als das bei Source Routing mit globalem Wissen erfor-
derlich ist (vergleiche entsprechende Diskussion im Abschnitt 4.3.2), denn alle Kom-
munikationsbeziehungen beschränken sich ausschließlich auf die direkten Nachbarn-
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Abbildung 4.37.: Routing by Delegation : Kommunikationsablauf (Vereinfacht)
SP-Domänen auf den Routen-Verlauf gezählt werden, weil dadurch die internen – oft
vertraglich und/oder monetär bedingten – Interessen besser berücksichtigt werden
können.
Auf der anderen Seite geht durch die Delegation die E2E-Betrachtung verloren. Auch
können Schleifen über dieselben SP-Domänen und dadurch unnötige Kommunikati-
onsabfragen entstehen, was auf die Performance der Pfad-Suche Auswirkungen haben
kann. Weiterhin entsteht durch die fehlende Multi-Domain Betrachtung eine Mög-
lichkeit für Missbrauch (vergleiche z.B. die Diskussion über DiffServ im Abschnitt
2.3.5).
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In der Abbildung 4.37 ist das best-case Szenario dargestellt, bei dem jede SP-Domäne
die erforderlichen Teildienste schalten kann. Auch ein Fehlschlagen des Routings mit
den spezifizierten Randbedingungen wird in der aufgebauten Kette zurückgemeldet.
Bei einem Scheitern des Routings kann eine SP-Domäne auf die nächste mögliche
Route, die u.U. über eine andere SP-Domäne führen kann, ausweichen und das Vorge-
hen wiederholen. Falls keine der in Frage kommenden Alternativen die erforderliche
Dienstgüte für den Rest der Verbindung garantieren kann, wird das Fehlschlagen an
die initiierende SP-Domäne gemeldet. Insbesondere wegen der Vielzahl der erforder-
lichen Interaktionen kann das ein sehr zeitintensives Vorgehen sein. Deswegen ist
bei der Wahl dieses Verfahrens bei Verketteten Diensten eine zeitliche Beschränkung
vorzugeben.
Ein weiterer Nachteil dieses Verfahrens, das in der Abbildung 4.37 zu sehen ist, sind
die langen Kommunikationswege, die durch die Verschachtelung und die Delegation
der Verantwortungsbereiche entstehen. In der Abbildung ist es z.B. bei der Bestellung
des bereits gefundenen Pfades der Fall. Auch wenn es an dieser Stelle allein um das
Routing geht, ist es dennoch wichtig zu berücksichtigen, dass diese langen Kommuni-
kationswege auch bei den geschalteten Pfaden beibehalten werden, was u.U. zu uner-
wünscht langen Kommunikationszeiten bei allen Managementprozessen in weiteren




In diesem Abschnitt wird ein alternatives hybrides Routing-Verfahren entwickelt. Das
neue Routing-Verfahren baut auf den beiden in den Abschnitten 4.3.2 und 4.3.3 dis-
kutierten klassischen Verfahren auf. Das Ziel dabei ist, die unterschiedlichen Ansätze
aus beiden Verfahren miteinander so zu kombinieren, dass die Anforderungen der
Verketteten Dienste am besten abgedeckt sind.
Das neue Verfahren besteht aus zwei Teilen, was auch die Struktur dieses Abschnittes
bestimmt. Zunächst wird im Unterabschnitt 4.3.4.1 eine veränderte Version von Sour-
ce Routing vorgeschlagen, die mit Ideen aus TK-Netzen (siehe Abschnitte 2.3.1 und 3.2)
angereichert wurde. Dem folgt im Unterabschnitt 4.3.4.2 die Beschreibung eines modi-
fizierten Routing-by-Delegation -Verfahrens, das wiederum von Ideen des Source Rou-
tings profitiert. Das Zusammenspiel dieser beiden Teile sowie deren gegenseitige Über-
gänge werden in den jeweiligen Unterabschnitten erläutert.
4.3.4.1. Source Routing mit semi-globalem Wissen
Auch wenn das Source Routing mit globalem Wissen mehrere Vorteile hat, wie z.B. die
Möglichkeit an die Kundenanforderungen angepasste Suchalgorithmen zu verwenden
sowie mit mehreren SP-Domänen bei Informations-, Reservierungs- und Serviceanfra-
gen parallel/gleichzeitig zu kommunizieren (für eine ausführliche Diskussion darüber
siehe Abschnitt 4.3.2), weist diese Strategie eine Reihe von Nachteilen auf. Bei einer
großen Anzahl von SP-Domänen und/oder Verbindungen bzw. Verbindungspunkten
(SCPs) pro Domäne können sehr komplexe Graphen entstehen. Dadurch wird die Not-
wendigkeit einer Komplexitätsreduktion und komplexer Suchalgorithmen verursacht,
was wiederum eine lange Suchlaufzeit nach sich ziehen.
Aus Sicht der einzelnen SP-Domänen liegt der größte Nachteil des Source Routings
jedoch eher darin, dass dabei sehr viele Informationen über vorhandene Kapazitä-
ten bekanntgegeben werden müssen, was insbesondere bei großen Kooperationen mit
oft sehr restriktiven Policies nicht vereinbar ist. Bei Routing by Delegation dagegen
werden die internen Kapazitäten von der Außenwelt verborgen, was eher dem Inter-
esse der Service Provider entspricht. Weiterhin können die einzelnen SP-Domänen
basierend auf ihrem eigenen Wissen über die Verbindungsmöglichkeiten zu unter-
schiedlichen Ziel-Domänen und aufgrund eigener – oft vertraglich bedingter – Prä-
ferenzen über den bevorzugten Routenverlauf entscheiden. Die Grundidee für die
Entwicklung eines veränderten Source Routings besteht darin, diese – auf den ersten
Blick miteinander nicht zu vereinbarenden – Eigenschaften miteinander zu kombinie-
ren.
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Abbildung 4.38.: Suche mit dem semi-globalen Wissen




semi-globalem Wissen referenziert wird, ist graphisch in Abbildung 4.38 illustriert.
Sollte ein Pfad zwischen SCPsrc und SCPdest gefunden werden, dann kann auf dem
Wissen und den Präferenzen einzelner SP-Domänen aufgebaut werden. Wird jede
SP-Domäne nach Informationen gefragt, welche Teildienste von dem vorgegebenen
SCPcur in die Richtung von SCPdest gehen, dann kann die gefragte SP-Domäne als
die Antwort eine Liste von Compound und Component Links von dem vorgegebe-
nen Current-SCP zu den SCPs "in die Richtung" des Ziel-SCP zurückschicken. Ist diese
Liste entsprechend den z.B. Policy- und/oder Netzauslastung-bedingten Präferenzen
der jeweilige SP-Domäne sortiert, dann kann sie als Eingabe für den "MCP mit DFS"-
Algorithmus (siehe Abschnitt 4.2.8) verwendet werden. Sollte die Aggregation der Ei-
genschaften der bevorzugtesten Teilstrecke in Verbindung mit dem berechneten Wert
des Teilpfades die E2E-Anforderungen noch erfüllen, dann kann der zweite SCP der
Teilstrecke bei dem nächsten Durchlauf dieses Vorgehens als Current-SCP betrachtet
werden. Wenn die E2E-Anfordrungen beim Erreichen von SCPdest erfüllt sind, kön-
nen alle für den Pfad verwendeten Teilstrecken reserviert und anschließend bestellt
werden. Sowohl die Reservierungs- als auch Bestellanfragen können entweder sequen-
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tiell oder gleichzeitig an die jeweiligen SP-Domänen geschickt werden. Es ist auch
denkbar, dass die Teilstrecken noch während der Pfadsuche gleich nach ihrer Aus-
wahl reserviert werden. Jede dieser Vorgehensweisen hat ihre Vor- und Nachteile. Für
die genauere Diskussion und die endgültige Festlegung siehe Kapitel 6, insbesondere
Abschnitt 6.1 bis 6.4.
Die Abbildung 4.38 baut auf dem Beispielnetz aus der Abbildung 4.33 auf. Dabei wird
von dem Best Case Szenario ausgegangen, dass alle als "erste" in der Liste angebo-
tenen alternativen Verbindungen (in der Abbildung als durchgezogene dicke Linien
dargestellt) auch reserviert und später geschaltet werden können. Die Reihenfolge,
in der diese Teildienste gemeldet und reserviert werden, ist in der Abbildung mit
Nummern in den Kreisen gekennzeichnet. Die alternativen gemeldeten Routen wer-
den als dicke Strichpunktlinien dargestellt. Die Informationen über das globale Netz,
die dem Suchalgorithmus "entfallen", sind in der Abbildung als dünne gestrichelte
Linien (für Compound Links) und nichtausgefüllte kleine Kreise (für SCPs) darge-
stellt.
Wie man in der Abbildung leicht erkennen kann, braucht der Algorithmus für die
Suche nicht das vollständige Wissen, sondern kann das nötige Wissen bei Bedarf
durch die entsprechenden Anfragen beliebig erweitern (daher auch Bezeichnung als
"semi-global"). Da dieser Algorithmus auf dem Hintergrundwissen der angesprochenen
SP-Domänen aufbaut, kann man davon ausgehen, dass die Tiefensuche sehr schnell
zum Finden eines Pfades führt, der die E2E-Anforderungen erfüllt. Daher eignet sich
dieses Vorgehen hervorragend für die Lösung des relativ einfachen MCP-Problems.
Zu den größten Vorteilen dieses Vorgehens kann auch die Berücksichtigung der SP-
Präferenzen sowie der – verglichen mit dem klassischen Source Routing – wesent-
lich kleinere Informationsbedarf gezählt werden. Auf der anderen Seite eignet sich
dieses Verfahren nur sehr schlecht für die Lösung anderer Aufgaben, wie z.B. des
MCSP-Problems (siehe dazu insbesondere Abschnitte 3.3 und 4.2.8). Auch wird hier
die Integration der Multi-Domain-fähigen Identitäts- und Trust-Managementsystemen
notwendig.
4.3.4.2. Erweiterung: on-demand Delegation
Im Unterabschnitt 4.3.4.1 wurde das Source Routing mit semi-globalem Wissen prä-
sentiert, das ein mit Ideen aus Routing by Delegation angereichertes Source Routing
darstellt. Im Verlauf dieses Vorgehens kann es vorkommen, dass eine der direkt kon-
taktierten SP-Domänen eine Anfrage zurückweist. Der Grund dafür kann z.B. darin
liegen, dass die Vertrauensbeziehung zu der SP-Domäne Requesting Service zu nied-
rig ist und die Policies der SP-Domäne vorschreiben, die Informationsanfragen im
solchen Fall zurückzuweisen.
Diese Situation ist in Abbildung 4.39 graphisch dargestellt. SPA kontaktiert zunächst
die SP-Domäne SPB direkt. Diese stellt die erforderlichen Informationen zur Verfü-
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Abbildung 4.39.: Zentrales Management nicht möglich: Sicherheitsbedenken
gung und schlägt SPC als die nächste Domäne auf dem Weg zum Ziel vor. Bei der direk-
ten Anfrage bei SPC wird diese jedoch zurückgewiesen.
Aus dieser Situation sind zwei Auswege denkbar. Zu einem kann es die Domäne SPA
mit einer alternativen Route über eine andere SP-Domäne probieren. Diese Möglich-
keit schränkt aber die Anzahl der möglichen Routen zum Ziel ein, was wiederum die
Wahrscheinlichkeit mindert, einen E2E-Anforderungen erfüllenden Pfad zu finden. Al-
ternativ dazu kann die Delegation der Routingaufgabe an eine andere SP-Domäne sein.
Sinnvoll ist dabei die Aufgabe an die letzte SP-Domäne zu delegieren, die die direkte
Anfrage noch akzeptiert hat, weil sie u.U. durch die Nähe (direkte Nachbarschaft) zu
der SP-Domäne mit restriktiven Sicherheitsregeln mehr Chancen hat, an eine Zusage













Abbildung 4.40.: Delegieren der Aufgabe
Die Art und Weise, wie die delegierte Aufgabe von der beauftragten SP-Domäne SPB
erledigt wird – d.h. ob SPB für den Rest der Strecke als Zentraler Manager fungiert,
wie es bei Source Routing der Fall ist, oder die Teilaufgabe(n) weiter delegiert – ist für
die Domäne SPA in Bezug auf das Routing und die Festlegung der Dienstgütegrenzen
der restlichen Teildienste i.A. ohne Bedeutung. Die Verantwortungsbereiche für das
Routing in diesem Fall sind in Abbildung 4.41 dargestellt.
Die Unterschiede können sich jedoch in Bezug auf die Managementfunktionalität erge-













Abbildung 4.41.: On-demand Delegation : Verantwortungsbereiche
die Aufgabe delegiert wird, für alle Managementaufgaben als Proxy auftritt und die
Zusammensetzung des restlichen Dienstes sowie die Managementaspekte komplett ver-
schattet, wird bei Source Routing (siehe Abschnitt 4.3.2) eher das Gegenteil anvisiert –
dass die vom Kunden beauftragte SP-Domäne alle Kommunikationswege zwischen den
erforderlichen Managementkomponenten und allen beteiligten SP-Domänen selbst be-
stimmt.
Um auch bei der Aufgabendelegation die Festlegungen der vom Kunden beauftrag- Delegationsformen
ten SP-Domäne beibehalten zu können, wird zunächst die Möglichkeit benötigt, dem
Proxy-SP das zu signalisieren. Diese Option wird im Weiteren als TRANSPARENTPROXY
referenziert. In diesem Fall müssen dem Proxy-SP auch alle Kommunikationsschnitt-
stellen für alle erforderlichen Managementfunktionen mitgeteilt werden, wie z.B. für
ein Monitoring. Insbesondere wird das bei Delegation der Managementfunktionalität
wichtig (mehr dazu siehe im Abschnitt 4.4).
Unter Umständen kann jedoch – trotz der längeren Kommunikationswege – eine De-
legationsform mit kompletter Verschattung aller Details hinter der Proxy-SP sinnvoll
sein, wie sie bei Routing by Delegation verwendet wird. Diese Form wird im Weiteren
als FULLPROXY referenziert. In diesem Fall agiert der Proxy-SP als der Provider aller in
seinem Verantwortungsbereich sich befindenden Teildienste. Der Proxy-SP bildet alle
Managementanfragen entsprechend ab und leitet sie an die involvierten SP-Domänen
weiter. Der Proxy-SP braucht auch in diesem Fall alle Kommunikationsadressen für
die Managementfunktionen.
An dieser Stelle soll noch kurz bemerkt werden, dass das hier angesprochene Manage-
ment sich auf alle Phasen des Dienstinstanz-Lebenszyklus beziehen kann. Als ein für
SLM typisches Beispiel kann das Monitoring dienen, bei dem die Überwachungsinfor-
mationen von den verschatteten Teildiensten durch den Proxy-SP aggregiert und im
aggregierten Zustand an die übergeordnete Monitoring-Instanz weitergereicht werden
sollen. Das entspricht weitgehend dem üblichen Vorgehen bei hierarchischen Organi-
sationsformen.
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Customer
SP_A SP_B SP_C SP_D
Request (Concatenated Service)
Routing (Semi-Glob al Kn owle dge)
REQUEST (INFORMATION)
RESPOND (INFORMATION)




Routing (Semi-Glob al Kn owle dge)
REQUEST (INFORMATION)
RESPOND (INFORMATION)










Notify (Service  Ready)
Abbildung 4.42.: Hybrides Verfahren Source Routing mit mit semi-globalem Wissen
und on-demand Delegation : Kommunikationsablauf (Vereinfacht)
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Unabhängig davon, welche der Delegationsformen gewählt wurde, wird an den Proxy- Routing nach
der DelegationSP vor allem die Verantwortung für das Routing für den Rest des Pfades übertragen.
An dieser Stelle wird empfohlen, dass der Proxy-SP bei dieser Aufgabe wiederum ent-
sprechend dem Source Routing mit semi-globalem Wissen vorgeht, wie dieses Verfah-
ren im Unterabschnitt 4.3.4.1 beschrieben wurde. Die endgültige Entscheidung über
das bevorzugte Vorgehen liegt allerdings beim Proxy-SP.
Es kann sein, dass auch der Proxy-SP die Aufgabe weiter delegieren muss. In die- Delegation
seitens Proxy-SPsem Fall muss ein weiterer mit der Delegationsoption verbundener Aspekt berücksich-
tigt werden. Es kann sein, dass auch Proxy-SP die Aufgabe weiter delegieren muss.
In diesem Fall muss ein weiterer mit der Delegationsoption verbundener Aspekt be-
rücksichtigt werden. Während bei der FULLPROXY-Option der Proxy-SP selbst entschei-
den darf, welche Delegationsart bei der erneuten Delegation verwendet wird, darf
bei TRANSPARENTPROXY ausschließlich diese Proxy-Option wiederverwendet werden,
um die Managementfestlegungen der beauftragten SP-Domäne weiter zu erhalten. Bei
den Managementfestlegungen handelt es sich ausschließlich um Kontaktinformatio-
nen – d.h. DSM-Adresse(n) – sowie Bedingungen – wie z.B. die Grenzwerte, bei deren
Verletzung eine Benachrichtigung erfolgen soll. Eine Reihe ähnlicher Kommunika-
tionskanäle sind auch in umgekehrter Richtung – d.h. diesmal zu den involvierten
SP-Domänenen – zu etablieren. Solche Kommunikationskanäle werden z.B. für das
Incident&Problem Management gebraucht. Das heißt, dass die bei den Antworten ein-
zelner SP-Domänen mitgeteilten Informationen vom Proxy-SP gebündelt und mit Ver-
weisen auf die entsprechenden SP-Domänen und deren Teildienste an die anfragende
SP-Domäne mitgeteilt werden müssen. Auch muss den jeweiligen SP-Domänen mitge-
teilt werden, von wem solche Anfragen kommen können, damit sie nicht – z.B. wegen
Security-Policies – automatisch zurückgewiesen werden.
Der Kommunikationsablauf aus dem in Abbildungen 4.39 und 4.40 eingeführten Bei-
spiel ist in der Abbildung 4.42 als ein UML-Sequenzdiagramm dargestellt. Die Reservie-
rungsschritte (anschließend nach der Informationsabfrage) wurden dabei zu Gunsten
der Übersichtlichkeit weggelassen. Bei der Delegation mit TRANSPARENTPROXY-Option
wäre es zwar technisch möglich, auch die abschließenden Serviceanfragen und die
zugehörigen Antworten – und nicht nur die Managementkommunikation in den spä-
teren Lebenszyklusphasen – direkt zwischen SPA und den anderen Domänen auszu-
tauschen. Die Zeitersparnis dabei ist allerdings eher als unbedeutend zu betrachten,
insbesondere verglichen mit der Zeit für die eigentliche Pfadsuche. Die Realisierung
dieser Option würde aber auch eine zusätzliche Verkomplizierung der Kommunika-
tionslogik nach sich ziehen, weswegen diese Option nicht mehr weiter betrachtet
wird.
Die Delegation der Aufgabe kann in vielerlei Hinsicht als eine Notlösung betrach- Vor- und
Nachteile des
Verfahrens
tet werden, auf die nach einer zurückgewiesenen direkten Informationsanfrage zu-
rückgegriffen werden kann. Es wird hier davon ausgegangen, dass, wenn die Ver-
trauensbeziehungen zu niedrig sind, gleich die Informationsabfrage und nicht eine
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der späteren Reservierungs- und Bestellungsabfragen zurückgewiesen wird. Die Un-
terstützung von gleich zwei Delegationsoptionen hat sowohl positive als auch nega-
tive Konsequenzen. So wird dadurch das Verfahren komplizierter und dadurch die
Beziehungen zwischen SP-Domänen schwerer nachvollziehbar. Auf der anderen Sei-
te ermöglicht es den SP-Domänen mehr Flexibilität in der Wahl zwischen einfachen
Kommunikations- sowie Verantwortungsbeziehungen auf einer Seite und den kürze-




4.3.5. Gegenüberstellung der Alternativen und Auswahl
Vergleicht man die in Abschnitten 4.3.2, 4.3.3 und 4.3.4 diskutierten Routing-Verfahren,
so stellt man fest, dass sie alle eine Reihe von Vor- und Nachteilen aufweisen. Hier sol-
len kurz die wichtigsten zusammengefasst werden.
Bei Source Routing mit globalem Wissen ist es möglich, die Pfadsuche flexibel nach
den Kundenanforderungen zu gestalten, bei Informations- und Service-Anfragen gleich-
zeitig mit mehreren SP-Domänen zu kommunizieren sowie die Wahl der Anforderun-
gen für die Teildienste vollständig zu kontrollieren. Dazu ist es möglich, bei der Wahl
der SP-Domänen während des Routing-Prozesses auch die Erfahrungswerte aus der
Vergangenheit sowie die Vertrauensbeziehungen zu der jeweiligen SP-Domäne mitein-
zubeziehen. Auf der anderen Seite erfordert es oft einen tiefen Einblick in sensible
Informationen, wie z.B. die in den SP-Domänen realisierbaren Teildienste und deren
mögliche Dienstgüte oder auch die grobe Netztopologie.
Routing by Delegation bietet zwar eine sehr gute Verschattung der verfügbaren Res-
sourcen sowie – verglichen mit dem Source Routing – eine wesentlich bessere Kolli-
sionsvorbeugung. Durch die Verschachtelung und Verschattung aller Managementpro-
zesse werden im Gegenzug deren Laufzeiten jedoch wesentlich erhöht.
Das Source Routing mit semi-globalem Wissen versucht den Informationsbedarf so
weit wie möglich einzuschränken. Der Informationsbedarf liegt jedoch immer noch
über dem für Routing by Delegation üblichen. Die Informationsabfragen können bei
dieser Routing-Methode nur sequentiell gestaltet werden. Die Kombination mit der
on demand Delegation macht den Algorithmus zwar robust gegen zu niedrige Ver-
trauensbeziehungen und dadurch auch für große Providerkooperationen tauglich, auf
der anderen Seite wird das Verfahren dadurch wesentlich komplexer als seine zwei
Vorbilder.
Diese und weitere Vor- und Nachteile der angesprochenen Routingstrategien sowie de-
ren Derivate sind in der Tabelle 4.2 kurz zusammengefasst. Für eine ausführliche Dis-
kussion der Stichpunkte wird an dieser Stelle auf die entsprechende Abschnitte verwie-
sen, wo die jeweiligen Algorithmen beschrieben wurden.





Nachteilen aufweist (siehe in der mittleren Zeile der Tabelle), sieht bei ihm das Ver-
hältnis zwischen den Vor- und Nachteilen in Bezug auf die wichtigsten Eigenschaften
wesentlich ausbalancierter aus als bei den klassischen Verfahren. Aus diesem Grund
wird an dieser Stelle für das Routing mit semi-globalem Wissen und on-demand De-
legation als die bevorzugte Routingform bei Verketteten Diensten entschieden. Das
Routing mit semi-globalem Wissen Verfahren vereint eine verhältnismäßig gute Ver-
schattung der Domain-Interna mit E2E-Kontrolle über alle wichtigen Entscheidungen
und lehnt sich zudem an die Domain-Präferenzen über die bevorzugten Routen an.
Sollte eine direkte Anfrage zurückgewiesen werden, kann als eine Notlösung auf das
Routing by Delegation zurückgegriffen werden.
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 Vorteile Nachteile 
Source Routing mit 
globalem Wissen 
 
 Kundenangepasste Suche  
(beliebige Aufgaben Lösbar) 









 Hoher Detailierungsgrad der 
erforderlichen Informationen  
 Erforderlich gute SP-SP 
Vertrauensbeziehungen 
 Lange Suchlaufzeit 
 U.U. Notwendigkeit für  
- Komplexitätsreduktion 
- Komplexe Suchalgorithmen 
 Hohe Wahrscheinlichkeit der 
Kollisionen bei konkurrierenden 
Anfragen 
 










 Mittlere Verschattung der 
Domain Ressourcen 
 Nutzen von SP-Wissen über 
mögliche Route 
(Kommunikation nicht mit 
allen Domänen notwendig) 
 Einfache Suchalgorithmen 
(z.B. CSP mit DFS) 
 Mittlere Suchlaufzeit  
 Bei Bedarf Ausweichen auf 
Delegation möglich 
 Kollisionswahrscheinlichkeit 




 Verfahren ist relativ komplex 
 Sequentielle Kommunikation bei: 
- Information 
 Algorithmen geeignet nur für CSP-
spezifischen Aufgaben 
 Verbeugung des Missbrauchs nur 
im Bereich der direkten 
Kommunikation möglich 
 Ausfall einer Proxy-SP verhindert 





 Keine sensible Informationen 
nötig 
 Nutzen von SP-Wissen über 
mögliche Route 
 Einfache Suchalgorithmen 
(z.B. CSP mit DFS) 
 Kommunikation beschränkt 
auf die Nachbardomänen 
(SP-SP-Vertrauen gegeben) 





 Keine Kontrolle über die 
Entscheidungen einzelner 
Domäne (Missbrauch möglich) 
 Mehrmaliges durchsuchen selber 
(Teil-)Pfade und in der Schleife 
nicht ausgeschlossen 
 Lange Durchlaufzeiten bei allen 
Managementprozessen (hängt 
von der Kettenlänge ab) 
 Ausfall einer Proxy-SP verhindert 
die Kommunikation mit allen 
dahinterliegenden Domänen 




Tabelle 4.2.: Routing-Verfahren: Gegenüberstellung der Alternativen
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dingt, die bei der Inter-Domain Kommunikation erfüllt sein müssen. Bei der Kommu-
nikation zwischen SP-Domänen müssen unterschiedliche Anfragen signalisiert wer-
den. Für die reibungslose Zusammenarbeit zwischen SP-Domänen muss die globale
Eindeutigkeit dieser Anfragen gewährleistet werden:
Vorgabe (Identiﬁzierung) VI10 - Kommunikationsprotokoll
Ein global eindeutiges Kommunikationsprotokoll soll definiert werden, das alle er-
laubten Anfragen unterstützt.
Weiterhin soll es für den definierten Ablauf des Source Routings mit semi-globalem
Wissen möglich sein, folgende Informationseinschränkung bei den Informationsabfra-
gen zu spezifizieren
Vorgabe (UML-Modellierung) VM07 - Topology-Einschränkung
Es muss möglich sein, eine topologische Einschränkung anhand zweier SCPs (einem
Ausgangs- und einem Zielpunkt) anzugeben.
Für die on-demand Delegation werden weiterhin folgende Kommunikationsartefakte
benötigt:
Vorgabe (UML-Modellierung) VM08 - Zwischensumme und E2E-Anforderungen
Es muss möglich sein, dem Proxy-SP sowohl das Gewicht des bisher gefundenen Teil-
pfades als auch die E2E-Anfordrungen mitzuteilen.
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4.4. Multi-Domain-Funktionalität, Spezialisierung
Alle bisherigen Überlegungen im Abschnitt 4.3 gingen von der Annahme aus, dass
alle SP-Domänen immer alle benötigten funktionalen Komponenten haben. Da die Be-
reitstellung und der Betrieb jeder funktionalen Komponente mit Kosten verbunden
ist, haben sich in der Praxis zwei eng miteinander verbundene Aspekte durchgesetzt:
Spezialisierung und Sharing. Ein gutes Beispiel dafür stellt der DNS-Dienst dar (siehe
Abschnitt 3.8.2). Die DNS-Server werden oft von darauf spezialisierten Service Provi-

















Abbildung 4.43.: Auslagern der Multi-Domain Aufgaben: Routing
Eine ähnliche Vorgehensweise wäre auch bei Verketteten Diensten denkbar. Im Rah-
men dieser Arbeit sind vor allem die Delegation der Routing- und Monitoring-Aufgaben
interessant, da sie – insbesondere durch deren Optimierung und unterschiedliche Fall-
unterscheidungen bedingt – sehr komplexe Formen annehmen können, was sich un-
mittelbar auf deren Betriebs- und Weiterentwicklungskosten auswirken kann.
In der Abbildung 4.43 wird die Delegation der Routingaufgabe dargestellt. In dieser
Abbildung ist die Domäne SPA vom Customer beauftragt, eine E2E-Verbindung aufzu-
bauen. Sollte z.B. SPA die für das Multi-Domain Routing zuständige Komponente nicht
haben, kann sie diese Funktionalität bei der SP-Domäne SPR bestellen. Um die gestell-
te Aufgabe zu erfüllen, muss SPR mit der im Abschnitt 4.3 besprochenen Routing-
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Strategie vorgehen. Da die Domäne SPR auch auf Vertrauensprobleme stoßen kann,
kann u.U. eine weitere Delegation der Routingaufgabe nötig sein.
Bei der Delegation der Routingaufgabe handelt es sich vor allem um die Auslagerung
einer Funktionalität bzw. – technisch präziser ausgedrückt – einer funktionalen Kom-
ponente, die ausschließlich innerhalb der Phase "Verhandlung und Inbetriebnahme"
des Dienstlebenszyklus aktiv ist. Anders sieht die Situation mit dem Auslagern der
Monitoring oder Reporting-Funktionalität aus, die während des gesamten Dienstle-
benszyklus einer Dienstinstanz ausgeführt werden müssen. Das bedeutet, dass die für
das Routing verantwortliche SP-Domäne bei der Durchführung ihrer Aufgabe Infor-
mationen über die "länger lebenden" Multi-Domain Managementfunktionen wissen
muss.
Um die Delegation verschiedener Einzelaufgaben (und nicht nur der kompletten Funk-
tionalität) zu ermöglichen, muss folgende Vorgabe erfüllt werden:
Vorgabe (Identiﬁzierung) VI11 - Identiﬁkation der Multi-Domain Funktionalität
Die Multi-Domain Managementfunktionalität, deren Delegation unterstützt wer-
den soll, sowie deren Eigenschaften müssen global eindeutig identifizierbar
sein.
Es sind auch Szenarien denkbar, bei denen mehr als eine Managementfunktionalität
an i.A. unterschiedliche SP-Domänen delegiert werden kann. Dadurch können viel-
fältige Konstellationen von SP-Domänen entstehen, die die Teildienste einer Verbin-
dung und/oder Multi-Domain Funktionen anbieten (vergleiche dazu die im Abschnitt
3.7.2 beschriebenen Anordnungsformen zwischen Manager-Objekten und Ressourcen).
In der Abbildung 4.44 ist grob der Kommunikationsablauf dargestellt, bei dem die
Domäne SPA, die vom Kunden eine Verbindungsanfrage bekommt, die Routingfunk-
tionalität an die Domäne SPR und die Überwachungsfunktionalität an die Domäne
SPM delegiert. Wichtig ist, dass zunächst das Einverständnis von SPM eingeholt wird.
Die Kontaktinformationen dieser funktionalen Komponente werden später der Do-
mäne SPR mitgeteilt. Auch ist wichtig, dass bei der an die SPM gerichteten Service-
Anfrage die Kontaktinformationen aller zu überwachenden SP-Domänen mitgeteilt
werden. Das geschieht aus dem Grund, dass bei der ersten Anfrage noch nicht be-
kannt ist, welche SP-Domänen sich bei der Diensterbringung beteiligen werden. Sollte
die Monitoring-Instanz die Überwachungsinformationen einzelner SP-Domänen über
Polling abholen, so sind dafür die Adressen der entsprechenden Schnittstellen erfor-
derlich. Sollten die SP-Domänen die Überwachungsdaten (auch) durch einen Push-
Mechanismus der Monitoring-Instanz mitteilen, dann kann anhand der Adressen der
Kommunikationspartner entschieden werden, ob die Informationen akzeptiert oder
als nicht vertrauenswürdig verworfen werden.
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SP_A SP_B SP_C SP_MSP_R
REQUEST (MDSERVICERESERVATION Monito ring)
RESPOND (SUCCESS)




Routing (Semi-Glob al Kn owle dge)
REQUEST (INFORMATION)
RESPOND (INFORMATION)
Routing (Semi-Glob al Kn owle dge)
REQUEST (INFORMATION)
RESPOND (INFORMATION)
Routing (Semi-Glob al Kn owle dge)









REQUEST (MDSERVICE Monitoring, SP_A, SP_ B, SP_C)
RESPOND (SUCCESS)
Abbildung 4.44.: Delegation von Monitoring und Routing (Vereinfacht)
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Damit die Multi-Domain und die Single-Domain Managementfunktionalitäten mitein-
ander verknüpft werden können, muss die Mitteilung der DSM-Kommunikationsadres-
sen bereits bei den Kommunikationsartefakten vorgesehen werden:
Vorgabe (UML-Modellierung) VM09 - DSM für jede Managementfunktion
Es muss möglich sein, mit jeder Managementfunktionalität eine dafür zuständige
DSM-Schnittstelle zu assoziieren.
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4.5. SCP und DSM, Bezug zu UNI/NNI
In dieser Arbeit wurden bislang die Konzepte von SCP und DSM unabhängig von
UNI/NNI diskutiert und weiterentwickelt (vgl. Abschnitt 3.2). Zur Erinnerung, UNI
(User Network Interface) und NNI (Network to Network Interface) haben sich seit Jah-
ren für die Bezeichnung der Schnittstellen im Netzbereich etabliert. Sie markieren
gleichzeitig auch die demarcation points der Verantwortungsbereiche von Dienstnut-




Grenze SP-Domäne   
Grenze des Verantwortungsbereiches einer SP-Domäne    
Grenze zwischen vollständiger und geteilter Verantwortung   
Verbindungspunkte physischer Verbindungen   
Verbindungspunkte logischer Verbindungen (VPNs, Trunks usw.)   
Repräsentation vorhandener Ressourcen/Verbindungspunkte   
Repräsentation potenziell mögliche Verbindungspunkte   
Repräsentation eines einzelnen physischen Interfaces   
Repräsentation mehrerer physischen Interfacen   
  – Eigenschaft wird unterstützt 
  – Eigenschaft wird nicht unterstützt 
 
Tabelle 4.3.: Gegenüberstellung der Eigenschaften: UNI/NNI und SCP
Auf den ersten Blick kann es erscheinen, dass UNI/NNIs in sich beide Aspekte verei-
nen, für die die getrennten Begriffe SCP und DSM stehen. Bei der genaueren Betrach-
tung zeichnet sich jedoch eine Reihe von Unterschieden aus, die in den Tabellen 4.3
und 4.4 kurz zusammengefasst werden.
Da UNI/NNI eine Reihe der für SCP und DSM erforderlichen Eigenschaften nicht
aufweisen, stellt sich die Frage, in welchen Fällen die entsprechende Erweiterung der
UNI/NNI und in welchen die Entwicklung einer zu UNI/NNI parallelen und teilweise
darauf aufbauenden Lösung sinnvoll ist. Diese Frage ist vor allem deswegen sehr
wichtig, weil die nachträgliche Umstellung auf eine neue Infrastruktur sich als sehr
schwierig und langwierig gestalten kann (vergleiche z.B. die Diskussion im Abschnitt
3.9 über Umstellung von IPv4 auf IPv6).
Die Antwort auf diese Frage hängt vor allem vom Umfang der Eigenschaften ab, die für
einen Verketteten Dienst von der Providerkooperation unterstützt werden sollen. Sol-
len z.B. nicht nur bereits vorhandene sondern auch potentielle Dienste und Dienstver-
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Aushandlung verbindungsbezogener Eigenschaften (Handshaking)   
Aushandlung Dienstgüteeigenschaften einer neuen Dienstinstanz   
Aushandlung Managementaspekten einer neuen Dienstinstanz   
Berücksichtigung technischer Aspekte   
Berücksichtigung organisatorischer Aspekte (z.B. Zeitfenster für Wartung)   
Kommunikation mit direkten Nachbarn-Domänen   
Direkte Kommunikation mit indirekten Nachbarn    
Berücksichtigung der Domain-Policies   
Einschränken der Informationen entsprechend den Kundenanforderungen   
Austausch von aggregierten Views (unterschiedliche Abstraktionsstufen)   
  – Eigenschaft wird unterstützt 
  – Eigenschaft wird nicht unterstützt 
 
Tabelle 4.4.: Gegenüberstellung der Eigenschaften: UNI/NNI und DSM
bindungspunkte unterstützt werden, dann ist die "Zusammenlegung" von SCP/DSM
mit UNI/NNI einfach nicht möglich (weil eine Kommunikation mit einer nicht existie-
renden Schnittstelle nicht möglich ist).
Die Erweiterung von UNI/NNI für die direkte Kommunikation mit nicht direkt ange-
schlossenen Domänen kann sich bei Diensten, die einen in-band Kommunikationska-
nal nutzen, auch als schwierig erweisen. In diesem Fall kann die Entwicklung einer
parallelen Managementinfrastruktur als bevorzugte Lösung angesehen werden, es sei
denn, dass ausschließlich QoS mit "einfachen" Aggregatfunktionen unterstützt wer-
den und Routing by Delegation ausreicht (vergleiche entsprechende Diskussion im
Abschnitt 4.7).
In allen übrigen Fällen stellt die Erweiterung von UNI/NNI mit der benötigten Funk-
tionalität eine angestrebte Lösung dar. Der Grund dafür ist das Vermeiden von nicht-
integrierten Lösungen, weil diese erfahrungsgemäß wesentlich anfälliger für Ausfälle
sowie schwerer zu betreiben sind. Eine nicht-integrierte Lösung kann dennoch als ein
Zwischenschritt zu der integrierten Lösung verwendet werden.
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Zu Gunsten der Allgemeinheit der zu entwickelnden Lösung wird an dieser Stelle
folgende Entscheidung für die Modellierung getroffen:
Vorgabe (UML-Modellierung) VM10 - Modellierung von SCP und DSM
Bei der Beschreibung der Kommunikationsartefakte müssen DSM-Schnittstellen unab-
hängig von SCPs beschrieben werden.
232
4.6. Kommunikationsartefakte und IDs
4.6. Kommunikationsartefakte und IDs
In den Abschnitten 4.1 bis 4.5 wurde bei der Diskussion unterschiedlicher Routing-
Aspekte eine Reihe Vorgaben definiert, denen in diesem Abschnitt durch die Modellie-
rung der Kommunikationsartefakte und durch die Definition von Vorgaben zur Identi-
fizierung einzelner Objekte und Eigenschaften entsprochen werden sollen.
Vorgaben (UML-Modellierung)
Vorgaben (Identifizierung)
SLM-Prozesse, Lebenszyklus und Informationsbedarf
4.6 UML-Modellierung
Kommunikationsartefakte als UML-Modelle





4.5 SCP und DSM
Abbildung 4.45.: Aufbau dieses Abschnittes
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Da beim Routing auch die Service-Level-Management-Aspekte berücksichtigt werden
sollen, werden in diesem Abschnitt zunächst die SLM-spezifischen Anforderungen
in unterschiedlichen Dienstinstanz-Lebenszyklusphasen besprochen. Diese Diskussion
liefert einen abschließenden Input für die endgültige Modellierung.
Erst danach werden in Abschnitten 4.6.2 bis 4.6.9 die Kommunikationsartefakte de-
finiert. Anschließend wird im Abschnitt 4.6.10 definiert, welche Identifizierungsmög-
lichkeiten für die unterschiedlichen Objekte und Eigenschaften verwendet werden
sollen.
Der Aufbau des Abschnittes ist graphisch in Abbildung 4.45 dargestellt. Die Abhängig-
keiten zwischen unterschiedlichen Teilen dieses Abschnittes sowie der Bezug zu vorhe-
rigen Abschnitten sind in dem Bild durch gestrichelte Pfeile angedeutet.
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4.6.1. SLM-Prozesse, Lebenszyklusphasen und Informationen
Die Diskussion über spezielle Anforderungen bzgl. der Informationsmodellierung ein-
zelner Multi-Domain SLM-Prozesse wird anhand der Phasen des Dienstinstanz-Lebens-
zyklus strukturiert. Für eine detaillierte Beschreibung des Kommunikationsprotokolls
und der SLM-Prozesse für Verkettete Dienste siehe entsprechend die Kapitel 5 und
6.
4.6.1.1. Lebenszyklusphase: Verhandlung und Dienstanfrage
2 3 4 51
In der ersten Phase des Dienstlebenszy-
klus geht es zunächst darum, dass ein
Pfad gefunden werden soll, der die E2E-
Kundenanforderungen erfüllt. Die qua-
litativen und die quantitativen QoS-Pa-
rameter sowie die Managementfunktio-
nalität sind dabei zu berücksichtigen. Dabei müssen sowohl zeitliche Aspekte für
die erwünschte Dienstinstanz als auch der Unsicherheitsfaktor berücksichtigt werden
(vergleiche entsprechende Diskussion im Abschnitt 4.1). Der Unsicherheitsfaktor be-
stimmt, ob die Dienstinstanzen ausschließlich auf der bereits vorhandenen Infrastruk-
tur realisiert werden können oder zumindest teilweise auf eine geplante Infrastruktur
angewiesen sind.
Entsprechend der Definition im Abschnitt 4.1.4 setzt sich die Multi-Domain Sicht auf
die verfügbaren Teildienste aus den Teilsichten einzelner SP-Domänen zusammen. Die Einschränkung
auf relevante
Informationen
Einschränkung auf relevante Informationen ist aus mehreren Gründen wichtig: Aus
Sicht der SP-Domäne, die das Routing durchführen soll, ist es normalerweise irrele-
vant, welche Dienste eine andere SP-Domäne erbringen kann. Dazu kann und wird
in meisten Fällen auch die vollständige Information über die freie Kapazitäten von
einer SP-Domäne als sensitiv betrachtet, weswegen allgemeine Anfragen allein an Po-
licies scheitern werden. Stattdessen ist nur eine Reihe von Diensten interessant, die
als Teildienste eines E2E kundenorientierten Verketteten Dienstes fungieren können.
Diese Dienste müssen mindestens den E2E-Anforderungen genügen, um bei der Pfad-
suche überhaupt betrachtet zu werden. Das entsprechende UML-Diagramm wird im
Unterabschnitt 4.6.4 definiert.
Im Gegensatz zu den MOs kann eine SP-Domäne selbst entscheiden, welche Dienste Speziﬁkation der
möglichen
Teildienste
sie erbringt. Weiterhin kann eine SP-Domäne aufgrund ihrer internen Policies eine
Anfrage für einen technisch unterstützten Dienst einfach zurückweisen, weil z.B. die
Vertrauensbeziehung zu der nach Informationen gefragten SP-Domäne nicht gegeben
bzw. zu niedrig ist. Falls die SP-Domäne die Anfrage akzeptiert, sendet sie die benö-
tigten Informationen zurück. Jede SP-Domäne darf dabei selbst entscheiden, welchen
Umfang die mitgeteilten Informationen haben – ob alle oder nur ein Teil der technisch
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möglichen Teildienste bekannt gegeben wird. Die Struktur dieser Informationen wird
im Unterabschnitt 4.6.5 festgelegt.
Bei automatisierten Diensten kann dieses Anfrage-Antwort-Zusammenspiel relativ zeit-
nah geschehen. Solange die Anfrage sich auf die vorhandene Infrastruktur bezieht,
kann das relativ leicht realisiert und mit den existierenden Managementtools einer
SP-Domäne gekoppelt werden. Anfragen, die sich auch auf nur potentiell mögliche In-
frastrukturen beziehen, erfordern normalerweise einen manuellen Eingriff und sind
daher zeitaufwendig. Eine Abhilfe kann hier ein Vorgehen wie bei der Anfrage für ein
Angebot schaffen (vergleiche Abschnitt 3.5). Außer den bereits besprochenen Randbe-
dingungen muss die Anfrage eine Zeiteinschränkung für das Vorlegen des Angebotes
beinhalten. Wird innerhalb dieser Frist kein Angebot vorgelegt, gilt die Anfrage als
verfallen.
Damit ein Kommunikationskanal zur Vorlage des Angebots überhaupt aufgebaut wer-
den kann, muss auch die "Rückadresse" (DSM-Schnittstelle) spezifiziert werden. Jede
Anfrage ist mit einer eindeutigen6 ID zu versehen. Mit der Hilfe dieser ID ist es mög-
lich, den Bezug zwischen dem später übermittelten Angebot und der ursprünglichen
Anfrage herzustellen. Da ein Angebot aus der Sicht des Service Providers aus finanzi-
ellen Gründen nicht beliebig lang aufrecht erhalten werden kann, wird es mit einem
Ablaufdatum versehen.





mögliche Eigenschaftenausprägungen vorliegen, kann die Suche eines zufriedenstel-
lenden Pfades (das eigentliche Routing) durchgeführt werden. Die einzelnen Teildien-
ste des gefundenen Pfades werden zunächst reserviert und dann bestellt (siehe Ab-
schnitt 3.2). Die einzelnen Teildienste können auf unterschiedliche Art und Weise
spezifiziert werden. Bei einer Verbindung zwischen zwei SCPs genügt es, zwei Grenz-
punkte zusammen mit anderen für diese Dienstinstanz erforderlichen QoS-Parametern
und deren erwünschten Werten zu spezifizieren. Besteht zwischen zwei SCPs mehr als
eine zufriedenstellende Verbindungsmöglichkeit (mehrere Component Links), so kann
einer der Component Links referenziert werden, was der SP-Domäne eine Abbildung
auf die notwendige Infrastruktur erleichtert. Wurde ein Angebot für die Verbindung
zwischen zwei SCPs angefordert, so kann das vorgelegte Angebot referenziert wer-
den.
Neben der Spezifikation der topologischen Eigenschaften, die grundsätzlich auf ID-
Basis geschehen kann, sollen auch die erforderlichen Eigenschaften exakt beschrieben
werden. Die Struktur der letzteren wird im Unterabschnitt 4.6.6 beschrieben
Wenn die Realisierung der angeforderten Dienstinstanz sowohl technisch möglich alsZugesicherten
Eigenschaften auch aus Domain-internen Gründen akzeptabel ist, erfolgt eine Bestätigung. Damit die
Kommunikation bzgl. der bestellten Dienstinstanz (z.B. aus Load Balancing Gründen)
auch über einen anderen Kommunikationskanal abgewickelt werden kann, kann die
6Eindeutigkeit bezieht sich in diesem Fall auf die Requesting Service Domäne und auf das Zeitfenster
zwischen Anfrage und der Angebotfrist.
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Antwort auch mit der entsprechenden DSM-Adresse versehen werden. Weiterhin sollen
dabei die Dienstgüteeigenschaften mitgeteilt werden, die tatsächlich für die reservier-
te bzw. bestellte Dienstinstanz garantiert werden. Die Definition des entsprechenden
Kommunikationsartefaktes wird im Abschnitt 4.6.7 durchgeführt.
4.6.1.2. Lebenszyklusphase: Inbetriebnahme
1 3 4 52
Während bei einigen Diensten, wie z.B.
PSTN, die Inbetriebnahme einer Dienstin-
stanz innerhalb einer Domäne automa-
tisch und zeitnah mit der Anfrage rea-
lisierbar ist, sind bei manchen anderen
Diensten manuelle Eingriffe bei der Schal-
tung erforderlich, so z.B. bei E2E Links
von Géant2. Es wird daher die Möglichkeit benötigt, den Zustand jeder Teilstrecke
einer Dienstinstanz bei der die Teilstrecke erbringenden SP-Domäne abzufragen. Eine
Alternative dazu ist eine automatische Benachrichtigung, die die Service Providing
SP-Domäne bei der Zustandsveränderung abschicken kann. Im Idealfall signalisiert
diese Benachrichtigung, dass die entsprechende Teilstrecke der E2E-Dienstinstanz in
Betrieb genommen wurde. Es kann aber auch zu unerwarteten Verzögerungen bei
der Inbetriebnahme kommen. Insbesondere kann das Dienstinstanzen betreffen, die
auf z.T. während der Bestellung noch nicht vorhandener bzw. noch nicht installierter
Infrastruktur realisiert werden. Solche Ereignisse sollten automatisch gemeldet wer-
den.
Bei einer automatischen Benachrichtigung entsteht die Notwendigkeit, die betroffe-
ne Dienstinstanz zu identifizieren. Der Grund dafür liegt darin, dass bei Verketteten
Diensten i.A. mehrere Service Provider sich an der Erbringung einer Dienstinstanz be-
teiligen. Während bei einem Anfrage-Antwort Kommunikationsmuster aus demselben
Grund die relevante Dienstinstanz bereits bei der Anfrage spezifiziert werden muss,
ist die explizite Angabe der Dienstinstanz-ID bei der Antwort nicht erforderlich, so-
lange die Anfrage und die Zugehörige Antwort in Verbindung miteinander gebracht
werden können.
In all diesen Fällen sind keine komplexen Datenstrukturen notwendig. Es genügen IDs
für die unterstützten Ereignisse. Die Definition des Kommunikationsprotokolls für die
automatische Benachrichtigung befindet sich im Abschnitt 5.2.
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4.6.1.3. Lebenszyklusphase: Betrieb
1 4 52 3
Eine ähnliche Situation gibt es auch im
Betrieb, allerdings sind statt des Zustan-
des der Inbetriebnahme die aktuellen Mess-
werte der vereinbarten QoS-Parameter in-
teressant. Diese können wiederum ent-
weder durch eine explizite Anfrage (Pull),
oder – falls vereinbart – durch eine regu-
läre Benachrichtigung (Push) zur Verfügung gestellt werden (vergleiche auch Tabelle
2.5 in Abschnitt 2.4.1).
Neben der Identifizierung der Dienstinstanz muss auch die Beschreibung der Messwer-
te spezifiziert werden. Die Modellierung dieses Kommunikationsartefakts wird im
Abschnitt 4.6.9 durchgeführt. Für die Beschreibung des Monitoring-Prozesses siehe
Abschnitte 6.6 und 6.7.
Auch im Betrieb kann eine Reihe von Ereignissen auftreten. Relevant sind vor allem
Ereignisse, die z.B. zu einer Verletzung der vereinbarten Grenzwerte führen. Da solche
Ereignisse asynchron auftreten, können sie zeitnah ausschließlich über den Benach-
richtigungsmechanismus gemeldet werden. Die Adresse(n) für solche Benachrichtigun-
gen werden bei der Bestellung einer Dienstinstanz spezifiziert (vgl. Abschnitt 4.6.6).
Bei einer solchen Benachrichtigung wird ggf. neben der Dienstinstanz-ID auch eine
Ereignis-ID und/oder der aktuelle Monitoring-Zustand mitgeteilt. Der entsprechende
Protokollaufruf wird im Abschnitt 5.12 definiert.
4.6.1.4. Lebenszyklusphase: Anpassung
31 52 4
Während des Betriebes kann auch die Not-
wendigkeit auftreten, die Eigenschaften
der Dienstinstanz, wie z.B. die vereinbar-
ten QoS-Grenzwerte, zu verändern. Das
kann vor allem dann auftreten, wenn der
Kunde seine Anforderungen ändert bzw.
ändern möchte.
Es kann aber auch weniger offensichtliche Ursachen dafür geben. Zum Beispiel kann
es sein, dass eine der bei der Erbringung eines Verketteten Dienstes beteiligten Domä-
nen einen vereinbarten Parameter aus diversen Gründen nicht einhalten kann. Um
das auszugleichen und dem Endkunden weiterhin die vereinbarte E2E-Dienstgüte lie-
fern zu können, können die entsprechenden Parameter bei den anderen beteiligten
SP-Domänen angepasst werden.
238
4.6. Kommunikationsartefakte und IDs
Eine weitere wenig offensichtliche Veränderung stellt die Veränderung der Benach-
richtigungsadressen dar. Das kann z.B. zum Erreichen eines besseren Load Balancing
nützlich sein.
Die Spezifikation der neuen erforderlichen Eigenschaften ist identisch mit der bei
der Bestellung einer neuen Dienstinstanz. Die notwendigen Kommunikationsartefakte
können somit entsprechend dem UML-Diagramm aus Abschnitt 4.6.6 beschrieben wer-
den. Die bei einer CHANGE-Anfrage erforderliche Bestätigung der zugesicherten Ei-
genschaften ist identisch mit dem Fall einer Neubestellung. Die entsprechenden Kom-
munikationsartefakte können somit wiederum entsprechend dem UML-Diagramm aus
dem Abschnitt 4.6.7 beschrieben werden.
Der einzige Unterschied zwischen der Bestellung einer neuen Dienstinstanz und der
Veränderung der erforderlichen Eigenschaften bei einer existierenden besteht darin,
dass die Angaben sich auf existierende Teildienste bezieht. Dadurch wird es erforder-
lich, dass jeder bestellte Teildienst bei der Bestätigung mit einer – für die entsprechen-
de SP-Domäne – eindeutigen ID versehen wird (vgl. Abschnitt 4.6.7).
Für die Definition des entsprechenden Protokollaufrufs und des darauf aufbauenden
SLM-Prozesses siehe Abschnitte 5.9 und 6.8.
4.6.1.5. Lebenszyklusphase: Dienstauﬂösung
431 52
Für den Abbau einer Dienstinstanz kann
es unterschiedliche Gründe geben. Es kann
sich z.B. um eine Dienstinstanzen han-
deln, die nur für eine begrenzte Zeitpe-
riode bestellt wurden. In so einem Fall
kann z.B. eine Benachrichtigung über die
bevorstehende Beendigung der Dienstinstanz sinnvoll sein. Als Reaktion darauf kann
eine Anfrage für die Verlängerung des Dienstes erfolgen. Ein weiterer Grund für sol-
che Benachrichtigung kann sein, dass die SP-Domäne aus diversen internen Gründen
(z.B. Infrastrukturausfall oder geplante Wartungsarbeiten) die Dienstinstanz außer Be-
trieb gestellt hat bzw. in Kürze auflösen wird. Bei so einer Benachrichtigung muss
ausschließlich die Dienstinstanz referenziert werden, die in Kürze aufgelöst wird. Die
übrigen Angaben wie z.B. Zeit der bevorstehenden Auflösung sind dienstspezifisch
und können daher als optional betrachtet werden.
Eine geordnete Möglichkeit, eine Dienstinstanz aufzulösen, besteht in einer entspre-
chenden Anfrage der SP-Domäne, die die Teildienst(e) ursprünglich angefordert hat.
Die Gründe dafür können sowohl Domain-intern als auch eine entsprechende Anfra-
ge vom Endkunden sein. Ob eine solche Anfrage zurückgewiesen werden darf und
welche Folgen das hat, hängt einzig und allein von den Kooperationsvereinbarungen
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zwischen den beteiligten SP-Domänen ab. Auch in diesem Fall ist ausschließlich die
Referenz auf den/die Teildienst(e) erforderlich.
Der entsprechenden Protokollaufruf und der darauf aufbauende SLM-Prozess werden
in den Abschnitten 5.14 und 6.9 definiert.
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4.6.2. UML-Modell: Properties (Teilmodell)
Im Abschnitt 4.1 wurde eine ausführliche Diskussion über die Zusammenhänge zwi- Gleichzeitig
mehrere
Eigenschaften
schen Objekten und deren Eigenschaften geführt. Aus der Sicht der Modellierung
besteht eine der wichtigsten Erkenntnisse aus dieser Diskussion darin, dass jeder
Verbindungsmöglichkeit (oder genauer gesagt jeder Component Link ) aus Sicht des
Service Providers eine beliebige Anzahl von unterstützten Eigenschaften aufweisen
kann. Auf der anderen Seite – diesmal aus der Kundensicht – sind nicht alle diese
unterstützten Eigenschaften relevant. Der Kunde kann seinerseits auch beliebig vie-

















Abbildung 4.46.: Modellierung der Diensteigenschaften
Unter den Eigenschaften eines (Teil-)Dienstes werden in dieser Arbeit sowohl die Eigenschaften-
BestandteileDienstgüteeigenschaften (QoS-Parameter) als auch die Managementfunktionalität ver-
standen. Die QoS-Parameter werden in qualitative und quantitative unterteilt. Da diese
Eigenschaften-Zusammensetzung generell für alle Kommunikationsartefakte gilt, wird
das entsprechende Teilmodell in diesem Unterabschnitt definiert und ausführlich be-
schrieben. Auf die Wiederholung dieser Beschreibung wird bei der Modellierung der
tatsächlichen Kommunikationsartefakte verzichtet. Die folgende Beschreibung bezieht
sich auf das UML-Modell in Abbildung 4.46.
Die qualitativen QoS-Parameter kann man auch als eine Klasse boolescher Parame- Qualitative
QoS-Parameterter bezeichnen. Als Beispiele dazu können "Nummerweiterleitung unterstützt" oder
"EU-Richtlinie XY eingehalten" dienen. Bei der Beschreibung eines qualitativen QoS-
Parameters reicht somit ein Objekt, das einzig und allein die eindeutige ID dieses
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Parameters beinhaltet. Um sowohl eine beliebige Anzahl als auch eine beliebige Kom-
bination gleichzeitig unterstützter qualitativer QoS-Parameter spezifizieren zu können,
wird die Klasse QUALITATIVEQOS im UML-Diagramm mit einer "1:n"-Multiplizität ver-
sehen.
Ein ähnliches Vorgehen kann auch bei den quantitativen QoS-Parametern angewen-Quantitative
QoS-Parameter det werden. Im Gegensatz zu den qualitativen QoS-Parametern müssen bei den QoS-
Parametern auch die erlaubten/möglichen Zustände spezifiziert werden. Zu diesem
Zweck wird im UML-Diagramm mit der Klasse für quantitative QoS-Parameter die
Klasse ASSOCIATEDVALUE assoziiert. Bezogen auf das Beispielnetz aus der Abbildung
4.7 im Abschnitt 4.1.2 würde das bedeuten, dass beide Component Links jeweils zwei
quantitative QoS-Parameter haben; Delay kann jeweils nur einen festen Wert aufwei-
sen, der Wertebereich der Übertragungsrate kann entweder einfach als eine Liste mit
erlaubten Werten oder als eine obere Schranke zusammen mit der Granularität einge-
geben werden. Um unterschiedliche Beschreibungen der Wertebereiche zu unterstüt-
zen, wird die Klasse ASSOCIATEDVALUE mit der entsprechenden ID für die Beschrei-
bungsart versehen. Anhand dieser ID kann entschieden werden, welche der unter-
stützten Beschreibungsarten im jeweiligen konkreten Fall zum Einsatz kommt. Durch
die Verknüpfung zwischen den Klassen anhand der ID von ASSOCIATEDVALUE ist es
möglich, die Erweiterung durch die anderen Strukturierungsmöglichkeiten leicht zu
realisieren.
Wie die Klasse ASSOCIATEDVALUE mit den unterschiedlichen Definitionen der Werte-
bereiche – in Abhängigkeit von VALUEST YPE_ID – assoziiert werden kann, wird im
Abschnitt 4.6.3 beschrieben.
Bei der Managementfunktionalität sieht die Situation um einiges komplizierter aus.Management-
funktionalität Das liegt zu einem daran, dass viele der im Service-Level-Management definierten
Aufgaben unterschiedlich strukturiert sind, und zum anderem müssen SLM-Prozesse
auch mit anderen Managementprozessen "verknüpft" werden (vergleiche entsprechen-
de Diskussion im Abschnitt 3.4). Bei Verbindung mit anderen Managementprozes-
sen sind globale Multi-Domain und nicht domäneninterne Prozesse gemeint. Bei der
Beschreibung der Managementfunktionalität geht es zunächst nicht um die exakten
Kommunikationsadressen oder ähnliches, sondern ausschließlich um die Beschrei-
bung der relevanten Funktionalität (vergleiche Diskussion über MIB im Abschnitt
3.7).
Jede Managementfunktionalität kann i.A. mit einer Reihe von funktionsspezifischen
Konfigurationsparametern assoziiert werden, die ihrerseits unterschiedliche Werte an-
nehmen können. Beispielsweise kann die Monitoring-Funktionalität der zugrundelie-
genden Infrastruktur entweder mit Polling oder basierend auf Traps durchgeführt
werden (vergleiche Zusammenfassung in der Tabelle 2.5). Während für Traps – ähn-
lich wie bei den qualitativen QoS-Parameter – keine weiteren Angaben benötigt wer-
den, ist bei Polling auch sein Intervall wichtig, das analog zur Beschreibung der Wer-
tebereiche quantitativer QoS-Parameter spezifiziert werden kann. Gleichzeitig mit der
Überwachungsart kann mit dem Monitoring auch die Benachrichtigungsart assoziiert
242
4.6. Kommunikationsartefakte und IDs
werden, wie diese Informationen der daran interessierten Partei zur Verfügung ge-
stellt werden können: durch die automatische Benachrichtigung (Push ) oder durch
explizites Anfragen (Pull ). Zur Abdeckung der beschriebenen Situationen wird in der
Abbildung 4.46 mit der Klasse MANAGEMENTFUNK TIONALIT Y die Klasse MGMTPROPER-
T Y für jeweils einzelne funktionalitätsspezifische Eigenschaften assoziiert, die wieder-
um mit ASSOCIATEDVALUE verbunden werden kann, wodurch auch die Beschreibung
der sog. "quantitativen Managementparameter", wie z.B. Polling-Intervall, ermöglicht
wird.
Abschließend soll hier noch folgendes extra betont werden. Durch die Strukturie- Objekte,
Eigenschaften
und IDs
rung der Eigenschaftenbeschreibung anhand einer beliebig großen Menge gleichar-
tiger Objekte einer der drei Kategorien (gemeint sind qualitative und quantitative
QoS-Parameter sowie Managementfunktionalität samt den darauf bezogenen Konfi-
gurationsparametern) wird es ermöglicht, alle notwendigen Operationen auf diesen
Datenstrukturen zu definieren und die einzelnen Eigenschaften anhand ihrer IDs zu
unterscheiden. Für die Definition der Operationen siehe Abschnitt 4.2. Der Einsatz
von IDs ermöglicht es weiterhin, auch neue QoS-Parameter zu definieren und zu un-
terstützen, ohne dass die Struktur der Beschreibung verändern werden muss. Die Dis-
kussion über die Identifizierung unterstützter Eigenschaften wird im Abschnitt 4.6.10
geführt.
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4.6.3. UML-Modell: AssociatedValue (Teilmodell)
Die Klasse ASSOCIATEDVALUE wird in allen hier zu modellierenden Kommunikati-Generellen
Festlegungen onsartefakten gebraucht, um Werte bzw. Wertebereiche mit unterschiedlichen Eigen-
schaften zu assoziieren. Um die Wertebeschreibung sowohl möglichst flexibel als auch
erweiterbar zu gestalten, wird auch hier der Gebrauch von den IDs gemacht. So wird
anhand VALUET YPE_ID unterschieden, welche der von ASSOCIATEDVALUE abgeleiteten
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Abbildung 4.47.: Assoziationen der AllowedValues Klasse
Neben den selbsterklärenden Klassen SINGLEVALUE und RANGE wird in der KlasseSpeziﬁkation der
Werte für
QoS-Parameter
BOUND eine ID benötigt, die bestimmt, ob es sich bei den Werten um einen Upper- oder
Lower-Bound handelt. Jeden Wert extra mit der Metric zu versehen ist notwendig, um
die Fälle wie aus dem Beispielnetz mit 2Gbps Obergrenze und 100Mbps Granularität
abdecken zu können. Die Klasse kann z.B. bei der Bestellung einer Dienstinstanz oder
bei der Mitteilung des Monitoring-Zustandes verwendet werden. Die Klassen RANGE
und BOUND können dagegen bei den Informationsabfragen bzw. bei den Mitteilungen
der realisierbaren Eigenschaften Verwendung finden.




ter für Managementfunktionalität zu illustrieren. So kann es in Abhängigkeit von den
Anforderungen an die Überwachung des (Teil-)Dienstes erwünscht sein, eine Benach-
richtigung bei einer drohenden SLA-Verletzung zu senden. Üblicherweise werden da-
für ein oder mehrere Schwellwerte innerhalb der vereinbarten QoS-Wertebereiche fest-
gelegt (siehe Klasse THRESHOLDQOS). Die Variable EVALUATIONT YPE_ID in der Klasse
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THRESHOLD erlaubt es, zusammengesetzte Bedingungen für die Benachrichtigung zu
definieren, wenn die Einhaltung von mehreren QoS-Werten überwacht werden soll.
Denkbar wären dafür logischen AND- und OR-Verknüpfungen aller in THRESHOLDQOS
spezifizierten Schwellwerte. Durch die Aggregation "contains" der Klasse THRESHOLD
ist auch der Aufbau von verschachtelten Ereignisdefinitionen möglich, wie z.B. der fol-
gende logische Ausdruck: (Threshold_QoSA ∧ Threshold_QoSB) ∨ Threshold_QoSC .
Durch die Multiplizität der Assoziation-Beziehung zu der Klasse NOTIFICATION wird
es auch möglich, für die so definierten zusammengesetzten Schwellwerte auch eine
Reihe von Benachrichtigungsadressen zu spezifizieren.
Obwohl für viele Fälle die hier aufgelisteten vier Klassen zur Wertebeschreibung ge- Erweiterbarkeit
nügen werden, kann diese Liste bei weitem nicht als vollständig bezeichnet werden.
Stattdessen soll die Beschreibung in diesem Unterabschnitt als eine Vorlage dienen,
wie die – in Abhängigkeit von dem Dienst und zu unterstützenden Diensteigenschaf-
ten – wirklich benötigten Wertebeschreibungen definiert werden können. Zwischen
den einzelnen Wertebeschreibungsarten wird weiterhin anhand VALUET YPE_ID rea-
lisiert, wodurch auch die notwendige Erweiterbarkeit garantiert wird. Für für Dis-
kussion darüber, wie diese sowie andere IDs definiert werden sollen, siehe Abschnitt
4.6.10.
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4.6.4. UML-Modell: ConstraintTopology und ConstraintProperties
Generell können Einschränkungen der Informationen, wie sie in dieser Arbeit benötigt
werden, in zwei Klassen aufgeteilt werden (siehe Abbildung 4.48). Die Klasse CONS-
TRAINTS baut auf einer optionalen Klasse CONSTRAINTTOPOLOGY und einer obligatori-
schen Klasse CONSTRAINTPROPERTIES auf. Während die Klasse CONSTRAINTTOPOLOGY
ausschließlich bei Verbindungsdiensten genutzt werden kann (siehe insbesondere Dis-
kussion im Abschnitt 4.3.2), kann die Klasse CONSTRAINTPROPERTIES zudem auch bei
Informationsabfragen bzgl. Multi-Domain Managementfunktionalität verwendet wer-






Abbildung 4.48.: Randbedingungen auf Diensteigenschaften
Die Klasse CONSTRAINTTOPOLOGY ist sehr einfach aufgebaut und entspricht direkt der
Vorgabe VM07, einen Ausgangs-SCP und einen Ziel-SCP bei der Pfadsuche angeben zu
können.
Die Klasse CONSTRAINTPROPERTIES wird verwendet, um die Eigenschaften einzuschrän-
ken, die alle Teilstrecken "auf dem Weg zum Ziel" erfüllen sollen (vergleiche auch ent-
sprechende Diskussion im Abschnitt 4.6.1). Die in Abbildung 4.49 dargestellte Klasse
CONSTRAINTPROPERTIES lässt sich fast direkt von der Beschreibung der Diensteigen-
schaften ableiten (vergleiche UML-Diagramme in Abbildungen 4.46). Beim Verzicht auf
die Verwendung der Klassen QUALITATIVEQOS und QUANTITATIVEQOS lässt sich diese
Klasse, wie bereits angedeutet, zur Einschränkung der erforderlichen Multi-Domain
Funktionen und deren Eigenschaften verwenden.
Verglichen mit der Klasse PROPERTIES weist CONSTRAINTPROPERTIES lediglich drei
Erweiterungen auf: zwei zusätzliche IDs zur Spezifikation des relevanten Dienstes und
des akzeptablen Unsicherheitsfaktors sowie eine assoziierte Klasse TIMEPERIOD, die die
erwünschte Dienstinstanz-Laufzeit beschreibt. Für die ausführlichere Diskussion über
den Zweck dieser Erweiterungen siehe Abschnitt 4.1.5.
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Abbildung 4.49.: Randbedingungen auf Diensteigenschaften
Für die Verwendung dieser Klassen bei der Kommunikation zwischen SP-Domänen
siehe Abschnitte 5.2 und 5.3.
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4.6.5. UML-Modell: Available Connections/Services
Wie eine Antwort auf eine Informationsanfrage strukturiert werden soll, ist in Abbil-
dung 4.50 dargestellt. Zur Beschreibung der Topologie der Verbindungsdienste wer-
den die Klassen SCP, COMPOUNDLINK, COMPONENTLINK und COMPONENTLINKPART
benötigt. Für die Bedeutung der Zusammenhänge zwischen diesen Klassen wird auf
die ausführliche Diskussion im Abschnitt 4.1 verwiesen. An dieser Stelle sollen nur
noch einige kritische Aspekte extra betont werden. So sind die Klassen SCP und COM-
PONENTLINK mit der Klasse DOMAIN assoziiert, zu der der SCP gehört bzw. die von
dem Compound Link verbunden werden. Durch die Variable DSM_ADDR in der Klas-
se DOMAIN wird gewährleistet, dass die DSM-Adressen der zuvor unbekannten SP-
Domäne bei Informationsabfragen in Erfahrung gebracht werden. Ein anderer interes-
santer Aspekt bezieht sich auf die Variable COMPONENTLINKT YPE_ID der Klasse COM-
PONENTLINK. Durch diese Variable wird zwischen Domain Links, Interdomain Links
und den Teilsichten auf ein und dasselbe Interdomain Link unterschieden. Nur im
letzteren Fall – der laut Festlegung im Abschnitt 4.1.3 ausschließlich zwischen den be-
nachbarten SP-Domänen auftreten darf – wird auch die Klasse COMPONENTLINKPART
gebraucht. Weiterhin setzen sich in diesem Fall auch die Eigenschaften des komplet-
ten Interdomain Links aus den zwei Teilsichten darauf zusammen (siehe Assoziation
"define" bei LINKPROPERTIES).
Die Beschreibung der mit einem COMPONENTLINK assoziierten Eigenschaften ent-
spricht dem Muster, wie es im Abschnitt 4.6.2 definiert und bei der Eigenschaften-
einschränkung im Abschnitt 4.6.4 verwendet wurde. Die UNCERTAINT Y T YPE_ID wird
benötigt, da unterschiedliche Teildienste einen unterschiedlichen Unsicherheitsfaktor
aufweisen können. Dadurch wird dem Routing-Verantwortlichen die Möglichkeit ge-
lassen, auch nachträglich eine "sicherere" Route auswählen und beantragen zu kön-
nen.
Eine weitere Besonderheit des UML-Diagramms in Abbildung 4.50 besteht in der
Klasse MULTIDOMAINMANAGEMENTFUNCTIONALIT Y, die von der Klasse MANAGEMENT-
FUNCTIONALIT Y abgeleitet ist. Diese Klasse dient zur Beschreibung der Multi-Domain
Managementfunktionalitäten, wie z.B. Multi-Domain Monitoring. Anhand der FUNC-
TIONALIT Y_ID können sie von den Managementfunktionalitäten einzelner Teildienste
unterschieden werden. Ansonsten werden auch für die Verbindungsdienste typische
Eigenschaften der Managementfunktionalität (Klasse PROPERT Y) sowie deren Wertebe-
reiche (Klasse ALLOWEDVALUES) benötigt. Ansonsten muss diese Klasse mit TIMEPERI-
OD assoziiert werden, um die im Abschnitt 4.1.5 angesprochenen zeitlichen Aspekte
zu berücksichtigen.
Da eine SP-Domäne sowohl mehrere Verbindungsdienste als auch unterschiedliche
Multi-Domain Managementfunktionen nach außen anbieten kann, spiegelt es sich in
der Kardinalität der Assoziationen zwischen der Klasse DOMAIN und den Klassen SCP,
COMPOUNDLINK sowie MULTIDOMAINMANAGEMENTFUNCTIONALIT Y wider.
248





















































Abbildung 4.50.: Verfügbare (Teil-)Dienste
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4.6.6. UML-Modell: RequestedProperties
Die exakte Spezifikation der erforderlichen Diensteigenschaften wird bei Dienst-Reser-
vierung und -Bestellung benötigt (siehe dazu Abschnitt 5.6, 5.8, 5.9 und 5.13).
Verglichen mit den bereits beschriebenen Diagrammen muss bei dem UML-Diagramm
in Abbildung 4.51 ausschließlich die Bedeutung der Klasse COMMUNICATIONDSM ex-
plizit erklärt werden. Durch diese Klasse wird es möglich, der SP-Domäne zu signalisie-
ren, mit welcher DSM-Kommunikationsschnittstelle die jeweilige von der SP-Domäne
zu erbringende Managementfunktionalität kommunizieren soll. Bei dem Monitoring-
Dienst wird das die Adresse der Multi-Domain Monitoring-Instanz sein. Erst durch die
Spezifikation der DSM-Adresse wird es möglich, die Multi-Domain Funktionalität zu


























Abbildung 4.51.: Eigenschaftenspezifikation bei einer Dienstinstanzanfrage
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4.6.7. UML-Modell: ConﬁrmedProperties
Das Kommunikationsartefakt für Reservierungs- bzw. Bestellanfrage ist ähnlich zu den
bisher beschriebenen. Das UML-Diagramm in Abbildung 4.52 unterscheidet sich zu-
nächst dadurch, dass die Stelle des erwünschten Zeitfensters die Klasse RESERVATION-
TIME einnimmt. Diese Klasse wird nur bei der Reservierung gebraucht, was auch ihre
Kardinalität bedingt. Um die Problematik mit unterschiedlichen Zeitzonen zu umge-
hen, wird ausschließlich die Dauer der Reservierung spezifiziert, wodurch die direkte
Assoziation mit der Klasse SINGLEVALUE bedingt ist.
Ein anderer wichtiger Unterschied bezieht sich auf die Semantik der Klasse COMMUNI-
CATIONDSM. Im Gegensatz zu den Reservierungs- bzw. Bestellanfragen bezieht sich die
DSM-Adresse bei der Bestätigung auf die Managementfunktionalität der SP-Domäne,
die die Anfrage bestätigt. Bei dem Monitoring-Service würde das die Adresse bedeuten,


























Abbildung 4.52.: Bestätigten Eigenschaften bei einer Dienstinstanzanfrage
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4.6.8. UML-Modell: IntermediateProperties
Damit bei der Delegation der Routingaufgabe auch die Zwischenwerte des gefundenen
Teilpfades berücksichtigt werden können, muss auch die "Zwischensumme" als ein
Kommunikationsartefakt definiert werden (siehe Vorgabe VM08, Abschnitt 4.3). Das
UML-Modell für das entsprechedne Kommunikationsartefakt ist in Abbildung 4.53 de-
finiert. Im Gegensatz zu den in Abschnitten 4.6.6 und 4.6.7 definierten UML-Modellen
für angefragte und bestätigte Eigenschaften werden bei der Zwischensumme die Zeit-
angaben nicht benötigt. Dafür muss es aber möglich sein, die Zwischensumme als ein
Wertebereich anzugeben. Für die Diskussion über den Umgang mit Wertebereichen
wird an dieser Stelle auf den Abschnitt 4.2.4 verwiesen. Die Angabe der Kommuni-
kationsschnittstelle ist notwendig, um die Managementprozesse für den delegierten
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Abbildung 4.53.: Zwischensumme des Pfadgewichtes
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4.6.9. UML-Modell: MonitoredState
Wie die Kommunikationsartefakte für die gemessenen Zustände aller vereinbarten
QoS-Parameter strukturiert werden können, ist in Abbildung 4.54 dargestellt. Diese
Nachrichten werden von den einzelnen SP-Domänen, die ihre Teilstrecken überwa-
chen, an ein Multi-Domain Monitoring-System geschickt (siehe entsprechende Diskus-


































Abbildung 4.54.: Beschreibung eines Monitoringzustandes
Die Struktur der Monitoring-Informationen unterscheidet sich relativ stark von allen
bislang definierten Kommunikationsartefakten. Zunächst unterscheidet sich die Be-
schreibung der Topologie von dem im Abschnitt 4.6.5 definierten UML-Diagramm zur
Beschreibung der verfügbaren Verbindungen. An der Stelle von COMPOUNDLINK und
COMPONENTLINK tritt die Klasse MONITOREDLINK auf. Diese Klasse repräsentiert die
tatsächlich bestellte und überwachte Teilstrecke. Da die SP-Domäne bei der Erbrin-
gung mehreren E2E-Dienstinstanzen involviert werden kann, wird die Zugehörigkeit
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der Teilstrecke zu einer konkreten Dienstinstanz durch E2ELINK_ID gewährleistet. In-
nerhalb einer Dienstinstanz wird die Teilstrecke durch zwei SCP_IDs eindeutig identi-
fiziert. Für eine Diskussion über die Zusammensetzung der Monitoring-Informationen
anhand der IDs siehe Abschnitt 8.1.
Die Beschreibung der Monitoring-Informationen selbst erfolgt in zwei Verschachte-
lungsstufen. Die Klasse MONITOREDSTATE umfasst alle Monitoring-Informationen, die
sich auf einen MONITOREDLINK beziehen. Diese Klasse umfasst mindestens eine In-
stanz der CONSTANTSTATE-Klasse, die einen während der in TIMEPERIOD angegebenen
Zeitspanne unveränderlichen Zustand erfasst. Dadurch wird auch die Beschreibung
der Zustandsschwankungen während der angeforderten Zeitperiode ermöglicht. Soll-
te ausschließlich der aktuelle Zustand angefragt werden, kann auf TIMEPERIOD ver-
zichtet werden und CONSTANTSTATE muss nur einmal angegeben werden. Die Klasse
CONSTANTSTATE beinhaltet eine einzelne Variable, die beschreibt, wie der Monitoring-
Zustand erfasst wurde (Polling oder Traps); dadurch wird insbesondere bei kombi-
nierten Überwachungstechniken die Unterscheidung zwischen den jeweiligen Zeitab-
schnitten möglich.
Die Beschreibung der eigentlichen Monitoring-Daten geschieht zwar strukturell nicht
viel anders, es gibt aber einige Unterschiede in den Klassendefinitionen. Jede der Klas-
sen wurde durch eine Variable BOK erweitert, die besagt, ob die Domain Link Verbin-
dung in der spezifizierten Zeitspanne die jeweiligen qualitativen QoS-Parameter auf-
wies, ob die quantitative QoS-Werte gemessen werden konnten und ob die durch FUNC-
TIONALIT Y_ID spezifizierte Managementfunktionalität ordnungsgemäß ausgeführt wer-
den konnte. Nur falls diese Variable TRUE ist, sind auch die Werte bei den entspre-
chenden quantitativen QoS-Parametern valid. Die Variablen für die Beschreibung der
Messwerte selbst werden aus der Klasse SINGLEVALUE übernommen.
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4.6.10. Identiﬁkation der Objekte und Eigenschaften
Im Laufe dieses Kapitels wurden Anforderungen an die Identifizierung unterschied-
licher Objekte aufgestellt, die zur Unterscheidung zwischen gleichartigen Objekten
innerhalb einer Domäne sowie in einer Multi-Domain Umgebung verwendet werden
soll. Die Klassen aus den Abbildungen 4.46 bis 4.54 können grob in drei Kategorien
eingeordnet werden:
• Die Klasse DOMAIN bestimmt einen organisatorischen Rahmen.
• Die Klassen SCP, COMPOUNDLINK, COMPONENTLINK und COMPONENTLINKPART
beschreiben die logische Topologie der Verbindungsdienste, die in der SP-Domäne
erbracht werden können.
• Die restlichen Klassen beschreiben die Eigenschaften der realisierbaren Teildien-
ste.
Weiter wurden die Anforderungen für die Identifikation einer Reihe weiterer Ob-
jekte aufgestellt. Dazu gehören in erster Linie die Schlüsselworte des Kommunika-
tionsprotokolls sowie die IDs für die E2E-Dienstinstanzen und Angebotsanfragen so-
wie die Adressen für DSM-Schnittstellen (vgl. VI01 im Abschnitt 4.1.1, VI03 im Ab-
schnitt 4.1.2, VI09 im Abschnitt 4.2.6, VI10 im Abschnitt 4.3.5 und VI11 im Abschnitt
4.4).
Für die Wahl der Identifizierungsmöglichkeit ist vor allem entscheidend, ob die ID für
die Identifikation eines Objektes (wie z.B. SCP) oder eines semantischen Begriffes ver-
wendet wird, wie es bei den IDs für die QoS-Parameter der Fall ist. Im ersten Fall ist
es wichtig, dass ein Objekt mit der ID in dem vorgegebenen Namensraum nur einmal
vorkommt, im zweiten steht dagegen eine eindeutige syntaktische Darstellung der Be-
griffe im Vordergrund, deren Semantik bereits eindeutig definiert wurde. Zwei weitere
Faktoren, die allerdings nur bei den Objekt-IDs eine Rolle spielen, sind die Lang- bzw.
Kurzlebigkeit dieser IDs, sowie der sog. Scope7 der ID.
Auf der anderen Seite spielen nicht ausschließlich die zu identifizierende Objekte
und Eigenschaften selbst bei der Wahl der Identifizierungsmöglichkeiten eine Rolle,
sondern auch die Beziehungen und die Dynamik zwischen den beteiligten Service
Providern (siehe Abbildung 4.55). So können bei relativ kleinen und stabilen Provider-
kooperationen (wie z.B. bei Géant2 mit ca. 30 SP-Domänen) Identifizierungsmöglich-
keiten ausreichen, die in größeren bzw. hochdynamischen Kooperationen (wie z.B. im
Internet) zu Konflikten führen würden.
Um den aus organisatorischer Sicht komplexesten und allgemeingültigsten Fall ab-
zudecken, wird im weiteren Verlauf dieses Abschnittes davon ausgegangen, dass die
SP-Domänen einer Kooperation beitreten und sie verlassen können sowie, dass die
7Scope wird üblicherweise zur Bezeichnung des Sichtbarkeitsbereichs einer Variablen verwendet. In
dem Kontext wird dieser Begriff zur Bezeichnung eines Bereiches verwendet, in dem die Eindeutig-
keit einer ID gewährleistet werden soll.
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Abbildung 4.55.: Wahl der Identifizierungsmöglichkeiten, Einflussfaktoren
Beziehungen und der Bekanntschaftsgrad einer SP-Domäne beim Betreten der Koope-
ration sich auf die Nachbardomänen beschränken. Die Besonderheiten fester Service-
Provider-Kooperationen und die dabei möglichen Vereinfachungen werden im Ab-
schnitt 4.7 diskutiert.
Die Tabelle 4.5 fasst die in diesem Kapitel angesprochenen Objekte zusammen, die
eindeutig identifiziert werden müssen. Die Einordnung des Identifikationsbedarfs im
Dimensionsstern der Abbildung 4.55 wird durch die Anfangsbuchstaben der Dimensi-
onswerte in den entsprechenden Spalten dokumentiert.
Grundsätzlich, basierend auf der im Abschnitt 3.9 geführten Diskussion, wurde für die
Wahl der Identifizierungsmöglichkeiten folgende Regeln verwendet:
• Für die Gewährleistung der global eindeutigen Semantik sind grundsätzlich Re-
gistrierungsbäume am besten geeignet.
• Bei langlebigen Objekten mit globalem Scope ist wiederum eine Identifizierung
anhand des Registrierungsbaums empfehlenswert. Die Identifizierung durch URIs
ist auch denkbar.
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BoundType_ID S l g  Blatt/Pfad im Registrierungsbaum 
ComponentLink_ID O k l  URI (beinhaltet DomainID) 
ComponentLinkType_ID S l g  Blatt/Pfad im Registrierungsbaum 
Domain_ID O l g  Blatt/Pfad im Registrierungsbaum 
DSM_Addr O l g  URL 
E2ELink_ID O l g  URI 
Eigenschaften-Operationen S l g  Blatt im Registrierungsbaum 
Functionality_ID S l g  Blatt/Pfad im Registrierungsbaum 
Metric S l g  Blatt/Pfad im Registrierungsbaum 
Property_ID S l g  Blatt/Pfad im Registrierungsbaum 
Protocol-Keywords S l g  Blatt/Knoten im Registrierungsbaum 
QoS_ID S l g  Blatt/Pfad im Registrierungsbaum 
ReferenceID O k g  URI (beinhaltet DomainID) 
SCP_ID O l g  URI (beinhaltet DomainID) 
Service_ID S l g  Blatt/Pfad im Registrierungsbaum 
ThresholdType_ID S l g  Blatt/Pfad im Registrierungsbaum 
UncertaintyType_ID S l g  Blatt/Pfad im Registrierungsbaum 
ValuesType_ID S l g  Blatt/Pfad im Registrierungsbaum 
BoundType_ID S l g  Blatt/Pfad im Registrierungsbaum 
 
Tabelle 4.5.: Global eindeutige Identifizierungsmöglichkeiten
• Bei IDs für Objekte mit begrenzter Gültigkeitsdauer und globalem Scope sind
grundsätzlich URIs zu verwenden.
• Kurzlebige Objekte mit lokalem Scope sollen bevorzugt mit lokal gültigen IDs
versehen werden. Die Verwendung von URIs ist auch denkbar, wenn auch nicht
unbedingt notwendig.
Ein Ausschnitt aus einem möglichen Registrierungsbaum ist in Abbildung 4.56 darge-
stellt. Eine besondere Stellung nehmen dabei die Identifizierung der Schlüsselworte
des Kommunikationsprotokolls sowie die Festlegung der Struktur der Kommunika-
tionsartefakte ein. Während zwischen den Versionen diese beide sich ändern bzw.
weiterentwickeln können, sollen sie innerhalb einer Version "eingefroren" und unver-
änderbar sein. Eine ähnliche Stellung nimmt auch die Definition der Eigenschaften
ein, mit denen die eigenschaftenbezogenen Funktionen aussoziiert werden (für die
entsprechende Diskussion siehe Abschnitt 4.2.6). Diese drei – Kommunikationsproto-
koll, Kommunikationsartefakte und Eigenschaften-mit-Operationen – sind die einzigen
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Abbildung 4.56.: Möglicher Registrierungsbaum (Ausschnitt)
komplexen Strukturen, die im Registrierungsbaum festgehalten werden sollen (verglei-
che auch die Diskussion im Abschnitt 3.9.4 über die Gefahr einer Inflexibilität bei der
Verwendung eines Registrierungsbaumes).
Durch den Einsatz eines Registrierungsbaums sind sowohl die Erweiterungsmöglich-
keit als auch die Eindeutigkeit aller zu identifizierenden Objekte gegeben. Da unter-
schiedliche Providerkooperationen ihre eigene Regestrierungsbäume benutzen kön-
nen, sind unterschiedliche, an die Randbedingungen der Service-Provider-Kooperatio-
nen und den angebotenen Dienst angepasste Strukturierungs- und Benennungsmög-
lichkeiten denkbar. Der Einsatz von Registrierungsbaum erfordert auch die Definition
von einem Verfahren zur Vergabe von IDs für die unterstützten Eigenschaften. Da ein
solches Verfahren nur Kooperation spezifisch definiert werden kann, wird an dieser
Stelle kein expliziter Vorschlag dafür gemacht. Der Einsatz von URIs bringt einerseits
mehr Flexibilität und kurze Zeiten bei der Benennung, garantiert im Gegenzug aber
die Einhaltung der Namensgebungsregeln nicht.
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4.7. Vereinfachungen bei Sonderfällen
In den Abschnitten 4.3.2 und 4.3.3 wurden allgemeine Fälle von Providerkoopera-
tionen diskutiert. Während in den o.g. Abschnitten entsprechend allgemeingültige
Routingverfahren präsentiert wurden, sind unterschiedliche Fälle denkbar, die we-
sentliche Vereinfachungen dieser Verfahren bzw. Kommunikatonsartefakte erlauben
würden. Da dadurch sowohl die Steigerung der Effizienz und Reaktionszeiten als auch
die Reduktion der Entwicklungs- und Betriebskosten erzielt werden können, werden
in diesem Abschnitt einige solche Fälle besprochen.
Wie in Abschnitten 3.4 bis 3.7 diskutiert wurde, kann die E2E-Dienstgüte nicht aus- Verzicht auf
Management-
funktionalität
schließlich durch die Festlegung der Grenzwerte für QoS-Parameter der einzelnen Ver-
bindungsabschnitte garantiert werden. Um die getroffenen Festlegungen garantieren
zu können, müssen die Teildienste im Rahmen von ITSM-Vorgaben erbracht werden.
Dabei sind nicht nur das Service-Level-Management selbst, sondern auch weitere rele-
vante Managementprozesse, wie z.B. Incident&Problem Management, Capacity Mana-
gement u.a. gemeint.
Am Beispiel von Telefonverbindungen kann man sehen, dass, solange die Verbin-
dungsstrecke ausschließlich über Service Provider geroutet wird, die die erforderliche
Dienstgüte der Teilstrecke(n) innerhalb ihrer eigener Domäne garantieren, auch die
E2E-Verbindungsqualität entsprechend gut ist. Für solche Situationen – und insbeson-
dere, wenn das Dienstinstanz-Management vom Kunden nicht explizit gefordert wurde
– wäre es denkbar, auf die recht aufwendige Kopplung (siehe z.B. Abschnitt 4.4) der
domäneninternen Managementprozesse zu einem Multi-Domain-Managementprozess
zu verzichten. Bei dieser sog. "define-and-forget "-Strategie, wenn ausschließlich die
Teilstrecken selbst und deren Dienstgüte definiert werden müssen, entfällt die Not-
wendigkeit der Multi-Domain-Managementkomponenten, wie z.B. fürs Multi-Domain-
Monitoring. Weiterhin wird dabei auch die Menge der auszutauschenden Managemen-
tinformationen, deren Komplexität sowie die Kommunikationshäufigkeit dramatisch
abnehmen.
Ein weiterer Sonderfall ist mit den für den Endkunden oder für den angebotenen QoS mit
"einfachen" Ag-
gregatfunktionen
Dienst relevanten QoS-Parametern verbunden. Wie im Abschnitt 3.2 bei der Beschrei-
bung von ATM-Dienstklassen angesprochen wurde, können in Abhängigkeit vom An-
wendungsfall unterschiedliche QoS-Parameter als relevant und die restlichen als irre-
levant betrachtet werden. So spielen bei Videokonferenzen und Telefonverbindungen
neben der eigentlichen Bandbreite auch Delay und Jitter eine wichtige Rolle, bei rei-
nem Datentransfer dagegen können diese zwei QoS-Parameter schwanken, ohne dass
das vom Kunden als negativ empfunden wird.
Im Abschnitt 4.2 wurde zudem formal definiert, wie die E2E-Dienstgüte aus den
Dienstgütewerten einzelner Abschnitte mit der Hilfe der QoS-abhängigen Aggregat-
funktionen berechnet werden kann. Dabei können die Aggregatfunktionen grob in
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zwei Kategorien eingeteilt werden: Aggregatfunktionen, die ausschließlich von den ein-
zelnen zu aggregierenden Werte abhängen, und die, die auch von der Anzahl der Werte
(für Teilstrecken) beeinflusst werden. Zur ersten Kategorie gehören u.a. Aggregatfunk-
tionen für alle qualitativen QoS-Parameter (Aggregatfunktion ist als logisches AND
definiert); von den quantitativen QoS-Parametern, deren Aggregatfunktionen auch zu
dieser Kategorie gehört, kann z.B. die Bandbreite erwähnt werden, deren Funktion als
min über alle Teilwerte definiert ist. Delay, Verfügbarkeit, Fehlerrate sowie viele ande-
re häufig verwendeten QoS-Parameter weisen allerdings Aggregatfunktionen auf, die
z.B. als ADD oder MULT definiert sind, wodurch auch die Anzahl der zu aggregierenden
Werte eine Rolle spielt.
Soll ein Dienst angeboten werden, bei dem ausschließlich QoS-Parameter mit Aggre-
gatfunktionen der ersten Kategorie vorkommen, dann kann beim Routing auf die E2E-
Betrachtung verzichtet werden und man kann stattdessen ausschließlich auf lokalen
abschnittbezogenen Entscheidungen aufbauen. Das kann insbesondere im Zusammen-
hang mit dem Verzicht auf Managementfunktionalität interessant sein, weil dadurch
Routing by Delegation (siehe Abschnitt 4.3.3) angewendet werden kann, wobei aus-
schließlich die Grenzwerte weitergereicht werden müssen.
Eine andere Vereinfachungsmöglichkeit hängt nicht mit den QoS-Parametern oder derFestlegungen bei
festen
Kooperationen
Managementfunktionalität, sondern ausschließlich mit der Art der Multi-Domain Pro-
viderkooperation zusammen. Implizit wurde in Abschnitten 4.3 und 4.4 von einem
allgemeinem Fall ausgegangen, bei dem die SP-Domänen höchstens die Kenntnis von
direkten Nachbardomänen haben, mit denen direkte gute Vertrauensbeziehungen ver-
bunden sind. Dieser Fall kann zwar als ein allgemeingültiger und daher auch als
ein theoretisch interessanter betrachtet werden, in der Realität kommt er aber nicht
allzu häufig vor (mit Ausnahme von z.B. Internet- und Telekommunikationsdienten,
in deren Erbringung viele regionale Service Provider involviert sind). In der Praxis
kommen oft Fälle vor, bei denen die Service Provider bei der Diensterbringung sehr
eng miteinander kooperieren. Dabei können sich Vertrauens- und Vertragsbeziehun-
gen sowohl auf alle Kooperationspartner erstrecken und es können sich strukturierte
Domänengruppen bilden. An dieser Stelle wird auf die Géant2 Kooperation von ca.
30 Nationalen Forschungsnetzorganisationen (siehe Abschnitt 2.3.2) sowie auf die in-
ternationalen Forschungsprojekte GLIF und DCN (siehe entsprechend Abschnitte 2.3.3
und 2.3.4) verwiesen.
Während bislang von einer dynamischen, Dienstinstanz-spezifischen Festlegung aller
Kommunikationswege und der Verteilung der benötigten funktionalen Komponenten
ausgegangen wurde, können solche Festlegungen bei engen, langfristigen Kooperatio-
nen generell für alle Dienstinstanzen getroffen werden. Insbesondere bei einer relativ
geringen Anfragedichte für neue Dienstinstanzen sowie bei einer überschaubar großen
Anzahl zu überwachender Dienste kann es sinnvoll sein, diese Aufgaben statisch –
und nicht dynamisch, wie es im Abschnitt 4.4 beschrieben wurde – an darauf spe-
zialisierende SP-Domänen zu delegieren. Die qualitative Bezeichnungen "gering" und
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"überschaubar" sind dabei im Verhältnis mit der Bearbeitungskapazität der jeweiligen
Komponenten zu beurteilen.
Eine weitere Anpassung bezieht sich auf die im Abschnitt 4.1.3 getroffene Festlegung,
dass im allgemeinen Fall jede SP-Domäne als Proxy für die Interdomain Links zu
ihrer Nachbardomänen agieren soll. Dadurch entstehen allerdings ein erhöhter Ma-
nagementaufwand bei allen SP-Domänen sowie eine zusätzliche Kommunikationsstu-
fe, wodurch die Reaktionszeit bei allen Managementprozessen beeinträchtigt wird.
Durch die bei festen Kooperationen gegebenen Vertrauensbeziehungen können alle
Managementoperationen, die sich auf die Interdomain Links beziehen, nicht wie im
o.g. Abschnitt spezifiziert über eine Proxy-SP, sondern durch direkte Kommunikati-
on mit beiden aneinander angeschlossenen Domänen realisiert werden. Zusätzlich
zu den bereits angesprochenen Verbesserungen bzgl. Laufzeit der Managementopera-
tionen und der Robustheit befreit dieses Vorgehen auch die jeweiligen SP-Domänen
von der Notwendigkeit, eine Proxy-Funktionalität zu implementieren und zu betrei-
ben.
Zusätzlich kann bei geschlossenen und eher statischen Kooperationen die Identifi-
zierung der verwendeten Objekte vereinfacht werden (vergleiche Abschnitt 4.6.10).
So können bei solchen Kooperationen statt richtiger URIs einfache, aus zwei Teilen
(Domain-Akronyme, LocalID) zusammengesetzte IDs verwendet werden. Als richtig
vorteilhaft kann bei diesem Vorgehen nur verbesserte manuelle Lesbarkeit der ver-
wendeten IDs betrachtet werden. Dadurch steigt steigt allerdings die Kollisionsgefahr:
so können unterschiedliche Organisationen dieselbe Akronyme und somit die bevor-
zugten DomainIDs haben. Deswegen soll diese Vereinfachungsmöglichkeit eher mit
Bedacht verwendet werden.
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Funktionalität innerhalb einer SP-Domäne, die für die in diesem Kapitel erarbeitete
Lösung benötigt wird. Obwohl der Fokus dieser Arbeit bei den Multi-Domain Aspekten
liegt, hängt die Anwendbarkeit der entwickelten Lösung in der Praxis davon ab, wie die
einzelnen Single-Domain Teile realisiert werden können. Aus diesem Grund wird hier
eine mögliche Softwarearchitektur innerhalb einer SP-Domäne vorgeschlagen. Eine
grobe Skizze dafür ist in der Abbildung 4.57 dargestellt.
Die durch die DSM-Schnittstelle kommenden Anfragen müssen zunächst interpre-
tiert werden. Erst dann kann mit Einbezug verschiedener Kriterien (im Bild sind
dafür Domain-Policies sowie die Identity und Trust Management Komponenten abge-
bildet) entschieden werden, ob die Anfrage bearbeitet oder zurückgewiesen werden
soll.
Sollte eine Anfrage zurückgewiesen werden, kann das gleich der anfragenden SP-
Domäne mitgeteilt werden. Architekturbausteine, die durch eine Anfrage direkt oder
indirekt angesprochen werden, werden in der Abbildung in drei Kategorien unter-
teilt:
Connection steht stellvertretend für die Domain- und Interdomain Links, die von
dieser Domäne erbracht werden können oder erbracht werden.
Single-Domain referenziert alle Managementaufgaben, die sich auf Objekte und Da-
ten dieser einen Domäne beziehen. Dazu gehören z.B. das Monitoring eigener
Abschnitte sowie Benachrichtigungen bei Threshold-Überschreitungen.
Multi-Domain referenzieren analog alle Managementaufgaben, die i.A. Ojekte und
Daten aus mehreren Domänen einbeziehen. Dazu gehören z.B. das Routing
selbst, oder auch Multi-Domain Monitoring, bei dem Überwachungsinformatio-
nen aus mehreren Domänen abgefragt und aggregiert werden.
Die allgemeinen Zusammenhänge zwischen einzelnen für die Verketteten Dienste re-
levanten Services sowie zwischen deren Eigenschaften sind in Abbildung 4.58 darge-
stellt.
Da die nach außen sichtbaren Dienste eine Abstraktion der in der Domäne verwen-
deten Ressourcen darstellen, muss bei der Durchführung der angefragten Aufgaben
eine Abbildung der Außensicht auf die Innensicht und bei der Benachrichtigungen
über Ergebnisse umgekehrt von der Innensicht auf die Außensicht durchgeführt wer-
den. Dazu ist die "Mapping"-Komponente zuständig, die bei ihrer Arbeit eng mit der
"ID-Management"-Komponente interagieren muss, damit die Informationen und Ma-
nagementanfragen eindeutig abgebildet werden.
Die von den "Supported Services" nach außen gemeldeten Informationen müssen den
Vorgaben der Domain-Policies entsprechen. Im Bild ist das durch den Einfluss der
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Abbildung 4.57.: Bausteine einer Softwarearchitektur fürs Management Verketteter
Dienste innerhalb einer Domäne
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Abbildung 4.58.: Unterstützte Dienste, Zusammenhänge
"Decide"-Komponente auf "Filter" angedeutet. Eine andere, nicht weniger wichtige Auf-
gabe von "Filter" ist die Reduktion der Informationsmenge auf die, von der anfragen-
den SP-Domäne spezifizierten Informationen.
Die so spezifizierten Benachrichtigungen nach Außen müssen ihrerseits von der do-
maininternen Repräsentation auf die im Rahmen des Kommunikationsprotokolls spe-
zifizierte abgebildet und über die DSM-Schnittstelle dem jeweiligen Kommunikations-
partner mitgeteilt werden.
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Für die gegenseitige Identifikation der SP-Domänen wird an dieser Stelle auf die Ar- Relevanten
Arbeitenbeit von HOMMEL [Hom07] verwiesen, die sich mit dieser Problematik in föderier-
ten Multi-Domain Umgebungen auseinandersetzt und dafür ein in sich abgeschlosse-
nes Konzept präsentiert. Da die Identifizierung allein noch nicht über die Vertrau-
enswürdigkeit des Kommunikationspartners aussagt, wird an dieser Stelle empfoh-
len, föderiertes Identity-Management mit Trust-Management zu kombinieren. Für
diese Aufgabe wird auf die Arbeit von BOURSAS [Bou09] verwiesen, die sich mit
nicht-direkten Vertrauensbeziehungen in föderierten Multi-Domain Umgebungen be-
fasst.
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Dieses Kapitel beschreibt die Verknüpfung zwischen der im Kapitel 4 definierten Rou-
tingarchitektur und den Managementprozessen, die im Kapitel 6 beschrieben werden.
Der Fokus dieses Kapitels liegt sowohl in der Definition des Kommunikationsproto-
kolls, das als ein Teil der Routingarchitektur angesehen werden kann, als auch in der
Verbindung des Protokolls mit den Basisprozessen, die ihrerseits als die Grundbaustei-
ne der Multi-Domain Managementprozesse verwendet werden.
Zuerst werden im Abschnitt 5.1 die Struktur des Protokolls sowie eine Reihe von
grundlegenden Konzepten festgelegt. Diese Konzepte behalten ihre Gültigkeit bei der
Definition aller Basisprozesse in Abschnitten 5.2 bis 5.14. Bei der Definition von Ba-
sisprozessen wird auf die Konventionen und die Beschreibungsstruktur von ITSMCooP
[Ham09] zurückgegriffen. Das Kapitel endet mit einem kurzen Überblick über das defi-
nierte Protokoll, der im Abschnitt 5.15 in tabellarischer Form gemacht wird.
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Kapitel 5. Kommunikationsprotokoll und Basisprozesse
5.1. Generelle Zusammenhänge und Festlegungen
Um ein Protokoll sowohl möglichst flexibel als auch erweiterbar und an die Domä-Kommunikations-
muster und
Rollen
neninteressen anpassbar zu machen, wird die ganze Kommunikation zwischen einer
Domäne und der Außenwelt in bereits bei OSI- und Internet-Managementarchitekturen
bewährter Weise in drei Nachrichtenkategorien – Anfrage, Antwort und Benachrichti-










Abbildung 5.1.: Communication Protocoll
Die Erweiterungsmöglichkeit wird dadurch gewährleistet, dass alle drei – REQUEST,
RESPOND und NOTIFY – erst durch Specifier ihre genaue Bedeutung erlangen. Der Spe-
cifier bestimmt weiterhin die Anzahl und die Bedeutung der zugehörigen Parameter
(siehe Tabelle 5.1).
   
REQUEST <RequestSpecifier> [<RequestParameters>] 
RESPOND <RespondSpecifier> [<RespondParameters>] 
NOTIFY <NotificationSpecifier> [<NotificationParameters>] 
 
Tabelle 5.1.: Verfeinerung des Kommunikationsmusters
Eine SP-Domäne, die eine Anfrage an eine andere Domäne schickt, wird als "Reque-
sting Service" referenziert. Die SP-Domäne, die auf eine Anfrage antwortet und i.A.
auch einen angeforderten Dienst erbringt, wird als SP-Domäne "Providing Service"
bezeichnet. Der Nachrichtenaustausch zwischen zwei SP-Domänen findet immer über
eine DSM (Domain Service Management ) Schnittstelle statt. Die Verantwortlichkeit der
Rollen ist kurz in Tabelle 5.2 zusammengefasst.




ne entscheidende Rolle: das Routingverfahren und die Architekturfestlegungen, da-
mit alle notwendigen Operationen abgedeckt werden können, der Dienstaufbau, da-
mit alle Bestandteile eines Dienstes einzeln referenziert werden können, und die
Dienstinstanz-Zustände, damit die erforderlichen Zustandsübergänge angefordert wer-
den können. Für die Strukturierung der REQUEST-Anfragen wird in dieser Arbeit der
letzte der genannten Einflussfaktoren verwendet. Die in Abbildung 5.2 dargestellten
268










Verantwortlichkeiten  Auswahl der SP-DOMAIN PROVIDING SERVICE 
 Bestimmung der benötigten Funktionalität  
 Abschicken einer Anfrage 
 Reaktion auf die Antwort 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren –  




Verantwortlichkeiten  Entscheidung, ob Anfrage akzeptiert oder abge-
lehnt wird 
 Bearbeitung der Anfrage 
 Mitteilung der Ergebnisses der SP-DOMAIN REQUES-
TING SERVICE  
Fokus PartialService, u.U. auch ConcatenatedService 
Kardinalität 1, n 
Art der Partizipation dynamisch 
Vergabeverfahren Auswahl durch SP-DOMAIN REQUESTING SERVICE 
Kandidatenmenge alle SP-Domänen 
 
Tabelle 5.2.: Rollen in Basisprozssen
Zustandsübergänge werden mit den Schlüsselworten beschrieben, die an der Stelle
von <REQUESTSPECIFIER> auftreten dürfen. Dieses Bild wird auch bei der weiteren
Beschreibung der Basisprozesse wiederverwendet, um graphisch darzustellen, zwi-
schen welchen Zuständen die Dienstinstanz bei dem jeweiligen Basisprozess wech-
selt.
Der Dienstaufbau bildet einen weiteren Strukturierungsfaktor des Protokolls. Entspre-
chend den Festlegungen im Kapitel 4 kann ein Verketteter Dienst aus einem oder
mehreren Verbindungsdiensten sowie einer Reihe von Multi-Domain Management-
diensten und höchstens einem weiteren Verketteten Dienst bestehen (siehe insbeson-
dere Abschnitte 4.3.4 und 4.8). In Abbildung 5.3 sind die Klassenassoziationen mit
den Schlüsselworten beschriftet, die für das Referenzieren der jeweiligen Dienstkom-
ponenten verwendet werden.
Der Einfluss des Routingverfahrens und der Architekturfestlegungen kommt am deut-
lichsten bei automatischen Benachrichtigungen zum Vorschein. Beim Routing werden
Informationen über verfügbare Interdomain-Verbindungen und deren realisierbare Ei-
genschaften jeweils von einer SP-Domäne abgefragt, die stellvertretend auch für die
mit dem Interdomain Link verbundene Nachbardomäne "spricht". Zwar reichen da-
für auch on-demand Informationsabfragen aus, im Abschnitt 4.1.2 wurde eine u.U.
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Abbildung 5.3.: Concatenated Service, Zusammensetzung
bevorzugte Variante mit automatischen Benachrichtigungen vorgestellt. Dafür müs-
sen jedoch die entsprechenden Informationen abonnierbar sein. In Abbildung 5.4
werden die Zustandsübergänge mit den entsprechenden Protokollaufrufen beschrif-
tet.
Eine weitere Möglichkeit, die automatische Benachrichtigung zu abonnieren, ist im-
plizit in der Bestellung eines Verbindungsdienstes verborgen. Diese Benachrichtigun-
gen beziehen sich somit auf eine Dienstinstanz (im Gegensatz zu INFORMATION-
Benachrichtigungen, die sich auf die allgemein verfügbaren Kapazitäten beziehen).
Bei einer Dienstinstanz ist – in Bezug auf das Service-Level-Management – vor allem
ihr aktueller Zustand interessant, um die kontinuierliche Überwachung (engl.: Moni-
toring ) und die Berichterstattung (engl.: Reporting ) zu ermöglichen. Weiterhin ist oft
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Abbildung 5.4.: Abonnieren einer automatischen Benachrichtigung
das Eintreffen der vordefinierten Ereignisse interessant, wie z.B. das Verletzung einer
vordefinierten Zustandsgrenze (engl.: Threshold ), um die Einflüsse auf SLA festzustel-
len. Diese zwei Benachrichtigungsarten werden weiter in dem Kapitel als INSTANCE-
STATE und EVENT Schlüsselworte für <NOTIFICATIONSPECIFIER> referenziert und in
den entsprechenden Basisprozessen beschrieben.







Service bei allen Arten der Protokollanfragen. Wegen der herrschenden Heterarchie
der Service Provider muss jedem SP-Domain Providing Service der Recht eingeräumt
werden, jede Informations- oder Dienstanfrage abzulehnen.
Weiterhin soll zwischen Reservierungs- und Bestellanfragen unterschieden werden.
Hier wird auf die Ergebnisse der im Abschnitt 3.2 geführten Diskussion über Ver-
handlungsmuster zurückgegriffen. Entsprechend der dort getroffenen Entscheidun-
gen soll dem SP-Domain Providing Service bei der Reservierungsanfrage das Recht
eingeräumt werden, mit einem schlechteren Angebot als die angefragten Eigenschaf-
ten zu antworten. Bei Bestellanfragen darf der SP-Domain Providing Service dagegen
die angefragten Eigenschaften ausschließlich verbessern. Falls die Erfüllung der bei
der Dienstbestellung angefragten Eigenschaften unmöglich ist, muss der SP-Domain
Providing Service mit einer Fehlermeldung antworten.
Sollte der SP-Domain Providing Service die Bestellanfrage für eine neue Dienstinstanz
(bzw. Teildienst) akzeptieren, dann sind die bestätigten Eigenschaften für den SP-
Domain Providing Service verpflichtend. Diese Bedingung ist notwendig, damit die
E2E-Eigenschaften garantiert werden können.
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Bei der Suche nach einem Pfad, der die
E2E-Anforderungen erfüllt, werden Infor-
mationen über die verfügbaren Kapazitä-
ten benötigt. Diese können mit dem Pro-
tokollaufruf REQUEST INFORMATION abge-
fragt werden. Die Informationsmenge wird
durch die Angab der benötigten Eigen-
schaften sowie der Ausgangs- und Zielpunkte (SCPs) eingeschränkt. Die Antwort ver-
pflichtet die angefragte SP-Domäne nicht, die Ressourcen zu reservieren, sondern ent-
spricht lediglich einer Momentaufnahme.
Die Informationsanfrage kann zwischen völlig automatisierten und teil-automatisier-
ten Diensten unterscheiden. Insbesondere kann das in Verbindung mit Anfragen rele-
vant sein, die noch nicht vorhandene Infrastruktur berücksichtigen sollen. Um beide
Fälle abdecken zu können, werden in diesem Abschnitt zwei entsprechende Prozessal-
ternativen definiert.
5.2.2. Aktivitäten
Tabelle 5.3 beschreibt alle Aktivitäten, die bei Informationsabfrage benötigt werden.
Die Aktivität A5 wird ausschließlich bei asynchroner Benachrichtigung bei den teil-
automatisierten Prozessen verwendet. Die Aufgabe der restlichen Aktivitäten stimmt
in beiden Fällen überein (vgl. Abschnitt 5.2.4).
5.2.3. Prozessartefakte
Für das im Abschnitt 4.3.4 definierte Routingverfahren kann der Protokollaufruf zur
Informationsabfrage wie folgt spezifiziert werden:
REQUEST INFORMATION <ConstraintTopology> <ConstraintProperties>
Dabei handelt es sich bei <CONSTRAINTTOPOLOGY> um die Angaben der zwei SCPs –
einem Ausgangspunkt für weiteres Routing und einem Endpunkt, in dessen Richtung
ein Weg gesucht wird. Die Beschreibung der Einschränkungen wurde im Abschnitt
4.6.4 als UML-Diagramme 4.48 und 4.49 definiert. Im Falle einer positiven Antwort
sollen die zurückgeschickten Informationen entsprechend dem UML-Diagramm aus














Tätigkeiten  Start des Prozesses 
 Definition der Einschränkungen der benötigten Informatio-
nen 
 Abschicken der vorbereiteten Anfrage an die SP-Domain 
Providing Service 
Output CONSTRAINTS 
A2 WAIT FOR RE-
SPOND 
Input AVAILABLESERVICES 
Tätigkeiten  Warten auf die Antwort der SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-




Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service nach 
Domain-Policies zugelassen werden darf 
 Überprüfen, ob die Anfrage unterstützt wird 






Input  CONSTRAINTS 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten Zusammenstellen der angefragten Informationen  
Output REQUESTED INFORMATION 
Zeitvorgabe Werden von SP-DOMAIN REQUESTING SERVICE spezifiziert 
A5 WAIT FOR NOTI-
FICATION 
Input  REFERENCEID 
 AVAILABLESERVICES 
Tätigkeiten  Warten auf die Benachrichtigung von SP-Domain Providing 
Service 





Tabelle 5.3.: REQUEST INFORMATION – Aktivitäten
5.2.4. Globales Prozessmodell
Beide Versionen des Prozessablaufes sind in Abbildungen 5.5 und 5.6 dargestellt. Zu-
nächst wird in diesem Abschnitt die synchrone Version für automatisierte Prozesse
beschrieben und anschließend werden die Abweichungen davon bei dem entsprechen-
den asynchronen Prozess erläutert.
In beiden Fällen wird der Prozess von R1 (SP-Domain Requesting Service) gestartet.
Nachdem in Aktivität A1 eine Informationsanfrage mit den entsprechenden Einschrän-
kungen an R2 (SP-Domain Providing Service) samt aller relevanten Einschränkungen
geschickt wurde, wird in Aktion A2 auf die zugehörige Antwort gewartet. Bei Zeitüber-
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Abbildung 5.5.: REQUEST INFORMATION
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Abbildung 5.6.: REQUEST INFORMATION (Asynchron)
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schreitung wird das Warten abgebrochen. Währenddessen wird von R2 in der Aktion
A3 entschieden, ob die Anfrage akzeptiert oder zurückgewiesen werden soll. Sollte die
Anfrage zurückgewiesen werden, wird das R1 durch RESPOND REJECTED mitgeteilt. An-
sonsten werden in A4 die erforderlichen Informationen vorbereitet und mit RESPOND
SUCCESS zurückgeschickt.
Bei der asynchronen Variante der Informationsabfrage (siehe Abbildung 5.6) werden
die ersten drei Aktivitäten identisch ausgeführt. Sollte nach A3 die Anfrage akzeptiert
werden, dann wird zunächst eine Bestätigung RESPOND ACCEPTED zurückgeschickt.
Diese Bestätigung wird mit einer REFERENCEID versehen, um die Benachrichtigungen
zu unterschiedlichen Anfragen auseinanderhalten zu können. Danach wird in R2 die
Aktion A4 ausgeführt und es werden die erforderlichen Informationen diesmal mit der
Benachrichtigung (NOTIFY INFORMATION) an R1 zurückgeschickt. Bei R1 wird nach A2
zunächst die Antwort ausgewertet. Soll die Anfrage zurückgewiesen werden, dann







Im Abschnitt 4.1.3 wurde diskutiert, dass
u.U. eine automatische Benachrichtigung
über die Veränderung der verfügbaren
Kapazitäten sinnvoll sein kann. Diese Mög-
lichkeit wird ausschließlich für direkt an-
einander angeschlossene SP-Domänen ein-
geräumt, damit die Anzahl der Informa-
tionsanfragen reduziert wird. Ähnlich wie bei REQUEST INFORMATION können beim
Abonnieren automatischer Benachrichtigungen verschiedene Einschränkungen der In-
formationen spezifiziert werden. Die Unterstützung der aktiven Benachrichtigung ist
optional, da die benötigten Informationen auch mit REQUEST INFORMATION abgefragt
werden können.
5.3.2. Aktivitäten
Tabelle 5.4 beschreibt alle Aktivitäten, die bei der Informationsabfrage benötigt wer-
den.
5.3.3. Prozessartefakte
Genauso wie bei REQUEST INFORMATION erfolgt die Angabe der Eigenschafteneinschrän-
kungen das UML-Diagramme gemäß der Spezifikation der UML-Diagramme in den
Abbildungen 4.48 und 4.49 verwendet. Zusätzlich wird eine Adresse NotifyAddr spezi-
fiziert, an die die abonnierten automatischen Benachrichtigungen mit NOTIFY INFOR-
MATION (siehe Abschnitt 5.4) geschickt werden. Weitere Angaben sind nicht nötig, da
durch die Akteure, die die Rollen SP-Domain Requesting Service und SP-Domain Provi-
ding Service einnehmen, implizit auch die relevanten Interdomain Verbindungen spe-
zifiziert werden. Eine "Verfeinerung" anhand von SCP-IDs wird in dieser Arbeit absicht-
lich vermieden, da diese relativ geringfügige Informationseinschränkung einen we-
sentlich höhereren Managementaufwand erfordern würde.
Bei erfolgreichem Prozessablauf wird der SP-Domäne Requesting Service eine REFE-
RENCEID mitgeteilt, die sowohl bei den abonnierten Benachrichtigungen als auch bei
deren Abbestellung verwendet wird (siehe Abschnitte 5.4 und 5.5).
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Tätigkeiten  Start des Prozesses 
 Definition der Einschränkungen auf die benötigte Informa-
tionen 
 Abschicken der vorbereiteten Anfrage an die SP-Domain 
Providing Service 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort der SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-




Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service nach 
Domain-Policies zugelassen werden darf 
 Überprüfen, ob die Anfrage unterstützt wird  




Input  CONSTRAINTS 
 NOTIFYADDR 
Tätigkeiten  Aktualisieren der Benachrichtigung-Liste  





Tabelle 5.4.: REQUEST SUBSCRIPTION – Aktivitäten
5.3.4. Globales Prozessmodell
Bei dem Prozessablauf sind die Aktivitäten A1 bis A3 identisch mit den entsprechen-
den Aktivitäten beim REQUEST INFORMATION (siehe Abschnitt 5.2.4). Nach A3 wird al-
lerdings eine zusätzliche Fallunterscheidung durchgeführt: falls die automatische Be-
nachrichtigung vom SP-Domain Providing Service nicht unterstützt wird, wird das
der anfragenden SP-Domäne durch RESPOND FAILED mitgeteilt. Ansonsten wird die
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Abbildung 5.7.: REQUEST SUBSCRIPTION
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Wenn die automatische Benachrichtigung
abonniert wurde, können Veränderungen
der freien Kapazitäten automatisch mit-
geteilt werden. Die abonnierten Benach-
richtigungen werden an die DSM-Adresse
geschickt, die beim REQUEST SUBSCRIP-
TION als NotifyAddr spezifizierte wurde
(siehe Abschnitt 5.3).
5.4.2. Aktivitäten











Input –  
Tätigkeiten Überprüfe, ob die Veränderung der verfügbaren Kapazitäten 





Tätigkeiten Mitteilung an den Subscriber die relevanten Informationen 
Output AVAILABLE COMPONENT LINK(S) INFORMATION 
A3 CORRELATE IN-
FORMATION 
WITH OWN VIEW 
Input  AVAILABLE COMPONENT LINK(S) INFORMATION 
 DOMAIN DATA (SP-DOMAIN REQUESTING SERVICE) 







Tätigkeiten Abspeichern korrelierter Informationen 








Die automatisch mitgeteilten Informationen sollen, ähnlich wie bei REQUEST INFOR-
MATION (siehe Abschnitt 5.2), entsprechend dem UML-Diagramm in Abbildung 4.50
strukturiert werden.
5.4.4. Globales Prozessmodell
Der Prozess für die automatische Benachrichtigung ist in Abbildung 5.8 dargestellt.
Er wird gestartet, sobald bei einem oder mehreren Interdomain Links andere Ver-
bindungseigenschaften erbracht werden können. Das kann z.B. der Fall sein, wenn
eine neue Infrastruktur installiert wird oder nach der Auflösung einer existierenden
Dienstinstanz neue Kapazitäten freigegeben wurden. Nach dem Eintreten des Ereig-
nisses wird die Gesamtsituation in A1 analysiert, ob dadurch ein oder mehrere Subs-
criber betroffen sind. Sollte das der Fall sein, werden in A2 entsprechende Benachrich-
tigungen an die betroffenen Subscriber geschickt. Es können i.A. mehrere gleichzei-
tig gültige Abonnements existieren, die wiederum gleichzeitig betroffen sein können.
Deswegen kann A2 u.U. nicht nur eine, sondern eine Reihe von Benachrichtigungen
versenden.
Die SP-Domain Requesting Service korreliert in A3 die mitgeteilten Informationen
mit der eigenen Sicht auf die Interdomain-Verbindungen (siehe dazu auch die ent-
sprechenden Diskussion im Abschnitten 4.1.3 und 4.2.2). Die aggregierte Sicht kann
anschließend in A4 abgespeichert werden, sodass bei Informationsanfragen diese In-
formation im Voraus vorhanden ist.
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Für den Fall, dass die automatische Be-
nachrichtigung nicht mehr benötigt wird,
muss auch eine entsprechende Signali-
sierungsmöglichkeit vorgesehen werden.
Da eine SP-Domäne mehrere Benachrich-
tigungen abonnieren kann, die sich le-
diglich durch die spezifizierten Einschrän-
kungen voneinander unterscheiden, wird beim Abbestellen auf die REFERENCEID der
Bezug genommen.
5.5.2. Aktivitäten












Tätigkeiten Abschicken der Anfrage für Subscription-Auflösung 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort von SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-
TIALS OF SP 
REQUESTING 
SERVICE 
Input  REFERENCEID 
 Subscription List (SP-Domain Providing Service) 
Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service entspre-
chend den Domain-Policies zugelassen werden darf 
 Überprüfen, ob die ReferenceID-bezogene Anfrage der SP-
Domain Requesting Service zulässig ist 












Tabelle 5.6.: REQUEST CANCELSUBSCRIPTION – Aktivitäten
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5.5.3. Prozessartefakte
Als Prozessartefakt wird bei diesem Prozess ausschließlich die REFERENCEID benö-
tigt, die bei der korrespondierenden REQUEST SUBSCRIPTION Anfrage zurückgeliefert
wurde (siehe Abschnitt 5.3).
5.5.4. Globales Prozessmodell
Beim Prozessablauf (siehe Abbildung 5.9) gibt es bei den ersten drei Aktivitäten le-
diglich eine kleine Abweichung von bereits beschriebenen Prozessen. In A2 wird nicht
nur die Berechtigung der SP-Domain Requesting Service überprüft, die Anfrage grund-
sätzlich zu stellen, sondern auch die Berechtigung, diese Anfrage in Bezug auf die
spezifizierte REFERENCEID zu stellen. Erst wenn das der Fall ist, wird A4 ausgeführt
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Abbildung 5.9.: REQUEST CANCELSUBSCRIPTION
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Bei einer Reservierung von Diensten han-
delt es sich um eine zeitlich begrenzte
Reservierung der Ressourcen, die für die
Diensterbringung mit den spezifizierten
Eigenschaften erforderlich sind. Die Re-
servierung kann sich sowohl auf die Ver-
bindungsdienste als auch auf die Multi-
Domain Managementfunktionalität beziehen.
5.6.2. Aktivitäten









A1 REQUEST  
RESERVATION 
Input  
Tätigkeiten  Start des Prozesses 
 Spezifikation der Einschränkungen, die die reservierten 
Dienste aufweisen sollen 
 Abschicken der vorbereiteten Anfrage an die SP-Domain 
Providing Service 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort der SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-






Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service entspre-
chend der Domain-Policies zugelassen werden darf 
 Überprüfen, ob die Anfrage unterstützt wird 
 Treffen einer Entscheidung 
Input  
 
REQUEST_RESERVATION, 1 / 2 
  
















Input  E2ELINKID 
 TOPOLOGYSPECIFIER 
 REQUESTEDPROPERTIES 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten  Reservierung von Ressourcen, die für die Erbringung des 
Verbindungsdienstes mit den angefragten Eigenschaften 
benötigt werden. Die Erfüllung der Einschränkungen ist 
nicht obligatorisch  
 Generierung einer neuen eindeutigen REFERENCEID 
 Assoziation der reservierten Ressourcen mit E2ELINKID und 
ReferenceID 
Output  REFERENCEID 




QUIRED  FOR 
MD-MGMT. 
SERVICE 
Input  E2ELINKID 
 REQUESTEDPROPERTIES 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten  Reservierung der Ressourcen, die für die Erbringung des 
Multi-Domain Managementdienstes mit den angefragten 
Eigenschaften benötigt werden. Die Erfüllung der Ein-
schränkungen ist nicht obligatorisch  
 Generierung einer neuen eindeutigen REFERENCEID Assozia-
tion der reservierten Ressourcen mit E2ELINKID und 
ReferenceID 
Output  REFERENCEID 






Tätigkeiten Benachrichtige SP-DOMAIN REQUESTING SERVICE, dass der ange-





Tätigkeiten Starte Timer, nach dessen Ablauf die reservierten Ressourcen 
freigegeben werden 
Output  
A8 FREE RESERVED 
RESSOURCES 
Input  




REQUEST_RESERVATION, 2 / 2 
  
Tabelle 5.8.: REQUEST RESERVATION – Aktivitäten (2/2)
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5.6.3. Prozessartefakte
Bei der Anfrage für die Reservierung werden zunächst E2ELINKID und SERVICET Y-
PEID spezifiziert. Die E2ELINKID wird benötigt, um den Bezug zu einer Dienstin-
stanz herstellen zu können, sie wird auch für die Verbindung einzelner Teildien-
ste derselben Dienstinstanz benötigt. Die SERVICET YPEID signalisiert die benötigte
Dienstart sowie bestimmt weitere Qualifizierungsparameter der Reservierungsanfra-
ge.
Die Reservierung wird für den Verbindungsdienst (SERVICET YPEID nimmt in die-
sem Fall den Wert CONNECTION ein) und den Multi-Domain Managementdienst
(SERVICET YPEID nimmt den Wert MDSERVICE ein) unterstützt. Im ersten Fall – bei
CONNECTION-Service – werden zwei SCPs der erwünschten Verbindung sowie die
Spezifikation der erwünschten Verbindungseigenschaften angegeben. Alternativ dazu
kann eine ID des erwünschten Component Links angegeben werden, der diese zwei
SCPs verbindet. Diese ID kann der Antwort auf die Informationsanfrage entnommen
werden (siehe dazu auch Abschnitt 5.4). Die Angabe der Verbindungseigenschaften
wird entsprechend dem UML-Diagramm aus der Abbildung 4.51 durchgeführt, wo-
durch sowohl die Dienstgüteeigenschaften als auch die mit der Verbindung assoziierte
Single-Domain Managementfunktionalität spezifiziert werden kann. Bei MDSERVICE-
Anfrage können die relevanten Eigenschaften wiederum entsprechend dem UML-
Diagramm aus der Abbildung 4.51 durchgeführt werden.
Bei einer erfolgreichen Ressourcenreservierung werden die REFERENCEID und die
RESERVEDPROPERTIES zurückgeliefert. Die REFERENCEID ist nötig, um zwischen un-
terschiedlichen Teildiensten ein und desselben E2ELinks (z.B. Domain- und Interdo-
main Links) zu unterscheiden. Diese können bei REQUEST CANCELRESERVATION (sie-
he Abschnitt 5.7) und REQUEST RESERVEDSERVICE (siehe Abschnitt 5.8) angesprochen
werden. Die Mitteilung der reservierten Diensteigenschaften wird entsprechend dem
UML-Diagramm aus der Abbildung 4.52 durchgeführt werden. Bei der Reservierung
wird dabei auch die Reservierungsdauer (siehe Klasse RESERVATIONTIME in Abbildung
4.52) mitgeteilt. Die Reservierungszeit bestimmt, für wie lange die Reservierung erhal-
ten bleibt.
Die Mitteilung von ReservedProperties ist notwendig, weil die SP-Domain Providing
Service bei der Reservierung schlechtere Eigenschaften als die angefragten zusichern
darf (vergleiche entsprechende Diskussionen und Festlegungen in Abschnitten 3.2 und
5.1).
5.6.4. Globales Prozessmodell
Der mit REQUEST RESERVATION verbundene globale Prozess ist in Abbildung 5.10 dar-
gestellt. Der Ablauf der ersten drei Aktivitäten folgt dem üblichen Muster. Nachdem
288
5.6. REQUEST RESERVATION
die Anfrage zugelassen wurde, wird anhand der SERVICET YPEID entschieden, wel-
che der Aktivitäten A4, A5 oder A6 ausgeführt werden muss. Die Aktivität A6 dient
ausschließlich zur Benachrichtigung, dass SERVICET YPEID ungültig ist. Bei A4 und
A5 wird nach Abarbeitung zunächst überprüft, ob die durchgeführte Reservierungs-
aktion erfolgreich war oder nicht. Falls nicht, wird das der SP-Domain Requesting
Service durch RESPOND FAILED mitgeteilt. Ansonsten wird vor der RESPOND SUCCESS
Benachrichtigung in der Aktion A7 der Reservierung-Timer gestartet. Sollte vor dem
Ablauf des Timers weder eine explizite Freigabe reservierter Ressourcen (siehe Ab-
schnitt 5.7) noch deren Bestellung für die Dienstinstanz (siehe Abschnitt 5.8) erfolgen,
werden diese Ressourcen in der Aktion A8 ohne weitere Benachrichtigung freigege-
ben.
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ReservedInsbesondere beim Routing können Si-
tuationen entstehen, dass bereits reser-
vierte Teildienste nicht mehr benötigt wer-
den. Obwohl bei der Reservierung (siehe
Abschnitt 5.6) eine implizite Freigabe der
Ressourcen nach dem Zeitablauf vorgese-
hen wurde, kann das u.U. Störeinflüsse
und gegenseitige Behinderungen zwischen den nebenläufigen Multi-Domain Prozes-
sen verursachen. Um die Störeinflüsse zu minimieren, wird hier die Möglichkeit einer
expliziten Freigabe definiert.
5.7.2. Aktivitäten












Tätigkeiten Abschicken der expliziten Anfrage für die Freigabe von reser-
vierten Ressourcen 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort der SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-
TIALS OF SP 
REQUESTING 
SERVICE 
Input  REFERENCEID 
 RESERVIERUNGSINFORMATIONEN (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service entspre-
chend der Domain-Policies zugelassen werden darf 
 Überprüfen, ob die ReferenceID-bezogene Anfrage der SP-
Domain Requesting Service zulässig ist 











Tabelle 5.9.: REQUEST CANCELRESERVATION – Aktivitäten
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5.7.3. Prozessartefakte
Als Prozessartefakt wird bei diesem Prozess ausschließlich die REFERENCEID benötigt,
die bei der korrespondierenden REQUEST RESERVATION Anfrage zurückgeliefert wurde
(siehe Abschnitt 5.6).
5.7.4. Globales Prozessmodell
Der Prozess in Abbildung 5.11 läuft ähnlich wie bei REQUEST CANCELSUBSCRIPTION ab
(vergleiche Abschnitt 5.5). Lediglich wird bei Aktivität A2 statt der Liste der abonnier-
ten Benachrichtigungen die Liste der reservierten Ressourcen aktualisiert.
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Abbildung 5.11.: REQUEST CANCELRESERVATION
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Solange die Reservierungszeit nicht ab-
gelaufen ist, können reservierte Teildien-
ste endgültig bestellt werden. Die bei der
Reservierung (siehe Abschnitt 5.6) zuge-
sicherten Eigenschaften können dabei als
garantiert betrachtet werden. Der SP-Do-
main Requesting Service wird die Mög-
lichkeit eingeräumt, bei der Bestellung die endgültigen Anforderungen an die Teil-
dienste zu korrigieren.
5.8.2. Aktivitäten
In Tabelle 5.10 sind alle für den Prozess relevanten Aktivitäten zusammengefasst.
5.8.3. Prozessartefakte
Die Anfrage für die Bestellung des zuvor reservierten Dienstes bezieht sich auf die
REFERENCEID, die zuvor bei der korrespondierenden REQUEST RESERVATION Anfra-
ge zurückgeliefert wurde (siehe Abschnitt 5.6). Dem SP-Domain Requesting Service
wird die Möglichkeit eingeräumt, die bei der Reservierung zugesicherten Werte noch
mal "nach unten" zu korrigieren. Die endgültigen Anforderungen werden genauso
wie bei der Reservierung entsprechend dem UML-Diagramm aus der Abbildung 4.51
strukturiert. Die Einhaltung der endgültigen REQUESTEDPROPERTIES ist für den SP-
Domain Providing Service verpflichtend und darf lediglich verbessert werden (ver-
gleiche entsprechende Diskussionen und Festlegungen in den Abschnitten 3.2 und
5.1).
Sollte die Bestellung eines reservierten Dienstes erfolgreich durchgeführt werden,
erfolgt eine Bestätigung mit dem RESPOND SUCCESS. Dabei wird der SP-Domain Re-
questing Service eine REFERENCEID sowie die endgültig zugesicherten Eigenschaf-
ten mitgeteilt. Um die interne Verwaltung der SP-Domain Providing Service zu ver-
einfachen, kann sich die REFERENCEID eines bestellten Dienstes i.A. von der REFE-
RENCEID eines reservierten Dienstes unterscheiden. Die Einhaltung der endgültig zu-
gesagten Diensteigenschaften CONFIRMEDPROPERTIES ist für die SP-Domain Providing
Properties verpflichtend. Die Eigenschaften sollen – ähnlich wie bei REQUEST RESER-
















Tätigkeiten Abschicken der Anfrage für die Bestellung des reservierten 
Dienstes 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort der SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-
TIALS OF SP 
REQUESTING 
SERVICE 
Input  REFERENCEID 
 RESERVATION LIST (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service entspre-
chend der Domain-Policies zugelassen werden darf 
 Überprüfen, ob die ReferenceID-bezogene Anfrage der SP-
Domain Requesting Service zulässig ist 














Input  REFERENCEID 
 REQUESTEDPROPERTIES 
Tätigkeiten  Reservieren der Ressourcen für die Dienstinstanz 
 Verbinden (zusammenschalten) einzelner aneinander ange-
schlossenen Teildienste derselben E2E-Dienstinstanz  






Tabelle 5.10.: REQUEST RESERVEDSERVICE – Aktivitäten
5.8.4. Globales Prozessmodell
Der Prozessablauf der ersten drei Aktivitäten folgt dem üblichen Muster. Nachdem die
Anfrage und REFERENCEID validiert wurden, wird in A4 der Timer gestoppt und in
der darauffolgenden Aktivität A5 die für die Diensterbringung benötigte Infrastruktur
der Dienstinstanz zugewiesen und in Betrieb genommen. Sollte es sich um einen
Verbindungsdienst handeln, dann werden die aneinander angeschlossenen Teildienste
einer Dienstinstanz zusammengeschaltet. Bei erfolgreicher Durchführung werden die
endgültig zugesicherten Diensteigenschaften an die SP-Domain Requesting Service mit
RESPOND SUCCESS gemeldet, ansonsten wird mit RESPOND FAILED die Ursache für das
Fehlschlagen mitgeteilt.
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Es gibt grundsätzlich zwei Möglichkeiten,
im Betrieb die Diensteigenschaften zu ver-
ändern. Es können ein oder mehrere Teil-
dienste einer Dienstinstanz durch neue
Teildienste mit den entsprechend den An-
forderungen angepassten Eigenschaften
ersetzt werden, oder es können die Ei-
genschaften bereits existierender Teildienste verändert werden. Die erste Variante er-
fordert zwar komplexere Multi-Domain Managementprozesse, ist allerdings so gut wie
immer möglich, da sie ausschließlich die der Dienstbestellung und -Abbestellung be-
ruht. Bei der zweiten Variante wird die Komplexität in den SP-Domain Providing Ser-
vice verlagert. Diese Variante kann allerdings nicht von allen SPs unterstützt werden,
weswegen die Anfrage auch zurückgewiesen werden darf.
5.9.2. Aktivitäten
In Tabelle 5.11 sind alle für den Prozess relevanten Aktivitäten zusammengefasst.
5.9.3. Prozessartefakte
Die Change-Anfrage bezieht sich immer auf den Dienst mit der REFERENCEID, die bei
den Anfragen REQUEST RESERVEDSERVICE (siehe Abschnitt 5.8) oder REQUEST SER-
VICE (siehe Abschnitt 5.13) zurückgeschickt wurde. Die Angabe neuer Anforderungen
geschieht ähnlich wie bei den o.g. Dienstanfragen nach dem UML-Diagramm aus der
Abbildung 4.51. Der Parameter TIMELIMIT schränkt die maximale Ausführungszeit der
angefragten Operation ein.
Die erfolgreiche Veränderung der Diensteigenschaften wird mit RESPOND SUCCESS si-
gnalisiert. Dabei werden auch i.A. eine neue REFERENCEID sowie die zugesicherten
Eigenschaften ConfirmedProperties zurückgeschickt. Die letzteren werden wiederum
entsprechend dem UML-Diagramm 4.52 strukturiert.
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Tätigkeiten Abschicken der Anfrage für die Veränderung der Diensteigen-
schaften im Betrieb 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort der SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-
TIALS OF SP RE-
QUESTING SERVICE 
Input  REFERENCEID 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service nach 
Domain-Policies zugelassen werden darf 
 Überprüfen, ob die ReferenceID-bezogene Anfrage der SP-
Domain Requesting Service zulässig ist 





Input  REFERENCEID 
 REQUESTEDPROPERTIES 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten  Verändern der Diensteigenschaften in eigener Domäne 
 Aktualisieren der relevanten DOMAIN DATA 
Output  REFERENCEID 
 CONFIRMEDPROPERTIES 
A5 CALCULATE NEW 
PROPERTIES FOR 
SERVICEPARTS 
Input  REFERENCEID 
 REQUESTEDPROPERTIES 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten Berechnen der neuen erforderlichen Eigenschaften für alle 
Teildienste, für die die Verantwortung an die SP-Domain Pro-
viding Service delegiert wurde 






Input  REFERENCEID (SERVICE-PART SPECIFIC) 
 REQUESTEDPROPERTIES (SERVICE-PART SPECIFIC) 
Tätigkeiten  Senden REQUEST CHANGE Anfrage an alle beteiligten SP-
Domains 
 Warten auf die Antwort 




Input  REFERENCEID (PROXY-SP SPECIFIC) 
 REQUESTEDPROPERTIES (PROXY-SP SPECIFIC) 
Tätigkeiten  Rausschicken REQUEST CHANGE Anfrage an Proxy-SP 
 Warten auf die Antwort 




Input REQUESTEDPROPERTIES (ONE PRO EVERY SERVICE-PART) 
Tätigkeiten Berechne Zusicherung für eigenen Verantwortungsbereich 
Output REQUESTEDPROPERTIES (AGGREGATED FOR ALL PARTS) 
REQUEST_CHANGE 




Der Prozessablauf ist in Abbildung 5.13 dargestellt. Der Ablauf bei den ersten drei Ak-
tivitäten wird leicht verändert, da die Unterstützung der Dienstanpassung im Betrieb
nicht obligatorisch ist. Sollte die SP-Domain Providing Service diese Funktionalität
nicht unterstützen, wird das mit RESPOND FAILED der anfragenden Domäne mitge-
teilt.
Wenn die Funktionalität unterstützt und die Anfrage in A3 akzeptiert wurde, wird
unterschieden, ob die SP-Domain Providing Service als ein Diensterbringer oder als
ein Proxy fungiert (siehe ausführliche Diskussionen über Delegation im Abschnitt 4.3
sowie die Delegationsanfrage in Abschnitt 5.13). Wenn die SP-Domain Providing Ser-
vice als Diensterbringer agiert, wird in A4 die erforderliche Anpassung des eigenen
Teildienstes durchgeführt. Ansonsten werden zunächst in A5 die in REQUESTEDPRO-
PERTIES mitgeteilten neuen Anforderungen auf die Teildienste der anderen Service
Provider abgebildet. Danach wird eine REQUEST CHANGE Anfrage in A6 und A7 an al-
le Provider dieser Teildienste geleitet, wodurch eine Rekursion des Prozessablaufes
entsteht. Zwischen diesen zwei Aktivitäten wird lediglich aus semantischen Gründen
unterschieden, um zu betonen, dass in einem Fall mit dem Erbringer der Teildienste
und in anderem mit der Proxy-SP kommuniziert wird. Nach dem Eingang der Ant-
worten von SPs aller Teildienste kann in A8 ein Zusage-Wert für den Verantwortungs-
bereich berechnet werden. Wenn bei allen Teildiensten die Veränderung erfolgreich
durchgeführt wurde, wird CommittedProperty zusammen mit einer i.A. neuen RE-
FERENCEID als Teile der RESPOND SUCCESS Antwort zurückgeschickt. Ansonsten wird
das Fehlschlagen mit RESPOND FAILED mitgeteilt.
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Während REQUEST CHANGE die vereinbar-
ten Parameter eines Dienstes verändert,
wird mit Hilfe der Anfrage REQUEST MGMT-
FCT auf die Managementfunktionalität ei-
nes Dienstes innerhalb vereinbarter Pa-
rameter zugegriffen. Bei einem Verbin-
dungsdienst handelt es sich zumeist um
die Abfrage von Monitoring-Informationen, bei einem Multi-Domain Management-
dienst wie z.B. ROUTING-Dienst kann dabei auf unterschiedliche Funktionen wie "Rou-
te Finden", "Route Reservieren" und "Route Bestellen" zugegriffen werden (mehr dazu
siehe im Kapitel 6). Der in diesem Abschnitt beschriebene Prozess kann als ein Tem-
plate angesehen werden, der für die unterschiedlichen Managementfunktionen weiter
verfeinert wird.
5.10.2. Aktivitäten
In Tabelle 5.12 sind alle für den Prozess relevanten Aktivitäten zusammengefasst.
5.10.3. Prozessartefakte
Bei dem Aufruf werden drei Kommunikationsartefakte benötigt. Die ersten zwei, RE-
FERENCEID und MGMTFCTID, bestimmen den (Teil-)Dienst sowie die Management-
funktionalität, die ausgeführt werden muss. Der dritte Parameter sowie der Rückga-
bewert hängen von dem Parameter MGMTFCTID ab. Die Verfeinerungen für unter-
schiedlichen Managementfunktionen werden in Kapitel 6 definiert. Der letzte Para-
meter TIMELIMIT schränkt die maximale Ausführungszeit der angefragten Funktion
ein.
5.10.4. Globales Prozessmodell
Bei den ersten drei Aktionen folgt der Prozessfluss (siehe Abbildung 5.14) dem üb-
lichen Ablauf. Sollte die Anfrage akzeptiert werden, wird ähnlich wie bei REQUEST
CHANGE (siehe Abschnitt 5.9) danach unterschieden, ob die SP-Domain Providing Ser-
vice als ein Diensterbringer oder als Proxy-SP agiert. Im ersten Fall wird die angefrag-
te Managementfunktionalität in Aktion A4 ausgeführt. Ansonsten wird zunächst in A5
und A6 die Anfrage an die Sub-Provider weitergeleitet und anschließend in A7 deren
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Tätigkeiten Abschicken der Anfrage nach Managementfunktionalität eines 
bereits bestellten (Teil-)Dienstes 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort der SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-
TIALS OF SP RE-
QUESTING SERVICE 
Input  REFERENCEID 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service nach 
Domain-Policies zugelassen werden darf 
 Überprüfen, ob die ReferenceID-bezogene Anfrage der SP-
Domain Requesting Service zulässig ist 






Input  REFERENCEID 
 MGMTFCTID 
 RELATEDPARAMETERS 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten Durchführen der durch MGMTFCTID identifizierten Manage-
mentfunktionalität entsprechend RELATEDPARAMETERS 






Input  REFERENCEID (SERVICE-PART SPECIFIC) 
 MGMTFCTID 
 RELATEDPARAMETERS 
Tätigkeiten  Senden einer REQUEST MGMTFCT Anfrage an alle beteilig-
ten SP-Domains 
 Warten auf die Antwort 




Input  REFERENCEID (PROXY-SP SPECIFIC) 
 MGMTFCTID 
 RELATEDPARAMETERS 
Tätigkeiten  Senden einer REQUEST MGMTFCT Anfrage an den Proxy-
SP 
 Warten auf die Antwort 
Output  REQUESTSPECIFICRESULT (PROXY-SP SPECIFIC) 
A7 CALCULATE OVER-
ALL RESULT 
Input REQUESTSPECIFICRESULT (ONE PRO EVERY SERVICE-PART) 
Tätigkeiten Berechne Zusicherungswert für eigenen Verantwortungsbe-
reich 




Tabelle 5.12.: REQUEST MGMTFCT – Aktivitäten
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Ergebnisse zu einem Gesamtwert aggregiert. Dabei ist das für die Teildiensteigenschaf-
te definierte Verfahren zu befolgen (siehe Abschnitte 4.2 und 4.6.10). In beiden Fällen
wird der Erfolg mit RESPOND SUCCESS zusammen mit dem MGMTFCTID-spezifischen
Ergebnis an die SP-Domain Requesting Service mitgeteilt. Falls bei mindestens einem
Teildienst die Funktionsdurchführung fehlschlug, wird das mit RESPOND FAILED ge-
meldet.
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Sollte bei der Bestellung eines Dienstes
(siehe Abschnitte 5.8 und 5.13) eine au-
tomatische Benachrichtigung mitbestellt
werden, können die Veränderungen des
Dienstinstanzzustandes bzw. regelmäßi-
ge Monitoring-Informationen via Proto-
kollaufruf NOTIFY INSTANCESTATE der SP-
Domain Requesting Service mitgeteilt werden.
5.11.2. Aktivitäten
In Tabelle 5.13 sind alle für den Prozess relevanten Aktivitäten zusammengefasst.
5.11.3. Prozessartefakte
Da zwischen der SP-Domain Providing Service und der SP-Domain Requesting Service
mehr als eine einzige Beziehung (z.B. wegen mehreren für unterschiedlichen Dienstin-
stanzen bestellten Teildienste) bestehen kann, werden mit Hilfe der E2ELINKID die
Dienstinstanz und mit REFERENCEID der Teildienst innerhalb dieser Dienstinstanz
identifiziert. Die Informationen über den Dienstzustand werden entsprechend dem
UML-Diagramm aus der Abbildung 4.54 strukturiert.
5.11.4. Globales Prozessmodell
Der Prozess wird gestartet, wenn eine Veränderung des Dienstinstanzzustandes er-
kannt wird. Daraufhin wird in Aktivität A1 überprüft, ob eine automatische Benach-
richtigung dafür an den SP-Domain Requesting Service geschickt werden soll. Sollte
das der Fall sein, werden in A2 die notwendigen Informationen vorbereitet und an
den SP-Domain Requesting Service geschickt.
Der SP-Domain Requesting Service korreliert zunächst in A3 die Benachrichtigungs-
informationen mit den bereits vorhandenen Informationen über andere Teildienste.
Dabei ist das für die Teildiensteigenschafte definierte Verfahren zu befolgen (siehe Ab-
schnitte 4.2 und 4.6.10). Das Ergebnis wird in A4 für die spätere Wiederverwendung
abgespeichert.
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Tätigkeiten Überprüfen ob und wer die automatische Benachrichtigung 
über die Veränderung der Dienstinstanz abonniert hat 
Output  
A2 NOTIFY AFFECTED 
SUBSCRIBER 
Input  
Tätigkeiten  Vorbereiten der abonnierten Informationen  
 Schicken relevanter Informationen an den Subscriber 







Input  E2ELINKID 
 INSTANCESTATE 
 E2E LINK DATA (STATES OF OTHER RELEVANT E2E LINK PARTS) 
Tätigkeiten Berechnen eines aggregierten Instanz-Zustands basierend auf 






Tätigkeiten Abspeichern der korrelierten Informationen, so dass sie später 







Tätigkeiten  Überprüfen, ob die Benachrichtigung für den korrelierten 
Zustand weiter geschickt werden soll 





Tabelle 5.13.: NOTIFY INSTANCESTATE – Aktivitäten
Sollte der SP-Domain Requesting Service als ein Proxy-SP agieren, wird in Aktivität A5
der Prozessvorgang rekursiv ausgeführt.
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In vielen Fällen ist der aktuelle Zustand
der Dienstinstanz weniger interessant als
der Fakt, ob eine der vordefinierten Grenz-
werte gebrochen wurde. Sollte dies bei
der Dienstbestellung (siehe Abschnitte 5.8
und 5.13) vereinbart werden, kann die
Tatsache einer Grenzwertverletzung dem
SP-Domain Requesting Service mit NOTIFY EVENT automatisch mitgeteilt werden.
5.12.2. Aktivitäten
In Tabelle 5.14 sind alle für den Prozess relevanten Aktivitäten zusammengefasst.
5.12.3. Prozessartefakte
Analog wie bei NOTIFY INSTANCESTATE (siehe Abschnitt 5.11) sollen auch bei den Er-
eignisbenachrichtigungen die Parameter E2ELINKID und REFERENCEID vorhanden
sein, um den Bezug zu dem Teildienst einer Dienstinstanz herzustellen. Das Ereignis
selbst wird durch EVENTT YPEID identifiziert. Zusätzlich soll auch der aktuelle Zustand
des Teildienstes mitgeteilt werden, der entsprechend dem UML-Diagramm in Abbil-
dung 4.54 strukturiert werden soll. Dies soll insbesondere den Fall abdecken, wenn kei-
ne oder nur eine mangelhafte kontinuierliche Überwachung stattfindet.
5.12.4. Globales Prozessmodell
Der Prozess wird gestartet, wenn eine Veränderung des Dienstinstanzzustandes er-
kannt wird. Zunächst wird überprüft, ob einer der vereinbarten Grenzwerte gebro-
chen wurde, und erst dann wird fortgefahren. In Aktivität A1 wird überprüft, ob eine
automatische Benachrichtigung dafür an den SP-Domain Requesting Service geschickt
werden soll. Sollte das der Fall sein, werden in A2 die notwendigen Informationen vor-
bereitet und an den SP-Domain Requesting Service geschickt.
Der SP-Domain Requesting Service korreliert zunächst in A3 die Benachrichtigungs-
informationen mit den bereits vorhandenen Informationen über andere Teildienste.
Dabei ist das für die Teildiensteigenschafte definierte Verfahren zu befolgen (siehe Ab-















Tätigkeiten Überprüfen ob ein Threshold gebrochen wurde und falls ja, ob 
die automatische Benachrichtigung darüber abonniert wurde 
Output  
A2 NOTIFY AFFECTED 
SUBSCRIBER 
Input  
Tätigkeiten  Vorbereiten der abonnierten Informationen  
 Schicken relevanter Informationen an den Subscriber 







Input  E2ELINKID 
 INSTANCESTATE 
 E2E LINK DATA (STATES OF OTHER RELEVANT E2E LINK PARTS) 
Tätigkeiten  Berechnen der aggregierten Instanz-Zustand basierend 






 Abspeichern der korrelierten Informationen, so dass sie später 
abgeholt bzw. wiederverwendet werden können 
  




  Überprüfen, ob der korrelierte Zustand einen Threshold 
bricht und falls ja, ob die Benachrichtigung für dieses Er-
eignis weiter geschickt werden soll 
 Abschicken der Benachrichtigung falls nötig 




Tabelle 5.14.: NOTIFY EVENT – Aktivitäten
Sollte der SP-Domain Requesting Service als ein Proxy-SP agieren, wird in Aktivität A5
der Prozessvorgang rekursiv ausgeführt.
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Auch wenn die meisten Dienste ausschließ-
lich mittels "Umweg" über den Reservie-
rungszustand bestellt werden dürfen (sie-
he Abschnitte 5.6 und 5.8), muss bei De-
legation der Dienst gleich in Anspruch
genommen werden, allein um Informa-
tionsanfragen durchführen zu können.
Ähnliches gilt auch für den Multi-Domain Managementdienst ROUTING, denn erst
von diesem Dienst können die zu reservierenden Teilstrecken bestimmt werden.
5.13.2. Aktivitäten
In Tabelle 5.15 sind alle für den Prozess relevanten Aktivitäten zusammengefasst.
5.13.3. Prozessartefakte
Die Kommunikationsartefakte bei der direkten Dienstanfrage unterteilen sich, ähn-
lich wie bei REQUEST RESERVATION (siehe entsprechend Abschnitt 5.6), in drei Teile.
Die ersten zwei Parameter stellen den Bezug zu der E2E-Dienstinstanz (E2ELINKID)
her und bestimmen den angefragten Dienst (SERVICET YPEID). Der dritte Parameter
(SERVICEPARAMS) unterteilt sich in weitere Teile, die für die zwei einzigen unterstütz-





Die Identität der Parameter ist dadurch bedingt, dass bei der Delegation die SP-
Domain Providing Service auf jeden Fall das Routing für den eigenen Verantwor-
tungsbereich übernehmen soll. Das bedeutet, dass in beiden Fällen die Start- und
End-SCPs (<CONSTRAINTTOPOLOGY>, strukturiert entsprechend dem UML-Diagramm
in Abbildung 4.48) sowie die E2E-Einschränkungen (<CONSTRAINTPROPERTIES>, struk-
turiert entsprechend dem UML-Diagramm in Abbildung 4.49) und die Zwischensum-
me (<INTERMEDIATEPROPERTIES>, strukturiert entsprechend dem UML-Diagramm in
Abbildung 4.53) der SP-Domain Providing Service mitgeteilt werden müssen. Während
des Routings soll die Managementfunktionalität einzelner Teildienste in den globalen
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A1 REQUEST  
SERVICE 
Input  
Tätigkeiten Abschicken der Anfrage für die Bestellung und Inbetriebnah-
me einer neuen Dienstinstanz 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort von SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-
TIALS OF SP RE-
QUESTING SERVICE 
Input  E2ELINKID 
 SERVICETYPEID 
Tätigkeiten  Überprüfen, ob SP-Domain Requesting Service nach Do-
main-Policies zugelassen werden darf 
 Überprüfen, ob die Anfrage unterstützt wird 




Input  E2ELINKID 
 SERVICEPARAMS 







Tätigkeiten  Bestimmen SP-Domain Providing Service für ROUTING 
Multi-Domain Service  
 Abschicken einer Anfrage an den ausgewählte SP 






Input  E2ELINKID 
 SERVICEPARAMS 
Tätigkeiten  Bestimmen, welche Multi-Domain Dienste bei der Erbrin-
gung neuer Dienstinstanz notwendig sind  
 Bestimmen SP-Domänen für die Erbringung dieser Dienste 
 Abschicken einer Anfrage an den ausgewählte SP 






Input  E2ELINKID 







Tätigkeiten Benachrichtige SP-DOMAIN REQUESTING SERVICE, dass der ange-




Tabelle 5.15.: REQUEST SERVICE – Aktivitäten
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5.13. REQUEST SERVICE
Managementprozess integriert werden. Die Angaben der globalen Managementpro-
zesse werden durch COMMUNICATIONDSM bei der Zwischensumme mitgeteilt (siehe
auch entsprechende Diskussion im Abschnitt 4.6.8). Dies ändert sich auch dann nicht,
wenn bei der Delegation entsprechend DELEGATIONT YPEID die Verschattung des in-
ternen Dienstaufbaus erwünscht wird (zu unterschiedlichen Delegationsformen siehe
die entsprechende Diskussion im Abschnitt 4.3).
Da in beiden Fällen ausschließlich Ressourcen für den angefragten Dienst allokiert
werden und keine Suchaktion ausgeführt wird, wird ausschließlich der Identifikator
des bestellten Dienstes REFERENCEID zurückgeschickt.
5.13.4. Globales Prozessmodell
Der Prozessablauf ist in Abbildung 5.17 dargestellt. Der Ablauf der ersten drei Ak-
tivitäten entspricht dem üblichen Muster, bei dem auch die Unterstützung des an-
gefragten Dienstes überprüft wird. Nachdem die Anfrage akzeptiert wurde, wird an-
hand der SERVICET YPEID unterschieden, welche Aktionen ausgeführt werden müssen.
Wird weder Delegation noch Routing angefragt, dann wird in A8 der SP-Domain Re-
questing Service mitgeteilt, dass der angefragte Dienst (bei der direkten Bestellung)
nicht unterstützt wird. Bei der Anfrage nach dem Routingdienst werden in A7 die
dafür notwendigen Ressourcen allokiert und mit E2ELINKID assoziiert. Der Prozes-
sablauf bei der Delegation ist um einiges komplexer. Unabhängig davon, welche De-
legationsart erwünscht wird, werden in A4 die für Proxy-SP notwendigen Ressour-
cen allokiert sowie in A5 der Routingdienst bestellt. Parallel dazu werden, falls ei-
ne komplette Verschattung des Dienstaufbaus signalisiert wurde, in A6 die Anfragen
für Reservierung der benötigten Multi-Domain Dienste an weitere SP-Domänen ge-
schickt.
Die Routingaufgabe (Aktion A5) sowie weitere Multi-Domain Managementaufgaben
(Aktion A6) müssen nicht unbedingt an weitere SP-Domänen delegiert werden und
können i.A. auch von der SP-Domain Providing Service in Eigenregie übernommen
werden. Zu Gunsten der besseren Lesbarkeit des Ablaufdiagramms wird die entspre-
chende triviale Fallunterscheidung nicht explizit dargestellt.
Falls alle relevanten Aktionen erfolgreich abgeschlossen wurden, wird das mit der
Antwort RESPOND SUCCESS zusammen mit REFERENCEID der Dienst-anfragenden SP-
Domäne mitgeteilt. Ansonsten wird mit RESPOND FAILED das Fehlschlagen des Aufrufs
signalisiert.
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Unabhängig davon, ob eine Dienstinstanz
für eine Zeitspanne oder "open end" be-
stellt wurde, kann sie i.A. jederzeit durch
den Kunden abgestellt werden. Das er-
fordert eine Möglichkeit, alle bei der Er-
bringung dieser Dienstinstanz beteiligten
SP-Domänen zu benachrichtigen, sodass
sie die für diese Instanz verwendeten Ressourcen freigeben können.
5.14.2. Aktivitäten
In Tabelle 5.16 sind alle für den Prozess relevanten Aktivitäten zusammengefasst.
5.14.3. Prozessartefakte
Als Prozessartefakt wird beim Prozess ausschließlich die REFERENCEID benötigt, die
bei einer erfolgreichen REQUEST RESERVEDSRVICE oder REQUEST SERVICE Anfrage zu-
rück geliefert wurde (siehe Abschnitte 5.8 und 5.13).
5.14.4. Globales Prozessmodell
Der Prozessablauf ist in Abbildung 5.18 dargestellt. Der Ablauf der ersten drei Ak-
tionen entspricht dem üblichen Muster. Sollte die Anfrage akzeptiert werden, wird
danach unterschieden, ob die SP-Domain Providing Service direkt einen Teildienst er-
bringt oder als eine Proxy-SP agiert. Im ersten Fall werden in A4 die verwendeten Res-
sourcen freigegeben. Ansonsten wird zunächst in A5 und A6 die Dienstauflösungsanfra-
ge an alle weiteren SP-Domainen geschickt, die von der Proxy-SP mit der Teildienster-
bringung beauftragt wurden. Anschließend werden in A7 die Ressourcen freigegeben,
die für die Verwaltung der Proxy-Aufgaben verwendet wurden.
315













Tätigkeiten Abschicken der Anfrage für die Abbestellung des Teildienstes 
Output  
A2 WAIT FOR RE-
SPOND 
Input  
Tätigkeiten  Warten auf die Antwort von SP-Domain Providing Service 
 Abbruch bei Zeitüberschreitung 
Output  
A3 CHECK CREDEN-
TIALS OF SP RE-
QUESTING SERVICE 
Input  REFERENCEID 
 DOMAIN DATA (SP-DOMAIN PROVIDING SERVICE) 
Tätigkeiten  Überprüfen, ob die SP-Domain Requesting Service ent-
sprechend der Domain-Policies zugelassen werden darf 
 Überprüfen, ob die ReferenceID-bezogene Anfrage der SP-
Domain Requesting Service zulässig ist 
 Treffen einer Entscheidung 
Input  
A4 RELEASE USED 
INFRASTRUCTURE 
Input REFERENCEID 
Tätigkeiten Freigeben der Ressourcen, die für die Diensterbringung ver-








Tätigkeiten  Bestimmen aller Subprovider-SPs anhand der REFERENCEID, 
deren Kommunikationsadressen und deren Teildienst-
spezifischen REFERENCEIDS 
 Abschicken einer Dienstbeendigung-Anfrage an alle Sub-
provider-SPs 






Tätigkeiten  Bestimmen der Proxy-SP anhand der REFERENCEID, ihre 
Kommunikationsadresse und deren Teildienst-
spezifischen REFERENCEIDS 
 Abschicken einer Dienstbeendigung-Anfrage an die Proxy-
SPs 





Tätigkeiten Freigeben der Ressourcen, die für die Verwaltung der Proxy-
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Abbildung 5.18.: REQUEST DECOMISSIONING
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5.15. Protokoll: Zusammenfassung
Alle in diesem Abschnitt definierten Protokoll-Schlüsselworte sind in Tabelle 5.17 mit















Verwendung und Ziel 
Initiiert die Multi-Domain Kommunikation und ermöglicht der SP-Domäne Requesting Service 
Anfragen für Dienste und/oder Informationen an die SP-Domäne Providing Service zu schicken. Diese 
Anfrage bestimmt auch die Rollenverteilung. 
SpecifierID Beschreibung 
INFORMATION Eine on-demand Abfrage der für die Pfadsuche benötigten 
Informationen.  
SUBSCRIPTION Anfrage für regelmäßige Updates zu spezifizierten Informationen. 
Diese Option ist für den Austausch der Teilsichten auf die InterDomain 
Links zwischen den benachbarten SP-Domänen gedacht.  
CANCELSUBSCRIBTION Explizite Rücknahme der automatischen Benachrichtigung. 
RESERVATION Anfrage für Reservierung eines Dienstes. 
CANCELRESERVATION Explizite Rücknahme der Reservierung. 
RESERVEDSERVICE Anfrage für einen bereits reservierten Dienst 
MGMTFCT Anfrage nach einer Managementfunktion.  
Weitere Verfeinerung ist benötigt. 
CHANGE Anfrage für Änderung der Dienstinstanzeigenschaften 
SERVICE Anfrage für einen (nicht reservierten) Dienst 









Verwendung und Ziel 
Eine unmittelbare Antwort auf jede definierte REQUEST-Anfrage 
SpecifierID Beschreibung 
INFORMATION Liefert die angefragten Informationen zurück 
REJECTED Die Anfrage wurde (z.B. aus Sicherheitsgründen) zurückgewiesen 
ACCEPTED Die Anfrage, deren Ausübung längere Zeit in Anspruch nehmen kann, 
wurde akzeptiert. Die Benachrichtigung über Ergebnisse wird der 
Requesting Service SP-Domäne mit NOTIFY mitgeteilt. 
SUCCESS Angefragte Aktion wurde erfolgreich ausgeführt. Weitere 
anfragespezifische Informationen werden zurückgeschickt. 









Verwendung und Ziel 
Asynchrone Benachrichtigungen. 
SpecifierID Beschreibung 
INFORMATION Bei akzeptierter REQUEST SUBSCRIBTION – eine proaktive 
Mitteilung der Änderungen der vorhandenen Kapazitäten.  
Verwendung: Austausch von Informationen über InterDomain Links 
zwischen Nachbar-SPs 
INSTANCESTATE Eine proaktive Mitteilung der Veränderung des Instanzzustandes 
EVENT Eine proaktive Mitteilung eines Ereignisses, wie z.B. Verletzung eines 
Threshholds  
Tabelle 5.17.: Protocol-Keywords, Überblick
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6
Referenzprozesse für SLM bei Verketteten Diensten
Aufbauend auf den Basisprozessen werden in diesem Kapitel die Service-Level-Mana-
gement-Prozesse für Verkettete Dienste definiert. Obwohl die Multi-Domain Manage-
mentfunktionalität sowohl von jedem Service Provider in Eigenregie erbracht werden
kann als auch von einem anderen darauf spezialisierten Service Provider bestellt wer-
den kann, kann diese Fallunterscheidung die Beschreibung der SLM-Prozesse unnötig
verkomplizieren. Aus diesem Grund wird bei der Definition aller SLM-Prozesse stets
die zweite Alternative verwendet, was einer allgemeineren Darstellung entspricht. Wie
die Unterscheidung zwischen der lokal und der global erbrachten Managementfunk-
tionalität modelliert und in die Prozessdefinition integriert werden kann, wird im
Abschnitt 6.2 erläutert.
Bei der Modellierung der SLM-Prozesse werden oft Funktionen benötigt, die im Ka-
pitel 5 nur ansatzweise angedeutet wurden. In solchen Fällen werden entsprechende
Aktivitäten der Basisfunktionen aufgabenbezogen verfeinert. Die Definition der Ver-
feinerungen der Basisprozesse folgt der Definition der Managementprozesse, sodass
deren Einbettung und Kontext klar definiert sind.
Die einzelnen Prozesse sind entsprechend den Dienstlebenszyklusphasen angeordnet,
in denen sie auftreten. Für die bessere Referenzierbarkeit ist die entsprechende Phase
am Anfang jedes Abschnittes graphisch dargestellt.
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6.1. SLM-Prozess: Bestellung und Inbetriebnahme
6.1.1. Einführung
3 4 521
Klassischerweise werden am Anfang des
Dienstinstanzlebenszyklus drei Aufgaben
– Verhandlung, Bestellung und Inbetrieb-
nahme – unterschieden, die oft auch als
Phasen oder Prozesse aufgefasst werden.
Die Übergänge zwischen diesen Phasen
sind fließend und können zwischen unterschiedlichen Diensten stark variieren. In die-
sem Abschnitt werden daher alle drei Prozesse in einem zusammengefasst, was dem
Vorgehen bei automatisierten Diensten wie z.B. Telefonverbindungen entspricht. Das
Standardvorgehen wird lediglich um die Option erweitert, eine Kundenbestätigung
einzuholen.
Im Prozessdiagramm wird zu Gunsten der besseren Lesbarkeit keine Fallunterschei-
dung zwischen lokal und extern erbrachten Multi-Domain Managementdiensten ge-
macht. Aus demselben Grund werden auch weder die Überprüfung der Ergebnisse
der unterschiedlichen Operationen, wie z.B. Reservierung, noch das Freigeben der
verwendeten Ressourcen bei fehlgeschlagenen Aktionen explizit dargestellt. Bei der
Realisierung muss deswegen dieses Diagramm um entsprechende Fallunterscheidun-
gen und Aktionen erweitert werden.
6.1.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind
in Tabelle 6.1 zusammengefast.
6.1.3. Aktivitäten
Alle für den Ordering-Prozess relevanten Aktivitäten sind in den Tabellen 6.2 und 6.3
zusammengefasst.
6.1.4. Prozessartefakte
Die Kommunikationsartefakte zwischen End Site und dem Connection-SP, der die Rol-
le des Concatenated Service Providers ausübt, lassen sich unterschiedlich gestalten.
Das hängt vor allem davon ab, wie der Dienst von dem jeweiligen Service Provider
den Kunden angeboten wird. Sie können von e-Mail Kommunikation, wie z.B. bei
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R1 END SITE Verantwortlichkeiten  Repräsentant auf Kundenseite 
 Hier: Bestellung einer neuen E2E Dienstinstanz 
Fokus –  
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren –  
Kandidatenmenge potentielle Kunden, die an den angeschlossen CONNEC-
TION-SP sind  
R2 CONNECTION-
SP 
Verantwortlichkeiten  Lokaler Provider der END SITE 




Art der Partizipation statisch 
Vergabeverfahren die End-Site wendet sich an ihren lokalen Provider 




Verantwortlichkeiten Vermittlung zwischen END SITE und CONCATENATED SER-
VICE MANAGER während des Ordering-Prozesses und 
Erstellung eines Angebots 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren Wird von CONNECTION-SP eingenommen 




Verantwortlichkeiten  Rollenzuweisung für den Ordering- sowie weitere 
Prozesse 
 Koordination aller Multi-Domain Aktivitäten wäh-
rend des Ordering-Prozesses  
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren Wird von CONNECTION-SP eingenommen 




Tabelle 6.1.: SLM-Processes Ordering – Rollen
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Tätigkeiten Festlegen der Anforderungen an die E2E-Dienstgüte und an 
die E2E-Managementfunktionalität neuer Dienstinstanzen 
Output  
A2 REQUEST NEW 
E2E LNSTANCE 
Input  
Tätigkeiten Schicken einer Anfrage für eine neue Dienstinstanz an CON-
NECTION-SP  
Output  END-POINTS 
 E2E-REQUIREMENTS 
A3 CHECK  CUSTOMER 
CREDENTIALS 
Input  
Tätigkeiten  Überprüfen, ob der End-User eine neue Dienstinstanz 
bestellen darf 







Tätigkeiten  Allokieren der für die Verwaltung eines neuen Orders 
notwendigen Ressourcen 






Tätigkeiten Bestimmen, welche Multi-Domain Dienste bei der Erbringung 
der neuen Dienstinstanz notwendig sind, um die Kundenan-






Tätigkeiten  Bestimmen der SP-Domänen für die Erbringung des Multi-
Domain Routing-Dienstes 
 Abschicken einer Anfrage an den ausgewählten SP 
 Warten auf die Antwort 






Tätigkeiten  Bestimmen der SP-Domänen für die Erbringung der Multi-
Domain Dienste 
 Abschicken von Reservierungsanfragen an die SPs 
 Warten auf die Bestätigungen 




Input  ENDPOINTS 
 E2ERESTRICTIONS 
 INTERMEDIATEPROPERTIES (INCLUDING MDMGMTFCT-DSMS) 
Tätigkeiten  Abschicken einer Anfrage an den Routing-SP zur Findung 
einer Route über mehrere SP-Domänen, die den E2E-
Kundenanforderungen genügt 
 Warten auf die Antwort 
Output  REFERENCEID (FOUND ROUTE) 
 FOUND ROUTE PROPERTIES 
Ordering 1 of 2  
Tabelle 6.2.: SLM-Processes Ordering – Aktivitäten (1/2)
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Input  REFERENCEID (FOUND ROUTE) 
 INTERMEDIATEPROPERTIES 
Tätigkeiten  Abschicken einer Anfrage an den Routing-SP für das Re-
servieren der gefundenen Route 
 Warten auf die Antwort 
Output  REFERENCEID (RESERVED ROUTE) 
 FOUND ROUTE PROPERTIES 
A10 CHECK OFFER AND 
DECIDE 
Input OFFERED E2E LINK PROPERTIES 
Tätigkeiten  Validieren des Angebots und treffen einer Entscheidung 
 Getroffene Entscheidung dem CONCATENATED SERVICE PRO-
VIDER mitteilen 
Output DECISION 
A11 WAIT FOR ORDER 
CONFIRMATION 
Input DECISION 
Tätigkeiten  Warten auf die Entscheidung der END SITE  





Input REFERENCEID (RESERVED ROUTE) 
Tätigkeiten  Abschicken einer Anfrage an den Routing-SP für die Be-
stellung der reservierten Route 
 Warten auf die Antwort 
Output  REFERENCEID (PRO SECTION) 





Input REFERENCEID (pro MDMGMTFCT erbringenden SP) 
Tätigkeiten  Abschicken einer Service-Anfrage an die SP-Domänen, die 
Multi-Domain Dienste erbringen sollen 
 Warten auf die Antwort 
Output REFERENCEID (pro MDMGMTFCT erbringenden SP) 
A14 SAVE ROUTE IN-
FORMATION 
Input  REFERENCEDI (PRO SECTION AND PRO MDMGMTFCT) 
 DSM (PRO SECTION AND PRO MDMGMTFCT) 





Input REFERENCEID (PRO SECTION) 
Tätigkeiten  Abschicken einer Anfrage für Dienstauflösung 






Input REFERENCEID (PRO MDMGMTFCT) 
Tätigkeiten  Abschicken einer Anfrage für Dienstauflösung 
 Warten auf die Antwort 
Output  





Tätigkeiten Freigeben Ressourcen, die für die Verwaltung des Orders allo-
kiert wurden (Gegenpart zu A4) 
Output  
Ordering 2 of 2 
Tabelle 6.3.: SLM-Processes Ordering – Aktivitäten (2/2)
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im Abschnitt 2.3.2 Géant2 E2E Link Dienst, bis hin zum standardisierten Signalisie-
rungsprotokoll, wie z.B. bei Telefondienst, variieren. Bei den automatisierten Diensten
bietet sich an, das UML-Diagramm aus der Abbildung 4.51 für die Strukturierung der
E2E-Anforderungen und des Angebotes zu verwenden.
6.1.5. Globales Prozessmodell
Nachdem der Endkunde in A1 die E2E-Anforderungen festgelegt und in A2 an seinen
Anschluss-SP mitgeteilt hat, wird in A3 überprüft, ob die Anfrage zulässig ist oder
nicht. Sollte die Anfrage akzeptiert werden, können in A4 alle für die Verwaltung einer
neuen Bestellung notwendigen Ressourcen allokiert werden. Anschließend wird die
Kontrolle an die Rolle Concatenated Service Manager übergeben, die von demselben
Anschluss-SP ausgeübt wird.
Als erstes bestimmt der Concatenated Service Manager in A5, welche Management-
funktionalität benötigt wird, um die E2E-Kundenanforderungen erfüllen zu können.
Da die E2E-Dienstinstanz i.A. aus mehreren Teilstrecken besteht, wird in A6 für die
Teilstreckenbestimmung der ROUTING-Dienst bestellt (entsprechender Basisprozess ist
im Abschnitt 5.13 beschrieben). Der Erbringer des ROUTING-Dienstes nimmt dabei die
Rolle Routing Manager ein. Parallel dazu werden in A7 alle weiteren benötigten Multi-
Domain Managementdienste reserviert (entsprechender Basisprozess ist im Abschnitt
5.6 beschrieben).
Bemerkung: Auch wenn im Prozessdiagramm nicht explizit dargestellt, sollte bei der
Implementierung an der Stelle überprüft werden, ob alle Managementdienste
bestellt werden konnten und nur beim Erfolg weiter dem dargestellten Prozes-
sablauf gefolgt werden. Beim Fehlschlagen sollen alle reservierten Ressourcen
freigegeben und das Fehlschlagen dem Kunden mitgeteilt werden.
Nachdem die Managementdienste reserviert und der Routingdienst bestellt wurden,
wird der Routing Manager in A8 beauftragt, eine Route entsprechend den E2E-An-
forderungen zu finden und anschließend in A9 sie zu reservieren (die entsprechende
Hilfsprozesse sowie Rolle sind in Abschnitten 6.2 und 6.3 beschrieben). Genauso wie
bei der Bestellung bzw. Reservierung soll das Ergebnis dieser Aktionen überprüft
werden und evtl. die weitere Prozessausführung abgebrochen werden (vergleiche Be-
merkung zu A6 und A7).
Nachdem die gefundene Route reserviert wurde, wird unterschieden, ob eine zusätz-
liche Kundenbestätigung erforderlich ist oder nicht. Sollte das der Fall sein, wird dem
Kunden ein entsprechendes Angebot geschickt, anhand dessen in A10 die endgülti-
ge Entscheidung getroffen wird. Diese Entscheidung wird in A11 vom Concatenated
Service Provider empfangen.
Sollte das Angebot akzeptiert bzw. eine Bestätigung nicht benötigt werden, wird weiter
parallel mit A12 und A13 vorgegangen. Bei A12 handelt es sich wiederum um einen
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Hilfsprozess (siehe Abschnitt 6.4), um die reservierte Route zu bestellen. Die Aktion
A13 baut dagegen gleich auf dem im Abschnitt 5.8 definierten Basisprozess auf. Bei
Erfolg werden alle für das Dienstinstanz-Management benötigten Informationen in
A14 abgespeichert und die entsprechende Mitteilung an die End Site geschickt, so dass
die Dienstinstanz genutzt werden kann.
Bei Fehlschlagen der Bestellung mindestens eines Teildienstes werden in A15 (der
Hilfsprozess ist im Abschnitt 6.5 beschrieben) und A16 (der Basisprozess ist im Ab-
schnitt 5.14 definiert) alle erfolgreich bestellten Teildienste abbestellt. Der Grund für
die explizite Abbestellung liegt darin, dass – im Gegensatz zur Reservierung – die be-
stellten Teildienste i.A. nicht automatisch nach einer kurzen Zeitspanne freigegeben
werden. Abschließend können in A17 die in A4 für die Order-Verwaltung allokierten
Ressourcen freigegeben werden und eine Mitteilung über das Fehlschlagen der Bestel-
lung an die End Site geschickt werden.
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6.2. Hilfsprozess: Find Route
6.2.1. Einführung
2 3 4 51
Das Suchen und Finden einer Route wird
in dieser Arbeit als eine Management-
funktion des ROUTING-Dienstes definiert
und stellt somit die Verfeinerung der Ak-
tivität A4 in Abbildung 5.14 dar (für die
genaue Beschreibung siehe Abschnitt 5.10).
Die Suche einer Route selbst folgt dem im Kapitel 4 entwickelten Source Routing mit
semi-globalem Wissen und on-demand Delegation Algorithmus.
6.2.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind
in Tabelle 6.4 zusammengefasst.
6.2.3. Aktivitäten
Alle für den Hilfsprozess relevanten Aktivitäten sind in Tabelle 6.5 zusammenge-
fasst.
6.2.4. Prozessartefakte
Wie bereits bei der Beschreibung dieses Hilfsprozesses als Teil der Bestellung er-
wähnt wurde (siehe insbesondere Beschreibung der Aktivität A8 in Tabelle 6.2), wer-
den für die Durchführung der Pfadsuche Informationen über die zwei End-Punkte,
E2E-Anforderungen, Zwischensumme der Pfadsuche sowie die Informationen über
Multi-Domain Managementdienste benötigt. Die Zwischensumme wird benötigt, um
die Suche auch mittels Delegation dieser Aufgabe für den Rest der Strecke durchfüh-
ren zu können. Die Angabe der Multi-Domain Managementdienste erlaubt bereits bei
der Pfadsuche die Service Provider auszuschließen, die die Zusammenarbeit mit den
angegebenen Providern der Managementdienste z.B. aus Policy-Gründen zurückwei-
sen.
329








Verantwortlichkeiten  Lokaler Provider der END SITE 




Art der Partizipation statisch 
Vergabeverfahren die End-Site wendet sich an ihren lokalen Provider 




Verantwortlichkeiten  Bestimmung von ROUTING MANAGER 
 Kommunikation mit ROUTING MANAGER 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren Wird von CONNECTION-SP eingenommen 
Kandidatenmenge –  
R3 ROUTING  
MANAGER 
Verantwortlichkeiten  Finden einer Route, die die spezifizierten Anforde-
rungen erfüllt 
 Speichern der Informationen über die Route für 




Art der Partizipation dynamisch 
Vergabeverfahren Wird von CONCATENATED SERVICE MANAGER gewählt 




Tabelle 6.4.: Hilfsprozess: Find Route – Rollen
6.2.5. Globales Prozessmodell
Der Suchalgorithmus (siehe Abbildung 6.2) beginnt mit der Wahl des nächsten SCP.
Initial ist es einer der Endpunkte bzw. bei der Delegation der Routing-Aufgabe ist es
der letzte SCP, bis zu dem eine Route gefunden wurde. Die Aktion A1 markiert somit
die "äußere Schleife" der Iteration über alle SCPs. Sollte kein SCP gefunden werden,
wird die Suche erfolglos abgebrochen. Ansonsten wird überprüft, ob die Informatio-
nen über vorhandene Kapazitäten ausgehend vom ausgewählten SCPcur weiter in die
Richtung des End-Punktes vorhanden sind. Das kann z.B. dann der Fall sein, wenn
durch die Schleifen ein und derselbe SCP über unterschiedlichen Wege erreicht wer-
den kann. Da bei Verketteten Diensten i.A. mehr als eine Diensteigenschaft berück-
sichtigt werden soll, wird das Optimalitätsprinzip von Bellmann nicht eingehalten
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A1 DETERMINE NEXT 
SCP 
Input  
Tätigkeiten Bestimmen des SCPcur ausgehend von dem in die Richtung von 




(FROM SCPCUR TO 
SCPEND) 
Input  CONSTRAINTSTOPOLOGY (SCPCUR, SCPDEST) 
 CONSTRAINTSPROPERTIES (QOS, MGMTFCT) 
Tätigkeiten  Abschicken einer Informationsanfrage an den SP, von dem 
der SCPcur betrieben wird 
 Warten auf die Antwort 
Output POSSIBLESECTIONS (INCLUDING PROPERTIES) 
A3 DETERMINE NEXT 
SECTION 
Input POSSIBLESECTIONS 
Tätigkeiten Bestimmen welche Teilstrecke nach dem SCPcur als nächste 
untersucht werden soll 




Input  INTERMEDIATEPROPERTIES (UP TO SCPCUR) 
 SECTIONPROPERTIES 
Tätigkeiten Berechnen eines neuen Pfadgewichts aus den Eigenschaften 
des Weges bis SCPcur und der ausgewählten Teilstrecke  
Output  INTERMEDIATEPROPERTIES (UP TO SCPNEXT) 
A5 SAVE ROUTE IN-
FORMATION 
Input  SECTIONDSM (PRO SECTION IN FOUND ROUTE) 
 SECTIONPROPERTIES (PRO SECTION IN FOUND ROUTE) 
Tätigkeiten Abspeichern der Informationen über die gefundenen Route, 





Input  E2ELINKID 
 SERVICEPARAMS 
Tätigkeiten  Bestimmen des Proxy-SP, an den die Verantwortung für 
den Weg zwischen SCPcur und SCPdest delegiert werden soll 
 Abschicken einer Anfrage an den ausgewählten SP 
 Warten auf die Antwort 





Input  REFERENCEID (PROXY-SERVICE) 
 SEARCHPARAMS (SCPCUR, SCPDEST, INTERMEDIATEPROPERTIES, 
E2E-CONSTRAINTS) 
Tätigkeiten  Abschicken einer Anfrage für die Route-Suche an den  
Proxy-SP 
 Warten auf die Bestätigung 






Input REFERENCEID (PROXY-SERVICE) 
Tätigkeiten  Abschicken der Anfrage über das Abbestellen des Proxy-
Dienstes 
 Warten auf die Antwort 
Output  
Tabelle 6.5.: Hilfsprozess: Find Route – Aktivitäten
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und der neue Weg muss untersucht werden (für eine ausführliche Diskussion zum
Thema siehe Abschnitt 3.3).
Wenn die benötigte Information fehlt, wird sie in A2 direkt bei der zuständigen SP-
Domäne abgefragt (für die Beschreibung dieses Basisprozesses siehe Abschnitt 5.2).
Sollte die direkte Informationsabfrage z.B. aus Policy-Gründen zurückgewiesen wer-
den, wird in A6 (siehe Abschnitt 5.13) und A7 (siehe Abschnitt 5.10) versucht, die
Information über den Rest der Route mit Hilfe der Aufgabendelegation abzufragen.
Sollte auch das nicht gelingen, wird mit der Auswahl des nächsten SCPs in der Aktion
A1 fortgefahren.
Wenn die benötigte Information vorhanden ist oder on-demand abgefragt werden
konnte, wird in der Aktion A3 eine der aus dem SCPcur ausgehende Strecke ausge-
wählt. Diese Aktion markiert die "innere Schleife", die über alle von SCPcur ausge-
henden Teilstrecken durch iteriert, die von der zuständigen SP-Domäne vorgeschla-
gen wurden. Erst wenn alle Teilstrecken erfolglos untersucht wurden, wird mit der
Auswahl des nächsten SCPs in A1 fortgefahren. Ansonsten wird in A4 ein Aggregat-
Wert aus den Eigenschaften des bereits untersuchten Weges und der neuen Teil-
strecke berechnet. Sollte der neue Weg sowohl die E2E-Anforderungen erfüllen als
auch mit der neuen Strecke den End-Punkt erreichen, dann wird in A5 die Informa-
tion über den Routen-Aufbau abgespeichert und der Suchprozess erfolgreich been-
det.
Falls der neue Weg den End-Point noch nicht erreicht, aber die E2E-Anforderungen
weiterhin erfüllt, dann wird weiter mit A1 fortgefahren, um ausgehend von dem
letzten SCP weiter suchen zu können. Falls jedoch bereits bei der Aggregation die
E2E-Anforderungen gebrochen wurden, dann muss in A3 eine alternative Teilstrecke
ausgewählt werden. Zuerst muss aber der Fall berücksichtigt werden, dass die Infor-
mationen über den Rest des Weges durch die Delegation ermittelt wurde. In diesem
Fall wird der entsprechende Dienst in A8 freigegeben (für die Beschreibung dieses
Basisprozesses siehe Abschnitt 5.14).
Der Prozess in Abbildung 6.2 verfeinert Aktivität A4 des REQUEST MGMTFCT Prozesses
(siehe Abschnitt 5.10) und stellt die Lösung des MCP-Problems (siehe Abschnitt 3.3)
dar. Je nach Dienstart kann eine andere Strategie verfolgt werden bzw. es können un-
terschiedliche Suchverfahren parametrisiert angesprochen werden. Dies wird jedoch
nicht weiter beschrieben.
Ein weiterer bereits angesprochener Aspekt hängt damit zusammen, dass in diesem
Kapitel alle Multi-Domain Managementfunktionen als extern betrachtet werden. Bei
der Implementierung des Verfahrens können viele dieser Funktionen i.A. von dem
Service Provider übernommen werden, der auch die Rolle Concatenated Service Pro-
vider einnimmt. In Abbildung 6.3 wird die entsprechende Fallunterscheidung "Is func-
tionality locally available?" zu Illustrationszwecken dargestellt. Auf eine gesonderte Be-
schreibung dieses Prozesses wird an dieser Stelle verzichtet.
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Abbildung 6.2.: Hilfsprozess: Find Route
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Abbildung 6.3.: Wrapper: Find Route
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6.3. Hilfsprozess: Reserve Route
6.3.1. Einführung
2 3 4 51
Das Reservieren der gefundenen Route
wird – ähnlich wie der Hilfsprozess Find
Route (siehe Abschnitt 6.2) – als eine Ma-
nagementfunktion des ROUTING-Dienstes
definiert. Der Prozess stellt somit eine
weitere Verfeinerung der Aktivität A4 in
Abbildung 5.14 dar (für die genaue Beschreibung siehe Abschnitt 5.10).
Da bei der Reservierung der einzelnen Teildienste dei Provider schlechtere Eigen-
schaften zusichern dürfen (siehe entsprechende Diskussionen und Festlegungen in
Abschnitten 3.2 und 5.1), wird u.U. ein Re-Routing benötigt. Um das zu ermöglichen,
werden die Reservierungsanfrage für die Teilstrecken nicht gleichzeitig, sondern se-
quentiell entlang der gefundenen Route versendet.
6.3.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind







R1 ROUTING  
MANAGER 




Art der Partizipation dynamisch 
Vergabeverfahren Wird von CONCATENATED SERVICE MANAGER gewählt 




Tabelle 6.6.: Hilfsprozess: Reserve Route – Rollen
6.3.3. Aktivitäten
Alle für den Hilfsprozess relevanten Aktivitäten sind in Tabelle 6.7 zusammenge-
fasst.
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Input  SECTIONPROPERTIES (PROPERTY-RANGE, PER SECTION) 
 E2ERESTRICTIONS 
Tätigkeiten Ausgehend von den Informationen über die möglichen Wer-
tebereiche Berechnen der Anforderungen an jede Teilstrecke 
entlang der gefundenen Route 
Output  REQUESTEDREQUIREMENTS (PROPERTY-VALUE, PER SECTION) 
A2 CHOOSE NEXT 
SECTION FOR RES-
ERVATION 
Input FOUND ROUTE 





Input REQUESTEDREQUIREMENTS (PROPERTY-VALUE) 
Tätigkeiten  Abschicken einer Reservierungsanfrage an den Teilstre-
ckenprovider 






Input INTERMEDIATEPROPERTIES (UP TO SCPCUR) 
Tätigkeiten  Abschicken der Reservierungsanfrage für den Rest der 
Route an den Proxy-SP 






Input REFERENCEID (PROXY-SERVICE) 
Tätigkeiten  Abschicken der Anfrage für das Abbestellen des Proxy-
Dienstes 
 Warten auf die Antwort 
Output  
A6 FIND ROUTE  
(FOR REMAINING 
PART) 
Input SEARCHPARAMS (SCPCUR, SCPDEST, INTERMEDIATEPROPERTIES, E2E-
CONSTRAINTS) 
Tätigkeiten Finden eines neuen Wegs zwischen SCPcur und SCPdest sodass 






Input REFERENCEID (PER RESERVED SECTION) 
Tätigkeiten  Abschicken der Anfrage für die Beendigung der Teilstre-
ckenreservierung 






Tabelle 6.7.: Hilfsprozess: Reserve Route – Aktivitäten
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6.3.4. Prozessartefakte
Für die Reservierung wird vor allem die REFERENCEID gebraucht, um den Bezug zu
der bereits gefundenen Route herzustellen. Um die Delegation zu unterstützen, muss
weiterhin die Zwischensumme INTERMEDIATE beim Prozessaufruf übergeben werden,
so dass der Proxy-SP in seinem Verantwortungsbereich die Anforderungen an die Teil-
dienste entsprechend berechnen kann. Die Zwischensumme soll entsprechend dem
UML-Diagramm aus Abbildung 4.53 strukturiert werden, wobei keine Wertebereiche,
sondern ausschließlich feste Werte vorkommen dürfen.
Im Erfolgsfall entspricht das Ergebnis des Prozesses den zugesicherten Eigenschaften
für den eigenen Verantwortungsbereich. Wird die Verantwortung für eine Teilstrecke
an einen Proxy-SP delegiert, so werden dessen Zusicherungen dabei auch mitberück-
sichtigt. Die zugesicherten Eigenschaftenwerte sollen nach dem UML-Diagramm aus
der Abbildung 4.52 strukturiert werden.
6.3.5. Globales Prozessmodell
Die "äußere Schleife" des Route-Reservierungsprozesses (siehe Abbildung 6.4) wird
durch die Aktion A1 markiert, in der für alle noch zu reservierenden Teilstrecken
ein Soll-Wert für deren Eigenschaften bestimmt wird. Sollte das unter der Berücksich-
tigung der E2E-Anforderungen möglich sein, wird in A2 die nächste zu reservierende
Strecke ausgewählt. Die Reservierung der ausgewählten Teilstrecke wird entweder in
A3 direkt, oder – falls deren tatsächlicher Aufbau von Proxy-SP verschattet wird – in
A4 indirekt angefordert (die entsprechende Basisprozesse siehe in Abschnitten 5.6 und
5.10).
Nach einer erfolgreichen Reservierung wird zunächst überprüft, ob der Ziel-End-Point
bereits erreicht wurde oder nicht. Sollte das der Fall sein, wird der Reservierungs-
prozess beendet. Falls der End-Point noch nicht erreicht wurde, entscheidet sich das
weitere Vorgehen anhand der zugesicherten Teilstreckeneigenschaften: entsprechen
die zugesicherten Werte den geforderten, dann wird mit der Aktion A2 weitergefah-
ren, ansonsten wird die Aktion A1 als nächste ausgeführt.
Sollte die Reservierung der Teilstrecke fehlschlagen, dann wird in der Aktion A6 auf
die Find Route Hilfsfunktion zurückgegriffen (siehe Abschnitt 6.2). Dabei wird ver-
sucht, ausgehend vom letzten SCP einen neuen Weg zum Ziel-SCP zu finden, der die
E2E-Anforderungen erfüllt. Zuvor soll allerdings – falls vorhanden – der Proxy-Dienst
abbestellt werden, was in der Aktion A5 geschieht (siehe Abschnitt 5.14). Diese Frei-
gabe soll unabhängig davon erfolgen, ob A3 oder A4 fehlschlug, denn die neue Route
kann u.U. einen komplett anderen Verlauf nehmen.
Falls das Re-Routing erfolgreich durchgeführt werden konnte, wird weiter mit A1 fort-
gefahren. Ansonsten werden in A7 alle reservierten Teilstrecken freigegeben (siehe
Abschnitt 5.7) und der Algorithmus wird abgebrochen.
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Abbildung 6.4.: Routing: Reservieren der Teildienste entlang einer Route
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6.4. Hilfsprozess: Order Route
6.4.1. Einführung
1 3 4 52
Die Bestellung der bereits reservierten
Teildienste entlang der Route stellt eine
weitere Verfeinerung der Aktivität A4 in
Abbildung 5.14 dar (für die genaue Be-
schreibung des Basisprozesses siehe Ab-
schnitt 5.10). Da bei der Bestellung der
reservierten Teildienste ihre Provider nicht
schlechtere Eigenschaften als gefordert zusichern dürfen (siehe entsprechende Diskus-
sionen und Festlegungen in Abschnitten 3.2 und 5.1), kann die Reservierungsanfrage
für alle reservierten Teilstrecken einer neuen Dienstinstanz gleichzeitig an die jewei-
lige SPs geschickt werden.
6.4.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind









R1 ROUTING  
MANAGER 
Verantwortlichkeiten Bestellung der zuvor reservierten Route  
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation dynamisch 
Vergabeverfahren Wird von CONCATENATED SERVICE MANAGER gewählt 





Tabelle 6.8.: Hilfsprozess: Order Route – Rollen
6.4.3. Aktivitäten
Alle für den Hilfsprozess relevanten Aktivitäten sind in Tabelle 6.9 zusammenge-
fasst.
339












Input REFERENCEID (PROXY-SERVICE) 
Tätigkeiten  Abschicken an den Proxy-SP der Anfrage für die Bestellung 
aller Teildienste in seinem Verantwortungsbereich 






Input REFERENCEID (PER RESERVED SECTION) 
Tätigkeiten  Abschicken der Bestellanfragen an alle Provider der reser-
vierten Teildienste 






Tabelle 6.9.: Hilfsprozess: Order Route – Aktivitäten
6.4.4. Prozessartefakte
Für das Ordering wird ausschließlich die REFERENCEID benötigt, um den Bezug zu
der bereits reservierten Route herzustellen. Weitere für die Bestellung relevanten In-
formationen sollten von dem Routing Manager SP bereits nach der erfolgreichen Re-
servierung abgespeichert werden.
6.4.5. Globales Prozessmodell
Die Aktionen A1 und A2 werden parallel ausgeführt. Die Aktion A1 wird erst dann
ausgeführt, wenn ein Proxy-SP verwendet wird. In A1 wird an den Proxy-SP eine
Anfrage für die Bestellung aller Teilstrecken in deren Verantwortungsbereich geschickt
(siehe auch Abschnitt 5.10). Die Aktion A2 wird analog erst dann ausgeführt, wenn es
direkt reservierte Teilstrecken gibt. In A2 wird die Bestellungsanfrage (siehe Abschnitt
5.8) gleichzeitig an alle Teilstrecken-Provider geschickt. Das Ergebnis dieses Prozesses
wird dadurch bestimmt, ob alle Teilstrecken erfolgreich bestellt werden konnten oder
nicht.
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Abbildung 6.5.: Routing: Bestellen der Teildienste entlang einer Route
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6.5. Hilfsprozess: Release Route
6.5.1. Einführung
1 3 4 52
Falls beim Hilfsprozess Order Route (sie-
he Abschnitt 6.4) mindestens ein Teildienst
nicht bestellt werden konnte, kann die
Verbindung nicht geschaltet werden. Da
die bestellten Teildienste i.A. nicht auto-
matisch freigegeben werden, müssen al-
le erfolgreich bestellten Teilstrecken ex-
plizit freigegeben werden. Da dies auch dann durchgeführt werden muss, wenn die
Bestellung der Multi-Domain Managementfunktionalität fehlgeschlagen ist (siehe SLM-
Prozess Ordering im Abschnitt 6.1), wird die Freigabe der bestellten Teilstrecken als
ein separater Hilfsprozess aufgefasst. Die Anfrage für die Dienstinstanz-Abbestellung
wird gleichzeitig an alle Teilstreckenerbringer geschickt, um ein unnötiges Blockieren
der Ressourcen möglichst zu vermeiden.
6.5.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind









R1 ROUTING  
MANAGER 
Verantwortlichkeiten Freigabe der zuvor reservierten Route  
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation dynamisch 
Vergabeverfahren Wird von CONCATENATED SERVICE MANAGER gewählt 




Tabelle 6.10.: Hilfsprozess: Release Route – Rollen
6.5.3. Aktivitäten
Alle für den Hilfsprozess relevanten Aktivitäten sind in Tabelle 6.11 zusammenge-
fasst.
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Input REFERENCEID (PER RESERVED SECTION) 
Tätigkeiten  Abschicken der Abbestellungsanfragen an alle Provider, 
bei denen Teilstrecken erfolgreich bestellt wurden 
 Warten auf die Antwort 
  




Input REFERENCEID (PROXY-SERVICE) 
Tätigkeiten  Abschicken an den Proxy-SP der Anfrage für die Abbestel-
lung aller Teildienste in dessen Verantwortungsbereich 





Input REFERENCEID (PROXY-SERVICE) 
Tätigkeiten  Abschicken der Anfrage für das Abbestellen des Proxy-
Dienstes 





Tabelle 6.11.: Hilfsprozess: Release Route – Aktivitäten
6.5.4. Prozessartefakte
Für das Abbestellen der Teilstrecken wird ausschließlich die REFERENCEID benötigt,
um den Bezug zu den Routeninformationen herzustellen. Die REFERENCEIDs der je-
weiligen Teilstrecken sowie die DSM-Kommunikationsschnittstellen der entsprechen-
den SP-Domäne sind ein Teil dieser Informationen.
6.5.5. Globales Prozessmodell
Der Prozess zur Freigabe der bestellten Teilstrecken ist in Abbildung 6.6 dargestellt.
Die Aktionen A1 und A2, in denen die Abbestellung der Teildienste an die jeweiligen
Provider bzw. an den Proxy-SP signalisiert wird, können gleichzeitig ausgeführt wer-
den (für die Beschreibung dieser Basisfunktionen siehe entsprechend die Abschnitte
5.10 und 5.14). Nachdem die Ausführung von A2 abgeschlossen wurde, wird in A3 der
Proxy-Dienst selbst abbestellt. Der Prozess endet, nachdem alle Teilstrecken und die –
u.U. mehrere "verschachtelten" – Proxy-SPs abbestellt wurden.
343
Kapitel 6. Referenzprozesse für SLM bei Verketteten Diensten
Routing Manager
D
e l e g a t i o n  
u s e d ?
D
i r e c t   
R e s e r v a t i o n s  
u s e d ?
A 3  -  R E Q
U









( P r o x y - S P )
A 2  -  R E Q
U




T F C T  
R E L E A S E R O
U
T E              
( t o  P r o x y - S P )
A 1  -  R E Q
U
















Abbildung 6.6.: Freigeben bestellter Teildienste entlang der Route
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6.6. SLM-Prozess: Monitoring, Reporting und Anbindung
an Incident & ProblemManagement
6.6.1. Einführung
1 4 52 3
Im Betrieb gehört die kontinuierliche Über-
wachung der Dienstinstanz-QoS (engl.: Mo-
nitoring ) sowie die Berichterstattung (engl.:
Reporting ) an den Customer in den ver-
einbarten Zeitabständen zu den Aufga-
ben des Service-Level-Managements (ver-
gleiche auch Abschnitte 3.4, 3.5 und 3.6).
Das Ziel der Überwachung besteht nicht nur darin, die Zustandsinformationen für Be-
richte zu sammeln, sondern vor allem darin, die Verletzung der vereinbarten Dienstgü-
te zu erkennen und die Ausführung der Fehlerbehebungsprozesse (nach ITIL-Nomen-
klatur Incident & Problem Management ) anzustoßen. Da diese Aufgaben sehr stark
miteinander verflochten sind, werden sie in diesem Abschnitt in einem gemeinsamen
Prozess definiert.
6.6.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind
in Tabelle 6.12 zusammengefasst.
6.6.3. Aktivitäten
Alle für der Prozess relevanten Aktivitäten sind in Tabelle 6.13 zusammengefasst.
6.6.4. Prozessartefakte
Für die Kommunikation mit der End Site werden hier, ähnlich wie bei Bestellung und
Inbetriebnahme (siehe Abschnitt 6.1) keine festen Vorgaben gemacht. Für die Kopp-
lung automatischer Überwachungssysteme bietet es sich an, sowohl die Monitoring-
Informationen als auch die Berichte entsprechend dem UML-Diagramm in Abbildung
4.50 zu strukturieren. Diese Strukturierungsart soll auf jeden Fall für die Antwort der
Informationsabfrage verwendet werden (siehe A1 in Abbildung 6.7 oder auch die De-
finition des entsprechenden Basisprozesses im Abschnitt 5.10). Dasselbe gilt auch für
die Benachrichtigung des Incident & Problem Managers.
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R1 END SITE Verantwortlichkeiten  Repräsentant auf Kundenseite 
 Hier: Nimmt die Überwachungsinformationen und 
Berichte entgegen 
Fokus –  
Kardinalität 1 
Art der Partizipation statisch 




Verantwortlichkeiten  Lokaler Provider der END SITE 




Art der Partizipation statisch 
Vergabeverfahren die End-Site wendet sich an ihren lokalen Provider 




Verantwortlichkeiten Stellt der End Site die Monitoring-Informationen und 
Überwachungsberichte zur Verfügung 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren Wird von CONNECTION-SP eingenommen 




Verantwortlichkeiten  Abholen der Monitoring-Informationen 
 Update der Überwachungsberichte 




Art der Partizipation statisch 
Vergabeverfahren Wird von CONNECTION-SP eingenommen 
Kandidatenmenge –  
R5 INCIDENT & 
PROBLEM MA-
NAGER 
Verantwortlichkeiten Behandlung der aufgetretenen Probleme 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren – 




Tabelle 6.12.: SLM-Processes Monitoring und Reporting – Rollen
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Tätigkeiten  Schicken einer Anfrage an den MONITORING MANAGER, um 
die Monitoring-Informationen abzuholen 
 Warten auf die Antwort 
Output MONITORINGSTATE 
A2 PROVIDE MONI-
TORING DATA TO 
CUSTOMER 
Input MONITORINGSTATE 
Tätigkeiten  Vorbereiten der Monitoring-Informationen entsprechend 
der END SITE Anforderungen  






Input  E2ELINKID 
 MONITORINGSTATE 
Tätigkeiten Benachrichtigen des für die Dienstinstanz zuständigen 
INCIDENT&PROBLEM MANAGERS über die Verletzung eines 
Thresholds, sodass der Fehlerbehebungsprozess gestartet 
werden kann 
Output  
A4 UPDATE REPORT 
INFORMATION 
Input  E2ELINKID  
 REPORTINFORMETION 
 MONITORINGSTATE 
Tätigkeiten Update des Reports mit den Monitoring-Informationen  
Output REPORTINFORMATION 
A5 PROVIDE REPORT 
TO CUSTOMER 
Input  E2ELINKID 
 REPORTINFORMATION 





Tabelle 6.13.: Monitoring und Reporting – Aktivitäten
6.6.5. Globales Prozessmodell
Der Prozess (siehe Abbildung 6.7) wird von einem regelmäßigen Timer-Event ange-
stoßen. In der Aktion A1 wird eine Informationsanfrage an die für das Monitoring
verantwortliche Rolle geschickt (für die Beschreibung der entsprechenden Basisfunk-
tion siehe Abschnitt 5.10). Nach dem Erhalt der Antwort unterteilt sich die Prozessaus-
führung in zwei Flows, die parallel vom Concatenated Service Provider und vom
Concatenated Service Manager ausgeführt werden. Falls die End Site die Monitoring-
Informationen erhalten darf, werden sie in A2 zunächst entsprechend der Vereinba-
rung aufbereitet und dann der End Site zur Verfügung gestellt. Parallel dazu wird
vom Concatenated Service Manager überprüft, ob der aktuelle Dienstinstanz-Zustand
einen der vereinbarten Grenzwerte (engl.: Threshold ) nicht einhalten konnte. Sollte
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das der Fall sein, wird in A3 eine entsprechende Benachrichtigung an den Incident &
Problem Manager geschickt. Der Bericht in A4 aktualisiert. Der Bericht selbst wird der
End Site in A5 zur Verfügung gestellt; diese Aktivität wird von einem separaten Ti-
mer angestoßen, der für die Einhaltung der vereinbarten Berichtintervalle zuständig
ist.
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6.7. Hilfsprozess: Monitor Concatenated Service
6.7.1. Einführung
1 4 52 3
Der SLM-Prozess für die Dienstinstanz-
überwachung (siehe Abschnitt 6.6) stützt
sich auf die Informationen, die ihm von
dem Monitoring-Verantwortlichen zur Ver-
fügung gestellt werden. Das Monitoring
ist ein kontinuierliches Prozess und ist
i.A. vom Aktualisierungsintervall dieser
Informationen unabhängig. Die Aktualität der Zustandsinformationen einzelner Teil-
dienste kann sowohl durch ein aktives Polling seitens des Monitoring Manager als
auch durch ein Push-Modell seitens des Partial Service Providers garantiert wer-
den.
6.7.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind
in Tabelle 6.14 zusammengefasst.
6.7.3. Aktivitäten
Alle für den Hilfsprozess relevanten Aktivitäten sind in Tabelle 6.15 zusammenge-
fasst.
6.7.4. Prozessartefakte
Die Informationsabfrage sowie die Zugehörigkeit der Monitoring-Informationen zu
einer Dienstinstanz werden anhand der E2ELINKID sichergestellt. Die Zustandsinfor-
mationen sind entsprechend dem UML-Diagramm aus der Abbildung 4.54 zu struktu-
rieren.
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Verantwortlichkeiten  Koordiniert das Abholen der Informationen aus 
allen in Teildienst-Monitoring involvierten SP-
Domänen 
 Korreliert Informationen mehrerer SP-Domänen 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation dynamisch 
Vergabeverfahren Wird vom CONCATENATED SERVICE MANAGER während der 
Ordering-Prozesses gewählt 





Verantwortlichkeiten  Überwachen eigener Teilstrecken 
 Warten auf Anfrage bzgl. Überwachungsdaten  
 Weitergabe der Monitoring-Informationen an den 
MONITORING MANAGER  
Fokus MonitoredLink 
Kardinalität n 
Art der Partizipation dynamisch 
Vergabeverfahren Wird von ROUTING MANAGER während des Routings be-
stimmt 





Verantwortlichkeiten  Überwachen der eigenen Teilstrecken 




Art der Partizipation dynamisch 
Vergabeverfahren Wird vom ROUTING MANAGER während des Routings 
bestimmt 




Tabelle 6.14.: Hilfsprozess: Monitoring – Rollen
6.7.5. Globales Prozessmodell
Der Monitoring-Prozess bei automatisch geschalteten Diensten soll zeitnah mit der
Bestellung einer neuen Dienstinstanz (siehe Aktivität A13 in Abbildung 6.1) starten.
Bei manuell geschalteten Diensten können Abweichungen von dieser Regel auftreten,
in Abhängigkeit davon, ob die Teilstrecken der noch nicht in Betrieb genommenen
Dienstinstanz überwacht werden sollen (z.B. zum Zwecke der Statusverfolgung) oder
erst nachdem alle Teilstrecken in Betrieb genommen und zusammen geschaltet wur-
den.
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A1 START POLLING 
TIMER 
Input  
Tätigkeiten  Bestimmen der Häufigkeit, mit der die Monitoring-
Informationen von den einzelnen SP-Domänen abgefragt 
werden sollen 






Tätigkeiten  Abfragen des Monitoring-Zustands aller Verbindungs-
dienste, die von der SP-Domäne als Teil der Dienstinstanz 
mit E2ELINKID erbracht werden 





Tätigkeiten  Abholen der Monitoring-Daten für die in Eigenregie er-
brachten Teildienste eines E2E Links 
 Aufbereiten der Daten, sodass nur die bei Dienstbestel-
lung Informationen vorkommen 
Output PARTIALSERVICESTATE 
A4 WAIT FOR AN-
SWER 
Input  
Tätigkeiten  Warten auf die Antwort des PARTIAL SERVICE PROVIDERs 





Input  E2EINSTANCESTATE 
 PARTIALSERVICESTATE 
Tätigkeiten Aktualisieren des E2E-Instanzzustands, basierend auf dem 
Zustand deren Teildienste 
Input E2EINSTANCESTATE 
A6 WAIT FOR NOTIFI-
CATION 
Input  
Tätigkeiten  Warten auf automatische Benachrichtigungen von den 
PARTIAL SERVICE PROVIDER, die das Push-Modell unterstützen 





Tabelle 6.15.: Hilfsprozess: Monitor Concatenated Service – Aktivitäten
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In Abhängigkeit davon, ob Teildienste involviert sind, deren Monitoring-Zustand durch
Polling abgefragt wird, wird in der Aktivität A1 der entsprechende Timer gestartet.
Analog dazu, falls die Provider mancher Teildienste das Push-Modell unterstützen,
wird die Schleife aus den Aktivitäten A6 und A5 gestartet, die erst mit der Abbestel-
lung des Monitoring-Dienstes beendet wird.
Das aktive Polling wird von dem in A1 gestarteten Timer angestoßen und in der Akti-
vität A2 ausgeführt, die gleichzeitig mehrere Partial Service Provider kontaktiert und
auf ihre Antworte wartet (für die Beschreibung des Basisprozesses siehe Abschnitt
5.10). Die Monitoring-Informationen werden vom Partial Service Provider in A3 vor-
bereitet und zurück an A4 geschickt. Das Warten auf eine Antwort in A4 kann mit einer
zeitlichen Begrenzung gestaltet werden, so dass sowohl eine gültige Antwort als auch
der Abbruch wegen Zeitüberschreitung bei der Berechnung des Gesamtzustandes in
A5 berücksichtigt werden können.
Bei den Partial Service Provider, die ein Pushing der Monitoring-Informationen unter-
stützen, ist das Verhalten nur geringfügig abweichend. Das Abfragen der Dienstgüte
eigener Teilstrecke(n) kann entweder Timer- oder Ereignis-gesteuert gestaltet werden.
Nachdem die Monitoring-Informationen in A3 vorbereitet wurden, können sie via NO-
TIFY INSTANCESTATE (siehe Abschnitt 5.11) an den Monitoring Manager geschickt
werden. Zudem kann der Partial Service Provider auch in Eigenregie die Einhaltung
der Grenzwerte überprüfen und, falls deren Verletzung stattgefunden hat, ein NOTIFY
EVENT (siehe Abschnitt 5.12) an den Monitoring Manager schicken. Das Warten auf
eine Benachrichtigung in A6 kann zeitlich begrenzt gestaltet werden, so dass auch das
Fehlen der Benachrichtigung in A5 bei der Berechnung des Gesamtzustandes berück-
sichtigt werden kann.
Insbesondere bei der Unterstützung verschiedener Überwachungsarten durch ver-
schiedene Teilstrecken müssen beiden Arten der Informationsabfragen gleichzeitig
ausgeführt werden. Eine Kombination aus Push- und Pull-Verfahren für dieselben
Teilstrecken ist auch denkbar.
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Für eine Änderung im Betrieb kann es
unterschiedlichen Gründe geben. In die-
sem Abschnitt wird die Situation beschrie-
ben, wenn der Customer einer Dienst-
instanz die E2E-Anforderungen ändern
möchte.
Alternativ dazu kann die Anfrage für eine Änderung auch intern auftreten. So kann
z.B. der Concatenated Service Manager basierend auf der Überwachung der Dienstin-
stanz feststellen, dass eine der Teilstrecken die erforderlichen Grenzwerte nicht ein-
hält. Um das bei der E2E-Instanz auszugleichen, können die Soll-Werte bei einer Reihe
anderen Teilstrecken verschärft werden. Der entsprechende Prozess wird wegen seiner
Ähnlichkeit zu dem hier vorgestellten Prozess nicht explizit beschrieben.
6.8.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind
in Tabelle 6.16 zusammengefasst.
6.8.3. Aktivitäten
Alle für den Prozess relevanten Aktivitäten sind in Tabelle 6.17 zusammengefasst.
6.8.4. Prozessartefakte
Bei der Anfrage nach einer Änderung der Soll-Eigenschaften sind die E2ELINKID
der Dienstinstanz sowie die erwünschten neuen Eigenschaften erforderlich. Nach der
erfolgreichen Prozessdurchführung werden die aktuell zugesicherten Eigenschaften
zurück an die End Site geschickt. Die Dienstinstanzeigenschaften werden, ähnlich wie
bei den Dienstreservierungsanfragen (siehe Abschnitt 5.6), entsprechend dem UML-
Diagramm aus der Abbildung 4.51 strukturiert.
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R1 END SITE Verantwortlichkeiten  Repräsentant auf Kundenseite 
 Hier: Beantragen der Änderung der Eigenschaften 
einer bereits bestellten E2E Dienstinstanz 
Fokus –  
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren –  
Kandidatenmenge potentielle Kunden, die an den CONNECTION-SP ange-
schlossen sind  
R2 CONNECTION-
SP 
Verantwortlichkeiten  Lokaler Provider der END SITE 
 Hier: Anschluss der END SITE und Anbieten unter-




Art der Partizipation statisch 
Vergabeverfahren die End-Site wendet sich an ihren lokalen Provider 




Verantwortlichkeiten  Entgegennehmen der Anfrage und der Spezifikati-
onen neuer Anforderungen 
 Benachrichtigung über das Ergebnis der Anfrage 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren Wird vom CONNECTION-SP eingenommen 




Verantwortlichkeiten  Abbilden der neuen Eigenschaften auf die Teil-
dienste der relevanten Dienstinstanz 
 Weiterleiten der neuen Anforderungen an die 
beteiligten SP-Domänen 
 Korrelation der Ergebnisse dieser Anfragen 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren Wird von CONNECTION-SP eingenommen 














A1 REQUEST CHANGE 
OF E2E INSTANCE 
PROPERTIES 
Input  
Tätigkeiten  Festlegen neuer E2E-Anforderungen an die Dienstinstanz 
 Schicken der entsprechenden Anfrage an den 
CONCATENATED SERVICE PROVIDER 
Output  E2ELINKID 
 NEWPROPERTIES (E2E-INSTANCE) 
A2 WAIT FOR CON-
FIRMATION 
Input CONFIRMEDPROPERTIES 
Tätigkeiten Warten auf die Bestätigung der Anpassung 
Output  
A3 CHECK  CUSTOMER 
CREDENTIALS 
Input  
Tätigkeiten  Überprüfen, ob die END SITE die Änderung der vereinbar-
ten Dienstinstanzeigenschaften beantragen darf 
 Treffen einer Entscheidung 
Output  
A4 CALCULATE NEW 
PROPERTIES FOR 
SERVICEPARTS 
Input  NEWPROPERTIES 
 ROUTEINFORMATION 
Tätigkeiten  Berechnen der neuen erforderlichen Eigenschaften für 
alle Teildienste der E2E Verbindung mit E2ELINKID 




Input  REFERENCEID (PRO INVOLVED SERVICE-PART) 
 DOMAINDSM (PRO INVOLVED SERVICE-PART) 
 NEWPROPERTIES (PRO INVOLVED SERVICE-PART) 
Tätigkeiten  Schicken Anfragen an die involvierten Provider der einzel-
nen Teildienste 





Input NEWPROPERTIES (PRO INVOLVED SERVICE-PART) 
Tätigkeiten Berechne Zusicherungswert für die E2E-Instanz 
Output COMMITTEDPROPERTIES (aggregiert für alle PARTS) 
A7 NOTE CHANGES Input  





Tabelle 6.17.: Change – Aktivitäten
6.8.5. Globales Prozessmodell
Der Prozess (siehe Abbildung 6.9) startet, indem der Kunde in der Aktion A1 dem
Concatenated Service Provider die Anfrage für die Änderung schickt und die neuen
erwünschten Dienstinstanzeigenschaften mitteilt. Danach wartet der Kunde in A1 auf
das Ergebnis seiner Anfrage.
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Die Aufgabe des Concatenated Service Providers beschränkt sich zunächst auf die in
A3 durchgeführte Überprüfung, ob die Anfrage zugelassen oder zurückgewiesen wer-
den soll. Falls die Anfrage zugelassen wird, wird die Kontrolle über die Prozessaus-
führung an den Concatenated Service Manager übergeben. Der berechnet zunächst
in A4, wie die veränderten Dienstgüteeigenschaften sich auf alle beteiligten Teildien-
ste verteilen sollen. Die Anfragen für die beschlossenen Veränderungen werden dann
im nächsten Schritt in A5 an die entsprechenden Partial Service Provider geschickt
(für den Basisprozess siehe Abschnitt 5.9). Nachdem die Antworten von allen Partial
Service Provider gekommen sind, können in A6 die für die E2E-Dienstinstanz bestä-
tigten Dienstgüteeigenschaften berechnet werden. Danach wird die Kontrolle zurück
an den Concatenated Service Provider zurückgegeben. Dieser überprüft, ob diebestä-
tigten Eigenschaften die Anfrage erfüllen oder nicht und schickt anschließend eine
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In diesem Abschnitt wird das Abbestel-
len einer Dienstinstanz des Verketteten
Dienstes beschrieben, das vom Endkun-
den initiiert wird. Diese stützt sich auf
den im Abschnitt 5.14 beschriebenen Ba-
sisprozess zum Abbestellen einzelner Teil-
dienste einer Dienstinstanz.
6.9.2. Rollen
Die für den Ordering-Prozess relevanten Rollen sowie deren Verantwortlichkeiten sind
in Tabelle 6.18 zusammengefasst.
6.9.3. Aktivitäten
Alle für den Prozess relevanten Aktivitäten sind in Tabelle 6.19 zusammengefasst.
6.9.4. Prozessartefakte
Bei der Anfrage muss von der End Site ausschließlich die E2ELINKID angegeben wer-
den. Es ist kein Datenaustausch in die Rückrichtung erforderlich, kann aber – in Ab-
hängigkeit vom Dienst – auch mit Informationen wie z.B. einem Bericht für die ganze
Periode oder auch abschließenden Abrechnungsdaten versehen werden.
6.9.5. Globales Prozessmodell
Der Prozess (siehe Abbildung 6.10) wird vom Customer initiiert, indem er in der Akti-
on A1 eine Anfrage über das Abbestellen der Dienstinstanz mit E2ELINKID beantragt.
Der Customer wartet danach in A2 auf eine Bestätigung seitens des Concatenated Ser-
vice Providers.
Der Concatenated Service Provider untersucht zunächst in A3, ob die End Site diese
Anfrage für die spezifizierte Dienstinstanz stellen darf oder nicht. Wenn das der Fall
ist, notiert der Concatenated Service Provider in A4 die Zeit der Instanz-Abbestellung










R1 END SITE Verantwortlichkeiten  Repräsentant auf Kundenseite 
 Hier: Beantragen der Abbestellung einer E2E 
Dienstinstanz 
Fokus –  
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren –  
Kandidatenmenge potentielle Kunden, die an den CONNECTION-SP ange-
schlossen sind  
R2 CONNECTION-
SP 
Verantwortlichkeiten  Lokaler Provider der END SITE 
 Hier: Anschluss der END SITE und Anbieten unter-




Art der Partizipation statisch 
Vergabeverfahren die End-Site wendet sich an ihren lokalen Provider 




Verantwortlichkeiten  Entgegennehmen der Anfrage 
 Bestätigung der Abbestellung der Dienstinstanz 
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren Wird vom CONNECTION-SP eingenommen 




Verantwortlichkeiten Weiterleiten der Abbestellungsanfrage an alle invol-
vierten SP-Domänen  
Fokus ConcatenatedService 
Kardinalität 1 
Art der Partizipation statisch 
Vergabeverfahren Wird von CONNECTION-SP eingenommen 




Tabelle 6.18.: SLM-Processes Decomissioning – Rollen
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Tätigkeiten Schicken einer Anfrage für das Abbestellen einer Dienstinstanz 
an CONNECTION-SP 
Output E2ELINKID 
A2 WAIT FOR CON-
FIRMATION 
Input  
Tätigkeiten Warten auf die Bestätigung 
Output  
A3 CHECK  CUSTOMER 
CREDENTIALS 
Input  
Tätigkeiten  Überprüfen, ob die END SITE die spezifizierte Dienstinstanz 
abbestellen darf 
 Treffen Entscheidung 
Output  
A4 NOTE INSTANCE 
ENDTIME 
Input  
Tätigkeiten Update der Instanz-Verwaltungsinformationen (z.B. für 
Accounting) 
Output  
A5 RELEASE ROUTE Input REFERENCEID (PRO SECTION) 
Tätigkeiten  Abschicken einer Anfrage für Dienstauflösung an alle be-
teiligten Provider der Teildienste 





Input REFERENCEID (PRO MDMGMTFCT) 
Tätigkeiten  Abschicken einer Anfrage für Dienstauflösung an alle be-
teiligten Provider der Multi-Domain Managementdienste 
 Warten auf die Antwort 
Output  





Tätigkeiten Freigeben aller Ressourcen, die für die Verwaltung des an die 
SPS PROVIDING SERVICE ausgerichteten Managements der abbe-
stellten Dienstinstanz verwendet wurden 
Output  





Tätigkeiten Freigeben aller Ressourcen, die für die Verwaltung des an END 
SITE ausgerichteten Managements der abbestellten Dienstin-




Tabelle 6.19.: Decomissioning – Aktivitäten
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6.9. SLM-Prozess: Decomissioning
Parallel zu A4 wird die Kontrolle auch an den Concatenated Service Manager über-
geben, der für die Abbestellung einzelner Teildienste der spezifizierten Dienstinstanz
zuständig ist. Das geschieht in parallel ausgeführten Aktivitäten A5 und A6, in denen
entsprechend die Teilstrecken und die Multi-Domain Managementfunktionalität abbe-
stellt werden (für die entsprechenden Hilfs- bzw. Basisprozesse siehe Abschnitte 6.5
bzw. 5.14). Erst nachdem alle in der Dienstinstanz involvierten Teildienste anderer
Provider abbestellt wurden, können in A7 die für die Verwaltung der Dienstinstanz-
Teildienste verwendeten Ressourcen freigegeben werden. Anschließend können in A8
auch die Ressourcen freigegeben werden, die für die kundenbezogene Verwaltung
verwendet wurden.
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Kapitel 6. Referenzprozesse für SLM bei Verketteten Diensten
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Konkretisierung und Evaluation am Beispiel
Die in den Kapiteln 4 bis 6 entwickelte Lösung umfasst viele, oft aufeinander aufbauen-
de Lösungsteile. Da das Zusammenspiel dieser Teile an manchen Stellen nicht ganz tri-
vial ist, wird in diesem Kapitel verdeutlicht, wie die entwickelten Konzepte umgesetzt
und als Teile einer Gesamtlösung eingesetzt werden können. Zur Veranschaulichung
wird ein Beispiel verwendet, an dem die Prozessdurchführung durchgespielt und die
kritischsten Aspekte verdeutlicht werden können. Insbesondere wird darauf geachtet,
wie die "Verschachtelung" einzelner Prozesse zu interpretieren ist.
Für die Kommunikation zwischen den SP-Domänen werden Web Services gewählt,
die sich in den letzten Jahren als sehr effektiv bei der Kopplung lose angebundener
Dienste bewährt haben, was auch bei der entwickelten Lösung der Fall ist. Die XML-
Nachrichten, die bei der Prozessausführung zwischen SPs ausgetauscht werden müs-
sen, werden von den zuvor definierten UML-Diagrammen abgeleitet. Bei der Beschrei-
bung der jeweiligen XML-Nachrichten wird insbesondere die Umsetzung der kritischen
Aspekte betont. Dazu gehören u.a. die Bestimmung der Management-Funktionalität
und die Kopplung einzelner Teildienste bereits bei der Durchführung des Routingpro-
zesses.
Das Kapitel ist wie folgt strukturiert: Im Abschnitt 7.1 wird kurz die Multi-Domain
Umgebung skizziert, in der das Beispiel durchgespielt wird. Im Abschnitt 7.2 wird
die Umsetzung der entwickelten Lösung anhand des Bestellprozesses sowie aller da-
bei benötigten Hilfs- und Basisprozesse illustriert. Da die Umsetzung aller anderen
SLM-Prozesse und der Kommunikationsartefakte auf denselben Prinzipien beruht,
wird hier auf deren explizite Beschreibung verzichtet. Besonders ausführlich wird
dabei der Routing-Prozess beschrieben, da er den Kern der entwickelten Lösung dar-
stellt. Die am Beispiel erkennbaren charakteristischen Eigenschaften der entwickel-
ten Lösung werden anschließend im Abschnitt 7.3 kurz zusammengefasst und bewer-
tet.
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Kapitel 7. Konkretisierung und Evaluation am Beispiel
7.1. Ausgangssituation
Für die Illustration der Vorgänge wird das im Kapitel 4 bereits verwendetes Multi-
Domain Szenario wiederverwendet und entsprechend erweitert. In Abbildung 7.1 ist
eine Reihe von Service Provider dargestellt, die unterschiedliche Dienste anbieten. So
können die Provider SP1 bis SP5 Verbindungsdienste erbringen, die Provider SPR und
SPM sind ausschließlich auf die Multi-Domain Managementdienste Routing bzw. Mo-
nitoring und Reporting spezialisiert, die Domänen SP4 und SP5 können zusätzlich zu
den Verbindungsdiensten auch Multi-Domain Managementdienste Routing und Moni-
toring erbringen. Die in der Abbildung dargestellten Verbindungsmöglichkeiten und










SCPID (X – Domain-ID, Y –Local-ID)






















Für die bessere Referenzierbarkeit werden alle SCPs mit einer numerischen "X,Y"-
ID beschriftet, die sich aus der SP-Kennnummer und internen laufenden Nummern
zusammensetzt. Die einzelnen Teilstrecken werden im Laufe des Beispiels stets durch
die IDs verbundener SCPs identifiziert. Diese Identifizierungsart wurde für die bessere
Lesbarkeit des Beispiels gewählt.
In Abbildung sind ausschließlich die Verbindungsmöglichkeiten dargestellt, die die
E2E-Kundenanforderungen auf die neue Dienstinstanz erfüllen und daher vom Suchal-
gorithmus u.U. abgefragt und betrachtet werden müssen. Um das Beispiel möglichst
einfach zu halten, wird in allen Fällen immer von einem einzigen Component Link
in dem entsprechenden Compound Link ausgegangen (die Beschreibungsart der Teil-
strecken ist im Abschnitt 4.1 festgelegt). Einzige Ausnahme ist die Verbindung zwi-
schen SCP2,1 und SCP2,2, um den Umgang mit mehreren Component Links zu illu-
strieren.
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7.2. Bestellung und Inbetriebnahme am Beispiel
3 4 521
Der Prozess für die Bestellung und die
Inbetriebnahme einer neuen Instanz des
Verketteten Dienstes wurde im Abschnitt
6.1 definiert. Am Anfang des Prozesses
formuliert der Kunde seine E2E-Anforde-
rungen an die neue Dienstinstanz und
teilt diese seinem Anschluss-SP mit.
Im Beispiel wird davon ausgegangen, dass der Kunde eine Dienstinstanz zwischen
SCP1,3 und SCP3,2 bestellt, die die in Tabelle 7.1 zusammengefassten E2E-Anforderun-
gen erfüllen soll. Um das Beispiel möglichst allgemein zu gestalten, umfassen diese An-
forderungen mehrere Eigenschaften, die sich sowohl auf die QoS-Anforderungen der
Verbindung (Bandbreite und Delay) als auch auf die erforderliche Single- bzw. Multi-
Domain Managementfunktionalität (Wartung und Monitoring) erstrecken. 
Eigenschaft Wert 
Bandbreite min 1 Gbps 
Delay max 20 ms 
Maintenance Window 06:00-10:00 MET 
Max. Maintenance Duration max 1 hr 
E2E-Monitoring required 
 
Kundenanforderungen an die Dienstinstanz zwischen SCP$_{1,3}$ und SCP$_{3,2}$ 
 
Tabelle 7.1.: E2E-Kundenanforderungen an neue Dienstinstanz
Ausgehend von den Anforderungen wird für die Dienstinstanz die Multi-Domain
Managementfunktionalität Monitoring benötigt. Da SP1 diese Multi-Domain Manage-
mentfunktionalität nicht in der Eigenregie erbringen kann, wird die in Abbildung 7.2
dargestellte Reservierungsanfrage an die SP-Domäne SPM geschickt (siehe auch die
Beschreibung der Aktion A7 im Abschnitt 6.1 und die Definition des Basisprozesses im
Abschnitt 5.6). Die Reservierungsanfrage des Monitoring-Dienstes ist relativ einfach,
da zu diesem Zeitpunkt noch keine Informationen über die zu überwachende Route
vorhanden sind. In der Anfrage müssen lediglich der erwünschte Dienst (Monitoring)
sowie die zu überwachenden Eigenschaften spezifiziert werden. Weiterhin wird auch
die ID der neuen Dienstinstanz angegeben, um später im Betrieb die Zusammengehö-
rigkeit einzelner Teildienst-Informationen zu derselben Dienstinstanz bestimmen zu
können.
Eine Bestätigung dieser Anfrage ist in Abbildung 7.3 dargestellt. Für die spätere
Kommunikation beinhaltet die Antwort die Kommunikationsadresse, sowie die REFE-
RENCEID, um den Monitoring-Dienst für die E2E-Dienstinstanz referenzieren zu kön-
nen. Da es sich um die Reservierung handelt, wird auch die Reservierungsdauer fest-
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3   
4   <E2ELinkID>
5    URI:http://namespaceSP1.com/E2ELinkID/SCP13-SCP32-12/
6   </E2ELinkID>
7   <ConcatenatedServiceProvider>...
15
16   <MDSERVICE>
17    <MONITORING>
18     <OperationalState>
19      <Bandwidth/>
20      <Delay/>
21     </OperationalState>
22     <AdministrativeState>
23      <Maintenance/>
24     </AdministrativeState>
25    </MONITORING>
26   </MDSERVICE>




31Abbildung 7.2.: Reservierungsanfrage für den Monitoring-Dienst
gelegt, nach der die Ressourcen freigegeben und die angegebenen REFERENCEID sowie
die Kommunikationsadresse nicht mehr gültig sein werden.
Da SP1 auch das Routing nicht selber durchführen kann, wird diese Management-
funktionalität bei einem externen Service Provider – diesmal bei SPR – bestellt. Die
Anfrage entspricht der Aktivität A6 in Abbildung 6.1 (der entsprechende Basisprozess
ist im Abschnitt 5.13 definiert). Die Anfrage für den Routing-Dienst ist wesentlich
komplexer und ist deswegen separat in Abbildung 7.4 dargestellt. Wegen der Größe
der Nachricht werden einige ihrer Abschnitte ausgeblendet, um einen Gesamtüber-
blick über die Nachrichteninhalte zu geben. Die zusammengefassten Teile der Nach-
richt werden in Abbildung 7.5 wieder expandiert, damit auch die Details sichtbar
werden.
Die Komplexität der Nachricht wird dadurch verursacht, dass bei der Bestellung des
Routing-Dienstes eine Reihe von Parametern übergeben wird, die während aller Ope-
rationen gültig bleiben. Das ist eine Optimierungsmaßnahme, die zur Reduktion des
Kommunikationsverkehrs sowie zur besseren Nachrichtenbearbeitungszeit beiträgt.
Von allen übergebenen Parametern ist die Kommunikationsadresse für den Monitoring-
Dienst besonders interessant. Diese wird verwendet, um bereits bei der Pfadsuche die
Verknüpfung zwischen der Managementfunktionalität einzelner Teildienste herzustel-
len.
Die Antwort des Routing-Providers SPR unterscheidet sich nur unwesentlich von der
Antwort auf die Reservierungsanfrage des Monitoring-Dienstes. Da dabei die Dienstin-
stanz-spezifische REFERENCEID sowie die Kommunikationsschnittstelle mitgeteilt wer-
den, wird diese Antwort in Abbildung 7.6 explizit dargestellt. Um die Unabhängigkeit
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3   
4   <ReferenceID>
5    URI:http://namespaceSPm.com/ReferenceID/Mon/id239/
6   </ReferenceID>
7   
8   <CommunicationDSM>
9    http://dsm.domainSPm.com/mon/Mon_239/
10   </CommunicationDSM>
11
12   <ReservationTime>
13    <SingleValue>
14     <Value>1</Value>
15     <Metric>hr</Metric>
16    </SingleValue>
17   </ReservationTime>




22Abbildung 7.3.: Bestätigung der Reservierungsanfrage für den Monitoring-Dienst
der Service Provider zu betonen, werden sowohl die REFERENCEID als auch Kommu-
nikationsadresse in einer leicht abweichenden Form dargestellt. Da es sich diesmal
auch um die Bestellung eines Dienstes handelt, fällt bei der Antwort die Angabe der
Reservierungszeit weg.
Nach der Reservierung bzw. Bestellung der notwendigen Multi-Domain Dienste schickt
SP1, der die Rolle des Concatenated Service Managers wahrnimmt, die "Find Route"-
Anfrage an SPR (siehe Aktion A8 in Abbildung 6.1). Die XML-Repräsentation dieser
Anfrage ist in Abbildung 7.7 dargestellt. Diese Anfrage wird an die zuvor mitgeteilte
Kommunikationsadresse geschickt. Um den Bezug zu dem zuvor bestellten Dienst her-
zustellen, wird die in der Antwort mitgeteilte REFERENCEID verwendet. Da alle erfor-
derlichen "Eckdaten" bereits bei der Dienstbestellung mitgeteilt wurden, ist ausschließ-
lich die Angabe der notwendigen Operation erforderlich.
Ab da geht die Kontrolle zu SPR über und es wird der im Abschnitt 6.2 beschrie-
bene Hilfsprozess ausgeführt. Für das Routing werden Informationen über die der-
zeit vorhandenen Kapazitäten und bevorzugte Suchrichtungen benötigt. Deswegen
wird zunächst eine entsprechende Anfrage an SP1 geschickt, genauer gesagt an die
in Zeile 25 in Abbildung 7.4 spezifizierte Kommunikationsadresse. Dieses Verhalten
ist notwendig, da SPR noch keine Informationen über die in SP1 vorhandenen Ka-
pazitäten besitzt. Technisch ist es zwar möglich, diese Information bereits bei der
Anfrage des Routing-Dienstes zu übergeben, von dieser Möglichkeit wird hier aber
Abstand genommen, um eine abweichende Logik für die Anfangsdomäne zu vermei-
den.
Die Informationsabfrage ist im Wesentlichen mit der Anfrage für den Routing-Dienst
identisch, wird aber vollständigkeitshalber explizit in Abbildung 7.8 dargestellt: die
372





4   <E2ELinkID>
5    URI:http://namespaceSP1.com/E2ELinkID/SCP13-SCP32-12/
6   </E2ELinkID>
7   <ConcatenatedServiceProvider>
8    <Domain_ID>
9     URI://http://ConcatenatedServiceNamespace.com/Domains/SP1/
10    </Domain_ID>
11    <CommunicationDSM>
12     http://dsm.domainSP1.com/E2ELinkDSM/SCP13-SCP32-12/
13    </CommunicationDSM>
14   </ConcatenatedServiceProvider>
15
16   <MDSERVICE>
17    <ROUTING>
18
19     <ConstraintTopology>
20      <FromSCP>
21       <SCP_ID>
22        URI:http://namespaceSP1.com/SCP_ID/SCP_1_3/
23       </SCP_ID>
24       <CommunicationDSM>
25        http://dsm.domainSP1.com/SCP_1_3/
26       </CommunicationDSM>
27      </FromSCP>
28      <DestSCP>
29       <SCP_ID>
30        URI:http://namespaceSP3.com/SCP_ID/SCP_3_2/
31       </SCP_ID>
32      </DestSCP>
33     </ConstraintTopology>
34
35     <ConstraintProperties>
36      <Service_ID>CONNECTION</Service_ID>
37      <Uncertainity>FALSE</Uncertainity>
38
39      <TimePeriod>...
43
44      <QuantitativeQoS>...
53
54      <QuantitativeQoS>...
63
64      <ManagementFunctionality>...
92
93      <ManagementFunctionality>...
104
105     </ConstraintProperties>
106
107     <DelegationTypeID>TransparentProxy</DelegationTypeID>
108
109     <MDServices>
110      <MONITORING>
111       <CommunicationDSM>
112        http://dsm.domainSPm.com/mon/Mon_239/
113       </CommunicationDSM>
114      </MONITORING>
115     </MDServices>
116
117    </ROUTING>




122Abbildung 7.4.: Bestellanfrage für den Routing-Dienst (Überblick)
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1E:\_M_&_M_\SLAmgmt\Diss\Bilder\Kap7\P61_A6_REQUEST_SERVICE_MDSERVICE_ROUTING.xml
44      <QuantitativeQoS>
45       <QoS_ID>Bandwith</QoS_ID>
46       <AssociatedValue>
47        <SingleValue>
48         <Value>1</Value>
49         <Metric>Gbps</Metric>
50        </SingleValue>
51       </AssociatedValue>
52      </QuantitativeQoS>
53
54      <QuantitativeQoS>
55       <QoS_ID>Delay</QoS_ID>
56       <AssociatedValue>
57        <SingleValue>
58         <Value>20</Value>
59         <Metric>ms</Metric>
60        </SingleValue>
61       </AssociatedValue>
62      </QuantitativeQoS>
63
64      <ManagementFunctionality>
65       <Functionality_ID>
66        MAINTENANCE
67       </Functionality_ID>
68       <Property>
69        <Property_ID>
70         MAINTENANCE_WINDOW
71        </Property_ID>
72        <AssociatedValue>
73         <TimeRange>
74          <Begin>06:00</Begin>
75          <End>10:00</End>
76          <TimeZone>MET</TimeZone>
77         </TimeRange>
78        </AssociatedValue>
79       </Property>
80       <Property>
81        <Property_ID>
82         MAINTENANCE_DURATION
83        </Property_ID>
84        <AssociatedValue>
85         <SingleValue>
86          <Value>1</Value>
87          <Metric>hr</Metric>
88         </SingleValue>
89        </AssociatedValue>
90       </Property>
91      </ManagementFunctionality>
92
93      <ManagementFunctionality>
94       <MONITORING>
95        <OperationalState>
96         <Bandwidth/>
97         <Delay/>
98        </OperationalState>
99        <AdministrativeState>...
102       </MONITORING>
103      </ManagementFunctionality>
104
Abbildung 7.5.: Bestellanfrage für den Routing-Dienst (Expandierter Ausschnitt)
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3   
4   <ReferenceID>
5    URI:http://namespaceSPr.com/ReferenceID/Routing/srv93/
6   </ReferenceID>
7   
8   <CommunicationDSM>
9    http://dsm.domainSPr.com/SrvDSM/srv93/









3   
4   <ReferenceID>
5    URI:http://namespaceSPr.com/ReferenceID/Routing/srv93/
6   </ReferenceID>
7





13Abbildung 7.7.: Anfrage der "FINDROUTE"-Managementfunktionalität
<CONSTRAINTTOPOLOGY>- und <CONSTRAINTPROPERTIES>-Blöcke werden nun in einen
<INFORMATION>-Block eingebettet; die Angabe der DSM-Schnittstelle für SP1,3 wird
jetzt überflüssig; die Informationen über Multi-Domain Dienste (in diesem Fall nur Mo-
nitoring) werden weiterhin spezifiziert. Bei den späteren Informationsanfragen, die im
Laufe des Route-Finding-Prozesses von SPR an unterschiedliche DSMs geschickt wer-
den, wird sich ausschließlich das Attribut <FROMSCP> ändern (siehe Zeile 19 in Abbil-
dung 7.8). Diese Art der Informationsanfrage gibt zwar die E2E-Kundenanforderungen
an jeden SP entlang der gesuchten Route preis, ermöglicht allerdings, auf eine ständige
Umrechnung der Randbedingungen für einen konkreten Service Provider zu verzich-
ten und – was für die Vorbeugung des Missbrauchs viel wichtiger ist – zwingt die
SPs die unterstützten Wertebereiche anzugeben, aus denen die Auswahl für die Route
getroffen werden kann.
Wie im Abschnitt 5.2 definiert wurde, ist die Antwort auf die Informationsanfrage ent-
sprechend dem UML-Diagramm aus Abbildung 4.50 strukturiert. Eine entsprechende
XML-Repräsentation der Antwort von SP1 ist in Abbildung 7.9 dargestellt.
Hier sind vor allem die <COMMUNICATIONDSM>-Blöcke interessant, die mit den SCPs
assoziiert sind (siehe Zeilen 15 und 101 in Abbildung 7.9). Diese stellen "Entry Points"
für die späteren Anfragen bzgl. der vorhandenen Verbindungen, die von den entspre-
chenden SCPs ausgehen. In dem Beispiel wird von SP1 für beide SCPs eine identische
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3   
4   <E2ELinkID>
5    URI:http://namespaceSP1.com/E2ELinkID/SCP13-SCP32-12/
6   </E2ELinkID>
7   <ConcatenatedServiceProvider>
8    <Domain_ID>
9     URI://http://ConcatenatedServiceNamespace.com/Domains/SP1/
10    </Domain_ID>
11    <CommunicationDSM>
12     http://dsm.domainSP1.com/E2ELinkDSM/SCP13-SCP32-12/
13    </CommunicationDSM>
14   </ConcatenatedServiceProvider>
15
16   <ConstraintTopology>
17    <FromSCP>
18     <SCP_ID>
19      URI:http://namespaceSP1/SCP_ID/SCP_1_3/
20     </SCP_ID>
21    </FromSCP>
22    <DestSCP>
23     <SCP_ID>
24      URI:http://namespaceSP3/SCP_ID/SCP_3_2/
25     </SCP_ID>
26    </DestSCP>
27   </ConstraintTopology>
28
29   <ConstraintProperties>
30    <Service_ID>CONNECTION</Service_ID>
31    <Uncertainity>FALSE</Uncertainity>
32
33    <TimePeriod>...
37
38    <QuantitativeQoS>...
47
48    <QuantitativeQoS>...
57
58    <ManagementFunctionality>...
86
87    <ManagementFunctionality>...
98
99   </ConstraintProperties>
100
101   <MDServices>
102    <MONITORING>
103     <CommunicationDSM>
104      http://dsm.domainSPm.com/mon/Mon_239/
105     </CommunicationDSM>
106    </MONITORING>





112Abbildung 7.8.: Informationsabfrage während des Route-Finding-Prozesses
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3   <RequestedInformation>
4    <CompoundLink>
5     <FromSCP>
6      <SCP_ID>
7       URI:http://namespaceSP1/SCP_ID/SCP_1_3/
8      </SCP_ID>
9     </FromSCP>
10     <ToSCP>
11      <SCP_ID>
12       URI:http://namespaceSP1/SCP_ID/SCP_1_1/
13      </SCP_ID>
14      <CommunicationDSM>
15       http://dsm.domainSP1.com/SCP_DSM_InforRequests/
16      </CommunicationDSM>
17     </ToSCP>
18
19     <ComponentLink>
20      <LinkProperties>
21
22       <QuantitativeQoS>...
31
32       <QuantitativeQoS>...
41
42       <ManagementFunctionality>...
70
71       <ManagementFunctionality>
72        <MONITORING>
73         <OperationalState>...
77         <AdministrativeState>...
80         <MonitoringInforAccess>
81          PULL
82         </MonitoringInforAccess>
83        </MONITORING>
84       </ManagementFunctionality>
85
86      </LinkProperties>
87     </ComponentLink>
88    </CompoundLink>
89
90    <CompoundLink>
91     <FromSCP>
92      <SCP_ID>
93       URI:http://namespaceSP1/SCP_ID/SCP_1_3/
94      </SCP_ID>
95     </FromSCP>
96     <ToSCP>
97      <SCP_ID>
98       URI:http://namespaceSP1/SCP_ID/SCP_1_2/
99      </SCP_ID>
100      <CommunicationDSM>
101       http://dsm.domainSP1.com/SCP_DSM_InforRequests/
102      </CommunicationDSM>
103     </ToSCP>
104
105     <ComponentLink>
106      <LinkProperties>...
173     </ComponentLink>
174    </CompoundLink>   
175   </RequestedInformation>
176  </SUCCESS>
177 </RESPOND>
Abbildung 7.9.: Bestätigung zusammen mit den angefragten Informationen
Kapitel 7. Konkretisierung und Evaluation am Beispiel
DSM-Adresse angegeben. Es ist i.A. eine domäneninterne Entscheidung, ob und wie
viele Kommunikationsschnittstellen und für welche Zwecke sie definiert werden. Ei-
ne zweckbezogene "Zuteilung" der Kommunikationsschnittstellen hat z.B. den Vorteil,
dass die Software für die entsprechenden Anfragen optimiert (und nicht allgemein)
geschrieben werden kann.
In Abbildung sind zwei Verbindungsmöglichkeiten spezifiziert: <COMPOUNDLINK>s
zu SCP1,1 und SCP1,2. Beide beinhalten jeweils einen <COMPONENTLINK>, i.A. kön-
nen es aber mehrere Alternativen sein, die sich durch die unterstützten Eigenschaften
voneinander unterscheiden (für die ausführliche Diskussion darüber siehe Abschnitt
4.1.2). Bei mehreren Verbindungsmöglichkeiten ist vor allem die Reihenfolge (in die-
sem Fall in der XML-Nachricht) und nicht das lokale Eigenschaften-Optimum oder gar
lexikographische Ordnung der Endpunkte wichtig. Laut der Definition des Routing-
Verfahrens im Abschnitt 4.3.4 kann der Service Provider durch diese Reihenfolge den
bevorzugten Route-Verlauf signalisieren. Diese Wahl kann z.B. auf Hintergrundwis-
sen über den Rest der Route bzw. auf finanziellen Aspekten beruhen. Im Beispiel
wird signalisiert, dass zunächst die Verbindung über SCP1,1 gesucht werden soll und
erst, wenn das nicht geht, auf die Alternativroute über SCP1,2 ausgewichen werden
soll.
Zu den weiteren interessanten Aspekten in Abbildung zählt die Angabe der Methode,
wie die Monitoring-Informationen abgefragt werden können (siehe Zeile 81 in Abbil-
dung 7.9). Es wird noch keine Kommunikationsadresse dafür angegeben, da diese u.U.
erst bei der Bestellung der Teilstrecke festgelegt wird.
Auch soll bemerkt werden, dass die in Abbildung 7.9 dargestellte Antwort keine RE-
FERENCEID aufweist. Das liegt auf der Unverbindlichkeit der Informationen, die sich
– im Gegensatz zu den Informationen bei Reservierungs- oder Bestellungsanfragen –
ohne weiteres ändern dürfen.
Nun folgt im "Find Route" Prozess (siehe Abschnitt 6.2) eine Reihe sich wiederho-
lender Aktionen, die aus der Informationsabfragen, Aggregation mit dem Zwischen-
wert und der Entscheidung über den weiteren Suchverlauf bestehen. Diese werden
an dieser Stelle übersprungen, da sie nichts Neues in Bezug auf die Inter-Domain-
Kommunikation aufweisen. Um weitere Aspekte zu illustrieren, wird nun ein Zwi-
schenstand der Routensuche betrachtet, der grafisch in Abbildung 7.10 dargestellt ist.
Die Abbildung repräsentiert den Stand gleich nach der Informationsabfrage von SCP2,2
in die Richtung zu SCP3,2.
Die zur Illustration des Szenarios definierten Eigenschafteninformationen sind in Ta-
belle 7.2 zusammengefasst. Um das Beispiel möglichst einfach zu halten, sind in der
Tabelle die Bandbreite und die maximale Dauer der Wartungsarbeiten entsprechend
auf "1 Gbps" und "1 hr" fixiert. Die Veränderungen finden nur bei Delay und Mainte-
nance Window statt, was die Nachverfolgung der Beschreibung erleichtern soll. In der
Realität können u.U. mehr als die o.g. vier Eigenschaften berücksichtigt werden, die
zudem sich frei verändern können.
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Known connection, considered for route
Not yet known possible connection










Not yet known SCP
Already known SCP
Abbildung 7.10.: Zwischenzustand der Routensuchen
Im präsentierten Beispiel beläuft sich der Aggregatwert für Delay zwischen SCP1,3 und
SCP2,2 auf 17 ms, ein gemeinsames Fenster für die Wartungsarbeiten ist nur zwischen
06:00 und 08:00 MET möglich. Wenn man die Werte für die Verbindung zwischen
SCP2,2 und SCP3,1 mit der Zwischensumme aggregiert, übersteigt der Delay-Wert (21
ms) die aufgestellten E2E-Anforderungen (20ms, siehe Tabelle 7.1). Auch wenn alle
anderen Eigenschaften die E2E-Anforderungen erfüllen, wird dadurch die Suche nach
einer Alternativroute erforderlich.
Laut Informationen in Tabelle 7.2 hat der Provider SP2 für die Verbindung zwischen
SCP2,1 und SCP2,2 zwei Component Links mit unterschiedlichen Eigenschaften ge-
meldet. Untersucht man die Route basierend auf der zweiten Alternative, wird der
aggregierte Delay-Wert zwar die E2E-Anforderungen erfüllen, es wird dafür unmög-
lich, ein gemeinsames Fenster für die Wartungsarbeiten zu definieren. Dieses Bei-
spiel soll noch einmal betonen, dass bei einer Pfadsuche mit mehreren zu berück-
sichtigenden E2E-Anforderungen das Optimalitätsprinzip von BELLMAN nicht mehr
379
Kapitel 7. Konkretisierung und Evaluation am Beispiel
From To Route-Part? Property Value 
SCP1,3 SCP1,1   
Bandwidth 1 Gbps 
Delay 6 ms 
Maintenance Window 06:00-10:00 MET 
Maintenance Duration 1 hr 
SCP1,3 SCP1,2 -  
Bandwidth 1 Gbps 
Delay 5 ms 
Maintenance Window 06:00-10:00 MET 
Maintenance Duration 1 hr 
SCP1,2 SCP2,1   
Bandwidth 1 Gbps 
Delay 3 ms 
Maintenance Window 06:00-08:00 MET 
Maintenance Duration 1 hr 
SCP2,1 SCP2,2   
Bandwidth 1 Gbps 
Delay 8 ms 
Maintenance Window 06:00-10:00 MET 
Maintenance Duration 1 hr 
SCP2,1 SCP2,2 -  
Bandwidth 1 Gbps 
Delay 6 ms 
Maintenance Window 09:00-10:00 MET 
Maintenance Duration 1 hr 
SCP2,1 SCP2,3 -  
Bandwidth 1 Gbps 
Delay 12 ms 
Maintenance Window 06:00-10:00 MET 
Maintenance Duration 1 hr 
SCP2,2 SCP3,1 -  
Bandwidth 1 Gbps 
Delay 4 ms 
Maintenance Window 06:00-10:00 MET 
Maintenance Duration 1 hr 
 
 
Tabelle 7.2.: Wissenstand im Zwischenzustand
angewandt werden kann (für eine ausführliche Diskussion darüber siehe Abschnitt
3.3.2).
Die Werte in Tabelle 7.2 sind absichtlich so gewählt, dass bei der Suche nach einer
alternativen Route ein Weg über SCP1,2 betrachtet wird. Nehmen wir an, dass SP1 für
diesen Fall den Routenverlauf über SP4 bevorzugt, was in dem Beispiel zwangsläufig
zu dem Verlauf über SP5 führt (siehe Abbildung 7.11). Um die Delegation illustrieren
zu können, gehen wir jetzt davon aus, dass die SP-Domäne SP5 die Informationsab-
frage von SPR wegen eines zu niedrigen Vertrauensniveaus zurückweist (eine entspre-
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Known connection, considered for route
Not yet known possible connection














Abbildung 7.11.: Zwischenzustand der Routensuchen (Alternativroute)
chende XML-Nachricht ist in Abbildung 7.12 dargestellt). Laut der Prozessdefinition im
Abschnitt 6.2 wird danach die Aufgabendelegation bei der vorherigen SP-Domäne – in
diesem Fall bei SP4 – beantragt. Die entsprechende XML-Nachricht ist in Abbildung
7.13 dargestellt.
In der XML-Nachricht für eine Delegationsanfrage sind vor allem zwei Aspekte wich-
tig – die <CONCATENATEDSERVICEPROVIDER> und die <INTERMEDIATE> Sektionen. Bei
der ersten Sektion (siehe Zeilen 7 bis 14 in Abbildung 7.13) handelt es sich um die
Angaben des Service Providers, dem gegenüber die für die Delegation gefragte Domä-
ne für ihren Verantwortungsbereich Zusicherungen machen wird. Sollte in unserem
Beispiel SP4 die Proxy-Rolle übernehmen, wird bei den weiteren Informations- bzw.
Bestellungs-Anfragen diese Sektion mit den Daten von SP4 gefüllt. Der angefragte
Verantwortungsbereich umfasst alle Teilstrecken zwischen SCP5,1 und SCP3,2 (siehe
Zeilen 17 bis 28 in Abbildung 7.13). Die Delegation des Monitorings an SPM ist durch
die Spezifikation der Delegationsart bestimmt (siehe Zeile 166 in Abbildung 7.13). Eine
weitere Delegation des Verantwortungsbereiches ist auch möglich, die Einhaltung der
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3   <Reason>
4    INSUFFICIENT_TRUST_LEVEL




Abbildung 7.12.: Zurückweisung einer Informationsanfrage
Delegationsart ist in diesem Fall zwingend (siehe ausführliche Diskussion darüber im
Abschnitt 4.4).
Die Angabe der <INTERMEDIATE> Sektion (siehe Zeilen 102 bis 164 in Abbildung 7.13)
erlaubt die Mitberücksichtigung der möglichen Werte des bereits gefundenen Teilpfa-
des bei der weiteren Suche, sodass die Erfüllung der E2E-Anforderungen auch bei der
Verschattung des Dienstaufbaus garantiert werden kann (siehe Diskussionen darüber
in Abschnitten 4.3 und 4.4).
Die Bestätigung der Delegationsanfrage ist identisch mit der Bestätigung für den
Routing-Dienst strukturiert (siehe Abbildung 7.6). Die Abweichungen entstehen ledig-
lich durch andere REFERENCEID- und COMMUNICATIONDSM-Werte, weswegen die ent-
sprechende Antwort nicht extra dargestellt wird. Nach der Bestätigung kann der für
das Routing verantwortliche SPR eine REQUEST MGMTFCT FINDROUTE Anfrage an SP4
schicken (siehe Aktivität A7 in Abbildung 6.2). Mit der Ausnahme von REFERENCEID
ist die entsprechende XML-Nachricht mit der in Abbildung 7.7 identisch, weswegen
auch sie nicht extra dargestellt wird.
Von diesem Zeitpunkt übernimmt SP4 die Routing-Aufgabe für den Rest des Weges.
Da SP4 die Routing-Funktionalität in Eigenregie erbringen kann (siehe die Definition
der Ausgangssituation im Abschnitt 7.1), muss diese Funktionalität bei der Delegati-
onsanfrage nicht extra bestellt werden. Nach der FINDROUTE-Anfrage führt SP4 den
Prozess in Abbildung 6.2 selbst aus.
Um das Beispiel weiter zu führen, nehmen wir an, dass SP4 eine Route über SCP2,3,
SCP2,2 und SCP3,1 nach SCP3,2 gefunden hat. Die entsprechende Erfolgsmeldung ist in
Abbildung 7.14 dargestellt. In der XML-Nachricht sind die REFERENCEID und COMMU-
NICATIONDSM angegeben, um die gemeldete gefundene Route direkt referenzieren zu
können. Die Angabe der COMMUNICATIONDSM ist optional und ersetzt die vorherige
Kommunikationsadresse mit SP4, so dass auch zwischen den Operationen ein Load Ba-
lancing bzw. Spezialisierung auf dedizierter Aufgabe möglich ist. In der Sektion <ROU-
TEPROPERTIES> (siehe Zeilen 12 bis 81 in Abbildung 7.14) werden die Eigenschaften
für die Teilstrecke zwischen SCP5,1 und SCP3,2 angegeben. Das ermöglicht beim Prozes-
sablauf sowohl bei direkt abgefragten Teilstrecken eines einzelnen Providers als auch
bei den über Proxy-SP erhaltene Informationen eine identische Berechnungslogik auch
über u.U. zusammengesetzte Teilstrecken anzuwenden.
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4   <E2ELinkID>
5    URI:http://namespaceSP1.com/E2ELinkID/SCP13-SCP32-12/
6   </E2ELinkID>
7   <ConcatenatedServiceProvider>
8    <Domain_ID>
9     URI://http://ConcatenatedServiceNamespace.com/Domains/SP1/
10    </Domain_ID>
11    <CommunicationDSM>
12     http://dsm.domainSP1.com/E2ELinkDSM/SCP13-SCP32-12/
13    </CommunicationDSM>
14   </ConcatenatedServiceProvider>
15
16   <DELEGATION>
17    <ConstraintTopology>
18     <FromSCP>
19      <SCP_ID>
20       URI:http://namespaceSP5.com/SCP_ID/SCP_5_1/
21      </SCP_ID>
22     </FromSCP>
23     <DestSCP>
24      <SCP_ID>
25       URI:http://namespaceSP3.com/SCP_ID/SCP_3_2/
26      </SCP_ID>
27     </DestSCP>
28    </ConstraintTopology>
29
30    <ConstraintProperties>...
101
102    <Intermediate>
103     <QuantitativeQoS>
104      <QoS_ID>Bandwith</QoS_ID>
105      <AssociatedValue>...
111     </QuantitativeQoS>
112
113     <QuantitativeQoS>
114      <QoS_ID>Delay</QoS_ID>
115      <AssociatedValue>...
121     </QuantitativeQoS>
122
123     <ManagementFunctionality>...
151
152     <ManagementFunctionality>...
163
164    </Intermediate>
165
166    <DelegationTypeID>TransparentProxy</DelegationTypeID>
167
168    <MDServices>
169     <MONITORING>
170      <CommunicationDSM>
171       http://dsm.domainSPm.com/mon/Mon_239/
172      </CommunicationDSM>
173     </MONITORING>
174    </MDServices>
175




180Abbildung 7.13.: Anfrage für Delegation des Verantwortungsbereiches
383





4   <ReferenceID>
5    URI:http://namespaceSP4.com/ReferenceID/ProxySrv/id74/
6   </ReferenceID>
7
8   <CommunicationDSM>
9    http://dsm.domainSP4.com/SrvDSM/ProxySrv/id74/
10   </CommunicationDSM>
11
12   <RouteProperties>
13    <Service_ID>CONNECTION</Service_ID>
14    <Uncertainity>FALSE</Uncertainity>
15
16    <TimePeriod>...
20
21    <QuantitativeQoS>...
30
31    <QuantitativeQoS>...
40
41    <ManagementFunctionality>...
69
70    <ManagementFunctionality>...





86Abbildung 7.14.: Rückmeldung über gefundene Route bei Delegation
Sobald SPR eine SUCCESS-Antwort bekommt, wird die delegierte Teilstrecke als näch-
ste Sektion anerkannt, anschließend wird der aggregierte Wert für den gefundenen
Weg zwischen SCP1,3 und SCP3,2 berechnet und eine Erfolgsmeldung mit dem Ge-
samtwert an SP1 geschickt. Strukturell ist diese XML-Nachricht mit der Bestätigung
von Proxy-SP identisch (siehe Abbildung 7.14) und wird deswegen hier nicht explizit
dargestellt.
Darüber hinaus schickt SP1 an SPR eine REQUEST MGMTFCT Anfrage (siehe AktivitätReservierung der
gefundenen
Route
A9 in Abbildung 6.1). Durch diese wird der im Abschnitt 6.3 beschriebene Reserve
Route Prozess angestoßen. In diesem Prozess werden in Bezug auf die Inter-Domain
Kommunikation vor allem die Aktivitäten A3 und A4 wichtig, bei denen Reservie-
rungsanfragen entweder direkt an den Provider einer Teilstrecke oder indirekt an den
Proxy-SP geschickt werden. Entsprechende XML-Nachrichten sind in den Abbildungen
7.15 und 7.16 präsentiert.
Der Unterschied zwischen beiden Anfragen besteht hauptsächlich darin, dass bei ei-
ner direkten Reservierungsanfrage (siehe Abbildung 7.15) zwei Endpunkte der zu re-
servierenden Teilstrecke explizit angegeben werden müssen, denn bei der Informa-
tionsanfrage können mehrere Verbindungsmöglichkeiten gemeldet werden. Bei der
indirekten Anfrage über Proxy-SP wird dagegen die bei der Pfadsuche mitgeteilte RE-
FERENCEID erforderlich, damit der Proxy-SP anhand dieser ID die gefundenen Teil-
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3   <CONNECTION>
4
5    <RequestedConnection>
6     <FromSCP>
7      <SCP_ID>
8       URI:http://namespaceSP1.com/SCP_ID/SCP_1_3/
9      </SCP_ID>
10     </FromSCP>
11     <ToSCP>
12      <SCP_ID>
13       URI:http://namespaceSP1.com/SCP_ID/SCP_1_2/
14      </SCP_ID>
15     </ToSCP>
16    </RequestedConnection>
17
18    <ConcatenatedServiceProvider>
19     <Domain_ID>
20      URI://http://ConcatenatedServiceNamespace.com/Domains/SP1/
21     </Domain_ID>
22     <CommunicationDSM>
23      http://dsm.domainSP1.com/E2ELinkDSM/SCP13-SCP32-12/
24     </CommunicationDSM>
25    </ConcatenatedServiceProvider>
26
27    <RequestedProperties>
28
29     <TimePeriod>...
33
34     <QuantitativeQoS>...
43
44     <QuantitativeQoS>...
53
54     <ManagementFunctionality>...
82
83     <ManagementFunctionality>...
94
95    </RequestedProperties>
96    




101Abbildung 7.15.: Anfrage für Reservierung einer Teilstrecke
dienste identifizieren kann. Im Übrigen müssen in beiden Fällen die angeforderten
Eigenschaften für die jeweilige direkte bzw. zusammengesetzte Teilstrecke spezifiziert
werden.
Die Bestätigung beider Arten der Reservierungsanfrage ist gleich strukturiert. Die Be-
stätigung der an SP1 gerichteten Anfrage ist in Abbildung 7.17 dargestellt. Außer den
bestätigten Diensteigenschaften beinhaltet diese Nachricht auch die Dauer, für die
die dafür notwendigen Ressourcen reserviert wurden, sowie eine REFERENCEID und
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4   <ReferenceID>
5    URI:http://namespaceSP4.com/ReferenceID/ProxySrv/id74/
6   </ReferenceID>
7
8   <RESERVEROUTE>
9    
10    <RequestedProperties>
11     
12     <TimePeriod>...
16
17     <QuantitativeQoS>...
26
27     <QuantitativeQoS>...
36
37     <ManagementFunctionality>...
65
66     <ManagementFunctionality>...
77
78    </RequestedProperties>
79    




84Abbildung 7.16.: Anfrage für Reservierung eines gefundenen Pfades
eine optionale Kommunikationsadresse für die Bestellung des reservierten Teildien-
stes.
Auch wenn sich die XML-Nachrichten für die Bestellung der reservierten Teildienste
(siehe Aktivität A12 in Abbildung 6.1 ohne größeren Aufwand aus den vorangegan-
genen Beispielen und den jeweiligen Prozessdefinitionen ableiten ließen, werden sie
hier vollständigkeitshalber – jedoch ohne ausführliche Erläuterungen – in den Abbil-
dungen 7.18 und 7.19 dargestellt. Beide Anfragen beziehen sich auf die REFERENCEID
des zuvor reservierten Teildienstes. Bei der Bestellung wird auch eine Möglichkeit
eingeräumt, die Anforderungen situationsbedingt anzupassen. Um den Kommunikati-
onsumfang möglichst gering zu halten, kann dies als eine optionale Angabe betrach-
tet werden, die nur bei Abweichungen von reservierten Werten spezifiziert werden
soll.
Wesentlich interessanter als die Bestellungsanfragen sind die zugehörigen Bestätigun-
gen darauf. Die beispielspezifischen XML-Antworten sind in den Abbildungen 7.20
und 7.21 dargestellt. In beiden Fällen werden ein oder mehrere Teildienste zurück-
gemeldet, deren Benennung entsprechend dem UML-Diagramm für die Dienstzusam-
mensetzung (siehe Abbildung 5.3) gewählt wurde: <CONNECTIONSERVICE> und <CON-
CATENATEDSERVICE>.
In beiden Fällen richtet sich die Strukturierung der bestätigten Eigenschaften, die
in <COMMITTEDPROPERTIES> Blöcken spezifiziert werden, nach dem UML-Diagramm
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4   <ReferenceID>
5    URI:http://namespaceSP1.com/ReferenceID/RsvdConn/id258/
6   </ReferenceID>
7   <CommunicationDSM>
8    http://dsm.domainSP1.com/SrvDSM/RsvdConn/id258/
9   </CommunicationDSM>  
10   
11   <ReservedProperties>
12
13    <TimePeriod>...
17
18    <QuantitativeQoS>...
27
28    <QuantitativeQoS>...
37
38    <ManagementFunctionality>...
66
67    <ManagementFunctionality>...
78
79   </ReservedProperties>
80
81   <ReservationTime>
82    <SingleValue>
83     <Value>10</Value>
84     <Metric>min</Metric>
85    </SingleValue>   
86   </ReservationTime>
87   
88  </SUCCESS>
89 </RESPOND>
Abbildung 7.17.: SP1-Bestätigung der Reservierungsanfrage
aus Abbildung 4.52. Das gilt auch für die Strukturierung der zuvor beschriebenen
Antwort auf eine Reservierungsanfrage. Die Identifikation der jeweiligen Teilstrecke
geschieht weiterhin durch die Angabe der SCPs, die die jeweilige Teilstrecke begren-
zen.
Im Fall von <CONNECTIONSERVICE> ist vor allem die Angabe der Kommunikations-
adressen interessant. Es wird sowohl die Kommunikationsadresse für weitere Mana-
gementoperationen, wie z.B. CHANGE oder DECOMISSIONING, spezifiziert (siehe
Zeilen 9 bis 11 in Abbildung 7.20) als auch die Adresse für die Anbindung der Single-
Domain Überwachung in das Multi-Domain-Monitoring (siehe Zeilen 90 bis 92 in der
o.g. Abbildung).
Bei <CONCATENATEDSERVICE> bezieht sich die erste Kommunikationsadresse (siehe
Zeilen 8 bis 10 in Abbildung 7.21) dagegen auf den Proxy-SP, der alle entsprechen-
den Anfragen an die involvierten SP-Domänen weiterleitet. Die teilstreckenbezogene
Adresse für die Kopplung des Monitoring-Dienstes kommt jetzt mehrmals vor, da der
Proxy-SP vier weitere Teilstrecken bestellt hat.
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4   <ReferenceID>
5    URI:http://namespaceSP1.com/ReferenceID/RsvdConn/id258/
6   </ReferenceID>
7
8   <RequestedProperties>
9
10    <TimePeriod>...
14
15    <QuantitativeQoS>...
24
25    <QuantitativeQoS>...
34
35    <ManagementFunctionality>...
63
64    <ManagementFunctionality>...
75










4   <ReferenceID>
5    URI:http://namespaceSP4.com/ReferenceID/ProxySrv/id74/
6   </ReferenceID>
7
8   <ORDERROUTE>
9    
10    <RequestedProperties>
11     
12     <TimePeriod>...
16
17     <QuantitativeQoS>...
26
27     <QuantitativeQoS>...
36
37     <ManagementFunctionality>...
65
66     <ManagementFunctionality>...
77
78    </RequestedProperties>
79    




84Abbildung 7.19.: Anfrage für die Bestellung einer reservierten Route
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3   
4   <ConnectionService>
5
6    <ReferenceID>
7     URI:http://namespaceSP4.com/ReferenceID/ConnectionSrv/id478/
8    </ReferenceID>
9    <CommunicationDSM>
10     http://dsm.domainSP1.com/ConnectionSrv/id478/
11    </CommunicationDSM>
12
13    <FromSCP>
14     <SCP_ID>
15      URI:http://namespaceSP4.com/SCP_ID/SCP_4_2/
16     </SCP_ID>
17    </FromSCP>
18    <ToSCP>
19     <SCP_ID>
20      URI:http://namespaceSP5.com/SCP_ID/SCP_5_1/
21     </SCP_ID>
22    </ToSCP>
23
24    <CommittedProperties>
25
26     <TimePeriod>...
30
31     <QuantitativeQoS>...
40
41     <QuantitativeQoS>...
50
51     <ManagementFunctionality>...
79
80     <ManagementFunctionality>
81      <MONITORING>
82       <OperationalState>...
86       <AdministrativeState>...
89       
90       <CommunicationDSM>
91        http://dsm.domainSP4.com/SDMonitoring/id478/
92       </CommunicationDSM>
93       
94      </MONITORING>
95     </ManagementFunctionality>
96
97    </CommittedProperties>
98





Abbildung 7.20.: Antwort auf die Anfrage für die Bestellung einer reservierten Teil-
strecke
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3   <ConcatenatedService>
4    
5    <ReferenceID>
6     URI:http://namespaceSP4.com/ReferenceID/ProxySrv/id74/
7    </ReferenceID>
8    <CommunicationDSM>
9     http://dsm.domainSP4.com/ProxyMgmt/id74/
10    </CommunicationDSM>
11
12    <FromSCP>
13     <SCP_ID>
14      URI:http://namespaceSP5.com/SCP_ID/SCP_5_1/
15     </SCP_ID>
16    </FromSCP>
17    <ToSCP>
18     <SCP_ID>
19      URI:http://namespaceSP3.com/SCP_ID/SCP_3_2/
20     </SCP_ID>
21    </ToSCP>
22
23    <CommittedProperties>...
92
93    <ConnectionService>
94     <FromSCP>
95      <SCP_ID>
96       URI:http://namespaceSP5.com/SCP_ID/SCP_5_1/
97      </SCP_ID>
98     </FromSCP>
99     <ToSCP>
100      <SCP_ID>
101       URI:http://namespaceSP2.com/SCP_ID/SCP_2_3/
102      </SCP_ID>
103     </ToSCP>
104
105     <CommittedProperties>
106      <TimePeriod>...
110
111      <QuantitativeQoS>...
120
121      <QuantitativeQoS>...
130
131      <ManagementFunctionality>...
159
160      <ManagementFunctionality>
161       <MONITORING>
162        <OperationalState>...
166        <AdministrativeState>...
169        <CommunicationDSM>
170         http://dsm.domainSP5.com/ConnectionMgmt/id482/
171        </CommunicationDSM>
172       </MONITORING>
173      </ManagementFunctionality>
174     </CommittedProperties>
175
176    </ConnectionService>
177
178    <ConnectionService>...
264
265    <ConnectionService>...
351
352    <ConnectionService>...
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Abbildung 7.21.: Antwort auf die Anfrage für die Bestellung einer reservierten Route





4   <ConnectionService>...
95
96   <ConnectionService>...
187
188   <ConnectionService>...
279
280   <ConnectionService>
281    
282    <ReferenceID>
283     URI:http://namespaceSP4.com/ReferenceID/ConnectionSrv/id478/
284    </ReferenceID>
285    <CommunicationDSM>
286     http://dsm.domainSP1.com/ConnectionSrv/id478/
287    </CommunicationDSM>
288
289    <FromSCP>
290     <SCP_ID>
291      URI:http://namespaceSP4.com/SCP_ID/SCP_4_2/
292     </SCP_ID>
293    </FromSCP>
294    <ToSCP>
295     <SCP_ID>
296      URI:http://namespaceSP5.com/SCP_ID/SCP_5_1/
297     </SCP_ID>
298    </ToSCP>
299    
300    <CommittedProperties>...
369
370   </ConnectionService>
371
372   <ConcatenatedService>
373    
374    <ReferenceID>
375     URI:http://namespaceSP4.com/ReferenceID/ProxySrv/id74/
376    </ReferenceID>
377    <CommunicationDSM>
378     http://dsm.domainSP4.com/ProxyMgmt/id74/
379    </CommunicationDSM>
380
381    <FromSCP>
382     <SCP_ID>
383      URI:http://namespaceSP5.com/SCP_ID/SCP_5_1/
384     </SCP_ID>
385    </FromSCP>
386    <ToSCP>
387     <SCP_ID>
388      URI:http://namespaceSP3.com/SCP_ID/SCP_3_2/
389     </SCP_ID>
390    </ToSCP>
391
392    <CommittedProperties>...
461
462    <ConnectionService>...
546
547    <ConnectionService>...
633
634    <ConnectionService>...
720
721    <ConnectionService>...
807




Abbildung 7.22.: Antwort des Routing-Verantwortlichen auf die Bestellungsanfrage
Kapitel 7. Konkretisierung und Evaluation am Beispiel
Die Struktur bei <CONCATENATEDSERVICE> zeichnet sich durch eine Verschachtelungs-
möglichkeit aus. Der Detaillierungsgrad der Angaben über die Zusammensetzung des
delegierten Dienstes wird durch die Wahl des Delegationstyps gesteuert (siehe Zeile
107 in Abbildung 7.4). Diese Delegationsart wurde für das Beispiel absichtlich ge-
wählt, da sie im Gegensatz zu Full-Proxy, bei der der interne Aufbau durch den
Proxy-SP komplett verschattet wird, eine wesentlich komplexere Form der Delegati-
on darstellt (für die ausführliche Diskussion der Delegationsformen siehe Abschnitt
4.3.4.2). Bei einem Full-Proxy wären die Angaben einzelner Teildienste (siehe Zei-
len 462 bis 721 in Abbildung 7.22) überflüssig; stattdessen wäre die Angabe eines
für den ganzen Verantwortungsbereich des Proxy zuständigen Monitoring-Dienstes
im <COMMITTEDPROPERTIES> Block (siehe Zeile 392 in der o.g. Abbildung) notwen-
dig.
Nachdem die Antworten von allen direkt oder indirekt (über Proxy-SP) bestellten Teil-
diensten angetroffen sind, kann der für das Routing zuständige SPR die gesamte
Routen-Information an seinen Auftraggeber schicken. Die entsprechende XML-Nachricht
an SP1 ist in Abbildung 7.22 dargestellt. Diese stellt nichts anderes dar als eine Konka-
tenation aller erhaltenen Bestätigungen.
Nach dem Erhalt der Erfolgsmeldung von SPR können die Routeninformationen ver-
wendet werden, um den reservierten Monitoring-Dienst zu bestellen (siehe Aktivität
A13 in Abbildung 6.1). Eine entsprechende XML-Nachricht von SP1 an SPM ist in Ab-
bildung 7.23 dargestellt. Zusätzlich zur REFERENCEID, die bei der Dienstreservierung
zurückgeschickt wurde, spezifiziert die Anfrage eine Reihe zu überwachender Verbin-
dungen. Am wichtigsten sind dabei die Angaben der Kommunikationsschnittstellen
sowie der Methode, wie die Monitoring-Informationen abgefragt werden können. Die
Angabe von zwei SCPs pro zu überwachende Verbindung ist optional, denn diese
sollen auch zur Identifikation der einzelnen überwachten Abschnitte verwendet wer-
den. Insbesondere ist sie wichtig, wenn zum Abfragen der Monitoring-Informationen
mehrerer Teilstrecken dieselbe DSM-Schnittstelle verwendet wird. Auf der anderen
Seite kann die explizite Angabe der zu erwartenden SCPs erlauben, eine syntaktische
Korrektheitsüberprüfung durchzuführen (siehe dazu auch die Diskussion über Erfah-
rungen mit E2Emon im Abschnitt 8.1).
Nachdem sowohl alle Teilstrecken einer Verbindung als auch die Multi-Domain Mana-
gementdienste bestellt und die Kommunikationswege dabei festgelegt wurden, kann
der Concatenated Service Provider die Routeninformationen für spätere Prozesse ab-
speichern und die Bestätigung der Dienstbereitschaft an die End Site senden (siehe
Prozessdefinition in Abbildung 6.1).
392




3   
4   <ReferenceID>
5    URI:http://namespaceSPm.com/ReferenceID/Mon/id239/
6   </ReferenceID>
7
8   <MonitoredLink>...
28
29   <MonitoredLink>...
49
50   <MonitoredLink>...
70
71   <MonitoredLink>
72
73    <FromSCP>
74     <SCP_ID>
75      URI:http://namespaceSP4.com/SCP_ID/SCP_4_2/
76     </SCP_ID>
77    </FromSCP>
78    <ToSCP>
79     <SCP_ID>
80      URI:http://namespaceSP5.com/SCP_ID/SCP_5_1/
81     </SCP_ID>
82    </ToSCP>
83
84    <METHOD>PULL</METHOD>
85
86    <CommunicationDSM>
87     http://dsm.domainSP4.com/ConnectionMonitoring/id478/
88    </CommunicationDSM>
89
90   </MonitoredLink>
91
92   <MonitoredLink>
93
94    <FromSCP>
95     <SCP_ID>
96      URI:http://namespaceSP5.com/SCP_ID/SCP_5_1/
97     </SCP_ID>
98    </FromSCP>
99    <ToSCP>
100     <SCP_ID>
101      URI:http://namespaceSP2.com/SCP_ID/SCP_2_3/
102     </SCP_ID>
103    </ToSCP>
104
105    <METHOD>PULL</METHOD>
106
107    <CommunicationDSM>
108     http://dsm.domainSP5.com/ConnectionMonitoring/id482/
109    </CommunicationDSM>
110
111   </MonitoredLink>
112
113   <MonitoredLink>...
133
134   <MonitoredLink>...
154





Abbildung 7.23.: Bestellung des reservierten Monitoring-Dienstes
Kapitel 7. Konkretisierung und Evaluation am Beispiel
7.3. Evaluation
Die gefundene Route sowie das bei der Pfadsuche erworbene Wissen über die vorhan-





Known connection, considered for route
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Abbildung 7.24.: Gefundenen Route und vorhandenes Wissen
Beim Durchspielen des Beispiels wurde gezeigt, dass die Abbildung der definierten
UML-Diagramme auf die XML-Nachrichten ohne weiteres durchgeführt werden kann.





sprechend den SP-Präferenzen anordnen. Bei der Wahl der nächsten Teilstrecke wur-
de stets die vom jeweiligen Service Provider bevorzugtere Alternative ausgewählt. So
wurde gleich am Anfang die Route von SCP1,3 nach SCP1,1 und nicht nach SCP1,2
gewählt, obwohl die zweite bessere Eigenschaften aufwies (siehe Tabelle 7.2). Auch
wenn auf dem – aus der Providersicht – bevorzugten Weg keine Route gefunden wer-
den konnte, die die E2E-Kundenanforderungen erfüllt, konnte der Suchalgorithmus




Bei der Pfadsuche ist vor allem der Aspekt interessant, dass nicht der komplette Graph Globales Wissen
wird nicht
benötigt
durchsucht werden muss, der die existierenden Netzverbindungen darstellt. Dies ist
möglich, weil bei Informationsabfragen auf dem Wissen der jeweiligen SP-Domänen
aufgebaut wird. Das bedeutet, dass für die Pfadsuche kein vollständiges globales Wis-
sen erworben werden muss (siehe noch nicht bekannten Verbindungen und SCPs in
Abbildung 7.24). Somit bietet das entwickelte Vorgehen eine echte Alternative zu den
klassischen Ansätzen in der Graphentheorie, die auf der Kenntnis der vollständigen
Topologie aufbauen.
Wie im Abschnitt 3.3 beschrieben wurde, wird das Optimalitätprinzip von BELLMAN Einfaches
Vorgehenbei mehrfachgewichteten Graphen nicht erfüllt. Dadurch werden fast zwangsläufig
sehr komplexe Suchalgorithmen benötigt, um die Suchlaufzeit einzuschränken. Bei
dem erarbeiteten Verfahren wird der Suchraum automatisch von den SP-Domänen ver-
bindungspezifisch eingeschränkt, wodurch auch der Einsatz des Tiefensuche-ähnlichen
Verfahrens gerechtfertigt wird. Eine Erweiterung des entwickelten Verfahrens mit den
Ideen und Konzepten der Suchalgorithmen in mehrfachgewichteten Graphen kann
sehr interessant sein.
Ein weiterer wichtiger Aspekt der gewählten Vorgehensweise besteht in einer wesent- Bessere
Provider-
Akzeptanz
lich besseren Provider-Akzeptanz im Vergleich zu Abfragen über eine komplette Netz-
Topologie. Mehr dazu wird projektbezogen in Kapitel 8 diskutiert.






Verantwortungsbereiche und Kommunikationswege, die die einzelnen SP-Domänen
miteinander in Verbindung bringen. Das Beispiel wurde so konstruiert, dass die Ver-
antwortungsbeziehungen sowie die Kommunikationsbeziehungen beim Routing und
beim Monitoring sich voneinander unterscheiden. Das soll vor allem die Flexibilität
der entwickelten Lösung bei der Etablierung unterschiedlicher Beziehungsformen zei-
gen.





ses dargestellt. Insbesondere entspricht diese Abbildung der Situation, nachdem die
Route gefunden wurde und alle beteiligten SP-Domäne sowie deren Verantwortungs-
bereiche festgelegt wurden. Die Domäne SPR wird von SP1 beauftragt, stellvertretend
für SP1 eine geeignete Route zu finden, zu reservieren und zu bestellen. Deswegen
befindet sich SPR am Wurzel des Kommunikationsbaumes in Abbildung 7.25. Auch
wenn SP1 der Auftraggeber von SPR ist, bei der Pfadsuche nimmt SP1 gleichzeitig die
Rolle des Verbindungsdienste-Providers ein. Diese Rolle nimmt auch der Provider SP4
ein. Gleichzeitig nimmt SP4 auch die Proxy-SP Rolle ein, in der er weitere Teildienste
von SP5, SP2 und SP3 beauftragt.





serviert und anschließend bestellt (siehe Zeilen 7 bis 14 in Abbildung 7.8 sowie Zeilen
18 bis 25 in Abbildung 7.15), weichen die Verantwortungs- bzw. Vertragsbeziehungen
der etablierten Route von den Kommunikationsbeziehungen während der Pfadsuche
ab (siehe Abbildung 7.26). Das bedingt auch die Notwendigkeit, die Informationen über
395





























































































































































































































































































































































Abbildung 7.26.: Verantwortungsbeziehungen nach der Bestellung der Route









































































































































































Abbildung 7.27.: Kommunikationsbeziehungen beim Monitoring
7.3. Evaluation
die gefundene Route an SP1 zu melden (siehe Zeilen 4 bis 808 in Abbildung 7.22). Die
Verantwortungsbeziehungen sind später dafür entscheidend, wie die Aufgaben wie
z.B. CHANGE oder DECOMISSIONING aufgerufen und weitergereicht werden kön-
nen. In Abbildung 7.26 ist klar erkennbar, dass nach der Bestellung der Route die
SP-Domäne SP1 für den gesamten Verketteten Dienst des Beispiels zuständig ist. Die
Dienstinstanz besteht aus zwei Teilstrecken unter der direkten Eigenverantwortung,
aus zwei weiteren Teilstrecken, die bei SP4 bestellt wurden, sowie aus einem Verket-
teten Dienst für die Teilstrecke zwischen SCP5,1 und SCP3,2, für den der Proxy-SP SP4
zuständig ist.
Bei den Kommunikationsbeziehungen für das Monitoring ändert sich die Situation Kommunikations-
beziehungen
beim Monitoring
noch einmal (siehe Abbildung 7.27). Das liegt daran, dass SP1 bei der Bestellung des
Routing-Dienstes von SPR die TRANSPARENTPROXY-Option gewählt hat (siehe Zeile 107
in Abbildung 7.4), wodurch auch bei der Delegation die Wiederverwendung der in-
itial ausgewählten Provider der Multi-Domain Managementdienste (im Falle des Bei-
spiels – nur SPM für den Monitoring-Dienst) gefordert wird. Der große Vorteil die-
ser Delegationsart besteht darin, dass die Kommunikationswege zwischen den Single-
und Multi-Domain Managementdiensten unabhängig von der Anzahl der Delegatio-
nen kurz bleiben. Im Gegensatz dazu bietet die Full-Proxy, die den internen Aufbau
komplett verschattet, eine wesentlich einfachere Kommunikationsstruktur, die mit den
Vertragsbeziehungen übereinstimmt. Der größte Nachteil von Full-Proxy besteht in der
direkten Abhängigkeit der Länge der Kommunikationswege von der Anzahl der benö-
tigten Delegationen.
In Bezug auf Monitoring sind nicht nur die Kommunikationswege, sondern auch die Situationsbedingte
Anpassungsmög-
lichkeiten
Verantwortungsbereiche einzelner SPs interessant. Die SP-Domäne SPM ist für die
Abfrage der Zustandsinformationen einzelner Teildienste sowie für die Aggregation
dieser Informationen zuständig. Die restlichen in Abbildung 7.27 dargestellten SPs
stellen SPM die Monitoring-Informationen der einzelnen Teildienste zur Verfügung,
für die sie zuständig sind (in der Abbildung durch die Verbindungslinien angedeu-
tet). Dabei zeichnet sich ein Nachteil der entwickelten Lösung auf, der durch die per-
Teilstrecke Abfragen verursacht wird. Dadurch werden jeweils zwei Informationsab-
fragen bei SP-Domänen benötigt, die für zwei Teilstrecken zuständig sind, obwohl sie
zu derselben Dienstinstanz gehören. Anhand dieses Beispiels kann z.B. die Erweite-
rung im Sinne der Dienstinstanz-bezogenen Abfragen interessant sein. Im Kapitel 8
wird zudem eine weitere Erweiterung diskutiert – per-Domain Abfragen. Die Wahl
für eine dieser Varianten muss bei der Umsetzung der Lösung situationsbedingt ge-
troffen werden, denn durch die Veränderung zur per-Dienstinstanz- oder per-Domain-
Variante geht die Feingranularität verloren. Darüberhinaus kann die Unterstützung
mehrerer unterschiedlicher Varianten die Komplexität einzelner Komponenten erhö-
hen.
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Diese Dissertation entstand gleichzeitig mit der Mitarbeit im Géant2 Projekt. Dies hat
es ermöglicht, Ideen aus dieser Arbeit in die Teilprojekte einfließen zu lassen und
im Gegenzug Erfahrungen über die Tragfähigkeit der entwickelten und angesetzten
Konzepte zu sammeln.
In diesem Kapitel werden zwei Teilprojekte beschrieben, die besonders von dieser
gegenseitigen Bereicherung profitiert haben – E2E-Link-Monitoring-System (E2Emon)
und Information Sharing across Heterogeneous Administrative Regions (I-SHARe). Bei-
de Teilprojekte sind im Rahmen des Géant2 Dienstes E2E Links entstanden (siehe dazu
Abschnitt 2.3.2) und richten sich auf unterschiedliche Betriebs- und Managementaspek-
te.
Beim E2E-Monitoring-System handelt es sich um einen Baustein des Service-Level-
Managements – die kontinuierliche Überwachung des Dienstinstanz-Zustandes. Da die
Géant2 E2E Links zu der Dienstklasse Concatenated Service gehören, sind die Über-
schneidungen zwischen E2Emon und den Ergebnissen dieser Arbeit sehr groß. Das
E2E Monitoring System wird zudem seit ca. 3 Jahren produktiv eingesetzt, weswegen
viele Erfahrungen vorliegen. Wegen des Umfangs wird die Beschreibung von E2Emon
in drei Unterabschnitte strukturiert: zunächst wird das Projektumfeld und die Ziele
von E2Emon beschrieben, es folgt die Beschreibung der eingesetzten Konzepte und
der notwendigen Anpassungen. Abschließend werden die Erfahrungen mit dem Pro-
duktivansatz geschildert und bewertet.
Der Fokus beim I-SHARe Teilprojekt liegt auf der Unterstützung der Géant2 E2E-
Link-Betriebsprozesse durch Verbesserung des Informationsaustauschs zwischen den
NRENs. Bislang wurden im I-SHARe Teilprojekt die Anforderungsanalyse, das Sy-
stemdesign und die Entwicklung eines ersten Prototyps abgeschlossen. Obwohl der
I-SHARe-Prototype bereits im Testbetrieb ist, ist die Menge der bislang gesammelten Er-
fahrungen gering. Aus diesem Grund wird die Beschreibung des I-SHARe-Teilprojekts
abweichend von der E2Emon-Beschreibung strukturiert: nach der Beschreibung der
401
Kapitel 8. Anwendung
Ziele des Teilprojekts werden eingesetzte Konzepte und die dabei erworbene Erfah-
rungen gemeinsam beschrieben.
Die Struktur des Kapitels ist graphisch in Abbildung 8.1 dargestellt.
8.1 E2E-Link-Monitoring-System E2Emon
Projektumgebung, Ziele und Randbedingungen
Eingesetzte Konzepte und notwendige Anpassungen
Einsatz im Betrieb, Erfahrungen und Zukunftspläne
8.2 Informationsaustauschsystem I-SHARe
Projektumgebung, Ziele und Randbedingungen
Eingesetzte Konzepte und erworbene Erfahrungen




Das E2E-Link-Monitoring-System (E2Emon) wurde konzipiert und entwickelt, um die
operationalen und administrativen Zustände von Géant2 E2E Links (siehe Abschnitte
1.2 und 2.3.2) zu überwachen.
8.1.1. Projektumgebung, Ziele und Randbedingungen
Die Problematik des E2E-Link-Monitorings hängt direkt mit dem internen Aufbau der
E2E Links zusammen, der wiederum von den Nutzungseigenschaften abgeleitet wur-
de. Wie im Abschnitt 2.3.2 beschrieben wurde, sind E2E Links dedizierte permanente
Verbindungen, die für die maximale Ausnutzung der vorhandenen Übertragungsra-
ten ausgelegt wurden. Dadurch entfällt die Notwendigkeit einer Routinginfrastruktur
und die Verbindungen werden von den beteiligten NRENs überwiegend auf ISO/OSI
Netzschichten 1 und 2 realisiert.
Um diese netzgestützte kollaborative Arbeitsweise zu ermögli-
chen, ist es zwingend, auf einer geeigneten Netzinfrastruktur, die 
betriebliche Domains in verschiedenen europäischen, US-ameri-
kanischen, kanadischen und taiwanesischen Wissenschaftsnetzen 
umfasst, aufzusetzen. Es muss Vereinbarungen zwischen den 
Experimenten, dem CERN und den nationalen Zentren geben, die 
regeln, nach welchen Zugangs-Policies und Cost-Sharing-Modellen 
die Infrastruktur genutzt werden kann.
Für die Planung des LCG-Netzes wurde eine Arbeitsgruppe aus 
Vertretern der Experimente, Netzspezialisten der beteiligten NRENs 
und GÉANT2 sowie der Netzgruppen vom CERN und von den 
Tier1-Zentren gebildet. Der Netzentwurf umfasst derzeit zunächst 
das Tier0/Tier1-Netz, da noch keine abgestimmten Anforderungen 
und Festlegungen zu den Tier2–Tier3-Zentren vorliegen. 
Es wurde von folgenden Designkriterien und Annahmen aus-
gegangen:
•   Jedes Tier1 Zentrum wird mit einer dedizierten 10G-Verbin-  
     dung mit dem Tier0 Zentrum verbunden. Eine weitere 10G-
     Verbindung wird als Backup zu einem benachbarten T1 Zen-
     trum geführt.
•   Es werden kontinuierliche Datenströme von bis zu 10Gbit/s 
     erwartet.
•   Aufgrund der einfachen Quelle-Senke Beziehung ist es sinnvoll, 
     den Transport auf Ebene 2 abzuwickeln.
•   Sicherheitsprobleme im Netz können durch diesen Ansatz 
     leicht bewältigt werden („trusted sources“).
wird, werden Datenmengen von jährlich 15 Petabyte anfallen, die 
von Wissenschaftlern weltweit zu analysieren sind. Die insgesamt 
mehr als 5000 Wissenschaftler aus ca. 50 Nationen, die an den 
LHC-Experimenten beteiligt sind, machen das LCG-Projekt zur ak-
tuell größten gemeinschaftlichen Anstrengung der Teilchenphysik 
im IT-Bereich.
Es wird vier Experimente am LHC geben: ALICE, ATLAS, CMS 
und LHCb. Aufgabe des LCG-Projektes ist es, eine Datenspeicher- 
und Analyseinfrastruktur für die Teilchenphysik-Community, die 
den LHC nutzen wird, aufzubauen und vorzuhalten. In Abbildung 
2 ist ein logisches Modell des LCG dar estellt.
Die Daten der LHC-Experimente werden weltweit nach einem 
Vier-Ebenen Modell (4 „Tiers“) verteilt. Ein erster Backup der Da-
ten wird im CERN, dem „Tier0“-Zentrum des LCG gehalten. Nach 
einem Initialisierungsprozess werden diese Daten auf weitere elf 
Tier1-Zentren verteilt. Dies sind Rechenzentren mit großen Spei-
cher- und Rechenkapazitäten, die auch einen 24/7-Support für 
Grid-Dienste anbieten werden. Die Tier1-Zentren stellen Daten und 
Rechenleistung sowie Kollaborationswerkzeuge für die Analyse für 
Tier2-Zentren bereit. Einzelne Wissenschaftler greifen über Tier3-
Zentren, z.B. lokale Cluster an Universitäten oder sogar individuelle 
PCs, die am LCG Projekt teilnehmen, zu.
Abb. 2: Modell des LHC Compute Grid (LCG)
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Abbildung 8.2.: LHC Multi-Tier Model [Sch07a]
Betrachtet man die Größenordnung der Forschungsprojekte wie LHC oder DEISA, die
momentan die Hauptnutzer von E2E Links sind, so müssen im Rahmen dieser Projek-
te dutzende bis hunderte internationale Rechenzentren und Forschungseinrichtungen
durch E2E Links miteinander verbunden werden. Zur Illustration sind in den Ab-
bildungen 8.2 und 8.3 die groben Anordnungsstrukturen zwischen Rechenzentren in
beiden o.g. Projekten dargestellt. So werden in Rahmen des LHC Projekts die 11 sog.
Tier-1-Rechenzentren, die für die Speicherung der Experimentdaten zuständig sind,
sternförmig an das Tier-0-Zentrum in CERN sowie untereinander durch E2E Links




















SA1 and eSA1 – Service Activities 
NETWORK OPERATION AND SUPPORT
Contact: 
Ralph Niederberger, r.niederberger@fz-juelich.de, Forschungszentrum Jülich (FZJ), Germany
The main task of this service activity is the defi nition and 
deployment of the dedicated network required by the 
DEISA infrastructure. This work is carried out in close 
collaboration with the European network providers.  
Furthermore, the operation of the dedicated network 
infrastructure as a production network has to be guar-
anteed for the project lifetime and beyond. The optimi-
zation and upgrade of the network including tests of 
novel network technologies are important tasks of this 
service activity. The deployment of network monitoring 
and alarm services with information about network 
utilization, throughput, jitter, communication errors, and 
error recovery are additional tasks. 
The deployment of the dedicated DEISA network 
infrastructure has proceeded in several steps, 
following the evolutions of the national and European 
research network infrastructures and the adoption of 
the infrastructure by the user communities. After four 
core partners had verifi ed in a proof of concept phase 
that the DEISA concept is sustainable, an extension 
to the other sites was started. 
In the fi rst phase all centres have been connected via 
a virtual dedicated 1 Gb/s network provided by the 
National Research and Education Networks (NRENs) 
and the multi-gigabit pan-European data communi-
cations network (GÉANT). Two years of stable opera-
tion have proven the reliability of this concept.
An intermediate phase connecting the 1 Gb/s Phase 
1 network and the future star-like confi guration 10 
Gb/s Phase2 network has already been initiated. 
This Phase 2 infrastructure will operate at 10 Gb/s 
between all DEISA sites. The upgrade is driven 
primarily by the availability of the new GÉANT2 and 
local NREN infrastructures currently under construc-
tion. The Phase 2 is the most ambitious phase, where 
technological requirements and application needs 
challenge the limits of what providers can offer to 
the supercomputer sites. The starting design of the 
future DEISA network backbone is a so-called Star 
Network with 10 Gb/s bandwith from DEISA sites all 
over Europe to a central switch located at Frankfurt/
Germany. An expansion to a decentralized design 
with backup paths is considered for the future.  
A close collaboration between the DEISA network team 
and staff members of the NRENs as well as a close 
interaction with the administrators of the supercomputer 
systems guarantees optimum performance of the DEISA 
network to meet the needs of the user communities. 
European supercomputer cluster – phase 2 network infrastructure
Abbildung 8.3.: DEISA Netz Infrastruktur [Dei08b]
(darunter auch das Leibniz-Rechenzentrum, LRZ) greifen auf die abgespeicherten Ex-
perimentdaten momentan überwiegend über die konventionelle Routinginfrastruktur
zu. Es wird im Projekt jedoch angestrebt, mit der Zeit auch die Tier-1 zu Tier-2 Verbin-
dungen auf Basis von E2E Links zu realisieren.
Bei der benötigten Anzahl der E2E Links ist vor all m der Kost nfaktor ein triftiges
Argument, der die E nschränkung auf die Netzinfrastruktur der ISO/OSI Schichten 1
und 2 rec tf rtigt. Neben der K stenersparnis h t diese Entsche dung allerdings Ko -
sequenzen in Bezug auf das E2E Link Management in sich, denn die für die ISO/OSI
Netzschic ten 3+ entwickel e Techniken können bei E2E Links nicht e ngesetzt wer-
den.
In dem Betriebskonzept für die verbindungsorientierten Netzdienste in Géant2 wird
die Notwendigkeit einer Reihe domänenübergreifender Betriebsprozesse identifiziert
[CRE+07]. Im Rahmen der Maßnahmen zur Zusicherung der E2E-Dienstgüte einzelner
Dienstinstanzen wird das domänenübergreifende Monitoring benötigt. Zu den Zielen
des Monitoring-Prozesses gehören:
• Erkennung der Störungen von E2E Links
• Lokalisation gestörter Abschnitte
• Möglichst automatische Initiierung des Fault-Managementprozesses
Für e Durchführung dieser Aufgaben wurd eine Kombination aus organisatori-
schen und technis hen Mitteln konzipiert (siehe Abbildung 8.4). Für die Koordi ation
der – zunächst nur Fault-Management bezogenen – Maßnahmen einzelner NRENs wur-












Access to common data and tools










Abbildung 8.4.: Betriebsorganisation für Géant2 E2E Links [US06]
mit den für die Schicht-2-Datenstrecken zuständigen Betriebsgruppen der einzelnen
NRENs, den sog. TNOCs (Transmission Network Operating Centre). Die E2ECU stützt
sich bei ihrer Tätigkeit auf die Informationen des E2E Monitoring Systems, das die
Informationen der Netzmanagement-System (NMS) einzelner NRENs zu einer domä-
nenübergreifenden Sicht aggregiert. Neben der E2ECU dürfen auf die Informationen
des E2E Monitoring Systems auch die TNOCs und autorisierte Nutzer (engl.: authorized
E2E Link User) zugreifen. Als authorized E2E Link User sind dabei projektabhängig
entweder die tatsächlichen Nutzer der E2E Links als auch spezielle technische Teams
möglich. So wird bei LHC Computing Grid (LCG) im Falle eines E2E Link-Ausfalls
mit einer dafür zuständigen Betriebsgruppe (dem sog. ENOC) kommuniziert, die auch
ein zentraler Ansprechpartner der Benutzer für Probleme innerhalb des Projekts ist
[BMM05, Kno05, EGE08, EGE09] (siehe Abbildung 8.5).
Somit wurden für das E2E-Monitoring-System folgende Aufgaben vorgesehen:
• Mit den involvierten NRENs kommunizieren, um die Monitoring-Daten einzel-
ner NRENs zu sammeln
• Teilstrecken-Zustandsinformationen aggregieren, die zu demselben E2E Link ge-
hören und von unterschiedlichen NRENs gemeldet werden
• E2E-Links-Zustandsinformationen analysieren und die E2ECU in Problemfällen
automatisch benachrichtigen
• Bei Ausfällen den E2E-Link-Zustand für die spätere Untersuchung abspeichern
• Die laufende Statistik der E2E-Link-Zustände sammeln






















Abbildung 8.5.: Integration der E2ECU in das Fault Management des LCG [Rod08]
• Die aktuelle Zustandsinformationen der E2ECU, allen beteiligten NRENs und
den authorised Users zur Verfügung stellen
Bei der Durchführung dieser Aufgaben sollen vom E2E-Monitoring-System auch die
folgende Eigenschaften der Diensterbringung berücksichtigt werden:
• Die E2ECU (und somit auch das E2E Monitoring System) ist für alle E2E Links
aus allen Projekten zuständig
• NRENs werden sich i.A. an der Erbringung mehrerer E2E Links beteiligen, die
wiederum zu unterschiedlichen Projekten gehören können
Die Art der Zusammenarbeit der einzelnen NRENs wurde in einem Memorandum of
Understanding (MoU) [LHC] festgelegt. Trotz einer engen Kollaboration bleiben die
NRENs unabhängige Organisationen. So können alle NRENs – zwar mit technisch not-
wendigen Absprachen mit den Partner-NRENs – in Eigenregie entscheiden, welche
Technologie und welcher Hardware-Anbieter bei der Realisierung eigener Teilstrecken
eines E2E Links gewählt wird. Die Unabhängigkeit der NRENs bedeutet auch, dass
u.U. sehr restriktive Sicherheits-Policies angewandt werden, um den Informations-
und/oder Managementzugriff auf die NREN-interne Infrastruktur zu regeln. Dadurch
werden weitere Anforderungen an das E2E Monitoring System motiviert:
• Die Abfrage der Monitoring-Informationen einzelner Teilstrecken soll ohne di-
rekten Zugriff auf die Netzinfrastruktur der jeweiligen NRENs möglich sein
• Es muss ein Weg gefunden werden, auch bei heterogenen Monitoring-Infor-




• Auch ohne Uhr-Synchronisation der einzelnen NRENs muss das E2E Monitoring
System die Zustandsinformationen einzelner NRENs synchronisieren können
8.1.2. Eingesetzte Konzepte und notwendige Anpassungen
Ausgehend von den beschriebenen Anforderungen und Randbedingungen wurde am
LRZ das E2E-Monitoring-System E2Emon entwickelt. Die Systemarchitektur ist in Ab-
bildung 8.6 dargestellt. Das Konzept sieht eine Aufteilung in zentrale (in der Abbildung
oben) und NREN-spezifische (in der Abbildung unten, auf grauem Hintergrund) Kom-
ponenten vor. Während die zentralen Komponenten nur einmal vorkommen, müssen
die NREN-spezifischen Komponenten bei allen NRENs implementiert und installiert
werden.
Bei der Beschreibung der im Projekt eingesetzten Ideen aus dieser Arbeit wird in die- Strukturierung
des
Unterabschnittes
sem Unterabschnitt zunächst die Kommunikationsschnittstelle zwischen der zentralen
Komponente des Monitoring Systems erklärt, dann werden die relevanten Bestandtei-
le der NREN-Komponenten und anschließend der Aufbau der zentralen Komponente
besprochen.
Die Kommunikation zwischen den zentralen und den lokalen Komponenten ist ent- Client-Servier
Kommunikationsprechend des Client-Server-Prinzips realisiert und erfolgt über eine vordefinierte
Schnittstelle via Web Services (vergleiche Abschnitte 3.1 und 5.1 sowie Einführung
zu Kapitel 7). Um die Interoperabilität mit anderen existierenden oder zukünftigen
Tools in Géant2 zu ermöglichen, wurde bei der Kommunikation das perfSONAR Kom-
munikationsschema verwendet [pSH09, Swa09]. Dabei handelt sich um die Kommu-
nikation mittels SOAP und die Nutzung von XML-Nachrichten, die entsprechend dem
NMWG Schema (NMWG steht für Network Monitoring Working Group) des Global
Grid Forums (GGF!) definiert sind. Die Verwendung dieses Schemas hat sich auch in
der DCN-Kooperation (siehe Abschnitt 2.3.4) etabliert, was auch die Interoperabilität
mit den in Internet2 entwickelten Tools erleichtert.
Das Konzept des Géant2 E2E-Monitoring-Systems [HY08b] sieht vor, dass die zentrale Periodische
Informationsab-
fragen
E2Emon-Komponente periodisch Informationsanfragen an alle NRENs schickt (verglei-
che Abschnitte 5.10, 6.6 und insbesondere 6.7). Die XML-Anfrage der aktuellen Infor-
mationen ist in Abbildung 8.7 dargestellt. Durch die Spezifikation NOW im Feld TIME
werden die aktuellen Zustandsinformationen angefordert. Es ist vorgesehen, dieses
Feld bei der Weiterentwicklung der E2E Monitoring Systems auch für die Abfrage
vergangener Zustandsinformationen zu verwenden.





ring-Informationen gewährleistet. Diese Synchronisation ist jedoch nicht 100% genau.
So werden die Anfragen nicht gleichzeitig, sondern sequentiell versendet, d.h. die
Anfrage für einen in der Abfrageliste nachfolgenden NREN wird erst nach dem Er-






































Retrieval of data in XML format




         xmlns:nmwg="http://ggf.org/ns/nmwg/base/2.0/"> 
  
   <nmwg:metadata id="meta1"> 
      <nmwg:eventType>Path.Status</nmwg:eventType>  
    </nmwg:metadata> 
    
    <nmwg:metadata id="meta2"> 
        <select:parameters> 
            <select:parameter name="time">now</select:parameter> 
            </select:parameters> 




Abbildung 8.7.: Abfrage der Monitoring-Informationen (generiert bei E2Emon)
[HY08b]
Polling-Zyklus als akzeptabel etabliert. Bei der Berechnung der Verfügbarkeitsstati-
stik wird daher die momentane Zustandsaufnahme als für das komplette Polling-
Intervall gültig angenommen. Das bedeutet wiederum, dass kurzfristige Zustandsver-
änderungen (engl.: spikes) – in Abhängigkeit davon, was vor der Antwort an die zen-
trale Monitoring-Komponente gemessen wurde – entweder überhaupt nicht erkannt
oder deren Zustand als für den kompletten Polling-Intervall gültig angenommen wer-
den.




Monitoring System zur Verfügung gestellt werden ist graphisch in Abbildung 8.8 dar-
gestellt. Dafür wurden zwei Alternativen definiert. In beiden Fällen liegt es in der Ver-
antwortung des jeweiligen Service Providers, die vom NMS gesammelten Statusinfor-
mationen der eigenen Netzinfrastruktur mittels eines technologiespezifischen Skripts
zu analysieren. Dabei werden die Technologie- und Infrastruktur-spezifischen Status-
informationen in das Datenformat transformiert, die von E2Emon erwartet wird. In
diesem Schritt werden die Zustandsinformationen mit den topologischen Informatio-
nen in Verbindung gebracht, d.h. es muss spezifiziert werden, auf welchen Abschnitt
welches E2E Links ein Zustand sich bezieht. Im Falle eines sog. Measurement Points
(MP) werden diese Informationen zunächst in einer XML-Datei abgespeichert (siehe
Abbildung 8.8 links). Diese Datei wird bei der Domain-internen Netzüberwachung kon-
tinuierlich aktualisiert. Bei der Abfrage durch die zentrale Komponente des E2Emon-
Monitoring-Systems wird diese Datei von dem Web Service MP als Antwort zurück ge-
schickt. Im Falle eines sog. Measurement Archives (MA) sieht die Situation theoretisch
nur wenig anders aus – die neuesten Status-Informationen werden jedoch nicht in eine
Datei, sondern in eine Datenbank geschrieben und mit einem Zeitstempel versehen.
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Abbildung 8.8.: Abholung der Monitoring-Informationen [HY08b]




die Statusinformationen domänenintern aus den NMS abgefragt werden. Im Projek-
tumfeld bei unterschiedlichen NRENs haben sich sowohl das regelmäßige Polling als
auch der Einsatz von SNMP Traps durchgesetzt. Das heißt, dass die XML-Datei im
Falle von MP mehrmals überschrieben werden kann, bevor die Informationsabfrage
von der zentralen Monitoring-Komponente kommt. Auch konnte zwischen den NRENs
keine Einigung erzielt werden, mit welchem Datum die Messwerte versehen werden
sollen – von der letzten Zustandsmessung oder von der letzten Zustandsänderung.
Der andere Aspekt bezieht sich ausschließlich auf die Verwendung von MAs (rechts
im Bild). Da die NRENs derzeit keine synchronisierten Uhren verwenden, bleibt die
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spektiv miteinander in Verbindung gebracht werden können. Daher wird derzeit ein
alternativer Weg diskutiert, historische Informationen nicht bzw. nicht nur bei den
NRENs abzuspeichern.




der Domäne werden als Demarcation Points (DP) bezeichnet), haben sich im Projekt
bei der Beschreibung der topologischen Strukturen dieselben Konzepte durchgesetzt,
wie sie im Kapitel 4 definiert wurden (siehe Abbildungen 8.9 und 8.10).
Bei der Beschreibung der Teildienst-Eigenschaften hat man sich zunächst auf zweiBeschreibung
der Teildienst-
Eigenschaften
– einen sog. operativen und einen administrativen – Zustandswert beschränkt. Der
Operational State wird von den NMS-Messungen abgeleitet und entspricht der Aus-
sage über die Funktionalität der Teilstrecke in den für sie vorgesehenen Wertebe-
reichen. Der Administrative State dagegen gibt zusätzliche Informationen der Teil-
strecke an, die meist auf administrative Vorgänge zurückzuführen sind, wie z.B.,
ob die Teilstrecke im Betrieb ist oder ob momentan Wartungsarbeiten durchgeführt
werden, die diese Teilstrecke betreffen. Dadurch ist es möglich, bei der Fehlererken-
nung sowie bei der Statistikberechnung den Administrative State berücksichtigen.
Das E2E Monitoring System generiert z.B. keine Fehlerbenachrichtigung, wenn auf
der Teilstrecke eines E2E Links Wartungsarbeiten durchgeführt werden. Auch wenn
die Realisierung solcher Interdependenzen zwischen unterschiedlichen Teilstreckenei-
genschaften im Rahmen der entwickelten Lösung ohne weiteres bei der Definition
der Aggregatfunktionen realisierbar ist (siehe Abschnitt 4.2.2), kann eine systemati-
sche Untersuchung solcher Situationen und vor allem deren verständlichere Beschrei-
bung als eine Weiterentwicklung dieser Arbeit angesehen werden (siehe auch Kapitel
10).
Die erlaubten Werte für den operationalen und administrativen Zustand sind in den
Tabellen 8.1 und 8.2 dargestellt (vergleiche Diskussion in Abschnitt 4.1 und insbeson-
dere das UML-Diagramm in Abbildung 4.47). Durch die Wahl dieser grob-granularen
erlaubten Wertezustände wurde eine Abstraktionsebene geschaffen, die für alle NRENs
unabhängig von der eingesetzten Technologie und Infrastruktur gültig ist. Wie die Ab-
bildung von den tatsächlichen Messergebnissen auf die abstrakten Zustände geschehen
soll, wurde im Projekt nicht festgelegt, sondern den NRENs überlassen.
Die linke Spalte spezifiziert die erlaubten Werte, die in XML-Nachrichten verwendetAggregationsvor-
schriften werden dürfen. In Absprache mit der E2ECU und den Kooperationspartnern wur-
den mit den Werten Gewichte (Spalte rechts) assoziiert. Diese Gewichte werden vom
E2E-Monitoring-System für die Berechnung des aggregierten E2E-Zustandes aus den
Teildienste-Zuständen verwendet. Die Aggregationsvorschrift für beide Eigenschaften-
zustände lautet "das größere Gewicht wird als der Aggregatwert übernommen" (verglei-
che die Diskussion in Abschnitten 4.1, 4.2.2 und 4.2.6 über die mit den Eigenschaften
assoziierten Aggregationsvorschriften).
Verglichen mit den UML-Diagrammen 5.3, 4.54 und insbesondere 4.50, die ein sehr




Operational State Value Description Weight 
Unknown Domain could not acquire information 
about operational state 
0 
Up Link is up 1 
Degraded Link is up, but has reduced performance 2 
Down Link is down 3 
 
 Tabelle 8.1.: Operational State, erlaubte Wertebereiche [HY08b]
 
Administrative State Value Description Weight 
Unknown Domain could not acquire information 
about administrative state 
0 
NormalOperation No administrative work is performed 1 
Maintenance Planned maintenance activity in progress 2 
TroubleShooting Trouble shooting is in progress 3 
UnderRepair Repair process is in progress 4 
 
 Tabelle 8.2.: Administrative State, erlaubte Wertebereiche [HY08b]
schiedliche Wertebereiche darstellen, konnte im Projekt dank der Einschränkungen
der benötigten Informationen ein wesentlich einfacheres Datenmodell erstellt wer-
den (siehe Abbildung 8.11). Die Vereinfachungen der Eigenschaftenbeschreibung im
Projekt kann als ein Spezialfall der in dieser Arbeit entwickelten Lösung angesehen
werden. Im Gegenzug zu diesen Vereinfachungen bei der Eigenschaftenbeschreibung
musste das E2Emon-Datenmodell mit zusätzlichen Informationen angereichert wer-
den, die zur besseren Nutzerfreundlichkeit und Nutzbarkeit des Systems beitragen
sollen. Dazu gehören z.B. Felder wie City und Institution der Klasse "TopologyPoint".
Wichtig ist auch zu bemerken, dass das Feld LocalName der Klasse "MonitoredLink"
semantisch mit der REFERENCEID übereinstimmt, die mit jeder bestellten Teilstrecke
assoziiert ist, d.h. die E2ECU nutzt diesen Namen als NREN-spezifische ID bei der Kom-
munikation mit dem jeweiligen Teilstreckenprovider.
Da die NRENs sich i.A. bei der Erbringung mehrerer E2E Links beteiligen können Kommunikations-
aufwand
Minimierung
und da die E2ECU für alle Projekte zuständig ist, werden bei den Abfragen der
Monitoring-Informationen von jedem NREN gleichzeitig alle Informationen zu allen
überwachten Teilstrecken der E2E Links zurückgemeldet. Dies geschieht, um den
Kommunikationsaufwand möglichst gering zu halten. Zu Illustrationszwecken wird
in Abbildung 8.12 der Ausschnitt einer Antwort an E2Emon dargestellt. Da die –
in der Projektsprache – Topology Points1 auch mehrmals in unterschiedlichen Teil-
strecken verschiedener E2E Links vorkommen dürfen, wurde hier eine weitere Op-
timierung getroffen, indem die Topology Points nur ein Mal definiert und bei der
Beschreibung der Teilstrecken ggf. mehrmals referenziert werden sollen. Das illu-
striert, dass es unter Berücksichtigung Projekt- bzw. Dienst-spezifischer Optimierungs-
1Die Topology Points können als Synonymen für SCPs betrachtet werden.
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Abbildung 8.11.: E2Emon, Data Model [HY08b]
kriterien unterschiedliche syntaktische Definitionen der XML-Struktur für semantisch
identische Inhalte geben kann (vergleiche die im Kapitel 7 im Beispiel verwendeten
XML-Nachrichten).
Im Gegensatz zu den Definitionen im Abschnitt 4.6.10 werden im Projekt wesentlichNamenskonven-
tionen für
IDs
einfachere Namenskonventionen verwendet (vgl. die Namen der Topology Points und
E2E Links in Abbildung 8.12). Als Grundregel gilt, dass der ID eines Topology Points
aus zwei durch ein Minus-Zeichen getrennten Teilen besteht – einem global eindeu-
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8.1. E2E-Link-Monitoring-System E2EmonE2E Link Monitoring System 
System Design and Documentation 
 
Document Code: <GN2-JRA4-06-010v230> 29
  <nmwgtopo3:type>TopologyPoint</nmwgtopo3:type> 
  <nmwgtopo3:name type="logical">DFN-LRZ</nmwgtopo3:name> 
  <nmwgtopo3:country>Germany</nmwgtopo3:country> 
  <nmwgtopo3:city>Munich</nmwgtopo3:city> 
  <nmwgtopo3:institution>Leibniz Rechenzentrum 
              </nmwgtopo3:institution> 
  <nmwgtopo3:latitude>48 15 42.20 N</nmwgtopo3:latitude> 
  <nmwgtopo3:longitude>11 39 59.51 E</nmwgtopo3:longitude> 
   </nmwgtopo3:node> 
 </nmwg:subject> 
  </nmwg:metadata> 
   
  <nmwg:metadata id="md2"> 
 <nmwg:subject id="sub-DFN-MUE"> 
   <nmwgtopo3:node id="DFN-MUE"> 
  <nmwgtopo3:type>TopologyPoint</nmwgtopo3:type> 
  <nmwgtopo3:name type="logical">DFN-MUE</nmwgtopo3:name> 
  <nmwgtopo3:country>Germany</nmwgtopo3:country> 
  <nmwgtopo3:city>Muenster</nmwgtopo3:city> 
  <nmwgtopo3:institution>DFN-Verein</nmwgtopo3:institution> 
  <nmwgtopo3:latitude>50 8 00.01 N </nmwgtopo3:latitude> 
  <nmwgtopo3:longitude>8 27 47.94 E </nmwgtopo3:longitude> 
   </nmwgtopo3:node> 
 </nmwg:subject> 
  </nmwg:metadata> 
  
  <nmwg:metadata id="md3"> 
 <nmwg:subject id="sub1"> 
   <nmtl2:link> 
  <nmtl2:name type="logical">DFN-link-1234</nmtl2:name> 
  <nmtl2:globalName type="logical">LRZ-SARA-DEISA-001 
              </nmtl2:globalName> 
  <nmtl2:type>DOMAIN_Link</nmtl2:type> 
   
  <nmwgtopo3:node nodeIdRef="DFN-LRZ">  
    <nmwgtopo3:role>EndPoint</nmwgtopo3:role> 
  </nmwgtopo3:node> 
   
  <nmwgtopo3:node nodeIdRef="DFN-MUE">  
    <nmwgtopo3:role>DemarcPoint</nmwgtopo3:role> 
  </nmwgtopo3:node> 
   
   </nmtl2:link> 
 </nmwg:subject> 
  </nmwg:metadata> 
   
  <nmwg:metadata id="md4"> 
 <nmwg:subject id="sub2"> 
   <nmtl2:link> 
  <nmtl2:name type="logical">DFN-Surfnet-Link-5678</nmtl2:name> 
  <nmtl2:globalName type="logical">LRZ-SARA-DEISA-001 
              </nmtl2:globalName> 
  <nmtl2:type>ID_Link</nmtl2:type> 
  
  <nmwgtopo3:node nodeIdRef="DFN-MUE">  
    <nmwgtopo3:role>DemarcPoint</nmwgtopo3:role> 
  </nmwgtopo3:node> 
   




tigen NREN-Akronym und einer innerhalb des NRENs eindeutigen lokalen ID. In der
Abbildung sind zwei solche IDs vorhanden: "DFN-LRZ" und "DFN-MUE". Die E2E Link
ID setzt sich aus fünf Teilen zusammen, die wiederum durch ein Minus-Zeichen von-
einander getrennt sind: Die Akronyme der zwei End Points (meistens werden dafür
die Akronyme der mit E2E Link zu verbindenden Organisationen verwendet), einem
Akronym des Projekts, für das der E2E Link bestellt wurde, sowie einer fortlaufenden
Nummer, die zur Unterscheidung zwischen mehreren E2E-Links dient, die zwischen
denselben Endpunkten für dasselbe Projekt verwendet werden. Neben einer guten
Lesbarkeit und der Einfachheit, diese Namen im User Interface darzustellen, hat diese











DFN-LRZ DFN-MUE SURFnet-MUE SURFnet-SARA
Step 2
Abbildung 8.13.: Name Matching: Rekonstruktion der Zusammensetzung eines E2E
Links [HY08b]
Im Gegensatz zur Überwachung von Géant2 E2E-Links ist bei der in dieser ArbeitName Matching
für Topologie-
Rekonstruktion
entwickelten Lösung dem Monitoring System bekannt, aus welchen Teilstrecken sich
die zu überwachende E2E-Verbindung zusammensetzt. Dennoch konnte beim Géant2
E2E Monitoring System ein anderes Konzept wangewendet werden, das im Kapitel
4 zur "Zusammensetzung" der Domänen-Sichten zu einer (semi-)globalen Sicht auf












DFN-LRZ DFN-MUE SURFnet-MUE SURFnet-SARA
Step 2
SURFnet-XY
Abbildung 8.14.: Name Matching: Vollständige Rekonstruktion der Zusammensetzung
eines E2E Links unmöglich [HY08b]
Das zeigt vor allem, dass die entwickelten Konzepte im Einzelfall nicht nur an den in
dieser Arbeit für sie vorgesehenen Stellen eingesetzt werden können, sondern auch bei
der Dienst-spezifischen Optimierung entsprechend angepasst bzw. auf andere Gebiete
übertragen werden können.
Das Verfahren des Name Matchings ist graphisch in Abbildung 8.13 dargestellt. Da-
bei werden die Topology Points IDs aller Teilstrecken, die zu ein und demselben
E2E Link gehören, auf Übereinstimmung untersucht. Sollte das der Fall sein, kön-
nen die Teilstrecken im nächsten Schritt an den jeweiligen Endpunkten "zusammen-
geklebt" werden. Die perfekte Situation, dass alle Teilstrecken eines E2E Links zu-
sammengesetzt werden können, ist nur dann möglich, wenn Informationen über
alle Teilstrecken vorhanden sind und die Benennung der Topology Points korrekt
ist. Dies ist allerdings nicht immer der Fall, weswegen E2Emon auch Fehlersitua-
tionen erkennen, darstellen (siehe Abbildung 8.14) und dementsprechend reagieren
muss.
Die abgefragten Monitoring-Informationen werden nach deren Aggregation und der Visualisierung
Zusammensetzung zu zusammenhängenden Verbindungen semi-graphisch dargestellt.
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Abbildung 8.15.: E2Emon Entwicklerinstallation, Startseite [E2E09]
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Abbildung 8.16.: E2Emon Entwicklerinstallation, semi-graphische E2E Link Anzeige
Kapitel 8. Anwendung
Abbildung 8.17.: E2Emon Entwicklerinstallation, E2E Link Statistics [E2E09]
8.1. E2E-Link-Monitoring-System E2Emon
Auch wenn die Visualisierungsaspekte nicht im Fokus der entwickelten Lösung liegen,
lassen sich dadurch im Hintergrund ablaufende Prozesse und Optimierungsentschei-
dungen besser erläutern.
In Abbildung 8.15 ist die Start-Seite des Géant2 E2E-Monitoring-Systems dargestellt,
das am Leibniz-Rechenzentrum (LRZ) installiert ist. Im Gegensatz zur Installation der
E2ECU, die ausschließlich für autorisierte Nutzer zugänglich ist, ist die Installation am
LRZ frei zugänglich. Diese Installation wird von den E2Emon-Entwicklern verwendet,
um die neuesten Versionen des Systems realitätsnah zu testen und Feedback von den
E2Emon-Nutzern vor dem endgültigen Release zu sammeln.
Für die Visualisierung der Monitoring-Informationen werden in E2Emon statische
HTML-Seiten generiert. Um die Navigation zu Informationen für unterschiedliche
Nutzergruppen zu vereinfachen, teilt sich die Ansicht auf E2E Links in drei große
Bereiche: "E2ECU"-, "Domain"- und "Projekt"-Views (siehe linkes Frame in Abbildung
8.15). Für diese Views werden in Abhängigkeit vom Interesse der jeweiligen Grup-
pe die relevanten Informationen entweder tabellarisch oder semi-graphisch darge-
stellt. Zu Illustrationszwecken wird in Abbildung 8.16 gezeigt, wie die semi-graphische
Anzeige eines E2E Links, der entsprechend dem "Name Matching" zusammengesetzt
wurde (siehe Abbildungen 8.13 und 8.14), in E2Emon dargestellt wird. Zusätzlich ist
im Monitoring System die Anzeige für die gesammelten E2E Link Statistiken und
die Alarm vorgesehen, die hauptsächlich für die Nutzung von E2ECU vorbehalten
ist.
Mit Ausnahme von "Available Statistics" können alle übrigen Views danach gefiltert
werden, ob die E2E Links produktiv oder noch nicht produktiv sind (siehe drei Knöp-
fe links oben in Abbildung 8.15). Die Festlegung, welche E2E Links als produktiv zu
betrachten sind, konfiguriert der E2Emon-Betreiber. Dafür kann entweder die mitge-
lieferte Administrations-GUI verwendet werden oder direkt die entsprechende Config-
Datei editiert werden. Die Notwendigkeit für diese Unterscheidung ist dadurch gege-
ben, dass die einzelnen NRENs mit der Überwachung eigener Teilstrecken beginnen
können, noch bevor alle Teilstrecken zusammengeschaltet sind und dem Kunden als
ein einsatzfähiger E2E Link angeboten wird. Aus diesem Grund werden für noch nicht
produktive E2E Links keine aktiven Alarme generiert oder deren Verfügbarkeit über-
wacht.
Bei der Statistik-Berechnung ist vor allem der Fakt wichtig, dass u.U. nicht alle MPs Sonderfall bei
Statistik-
Berechnung
oder MAs abgefragt werden können. Diese Situation wurde in der entwickelten Lö-
sung bislang völlig vernachlässigt unter der Annahme, dass jede SP-Domäne die Ver-
fügbarkeit der vereinbarten DSM-Schnittstellen im Betrieb gewährleisten kann (siehe
Abschnitte 5.10, 6.6 und 6.7). Auch wenn das meistens der Fall ist, ist in der Realität die
Gewährleistung einer 100%-er Verfügbarkeit kaum möglich. In E2Emon wurde neben
den Zählern für E2E Link Up- und Down-Time ein zusätzlicher Zähler hinzugefügt,
der die Zeit widerspiegelt, wann die Informationen von mindestens einem der beteilig-
ten NRENs nicht verfügbar waren (siehe Spalte "Uncertain-Time" rechts in Abbildung
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8.17). Da solche Situationen für Multi-Domain Dienste allgemein und nicht nur für Ver-
kettete Dienste typisch sind, kann eine Untersuchung der Verhaltensmuster in solchen
Situationen und der Empfehlungen deren Einsatzgebieten als eine wichtige weiterfüh-















































Abbildung 8.18.: E2E Monitoring System, geplannte Systemarchitektur-Erweiterung
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stellt, war bei der Planung von E2Emon Versionen 1.x als das einzige Interface nach
außen vorgesehen. Inzwischen (Stand Mitte 2009) ist die Version 2.1 des E2E Moni-
toring Systems aktuell, die eine Reihe von Erweiterungen der ursprünglich geplan-
ten Architektur implementiert. Die geplante Softwarearchitektur des E2Emon, die so-
wohl bereits implementierte als auch noch in Entwicklung befindliche Features um-
fasst, ist in Abbildung 8.18 dargestellt. Vor allem ist da zu bemerken, dass neben
der Visualisierung auch eine Reihe von Schnittstellen nach außen vorgesehen wur-
den. Dadurch soll die bessere Integrierbarkeit mit anderen Tools gewährleistet wer-
den.
Derzeit wird z.B. die automatische SNMP-Benachrichtigung bei der Erkennung neuer
Fehler implementiert (vergleiche mit den vorgesehenen Ereignisbenachrichtigungen
im Abschnitt 5.12). In der E2ECU wird diese Option aktiv genutzt, um die erkannten
Fehler an eine Nagios2-Installation der E2ECU zu melden.
Viel interessanter – im Sinne der Übereinstimmungen mit den Lösungsideen dieser
Arbeit – ist die Unterstützung der Web-Service-Schnittstelle, über die alle Monitoring-
Informationen abgefragt werden können. Dadurch wird es möglich, die Management-
funktionalität auszulagern und sie dann transparent zu nutzen (vergleiche Diskussi-
on über Delegation der Management-Dienste im Abschnitt 4.4 sowie das im Kapitel
7 durchgespielte Beispiel). Diese Schnittstelle wird vom CNM3-Tool genutzt, um die
Monitoring-Informationen von E2Emon und anderen Quellen miteinander in Verbin-
dung zu bringen und graphisch darzustellen (ein Ausschnitt der CNM-Anzeige siehe in
Abbildung 8.19). Der Einsatz beschränkt sich momentan auf die T0-T1 Verbindungen
für das LHC Projekt.
8.1.3. Einsatz im Betrieb, Erfahrungen und Zukunftspläne
Die Beschreibung der Erfahrungen folgt grob dem Datenfluss im Architekturkon-
zept folgen – von den NMS-Abfragen in den jeweiligen SP-Domänen (NRENs) bis
hin zur E2Emon-Schnittstelle nach außen mit den aggregierten Zustandsinformatio-
nen.




sehr gut erwiesen. Vor allem wurden dadurch die Sicherheitsbedenken der jeweiligen
Netzbetreiber weitgehend ausgeräumt und deren Akzeptanz in Bezug auf den Ansatz
erhöht. Dadurch wurde auch eine der wesentlichen Voraussetzung zur Beteiligung der
NRENs bei E2E Monitoring erfüllt. Es hat sich allerdings herausgestellt, dass durch
2Nagios ist ein Tool, das häufig zur Überwachung der IT-Infrastruktur eingesetzt wird.
3CNM steht für Customer Network Management. Dabei handelt sich um ein am LRZ entwickeltes Tool,
das sich für die User-freundliche Anzeige von Netzzustandsüberwachungsinformationen bewährt hat.
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fehlende Ressourcen und die Heterogenität der in unterschiedlichen NRENs eingesetz-
ten Infrastruktur die Umsetzung der Komponente "Data Aggregation & Transformati-
on" (siehe Abbildung 8.6 oder 8.18) in einzelnen NRENs und dadurch auch bei der
Ende-zu-Ende Überwachung sich verzögert hat.
Zu einer Reihe von Problemen hat die Entscheidung geführt, die Interpretation der Interpretations-
freiheit und
Konsequenzen
einzelnen Zustandswerte (siehe Tabellen 8.1 und 8.2) den NRENs zu überlassen. So
konnten sich viele NRENs nicht einigen, wann ein Zustand einer Verbindung als "De-
graded" einzustufen ist. Das hat dazu geführt, dass die Verwendung dieses Zustandes
von den meisten NRENs vermieden wird. Die entwickelte Lösung geht zwar von einer
klar definierten Semantik der verwendeten Eigenschaften und deren Wertebereiche
aus, die Praxistauglichkeit solcher Definitionen sollte bei der tatsächlichen Implemen-
tierung jedoch nicht vernachlässigt werden.




Ziele und die Verwendungsprinzipien dieser Eigenschaft breite Zustimmung zwischen
den NRENs fanden, hat es sich herausgestellt, dass eine automatische Kopplung der in
den NRENs verwendeten Managementtools mit der "Data Aggregation & Transforma-
tion" Komponente in meisten Fällen unmöglich war. Das hat dazu geführt, dass die
meisten NRENs diese Eigenschaft permanent entweder auf NORMALOPERATION oder
auf UNKNOWN gesetzt haben (siehe Warnings in Abbildung 8.20, die einen Überblick
über produktive E2E Links darstellt). Weil die Korrelation zwischen dem Operational
und dem Administrative State im Projekt erwünscht ist, werden in E2Emon weiterhin
beide Zustände unterstützt in der Hoffnung, dass die Situation bei den NRENs sich
mit der Zeit ändert.




stecken", die zudem von den Netzeigentümern bestimmt ist, hat sich als Erfolg er-
wiesen (vergleiche die Definition der Topologie-Beschreibung im Kapitel 4, insbe-
sondere das XML-Diagramm in Abbildung 4.50). Der Vorschlag, in E2Emon auch
die tatsächliche Netzinfrastruktur anzuzeigen, wurde von den NRENs hauptsächlich
aus Sicherheitsgründen zurückgewiesen. Auf der anderen Seite wurde von einigen
NRENs die Möglichkeit genutzt, mehrere verkettete Domain Links eines E2E Links
an das E2Emon Monitoring System zu melden. Diese Option wurde von den NRENs
gebraucht, die mehrere technische Domänen innerhalb ihrer administrativen Gren-
zen haben. In solchen Situationen war es aus technischen Gründen für die NRENs
einfacher, die diese technische Domäne durchlaufenden Teilstrecken eines E2E Links
getrennt zu überwachen und an das E2Emon ohne eine domäneninterne Aggregation
zu melden. Eine solche Topologie-Darstellung ist auch mit der entwickelten Lösung
möglich, wenn dies auch in der Beschreibung nie explizit erwähnt wurde. Das heißt
allerdings, dass diese Option bei der Umsetzung der Lösung berücksichtigt werden
muss.
Ein weiterer Topologie-Aspekt bezieht sich auf die Nutzung der Interdomain-Link -
Beschreibung. Die Konzepte für die abstrakte Topologie-Beschreibung in der entwickel-
ten Lösung und bei E2Emon stimmen überein (siehe insbesondere Abschnitt 4.1.3). Al-
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lerdings liegt zwischen den beiden Ansätzen ein wesentlicher Unterschied darin, wie
ein Interdomain Link ausschließlich von einer SP-Domäne gemeldet werden kann. Bei
der Integration von E2Emon wurde vorgeschlagen, dass eine der Nachbar-Domänen
einen eingeschränkten Zugriff auf die Netzinfrastruktur des angeschlossenen Partners
bekommen kann, so dass der Verbindungsabschnitt ähnlich wie beim Intra-Domain
Fall überwacht werden kann. Diese Option hat sich zwar als technisch möglich, aus
Sicherheits- und Policy-Gründen allerdings überhaupt nicht als praktikabel gezeigt.
Dem E2Emon werden daher fast ausschließlich die Teilsichten der aneinander ange-
schlossenen NRENs gemeldet. Die Mitteilung dieser Teilsicht-Informationen über die
Web-Service-Schnittstelle hat mit keiner der Policies kollidiert. Aus diesem Grund wird
in der Lösung dieser Arbeit vorgeschlagen, dass die Teilsicht-Informationen über die
DSM-Schnittstelle ausgetauscht werden (siehe Abschnitte 4.1.3, 5.2 und 5.4).
Sowohl Erkennung der E2E-Link-Zusammensetzung bei E2Emon als auch die Rekon- Topologie-
Rekonstruktion
anhand IDs
struktion der abstrakten Netztopologie in der entwickelten Lösung werden anhand ID-
Matching durchgeführt (siehe Abbildungen 8.13 und 8.14). Die größte Schwierigkeit
besteht darin, dass beide benachbarte NRENs die DPs (in der Sprache der entwickelten
Lösung – SCPs) identisch bezeichnen. Sollte diese Hürde genommen werden, dann ist
dieses Verfahren sehr robust und die abstrakte Multi-Domain Netz-Topologie kann oh-
ne jegliche manuelle Konfiguration von den Single-Domain-Informationen abgeleitet
werden.





E2E Links sollten von der E2ECU und die IDs von Demarcation Points von den jewei-
ligen NRENs vergeben werden. Durch das steigende Interesse an E2E Links von ande-
ren Forschungsprojekten und vor allem durch die aktive Beteiligung bei der Erbrin-
gung von E2E Links nordamerikanischer Forschungsnetze haben sich zwei gravieren-
de Nachteile dieser Methode herausgestellt. Zu einem wurde der Vergabeprozess für
E2E Link IDs als zu zentralistisch empfunden, was zu Diskussionen über Alternativen
wie z.B. einen Registrierungsbaum geführt hat. Zu anderem hat es sich herausgestellt,
dass unterschiedliche Forschungsnetze u.U. dieselben Akronyme haben können, was
wiederum zu Namenskollisionen bei Demarcation Point IDs führen kann. Trotz dieser
Nachteile und der Diskussionen über die Alternativen werden bislang (Stand Mitte
2009) immer noch die ursprünglich geplanten ID-Struktur und -Vergabeverfahren ver-
wendet (vergleiche dazu die im Abschnitt 3.9 geführte Diskussion über Schwierigkei-
ten der Änderungen im Betrieb).
Obwohl die Möglichkeit, historische Daten von NRENs abzufragen, theoretisch sehr Überwachung
aktueller
Zustände
attraktiv erscheint, hat sie sich im Projekt bislang noch nicht durchgesetzt. Auf die
Analyse der dazu geführten Gründe wird an dieser Stelle verzichtet. Interessant ist die
Tatsache, dass aus E2ECU-Perspektive ein 5-Minutiges Polling-Interwall für die Abfrage
der derzeit aktuellen Monitoring-Informationen zusammen mit der Synchronisation
dieser Informationen durch E2Emon für den Betrieb und die E2E-Überwachung der
E2E Link völlig ausreichen. Die kurzfristigen Ausfälle, die innerhalb des 5-Minutigen
Raster anfallen, werden als nicht kritisch vernachlässigt. Der Bedarf für historische
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Informationen entsteht nur dann, wenn die Situation bei Ausfällen untersucht wer-
den soll. Für diesen Fall wird derzeit eine Erweiterung von E2Emon geplant, histori-
sche Daten direkt in der zentralen Komponente abzuspeichern. Diese Projekterfahrung
hat dazu geführt, dass in der entwickelten Lösung ein relativ schlichtes, dafür aber
praktikables Modell für die Überwachung definiert wurde (siehe Abschnitte 6.6 und
6.7).
Der Einsatz von Web Services als Kommunikationsschnittstelle zum Austausch vonEinsatz von Web
Services XML-Nachrichten (vergleiche Vorschlag im Kapitel 7) hat sich insbesondere bei der
Weiterentwicklung von E2Emon bewährt. Vor allem hat es ermöglicht, diverse notwen-
dige Erweiterungen, deren Bedarf in der Anforderungsanalyse- und Planungsphasen
nicht erkannt wurden, relativ einfach zu implementieren.
Zur Kommunikation zwischen E2Emon und den bei NRENs installierten MPs oderOptimierung der
Kommunikation MAs wurde eine anderere Optimierungsmethode angewendet. In dieser Arbeit wur-
de davon ausgegangen, dass für jede SP-Domäne die Kommunikation auf eine für
E2E Link vorgesehene Schnittstelle umgeleitet werden kann. Dadurch wird allen SP-
Domänen die Möglichkeit für eine dynamische Lastverteilung eingeräumt und die
Menge der jeweils übertragenen Informationen reduziert. Bei E2Emon wurde dage-
gen jeweils eine Kommunikationsschnittstelle pro NREN spezifiziert, was eine andere
Optimierung bedingt hat – alle Informationen werden gleichzeitig übermittelt, um
die Anzahl der notwendigen Kommunikationsvorgänge zu begrenzen. Jede Optimie-
rung kann nur im Kontext unterschiedlicher Faktoren, wie z.B. Nutzungsverhalten,
entschieden werden.
Die Aggregationsvorschriften, wie sie in Abschnitten 4.2 und 4.6.10 definiert wurden,Aggregationsvor-
schriften konnte bei E2Emon nur indirekt und bei weitem nicht vollständig eingesetzt werden.
Interessant ist vor allem der Fakt, dass sich alle Beteiligten auf die Aggregatfunktionen
für die nicht direkt messbaren Diensteigenschaften "Operational State" und "Admini-
strative State" einigen konnten.




E2Emon auch gegenseitige Abhängigkeiten zwischen den verwendeten Monitoring-
Parametern. Solche Situationen wurden in der entwickelten Lösung bislang nicht be-
rücksichtigt und sollen daher in weiterführenden Arbeiten untersucht werden (siehe
Kapitel 10).
Obwohl das nicht direkt zum Thema dieser Arbeit gehört, soll an dieser Stelle dieSicherheitsaspekte
Wichtigkeit der Sicherheitsaspekte bei allen Kommunikationsschnittstellen betont wer-
den. Ausgehend von einer engen Kooperation und guten Vertrauensbeziehungen wur-
den in E2Emon diese Aspekte vernachlässigt, was bei der wachsenden Popularität der
E2E Links zu unerwünschten Situationen geführt hat, wie z.B. Einblicke in die Daten
anderer Forschungsprojekte. Diese Projekterfahrung hat dazu geführt, dass in der ent-
wickelten Lösung die Entscheidungs- und Informationsfilterung-Komponenten durch-
gängig vorgesehen wurden (siehe "Decide" und "Filter" Komponenten in Abbildung




Genauso wie E2Emon bezieht sich auch Information Sharing across Heterogeneous
Administrative Regions (I-SHARe) auf Géant2 E2E Links. Der Zweck dieses System
besteht jedoch in der Unterstützung manuell ausgeführter Managementprozesse in
allen Dienst-Lebenszyklusphasen.
8.2.1. Projektumgebung, Ziele und Randbedingungen
Bei E2E Links handelt es sich um einen neuartigen Dienst. Das bedeutet vor allem,
dass viele providerübergreifende Managementprozesse nicht von vornhinein festgelegt
werden konnten und oft ad hoc ausgeführt werden müssen. Die fehlende Koordination
zwischen NRENs hat im Jahr 2006 unter anderem zu extrem langen Bereitstellungszei-
ten für E2E Links geführt [CRE+07].
Inzwischen (Stand Mitte 2009) sind die beteiligten Mitarbeiter mit den etablierten
Multi-Domain Managementprozessen vertraut. Die notwendigen Tätigkeiten werden
inzwischen intuitiv ausgeführt, ohne dass eine formale Beschreibung dafür definiert
wurde. Dadurch lässt sich die derzeitige Situation in das COBIT-Reifegradmodell [ITG07]
mit der Reifegradstufe 2 – INTUITIV, WIEDERHOLBAR – einordnen (siehe Abbildung
8.21). Zur Erfüllung der Anforderungen von DEISA und LHC – insbesondere eine Be-
schränkung der Prozessdurchlaufzeiten – ist jedoch mindestens die Reifegradstufe 4 –
GEMANAGED anzustreben [Ham09].









Abbildung 8.21.: Einordnung des Managements von E2E Links in das COBIT-
Reifegradmodell (nach [Ham09])
Um dieses Ziel zu erreichen, wurde Ende 2007 in Géant2 die I-SHARe Aktivität gestar-
tet. Die Ziele dieser Aktivität lassen sich grob in zwei Phasen aufteilen:
Momentan angestrebt: Unterstützung von Informationsaustausch bei der Durchfüh-
rung definierter Managementprozesse




Bei den auszutauschenden Informationen handelt es sich sowohl um organisatori-
sche als auch um technische Aspekte, deren Austausch die Managementprozesse un-
terstützt. So fallen unter die organisatorischen Aspekte der Name und die Arbeits-
zeiten des verantwortlichen Betriebspersonals sowie deren Kontaktinformationen. Als
die technischen können nicht nur solche Aspekte, wie z.B. die eingesetzte Netztech-
nologie oder verwendete Wellenlänge, betrachtet werden, sondern auch die Art der
Verbindung zwischen den NRENs.
Um diese Ziele zu erreichen, wurden zunächst folgende Aktivitäten in enger Kooperati-
on mit den Betriebsgruppen mehrerer NRENs und DANTE durchgeführt:
• Managementprozesse, die sich etabliert haben, wurden in einer standardisierten
Form erfasst
• Die erfassten Prozesse wurden analysiert und die zwischen NRENs auszutau-
schenden Informationen identifiziert
• Die identifizierten Informationen wurden von den beteiligten Projektpartnern
evaluiert und vervollständigt
Im nächsten Schritt wurde das I-SHARe Tool konzipiert und ein Prototyp mit einer ein-
geschränkten Funktionalität entwickelt. Zurzeit wird der Prototyp von der E2ECU und
einigen NRENs bei der Planung der neuen E2E Links evaluiert.
8.2.2. Eingesetzte Konzepte und erworbene Erfahrungen
Der Fokus von dieser Arbeit und von I-SHARe liegt relativ weit auseinander. Dennoch,
da I-SHARe zur Unterstützung von Managementprozessen von E2E Links konzipiert
wird, die zur Klasse Verketteter Dienste gehören, gibt es auch einige Überschneidun-
gen und gegenseitige Ideenbereicherungen, die in diesem Abschnitt präsentiert wer-
den.
Beim I-SHARe-Architekturkonzept (siehe Abbildung 8.22) wurde auf die bei E2EmonArchitekturkonzept
und Verantwort-
lichkeiten
bewährte Kopplung zwischen Single-Domain und Multi-Domain Komponenten über
eine Web-Service-Schnittstelle (in der Abbildung – ISHARe Domain Interface) zurück-
gegriffen. Die Übereinstimmung mit der Lösung dieser Arbeit zeigt sich insbesondere
darin, dass die SP-Domänen selbst in der Verantwortung für die eigene Informatio-
nen sind und in Eigenregie entscheiden, welche Single-Domain Informationen mitge-
teilt werden und welche nicht [HHS+08]. Für die Entwicklung des Prototyps wurde
jedoch entschieden, die für die produktive Version geplanten Architektur deutlich
zu vereinfachen (siehe Abbildung 8.23). Das Grundkonzept von der Trennung der
Domänen-eigenen und Multi-Domain Daten blieb dabei aber erhalten. In Gesprächen
mit den Betriebsverantwortlichen in unterschiedlichen NRENs hat sich dieser Aspekt
als einer der ausschlaggebendsten für die Tool-Akzeptanz erwiesen. In dem Konzept
wird die Annahme gemacht, dass die NRENs über das ISHARe Domain Interface aus-





























































Abbildung 8.22.: I-SHARe Software-Architektur (geplant) [CHS+08]
Abbildung 8.23.: I-SHARe Software-Architektur Prototyp [CHS+08]
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Abbildung 8.24.: I-SHARe Prototype, Übersicht über E2E Links in Planung [CHS+08]
Betriebserfahrung, um über die Tragfähigkeit dieser Annahme hier berichten zu kön-
nen.
Die mit Abstand wichtigste Überschneidung zwischen der entwickelten Lösung undRouten-Suche
für E2E Links I-SHARe gibt es nicht bei dem Prototypen, sondern bei den Prozessen, die in der Vor-
bereitungsphase erfasst wurden. So hat sich in dem Projekt etabliert, dass bei der
Routensuche die Netzplanungs-Teams unterschiedlicher NRENs miteinander Informa-
tionen darüber austauschen, welche Teilstrecken realisierbar sind. Ähnlich wie in der
entwickelten Lösung werden Informationen über die Endpunkte, den Übergang in
die eigene Domäne und die Dienstgüteanforderungen ausgetauscht. Der prinzipielle
Unterschied zwischen den beiden Lösungen besteht darin, dass bei E2E Link bezo-
genen Betriebsprozessen immer nur eine Alternative betrachtet wird und eine wei-
tere nur dann angeboten wird, wenn die vorherige nicht ausreicht [DMHH+08]. Bei
den überwiegend manuell geplanten Verbindungen, wie es bei E2E Links der Fall




I-SHARe: Prototype Description 
Fehler! Verwenden Sie die Registerkarte 'Start', um HEADING 1 dem Text zuzuweisen, der hier angezeigt werden soll. 
 
Document Code: GN2-SA3-WI16      13 
 
Figure 9 – Route tab of I-SHARe E2E Link Request Details page, edit mode 
3.1.5 Enter NNI Information 
In Figure 9, the grey rectangles represent the end-site domains, while the green rectangles represent the 
connecting domains. The small arrows (highlighted in red) on the right-hand side of the domain rectangles are 
the access software links to the border interfaces information. Each connecting domain has two edge 
interfaces; each end-site domain has one. Two adjacent arrows in two different but neighbouring rectangles 
(highlighted in orange) represent the adjoining interfaces of different domains at the same demarcation point. 
The View page of each interface in the pair (Figure 10) shows the same data. However, the column names 
identify which domain the information refers to. Having clicked on an arrow, it is possible to modify the interface 
data of the owning domain (the green-highlighted column name) by selecting Edit. 
Figure 10 shows the Network-to-Network Interface (NNI) information for two edge interfaces, in the GARR and 
GEANT domains, at one demarcation point. Each domain is responsible for providing its own data. The NNI 
information page is the core of the link-ordering support tool. The two adjoining domains should review the 
technical information displayed and negotiate an effective solution out of several possibilities. The tool offers a 
checklist of what data is needed (some fine-tuning may be required) and provides a single point from which this 
data can be accessed. The prototype I-SHARe system does not check the data to assess whether the 
hardware and/or configurations of the two domains are compatible. This analysis is performed manually, by the 
Ordering Co-ordinator and the experts in the two neighbouring domains. (If the experts identify a requirement 
for some of the checks to be automated, and can provide the rules to apply for each field, this functionality 
could be added in the future.) 




Adjoining interfaces at demarcation point 
Abbildung 8.25.: I-SHARe Prototype, E2E Link Route [CHS+08]
Die in dieser Arbeit entwickelte Lösung orientiert sich eher an automatisch geschalte-
ten Diensten und geht davon aus, dass die SP-Domänen die möglichen Verbindungen
automatisiert aufbauen können. Die entwickelte Lösung mit der Abfrage für gleich-
zeitig mehrere alternative Möglichkeiten (siehe Abschnitte 4.3.4.1, 5.2 und 6.2) ist
für die Reduktion der Kommunikation zwischen den SP-Domänen optimiert. Abge-
sehen von diesem Unterschied sowie von der Struktur der Kommunikationsartefakte
und den Kommunikationswegen (im Géant2 Projekt wird das derzeit per e-Mail und
Excel-Sheets gemacht) sind beide Vorgehen sehr ähnlich. Sehr wichtig ist daher der
Fakt, dass es für die SP-Domäne akzeptabel ist, Dienstinstanz-bezogene Informationen
auf dem Abstraktionsniveau "von einer Domänengrenze zu der anderen" preiszuge-
ben.
Zu Illustrationsz ecken werden in den Abbildungen 8.24 und 8.25 zwei Screen-Shots
des I-SHARe Prototypen dargestellt. Bei er ersten Abbildung handelt es sich um eine
Ansicht, die einen Überblick über den Status der ausgeführte E2E Link Planungs-
arbeiten vermitteln soll. Im zweiten Bild ist die A zeige dargestellt, die bei einem




Abbildung 8.26.: NNI-NNI Connection, Directly connected equipment [HH09]
Abbildung 8.27.: NNI-NNI Connection, Distribution frame [HH09]
Ein anderer wichtiger Aspekt, der an dieser Stelle unbedingt erwähnt werden soll, hatSemantik der
Übergangspunk-
te
sich erst vor Kurzem bei der Evaluation des I-SHARe Prototype gezeigt. Obwohl die
Definition von Demarcation Points als Grenzpunkte der Domänenverantwortlichkeit
bei E2Emon seit einigen Jahren erfolgreich verwendet wurde, kann diese Definition
bei der physischen Zusammenschaltung zwischen benachbarten SP-Domänen nicht
immer eindeutig festgelegt werden.
Zur Illustration dieser Behauptung sind in den Abbildungen 8.26 und 8.27 zwei Fälle
dargestellt, wie das Equipment benachbarter SP-Domänen aneinander angeschlossen
werden kann. In Abbildung 8.26 ist die sog. "back-to-back" Verbindung dargestellt,
bei der Geräte nebeneinander stehen und mit einem kurzen Patch-Kabel verbunden
werden. Die Abbildung 8.27 stellt eine nur ein wenig komplexere Variante dar, bei
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Abbildung 8.28.: Directly connected equipment, in I-SHARe Prototype [HH09]
der ein zentraler Patch Panel verwendet wird und eine dritte Organisation für das
Management dieser Verbindungen von beiden SP-Domänen beauftragt wird. In der
Praxis werden auch wesentlich komplexere Verbindungsformen eingesetzt, die hier
nicht behandelt werden.
Nach den Konsultationen mit den Betriebsverantwortlichen wurde entschieden, dass
die Eingabe nur der eigenen Interfaces in I-SHARe eine akzeptable Lösung darstellt.
Die NRENs können dann zusätzliche (u.U. auch Sub-Provider bezogenen) Informatio-
nen in I-SHARe pflegen. Die Beschreibungen der beiden präsentierten Verbindungs-
möglichkeiten in I-SHARe sind in den Abbildungen 8.28 und 8.29 dargestellt.
Aus dieser Erfahrung kann vor allem die Lehre gezogen werden, dass bei der Um-
setzung der Lösung die eindeutige Definition der SCP-Semantik sehr wichtig ist. Vor
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Abbildung 8.29.: Distribution frame, in I-SHARe Prototype [HH09]
allem bezieht sich diese Aussage auf den Zusammenhang zwischen dem abstrakten Be-
griff "SCP" und der physischen Infrastruktur. Diese Zusammenhänge können, bedingt
durch mehrere Einflussfaktoren, unterschiedlich definiert werden. Daher kann eine
solche Entscheidung nicht in dieser Arbeit "im Voraus" festgelegt werden, sondern sie
muss bei der tatsächlichen Umsetzung der Lösung getroffen werden.
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8.3. Nicht oder nicht vollständig evaluierte Konzepte
Zur Vollständigkeit müssen auch die in dieser Arbeit erarbeiteten Grundkonzepte be-
sprochen werden, die nicht oder nicht vollständig in den Teil-Projekten eingesetzt und
daher auch nicht bewertet werden konnten.
Auch wenn dieses Thema im Abschnitt 8.2.2 bereits kurz aufgegriffen wurde, soll hier Routing-
Verfahrenzunächst das im Abschnitt 4.3.4 entwickelte hybride Routing-Verfahren angesprochen
werden. Der Grund dafür liegt darin, dass dieses Verfahren eine zentrale Stellung bei
der entwickelten Lösung einnimmt.
Im Géant2 Projekt wurde die Problematik der Dienstgütezusicherung bei Verketteten
Diensten erkannt. Wegen einer fehlenden technischen Lösung hat man versucht, die
Problematik durch persönliche Absprachen und eine manuelle Routenplanung zu be-
wältigen. Zu dem Zeitpunkt, als das Routing-Verfahren entwickelt wurde, hatten sich
manuelle Abläufe bereits etabliert.
Beiden Verfahren liegt die Berücksichtigung der Domänen-Präferenzen über den Ver-
lauf einer Route zugrunde. Daher kann das im Abschnitt 4.3.4 entwickelte Verfahren
auch als eine für das automatische Routing aufbereitete Weiterentwicklung der manu-
ellen Prozesse betrachtet werden. Nachdem das hybride Routing-Verfahren entwickelt
wurde, konnten die prinzipiellen Unterschiede zwischen den beiden Verfahren in den
persönlichen Gesprächen mit dem für Route-Planung verantwortlichen Betriebsperso-
nal unterschiedlicher NRENs erläutert werden. Diese Gespräche haben ergeben, dass,
solange die Informationsanfragen Dienstinstanz-bezogen sind, es für die NRENs so-
wohl technisch möglich als auch akzeptabel ist, mehrere Alternativen mitzuteilen.
Die einzige dabei geäußerte Sorge galt der Einhaltung der Domänen-Präferenzen bei
der Wahl zwischen alternativen Verbindungsmöglichkeiten. Die Möglichkeit für die
Delegation der Routing-Aufgabe ist bereits in den manuellen Prozessen verankert.
Der Unterschied besteht jedoch darin, dass bei der Aufgabenweitergabe die gesamten
Informationen über den bereits definierten Routenverlauf mitgeteilt werden. In der
entwickelten Lösung wurde dies durch die Mitteilung der Zwischensumme für die
relevanten Dienstgüteeigenschaften ersetzt.





der Meinung der Betriebsverantwortlichen zu einigen anderen Lösungsideen dieser
Arbeit gefragt. Dabei zeigte sich, dass z.B. die Angaben von mehreren unterstützten
Dienstgüteeigenschaften für dieselbe Verbindungsmöglichkeit sowohl technisch reali-
sierbar als auch mit Domänen-Policies vereinbar ist, was den Konzepten von mehre-
ren Component Links und den damit assoziierten unterstützten Wertebereichen ent-
spricht (siehe vor allem Abschnitt 4.1.2). Die Bekanntgabe aller technisch realisierba-
ren Verbindungen oder gar der vollständigen Topologie wurden allerdings aus Policy-
Gründen als nicht akzeptabel empfunden. Dies entspricht auch dem im Abschnitt 4.8
beschriebenen Einfluss der Policies auf die Entscheidungsfindung (vergleiche auch mit
der ähnlichen Diskussion im Abschnitt 8.1.3).
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durch Interviews evaluiert werden konnten, gehören die im Abschnitt 4.2 beschlosse-
nen Operationen auf Basis der Eigenschaften-IDs und die im Abschnitt 4.8 dafür vor-
gesehenen Identifizierungsmöglichkeiten. Die Gründe dafür unterscheiden sich zwi-
schen den Planungs- und Betriebsphasen.
Bei der Routen-Planung werden alle relevanten Dienstgüteeigenschaften anhand ih-
rer Namen referenziert, damit die manuelle Bearbeitung erleichtert wird. Die Aggre-
gation der unterstützten Teilstrecken-Eigenschaften und der Vergleich mit den E2E-
Anforderungen werden wiederum manuell, basierend auf persönlichen Kenntnissen
und Erfahrungen durchgeführt, was die Definition der entsprechenden Funktionen
überflüssig macht.
Im Betrieb sieht die Situation anders aus, weil die Verbindungsgüte mehrerer E2E
Links durch das E2Emon-System automatisch überwacht und bewertet werden soll.
Die IDs für die zwei unterstützten Überwachungsparameter (Operational und Admi-
nistrative State) wurden allerdings nicht in einem Registrierungsbaum, sondern aus-
schließlich bei der Spezifikation der Kommunikationsartefakte festgelegt. Auch die
Operationen auf diesen Eigenschaften wurden direkt im Programm-Code festgelegt4.
Die Entwicklung einer generischen ID-basierten Lösung verursacht auch einen we-
sentlich größeren Aufwand und bedingt i.A. auch einen komplexeren Programm-Code.
Für die Unterstützung von lediglich zwei festgelegten Überwachungseigenschaften ist
dieser Aufwand kaum zu rechtfertigen. Sollte jedoch für die Zukunft Unterstützung
weiterer Eigenschaften geplant sein – was bei E2Emon weder gefordert wurde noch
bislang der Fall war –, dann ist dieser zusätzliche Aufwand gerechtfertigt. Der Grund
dafür liegt in einer i.A. größeren Flexibilität und wesentlich leichteren Erweiterbarkeit
der ID-basierten Ansätze.




de, ist die dynamische Bestimmung der Verantwortlichen für Multi-Domain Mana-
gementrollen (siehe Abschnitt 4.4). Das liegt hauptsächlich an der übersichtlichen
Größe der Kooperation sowie an der relativ geringen Anzahl der gleichzeitigen An-
fragen für neue E2E Links. Das macht die Einbindung mehrerer SP-Domänen in die
Durchführung derselben Multi-Domain Aufgaben überflüssig und kostenineffizient.
In Géant2 wird jedoch eine statische Rollenzuordnung für einige Aufgaben unter-
stützt, wie es z.B. mit der E2ECU der Fall ist. Das entspricht wiederum dem Konzept
der Festlegungen bei festen Kooperationen, das im Abschnitt 4.7 beschrieben wur-
de.
4Die entsprechenden Festlegungen in der Tool-Spezifikation werden hier nicht angesprochen, da sie
keinen unmittelbaren Einfluss auf die durchgeführte Berechnung haben.
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ten aufbaut, die sich bei OSI- und Internet-Management bewährt haben, so werden
dabei auch viele dienstspezifische Festlegungen getroffen, vor allem bzgl. der Kom-
munikationsartefakte und der Basisprozesse. In Projekten konnte dies allerdings nicht
getestet werden. Das liegt hauptsächlich daran, dass der Großteil der Anfragen, für die
sie konzipiert wurden, bei den manuell gemanagten Géant2 E2E Links per e-Mail oder
Telefonkommunikation erledigt werden. Die Entwicklung des E2Emon Systems wurde
noch vor der Entwicklung der in dieser Arbeit präsentierten Lösung abgeschlossen. So-
mit konnte zwar das definierte Kommunikationsprotokoll von den Erfahrungen profi-
tieren, die bei E2Emon gesammelt wurden, aber nicht umgekehrt.
Dasselbe betrifft auch die im Kapitel 6 definierten SLM-Prozesse. Die in den Abschnit- SLM-Prozesse
ten 6.6 und 6.7 definierten Monitoring- und Reporting-Prozesse entsprechen zwar in
vielerlei Hinsicht dem Ablauf, der auch bei E2Emon eingesetzt wurde, alle anderen





Bewertung der entwickelten Lösung
Dieses Kapitel untersucht die Güte der entwickelten Lösung. Zu diesem Zweck wird
zunächst diskutiert, wie gut und durch welche technische Mittel die im Kapitel 2
aufgestellten Anforderungen abgedeckt sind. Anschließend wird im Abschnitt 9.2 die
entwickelte technische Lösung anderen existierenden Ansätzen gegenübergestellt. Der
Vergleich wird anhand des Erfüllungsgrades der aufgestellten Anforderungen durch-
geführt.
Teil II: Lösungsvorschlag
Kap. 6Kap. 5Kap. 4
9.1 Bewertung anhand Anforderungen
9.2 Vergleich mit existierenden Ansätzen
2.5 Anforderungsanalyse
2.6 Dienstketten und E2E QoS, Bewertung
Abbildung 9.1.: Interdependenzen mit anderen Kapiteln
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9.1. Bewertung anhand der aufgestellten Anforderungen
Die Reihenfolge der Anforderungsbewertung richtet sich nach der Reihenfolge ihrer
Definition im Abschnitt 2.5. Für die bessere Referenzierbarkeit sind die funktionalen
und die nichtfunktionalen Anforderungen samt der relevanten Lösungsteile entspre-
chend in den Tabellen 9.1 und 9.2 zusammengefasst.
Die in Anforderung FA-01 geforderte Abdeckung beliebiger QoS-Parameter ist haupt-
sächlich dadurch gelöst, dass jeder QoS-Parameter anhand seiner global eindeutigen
ID referenziert wird. Diese IDs werden in einer einheitlichen Weise in allen Kommuni-
kationsartefakten verwendet (siehe Abschnitt 4.6.10). Die im Abschnitt 4.2 bestimmte
Assoziation der Operationen mit diesen IDs ergänzt die generische Definition der QoS-
Parameter.
Die Anforderung FA-02 fordert Unterstützung für beliebige Managementfunktionalität
sowie deren zugehörige Parameter. Die Erfüllung dieser Anforderung erfolgt mit der-
selben Prinzipien und Vorgehensweise, wie bei den QoS-Parametern. Der Unterschied
besteht lediglich in der Strukturierung der Beschreibung in den Kommunikationsarte-
fakten (siehe Abschnitt 4.6), die deren semantische Bedeutung sowie Zusammenhänge
widerspiegelt.
Die Anforderung FA-03 fordert die gleichzeitige Unterstützung von mehreren Eigen-
schaften bei einer Dienstinstanz. Die Basis dafür wurde durch die bereits angespro-
chene generische Beschreibung von QoS-Parametern, Managementfunktionalität und
der zugehörigen Parameter gelegt. Durch die Spezifikation in den Kommunikations-
artefakten mittels "*"-Multiplizität bei den Assoziationen mit den Klassen, die für die
o.g. Eigenschaften stehen, werden auch beliebige Kombinationen aller unterstützter
Eigenschaften erlaubt (siehe insbesondere Abschnitt 4.6). Allerdings wird erst durch
die Kombination aus den im Abschnitt 4.2 definierten Operationen auf mehreren Ei-
genschaften und der Verwendung dieser Operationen bei dem im Abschnitt 4.3.4 be-
schriebenen Routing-Verfahren die Anforderung vollständig erfüllt. Die Anforderung
NFA-01 fordert die Beachtung der individuellen Möglichkeiten der Service Provider,
die zudem mit der Zeit sich verändern können. Die Aktualität der vorhandenen Infor-
mationen über SP-Möglichkeiten wird dadurch gesichert, dass beim Routing-Prozess
stets Informationsanfragen an die SP-Domäne gesendet werden (siehe vor allem Ab-
schnitte 5.2 und 6.2).
In der Anforderung NFA-02 wird gefordert, bei der Pfadsuche auch die potentiell
möglichen Teildienste zu berücksichtigen. In der Lösung wird dies dadurch erreicht,
dass bei Informationsanfragen die Unterscheidung zwischen der Übertragung "be-
reits vorhandener" und "potentiell möglicher" Teildiensten einer Domäne spezifiziert
werden kann (siehe insbesondere Attribut UncertainityType_ID im UML-Diagramm
4.49).
Die Anforderung NFA-03 fordert die Erweiterbarkeit in Bezug auf die unterstützten
Diensteigenschaften. Diese Anforderung ist vor allem durch die hohe Dynamik im IT-
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 Referenzieren der QoS anhand ihrer global eindeutigen IDs  
 Spezifikation der Operationen auf der QoS im 
Registrierungsbaum für die IDs 
 Generische/einheitliche Beschreibung der zwei unterstützten 





 Referenzieren der Managementfunktionalität sowie der 
zugehörigen Parameter anhand global eindeutiger IDs  
 Spezifikation der Operationen auf der 
Managementfunktionalität und deren zugehörigen 
Parameter in dem Registrierungsbaum für die IDs 
 Generische/einheitliche Beschreibung der 






 Generische (ID-bezogene) Bezeichnung der QoS-Parameter, 
Managementfunktionalität sowie der zugehörigen Parameter 
 Verweise auf i.A. mehrere Eigenschaften bei der 
Beschreibung der Kommunikationsartefakte 
 Verallgemeinerte Operationen auf mehreren Eigenschaften 
 Berücksichtigung mehrerer Eigenschaften beim Routing-
Verfahren 




FA-05 Ziele der Anpassung 
im Betrieb 
 Basisprozess für die Anpassung einzelner Teildienste 
 SLM-Prozess für die Anpassung der E2E-Dienstinstanz 
FA-06 Initiator der 
Abbestellung 
 SLM-Prozess für Abbestellung einer Dienstinstanz 




Tabelle 9.1.: Erfüllung der Funktionalen Anforderungen (FA) durch Lösungsteile
Umfeld motiviert. Die Grundlage dafür wird dadurch gelegt, dass alle Eigenschaften-
IDs sowie die zugehörigen Operationen in einem Registrierungsbaum festgehalten
werden (siehe Abschnitt 4.6.10). Dadurch ist auch die Spezifikation der IDs für noch
nicht berücksichtigte Diensteigenschaften möglich. In Kombination mit der bereits
besprochenen generischen Behandlung aller Diensteigenschaften wird die vollständige
Erfüllung dieser Anforderung gewährleistet.
Mit der Anforderung FA-04 wird allgemein die Unterstützung für alle im Abschnitt
2.4.3 erfassten Use Cases gefordert. Diese Anforderung wird durch die im Kapitel 6
definierten SLM-Prozesse direkt angesprochen.
Die Anforderung NFA-04 verbietet einen direkten Zugriff auf die Infrastruktur einer
fremden SP-Domäne. Zudem wird gefordert, dass jede SP-Domäne den Informations-
umfang und den Detaillierungsgrad bezüglich der eigenen Teildienste selbst bestim-
men kann. Dieser Anforderung wird vor allem durch die im Abschnitt 4.1.1 einge-
führte DSM-Schnittstelle für die gesamte Kommunikation entsprochen. Die Kontrolle
der ausgetauschten Informationen wird zum einen durch die im Abschnitt 4.8 vorge-
schlagene Softwarearchitektur in einer einzigen SP-Domäne und zum anderen durch
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Anf. Bezeichnung Erfüllt durch… 
NFA-01 Beachtung der Service 
Provider Unterstützung 





 Unterscheidung zwischen potentiell möglichen und bereits 
vorhandenen Diensten anhand des 
UncertainityType_ID Attributs 
NFA-03 Erweiterbarkeit in 
Bezug auf unterstützte 
Diensteigenschaften 
 Möglichkeit neue Eigenschaften-IDs und zugehörigen 
Operationen im Registrierungsbaum zu spezifizieren 
 Generische Beschreibung der QoS-Parameter, 





 Überprüfung der Vertrauensbeziehungen in allen 
Basisprozessen 
NFA-05 Begrenzung der 
Prozessdurchlaufzeit 
 Abbruch bei Zeitüberschreitungen in Prozessen 
 Mitteilung der Zeiteinschränkung bei Funktionsanfragen 
NFA-06 Dekomposition der 
QoS-Parameter 
 Routing-Verfahren 
 Bestimmung der Grenzwerte anhand von Wertebereichen 




 Bestimmung der Managementfunktionalitätsparameter 
 Bestimmung involvierter Akteure und 
Kommunikationswege 
 Delegation der Multi-Domain Managementfunktionalität 
und Verantwortungsbereiche 
NFA-08 Zustimmung der 
involvierten SPs 
 Kommunikationsprotokoll 
 Entscheidungsmöglichkeit in Basisprozessen 
NFA-09 Erkennung (drohender) 
E2E-Dienstgüte-
verletzungen 
 Überwachung der Dienstgüte aller Teildienste 
 Ableitung des E2E-Zustandes von den Teildienste-
Zuständen  
NFA-10 Erkennung eines 
Verursacher-SP 
 Überwachung der Dienstgüte aller Teildienste 
NFA-11 Skalierbarkeit  Aufbau des Routing-Verfahrens auf dem Domain-Wissen 
 Load Balancing durch Kommunikationswege 
NFA-12 Robustheit  Berücksichtigung aktuell möglicher Teildienste 
 Ausweichen bei Problemen auf eine Alternativroute  
 Anstoßen des Incident&Problem Managementprozesses 
NFA-13 Anpassbarkeit an die 
veränderte 
Anforderungen 
 Modularer Lösungsaufbau  
 Anpassbarkeit unterschiedlicher Lösungsteile kann ohne 




Tabelle 9.2.: Erfüllung der Nicht-Funktionalen Anforderungen (NFA) durch Lösungs-
teile
die festgelegte Überprüfung der Vertrauensbeziehungen in allen Basisprozessen (siehe
dazu Kapitel 5) sichergestellt.
Die Anforderung NFA-05, die die Begrenzung der Laufzeit aller Prozesse fordert, wird
durch folgende zwei Lösungsaspekte angesprochen: In den Prozessdiagrammen in den
Kapiteln 5 und 6 sind alle "Wait for ..."-Aktivitäten jeweils mit einem Abbruch bei der
Zeitüberschreitung versehen. Weiterhin wird bei den in Abschnitten 5.9 und 5.10 defi-
nierten CHANGE- und MGMTFCT-Anfragen eine Übergabe der Zeiteinschränkung vorgese-
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hen, wodurch auch Verkettungseffekte von mehreren hintereinandergeschalteten Pro-
xies eliminiert werden können (vergleiche Abschnitt 4.3.3).
In der Anforderung NFA-06 wird die Ableitung der erforderlichen Grenzwerte für
die Teildienste-QoS von den E2E-Kundenanforderungen gefordert. Diese Anforderung
wird zunächst durch das im Abschnitt 4.3.4 definierte Routing-Verfahren adressiert,
das eine Route bestimmt, bei der die Erfüllung der E2E-Kundenanforderungen mög-
lich ist. Weiterhin wird im Abschnitt 4.2.4 eine Vorgehensweise definiert, mit der von
den Wertebereichen, die für die involvierten Teildienste möglich sind, auf die erfor-
derlichen Grenzwerte geschlossen werden kann.
In der Anforderung NFA-07 wird eine ähnliche Anforderung in Bezug auf die Manage-
mentfunktionalität gefordert. An Stelle der QoS-Parameter werden bei dem Routing-
Verfahren für die Erfüllung dieser Anforderung die Parameter der erforderlichen Ma-
nagementfunktionalität bestimmt. Bei der Managementfunktionalität müssen zudem
die involvierten Akteure für die unterschiedlichen Rollen sowie die Kommunikati-
onswege bestimmt werden. Die Mitteilung der erwünschten Kommunikationswege
geschieht dabei über die Kommunikationsartefakte (siehe die Verwendung der Klasse
COMMUNICATIONDSM und die zugehörige Beschreibung im Abschnitt 4.6).
In der Anforderung NFA-08 wird die Entscheidungsfreiheit der diensterbringenden Do-
mänen gefordert. Diese wird einerseits in dem Kommunikationsprotokoll "verankert",
indem jede SP-Domäne die Informations- und Dienstanfragen ablehnen darf. Zudem
wird in jedem definierten Basisprozess eine entsprechende Entscheidungsmöglichkeit
vorgesehen. Beide Aspekte sind im Kapitel 5 definiert.
Die in NFA-09 geforderte Erkennung von (drohenden) Verletzungen der E2E-Zusiche-
rungen geschieht in der entwickelten Lösung nur auf einem indirekten Wege. Da die
direkten E2E-Messungen i.A. nicht möglich sind, werden die E2E-Dienstgütewerte von
den Messwerten einzelner Teildienste abgeleitet (siehe Abschnitt 6.7). Diese Vorgehens-
weise beruht auf der Korrektheit der Aggregatfunktionen, die laut der Festlegung im
Abschnitt 4.2 mit jedem QoS-Parameter assoziiert werden sollen. Weiterhin ist diese
Lösung auf eine lückenlose Überwachung aller involvierten Teildienste angewiesen.
Da sowohl die lückenlose Überwachung aller Teilstrecken durch die erbringenden SP-
Domänen als auch die Korrektheit der mitgeteilten Überwachungsinformationen bei
heterarchischen Organisationsformen nur sehr schwer zu durchsetzen sind, kann die-
se Anforderung nur als "bedingt erfüllt" bewertet werden.
Da E2E-Dienstgüteverletzungen nur durch die Verletzung von Zusicherungen für einen
oder mehrere Teildienste verursacht werden können, wird in Anforderung NFA-10 ge-
fordert, verursachende SP-Domänen identifizieren zu können. Da die Dienstinstanz-
Überwachung auf Basis von Teilstrecken aufgebaut ist, kann diese Anforderung direkt
erfüllt werden (siehe Abschnitt 6.7). In Bezug auf den Erfüllungsgrad dieser Anforde-
rung gelten dieselben Bedenken wie bei NFA-09, deswegen kann sie nur als "bedingt
erfüllt" bewertet werden.
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In der Anforderung FA-05 werden Ziele aufgelistet, die bei dem Use Case "Change"
verfolgt werden sollen. Die Grundlage für die meisten Ziele werden in dem Basispro-
zess für die Anpassung der einzelnen Teildienste gelegt (siehe Abschnitt 5.9). Dadurch
wird die Anpassung der Teildienst-Zielwerte sowie der Kommunikationswege ermög-
licht. Obwohl der im Abschnitt 6.8 definierte SLM-Prozess keine Unterstützung für das
Re-Routing im Betrieb vorsieht, kann die Anforderung dennoch als erfüllt bewertet
werden, weil eine entsprechende Erweiterung des SLM-Prozesses anhand der bereits
definierten Hilfs- und Basisprozesse möglich ist.
Die im Kapitel 6 definierten SLM-Prozesse haben Referenz-Charakter. Grundsätzlich
sollen sie illustrieren, wie die Managementprozesse aufbauend auf dem Kommunika-
tionsprotokoll und den Basisprozessen definiert werden können. Dadurch kann sowohl
die Anpassbarkeit der SLM-Prozesse an Dienst- bzw. Projekt-spezifische Anforderungen
als auch die Verständlichkeit der Referenzprozesse bewahrt werden.
Eine ähnliche Überlegung ist auch auf die Anforderung FA-06 anwendbar. Diese Anfor-
derung sieht vor, dass eine Dienstinstanz sowohl vom Kunden als auch von einem der
involvierten SP-Domänen aufgelöst werden kann. Der entsprechende SLM-Prozess, der
im Abschnitt 6.9 definiert ist, unterstützt allerdings nur die erste Möglichkeit. Die Un-
terstützung der zweiten Option wurde aufgrund deren Dienstspezifik nicht explizit de-
finiert. Die entsprechende Erweiterung bleibt ohne weiteres auf Basis des im Abschnitt
5.12 definierten Benachrichtigungsmechanismus möglich.
Mot Anforderung NFA-11 werden Aspekte der Skalierbarkeit erfasst. Die Skalierbar-
keit bei der Bestellung einer neuen Dienstinstanz wird vor allem durch das Routing-
Verfahren gewährleistet, das das Hintergrundwissen und die Präferenzen der betei-
ligten SP-Domäne berücksichtigt (siehe Abschnitt 4.3.4). Die Skalierbarkeit im Betrieb
wird hauptsächlich dadurch gewährleistet, dass die Managementaufgaben und die
Kommunikationswege zwischen den Beteiligten beliebig definiert werden können (sie-
he Abschnitt 4.4). Bei Bedarf können die Kommunikationswege auch im Betrieb ange-
passt werden (siehe Abschnitt 5.9).
Ähnlich werden in der Anforderung NFA-12 Aspekte aufgelistet, in Bezug auf die die
entwickelte Lösung robust sein soll. Während beim Routing auf auftretende Proble-
me direkt reagiert wird (siehe vor allem die Abschnitte 6.1, 6.2, 6.3 und 6.4), ist für
die Betriebsphase das Anstoßen des Incident&Problem Managementprozesses vorge-
sehen (siehe Abschnitt 6.6). Da das Anstoßen des Incident&Problem Managementpro-
zesses im Betrieb abhängig ist vom Erkennen des Problems (siehe Bewertung der
Anforderung NFA-09), kann diese Anforderung nur als "größtenteils erfüllt" bewertet
werden.
Die Anforderung NFA-13 fordert eine möglichst einfache Anpassbarkeit an veränderte
Anforderungen. Dieser Anforderung entspricht vor allem der modulare Lösungsauf-
bau. Die Veränderung an einem der Lösungsteile, die in Kapitel 4, 5 und 6 definiert
wurden, führt nur bedingt zu Anpassungen bei den anderen Teilen. Weiterhin wurden
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im Abschnitt 4.7 eine Reihe denkbarer Anpassungen der Routing-Architektur aufge-
zeigt. Diese Anforderung kann somit als "erfüllt" bewertet werden.
9.2. Vergleich mit existierenden Ansätzen
Die im Abschnitt 9.1 durchgeführte Bewertung der entwickelten Lösung ist in Ta-
belle 9.3 dargestellt. Um den Vergleich mit existierenden Ansätzen zu erleichtern,
wird diese Bewertung zusammen mit den Ergebnissen aus der Tabelle 2.6 darge-
stellt.
Auch wenn die entwickelte Lösung nicht alle Anforderungen vollständig erfüllt, so
zeigt der Vergleich, dass die entwickelte Lösung ein deutlich ausgewogeneres Bild
in Bezug auf den Erfüllungsgrad der aufgestellten Anforderungen aufweist als das bei
existierenden Ansätzen der Fall ist. Somit kann die entwickelte Lösung als ein wesentli-
cher Fortschritt gegenüber der Status Quo bewertet werden.
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Das moderne Netz- und Telekommunikationsumfeld ist von Verbindungsdiensten ge-
prägt, die durch die horizontale Verkettung mehrerer Teildienste realisiert werden.
Im Allgemeinen werden diese Teildienste durch unterschiedliche IT Service Provider
erbracht. Die Ende-zu-Ende Dienstgüte sowie deren Zusicherung ist bei derartig auf-
gebauten Diensten kein prinzipiell neuer bzw. bisher unbekannter Aspekt. Dennoch
haben sich bislang in diesem Zusammenhang nur zwei Herangehensweisen etabliert,
die nicht alle möglichen Fälle abdecken. So ist für die Zusicherung von Dienstgüteei-
genschaften der Aufbau hierarchischer Organisationsformen üblich. Bei Diensten mit
einer Best-Effort -Strategie (zu denen auch Internet- und Telefonverbindungen gehö-
ren) wird die Dienstgüte-Problematik durch den Einsatz von Overprovisioning begeg-
net.
In der modernen vernetzten Welt sind Verkettete Dienste zu einem integralen Teil
für andere Value-Added Services geworden, die sowohl im Forschungs- als auch im
Businessumfeld benötigt werden. Wachsende Anforderungen an die kundenorientier-
ten Dienste spiegeln sich in neuen Anforderungen an die Netz-Dienste wider. Wie im
Kapitel 1 gezeigt wurde, wird eine Möglichkeit benötigt, die E2E-Dienstgüte für Dienst-
ketten auch dann zuzusichern, wenn weder der Aufbau hierarchischer Organisations-
beziehungen noch das Overprovisioning im benötigten Maße möglich oder akzeptabel
sind. Diese Arbeit hat sich mit den technischen Aspekten der aufgezeigten Problematik
befasst und dafür eine geeignete Lösung erarbeitet.
Dieses Kapitel ist wie folgt aufgebaut: Im folgenden Abschnitt 10.1 wird ein kurzer
Rückblick der Arbeit gegeben und dabei die wichtigsten Aspekte zusammengefasst.
Im Abschnitt 10.2 werden Weiterentwicklungsmöglichkeiten geschildert. Die Arbeit
wird mit einem Ausblick auf verwandte Forschungsfragestellungen im Abschnitt 10.3
abgeschlossen.
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10.1. Zusammenfassung dieser Arbeit im Rückblick
Das Kapitel 2 hat sich mit der Aufstellung der Anforderungen auf die zu entwickeln-
de Lösung befasst. Zunächst wurde in diesem Kapitel die Zielsetzung dieser Arbeit
präzisiert. Ausgehend von der Zielsetzung wurden für die Anforderungsanalyse fünf
Dienstketten-Szenarios hinzugezogen, die jeweils die bekanntesten und/oder aussichts-
reichsten Vertreter in unterschiedlichen Kategorien sind – etablierte und neue kunde-
norientierte Dienste, Forschungsprojekte und -Kooperationen, sowie die bekanntesten
Techniken zur Dienstgütezusicherung. Bei den ausgewählten Szenarios wurden unter-
schiedliche Aspekte untersucht und analysiert, darunter vor allem die oft einander
entgegengerichteten Interessen der Dienstnutzer und der Service Provider. Das Ergeb-
nis dieser fundierten Szenarien-Analyse mündete in einen Anforderungskatalog. Der
Katalog umfasst alle identifizierten Anforderungen, die bei Dienstgütezusicherungs-
maßnahmen für Verkettete Dienste erfüllt werden sollten. Das Kapitel schloss mit der
Bewertung aller ausgewählten Szenarios anhand des aufgestellten Anforderungskata-
loges. Das Ergebnis dieser Bewertung zeigt deutlich, dass die Erfüllung aller aufgestell-
ten Anforderungen durch keine punktuelle Verbesserung der vorgestellten Szenarios
möglich ist. Dies motiviert die Notwendigkeit für die Entwicklung einer neuen Lö-
sung.
Der Lösungsteil begann mit Kapitel 3. Als erstes wurde in diesem Kapitel eine gro-
be Lösungsskizze präsentiert. Entsprechend dieser Skizze besteht die angestrebte Lö-
sung aus drei Teilen: einer Routing-Architektur, die die Aspekte der E2E-Dienstgütezu-
sicherung berücksichtigt, einem Kommunikationsprotokoll zur Signalisierung unter-
schiedlicher Anfragen und zum Informationsaustausch, sowie den darauf aufgebauten
Service-Level-Managementprozessen. Resultierend aus der Zielsetzung dieser Arbeit
sowie aus der Lösungsskizze wurden im weiteren Verlauf dieses Kapitels unterschied-
liche Ansätze zur Thematik detailliert untersucht. Das Ergebnis dieses Abschnittes war
eine Analyse möglicher Lösungsbausteine und Erfahrungen, die bei der Entwicklung
der Lösung in den weiteren drei Kapiteln einfließen.
Die SLM-aware Routing-Architektur, die den Kern der Lösung bildet, wird im Kapi-
tel 4 entwickelt. Diese Architektur legt nicht nur den Verlauf einer Route fest, son-
dern berücksichtigt dabei auch die Besonderheiten der Verketteten Dienste sowie die
Vorgaben des Service-Level-Management bei dieser Dienstform. Dafür sind insbeson-
dere die Definition und das Zusammenspiel folgender drei Lösungsteile entschei-
dend:
Beschreibung möglicher Teilstrecken und Eigenschaften: Dieser Lösungsteil wurde
auf Basis von ITU-T Empfehlungen für die Beschreibung optischer Transportnet-
ze entwickelt. Die notwendigen Anpassungen und Erweiterungen wurden aus
der Zielsetzung sowie von der Spezifik der Verketteten Dienste abgeleitet. Dabei
werde insbesondere auf eine vernünftige Balance zwischen den für die Dienst-
gütezusicherung notwendigen Informationen und den i.A. sehr restriktiven In-
formations-Policies der autonomen SP-Domäne geachtet.
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Operationen auf Eigenschaften: Dieser Lösungsteil profitierte vor allem von den Er-
fahrungen und Vorgehensweisen, die in der Graphentheorie gesammelt bzw.
entwickelt wurden. Die notwendigen Erweiterungen resultierten daraus, dass
die Spezifik der zu unterstützenden Dienstgüteeigenschaften und Management-
funktionalität in der Graphentheorie nicht unmittelbar unterstützt wird.
SLM-aware Routing-Verfahren: Aufbauend auf Routing by Delegation und Source
Routing wurde in dem Kapitel ein hybrides Routing-Verfahren entwickelt, das
in sich die – in Bezug auf die aufgestellten Anforderungen – besten Eigenschaf-
ten dieser etablierten Verfahren vereint. Neben der Bestimmung des Routen-
Verlaufs werden bei diesem Verfahren auch die Dienstinstanz-bezogenen E2E-
Anforderungen auf Teilstrecken-bezogene Anforderungen abgebildet sowie alle
für das Ende-zu-Ende Service-Level-Management benötigten Rollen und Kommu-
nikationswege festgelegt.
Neben den zentralen Konzepten einer Routing-Architektur wurden in diesem Kapitel
auch eine Reihe von Optimierungs-, Umsetzungs- und Integrationsaspekten erarbeitet.
Zu den wichtigsten gehören die Möglichkeit der Bestellung fehlender Multi-Domain
Managementfunktionalität bei einer anderen SP-Domäne, wodurch die Spezialisierung
unterschiedlicher Service Provider an unterschiedlichen Aufgaben ermöglicht wird,
die Festlegung der benötigten Kommunikationsartefakte und Identifizierungsmöglich-
keiten sowie die Softwarearchitektur-Skizze einer SP-Domäne.
Die technische Integration zwischen unabhängigen SP-Domänen wird grundsätzlich
von einem Signalisierungs- bzw. Kommunikationsprotokoll übernommen. Das im Ka-
pitel 5 definierte Kommunikationsprotokoll baut auf den in OSI- und Internet-Ma-
nagementarchitekturen bewährten Kommunikationsmustern auf. Dieses auf Anfrage-,
Antwort- und Benachrichtigungsnachrichten basierende Kommunikationsmuster wird
anhand des Zustandsdiagramms sowie der erlaubten Dienstzusammensetzung und
Managementoperationen verfeinert. Mit jeder so definierten Dienstanfrage wurde in
diesem Kapitel ein Basisprozess assoziiert, der das erwartete Vorgehen bei einer über-
mittelten Anfrage eindeutig spezifiziert. Die Definition der Basisprozesse erfolgte in
Anlehnung an die Methode ITSMCooP, die zur Spezifikation von Multi-Domain Pro-
zesse bei nicht-hierarchischen Kooperationsformen entwickelt wurde. Neben dem Ver-
halten wurden bei der Prozessdefinition auch die möglichen Abfolgen der erlaubten
Signalisierungsnachrichten sowie die damit verbundenen Kommunikationsartefakte
festgelegt.
Referenzprozesse für das Service-Level-Management bei Verketteten Diensten wurden
im Kapitel 6 definiert. Die SLM-Prozesse bauen ausschließlich auf dem zuvor defi-
nierten Kommunikationsprotokoll und den Basisprozessen auf. Dadurch werden nicht
nur SLM-Prozesse definiert, die – aus der Sicht des Autors – in den meisten Fällen
bei Verketteten Diensten eingesetzt werden können, sondern auch die Anpassbarkeit
an die Providerkooperation- bzw. Dienstkatalog-spezifischen Anforderungen gewährlei-
stet.
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Der Evaluationsteil dieser Arbeit wurde vom Kapitel 7 eingeleitet. In diesem Kapitel
wurde an einem Beispiel mit fünf SP-Domänen illustriert, wie der Bestellprozess in
der ganzen Tiefe der dabei ablaufenden Aktivitäten und der dabei benötigten Kommu-
nikation zwischen Domänen umgesetzt werden kann. Für die Umsetzung des zuvor
definierten Kommunikationsprotokolls wurden in diesem Kapitel Web Services ge-
wählt, die – gegenüber den in-band Protokollen – sowohl bessere Erweiterungseigen-
schaften aufweisen als auch vergleichsweise gut für derartige Illustrationen geeignet
sind. Neben der Abbildung der Protokollanfragen und Kommunikationsartefakte auf
die XML-Nachrichten wird in diesem Kapitel ein besonderes Augenmerk auf die Ver-
deutlichung der kritischen Eigenschaften der entwickelten Lösung gelegt, wie z.B. die
vorgesehene Verteilung der Managementaufgaben sowie die Etablierung der Kommu-
nikationswege zwischen beteiligten SP-Domänen.
Im Kapitel 8 wurden zwei Géant2-Teilprojekte beschrieben, in denen unterschiedli-
che Grundkonzepte der in dieser Arbeit präsentierten Lösung angewendet werden
konnten. Die dabei gesammelten Erfahrungen werden Teilprojekt-bezogen aufgelistet
und kritisch bewertet. Zum Schluss dieses Kapitels wurden auch Lösungskonzepte be-
sprochen, die bislang nicht oder nicht vollständig in den Projekten eingesetzt werden
konnten.
Im Kapitel 9 wurde die entwickelte Lösung anhand der aufgestellten Anforderungen
diskutiert und bewertet. Dabei wurden auch die Lösungsteile kurz aufgelistet, durch
die die jeweiligen Anforderungen erfüllt werden. Die Gegenüberstellung der Gesamt-
güte der entwickelten Lösung und existierender Ansätze haben dieses Kapitel abge-
schlossen.
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10.2. Weiterentwicklung der Ergebnisse dieser Arbeit
Auch wenn die entwickelte Lösung in Bezug auf die aufgestellten Anforderungen be-
reits eine deutliche Verbesserung gegenüber bislang existierenden Ansätzen zeigt, zeig-
ten sich im Laufe der Arbeit einige Aspekte, die durch nachfolgende Arbeiten weiter
entwickelt werden sollten:
• Die entwickelte Lösung vertritt eine Dienstinstanz-zentrische Sicht, bei der alle
Kommunikationswege und Kommunikationsartefakte sich ausschließlich auf ei-
ne einzige Dienstinstanz beziehen. Diese Vorgehensweise ermöglicht größtmög-
liche Flexibilität in Bezug auf die bei der Diensterbringung teilnehmenden SP-
Domänen sowie auf die Gestaltung der Kommunikationswege. Im Kapitel 8 wur-
de aber gezeigt, dass diese Flexibilität oft überflüssig oder sogar kontraproduktiv
sein kann, insbesondere wenn mehrere Dienstinstanzen dieselben Akteure und
Kommunikationswege miteinander teilen.
Dieser Aspekt ist insbesondere für ein Monitoring der Dienstinstanzen im Be-
trieb wichtig, denn zu diesem Zeitpunkt sind bereits alle Festlegungen getrof-
fen. Bei der Weiterentwicklung der Lösung sollte es daher möglich sein, die
Monitoring-Informationen über mehrere Dienstinstanzen gleichzeitig anzufra-
gen bzw. mitzuteilen.
• Ein weiterer Aspekt, der sich auf das Dienstinstanz-Monitoring bezieht, wurde
im Kapitel 9 erläutert. Die Erkennung von Verletzungen der Vereinbarungen
sowie der verursachenden SP-Domänen hängt davon ab, ob die Überwachung
aller Teildienste lückenlos ist oder nicht.
Diese Situation kann durch den Einsatz von Overlapping Monitored Connections
verbessert werden (siehe Abschnitt 3.6). Diese Vorgehensweise ist allerding sehr
stark technologieabhängig und kann nicht pauschal bei allen Diensten gefordert
werden. Eine Weiterentwicklung des Routing-Verfahrens sollte jedoch dies als
eine mögliche Option unterstützen.
Weiterhin soll auch der Fall genauer betrachtet werden, wenn Overlapping Mo-
nitored Connections nicht realisierbar sind. Es muss genau untersucht werden,
welche Verhaltensmuster bei fehlenden Informationen über Teilstrecken denk-
bar und sinnvoll sind (vergleiche ähnliche Diskussion über das E2E Monitoring
System im Abschnitt 8.1). Die Lösung sollte dann um entsprechende Verhaltens-
muster erweitert werden.
• Bei der im Abschnitt 8.1 geführten Diskussion über das E2E Monitoring System
wurde die Notwendigkeit erkannt, auch die Interdependenzen zwischen unter-
schiedlichen Dienstgüteeigenschaften beschreiben und verwenden zu können.
Wie das generisch spezifiziert werden kann, muss auch gesondert untersucht
werden.
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10.3. Ausblick auf verwandte oﬀene Fragestellungen
Die entwickelte Lösung fokussiert sich auf Dienstgütezusicherungen bei dedizierten
Verbindungen. Somit kann diese Technik ohne weiteres auf die Netztechniken, wie z.B.
VPN, übertragen werden. In modernen Rechnernetzen zeichnet sich jedoch eine zu-
nehmende Bedeutung von p2p-Verbindungen ab. Ursprünglich überwiegend für File-
Sharing eingesetzt, wird diese Technik mittlerweile in unterschiedlichen Bereichen
verwendet, wie das z.B. bei Skype für Internet-Telefonie der Fall ist. Auch die Provider
von multimedialen Inhalte zeigen ein wachsendes Interesse an dieser Technik. Da für
beides, die Kommunikation und Video-on-Demand, die Einhaltung der E2E-Dienstgüte
unabdingbar ist, stellt sich die Frage, ob sich die entwickelte Lösung bzw. Lösungsteile
auf p2p-Netze übertragen lassen. Falls ja, stellt sich die Frage, welche Anpassungen an
die Spezifik von p2p-Netzen dabei notwendig sind.
Unabhängig davon, ob bei dedizierten Verbindungen oder bei p2p-Netzen stellt sich die
folgende Frage, die nicht allein mit Informatikmitteln geklärt werden kann. In dieser
Arbeit wurde davon ausgegangen, dass die Zusagen einer SP-Domäne, einen oder meh-
rere Teildienste mit einer definierten Dienstgüte zu erbringen, verbindlich sind. Die
Signierung einer Nachricht bietet zwar ein technisches Hilfsmittel, es muss jedoch ge-
klärt werden, welche organisatorischen und juristischen Rahmen notwendig sind, da-
mit eine solche "Unterschrift" tatsächlich verbindlich wird.
Da bei der Diensterbringung Kosten entstehen, die i.A. an den Kunden weitergegeben
werden, stellen sich Fragen nach dem Accounting und dem Billing auch bei Verkette-
ten Diensten. Aus technischer Sicht ist vor allem interessant, durch wen und wie das
Accounting geführt wird und an wen und wie oft relevante Informationen weiterge-
geben werden. Aus wirtschaftlicher Sicht stehen dagegen die Umlage der Kundenzah-
lungen oder umgekehrt der Strafzahlungen (bei SLA-Verletzungen) an die involvierten
SP-Domänen im Vordergrund.
Insgesamt zeichnet sich damit ab, dass die entwickelte Lösung zwar einen essentiellen
Beitrag zur E2E-Dienstgütezusicherung bei Verketteten Diensten liefert. Darüberhin-
aus sind Weiterentwicklungen nötig – auch in Zusammenarbeit mit anderen Fachge-





BPEL4WS Business Process Execution Language for Web Services
BPMN Business Process Modeling Notation
CMDB Configuration Management Database
E2E End-to-End
E2Emon E2E-Link-Monitoring-System
eTOM Enhanced Telecom Operations Map
GLIF Global Lambda Integrated Facility
I-SHARe Information Sharing Across Heterogeneous Administrative Regions
ITIL IT Infrastructure Library
ITSM IT-Service-Management
ITSMCooP IT Service Management Processes for Co-Operating Providers
ITU-T International Telecommunications Union Technical Standards Group
MIB Management Information Base
MNM Munich Network Management
NNI Network-Network Interface
NREN National Research and Educational Network
OGC Office of Government Commerce
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Abkürzungen
OMG Objects Management Group
QoS Quality of Service
SAP Service Access Point
SID Shared Information/Data Model
SLA Service Level Agreement
SLM Service-Level-Management
TMF Telemanagement Forum
TNOC Transmission Network Operating Centre
UML Unified Modeling Language
WfMS Workflow Management System
XML Extensible Markup Language
XPDL XML Process Definition Language
LHC Large Hadron Collider
DEISA Distributed European Infrastructure for Supercomputing Appications
CSM Customer Service Management
CSMAP CSM Access Point
NGOSS New Generation Operations Systems and Software
EP End Point
MO Managed Objects
PSTN Public Switched Telephone Network
SS7 Signalling System No. 7
ISDN Integrated Services Digital Network
DCN Dynamic Circuit Network
DRAGON Dynamic Resource Allocation via GMPLS Optical Networks
OSCARS On-demand Secure Circuits and Advance Reservation System
AutoBAHN Automated Bandwidth Allocation across Heterogeneous Networks
MPLS Multiprotocol Label Switching
RSVP Resource Reservation Protocol




ATM Asynchronous Transfer Mode
MCP Multi-constrained Path
CSP Constrained Shortest Path
MCSP Multi-constrained Shortest Path
TNA Technology Neutral Architecture
UC Underpinning Contract
OTN Optical Transport Network
TCM Tandem Connection Monitoring
URI Uniform Resource Identifier
URL Uniform Resource Locator
URN Uniform Resource Name
DSM Domain Service Management
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