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ABSTRACT
Enabling articial agents to automatically learn complex, versatile
and high-performing behaviors is a long-lasting challenge. is
paper presents a step in this direction with hierarchical behavioral
repertoires that stack several behavioral repertoires to generate
sophisticated behaviors. Each repertoire of this architecture uses
the lower repertoires to create complex behaviors as sequences of
simpler ones, while only the lowest repertoire directly controls the
agent’s movements. is paper also introduces a novel approach
to automatically dene behavioral descriptors thanks to an unsu-
pervised neural network that organizes the produced high-level
behaviors. e experiments show that the proposed architecture
enables a robot to learn how to draw digits in an unsupervised
manner aer having learned to draw lines and arcs. Compared
to traditional behavioral repertoires, the proposed architecture re-
duces the dimensionality of the optimization problems by orders of
magnitude and provides behaviors with a twice beer tness. More
importantly, it enables the transfer of knowledge between robots: a
hierarchical repertoire evolved for a robotic arm to draw digits can
be transferred to a humanoid robot by simply changing the lowest
layer of the hierarchy. is enables the humanoid to draw digits
although it has never been trained for this task.
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1 INTRODUCTION
e complexity, versatility, and tness of organisms produced by
natural evolution fascinate many computer scientists whose am-
bition is to transfer these features to articial systems [7, 9]. In
particular, the evolutionary robotics eld already oered several ex-
citing results in this direction [7], for examples, with the automatic
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for prot or commercial advantage and that copies bear this notice and the full citation
on the rst page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permied. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specic permission
and/or a fee. Request permissions from permissions@acm.org.
GECCO ’18, Kyoto, Japan
© 2018 Copyright held by the owner/author(s). Publication rights licensed to ACM.
978-1-4503-5618-3/18/07. . .$15.00
DOI: 10.1145/3205455.3205571
NAO Robot
1st layer2nd layer3rd layer4th layer
Robotic Arm
Figure 1: A Hierarchical Behavioral Repertoire (HBR) is a hierar-
chical organization of behavioral repertoires that select controllers
from lower levels of the hierarchy to form complex behaviors. Only
the lowest layer of the hierarchy controls the robot’s movements.
This architecture increases the scalability of BRs, while reducing
the dimensionality of the optimization task. The learned behaviors
can be transferred to other robots by changing the boom layer of
the hierarchy, as denoted with the dashed connections.
generation of morphologies and controllers of real robots [18], or by
providing the ability to overcome mechanical damages to physical
robots [1, 3].
Recently, researchers have proposed the concepts of Behavioral
Repertoire (BR) [5, 8] evolution and ality-Diversity (QD) [4, 28]
optimization that generate sets of diverse and high-performing
behaviors (or optimized solutions). ese approaches have shown
to outperform traditional evolutionary approaches thanks to beer
exploration capabilities [3, 5, 27]. In robotics, using a large set
of diverse behaviors extends the versatility of robots and enables
them to face many situations. Unfortunately, we can not increase
the versatility of robots with BR by simply adding more and more
dimensions to the repertoire. is likely leads to an exponential
growth of the repertoire size, which might become intractable,
dilute the selective pressure, and thus deteriorate the quality of the
produced solutions.
Several studies have observed that the modularity, and the hi-
erarchy of the brain neuronal structure plays an important role in
the complexity and versatility of natural organisms [32, 34]. e
objective of this paper is to bring the benets of modularity and
hierarchy to the domain of BR and QD optimization. e proposed
Hierarchical Behavioral Repertoires (HBRs, see Fig. 1) leverage the
ar
X
iv
:1
80
4.
07
12
7v
1 
 [c
s.R
O]
  1
9 A
pr
 20
18
GECCO ’18, July 15–19, 2018, Kyoto, Japan Antoine Cully and Yiannis Demiris
diversity of controllers from the repertoires in the dierent levels
of the hierarchy to build complex behaviors, while maintaining the
overall complexity of the architecture tractable.
We illustrate the capabilities of the HBRs by enabling a robotic
arm and a humanoid robot to learn how to draw digits in an unsuper-
vised fashion aer having learned how to draw lines and arcs. e
ability to draw sequences of arcs and lines is used to approximate
arbitrary trajectories, as explained in [6]. Conversely to supervised
learning or imitation tasks, in which the robot tries to reproduce
motor trajectories, our robots are never presented with examples
of motor trajectories that generate a digit. e robots instead learn
by trying dierent motor strategies until nding a trajectory that
generates a shape which looks similar to images from a dataset
of handwrien digits. is scenario is similar to a child learning
how to write by looking at examples of digits in their textbook. An
illustrative video is available here: hps://youtu.be/maSr8DR1uh8.
e experimental results show that the proposed HBRs oer
instrumental features to generate versatile, complex and high-
performing BRs:
1) Deep neural networks can be used to automatically dene the
behavioral descriptor in QD-optimization algorithm in an unsuper-
vised way.
2) Only the lowest layer of the architecture is specic to the robot.
us, the abilities learned by one robot can be instantaneously
transferred to another robot by connecting the upper layers of the
architecture to a rst layer designed for the new robot.
3) e proposed architecture breaks down challenging problems
into tractable sub-problems. In practice, it reduces the size of the
repertoire by several orders of magnitude.
4) In our experiments, the average quality of the behaviors was
2.3 times beer than traditional approaches.
5) It provides inherent constraints to the generated behaviors,
which make them less prone to fool the neural networks used
to evaluate the behaviors.
2 RELATEDWORK
2.1 Behavioral Repertoire Evolution
A BR is a set of simple controllers that governs the motor com-
mands sent to the robot. e controllers are organized according
to a behavioral descriptor, which characterizes the behavior of the
robot while executing this controller. For instance, the behavioral
descriptor can represent the x/y location of a robot aer executing a
controller for a few seconds. Such a descriptor has been used to en-
able a hexapod robot to learn how to walk in every direction [5, 6].
e original BR-evolution paper [5] suggested that BRs can be
combined with a high-level algorithm, like a planning algorithm,
selecting controllers to steer the robot in the desired directions.
is approach has been followed by [2] to enable a robot to face
damage situations, while avoiding obstacles. A similar idea has
been used in [8], in which the authors evolved a neural network
that selects behaviors from a BR to control a hexapod robot in a
maze. e neural network selects the behavioral descriptor, and
thus the associated controller, that should be executed according to
the data from the robot’s sensors (e.g., wall detectors).
One limitation of BRs is that a dierent controller is required
for each of the behaviors that the robot may have to execute. e
consequence of this is that the size of the BR rapidly increases up to
a point of being intractable. For instance, walking in every direction
means to have a controller for all the possible angles, and speeds.
If we want also to integrate another aspect in the descriptor, like a
stability margin, the number of controllers will grow exponentially,
as dictated by the curse of dimensionality. e HBRs presented in
this paper are specically designed to enable a larger diversity of
behaviors in the BR while maintaining the size of the BR tractable.
2.2 ality-Diversity Optimization
Instead of searching for a single high-performing solution like
most optimization algorithms, QD optimization [4, 28] aims to
produce a large collection of solutions that are both diverse and
high-performing. QD algorithms are particularly instrumental to
generate BRs as they enable the generation of large collections of
dierent controllers covering the range of possible behaviors for
robots, while each of them being high-performing.
e Novelty Search with Local Competition (NSLC) [5, 16] and
MAP-Elites [21] are the two main QD-algorithms. ey have shown
to be particularly instrumental in the eld of evolutionary robot-
ics, for instance, by allowing robots to overcome mechanical dam-
ages [3], or to evolve complex neural networks for maze naviga-
tion [27]. Several variants of these two main algorithms have been
proposed using dierent containers [29, 31], and selection opera-
tors [10, 13, 20]. A unifying framework has been proposed to gather
these dierent variants into a common formalism [4]. is new
representation enabled the denition of dierent operators and
containers, and has shown that several combinations of operators
and containers outperform MAP-Elites and NSLC in multiple tasks.
While any QD-algorithm can be used to evolve HBRs, we will
use the archive-curiosity variant from the framework described
above [4], which combines an unstructured archive (similar to the
one in NSLC) with a selection operator based on a “curiosity score”.
is score fosters the selection of individuals that are likely to
produce ospring that will be added to the archive, and has been
shown to outperform competing approaches on several benchmarks,
including a robotic arm similar to the one used in this paper [4].
2.3 Innovation Engine
In this paper, we will combine QD algorithms with deep neural
networks for the automatic determination of the behavioral de-
scriptors. is idea was initially introduced through the concept of
Innovation Engines [24, 25]. One of the strengths of deep neural
networks is their ability to automatically extract features for the
recognition of objects from complex data, like images or videos [15].
Innovation engines use this ability to automatically associate the
behavioral descriptor of the solutions created by the QD-algorithms
to the labels predicted by the network. e condence of the net-
work in its predictions is used as the tness function to foster the
QD-algorithm to generate solutions that can be recognized without
ambiguity.
For instance, this approach has been used to generate articial
images using hyper-NEAT [30] with an Alex-net trained in a su-
pervised way to recognize objects from the ImageNet dataset. e
QD-algorithm has been able to generate images looking like straw-
berries, TVs, donuts and many other examples [25]. However, the
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same team also pointed-out that neural networks can be easily
fooled by the articial images generated by the QD-algorithm [23].
e algorithm generated synthetic images totally unrecognizable
to human eyes, while being recognized by the network with a con-
dence larger than 99.6%. We show that the hierarchical structure
of the proposed architecture can generate solutions that are less
likely to fool deep neural networks.
3 METHODS
e objective is to enable BRs to generate complex behaviors via
the combination of two new mechanisms: 1) Hierarchical Behav-
ioral Repertoires (HBR), which form a hierarchy of BRs, and 2) the
automatic determination of behavioral descriptor by using neural
networks trained in an unsupervised fashion.
3.1 Hierarchical Behavioral Repertoire
e rst mechanism involves using several BRs that are stacked in a
hierarchical architecture (see Fig 1). With this approach, instead of
using a planning algorithm or a neural network for the “high-level”
algorithm, as suggested in the previous BR papers [2, 5, 8], here we
propose to use another BR to select and combine behaviors from
the rst BR. With this conguration, the high-level repertoire does
not send motor commands to the robot, but rather successively
calls behaviors from the low-level repertoire. ese combinations
of low-level behaviors form high-level and more complex behaviors.
e architecture is evolved by successively generating each layer of
the hierarchy starting from the rst layer and climbing up through
the hierarchy.
is concept of hierarchical BRs can be employed with more
than two layers. In this paper, we will use up to four layers to
enable our robots to learn how to draw points, lines, arcs, and digits
respectively (see Fig 1). However, in our experiments we did not
notice any practical limitation that prevents more layers to be used,
while four layers were sucient to fulll the tasks.
e incremental generation of the dierent layers of the hier-
archy shares some links with the domain of incremental evolu-
tion [22], which uses intermediate tasks [11], or parametrized t-
ness functions [26] to enable the evolutionary process to bootstrap
on complex scenarios. In particular, behavioral decomposition [14]
also aims to learn a hierarchy of primitive behaviors and arbitrators
to solve complex tasks. However, it is important to recall that the
BRs contain thousands of dierent behaviors that are generated and
organized automatically, to form a continuous behavioral space,
that can be useful to learn other behaviors (e.g., dance moves) or
adapt to unforeseen situations (e.g., damage situations [3]).
One challenge with HBRs is that chaining behavior executions
make them start from arbitrary initial conditions. e produced
behaviors might thus perform dierently, as they might depend on
the state the robot reached aer executing the previous behavior.
For instance, a controller designed to draw a 2cm long line, will be
unable to properly execute this behavior if the robot starts next to
the border of its reachable space.
A naive approach to solve this issue is to extend the behavioral
descriptor with information about the robot’s and environment’s
state. However, this approach increases the length of the behav-
ioral descriptor and the BR might quickly become too large to be
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Figure 2: (Top) Behavioral descriptor, genotypes, phenotypes, and
fitness used for each layer (see section 4.3 for details). (Boom)
Processing a digit trajectory through the autoencoder in order to
extract its latent position and reconstruction error.
tractable (the size of the BR being exponentially proportional to the
dimension of the descriptor space). In the experiments of this paper,
we show that generating a BR with this conguration becomes a
real challenge in terms of computational requirements with poor
performance in general.
In order to overcome this diculty, we propose to use a stochastic
behavioral descriptor to characterize the probabilistic distribution
of the robot’s behavior. e stochastic behavioral descriptor is
dened as the geometric median (which is an extension of the
traditional median for multidimensional data [17]) of the traditional
descriptor aer uniformly sampling the initial conguration of the
robot. In practice, during evaluation, the controller is evaluated
several times (e.g., 100 times) with dierent initial conditions. For
each of these evaluations, the traditional behavioral descriptor
is recorded. When all the evaluations have been performed, the
geometric median of the descriptors is computed. is stochastic
behavioral descriptor is then used as a traditional descriptor to
place the individual in the repertoire.
e average distance between the geometric median and the
behavioral descriptor of each evaluation can be computed and used
as a quality metric that quanties the uncertainty of the stochastic
descriptor. If the average distance is close to 0, this means that the
behavior is almost deterministic. In the other case, if the average
distance is large, this means that the behavioral descriptor is largely
dependent on the initial conditions. is metric can be used by
the controllers of higher-levels of the hierarchy. For instance, a
controller could try to minimize the uncertainty associated with
the selected behavioral descriptor to minimize the variability of
the produced behavior. is is not investigated in this paper and
is le for future work. e tness associated with the solution is
implemented as the tness of the median individual.
It is important to note that not all the layers require a stochastic
behavioral descriptor. Certain layers can be independent from the
initial conditions of the system. For instance in our experiment, only
the second and third layers use stochastic behavioral descriptors.
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Figure 3: a) Digits drawn by the robotic arm using the HBR. b) Digits drawn using a single BR layer, with directly encoded controllers.
Right: BR size, best quality and average quality over the BR for each of the 10 replications. The solid lines represent the median while the
shaded areas extend to the first and third quartile.
3.2 Automatic Behavioral Descriptors
While behavioral descriptors are manually dened in the vast ma-
jority of the literature [4, 8, 21, 27], we demonstrate that a deep
neural network trained in an unsupervised fashion can be used
to automatically dene them. In particular, we use this approach
to dene the descriptors of the last layer of the hierarchy, as it is
particularly challenging to manually determine a single expression
that characterizes all the 10 digits. anks to this neural network,
our robots become able to autonomously reproduce elements from
an image dataset of handwrien digits. In our future work, we will
investigate the possibility to extend this concept to all the layers of
the hierarchy.
e combination of a QD algorithm and a deep neural network
has already been explored in [23–25]. However, in all those cases,
the neural network can only be trained in a supervised manner.
Here, we propose to use a convolutional deep autoencoder, which
enables the construction of a behavioral descriptor in a fully unsu-
pervised manner. is is an important feature as it can be challeng-
ing to dene clusters or labels in certain datasets. For instance, this
can be used to reproduce the motions of another (observed) robot,
without the need for human intervention.
An autoencoder is composed of two sub-networks, an encoder
network and a decoder network. e role of the autoencoder is to
jointly train the sub-networks so that they learn how to encode the
input data with the rst sub-network and to reconstruct it via the
second one. Autoencoders have many applications and variants,
like denoising autoencoder, variational autoencoder or contractive
autoencoder [12]. In this paper, the feature that mainly interests
us is the ability of autoencoders to reduce the dimensionality of
the input data. We use it to automatically project high-dimensional
data from the observed behaviors (e.g., trajectories, sensor data)
into a low dimensional representation that can be used as a behav-
ioral descriptor. In our experiments, the autoencoder is used to
transform the images of handwrien digits (784 pixels) from the
MNIST dataset into a 2D latent space (constrained between [−1, 1]).
e details of the autoencoder architecture, as well as the parameter
values used in the QD algorithm, are given in appendix A.
Fig. 2-boom illustrates the entire pipeline from the robot tra-
jectory to the behavioral descriptor: the trajectory of the gripper
is recorded and then transformed into a black and white image
(similar to the MNIST dataset). e image is then encoded and the
2D location of the image in the latent space is recoded. is location
is used as the behavioral descriptor for the trajectory. Finally, the
image is decoded and the “reconstruction error” (i.e., the pixel-wise
mean squared error between the original and the decoded image)
is computed and used as the tness value of the trajectory. is
tness function promotes behaviors that generate trajectories and
images that are similar to those in the MNIST dataset.
4 EXPERIMENTAL SCENARIO
In this paper, the main objective of the HBR is to allow a robot to
execute arbitrary trajectories. us, the objective of the three rst
layers of the HBR is to enable our robots to execute a large diversity
of lines and arcs from dierent initial congurations. Later, we will
show how these three layers can be used to build a fourth layer that
enables our robots to learn how to reproduce handwrien digits in
an unsupervised manner.
4.1 Robots
e rst robot used in this paper is a 8 degrees of freedom (simu-
lated) planar robotic arm similar to the one used in [3, 4]. Its 8 joints
are controlled in angular position mode, and the X /Y position of its
gripper is monitored. In the second experiment of this paper, we
use a simulated NAO humanoid robot with 25 degrees of freedom.
In our experiment, we will only consider the 4 joints of the right
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arm, which are controlled in angular position mode. e X /Y /Z
positions of the hand are recorded.
4.2 Global Architecture
e evolved HBRs are composed of four layers. e rst layer
enables the robots to reach every point in their reachable space. e
generation of this layer follows closely the algorithms and methods
used in [3, 4]. e second layer enables the robots to draw lines
of dierent lengths and directions by connecting two points from
the rst layer. e behaviors of the rst layer that are in between
these two points are executed to create smooth transitions (see the
supplementary video). e third layer combines ve lines from the
second layer to empower the robot with the ability to draw arcs
of dierent lengths, radius and orientations. Finally, the last layer
grants the robots the ability to draw digits by concatenating arcs
and lines from the lower layers. e denitions of the behavioral
descriptor, genotypes, phenotypes, and tness used for each layer
are described in Fig. 2-top. Additional implementation details are
given in the following subsections.
4.3 Layer 1 to 4: points, lines, arcs, and digits
e three rst layers use common principles for the behavioral
descriptors, genotypes, phenotypes, controllers and tness func-
tions. e behavioral descriptor of each layer characterizes the
sub-trajectory produced by the controller. It either captures the
position P (layer 1), the linear displacementV (layer 2) or the drawn
arc dened by the position of its center C and its length L (layer 3,
see Fig. 2-top). e three layers use a directly encoded phenotype,
which represents a set of parameters for an open-loop controller.
e genotypes are dened as a set of oat values dened between
0 and 1. e phenotypes map the genotype values into the ranges
of the controller parameters. In particular, the range of the joint
angular positions in Layer 1 are between −pi/2 and pi/2 radians for
the robotic arm. For the higher layers, the ranges are dened to
match the behavioral descriptor space of the layers below.
e tness function of the rst layer is dened as the variance
of the joint positions (which needs to be minimized). is tness
encourages every joint to contribute equally to the motion, which
is important for smooth transitions between two congurations.
No tness function is dened for the second layer (the objective of
the QD algorithm is only to cover the range of possible behaviors).
e tness function of the third layer captures the regularity of
the generated arcs. is is achieved by minimizing the variance
of the segments’ length (| Vi |) and the variance of the angles
between each segment (bi ). An additional term is used in the tness
function to minimize the variance of the joint positions (like the
tness of the rst layer). is term is added for a fair comparison
with reference algorithms as explained below. e sum of the three
terms is roughly weighted with a factor 100 on the length variance
to make the inuence of each term uniform (see Fig. 2-top).
We also propose an alternative implementation of the third
layer’s controller, in which only three parameters are needed (in-
stead of ten, used to dene the ve lines). We use this second
implementation for the generation of the architecture with four
layers for simplicity. However, the rst implementation of this
controller is used for the quantitative evaluations involving only
three layers (explained later in the text). e second implemen-
tation guarantees that the lines will follow a circular trajectory
and minimize the tness function dened above. In this second
implementation, the rst parameter governs the direction (between
[−pi ;pi ]) of the rst segment. e second parameter denes the
length of all the segments to make them equal. e last parameter
controls the angle ([−pi ;pi ]) between each segment.
e controller used in the last layer is similar to the ones of
the rst layers, except that the length of the genotype can grow
or contract to enable the robot to control the number of arcs and
lines used in the trajectory. e two rst parameters of the geno-
types/phenotypes dene the initial position of the robot (based on
Layer 1). e third parameter denes the line width of the drawing.
e rest of the genotype is composed of a set of triplets. e number
of triplets is between one and three and is governed by the mutation
operator (5% of chance to increase or reduce the number of triplets).
Each triplet encodes an arc from Layer 3. e set of triplets forms
the sequence of arcs and lines that dene the complete trajectory
of the robot.
5 EXPERIMENTAL VALIDATION
5.1 From motor babbling to drawing digits
In this rst experiment, we use the proposed HBR to enable our
robotic arm to learn how to draw digits, while starting from motor
babbling. is experiment illustrates the ability of the HBR to
evolve behaviors of increasing complexity through the layers of
the hierarchy. In particular, we compare the quality of the digits
generated by the HBR with similar digits generated by a traditional
BR[5]. is single layer architecture uses between one to three
sets of ve congurations (which corresponds to a total of between
40 and 120 parameters) to encode the trajectory. is genotype is
designed to have the same capabilities as the genotypes used with
HBR. e experiment has been replicated 10 times (including the
training of the autoencoder).
In Fig. 3-a, we can see the digits generated by a HBR. e num-
bers are organized according to their location in the latent space
(i.e., the behavioral descriptor of layer 4). We can see that most of
the digits are represented and that there is a continuum between
the dierent classes. For instance, the 3s progressively turn into
8s, which then turn into 4s, 7s and 1s. In future works, this prop-
erty could enable robots to discover innovative solutions that are
not contained in the training dataset of the autoencoder. We can
also note that certain classes of digits are less represented than the
others (for instance the 6s in Fig. 3-a). is is due to the diculty
for the auto-encoder to distinguish certain types of digits.In the
future, we will investigate the use of other deep neural architec-
tures or dimensionality reduction techniques (like kernel principal
component analysis) to mitigate these inaccuracies.
Fig. 3-b shows the numbers generated by the traditional BR.
While the latent space is similarly covered, we can see that the
quality of the produced digit is particularly degraded, even with
twice more generations. Apart from the 0s and 1s, which are rea-
sonably well executed, all the other digits look like scribbles barely
resembling a digit. More surprisingly, when we compare the high-
est and average quality of the BR according to the autoencoder (i.e.,
the reconstruction error), the traditional BR outperforms the HBR,
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Figure 4: a) Influence of substituting the first layer of the archi-
tecture with a layer using a dierent fitness function. The b) Digits
generated by the robotic arm and the humanoid NAO robot.
while we can observe the opposite (the two presented replications
are randomly selected and reect the general tendency of the re-
sults). We argue that this is another example that neural networks
can easily be fooled [23]. Indeed, in this experiment, there are no
“adversarial examples”, like in generative adversarial networks [33],
to train the network to reject the scribbles produced by the robot.
Conversely, the network is looking for features that are specic to
each digit (e.g., specic angles, orientations, or intersections). e
reference algorithm has more freedom than the HBR to explore
the search space and to produce the exact feature the network is
looking for, even if the nal result is not convincing from a human
perspective.
It is interesting to see that the HBR is less aected by the weak-
nesses of the network than the traditional BR. We hypothesize that
this is the result of inherent constraints imposed by the dierent
layers that condition the type of trajectory our robot is able to
produce. For instance, encouraging the trajectory to contain arcs
and not only a succession of abrupt angles, is very likely one of the
reasons explaining the higher quality of the digits produced by our
architecture.
e quantitative evaluations in the next sections only rely on the
three rst layers (hard-coded tness functions), in order to avoid
the confusion provided by the autoencoder.
5.2 ality propagation and knowledge
transfer
In this second experiment, we show two important properties of
the proposed architecture: 1) the ability to propagate the quality of
solutions from a layer through the upper-layers of the architecture,
and 2) the possibility to transfer the knowledge of our robotic arm to
another robot. ese two properties are the direct consequences of
the hierarchical and modular organization of the HBR and can have
signicant applications in the domains of robotics and articial
intelligence.
First, we show we can substitute layers of the hierarchy with BRs
using dierent tness function as long as the behavioral descriptor
denition remains the same. e new tness function propagates
through the upper layers as their behaviors become instantaneously
aligned with this new function. In the experiment, we generate a
new Layer 1, which instead of minimizing the variance between
the angular positions of the robot’s joints, encourages the robot to
use only two of its joints for the motion. is new tness function
is dened as the sum of the 6 smallest squared angular positions of
the robot’s joints (among 8 joints). Minimizing this function fosters
the robot to use two joints to execute most of the movement.
To evaluate the eect of substituting the rst layer of the hierar-
chy without further evolutionary steps, we re-evaluate the solutions
contained in Layer 3. For each solution, we record three metrics:
(M1) the two rst terms of the tness function of Layer 3 (those
that encode the quality of the arcs), (M2) the last term of the tness
function of Layer 3, which corresponds to the tness of the original
Layer 1, and (M3) the tness of the new Layer 1.
e boxplots in Fig 4-a show that using the original Layer 1
or the new one does not aect the rst metric: the quality of the
arcs is preserved regardless of the layer used. Conversely, we can
see that substituting the rst layer changes the two other metrics:
when using the new Layer 1, the solutions of the third layer provide
the best results regarding M3, while becoming less eective with
respect toM2. is result illustrates that changing one layer enables
the robot to instantaneously switch the prociency of the hierarchy,
without further evolution of the system. For instance, this can be
used to generate multiple running modes, like a safe-mode and a
dynamical-mode. Switching between these two modes can easily
be done by switching from one layer to another.
is concept can be extended to transfer knowledge between
dierent robots. Instead of generating a layer 1 with a dierent
tness, we generate a Layer 1 designed for a dierent robot (see
Fig 1). As long as the new layer entirely overlaps the region of
the behavioral descriptor covered by the original layer, the rest
of the hierarchy can be directly used with the new robot without
any adaptation. We applied this principle with a NAO robot. We
generate a Layer 1 that corresponds to a 2D slice of its 3D reachable
space (the behavioral descriptor has been scaled to cover the same
area as the original layer 1).
To evaluate the similarity between the digits drawn by NAO of
those from the arm, we generate the image of the trajectory for
each solution in Layer 4 (with both robots). en, we compute
the average pixel-wise dierence between the image generated by
NAO and those generated by the arm. e results show that the
dierence is lower than 1% over the pixels of the image (median
0.92%[ min 0.10%; max 2.11%] excluding outliers and considering
all the images of the 10 runs together). is is further demonstrated
in Fig 4-b, where we can see that it is challenging to see dierences
between the two robots. It may happen that some behaviors do
not transfer properly. An example is visible in the supplementation
video, as the NAO robot is unable to reproduce a 4. is comes
from slight dierences between the coverage of the two rst layers.
We expect that ne tunning (e.g., via further training) the entire
architecture with the new robot can quickly remove these rare
issues.
5.3 e benets of stochastic descriptors
For this experiment, we use the two rst layers of the hierarchy
(Layers 3 and 4 are not used) to quantify the inuence of the stochas-
tic descriptor on Layer 2. As a reference, we consider the same two
layers, except that the second layer uses a traditional descriptor that
is extended to include the initial state of the robot. is extension
of the behavioral descriptor is feasible in this case because the re-
sulting descriptor contains only four dimensions (two for the initial
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position of the gripper, and two for its displacement). Considering
larger behavioral descriptors would be particularly challenging, as
explained above. e rst layer of the architectures follows the
same denition and evolution procedure for both approaches, only
the second layer is dierent.
In order to investigate whether the number of samples used for
the computation of the stochastic descriptors has an inuences on
the results, we consider four variants of HBR using dierent num-
bers of samples and total number of generations: 1) 1 sample and
10k generations, 2) 10 samples and 1k generations, 3) 10 samples
and 10k generations, and 4) 100 samples and 10k generations. e
variant (1) using a HBR with only 1 sample can also be considered
as a using a traditional descriptor, as the distribution cannot be
captured with a single sample. However, in this case, the descrip-
tor does not contain the initial state of the robot. e variant (2)
uses the same number of evaluations as the reference algorithm,
while variants (3) and (4) use respectively 10 and 100 times more
evaluations.
e evaluation of each approach is made by comparing the ability
of the produced BRs to execute 10k lines in random directions,
starting from randomly sampled initial states. e accuracy of the
BRs is dened as the median of the squared error between the
requested displacements (V) and the actual displacements executed
by the robot. e experiment has been replicated 50 times for each
variant.
e results show that using a stochastic descriptor reduces the
number of controllers in the BRs by several orders of magnitude
(at least 500 times in our experiment), while increasing the global
accuracy of the architecture by at least a factor of 2. All variants
of HBRs considered, the BRs contain 1397 [1335; 1520] controllers
versus 745k [719k; 766k] controllers for the BR using a traditional
descriptor. BRs with a gigantic number of controllers raise several
problems. First, it becomes particularly challenging to store and
manipulate such a large collection; second, in QD-algorithms the
selection pressure is oen proportional to the number of solutions
in the archive [4]. BRs with 750k controllers are very likely to
severely aect the selection pressure.
In terms of accuracy, the HBRs with at least 10 samples (see Fig 5-
a) are at least twice more accurate than the traditional BR and the
HBRs with 1 sample (Wilcoxon ranksum test: p-values < 7.1e−18).
We can also see from the results that using more than 10 samples,
or make the evolution last longer, does not have an important eect
on the accuracy of the BR (< 2e−5m2 even though the dierences
are statistically signicant, p < 2.6e−9).
5.4 e benets of the hierarchy
In this nal experiment, we evaluate the benets of HBR compared
to traditional BRs in terms of the quality of the produced behaviors.
For this comparison, we compare the quality of the arcs generated
by the rst three layers of the architecture against those from a
single traditional BR. e controllers for the reference algorithm
directly control the angular position of the robot’s joints. It en-
codes the 5 way-points trajectory of the position of the 8 joints (40
parameters). is controller is designed to have the same capabil-
ities as the ones used with our architecture. e tness function
of the third layer of our approach and of the compared algorithm
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Figure 5: a) Benefits of stochastic behavioral descriptors compared
to traditional ones: accuracy of the layer 2 to draw 10k lines of
dierent lengths and directions from random initial configuration
(50 replications). b) Benefits of the hierarchy in HBRs compared
to traditional BRs: number of behaviors, best quality and average
quality over the BR for each of the 50 replications.
are the same and composed of three terms as explained above (see
Fig 2-Layer3). While the two rst terms promote the quality of the
arcs, the last term describes the angular conguration of the robot.
While this last term might appear unnecessary to draw arcs, it is
crucial to guarantee that the transition between two close positions
of the gripper is approximately a line. Without this constraint,
the redundancy of the robot could make the transition follow an
uncontrolled trajectory.
We can rst observe that the hierarchy reduces the total length
of the genotypes ( 8+ 2+ 3 = 13 parameters compared to 40 param-
eters). It is known that reducing the dimensionality of the search
space usually reduces the diculty of the optimization task [19].
While we can expect the HBRs to outperform traditional BRs, we
can see from the results (see Fig 5) that the reference algorithm
not only generates solutions of lower quality but that it appears
to be blocked in a local optimum. Although the gure does not
consider the time required to generate the two rst layers of HBRs
(2∗10k generations), we can notice that the performance of the
traditional BRs remains 2.3 times lower than the last layer of HBRs,
even aer three times more generations. We hypothesize that this
phenomenon comes from the modularity of the architecture and
the transfer of certain properties (like the tness values) through
the layers of the hierarchy. For instance, in this case, the rst layer
of the hierarchy already aempts to minimize part of the tness
function of the third layer. anks to that, the third layer can focus
on the arc quality, without considering the motor commands sent
to the robot. Similarly, it is very likely that the traditional BR is
blocked in a local optimum aer trying to cover the behavioral
space (we can see that the covering rate is as quick as the HBRs). It
might be particularly challenging to make improvements in one of
the terms of the tness function, without being detrimental to the
other ones.
We can also note that the variant with 1 sample, which can be
associated to a BR with a traditional descriptor, still manages to nd
high performing solutions even if the average quality of the behav-
iors is decreased. is illustrates that the hierarchical architecture
is key to improving the quality of the produced solutions. Among
the compared variants of HBRs, we can see that evaluating more
samples with the stochastic BR (10 and 100 samples) improves the
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average quality of produced BRs. We can hypothesize that this is
due to the higher accuracy of the stochastic representation obtained
by evaluating more samples.
6 DISCUSSION AND CONCLUSION
In this paper, we introduced the HBRs to extend the original concept
of BRs in order to enable the generation of complex behaviors. In
particular, the results show that the proposed architecture improves
signicantly the quality of the produced BRs, sometimes by several
orders of magnitude, when compared to the traditional BRs. We
also have shown that the proposed architecture can be coupled
with an unsupervised deep neural network to automatically dene
the behavioral descriptor of a BR. Finally, we have illustrated the
ability of the architecture to propagate tness values through the
layers of the architecture and to transfer knowledge across dierent
robots.
ese promising results also open new research directions. For
instance, we might wonder if the hierarchy can help to cross the
reality gap. If the rst layer of the hierarchy is made to cross
the reality gap (for instance, with the Intelligent Trial and Error
algorithm [3]), does that enable the rest of the hierarchy to cross
it too? Such a property might facilitate the evolution of complex
behaviors for physical robots, as it very likely is easier to overcome
the reality gap with simple low-level behaviors, rather than with
complex high-level ones.
A PARAMETER VALUES
e QD algorithm uses the following parameter values:
Layer1 Layer2 Layer3 Layer4
archive l 0.01 0.02 0.05 0.1
archive ϵ 0.1 0.1 0.025 0.1
pop size = 200, nb generations = 10000, no crossover
mutation: polynomial with ηm = 10 ηc = 10, mutation rate 10%
e architectures of the encoder and decoder are designed to be symmet-
rical. In the following, we use the notations FC, CV and DC to denote fully-
connected, convolution and deconvolution layers. For example, FC(128,64)
denotes two fully-connected layers with respectively 128 and 64 neurons.
CV(64, 4c2s) denotes a convolution layer with 64 output feature maps, using
4x4 kernels with stride 2. DC are dened similarly as CV. Encoder: (input) -
CV(8, 9c1s) - maxpooling - CV(8, 3c1s) - maxpooling - FC(100,100,2) - (latent
space) Decoder: (latent space) - FC(100, 100, 392) - DC(8,3c1s) - unpooling
- DC(8,9c1s) - unpooling - CV(1,3c1s) - (output)
To improve the contrast between the classes, the training dataset (MNIST)
is reduced aer the 120th epoch (for a total of 200 epochs) to the samples
with a reconstruction error smaller than the current average reconstruction
error. is approach enables the network to focus on samples that are
simple to encode while ignoring those that might be too complicated [33].
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