Abstract: In the present work, a quantitative structure-activity relationship (QSAR) method was used to predict the psychometric activity values (as mescaline unit, log MU) of 48 phenylalkylamine derivatives from their density functional theory (DFT) calculated molecular descriptors and an artificial neural network (ANN). In the first step, the molecular descriptors were obtained by DFT calculation at the 6-311G  level of theory. Then the stepwise multiple linear regression method was employed to screen the descriptor spaces. In the next step, an artificial neural network and multiple linear regressions (MLR) models were developed to construct nonlinear and linear QSAR models, respectively. The standard errors in the prediction of log MU by the MLR model were 0.398, 0.443 and 0.427 for training, internal and external test sets, respectively, while these values for the ANN model were 0.132, 0.197 and 0.202, respectively. The obtained results show the applicability of QSAR approaches by using ANN techniques in prediction of log MU of phenylalkylamine derivatives from their DFT-calculated molecular descriptors.
INTRODUCTION
Phenylalkyamines form a class of hallucinogenic agents which are pharmacologically diverse and a heterogeneous group of agents. 1 Different properties of phenylalkylamine derivatives, (which were known to display hallucinogenic, central stimulant, empathogenic activity, or a combination of activities) have been studied for a long time using different approaches. 1, 2 Phenylalkylamines are one of the few types of psychotomimetic compounds whose structure-activity relationships (SAR) have been investigated. 3 Snyder and Merril first reported a cor-
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HAGHDADI and FATEMI relation of hallucinogenic activity with a quantum index that was calculated using the Hückel molecular orbital theory. 4 They found that high activity is associated with the highest occupied molecular orbital (HOMO) energy in a small number of phenylalkylamines. Moreover, some quantitative structure-activity relationship (QSAR) studies were reported recently on this class of compounds. [5] [6] [7] Thakur and coworkers reported QSAR studies on a series of psychotomimetric phenylalkylamines by combining the minimum topological difference method and topological descriptors. 6 They developed a penta-parametric linear model, which had the statistics: correlation coefficient R = 0.932, standard error SE = 0.272 and Fisher value F = 56.77. They evaluated the predictive power of their model by a cross-validation test, which provided the statistics: R 2 CV = 0.864 and SPRESS = = 0.262. They used two experimentally determined parameters in their model, which were the octanol-water partition coefficient and the molar refraction. In another work, the structure-hallucinogenic activity relationships for a series of phenylethylamine and phenylisopropylamine derivatives was investigated by Altum et al. within the framework of electron-conformational methods. 7 In addition, B. W. Clare developed a QSAR model of a series of psychotomimetric phenylalkylamines by using CNDO/2 calculation to derive molecular the volume and electronic structure of the compounds of interest. 8 These QSAR studies were limited to the use of physicochemical descriptors and electronic structure or quantum chemical descriptors, which were obtained based on semi-empirical molecular orbital (MO) calculations. The latest development in computer technology and software for electronic structure theory allows the calculation of quantum chemical descriptors at first principal levels, such as the density functional theory (DFT), with a higher accuracy including some effective consideration of electron correlation effects. 9 DFT Methods are, in general, capable of calculating a variety of isolated molecular properties, such as ionization energies, dipole moment, electron affinities, electronegativities, hardness and softness, electrostatic potential etc., quite accurately. [10] [11] [12] [13] [14] [15] [16] [17] In the present work, a quantitative structure-activity relationship method was used to predict the psychometric activities value of some phenylalkylamine derivatives from their DFT-calculated molecular descriptors and an artificial neural network.
METHODOLOGY

Data set
The psychometric activity of drugs are generally expressed in mescaline units (MU), defined as the ratio of the effective dose of mescaline to the effective dose of the tested compound. The potency is usually expressed as log MU, where MU is taken as mole of mescaline/mole of the tested phenylalkylamine. The data set in this work consisted of the log MU values of 48 phenylalkylamine derivatives, which were taken from the literature. 6 The structural features of these compounds and their experimental log MU values are presented in Table I . The values of log MU ranged from -0.67 to 2.72 for compounds 1 and 38, res- 
Quantum chemical descriptors
The structures of the 48 substituted phenyalkylamine compounds were optimized using the Gaussian 2003W computational package. 19 The Becke three parameter exact exchange functional (B3) 20 combined with the gradient corrected correlation functional of Lee-Yang--Parr (LYP) 21 of the DFT methods implementing the 6-311G
 basis sets were employed. The nature of optimized geometries at the B3LYP levels was checked with frequency calculations. The total energy and corrected zero point (ZPE) were calculated for all optimized structures. Then, the quantum chemical descriptors that were taken from the DFT calculations were used to analyze the variations in the biological activities of the studied compounds. The minimum energy conformations were used to calculate the electronic descriptors, such as the energy of the highest occupied molecular orbital, the lowest unoccupied molecular orbital (LUMO), hardness (η), softness (S), electronegativity (χ), electrophilicity (ω) and the dipole moment (DP). It was found that the stability of the molecules is related to their hardness and electronegativity, defined as the power of an atom in a molecule to attract electrons to it. The hardness and electronegativity are given as follow:
where E and v(r) are the electronic energy and the external potential of an N-electron system, respectively, and µ is the chemical potential. In addition, the operational definition of absolute hardness and electronegativity is given as:
where IP and EA are the ionization potential and electron affinity, respectively. According to the DFT counterpart of the Koopman theorem, the IP is simply the eigenvalue of the HOMO with a change of sign and EA is the eigenvalue of the LUMO with a change of sign; 22, 23 hence Eqs. (3) and (4) may be written as:
The other calculated molecular parameter is softness, which measures the extent of chemical reactivity and it is the reciprocal of hardness:
Parr et al. proposed an electrophilicity index (ω) as a measure of energy lowering due to maximal electron flow among donor and acceptor. 24 They defined the electrophilicity index as follow:
These DFT calculated parameters can encode features of phenylalkylamines which could affect their psychometric activities.
Modeling
In the first step of feature screening, constant and near-constant variables were excluded from the pool of descriptors and the pair wise correlation cut off selection procedure was employed to exclude the correlated descriptors. 18 In the development of QSPRs, a major decision is when to stop adding descriptors to the model during the stepwise regression procedure. An excessive number of descriptors lead to overcorrelated equations that are difficult to interpret in terms of interaction mechanisms. A simple procedure used to control the model expansion is the so-called "break point procedure" in the improvement of the statistical quality of the model. 25 From analyses of the plot of the number of descriptors involved vs. the correlation coefficient (R), and also the standard error (SE) of model, it appears that the statistical improvement of the model is high until a point (the "break point") is reached after which the improvement is negligible. Consequently, the model corresponding to the break point is considered to be the best/optimum model (Fig. 1 ). This figure shows that no significant improvements in the R and SE values of the model appear after the addition of more than 5 parameters to the MLR model. Therefore, these five descriptors were considered as independent variable in the development of MLR and ANN models. These parameters are: hardness, chemical potential, lowest unoccupied molecular orbital energy, dipole moment and vibrational energy, the numerical values of which are given in Table II . The specifications of the obtained 5-parameter MLR model are presented in Table III . To examine the existence of any nonlinear relations among the selected molecular descriptors and the log MU values, an artificial neural network was used. Artificial neural networks are mathematical systems that simulate biological neural networks. Detail descriptions of the theory of ANNs are presented in the literature. [26] [27] [28] In the first step in the development of an ANN, a model of a three-layer network with a sigmoid transfer function was designed both for the hidden and output nodes. This ANN program was coded in MATLAB 7 for windows. 29 In this network, the number of nodes in the input layer was the number of descriptors that were selected by the stepwise multiple linear variable selection method. The adjustable weights among neurons have a random distribution between -0.3 and 0.3. The ANN parameters, including the number of nodes in the hidden layer, the weights of the learning rate, the biases of the learning rate and the momentum should be optimized to find the most accurate results. The procedure of optimizing these parameters is given in previous papers. 30, 31 The optimized values of these terms and the ANN topology are given in Table IV . The network was then trained using the training set by the back propagation strategy for optimization of the weights and bias values. The goal in the training of the network is to change the weights between the layers to minimize output errors. The root-mean-square error (RMSE) value was calculated to measure how good the outputs were in comparison with the target values. To prevent over fitting, the training of the network had to be stopped when the RMSE in the prediction of log MU of the internal test set commenced to increase. Then the trained network was used to predict the log MU values of the external test set. 
Molecular diversity analysis
In this study, diversity analysis was performed on the data set to ensure that the structures of the training or test sets can represent those of the whole ones. 32 A data base of n compounds generated from m highly correlated chemical des- 
A distance score for two different compounds X i and X j can be measured from their Euclidean distance norm, d ij , based on the compound descriptors:
The mean distances i d of one sample to the remaining ones were computed as follows:
Then the mean distances were normalized within the interval (0,1). The closer to one the distance is, the more diverse from each other the compounds are. The mean distances of samples vs. experimental log MU of data set are plotted in Fig. 2 . Inspection to this figure illustrates the good distribution of test set throughout the whole of data set. The training set with a broad representation of the chemistry space was adequate to ensure the stability of the models and the diversity of test set can prove the predictive capability of the model. 
Model development
The descriptors which were selected by the stepwise variable subset selection were chemical potential, hardness, lowest unoccupied molecular orbital energy, dipole moment and vibrational energy. The appearances of these descriptors in the model can represent different aspects of a molecule which affected the absorption, distribution, metabolism, and excretion (ADEME) properties of the molecule.
The inter-correlations among these descriptors are shown in Table V , from which it can be seen that there are no high correlations between the descriptors. These descriptors were used as independent variables and log MU was considered as a dependent variable to develop the MLR model. The obtained MLR model was used to calculate the log MU values for the test and training sets. The MLR calculated values of log MU are given in Table I . The average error (AE), average absolute error (AAE) and standard error (SE) of this calculation were AE = -0.051, AAE = 0.334 and SE = 0.396 for training set; AE = -0.054, AAE = = 0.408 and SE = 0.475 for the internal test set and AE = 0.296, AAE = 0.440 and SE = 0.506 for the external test set. Other statistical parameters of the MLR model are given in Table VI. Since the MLR model was unable to accurately predict the log MU values of the data set, an ANN model as a non-linear feature mapping technique was developed. After training this 5:4:1 network, its prediction power was examined on an independent data set which was named the external test set. The ANN predicted values of log MU for this set as well as for the training and internal test sets are given in Table I Table VI . In the next step, the sensitivity analysis was carried out on the ANN model to determine the relative importance of each descriptor in the model. The procedure of this approach is based on the sequential removal of variables by zeroing the specific connection weights for that specific input variable in the first layer of the ANN. 33 For each sequentially zeroed input variable, the root mean square error of the prediction set (RMSEP), as the prediction error of this network, was calculated. Generally, the RMSEP value increases in this way. Then, differences between the RMSEP and the root mean square error (RMSE) of the established ANN was calculated and shown as DRMSE. Each variable which causes a greater value of DRMSE is important. The results of this test showed that the order of the importance of the selected molecular descriptors is Ev > µ > > dp > η > LUMO.
Model validation
Validation techniques constitute a fundamental tool for the assessment of the validity of models. They are used to check the prediction power of the models, that is, to give a measure of their capability to perform reliable predictions of the modeled response for new cases for which the response is unknown. Cross-validation is a popular technique used to explore the predictive ability of statistical models. 34 Presuming that a data set consisting of n compounds is available, then several modified data sets are created by deleting in each case one or a small group (leave-some-out) of the objects. 23 For each data set, an input-output model is developed, based on the used modeling technique. The model is evaluated by measuring its accuracy in predicting the responses of the remaining data (the ones that have not been used in the development of the model). In particular, the leave-five-out (L5O) procedures were utilized in this study, which produce seve-ral models, by deleting five objects, respectively from the data set. The maximum numbers of models produced by the L5O procedure is equal to n!/5!(n-5)!, where n is the number of molecules in the data set. The squared differences among the true response and the predicted response for each object left out are added to calculate the standardized prediction error sum of squares (SPRESS). In addition, the value of Q 2 was calculated from the following equation:
where y i , y 0 and y m are the experimental, predicted and average experimental value of log MU, respectively. The statistical results of this test on the examined data set was Q 2 = 0.628 and SPRESS = 0.472 for the MLR model, while Q 2 = = 0.916 and SPRESS = 0.147 for the ANN model, which revealed the reliability of ANN model. In addition, a Y-randomization test was applied to examine the chance correlation among log MU and selected molecular descriptors. 35 In this method, a dependent variable vector is randomly shuffled and a new QSAR model is developed using the original independent variable. The result of 30 times randomization of log MU vectors gave 2 0.111 R = , which revealed that there was no chance correlation in the data set. Comparison of the statistical results in the prediction of log MU using the ANN and the MLR models in Table VI reveals the superiority of the ANN over the MLR model. These observations show that there are some non-linear relation between the selected molecular descriptors and log MU. The ANN predicted values of log MU are plotted against their experimental values for the training, internal and external test sets in Fig. 3 , which shows good correlation among these values. In addition, the residuals of this calculation are plotted against their experimental log MU value in Fig. 4 . The random propagation of the residuals over the zero line shows that no systematic error existed in the developed ANN model.
As mentioned earlier, Thakur and coworkers proposed a QSAR model on the same data set. 6 The leave-one-out cross-validation test on their model provided the statistics Q 2 =0.7154 and SPRESS =0.87, while these statistics for the presented model are Q 2 =0.841 and SPRESS =0.34, which revealed the superiority of the present work. In addition, they used two experimentally determined parameters (log P ow and MR) as independent parameter in their proposed model while it is preferred to use theoretically derived molecular descriptors in QSAR models. In contrast to their work, the present model uses only theoretically derived molecular descriptors. 
CONCLUSIONS
The results of this study show that there are some non-linear relationships between the DFT calculated molecular descriptors and the psychometric activities of phenylalkylamines. The high correlation coefficients and low prediction errors of the developed ANN model confirm the good predictive ability of this QSAR model. Finally, the descriptors used in this work can encode some electronic and topological aspect of phenylalkylamines, which could affect on their steric and lipophilic interaction with target cell.
