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Tratamiento de imágenes 3D para el cálculo de volúmenes 
Resumen 
 
 A lo largo de este proyecto vamos a explicar cómo hemos diseñado una 
aplicación en Matlab basada en operadores morfológicos y el algoritmo de Harris para 
la detección de esquinas para el cálculo  del volumen de un elemento en una imagen 3D. 
 Esta aplicación pensada para la industria minera es capaz de medir el volumen 
de rocas transportadas en la pala de una excavadora usando una imagen 3D del total del 
vehículo.  
La aplicación identificará primero el tipo de vehículo usando operadores 
morfológicos y la anchura del vehículo. En el siguiente paso delimitará el final de la 
pala excavadora del resto de la imagen. Una vez tengamos la imagen exclusivamente de 
la pala con las rocas encontraremos las cuatro esquinas de la pala usando el algoritmo 
de Harris combinado con algunos extras diseñados con el fin de aumentar su precisión. 
Finalmente usaremos esos cuatro puntos para realizar una transformación geométrica 
que alinee nuestra imagen con una imagen de la pala vacía. Mediante la diferencia de 
estas imágenes tendremos solamente las rocas y el cálculo de su volumen será 
simplemente aplicar la escala adecuada. 
Después de probar la aplicación en un banco de pruebas de 30 imágenes, 
incluyendo algunos casos excepcionales, hemos obtenido un rápido tiempo de ejecución 
y en un test diseñado por nosotros para medir el error cometido, un error siempre 
inferior a un metro cúbico. 
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1. Introducción 
 
 La mina de hierro de LKAB en Kiruna es la mina más profunda y más moderna 
de Europa y siempre están tratando de usar la tecnología para incrementar su 
productividad. En este proyecto expondremos un método para ayudarles en su objetivo. 
 En la industria minera no todo el mineral extraído por la excavadora puede ser 
aprovechado: éste contiene desechos y minerales no deseados. Las excavadoras cavan 
en la roca y transportan el material extraído hasta una cinta transportadora. Si la carga es 
en su mayoría desechos causará una bajada en la productividad. 
 Cuando se excava hierro la diferencia de densidad entre el mineral de hierro y 
las rocas de desechos puede ser bastante grande. Este puede ser un buen indicador para 
el proceso minero: si la densidad es alta significa que la carga tendrá un alto contenido 
en hierro y por lo tanto debe ser llevada a procesar. Si por el contrario la densidad es 
baja significa que es principalmente rocas de desecho y por lo tanto no debe ser llevada 
a la planta de tratamiento. Excavaciones sucesivas con igual fortuna podría indicar 
además que la veta de mineral se ha agotado. 
 Para calcular la densidad necesitamos la masa y el volumen de mineral. La masa 
puede ser fácilmente estimada de la presión hidráulica que soporta el brazo de la 
excavadora pero el volumen es mucho más complicado. Con el fin de desarrollar un 
sistema para estimar la densidad de la carga un escáner láser se ha instalado en el techo 
de un túnel de la mina de LKAB en Kiruna, Suecia, que proporcionará una imagen 3D 
de la excavadora vista desde arriba (ver ilustración 1). 
 
 El objetivo de este proyecto será desarrollar e implementar un método robusto 
que procese estas imágenes 3D para calcular el volumen de rocas portado por el 
YHKtFXORGH/.$%HQ³WLHPSRUHDO´ 
 
Ilustración 1: Túnel de extracción 
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 Para resolver este problema y después de analizarlo cuidadosamente 
identificamos los siguientes subobjetivos: 
1. Identificar el vehículo como un Toro2500E LHD. Detener el análisis de la 
imagen si es otro tipo de vehículo 
2. Delimitar la pala excavadora dentro de la imagen 
3. Definir las esquinas de la pala 
4. Aplicar la transformación geométrica con una imagen de la pala vacía 
5. Restar la imagen transformada a la imagen de la pala vacía para obtener una 
imagen de las rocas exclusivamente 
6. Multiplicar la altura obtenida en la resta de imágenes por el área real 
correspondiente a cada pixel para obtener el volumen final de rocas. 
 
En el siguiente apartado de este proyecto detallaremos cada paso, hablando del 
diseño y de su implementación. En el apartado tres hablaremos sobre los resultados 
finales obtenidos y las conclusiones obtenidas a partir de estos sobre la fiabilidad del 
método. 
Antes de continuar debemos destacar que al lector que esta memoria está 
limitada por restricciones de espacio. Por ello el anexo se compondrá únicamente de una 
versión en inglés más extensa de esta memoria que detalla en mayor grado el proceso 
incluyendo un mayor número de  figuras y a la que el lector podrá acudir. Por ello, 
FXDQGR KDJDPRV UHIHUHQFLDV D ³LOXVWUDFLyQ´ KDUi UHIHUHQFLD D XQD LPDJHQ GH HVWD
PHPRULD \ FXDQGR KDJDPRV UHIHUHQFLD ³ILJXUD´ KDUi UHIHUHQFLD XQD LPDJHQ GH OD
memoria del anexo. 
Esta memoria en inglés se compone de los siguientes capítulos: 
1. Abstract: breve resumen del contenido de la memoria 
2. Introduction & Problem Background: breve introducción al problema y 
motivación por la que se ha querido desarrollar este proyecto. 
3. Research Topic: este apartado se compone de dos partes, una de las cuales se 
encarga de explicar cómo se han recogido los datos, su formato, etc. El otro 
apartado habla sobre la estructura comentada anteriormente del método a 
implementar. 
4. Method: En este apartado nos encargamos de hablar de las elecciones de 
diseño y finalmente implementación de cada uno de los pasos que componen 
el método 
5. Results: Mediante una traza de ejecución del programa final obtenemos 
resultados parciales de cada paso y finales. 
6. Analysis, discussion and conclusions: análisis objetivo de los resultados y 
conclusiones sobre lo que funciona y lo que no del método, etc. 
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7. Future Work: apartado destinado a la posible línea de futuro desarrollo del 
proyecto, así como otras posibles aplicaciones o campos donde una 
aplicación similar podría ser útil. 
8. References 
9. Appendix: En los apéndices encontraremos teoría básica sobre operadores 
morfológicos, los algoritmos de Hough y Harris y de las transformaciones 
geométricas. También encontraremos un esquemático del vehículo a 
analizar, un esquema de tiempos y unas pequeñas referencias a las 
herramientas utilizadas 
 
Esta memoriD VH FRPSRQGUiGHXQ FDStWXOR OODPDGR³$OJRULWPR´HQHO TXH VH
GHWDOODUiODPDQHUDHQTXHVHKDQDERUGDGRORVVXEREMHWLYRVHOFDStWXOR³&RQFOXVLRQHV´
donde se analizará de manera objetiva el trabajo realizado y los resultados obtenidos y 
por último el anexo con la memoria en inglés. 
2. Algoritmo 
 
En este capítulo describiremos el método finalmente implementado y 
explicaremos el porqué de las decisiones de diseño tomadas. También haremos un 
pequeño resumen del proceso de diseño y de los retos encontrados pero centrándonos en 
el método final y el por qué es mejor. 
 
2.1 Identificación del vehículo LHD 
 
El primer paso consiste en identificar el vehículo y descartar cualquier imagen 
que no represente una excavadora Toro2500E LHD. Si nuestro sistema se activara cada 
vez que un vehículo pasara por debajo del escáner podría generar un error en la 
información generada. 
La importancia de este paso radica en que si somos capaces de descartar otro 
tipo de vehículos empezaremos a garantizar la robustez del programa. Para ello 
analizaremos la función anchura del vehículo. Esta función muestra la anchura del 
vehículo a lo largo de su longitud. 
Además, para este paso hemos diseñado dos algoritmos diferentes, uno basado 
en operadores morfológicos y otro basado en fast fourier transform (FFT). El objetivo 
será probar ambos métodos y elegir entre ambos en función de su precisión y su tiempo 
de ejecución. 
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2.1.1 La función anchura del vehículo 
 
Esta función tiene una forma realmente característica y debería ser bastante fácil 
de analizar así que trataremos de usar esta función para ambos propósitos: identificar el 
vehículo y filtrar la pala de la excavadora. 
Antes de calcular la anchura del vehículo primero re escalaremos las imágenes 
para que todas las imágenes tengan la misma longitud. Esto será importante para 
estandarizar las propiedades de la función anchura que serán usadas en los pasos 
siguientes. Es importante que tengamos en cuenta que esto introducirá un error en la 
información de la imagen porque algunas filas serán añadidas o eliminadas. 
Para calcular la anchura del vehículo encontraremos los márgenes del vehículo 
en la imagen y calcularemos su diferencia. Para encontrar los márgenes compararemos 
el gradiente de cada fila de la imagen con dos umbrales, de valor 300 y -300 
respectivamente, buscando los picos que nos indiquen el principio del vehículo. 
El método para calcular la anchura del vehículo sería entonces: 
1. Re escalar la imagen 
2. Para cada fila de la imagen calcular su gradiente (ver figuras 3,4 del 
anexo) 
3. Identificar un cambio brusco en el gradiente como las columnas de 
comienzo y final del vehículo usando dos umbrales (los picos se pueden 
apreciar en las figuras 3 y 4. La figura 5 muestra el resultado final para 
todas las filas) 
4. Para cada fila restar a la columna final la columna inicial para obtener la 
anchura para cada fila (ver ilustración 2 y 3) 
 
Ilustración 2: Columna inicial (rojo) y columna final (amarillo) 
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Debemos destacar que durante los test de este algoritmo nos encontramos que en 
algunas imágenes el vehículo estaba demasiado cerca de las paredes de la mina 
resultando en la desaparición del pico antes mencionado en el gradiente (ver figuras 7 y 
8). Esto resultó en un error encontrando los márgenes (figura 9) lo que tenía un gran 
impacto en el gráfico de anchura final (figura 10). Por esto decidimos descartar las 
imágenes en las que apareciera este fenómeno (durante los test este fenómeno se apreció 
solamente en 1 de las 30 imágenes). Para un sistema industrial comercializado se 
debería implementar una mejora como comentaremos más adelante en el capítulo 3. 
 
2.1.2 Algoritmo basado en operadores morfológicos 
 
El primer método se basa en el gradiente de la función anchura y en el uso de 
operadores morfológicos (R. Dougherty [1],  ver appendix ± A del anexo) para mejorar 
el tratamiento de este y facilitar su análisis. 
 El algoritmo se basa en los siguientes pasos: 
1. $SOLFDUHORSHUDGRU³RSHQLQJ´XVDQGRXQGLVFRGHUDGLRSL[HOHVDOYHFWRU
anchura. Esto da lugar a una función mucho más regular con una pequeña 
pérdida de información en la mayoría de las imágenes (ver figura 11) 
2. Calcular el gradiente de la función resultante. Esto será útil para localizar 
puntos de interés como máximos y mínimos (ver función verde en figura 11) 
3. $SOLFDU XQ RSHUDGRU ³FORVLQJ´ XVDQGR XQ GLVFR GH UDGLR  pixeles (ver 
función rosa en ilustración 4) 
 
 
 
 
 
Ilustración 3: Función anchura 
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4. Usaremos esta función resultante para identificar el vehículo, buscando los 3 
puntos máximos centrados en 3 puntos concretos a lo largo del vehículo: 0 
pixeles, 140 pixeles y 290 pixeles. Estos puntos se corresponderían más o 
PHQRVWHQLHQGRHQFXHQWDHOFRPLHQ]RGHODSDODFRPRGLVWDQFLDµ¶FRPR
0 mm, 3170 mm y 6280 mm. Daremos un 5% de tolerancia (700.55mm) a 
estas posiciones. 
En la figura 12 se puede apreciar la búsqueda de estos valores representados 
como líneas verticales rojas.  
Como resultado de ejecutar este algoritmo en nuestro banco de pruebas de 30 
imágenes obtuvimos un acierto de 29 de 30 imágenes (96.7%). Sólo una imagen resultó 
un falso negativo (ver figuras 15 y 16). 
Los retos a los que nos tuvimos que enfrentar durante el desarrollo fueron 
principalmente el diferente tamaño de las imágenes y la elección del tamaño de los 
operadores morfológicos. 
Debido a la velocidad del vehículo durante su escaneo el tamaño de la imagen 
podía variar. Si el vehículo iba lento la imagen resultante resultaría más grande (ver 
ILJXUD  HMH µ\¶ 6L HO YHKtFXOR LED UiSLGR HQ HO PRPHQWR GHO HVFDQHR OD LPDJHQ
UHVXOWDQWHVHUtDSHTXHxDYHUILJXUDHMHµ\¶3RUHVWRIXHUHDOPHQWHGLItFLODMXVWDUHO
sistema de identificación aunque se solucioQy PHGLDQWH OD IXQFLyQ ³UHVL]H´
introduciendo el error previamente mencionado. 
El otro punto fue la elección del tamaño de los elementos estructurales de los 
operadores morfológicos. La decisión de su tamaño fue empírica aunque posteriormente 
se llegó a la conclusión que una posible mejora sería dejar su tamaño en función de la 
longitud del vehículo, haciendo el programa mucho más flexible y abierto a nuevos 
tipos de vehículos en el futuro. 
Ilustración 4: Análisis de la función anchura 
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Finalmente debemos destacar que este es una pequeña etapa del programa final 
muy relacionado con el filtrado de la pala porque usaremos también la función anchura 
y las mismas técnicas para alcanzar el objetivo. Por ello analizaremos el tiempo de 
ejecución y su precisión al final del filtrado de la pala, donde decidiremos entre las dos 
técnicas. 
 
2.1.3 Algoritmo basado en Fast Fourier Transform (FFT) 
 
En esta sección hablaremos de cómo hemos usado la FFT para obtener una 
aproximación de la función anchura y cómo hemos usado las frecuencias más 
significativas con el fin de identificar el vehículo. Usaremos la misma imagen que en la 
sección anterior de ahora en adelante hasta el final del método. De esta manera el lector 
será capaz de comparar los distintos algoritmos expuestos a lo largo de este proyecto de 
manera clara. 
El algoritmo consta de los siguientes pasos: 
1. Expandir el dominio de la longitud de la función anchura hasta su siguiente 
potencia de dos (el algoritmo fft es más eficiente de esta manera) 
2. Calcular la fft de la anchura (frecuencias y coeficientes) a lo largo de la 
nueva longitud (ver figura 19) 
3. Usar las 20 frecuencias de mayores coeficientes para reconstruir una 
aproximación (ver ilustración 5) 
 
 
 
Ilustración 5: Aproximación de la función anchura 
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4. Para identificar el vehículo comparar estas frecuencias y sus coeficientes con 
valores conocidos. Estos coeficientes serán: 70, 35, 10, 10, 5, 0, 10, 5,5 con 
una tolerancia de 3.5 (5% de 70). 
Después de ejecutar este método en el banco de pruebas obtuvimos que 30 de 30 
imágenes (100%)  fueron identificadas correctamente. 
Durante el desarrollo hubo dos puntos principales de trabajo: el primero el 
número de puntos (frecuencias) necesarios para tener una buena aproximación y el 
segundo que el espectro de frecuencias debería ser simétrico. 
En el primer punto se eligió finalmente usar las 20 muestras más representativas 
porque para algunas imágenes en la reconstrucción con inverse fast fourier transform 
(ifft) aparecían algunas irregularidades que perturbaban la totalidad del método (ver 
figura 21). 
Para el segundo punto simplemente explicar que el rango de frecuencias al ser 
un número era (-N..N-1) en vez de (-N..N). Para comprobar que esto no fuera un 
problema se diseñó un test explicado en el anexo (3.1.2.2.2) en el que demostró que a 
pesar de la pérdida de un dato no había pérdida de información en la reconstrucción. 
 
2.2 Filtrando la pala 
 
Como ya hemos mencionado antes este apartado está muy relacionado con el 
anterior: la función anchura será la llave una vez más para determinar dónde acaba la 
pala respecto a la longitud del vehículo. Intentando continuar con la línea del capítulo 
previo continuaremos desarrollando los dos algoritmos anteriores. 
Al final de este apartado será la hora de elegir entre ambos métodos teniendo en 
cuenta su tiempo de ejecución en un ordenador determinado (que servirá para su 
comparación) y de su precisión.  
 
2.2.1 Eligiendo un método: Algoritmo basado en operadores morfológicos 
 
Se recomienda repasar el capítulo 2.1.2 porque es la línea que vamos a 
continuar, añadiendo algún paso más al algoritmo descrito en esa sección. 
Para encontrar la pala añadiremos el siguiente paso al algoritmo descrito 
anteriormente: 
5. Aplicar el operador opening usando un disco de radio 10 pixels al gradiente 
de la función anchura. Con esta acción remarcaremos el primer gran mínimo 
del gradiente que marcará el final de la pala (ilustraciones 6 y 7) 
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Como resultado de ejecutar la totalidad del método hasta ahora en las 30 
imágenes usando Matlab 2010 en un ordenador portátil AMD Turion II X2 M500 (2,2 
GHz) obtuvimos los siguientes resultados: 
x Como dijimos anteriormente, 29 de las 30 imágenes fueron 
correctamente identificadas 
x 27 de las 27 imágenes correctamente identificadas como vehículo Toro 
(100%) tuvieron la pala correctamente delimitada 
x El tiempo de ejecución para las 30 imágenes fue de 513.653 segundos 
(17.122 segundos por imagen) 
Debemos destacar que no tuvimos complicaciones adicionales en la 
implementación de este sistema. 
Ilustración 6: Análisis de la función anchura 
Ilustración 7: Delimitación de la pala 
14 
 
2.2.2 Algoritmo basado en Fast Fourier Transform (FFT) 
 
Se recomienda repasar el capítulo 2.1.3 porque es la línea que vamos a 
continuar, añadiendo algún paso más al algoritmo descrito en esa sección. 
Para encontrar la pala añadiremos el siguiente paso al algoritmo descrito 
anteriormente: 
5. Buscaremos el primer mínimo local en la aproximación de la función 
anchura. Como la aproximación debería estar compuesta básicamente de 3 
grandes ondas el primer mínimo debería corresponder al punto de unión 
entre las dos primeras (ver ilustración 8) 
 
 
Como resultado de ejecutar la totalidad del método hasta ahora en las 30 
imágenes usando Matlab 2010 en un ordenador portátil AMD Turion II X2 M500 (2,2 
GHz) obtuvimos los siguientes resultados: 
x Como dijimos anteriormente, 30 de las 30 imágenes fueron correctamente 
identificadas 
x 8 de las 28 imágenes correctamente identificadas como vehículo Toro (28.6 %) 
tuvieron una gran desviación encontrando la pala (ver figuras 26 y 27) 
x El tiempo de ejecución para las 30 imágenes fue de 671.133 segundos (22.371 
segundos por imagen) 
Obviamente el ratio de error es demasiado grande para un sistema industrial. 
Puede que la precisión del sistema pudiera mejorarse añadiendo algún tipo de umbral 
para aceptar el mínimo pero como puede verse en la figura 26 este mínimo puede llegar 
a ser lo suficientemente grande como para hacer este sistema inefectivo. 
Ilustración 8: Delimitación de la pala 
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El otro punto a comentar es el tiempo de ejecución. Su valor no es un dato útil 
porque depende en gran medida de la máquina sobre la que se ejecute pero si nos da un 
valor relativo que podemos comparar. El tiempo de ejecución no es realmente muy alto 
pero si casi un 25% mayor que el tiempo del algoritmo basado en operadores 
morfológicos. 
 
2.2.3 Conclusiones 
 
Con los resultados de ambos algoritmos en la mano es fácil percatarse de que la 
precisión encontrando el final de la pala y el tiempo de ejecución del algoritmo basado 
en operadores morfológicos compensa el pequeño error cometido identificando el 
vehículo. 
La pequeña precisión del sistema basado en fft es un gran problema real. Una 
industria importante no se puede permitir una tasa de error tan grande. Su tiempo de 
ejecución es mayor pero tampoco realmente grande y no debería ser un problema si el 
resto de la aplicación trabaja rápido. 
En un futuro cercano si consiguiéramos mejorar este sistema sería mejor porque 
analiza unas características muy específicas del vehículo y no depende tanto de factores 
externos como los elementos estructurales de los operadores morfológicos. 
Por todo esto decidimos implementar el sistema basado en operadores 
morfológicos para identificar el vehículo y encontrar la pala en la imagen. 
 
2.3 Detección de las esquinas 
 
Esta es probablemente la sección más importante de este proyecto porque los 
resultados de este paso tendrán un gran impacto en el resultado final. Un pequeño error 
encontrando las esquinas de la pala resultarán un en gran error cuando la transformación 
geométrica sea aplicada. 
Para detectar las esquinas de la pala vamos a probar dos algoritmos diferentes: el 
algoritmo de Hough (Hough [2], appendix ± B del anexo) y algoritmo de Harris (Harris 
[3], appendix ± C del anexo), uno basado en la detección de líneas de contorno y otro 
basado en la detección de puntos de interés. Después añadiremos algunos extras para 
intentar mejorar su precisión. 
Pero antes de aplicar estos algoritmos vamos a explicar cómo obtener una simple 
aproximación de la pala ya que ambos algoritmos son muy sensibles a los bordes 
irregulares y esto debería simplificar nuestra tarea. 
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Ya que la precisión es muy importante en este paso será el único criterio en el 
que basaremos la elección entre ambos algoritmos. 
Así pues el algoritmo diseñado sería: 
1. Crear una aproximación simplificada de la pala. 
2. Encontrar las esquinas de la versión simplificada de la pala para tener una 
aproximación de dónde pueden estar. 
3. Encontrar las esquinas (mejor dicho candidatas a esquinas) de la pala 
original. 
4. Aplicar un filtro de distancia entre las candidatas y las esquinas aproximadas 
para obtener las esquinas finales. 
 
2.3.1 Simplificar la pala 
 
Como hemos mencionado anteriormente, aplicar los algoritmos de detección 
directamente sobre la imagen original tiene unos resultados muy confusos: muchas 
HVTXLQDV³IDOVDV´DSDUHFHQD OR ODUJRGH ORVERUGHVGH ODpala. Esto sucede porque los 
bordes no son líneas rectas perfectas y algunas rocas pueden estar parcialmente fuera de 
la pala. 
Para solucionar este problema debemos encontrar una manera de obtener la 
forma elemental de la pala para simplificar la detección de las esquinas. Este paso será 
independiente del algoritmo finalmente elegido. Pensando sobre ello nos dimos cuenta 
de dos factores importantes: 
1. El vehículo siempre se mueve hacia adelante: esto significa que la rotación 
de la pala será siempre muy pequeña y por lo tanto podríamos usar una 
forma no invariante a la rotación para intentarla aplicar como elemento 
estructural de un operador morfológico 
2. Después de re escalar la imagen las dimensiones de la pala son siempre 
similares (120 * 70 pixeles) 
Teniendo en cuenta estos factores diseñamos un sistema consistente en: 
1. Binarizar la imagen de la pala (anteriormente hemos filtrado los NaN data de 
la imagen) 
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2. Construimos un elemento que sea un 10% de una pala ideal  
[0 0 0 0 0 0 0 0 0; 
             0 0 0 1 1 1 0 0 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 0 0 0 0 0 0 0 0]; 
3. Aplicamos seis veces la operación erosion usando este elemento a la pala 
4. Aplicamos seis veces la operación dilation usando este elemento a la pala 
5. Finalmente encontramos las paredes de la mina y las eliminamos cortando la 
imagen 
El resultado de los pasos 3 y 4 es el mismo que el de aplicar una erosion con un 
elemento del 60% del tamaño y después aplicar la dilation pero más rápido (es una 
versión óptima para realizar esta operación). Usando un elemento grande la forma 
básica de la pala se mantendrá y todas las esquinas irregulares serán filtradas (la pala 
resultante será más pequeña).  
Los resultados del algoritmo son muy buenos, dándonos una muy buena 
aproximación de la pala con bordes regulares que deberían hacer al sistema de detección 
de esquinas trabajar más fácilmente. 
 En las ilustraciones 9 y 10 podemos ver la pala inicial y el resultado de la pala 
simplificada. 
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2.3.2 Algoritmo de Hough 
 
El algoritmo de Hough es un buen algoritmo encontrando los márgenes que 
componen una figura en una imagen. Mirando en los extremos de estos márgenes 
deberíamos ser capaces de detectar las esquinas de la figura, en nuestro caso la pala. 
Para detectar las esquinas de la pala aplicaremos los siguientes pasos: 
1. ObteneU ORV PiUJHQHV GH OD SDOD SDUD HVWH SDVR REWHQGUHPRV HO ³LQQHU
ERXQGDU\´TXHFRUUHVSRQGHFRQHOUHVXOWDGRGHUHVWDUDODLPDJHQRULJLQDOXQD
imagen propia erosionada con un cuadrado de 3x3 pixeles 
Ilustración 9: Pala inicial 
Ilustración 10: Pala simplificada 
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2. Aplicar el algoritmo de Hough implementado en Matlab. Esta es una secuencia 
con una serie de parámetros de control que han sido elegidos con un solo 
objetivo: encontrar las dos líneas verticales de los lados de la pala 
x µ5KR5HVROXWLRQ¶     SDUD FRQVWUXLU OD PDWUL] GH DFXPXODFLyQ HO VDOWR
entre dos valores consecutivos de Rho será de 1 pixel) 
x µ7KHWD¶  -10:1:10 (para construir la matriz de acumulación del método 
el dominio de Theta será [-10º..10º] lo que significa que nos centraremos 
en buscar líneas verticales 
x µ6FDOLQJ¶    pixeles (parámetro que dependiendo de su valor el 
algoritmo borrará líneas que estén muy cerca) 
x µ0D[3HDNV¶    SDUiPHWUR TXH GHWHUPLQD FXDQWDV OtQHDV VHUiQ
mostradas) 
x µ0LQ/HQJWK¶ pixeles (las líneas obtenidas con una longitud menor 
que este parámetro serán borradas) 
x µ)LOO*DS¶    pixeles (las líneas con la misma orientación y menor 
distancia entre ellas que este parámetro serán fusionadas) 
3. /RVUHVXOWDGRVGHHVWDVRSHUDFLRQHVVHUiQXQDHVWUXFWXUDGHGDWRVOODPDGDµOLQH¶
que contendrá toda la información necesaria (puntos de comienzo y fin de cada 
línea, etc.). Estos puntos deberían determinar las esquinas de la pala. 
En la ilustración 11 podemos ver el resultado del proceso. En verde podemos 
apreciar los bordes encontrados y en rojo y azul los puntos de comienzo y fin de línea. 
 
 
 
 
 
 
 
 
 
 
Los resultados obtenidos no son tan buenos como se esperaba y la ilustración 11 
resume bastante bien el comportamiento del algoritmo a lo largo del banco de pruebas. 
Como se puede apreciar el margen izquierdo, el punto rojo no concuerda con la esquina 
de la pala. 
Ilustración 11: Resultado del algoritmo de Hough 
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Después de ejecutar el algoritmo de Hough en nuestro banco de pruebas de 30 
imágenes sólo 8 de las 27 imágenes (29.63%) tuvieron sus esquinas perfectamente 
encontradas. 19 imágenes como las de la figura 34 tuvieron una o más de sus esquinas 
que necesitaban algún tipo de corrección (ver figura 35). 
Esto es probablemente debido a la sensibilidad del algoritmo: el algoritmo de 
Hough es muy bueno cuando se necesita encontrar figuras regulares con bordes rectos 
tales como cuadrados o triángulos pero no es tan bueno encontrando círculos o figuras 
rotadas. Por esto en nuestros primeros test del algoritmo intentamos encontrar todos los 
bordes de la figura y se probaron diferentes combinaciones de los parámetros de control 
que provocaron la aparición de muchas líneas pequeñas en la parte superior de la pala 
(ver figura 36). Esto dificultaba en gran medida la búsqueda de las esquinas superiores. 
'HELGR D ORV PDORV  UHVXOWDGRV GHO DOJRULWPR GH +RXJK HQ OD ³IiFLO´ WDUHD GH
encontrar las esquinas de la pala simplificada decidimos descartar este método como 
candidato al algoritmo final y continuar de ahora en adelante usando solamente el 
algoritmo de Harris. 
 
2.3.3 Algoritmo de Harris 
 
Para detectar las esquinas de la pala aplicaremos los siguientes pasos: 
1. (QFRQWUDUORVFDQGLGDWRVDHVTXLQDVXVDQGRODIXQFLyQGH0DWODEµFRUQHUPHWULF¶
Esta función tiene un parámetro de sensibilidad, K, que después de varios test 
finalmente lo fijamos a K = 0.16 
2. Seleccionar entre los candidatos a las 4 esquinas finales. El filtro divide la 
imagen en 4 cuadrantes. Para cada cuadrante se selecciona sólo un candidato, 
atendiendR D OD GLVWDQFLD TXH VHSDUD HO FDQGLGDWR GHO HMH LPDJLQDULR µ\¶ TXH
divide la imagen en dos partes 
En la ilustración 12 podemos ver el resultado del proceso. 
 
 
  
Ilustración 12: Resultado del algoritmo de Harris 
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Después de aplicar el método de Harris en nuestro banco de pruebas de 30 
imágenes obtuvimos los siguientes resultados: 
x 16 de las 27 imágenes (59.26%) tuvieron sus esquinas perfectamente 
encontradas 
x 11 de las 27 imágenes (40.74%) tuvieron una pequeña desviación en la 
posición final de una o más de sus esquinas (ver figura 41) 
Como podemos ver en la figura 41 la desviación no es muy grande y estas 
imágenes pueden seguir siendo usadas para nuestro propósito: lo que nosotros buscamos 
es una buena aproximación de dónde se encontrarán las esquinas finales y usarlas de 
referencia, una región en la que empezar la búsqueda. 
Tenemos que decir que durante la implementación de este método, antes de tener 
la gran idea de usar la imagen simplificada de la pala, el algoritmo de Harris funcionaba 
peor que el algoritmo de Hough, mostrando un gran número de candidatos (ver figura 
42). 
Además los NaN data y las paredes de la mina creaban una gran distorsión en el 
algoritmo hasta el punto de considerar cada pixel fuera de la pala como un candidato a 
ser esquina (ver figura 43). 
Por estas razones empezamos a pensar en una manera de reducir este efecto e 
intentar buscar una aproximación antes de aplicar el algoritmo de Harris directamente 
sobre la imagen de la pala original. 
 
2.3.4 Conclusiones 
 
Por las razones comentadas en los capítulos 2.3.2 y 2.3.3 finalmente elegiremos 
al método de Harris. Comentaremos el tiempo de ejecución al final de la sección 2.3. 
Todavía lo consideramos importante pero no podemos dejar de recordar al lector la 
importancia de la precisión en este paso. Cada pequeña aproximación que realizamos 
introduce un error en el resultado final pero el error introducido por una pequeña 
desviación ahora tendrá un gran impacto en el resultado final. 
 
2.3.5 Encontrando las esquinas de la pala original 
 
Como vimos en la sección 2.3.3 hemos usado el método de Harris y la función 
µFRUQHUPHWULF¶SDUDHQFRQWUDUWRGRVORVSRVLEOHVFDQGLGDWRVDVHUHVTXLQDVGHODSDOD 
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Nosotros hemos tenido previamente que cortar la imagen así que ahora sólo 
WHQHPRVTXHOODPDUDµFRUQHUPHWULF¶FRQ. FRQODLPDJHQELQDUL]DGDGHODSDOD
original (ver ilustración 13). 
 
 
Notar que con un valor más pequeño de K detectamos un mayor número de 
candidatos. Esto lo hacemos porque las esquinas reales de la pala no siempre serán los 
candidatos con mayor probabilidad (como se puede ver en la figura 45). 
 
2.3.6 Filtro de distancias 
 
Ahora poseemos una buena aproximación de dónde las esquinas de la pala 
deberían estar (las esquinas de la pala simplificada) y un grupo de candidatos a ser las 
esquinas de la pala original. La idea que tuvimos es simple: vamos a aplicar un filtro de 
distancias. Elegiremos al candidato para cada esquina que esté más cerca de la esquina 
de la pala simplificada. 
El problema de este método es que debido al filtro sobre la pala, las esquinas 
aproximadas pueden estar más cerca de candidatos que no son realmente las esquinas de 
la pala. Si echamos un vistazo a las figuras 46 y 47 vemos que las esquinas aproximadas 
deberían estar más cerca de las paredes laterales de la pala. 
Para solventar este problema antes de aplicar el filtro de distancias moveremos 
las esquinas aproximadas hacia los lateraleVDORODUJRGHOHMHµ[¶FLQFRSL[HOHV&RQHVWD
pequeña corrección las probabilidades de elegir el candidato correcto aumentan. 
 
 
Ilustración 13: Resultado de Harris para la pala original y K = 0.05 
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Los pasos del filtro final serán: 
1. 0RYHUODVHVTXLQDVDSUR[LPDGDVSL[HOHVDORODUJRGHOHMHµ[¶DFHUFiQGRODV
a los laterales de la pala 
2. Calcular la distancia de cada candidato a las esquinas aproximadas 
3. Seleccionar el candidato que esté más cerca a cada esquina aproximada. Si 
no hay ningún candidato a menos de 10 pixeles de distancia la esquina final 
será la esquina aproximada (es preferible tener una esquina aproximada que 
un candidato demasiado alejado) 
Para ver la mejoría en los resultados examinaremos la ejecución del filtro en la 
ilustración 14, donde se puede apreciar la mejoría de tener sólo las esquinas 
aproximadas a elegir sobre los candidatos. 
 
 
 
 
 
 
 
 
 
Los resultados obtenidos por la aplicación del filtro de distancias son muy 
buenos. Hemos obtenido una mejora en la precisión de todas las imágenes del banco de 
pruebas pero todavía se podría mejorar. Este es un punto que puede seguir mejorándose 
en un futuro para reducir el error final. 
 
2.3.7 Resultados 
 
Para resumir los resultados obtenidos en el apartado 2.3 podemos empezar 
diciendo que todo el sistema de detección se ha basado en el algoritmo de Harris. 
Los primeros test demostraron que el algoritmo de Harris podía ser usado pero 
necesitaba algunos extras que lo ayudaran a filtrar toda la información y por eso 
GLVHxDPRVGRV³SDUFKHV´SDUDHODOJRULWPR 
Ilustración 14: Esquinas finales de la pala 
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1. El cálculo de una primera aproximación de dónde deberían estar las 
esquinas de la pala 
2. La aplicación de un filtro de distancias usando la información producida 
por el primer extra para seleccionar a los candidatos más apropiados. 
La precisión final obtenida por este procedimiento puede ser considerado 
aceptable pero podría ser mejorada en el futuro. 
 El tiempo de ejecución sobre las 30 imágenes del banco de pruebas ha sido de 
887.877 segundos (29.596 segundos por imagen). Considerando que esta debería ser 
XQD GH ODV WDUHDV PiV ³SHVDGDV´ GHO DOJRULWPR ILQDO HO WLHPSR GH HMHFXFLyQ SXHGH
considerarse como bueno. 
2.4 La transformación geométrica y el cálculo de volumen 
 
Aplicar la transformación geométrica (Zorin [4], ver appendix ± D del anexo) 
entre dos imágenes debería ser tan fácil como resolver un sistema de ecuaciones. 
Desgraciadamente esto no es cierto, existen varios aspectos a considerar pero los más 
importantes son el tamaño de las imágenes y los posibles errores de fuera de rango que 
aparecen durante la ejecución: nos estamos refiriendo a toda esa información que es 
GHVFDUWDGDGXUDQWHHO³DFRSODPLHQWR´GHODVLPiJHQHV\HOHUURULQWURGXFLGR 
El procedimiento que vamos a seguir es el siguiente: 
1. Comparar la imagen que queremos medir con la imagen de la pala vacía para 
saber cuál es mayor 
2. Aplicar la transformación geométrica desde la imagen mayor a la imagen 
menor 
3. Calcular el valor absoluto de la diferencia entre la imagen generada y la 
imagen correspondiente (dependiendo de qué imagen fuera mayor). Como 
resultado deberíamos tener sólo rocas 
4. El error cometido debería parecerse a un error del tipo sal y pimienta. Por 
esto aplicaremos un filtro de mediana para reducir el posible error cometido 
durante la transformación. El tamaño del filtro será de 9*9 pixeles 
5. Calcular el volumen, conociendo el área correspondiente a un pixel de la 
imagen y la altura. Para ello consideraremos que el tamaño de la pala es de 
3900mm*3092mm para la aproximación del área de un pixel. 
El problema que tenemos es que nosotros no conocemos el volumen de rocas 
exactos portados en la pala en cada imagen (excepto en las imágenes de la pala vacía) y 
por ello debemos diseñar un test para medir el error cometido al final del proceso. 
El test ideado consta de: 
1. Seleccionamos una imagen y calculamos las esquinas de la pala. 
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2. Rotamos la imagen una pequeña cantidad (3º será suficiente) y calculamos 
sus esquinas de nuevo. 
3. Aplicamos la transformación geométrica según el proceso descrito 
anteriormente. 
4. El volumen finalmente obtenido corresponde al error introducido durante 
todo el proceso (en el caso ideal ambas imágenes deberían coincidir 
perfectamente) 
Para ver el resultado podemos observar la figura 15 donde se ve claramente el 
error producido. 
 
 
2.4.1 Resultados 
 
Como podemos ver en la figura 54 la transformación geométrica no funciona 
SHUIHFWDPHQWHXQDLPDJHQTXHGDGHVSOD]DGDHQHOHMHµ[¶VREUHODRWUDGHPDQHUDTXHOD
diferencia entre ambas imágenes parece un perímetro. Si observamos la figura 54 
podemos ver que una gran parte del error se corresponde con la parte baja de la pala. En 
un futuro deberíamos eliminar esta parte antes del cálculo del volumen. 
Gracias a este método hemos podido medir que para la imagen de la figura 51, 
una rotación de 3º produce un error de 0.84427 metros cúbicos de diferencia de 
volumen. 
Para el resto de imágenes del banco de pruebas el error nunca superó el metro 
cúbico. La pregunta que el lector se estará probablemente haciendo es: ¿es una gran 
diferencia o no? 
Ilustración 15: Error introducido por el proceso 
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Bueno, nosotros no disponemos de la capacidad exacta de la pala pero podemos 
hacer una estimación de unos 8-12 metros cúbicos de los planos del vehículo (appendix 
± E del anexo). Esto correspondería a una variación del 10% aproximadamente. 
El problema es que nosotros no conocemos el impacto de esta variación en el 
cálculo final de la densidad. Debemos considerar también que todas estas mediciones de 
volúmenes son estimaciones y sin datos más precisos estas conclusiones son solo 
orientativas. 
Finalmente el tiempo de ejecución para todo el banco de pruebas es de 
1556.672987 segundos (51.89 segundos por imagen) que está dentro de los parámetros 
requeridos en el diseño original. 
3. Conclusiones 
 
Lo primero que debemos analizar para determinar si nuestro sistema funciona 
correctamente son los resultados. Para analizarlos nosotros elegimos dos parámetros 
sobre los que basarnos: 
1. Tiempo de ejecución 
2. Precisión (encontrando la pala, encontrando las esquinas de la misma y 
finalmente durante la transformación geométrica) 
Nosotros debemos estar satisfechos con el primero de ellos. Se supone que 
nosotros teníamos dos minutos por imagen para realizar todo el análisis y hemos 
alcanzado nuestro objetivo en menos de un minuto. Esta gran diferencia permite al 
usuario de la aplicación usar un hardware más anticuado o a mostrar más información 
durante el proceso. Esto deja hueco también a que con el añadido de los posibles extras 
esta condición se siga cumpliendo. 
La precisión es algo más difícil de analizar. Mirando a los resultados finales 
podemos decir que el error es relativamente grande y que probablemente deberíamos ser 
capaces de reducirlo con algunas mejoras. Pero lo que queremos discutir aquí es qué 
funciona bien o dónde es introducido el error. 
El primer paso es la identificación del vehículo. La precisión del sistema de 
identificación no es perfecta pero si es muy alta y debemos estar satisfechos con su 
comportamiento. Con un vistazo rápido un observador podría determinar que este paso 
no tiene relevancia sobre la precisión final pero eso no es cierto. En este paso nosotros 
realizamos la primera aproximación que introducirá un error en el cálculo del volumen: 
el re escalado de la imagen. Si  reducimos la imagen estamos eliminando filas con de la 
pala con información relevante y si añadimos filas estamos incluyendo información 
obtenida de las filas próximas y será sólo una aproximación. 
27 
 
Esto es muy importante: la primera fuente de error en el cálculo de volumen es 
introducido por el re escalado de la imagen. El problema es que es muy difícil medir el 
impacto que supone en el error final y por lo tanto su relevancia. 
Debemos decir también que el sistema de identificación tiene una limitación: si 
el vehículo en la imagen no está en su totalidad en la misma escala y proporción el 
sistema no funcionará. Para explicar mejor esto el lector debe imaginar que si el 
vehículo está pasando por debajo del escáner a una velocidad y acelera o frena durante 
el escaneo la segunda parte de la imagen estará distorsionada respecto a la primera y las 
proporciones del vehículo no se mantendrán por lo que el sistema determinará que se 
trata de otro tipo de vehículo y será descartado. 
El segundo paso es encontrar la pala. Debemos decir que este paso funciona 
realmente bien: este paso simplifica nuestro trabajo porque no debemos realizar la 
detección de esquinas sobre toda la imagen. Su precisión es buena y ha funcionado bien 
sobre todo el banco de pruebas. 
El tercer paso es claramente el más complicado y el que ha tomado más tiempo 
para ser diseñado, implementado y probado. Como hemos mencionado anteriormente, la 
precisión de este paso ha tenido la máxima prioridad. Un gran esfuerzo se ha realizado 
diseñando pequeños extras para el método de Harris para obtener la máxima precisión 
posible. 
La idea de usar un modelo de la pala simplificado ha funcionado realmente bien. 
El desplazamiento de estas esquinas que se realiza después podría ser mejorado de 
alguna forma pero debemos decir que funciona aceptablemente bien: sin él la precisión 
de todos los casos considerados era peor. 
La aplicación del método de Harris sobre la pala original podría ser mejorada 
también. Cómo hemos usado una función del toolbox de Matlab no podemos 
modificarla para mejorar la precisión para nuestro caso particular modificando por 
ejemplo los rangos aceptables de K. 
Pero el resultado final obtenido en este paso está muy cerca de las esquinas 
reales de la pala y los extras añadidos parecen funcionar bastante bien y pueden servir 
de base para un futuro desarrollo. 
El último paso es probablemente el más débil de todo el proceso. Cuando 
resolvemos el sistema de ecuaciones los valores obtenidos deben ser truncados para 
obtener valores de índices enteros para generar la nueva imagen y esto produce un error. 
El caso común de aplicar la transformación geométrica de una imagen grande a 
una imagen pequeña genera un error también. Algunos pixeles de la imagen más grande 
deben ser descartados para ajustar ambas imágenes. 
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Por estas dos grandes limitaciones la transformación geométrica es el punto 
donde se introduce el mayor error y junto con el re escalado de la imagen pueden 
considerarse los mayores inconvenientes o los puntos que necesitan ser mejorados. 
Finalmente hemos observado también durante la resta de imágenes que la parte 
inferior de la pala es una de las fuentes principales de error. No podemos eliminarla 
antes de aplicar la transformación geométrica porque es necesaria para las esquinas de 
la pala pero una vez restadas representa un gran porcentaje del error final y debería ser 
corregido. 
Otros aspectos que deberíamos comentar en este apartado serían: 
1. Como podríamos continuar el desarrollo de la aplicación 
2. Otras aplicaciones o campos donde el sistema podría ser útil 
El primero de los puntos puede ser orientado en dos direcciones: la primera sería 
la mejora de la precisión. La segunda sería aumentar la robustez del programa y su 
generalización para otras clases de vehículos. 
Sobre la mejora de precisión hemos hablado muchas veces anteriormente a lo 
largo de este proyecto. Las diferentes fuentes de error han sido identificadas: el re 
escalado de la imagen, el truncamiento de valores durante la transformación geométrica 
o la necesidad de filtrar información inútil después de la resta de imágenes. El sistema 
de detección de esquinas podría ser mejorado también mejorando la heurística que elige 
entre todos los candidatos del método de Harris. 
Para mejorar la robustez del algoritmo y hacerlo más general lo primero que 
deberíamos modificar en el algoritmo es la forma de generar los elementos estructurales 
de los operadores morfológicos basándose en características del vehículo (por ejemplo 
su longitud). Esto dará al algoritmo final tolerancia a futuros cambios en los vehículos o 
permitirá incluir nuevos tipos de vehículos en el futuro por lo que le sistema de 
identificación será más versátil. Continuando en esta línea podríamos modificar el 
sistema de identificación para que no descartara vehículos muy próximos a las paredes 
de la mina. Podría hacerse que si el pico en el gradiente no ha sido encontrado se 
chequeara la matriz de alturas y si su valor inicial es bastante alto considerar el caso de 
que el vehículo está realmente cerca de la pared. 
Hablando sobre el segundo punto sólo podemos decir que las posibilidades del 
procesamiento digital de imágenes en la industria son enormes. La detección de 
esquinas y el cálculo de volúmenes pueden ser utilizados para identificar piezas o 
herramientas a lo largo de una cinta transportadora y hacer que un robot realice 
diferentes actividades dependiendo de la pieza que tenga delante. Otros campos donde 
la medición de volúmenes y el cálculo de densidades podrían ser útiles podría ser el 
reciclaje donde separar distintos tipos de materiales es esencial para el proceso. 
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Sólo la imaginación es el límite y en un futuro cercano la visión por computador 
y las técnicas de procesamiento de imágenes serán parte de la industria a todos los 
niveles. Tan pronto como podamos hacer a estos sistemas tan precisos como un ojo 
humano este tipo de programas formarán parte de nuestra vida cotidiana, ayudándonos 
en casa, conduciendo al trabajo o simplemente formando parte de nuestro ocio. 
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Abstract 
 
At this report we will explain how we have designed an application based on 
morphological operators and the Harris method for corner detection to measure the 
volume of an element in a 3D image.  
 
This application for mining industry will be able to measure the volume of rocks 
carried in the bucket of an excavator using a 3D image of it. This application will 
identify the vehicle using morphological operators and delimitate the bucket. Then it 
will find its corners using the Harris method combined with some extras we have 
designed in order to improve its accuracy and finally it will use a geometric transform to 
match this image with one image of an empty bucket to obtain just the rocks and 
measure its volume. 
 
After testing the system in a test bench of 30 different images including some 
special cases we have obtained a fast time of execution and a final error always below 
one cubic meter. 
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1. Introduction & Problem Background 
 
The LKAB iron mine in Kiruna is the deepest and most modern iron mine in 
Europe and they are always trying to use technology to improve their productivity. In 
this report we will expose a method to help them reach this goal. 
In the iron mining industry not all the ore extracted by an excavator can be used: 
the extracted ore contains waste rocks and desirable minerals. Excavators dig out the 
rock and load the material into the transport network. If the load is majority waste rock 
it will cause a reduction in productivity, both from carrying the waste rock and from 
further crushing and processing. 
When mining iron ore, the difference in density between the iron ore (high 
density and therefore heavy) and the waste rock (low density) can be quite large. This 
indicator can be useful for the mining process: if the density is high it would mean that 
the ore has a high concentration of iron so we have to send it to process. On the other 
hand, if the density is low, it would mean that the ore is mainly waste rock so we should 
not carry it to the plant. 
To calculate the density we need the mass and volume of the ore. The mass is 
already estimated from the hydraulic pressure of the excavator as it carries the load of 
material but the volume is much more complicated. In order to develop a system to 
HVWLPDWHWKHGHQVLW\DODVHUVFDQQHUZDVLQVWDOOHGLQWKHURRIRIDPLQHWXQQHODW/.$%¶V
mine in Kiruna, Sweden. 
The goal of this report will be to explain a robust method to process these 3D 
images and obtain the volume of ore carried by the LKAB vehicle in "real time".  
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2. Research Topic 
2.1 Data Collection 
 In order to have a better understanding of this report we will first give a fast 
overview of the data used.  
 /HW¶V start having a look to the Iron Mine. In Figure 1 we can see the evolution 
of digging along the time. In the right part of the image we can see as white lines the 
tunnels where the extraction process is being made. 
 
 
 
 
 
 
 
 
 
 
 
 
  
 In Figure 2, we have a zoom of the extraction tunnels. In blue we can see the ore 
body where the excavator will extract the ore in the draw points. Then when the bucket 
is full enough it will drive to the shaft to deposit its charge, passing above the scanner in 
the measurement point. Finally it will drive back to the draw points. We have to 
comment that once the bucket is full the arm of the bucket adopt a fixed position so the 
bucket will be always at the same height when it pass under the scanner and the 
direction of the excavator will be always the same because it does not turn when it 
deposits its charge. 
 It is important too that an excavator will pass above the scanner every two 
minutes (more or less) so the method implemented must run in less than two minutes 
(for each image). 
Figure 1: Cut of the Kiruna's mine 
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LKAB has given us a big set of images to process. Thanks to previous work of 
Thurley [1], this image is traduced to a Z matrix where each component is the distance 
from that point to the scanner (if the coordinate point is too far from the scanner it will 
be assigned with a NaN entry). At this point we should comment on a few things: the 
vehicle is not stopped when it is scanned, it is moving under the scanner while the 
scanner sweeps from left to right so depending on the speed of the vehicle the size of 
the matrix may vary. If the vehicle is moving faster, it will pass under the scanner in a 
short time so the matrix will have less number of rows. If the vehicle is moving slower 
we have the opposite case so the matrix will have more rows. 
For a better view, we will use the grey scale in the vehicle images where the 
black colour is used for the farther points and the white one is used for the closest. 
To familiarize our reader with the excavator Toro2500E LHD we have included 
an appendix with its schematic (appendix - E). 
 
Figure 2: Extraction tunnel 
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2.2 Choosing a method 
 
In order to solve this problem and after analyse it carefully we consider that the 
method we will implement will be composed by the next steps: 
 
1. Identify LHD vehicle 
2. Identify the bucket 
3. Find WKHEXFNHW¶VFRUQHUV 
4. Apply the geometric transform with an image of an empty bucket 
5. Subtract the transformed image of the full bucket with the image of the 
empty bucket 
6. Multiply the height of difference image with the correspond area of a 
pixel to obtain the volume of the rocks. 
 
As they seen very defined steps the report will be structured using they and they 
will be explained in a more extensive way later. 
 
The next chapter (chapter 3) will describe this method deeply with subsections 
for these six steps. The chapter 4 will describe the results obtained from the application 
of this method. In chapter 5 we will sum up with the conclusions of the results and some 
comments about them. Finally in chapter 6 we will establish the future work and 
research in order to improve the method and make it more reliable and efficient. 
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3. Method 
 
At this chapter we will describe the method finally implemented and we will 
explain why the design decisions have been taken. We will make too a small brief of the 
design process and the troubles found in it but we will focus in the final method and 
why it is better. 
 
As we said in 2.2 the method will be based in 6 steps: 
 
1. Identify LHD vehicle 
2. Identify the bucket 
3. )LQGWKHEXFNHW¶VFRUQHUV 
4. Apply the geometric transform with an image of an empty bucket 
5. Subtract the transformed image of the full bucket with the image of the empty 
bucket 
6. Multiply the height of difference image with the correspond area of a pixel to 
obtain the volume of the rocks. 
 
 
3.1 Identify LHD vehicle 
 
The first step is to identify the vehicle and discard any image that does not 
represent an excavator Toro2500E LHD. If our system would activate when every 
vehicle pass above the scanner it may result in error information, it may not be ready 
when an excavator Toro2500E LHD needs it and in short, it will be traduced in a loss of 
efficiency and money. 
  
 So this step is very important. If we are able to discard other vehicles we will 
guarantee robustly property in some way. In orther to do this we will analyse the width 
graph of the vehicle. This graph will show the width of the vehicle along its length. 
 
3.1.1 The width graph 
This graph has a really characteristical shape and it should be quite easy to 
analyse, so we decided to try to use this graph for both purposes: finding the bucket and 
identify the vehicle. 
Before we calculate the graph of vehicle width along its length we will rescale 
the length of the image so that all the data sets have the same length. This will be 
important to standardize the unique properties of the graph in identification system. We 
will explain this point deeper later. We have to consider that this operation will 
LQWURGXFH DQ HUURU LQ WKH LPDJH¶V LQIRUPDWLRQ EHFDXVH VRPH URZV RU FROXPQV ZLOO EH
deleted or added. 
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The next step is to find the both margins of the vehicle for each row of the 
image. This will be done using the gradient of the grey-scale image for each row. A big 
peak should appear for the beginning of the vehicle as a sudden change of height. This 
will be result in the beginning column and the ending column of the vehicle for each 
row. To identify these sudden changes we will use a threshold of 300 units and -300 
units. Their difference will result in the width of the vehicle. 
The method to calculate the width of the vehicle will result in: 
1. Rescale the image. 
2. For each row of the image, calculate the gradient of this row (see figures 
3, 4). 
3. Identify the sudden change in the gradient graph as begging and ending 
column of the vehicle using two thresholds (We can appreciate the 
sudden peaks in figures 3, 4. Figure 5 shows the final result for all the 
rows in an image). 
4. For each row subtract the begging column to the ending column to obtain 
the width for that row (see figure 6). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Gradient of grey scale image's row 
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Figure 4*UDGLHQWRIJUH\VFDOHLPDJH¶VURZ 
Figure 6: Final width graph 
Figure 5 : Border detection: start column (red) and end column 
(yellow) 
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One of the challenges appeared during the testing of this algorithm was that in some 
images the vehicle is too close to the walls of the mine resulting in an absent of the 
mention pick (see figures 7, 8). These results in an error of finding one of the margins 
(see figure 9) that has a terrible impact in all the width graph treatment (see figure 10). 
Because of all this we decided to discard all the images that have this problem (during 
the testing we observed this phenomenon in just 1 of 30 images). For an industrial 
system a modified algorithm would be implemented to account for these cases. 
 
 
 
 
 
 
 
 
 
Figure 7: Abnormal row's gradient 
Figure 8: Abnormal row's gradient 
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Figure 9: Error in border detection 
Figure 10: Error in width graph 
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3.1.2 Choosing a method 
 
 In order to identify the vehicle we can focus in different characteristics of the 
width graph and do it in different ways. Because of that we designed two different 
algorithms, one just based on the gradient of the width and the morphological operators 
(R. Dougherty [5], see APPENDIX-A for more information) and other one based on a 
fast fourier transform of the width and the used of its most representative frequencies.  
 
 At this point we will explain both algorithms and comment their results so we 
will be able to decide which one is better for our final algorithm. 
 
3.1.2.1 Morphological Operators Algorithm 
 
 The algorithm consists on the next steps: 
1. Apply an opening operator using a disk of radius equal to 30 pixels to the width 
vector. This results in a function more regular with a very small loss of 
information in most of the images. See figure 11, red function. 
2. Calculate the gradient of the opened width. This will be useful to locate the 
minimum points. See green function in figure 11. 
3. Apply a closing operator using a disk of radius equal to 10 pixels to the 
JUDGLHQW¶VZLGWKYHFWRU6HHSLQNIXQFWLRQLQILJXUH 
4. We will use the closed gradient to identify the vehicle, looking for the 3 
maximum points centred to 3 concrete points of the length: 0 pixels, 140 pixels 
and 290 pixels. These points correspond approximately, considering the start of 
WKHEXFNHWDVOHQJWKµ¶WRWKHOHQJWKV0 mm, 3170 mm and 6280 mm. We will 
give a tolerance of 5% (700.55 mm) to these positions.  
 
In figure 12 we can see an expanded closed gradient function with its max peaks 
represented with red vertical lines. If vertical lines fall in these intervals of the known 
values plus or less 5% of the max length of the vehicle it will be considered identified. 
Otherwise it will be discarded.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11: Width analysis 
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3.1.2.1.2 Results 
 
 After executing this method on our test bench of 30 images with different 
strange cases (see figures 13 and 14) using Matlab we obtained that 29 of 30 images 
(96.7%) were successfully identified. Only one image resulted in a false negative error 
(see figures 15 and 16) as the last maximum peak was out of range. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12: Gradient max detection 
Figure 13: Toro moving straight and back again 
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Figure 15: Border detection of false negative error image 
Figure 14: Another kind of vehicle 
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During the development of this system we basically have to face two challenges:   
1. The different size of the images. 
2. The size of the structuring elements of the morphological operators. 
 
The first one was a problem that had a big impact in the identification system. 
The images are implemented as matrixes with a variable number of rows depending on 
the speed of the vehicle while it was scanned. If the vehicle was slow it would result in 
bigger number of rows (see figure 17, y axis). If the vehicle was fast it results in a 
smaller image (see figure 18, y axis). Because of that, it was really difficult to fix the 
identification system, because we did not know where to look for the known values. To 
solve this we used a MDWODEWRROER[IXQFWLRQ³UHVL]H´WKDWDOORZXVWRIL[WKHLPDJHWR
a known value of rows and columns. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 16: Gradient analysis of the false negative error image 
Figure 17 :614x180 pixels image 
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This 
solution is not perfect. Every time we make a resize of an image some information is 
ORVW ,I ZH DGG URZV ZH KDYH WR ³FUHDWH´ LQIRUPDWLRQ VR WKH ILQDO UHVXOW ZLOO EH DQ
approximation. If we remove rows some information it is obvious that we are losing 
information. Because of that we tried to resize the images to a big value to avoid this 
loose.  
 
We have to say too that we accept the possibility that the vehicle speed up (or 
reduced its speed) during the scanning so the proportions of the vehicle will not be kept. 
At this point we decided to discard these images.  
 
The other point was to choose a proper size for the structure elements in the 
morphological operations. We have had to make some test till we found proper values 
that simplify our job without deleting important information. The best way to choose 
the size should be a function related to the size of the vehicle. In this way it will be 
more flexible and it will be able to recognize other kinds of vehicles in the future. 
 
 Finally this is a small step very related with the bucket finding process because 
we will use the width graph too to reach that goal. Because of that we will analyse the 
execution time at the end of that step and we will choose between both different 
techniques (the morphological operator one and that one based on fast fourier 
transform) considering the results together of both steps.  
  
 
3.1.2.2 Fast Fourier Transform Algorithm 
 
 In this section we will explain how we have used the FFT (fast fourier 
transform) to obtain an approximation of the width function and how we have used the 
most significant frequencies of the approximation to identify the vehicle. We will use 
the same image to show results as the one used for figures 11 and 12 so the reader will 
be able to compare them. This image will be used along all FKDSWHUV¶ PHWKRG to 
compare different algorithms. 
 
The algorithm consists on the next steps: 
1. Expand the length of the width graph to the next pow of two (the fft algorithm 
implemented in Matlab is more efficient when it works along a pow of two 
elements). 
2. Calculate the fft of the width (frequencies and coefficients) along the new 
length. See figure 19. 
3. Use the 20 frequencies with the biggest coefficients to rebuild an approximation 
of the width function. See figure 20. 
4. We identify the vehicle comparing the bigger and more significant frequencies 
with known values. These values will be: 70,35,10,10,5,0,10,5,5 and their 
symmetric ones. We will accept a tolerance of 3.5 (5% of 70). 
Figure 18: 359x180 pixels image 
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3.1.2.2.2 Results 
 
After executing this method on our test bench of 30 images with different 
strange cases (see figures 13 and 14) using Matlab we obtained that 30 of 30 images 
(100%) were successfully identified.  
 
During the development of this method we found two new challenges: 
1. Number of points (frequencies) taken to have a good approximation. 
2. The frequency spectrum should be symmetric. 
 
 
 
 
 
Figure 19: Frequency spectrum 
Figure 20: Width approximation 
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 We have to start saying that the result of applying the fft procedure to a function 
is a decomposition of the function in a sum of sines at different frequencies. Matlab will 
return these results as a matrix of two columns with the frequencies of the sines and the 
coefficients that multiply these sines. 
 
 Now we had to select the frequencies with higher coefficients (more significant) 
to build a good approximation of the width function making an inverse fast fourier 
transform (ifft) of the selected frequencies. In the end we choose 20 because with a 
small number of frequencies some irregularities appeared in the approximation that 
disturbs the whole method. See figure 21. 
  
 
 
 
 
 
 
 
 
The other point is that the frequency spectrum should be symmetric and as we 
FDQVHHLQILJXUHLWLVQRW7KDWZDVEHFDXVHWKHIUHTXHQF\YHFWRUUDQJHLVIURPµ-1¶
WRµ1-¶-N..N-1), not (-N..N) because we choose an odd number of frequencies. 
 
We tried to expand the domain of the fft and the problem was reduced but not 
avoided and the execution time increased significantly. See figure 22 and compare with   
figure RQHJRHVIURPµ-¶WRµ¶DQGWKHRWKHURQHJRHVIURPµ-¶WRµ¶ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 21: Width reconstruction using less than 20 frequencies 
Figure 22: Frequency spectrum of an expanded domain 
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So to identify if it was a real problem we made a test to check if there was a loss 
of information: 
1. As we said a component of the frequency spectrum does not seem to appear. 
2. This should be traduced in a deformation of the reconstructed width function 
using all the frequencies because we are using less. 
3. If we repeat the second step several times the deformation should be bigger in 
each iteration so we will repeat a great number of times (exactly the length of 
the vehicle times) the reconstruction of the width based in the previous 
approximation. 
 
width_approximation = ifft (fft (width_approximation)) 
 
 After applying this method no changes were visible in the final width 
approximation (it was exactly the same as the original one) so there was no loss of 
information. 
 
 
3.2 Filter the Bucket 
 
 As we said before this step is very related with the previous one: the width graph 
will be the key again in order to determine where the bucket ends along the length of the 
vehicle. Trying to continue the way explained in 3.1 we will develop both algorithms: 
WKHPRUSKRORJLFDORSHUDWRU¶VDQGWKHEDVHGRQIIWRQH 
 
 At this point after the comments and results of each algorithm it will be time to 
decide between them, according to their accuracy. We will consider too the time of 
execution in a determined computer. It will be a reference to compare both methods. 
 
3.2.1 Morphological Operators Algorithm 
 
 We recommend to have a look to the 3.1.2.1 chapter because will continue 
adding steps to that algorithm in order to find the bucket. We recommend too having a 
look at the morphological RSHUDWRU¶V theory. 
 
 To find the bucket we will add the next step to the algorithm: 
x Apply an opening operator using a disk of radius equal to 10 pixels to the 
JUDGLHQW¶VZLGWKYHFWRU:LWKWKLVVWHSZHZLOOUHPDUNWKHILUVWELJminimum that 
will point out to the end of the bucket. See figures 23, 24. 
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3.2.1.2 Results 
 
After executing the full method on 30 images of the test bench using Matlab 
2010 running in an AMD Turion II X2 M500 (2,2 GHz) we obtained the next results: 
x As we said before 29 of 30 images were successfully identified. 
x 27 of 27 images well identified (100%) have their bucket well found. 
x Time of execution for the 30 images: 513.653 seconds (17.122 seconds per 
image) 
 
We have to say that we did not have additional complications to implement to 
bucket filter system as it was developed at the same time as the identification system. 
 
Figure 23: Width analysis for bucket filter 
Figure 24: Width graph & bucket delimitation 
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Talking about the results we have reach an almost perfect bucket filter and its 
time of execution seems to be really good. We will have like two minutes per image to 
make the full analysis so although the program would run in a worst computer the time 
of execution should not raise too much. 
 
 
3.2.2 Fast Fourier Transform Algorithm  
 
 We recommend having a look at the 3.1.2.2 chapter because we will continue 
adding steps to the algorithm explained in that section and we will use some results 
generated to continue the development. 
 
 In order to find the end of bucket we will add the next step: 
x We will look for the first minimum of the width approximation. As the 
approximation should be composed of three big waves the end of the bucket 
should correspond to the minimum point where the first and the second waves 
join themselves. See figure 25. 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2.2.2 Results 
 
After executing the full method on 30 images of the test bench using Matlab 2010 
running in an AMD Turion II X2 M500 (2,2 GHz) we obtained the next results: 
x As we said before, 30 of 30 images (100%) were successfully identified. 
x 8 of 28 images (28.6%) had mistakes or a big deviation finding the bucket. See 
figures 26 and 27. 
x Time of execution for the 30 images: 671.133 seconds (22.371 seconds per 
image). 
Figure 25: Width graph & bucket delimitation 
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 We notice that the error rate detecting the bucket is too high for an industrial 
system. Maybe the accuracy could be improved using some kind of threshold but we 
wanted to avoid using experimental data and as we can see in figure 26 this minimum 
can be quite big so maybe it would not be so effective. 
 
 The other point to mention is the execution time. Its absolute value does not give 
useful information but if we compare it to the execution time of the morphological 
operator algorithm we notice that it is almost a 25% bigger. This can be a bigger 
difference when we have to analyse all the vehicles that move under the scanner every 
day. 
 
Figure 26: Width approx. of a bucket detection error 
Figure 27: Bucket detection error 
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3.2.3 Conclusions 
 
 With the results of both algorithms it is easy to notice that the accuracy finding 
the bucket and the time of execution of the morphological operator algorithm makes up 
for its small error identifying the vehicle. 
 
 The small accuracy of the system based on fft is a real big problem. An 
important industry cannot afford an error of 25% on their productive process. The time 
of execution is bigger but maybe it is not a real problem if the rest of our system works 
fast. 
 
 In an early future if we success in improve this system it will be better because it 
analyse a very specific characteristic of the vehicle and it not depends so much in 
external elements as the structure elements of the morphological operators. 
 
 Because of all this information we decide to implement the system based on 
morphological operators for identify the vehicle and find the bucket in the image. 
 
3.3 Corner detection 
 
 This is probably the most important section of the master thesis because the 
results of this algorithm will have a great impact on the final result. A small error 
ILQGLQJ WKHEXFNHW¶VFRUQHUVZLOO UHVXOW LQDELJHUURUZKHQ WKHJHRPHWULF WUDQVIRUPLV
applied. 
 
 In order to detect the bXFNHW¶V FRUQHUV ZH ZLOO WHVW WZR GLIIHUHQW DOJRULWKPV
Hough Algorithm (Hough [2]) and Harris Algorithm (Harris [3]), one based on the 
detection of edges and other based on the detection of interest points. Then we will try 
to improve the accuracy of the results obtained. 
 
 Before applying these algorithms we will explain how we obtained a simple 
approximation of the bucket. Because both algorithms are very sensitive to irregular 
edges this should simplify our task. 
 
 To decide between both techniques we will only consider the accuracy obtained 
in the results. 
 
 So the steps (based on the different algorithms) will be: 
1. Smooth the bucket 
2. Find the corners of the smoothed bucket to have an approximation 
3. Find the corners (candidates) of the original bucket 
4. Apply a distance filter to choose between all the candidates using the corners of 
the smoothed bucket. 
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3.3.1 Smoothing the bucket 
 
 As we said before, applying the algorithms directly has very confusing results: a 
ORWRI³IDOVH´FRUQHUVDSSHDUDORQJWKHHGJHVof the bucket. That is because the sides of 
the bucket are not perfectly straight lines and some rocks may be partially outside of the 
bucket. 
 
 In order to solve this problem we had to find a way to obtain the elementary 
shape of the bucket to simplify the work for the corner detection algorithms. This step 
will be independent of the algorithm finally chosen. Thinking about it we realized two 
important factors: 
1. The vehicle is always moving forward: it means that the rotation of the bucket 
image is always small, so we may use a shape not invariant to rotation to try to 
apply as a morphological operator. 
2. After the resize of the image, the dimensions of the main body of the bucket 
were always similar (120 * 70 pixels). 
 
Attending to this factor we design a filter system consisting of: 
1.  Convert the image of the bucket into binary mode (previously we filtered the 
NaN data of the image). 
2. Build a 10% size element of and ideal bucket. It will be the next matrix: 
[0 0 0 0 0 0 0 0 0; 
             0 0 0 1 1 1 0 0 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 1 1 1 1 1 1 1 0; 
             0 0 0 0 0 0 0 0 0]; 
 
 
3. Apply six times the erosion operation in the bucket using this element. 
4. Apply six times the dilation operation in the bucket using this element. 
5. Finally find the mine walls and delete them, cutting the image. 
 
The result of the steps 3 and 4 is the same as applying the erosion with a 60% 
size element and then applies the dilation but faster (is an optimal way of doing it). 
Using a big element the main shape will be preserved and all the irregular corners will 
be filtered (the smoothed bucket will be smaller). The results of the algorithm are very 
good, giving us a very good approximation of the bucket with very regular edges that 
sKRXOGPDNHWKHFRUQHU¶VGHWHFWLRQDOJRULWKPZRUNEHWWHU 
 
/HW¶VIROORZWKHSURFHVVVWHSE\VWHS7KHILJXUHVKRZVDQRULJLQDOEXFNHWRI
our chosen image). Then figure 29 shows the image binarized. In figure 30 shows the 
bucket smoothed after the erosion and dilation.  
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Realized that the mine walls have been removed and now we just have one 
figure in the image: the bucket. The problem is that in the original image they are still 
there. We must cut the image (see figure 31) because once we will try to find the 
candidates in the original image the mine walls will cause a lot of candidates to appear, 
increasing the time of execution and in the worst cases causing a malfunction.  
Figure 28: Original bucket image 
Figure 29: Binarized bucket image 
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 We have to say that the algorithm worked perfectly. In the 27 images of the test 
bench successfully identified and with its bucket successfully delimitated 27 images had 
their bucket image successfully smooth (100%). 
 
Figure 30: Smoothed bucket 
Figure 31: Smoothed bucket with mine walls cut 
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3.3.2 Find the corners of the smoothed bucket. Choosing a method 
 
 Now it is time to choose an algorithm to detect the bucket corners. We have two 
choices: the first one, the Hough method, is an algorithm really good for finding edges 
(lines) which compose a figure in an image. Looking for the extremes of those lines we 
should be able to detect the corners of the figure, in our case the bucket. 
 
 A theoretical base of the algorithm is explained in appendix ± B of this report so 
we will focus on the steps of implementation and the results obtained with it. 
 
 The second one, the Harris algorithm, is more specific. The goal of it is to find 
corners in an image so it should be ideal for our task. It is implemented in Matlab too so 
it is obvious that it will be a candidate to test. As it directly finds the corners of the 
figure it is supposed that not too much post process work would be needed. 
 
As we said before for Hough, the theoretical base of Harris is explained in 
appendix ± C of this report so we will focus on the steps of implementation and the 
results obtained with it. 
 
3.3.2.1 Hough method 
 
In order to detect the bucket corners we will apply these steps: 
1. Obtain the bucket edges: For this step we will obtain the inner boundary, which 
is the result of subtract to the original image the eroded image with a square 3x3 
pixels (8-connected). See Equation 1. 
 
Inner boundary = Im ± erode (Im, square) 
Equation 1: Inner boundary 
 
2. Apply the Hough algorithm implemented in Matlab. This is a sequence of 
different Matlab functions with the following control parameters that have been 
chosen attending to one goal: find the two vertical lines at the sides of the 
bucket. 
x µ5KR5HVROXWLRQ¶ 7REXLOGWKHDFFXPXODWLRQPDWUL[RIWKHPHWKRGWKH
jump between two consecutive Rho will be 1 pixel) 
x µ7KHWD¶ -10:1:10 (To build the accumulation matrix of the method the 
Theta parameter will go from -10º to 10 º and will be increased 1º in each 
step. This means that we will look for vertical lines) 
x µScaling¶ = 15 pixels (Parameter that depending on its value will delete 
the detected lines which are too close) 
x µMaxPeaks¶ = 2 (Parameter that determine how many lines will be 
shown. We will take the 2 more representatives) 
x µMin Length¶ = 50 pixels (Lines obtained smaller than this parameter will 
be deleted or will not be considered) 
x µFill Gap¶ = 100 pixels (Lines with the same orientation and less distance 
between them than Fill Gap will be merged) 
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3. 7KHUHVXOWVRIWKHVHRSHUDWLRQVZLOOEHDGDWDVWUXFWXUHFDOOHGµOLQH¶ZLWKDOOWKH
information needed (starting and ending points of the line, etc.). These points 
should determine the corners of the smoothed bucket. 
 
 
/HW¶VIROORZQRZWKHSURFHGXUHZLWKLPDJHV,QILJXUHZHFDQVHHWKHELQDU\
and cut bucket image. In figure 33 we can see the inner boundary of the bucket. In 
figure 34 can see the results of WKHµOLQH¶GDWDVWUXFWXUH,QJUHHQZHFDQVHHWKHHGJHV
detected and in red and blue the starting and ending points of each edge. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 32: Binary and cut bucket 
Figure 33: Inner boundary of the bucket 
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3.3.2.1.2 Results 
 
 The results obtained were not as good as expected and figure 34 resumes very 
well the behaviour of the algorithm in the test bench. As we can see in the left edge, the 
red point does not match with the bucket corner.  
 
 After testing the Hough algorithm in our test bench of 30 images we obtained 
that just 8 of 27 images (29.63 %) have their corners successfully found. 19 images like 
figure 34 had one or more corners that need some kind of correction. See figure 35.  
 
Figure 34: Hough algorithm results 
Figure 35: Hough detection error 
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 This is probably because the sensitivity of the algorithm: the Hough method is 
very good when you need to find regular figures with straight edges like squares or 
triangles but is not so good to find circles or rotated figures. Because of that in our first 
tests of the algorithm where we tried to find all the edges of the bucket and we tried 
with many different combinations of the control parameters so a lot of small lines 
appear in the upper part of the bucket (see figure 36). This made it difficult to find the 
upper corners.  
 
 The other point is that a small pick in a straight edge results in the split of a line 
which delimitate the edge. This produced two new candidates to be corners. 
 
 
 
 
 
 
 
 
 
 
%HFDXVHRI WKHEDG UHVXOWVRI WKH+RXJKPHWKRG LQ WKH³HDV\´ WDVNRI ILQG WKH
corners of the smoothed bucket we decided to early discard this method as a candidate 
of the full algorithm and we will continue all the procedure of finding the bucket 
corners using the Harris method which results more efficient as we will forward see. 
 
Maybe if the figure had been something simpler the Hough method will have 
worked better so my early conclusion is that depending on what we are looking for in 
the image the Hough method will be a candidate to be used. This will be discussed later 
in chapter 5. 
 
Figure 36: Hough method results allowing shorter edges and more 
peaks. Note that is the same bucket as figure 34. 
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3.3.2.2 Harris method 
In order to detect the bucket corners we will apply these steps: 
1. )LQG WKH FDQGLGDWH FRUQHUV XVLQJ WKH 0DWODE IXQFWLRQ µFRUQHUPHWULF¶ 7KLV
function has a sensitive parameter, K, that after some test we have finally set to 
K = 0.16 
2. Select from the candidates the 4 final corners. The filter divides the image in 
four quadrants. For each quadrant we will select just one candidate, according to 
KRZIDULVIURPDQLPDJLQDU\µ<¶D[LVWKDWdivides the image in two parts 
 
In order to understand this process better we can have a look to some figures: in 
figure 37 we can see the smoothed binary bucket. In figure 38 we can see all the 
FDQGLGDWHVDVUHGVSRWVWKDWWKHIXQFWLRQµFRUQHUPHWULF¶KDVIRXQG,QILJXUHZHFDQ
see the final corners of the figure after applying the filter and in figure 40 we can see 
where this corners match in the original bucket image.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 37: Smoothed binary bucket 
Figure 38: Corner candidates 
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3.3.2.2.2 Results 
 
After the testing of the testing of the Harris method in our test bench of 30 
images we obtained the next results: 
x 16 of 27 images (59.26%) have their corners perfectly found 
x 11 of 27 images (40.74%) have had a small deviation in the final position of 
one or more detected corners. See figure 41 
Figure 39: Final smoothed bucket corners 
Figure 40: Corners of the smoothed bucket matched to the original 
bucket image 
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As we can see in figure 41 the deviation is not too big so these images which the 
corners could not been exactly found can still be used for our porpoise: what we are 
looking for is a good approximation of where the final corners will be and give us a 
reference, a region to start the search.  
 
We have to say that during the implementation of this method, before we got the 
great idea of applying the filter to the bucket image the Harris method worked worse 
than the Hough method, showing a great number of candidates. See figure 42, an image 
from the early tests. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 41: Smoothed bucket with a small deviation in its top left 
corner 
Figure 42: Result of the early tests of Harris method 
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The presence of NaN data and the mine walls greatly disturbed the results of the 
Harris method too till the point of consider any element outside the bucket as a 
candidate. See figure 43.  
 
 
 
 
Because of this distortion we started thinking in a way to reduce this effect and 
try to find a first approximation before applying the Harris method directly in the 
original bucket image and the results of this early filter seems to be really good. 
 
3.3.2.3 Results 
 
 As we have said before we have chosen the Harris method to implement all the 
corner detection system as its accuracy its better than the Hough method. 
 
We will talk about the time of execution at the end of this section (3.3).  We still 
consider it important but we cannot stop remembering the reader how important is the 
accuracy at this point. Every small approximation we do introduce an error in the final 
result but the error introduce because of a small deviation finding the corners will have 
a big impact in the final result. 
 
 
3.3.3 Find the corners of the original bucket 
 
 As we have seen in section 3.3.2.2 we have used Harris method and 
µFRUQHUPHWULF¶IXQFWLRQLQRUGHUWRILQGDOOWKHSRVVLEOHFDQGLGDWHVIRUEXFNHWFRUQHUV 
 
 We have previously cut the image so we have just to FDOO µFRUQHUPHWULF¶ ZLWK
k=0.05 to the binarized bucket and result in figure 44. 
 
Figure 43: Result of the early tests of Harris method. Every red 
spot is a candidate to be a corner! 
 
 38 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Note that with a smaller value of K we detect a bigger number of candidates. As 
we can see in the theory of appendix - C a smaller value of K sensitivity parameter 
allows us to choose between candidates that have less probability to be real corners. 
That is good for us because attending to the irregular shape of the bucket the real 
corners will not have always the biggest probability.  
 
 To demonstrate this we can have a look to the figure 45, which shows the same 
bucket candidates for a K = 0.16. 
 
  
Figure 44: Harris to the original bucket image with K = 0.05 
Figure 45: Harris to the original bucket image with K = 0.16 
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3.3.4 Apply the distance filter 
 
Now we have a good approximation of where the bucket corners should be (the 
corners of the smoothed bucket) and a group of candidates to be corners of the original 
bucket. The idea we have had is simple: we are going to apply a distance filter. We will 
choose the candidate for each corner which is nearest to the smoothed bucket corners. 
 
The problem of this method is that because of the smoothing of the bucket, the 
approximated corners may be nearest to corners that are not real corners. If we have a 
look to some images (figures 46 and 47) we realize that the rows of the approximated 
corners are quite good but they should be nearest to the lateral sides of the bucket.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 46: Example of smoothed corners over original bucket 
image 
Figure 47: Example of smoothed corners over original bucket 
image 
 40 
To solve this small problem before applying our distance filter we will move the 
DSSUR[LPDWHGFRUQHUV WR WKHVLGHVGHFUHDVLQJ LW µ;¶FRRUGLQDWH ILYHSL[HOV IRU WKH OHIW
corners and increasing it in five pixels for the right ones. With this small correction the 
chances of select the proper candidates will be increased. 
 
The steps of the final filter will be: 
1. Move the corners of the smoothed bucket to the sides 5 pixels along the 
µ;¶D[LV 
2. Calculate the distance from each candidate to the approximated corners. 
3. Select the candidate which is closer to an approximated corner. If there is 
not a candidate close enough to an approximated corner (if every 
distance is bigger than 10 pixels) the final corner will be the 
approximated corner. We have included this as security: it is better to 
have an approximated corner than a candidate too far. 
 
,Q RUGHU WR VHH WKH LPSURYHPHQW DIWHU DSSO\LQJ WKH ILOWHU OHW¶V FRPSDUH WZR
figures: figure 48 shows the final corners of the smoothed bucket over the original 
bucket, figure 49 shows all the candidates to be final corners detected by Harris 
algorithm and figure 50 shows the final corners selected by the distance filter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 48: Final corners of the smoothed figure over the original 
bucket 
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The results obtained by the application of the distance filter are very good. We 
have obtained an increasing of accuracy in all the images of the test bench but it still can 
be better. This is point that can be investigated and improve in an early future in order 
to reduce the final error of the volume measurement. We will discuss this later in 
chapter 6. 
 
Figure 49: Candidates detected by Harris algorithm 
Figure 50: Final corners after applying the distance filter 
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3.3.6 Results 
 
 To sum up the results of chapter 3.3 we have to start saying that all the detection 
system has been based on Harris algorithm for corner detection. It has seemed to work 
better than the other candidate, the Hough algorithm for our porpoise. 
 
 The early test demonstrate that the Harris algorithm could be used but need some 
adds to help in the filtering of all the information and because of that we design two 
specific extras for the algorithm: 
1. Calculation of an early approximation of where the bucket corners should be. 
2. Application of a distance filter using the information produced by the first extra 
to select from all the candidates the most suitable ones. 
 
The final accuracy obtained by this procedure can be considered acceptable but 
it could be improved in an early future. 
  
 The time of execution for the 30 images of the test bench has been 887.877 
seconds (29.596 seconds per image). Considering that this should be one of the 
³KHDYLHU´WDVNVRIWKHIXOOSURFHGXUHWKHWLPHRIH[HFXWLRQREWDLQHGFDQEHFRQVLGHUHGD
good one. 
 
 
3.4 The geometric transform and volume measurement 
 
Applying the geometric transform (Zorin [4]) between two images should be as 
easy as solve an equation system (see appendix ± D).  Unfortunately it is not true, there 
are many aspects to consider but the most important ones are the size of the images and 
the different errors of out of bound that appear: we refer to all the information that is 
discarded during the match of the images and the consequent error produced. 
 
The procedure we are going to follow is this: 
1. Compare the image we want measure with an image of an empty bucket in order 
to known which one is bigger. 
2. Apply the geometric transform from the biggest one onto the smallest one. 
3. Calculate the absolute value of the subtraction of the image generated with the 
image of the empty bucket. As a result we should have just the rocks. 
4. The error made should look like a salt and pepper noise. Because of that we will 
apply a median filter to reduce the possible error made during the 
transformation. The size of the filter will be 9*9 pixels. 
5.  Calculate the volume, knowing the area of a pixels and the height. In order to do 
that we will consider that the size of the bucket is 3900mm*3092mm so we will 
be able to know the approximate area of a pixel. 
 
The problem we had is that we do not know the exactly volume of rocks for each 
image (except the images of empty buckets) so we must design a test to measure the 
final error made along the process. 
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The test we finally designed consisted on: 
1. We select one image; we do not care which one, and calculate its bucket corners. 
2. We rotate this image a small amount of degrees (3 degrees will be enough) and 
calculate its new corners. 
3. Apply the geometric transform following the procedure we have commented 
before. 
4. The volume finally obtained will be the error made because in an ideal case the 
images should exactly match. 
 
For a better understanding of this process we will follow each step with figures. 
In figure 51 we can see the bucket image with its corners found. In figure 52 we can see 
the bucket image rotated and its new corners. In figure 53 we can see the applying of the 
geometric transform to the rotated image. Observe that the rotation has been corrected. 
In figure 54 we can observe the difference of the images (the error made) and in figure 
55 we can observe the final error after applying the median filter.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 51: Original bucket image 
Figure 52: Rotated image 
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Figure 53: Rotated bucket image 
Figure 54: Result of the geometric transform to the rotated image 
Figure 55: Result of the image subtraction (error) 
Figure 56: Filtered error. Final volume result 
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3.4.2 Results 
  
 As we can see in figure 54 the geometric transform does not work exactly: one 
image is shifted over the other and that is why the result of the subtraction looks like a 
perimeter. This error is made because the supposed corners do not fall exactly in the real 
corners of the bucket. If we just observe figure 54 we can see that a big source of error 
is the lower part of the bucket. In an early future we should filter this part before the 
volume measurement.  
  
Thanks to the test method previously commented we have been able to measure 
that for the image in figure 51, a 3º rotational variation can produce a 0.84427 cubical 
meters difference in volume. 
 
For the rest of images of the test bench, no one had a difference bigger than one 
cubical meter. The question that the reader is probably asking is: is this a big difference 
or not? 
 
Well, we do not have the exactly capacity of the bucket but we can estimate it on 
about 8-12 cubical meters from the schematic on appendix ± E. This should correspond 
to a variation of 10% approximately. 
 
The problem is that we do not know the impact of this variation in the final 
calculation of the density. We have to consider too that all these volume measurements 
are estimations and without precise data these conclusions are just orientative. 
 
Finally the time of execution for the entire test bench 1556.672987 seconds 
(51.89 seconds per image approximately) which is inside the parameters requested in 
the original design. 
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4. Results 
 
At this point we will sum up the results of the full method we have designed and 
implemented along chapter 3 and we will follow it with images. This will give us an 
idea of a normal execution of the algorithm and will make it easy to understand the full 
process of the image. 
 
4.1 Vehicle identification 
 
At this step we will identify the vehicle in the image and we will interrupt the 
image processing if the vehicle does not correspond to a Toro2500E LHD.  
 
Finding the edges of the vehicle (figure 56) we can calculate its width graph and 
using morphological operators we will be able to obtained the closed gradient of the 
width (figure 57). Looking for maximum peaks in the closed gradient of the width 
(figure 58) we will be able to identify the vehicle as we have explained in chapter 
3.1.2.1. 
 
This results in the successful identification of 29 of 30 images of the test bench. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 57: Vehicle's edges 
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4.2 Filter the bucket 
 
 Continue with the procedure of 4.1 we will continue using the width graph and 
the morphological operators to identify where the bucket ends and cut it from the rest of 
the image. 
 
Looking in the opened gradient of the width we will find the minimum peak that 
will correspond to the end of the bucket (figure 59 and 60). 
 
This results in the successful bucket identification of 27 of 27 images of the test 
bench. 
 
 
Figure 58: Width analysis 
Figure 59: Closed gradient max detection 
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4.3 Corner detection 
 
This has been the most complicated step of the full method. The first step 
consists on finding the corners of the smoothed bucket. From the cut image of the 
bucket (figure 61) we first have to binarize it (figure 62) and apply an erosion followed 
by a dilation in order to obtain a simplified bucket (figure 63). After cut it to remove the 
mine walls we apply the Harris method to this figure to obtain an approximation of the 
bucket corners (figure 64). 
 
Now applying Harris to the original binarized image we will obtained the 
candidates to be real corners (figure 65) that will be filtered using the information from 
figure 64 in order to obtain the final bucket corners (figure 66). 
Figure 60: Width analysis, opened gradient 
Figure 61: Width graph and end of the bucket 
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Figure 62: Bucket image 
Figure 63: Binarized bucket image 
Figure 64: Smoothed bucket 
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Figure 65: Corners of the smoothed bucket 
Figure 66: Candidates obtained by Harris 
Figure 67: Corners obtained after the distance filter 
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4.4 The geometric transform and volume measurement 
 
 The final goal of applying the geometric transform is matching two images to 
make possible the final volume measurement but as we do not have enough data to test 
the final accuracy of the system (we should have the exactly volume of rocks carried by 
the excavator in each image) we have designed our own test. 
 
 This test consists on measure the difference in volume introduced by a rotation 
translation in an image. In order to do it, we have started from an image from a bucket. 
After finding its corners (figure 67) we apply a rotation translation of 3º to the image 
and we found the corners of the new image (figure 68). After that we have applied the 
geometric transform to correct this rotation (figure 69). The difference in volume should 
be the absolute value of the difference of these two images (figure 70). Because of this 
error looks like salt and pepper noise we have applied a median filter to reduce this error 
(figure 71). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 68: Original bucket image and corners 
Figure 69: 3º rotated bucket and corners 
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Figure 70: Geometric transform of the rotated bucket 
Figure 71: Image subtraction (error) 
Figure 72: Filtered error (final volume error) 
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For the example showed along this chapter we can measure the final error 
consequence of a 3º rotation translation as 0.84 cubic meters and the time of execution 
as 55.665452 seconds running in the computer before mentioned.  
 
5. Analysis, discussion and conclusions 
 
 At this chapter is time to answer many questions and be critic with the final 
algorithm. We will remark too the success we have reach and to sum up limitations and 
benefits of our system. 
 
 The first thing we have to analyse to determine if the system works well are the 
results. To analyse the final results we have two parameters we wanted to look for:  
1. Time of execution 
2. Accuracy (finding the bucket, finding the corners and finally during the 
geometric transform) 
 
We have to be satisfied with the first one. We are supposed to have two minutes 
per image to make the full analysis and we have reached our goal in less than one 
minute. This was supposed to be easy and this big difference allows the user of the 
system to use a worst physical dispositive or display more information. It will allow too 
to add some extras to the system accomplishing the time of execution.  
 
 The accuracy is something more difficult to analyse. Looking to the final result 
we can say that the error is relative big and maybe we should be able to reduce it with 
some improvements. But what we want to discuss here is what works well or where this 
error is introduced. 
 
 The first step is the vehicle identification. The accuracy of the identification 
system is not perfect but it is really high and we are satisfied with its behaviour. With a 
fast view over the system an observer could determine that this step is not relevant for 
the accuracy of the final result but this is not true. In this step we make the first 
approximation that introduces an error in the final calculation of volume: the rescale of 
the image. If we reduce the image we will delete rows from the bucket with relevant 
information and if we add rows these will include information obtained from the rows 
close to them so it will not be relevant and just an approximation.  
 
 This is very important: the first source of error in the real volume measurement 
is introduced in the rescale of the image. The problem we have is that it is very hard to 
determine the influence of the rescale and if it is really relevant in the final volume 
calculation. 
 
 We must say that the identification system has a limitation: if the vehicle image 
is not all at the same scale it will not work. To explain this better the reader must 
imagine that if the vehicle is moving at any speed when it is passing over the scanner 
and then it speeds up or decelerates the last half of the image will be compressed or 
stretched so the proportions of the vehicle will not be the same and the vehicle 
identification system will determine that is another kind of vehicle and the image will 
be discard.    
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 The second step is to find the bucket. We have to say that this step works really 
well: it simplify our work as we do not have to performance the corner detection in the 
full image. Its accuracy is really good and has worked well along all test bench.  
 
The third step is absolutely the hardest and the step that has taken more time to 
design, test and improve. As we have said before the accuracy in this step has been a 
full priority as a small deviation would have a big impact in the final result. A big effort 
has been done designing small extras to the Harris method in order to have the best 
possible accuracy. 
 
The idea of using a smoothed bucket to have an approximation of the final 
corners works really well. The shift we do later maybe could be improved somehow to 
get better results but it is necessary: without it the results in every case we have 
considered were worst.  
 
The Harris method over the original image could be improved too. As we have 
used a Matlab function we cannot modify it in order to improve its accuracy changing 
the acceptable range of values of K for example.  
 
But as final result the corners found at this step are really closed to the bucket 
real corners and the extras we have added seems to work quite good and may be used as 
a base in future developments. 
 
The last step is probably the weakest of all the process. As we solve the equation 
system the values obtained had to be truncated to get integer index values to generate 
the new image and this introduces an error. 
 
The common case of apply the geometric transform from a big image into a 
small one generates an error too: some pixels of the bigger image must be discarded in 
order to match both images. 
 
Because of these two big limitations the geometric transform is the point where 
the biggest error is introduced and joined to the rescale of the image we have identified 
the biggest inconvenients of this method.  
 
Finally we have observed too that after the subtraction of the images the bottom 
part of the bucket is a main source of error. We cannot remove it before the application 
of the geometric transform because it is useful for find the bucket corners but once we 
have subtract the images if it has not been precise it represent a big percentage of the 
final error and it should be corrected. 
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6. Future work 
 
At this point there are two things we have to talk about: 
1. How can we continue the development of the system 
2. Other applications this system could have 
 
The first one can be orientated again in two directions: the first one is the 
improvement of accuracy. The second is the robust property of the algorithm and its 
generalization for other kind of vehicles. 
 
About the improvement of accuracy we have talked many times along this 
report. The different sources of error have been commented: the rescale of the image, 
the truncation of values during the geometric transform or the necessity of delete the 
bottom part of the bucket after the image subtraction. The corner detection system could 
be improved too improving the heuristic that choose between all the candidates from 
Harris method. 
 
In order to improve the robust property and make it more general the first thing 
we should do is modify the algorithm to choose the structure elements for the 
morphological operators basing on characteristics of the vehicle (for example its 
length). This will give the final algorithm tolerance to future changes in the vehicles or 
will allow to include new kind of vehicles in the future so the identification system 
would be more versatile. Continue in this line we could improve the identification 
system to not discard vehicles that are too close to the mine walls. Maybe if the gradient 
pick cannot be found we could check the height matrix and if the starting value is quite 
high it should mean that the vehicle is really close to the wall. This is an idea that could 
work.  
 
Talking about the second one we just can say that the possibilities of image 
processing in industry are huge. The corner detection and volume measurement can be 
used to identify different tools along a transport belt and make a robot to do different 
actions depending of the element it has in front of him. Other fields where volume 
measurement and density calculation is useful could be the recycling industry where 
separate different kind of materials is essential for the process. 
 
Only the imagination is the limit and in an early future the computer vision and 
the processing image techniques will be part of the industry at all levels. As soon as we 
can make this kind of systems as precise as the human eye this kind of programs will be 
part of everyday life, helping us at home, driving to work or just in our relaxing 
favourite activities.  
  
 56 
References 
[1] Thurley, M. Fragmentation Size Measurement using 3D Surface Imaging, Lulea 
University of Technology, Lulea, Sweden  
  
[2] Hough, P.V.C. Method and means for recognizing complex patterns, U.S. Patent 
3,069,654, Dec. 18, 1962. 
 
[3] Harris, C. & Stephens, M. A combined corner and edge detector, Plessey Research 
Roke Manor, United Kingdom, The Plessey Company pic. 1988 
 
[4] Zorin, Denis & Barr, Alan H. Correction of geometric perceptual distortions in 
pictures 6,**5$3+ ¶ 3URFHHGLQJV RI WKH nd annual conference on Computer 
graphics and interactive techniques. ACM New York, NY, USA 1995 
[5] R. Dougherty, E. & A. Lotufo, R. Hands-on Morphological Image Processing, 
Tutorial Texts in Optical Engineering Volume TT59, SPIE PRESS, Bellingham, 
Washington, USA 
 

 





∗1

 ∗

∗..
/	9

 ∗∗

∀	−∗∗∗
∗/	


∗
	.
 	∗2	∗	
 #−		∗∗/	 
 
 #−	∗.∗22	 
∗1

 %2	∗

 
  ∗



2	
	.:	2	
 	∗2	∗	
 
 
 
48
 58 
APPENDIX ± B Hough Method 
/HW¶s say we have an edge detected image. How do we put this into some 
practical use, for example automatically detecting shapes and object sizes? 
The result of applying the Hough transform will be a set of parameterized lines. 
But how do we produce these lines? Let¶s start considering an easy example with three 
points in a line and a fourth that does not (figure 72). 
 
 
We know the line parameterization: y = k*x + m and let¶s consider x and y as 
constants and k and m as variables. That can be considered as a transformation from 
(x,y) space to (k,m) space. Our points plotted in a (k,m) space will make an intersection 
in our line (figure 73). 
 
 
 
 
 
 
 
 
Figure 73: Parameterized lines 
Figure 74: Points in (k,m) space 
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The problem is that the (k,m) space cannot be used because vertical lines have   
N VRZHZLOOXVHDSRODUV\VWHPRIFRRUGLQDWHV1RZDOLQHZLOOEHUHSUHVHQWHGDVD
point (see figure 74). 
Now we will see how we obtained a line using the Hough transform by the 
intersection of the sinusoidal forms of two points that belong to that line and their 
accumulation matrix (figure 75) 
 
 
Figure 75: Transformation to a polar system of coordinates 
Figure 76: Parameterization of line, representation of points in polar coordinates and accumulation 
matrix 
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Let¶VH[SODLQWKLVGHHSHUDOOWKHSRLQWVLQDOLQHKDYHWKHVDPHUșSDUDPHWHUV
and for each point we have infinite lines that pass through it. Because of this we will 
discretize the (r, șVSDFHDQGIRr each point in the image we will compute a finite set of 
DQJOHVș șș«șQDQGIRUHDFKșLZHZLOOFDOFXODWH 
ri = x cos și + y sin și 
The accumulator matrix is a matrix where each column corresponds to an angle 
șLQDQGeach rows corresponds to bins or intervals of the resulting distances r. Then for 
HDFK SRLQW LQ WKH LPDJH ZH ZLOO FRPSXWH LWV Uș YDOXHV DQG LQFUHDVH WKH FRUUHVSRQG
values in the accumulator matrix. In the end the higher values in the accumulator matrix 
will correspond to lines in the image. 
The Hough transform can be generalized to find other shapes, e.g. Circles, but 
the computational complexity increases drastically. 
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APPENDIX ± C Harris Method 
Harris and Stephens improved upon Moravec's corner detector by considering 
the differential of the corner score with respect to direction directly, instead of using 
shifted patches. (This corner score is often referred to as autocorrelation, since the term 
is used in the paper in which this detector is described. However, the mathematics in the 
paper clearly indicates that the sum of squared differences is used.) 
Without loss of generality, we will assume a grey scale 2-dimensional image is 
used. Let this image be given by I. Consider taking an image patch over the area (u,v) 
and shifting it by (x,y). The weighted sum of squared differences (SSD) between these 
two patches, denoted S, is given by: 
 
I(u+x,v+y) can be approximated by a Taylor expansion. Let Ix and Iy be the 
partial derivates of I, such that 
 
This produces the approximation 
 
Which can be written in matrix form: 
 
Where A is the structure tensor, 
 
This matrix is a Harris matrix, and angle brackets denote averaging (i.e. 
summation over (u,v)). If a circular window (or circularly weighted window, such as a 
Gaussian) is used, then the response will be isotropic. 
A corner (or in general an interest point) is characterized by a large variation of S in 
all directions of the vector (X Y). By analysing the eigenvalues of A, this 
characterization can be expressed in the following way: A should have two "large" 
eigenvalues for an interest point. Based on the magnitudes of the eigenvalues, the 
following inferences can be made based on this argument: 
1. If  and  then this pixel (x,y) has no features of interest. 
2. If  DQGȜKDVVRPHODUJHSRVLtive value, then an edge is found. 
3. ,IȜDQd ȜKDYHODUJHSRVLWLYHYDOXHVWKHQDFRUQHULVIRXQG 
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Harris and Stephens note that exact computation of the eigenvalues is 
computationally expensive, since it requires the computation of a square root, and 
instead suggest the following function McZKHUHțLVDWXQeable sensitivity parameter: 
 
Therefore, the algorithm does not have to actually compute the eigenvalue 
decomposition of the matrix A and instead it is sufficient to evaluate the determinant 
and trace of A to find corners, or rather interest points in general. 
7KHYDOXHRIțKDVWREHGHWHUPLQHGHPSLULFDOO\DQGLQWKHOLWHUDWXUHYDOXHVLQ
the range 0.04 - 0.15 have been reported as feasible. 
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APPENDIX ± D Geometric Transform 
What we see in an image depends on the position of the camera and objects in 
the image may be affected by a noticeable perspective distortion. The transformation is 
a function that can convert an image from one shape into another. 
Here is a general equation to convert an arbitrary four sided polygon to another 
arbitrary four sided polygon: 
 
 
 
We apply this equation to our images to calculate the corresponding (î,^j) in the 
distorted image from any (i,j) in the undistorted image. This will be used to correct the 
distortion. 
The general equation contains 8 unknown values which need to be define so we 
need to create 8 simultaneous equations where we know the values of (î,^j), (i,j). In 
order to solve this we define 4 points in the undistorted image and 4 matching points in 
the distorted image so we will have all the values we need. Substituting these values 
into the general equation we can get our 8 simultaneous equations. 
In our case this points will be the bucket's corners of an image of the empty 
bucket and an image of a full bucket. Applying this transform will result in an 
alignment of the buckets. 
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APPENDIX ± E Vehicle Schematic 
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Note: Dimensions subject to bucket options
 TORO 2500 Electric TECHNICAL SPECIFICATION L052500E-01  2/4 
 
 
SANDVIK MINING AND CONSTRUCTION OY 
reserves the right to change this specification without further 
notice 
ISO 9001
CERTIFICATED
FIRM
 
ISO 14001
CERTIFICATED
FIRM
 
Sandvik Mining and Construction Oy 
Loaders Turku 
P.O. Box 434 
20101 Turku, Finland 
Tel. +358 205 44 131 
Fax +358 205 44 130 
e-mail: toro@sandvik.com 
Internet: www.smc.sandvik.com 
 
Main dimensions 
Total length 14 011 mm (552") 
Width without bucket 3 710 mm (146") 
Maximum width 3 900 mm (154”) 
Height with safety cabin 3 161 mm (124") 
Height without cabin:  
rocker arm 2 845 mm (112") 
frame 2 660 mm (105") 
motors 2 570 mm (101") 
Weights 
Operating weight 77 500 kg (170 900 lb) 
Total loaded weight 101 600 kg (224 000 lb) 
Shipping weight 77 500 kg (170 900 lb) 
Axle weights without load: 
front axle 36 650 kg (80 800 lb) 
rear  axle 39 950 kg (88 100 lb) 
Axle weights with load: 
front axle 74 900 kg (165 100 lb) 
rear  axle 26 700 kg (58 900 lb) 
Unit weight is dependent on the selected options 
Capacities 
Tramming capacity 25 000 kg (55 100 lb) 
Breakout force, lift 540 kN (55 000 kg) (121 400 lb) 
Breakout force, tilt 520 kN (53 000 kg) (116 900 lb) 
Tipping load 57 000 kg (125 700 lb) 
Bucket std. 10m³ (13 yd³), HB500/400 
Bucket motion times 
Raising time 9,0 sec. 
Lowering time 6,2 sec. 
Tipping time 2,5 sec. 
Driving speeds forward and reverse 
1st gear 3,6 km/h (2,2 mph) 
2nd gear 6,3 km/h (3,9 mph) 
3rd gear 10,5 km/h (6,5 mph) 
4th gear 16,0 km/h (9,9 mph) 
Frame 
Rear and front frame Welded steel construction 
Material Raex Multisteel N (St/Fe 355) 
Central hinge Adjustable upper bearing 
Material Raex Multisteel N (St/Fe 355) 
Tanks are welded to frame. 
Standard converter & transmission 
Dana, C 16852  
Weight 470 kg (1036 lb) 
Gear shifter  Electrical with push buttons and interlock 
protection 
Standard axles 
Front axle Dana, 25D 8860, fixed 
Rear axle Dana, 25D 8860, 
rear axle oscillating ± 8° 
Dry weight (approx.) 5 500 kg (12 125 lb) 
 
Standard tyres 
Tyre size 40/65-39 D-LUG L5 56 ply (brand and 
type of the tyres subject to availability) 
Weight (with rim) 2 500 kg (5 512 lb) 
Air pressure, front 730 kPa (7.3 bar) (105 psi) 
Air pressure, rear 500 kPa (5.0 bar) (73 psi) 
Other type of tyres available to user’s choice. In certain 
applications the productive capabilities of the loader may 
exceed the TKPH value given by tyre manufacturer. 
Sandvik Mining and Construction Oy recommends that the 
user consult their tyre supplier to evaluate conditions and to 
find the best solution for application. 
Standard motor 
Drive motor: Siemens 1 LA8 317, Squirrel 
cage motor 
Power 315 kW 
Voltage 1000 V 
Frequency 50 Hz 
Speed of rotation 1500 rpm 
Isolation klass F 
Isolation IP 55 
Weight 1500 kg 
Pump motors: 2pcs, Siemens 1 LA6 280, 
Squirrel cage motor 
Power 75 kW 
Voltage 1000 V 
Frequency 50 Hz 
Speed of rotation 1500 rpm 
Isolation class F 
Isolation IP 55 
Weight 610 kg 
Fan motors 3pcs, VEM KPEP100L4, Squirrel cage motor 
Power 2,2 kW 
Voltage 400 V 
Frequency 50 Hz 
Speed of rotation 1500 rpm 
Isolation class F 
Isolation IP 55 
Cabin 
Protection rating ROPS & FOPS 
Seat Swinging 
Air conditioning  
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Steering hydraulics 
Electrically controlled hydraulic, centre-point articulation, 
power steering with two double acting cylinders. Steering 
controlled by stick. Interlock protection. Emergency steering 
is optional. 
Turning angle ±42,5° 
Turning radius (with std bucket): 
Right  inner 4774 mm (188") 
 outer 9436 mm (371") 
Left  inner 4760 mm (187") 
 outer 9293 mm (366") 
Main components in steering system: 
Main valve Rexroth 
Servo control valve Rexroth 
Steering cylinders Tamrock 
Steering lever Gessmann 
Steering and servo 
hydraulic pumps 
piston type, Rexroth 
Pressure accumulators for emergency 
steering (optional) 
3pcs, Bosch 
Pressure settings: 
Steering hydraulics,main relief valve 25,0 MPa(250bar) 
Shock load valves 12,5 MPa (125 bar) 
Pump 12,0 MPa (120 bar) 
Pre charge pressure for 
pressure accumulators 
6,0 MPa ( 60 bar) 
Bucket hydraulics 
The bucket hydraulics has two pumps. One is for the servo 
circuit and other delivers oil to the bucket hydraulic main 
valve. The oil flow from steering hydraulic pump is directed 
to bucket hydraulics when steering is not used. The servo 
system is electrically controlled. Adjustable-displacement 
piston pump. Boom suspension system (optional) with two 
pressure accumulators. 
Main components: 
Boom system z-link 
Lift cylinder 2pcs, ø250 mm, Tamrock 
Tilt cylinder 1pcs, ø320 mm, Tamrock 
Servo control valve  
Pump piston type, Rexroth 
Servo pump gear type, Commercial 
Control lever Gessmann 
Main valve Rexroth 
Return filter FinnFilter 
Pressure filter Fairey 
Fittings ORFS 
Pressure setting for: 
Servo circuit 3,5 MPa (35 bar) 
Bucket hydraulics 25,0 MPa (250 bar) 
Shock load valves 25,0 MPa (250 bar) 
Pump 24,0 MPa (240 bar) 
Pre-charge pressure for 
pressure accumulators 
6,0 MPa (60 bar) 
Hydraulic oil tank capacity appr. 800 l (211 gal) 
Standard brakes 
SERVICE BRAKES 
Service brakes are hydraulically operated and liquid cooled 
(LCB) multi-disc brakes on all wheels, two separate circuits 
for the front and rear axle. 
PARKING BRAKE 
Spring applied multi-disc liquid cooled brake on the input 
shaft of the front axle. Brake is released with oil pressure 
from the hydraulic system. The oil flow is controlled with a 
lever in the operator's cabin. 
The parking brake engages automatically if transmission oil 
pressure is too low or the electric current is cut off. 
EMERGENCY BRAKE 
The emergency brake uses the same brakes as the service 
brake and is controlled with a parking brake lever in the 
cabin. 
Main components in the brake system: 
Pressure accumulator Bosch 
Brake pedal valve Rexroth 
Parking brake Tamrock / Finngear 
Charging valve Rexroth 
Cooling circulation oil filter FinnFilter 
Standard Lubrication system 
Automatic central lubrication system 
Electrical equipment 
Cable as an option  
Cable reeling Logic controlled 
Driving, parking and working lights 6 pcs 24 V 70W H1 
 4 pcs Megalight 
Electrical gauges  
Back up alarm  light and buzzer 
Others 
Decal language  EU-languages 
Standard manuals 
Instructions manual        (1pc)  
- General mandatory safety instructions EU-languages 
- Start up of a new machine English 
 - Operator’s manual EU-languages 
    - Maintenance manual EU-languages 
Spare part manual          (1pc) English 
Workshop manual           (1pc) English 
ToolMan CD                 (2pcs) Manuals in pdf form 
 - General mandatory safety instructions  
 - Operator’s manual  
    - Maintenance manual  
    - Spare part manual  
 
 TORO 2500 Electric TECHNICAL SPECIFICATION L052500E-01  4/4 
 
 
SANDVIK MINING AND CONSTRUCTION OY 
reserves the right to change this specification without further 
notice 
ISO 9001
CERTIFICATED
FIRM
 
ISO 14001
CERTIFICATED
FIRM
 
Sandvik Mining and Construction Oy 
Loaders Turku 
P.O. Box 434 
20101 Turku, Finland 
Tel. +358 205 44 131 
Fax +358 205 44 130 
e-mail: toro@sandvik.com 
Internet: www.smc.sandvik.com 
 
Main options: 
* replaces standard equipment 
• Round cable, 4x120 mm, 350 m (380 yd). 
• VICTOR plugs for cable. 
• Cable anchor. 
• Cable shock absorber. 
• Power supply box. 
• Reactive power compensator. 
• Round cable, 4x95 mm2, 350 m (380 yd) (can be used with 
rpc only). 
• Cameras front and rear & monitor. 
• Cassette player. 
• Ride control system for boom. 
• Bucket counter, electrical. 
• Emergency steering (CEN). 
• Fire suppression system, double ANSUL (CEN). 
• Accordance with CE- norms (CEN). 
• Fire extinguisher 12kg (CEN). 
• TORO RRC, complete. 
• RRC interface (TORO std.). 
• Lockable main switch 
• Disassembly needed shaft dim: TBA. 
• CatBase/LinkOne spare part manuals and additional 
Instructions, Workshop, Spare part manuals, ToolMan CD’s 
are available. 
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APPENDIX ± F Tools 
 
 For the development of this application we have use: 
x Dropbox 1.1.40 for the version control 
x Matlab 2010 in order to develop the program. We have implemented the 
functions for each step in different folders and one main program who calls 
them. All the inputs are in one folder and all the outputs generate during the 
execution will be saved in other different one. 
x The computer used is a laptop ACER ASPIRE 5542G. 
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Forms
Description of Thesis Proposal
Detect the excavator and the bucket
Bucket Image Construction
Test
Find Bucket's Corners
Test
Geometric Transformation
Test
Noise Filtering
Test
Building of whole program
Test
Preliminary Study & documentation
Writing Thesis
Correcting
Application for Presentation, opposition,
Presentation 
Course1: 12085 MVA 3 ects?(20%)
Course2: Algorithms 7.5 ects (30%)
Course3: 80578 Latex 3 ects? (20%)
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