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During recent years computer technology has advanced to a high state of develop-
ment. Now there exist very powerful machines, which enable one to construct good
approximate solutions of systems of ordinary differential equations over very long time
intervals. As a result, we may study a process described by a system of ordinary dif-
ferential equations by using an approximate solution in order to describe the behaviour
of this process in time. However, there immediately arises an important mathematical
problem: does the approximate solution so constructed correspond a real solution of
the underlying system?
This problem is connected with the so-called shadowing problem, which is well
described in the recent book [3]. In all known works on the shadowing problem, the
respective researchers have considered only autonomous or periodic systems. While
the results of these studies are very important for the general theory of differential
equations, the conditions for the existence of the shadowing property, as is formulated
in these works, can be veriﬁed only in some rather special cases.
In this paper, we will consider systems of ordinary differential equations with arbi-
trary (not necessarily periodic) dependence on time. For such systems, we will formulate
here sufﬁcient conditions whereby, for a given approximate solution there corresponds
a real solution, located in a small neighbourhood of the approximate solution. Further-
more, we will show how these conditions can be veriﬁed. For this purpose we will use
methods developed in the works [4,6–8].
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1. Now let us give the precise formulations. Consider a system of differential equations
dx
dt
= X(t, x), (1.1)
where x, X are n-vectors; the vector-function X is uniformly continuous for t ∈
(−∞,∞) and x ∈ Rn; X is uniformly continuously differentiable with respect to x
and Jacobi matrix
X
x
is bounded.
Deﬁnition 1.1. Let x = (t) be a piece-wise smooth vector-function on the interval J
and let  > 0. We say that x = (t) is a -solution of system (1.1) if for each point t
in the interval J at which the derivative ˙(t) exists, the inequality
|˙(t)−X(t,(t))| <  (1.2)
is true. Here and in what follows we use |y| as the Euclidean norm of the vector
y. The quantity  is a measure of the precision with which we can calculate a good
approximate solution of system (1.1).
Let us consider the equation
x˙ = 0.
The function (t) = t is obviously a -solution of this equation. It is clear that for
each  >  there exists a ﬁnite interval J such that, for each real solution (t) ≡ c the
inequality |(t)− (t)| <  is not true for all t ∈ J . On the other hand, it is easy to
see that the equation
x˙ = −x
has the following property: for each  >  > 0 each -solution (t), deﬁned for t t0,
satisﬁes the inequality |(t)− (t)| <  for t t0, where (t) = (t0) exp{−(t − t0)}
is the real solution.
So, our main problem is to determine conditions for given numbers  >  > 0 and
ﬁxed -solution (t) of system (1.1), deﬁned on the interval J , does there exist a real
solution (t), deﬁned on the same interval J , such that
|(t)− (t)| <  for all t ∈ J. (1.3)
In order to formulate our theory, let us begin with some properties of solutions of
linear systems of differential equations.
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2. Let us consider a linear system
dx
dt
= P(t)x, (2.1)
where, as above, x ∈ Rn and P(t) is a piece-wise continuous [n × n] matrix-valued
function on the interval t0 t t ′. Let (t) be a fundamental matrix of solution of
system (2.1).
Deﬁnition 2.1. System (2.1) is (a, )-hyperbolic on the interval J if there exist numbers
a1, and  > 0 and there exist linear spaces Us(t) and Uu(t), deﬁned on the interval
J and such that dim Us(t) = k, dim Uu(t) = n− k, with
(t)−1()Ui() = Ui(t), i = s, u and t,  ∈ J.
Furthermore, if  ∈ Us(),  ∈ J , then one has
|(t)−1()|a || exp{−(t − )} for t, t ∈ J (2.2)
and if  ∈ Uu() then
|(t)−1()|a || exp{(t − )} for t, t ∈ J. (2.3)
From this deﬁnition it follows that if system (2.1) is (a, )-hyperbolic on the interval
J then for  ∈ Us() one has
|(t)−1()| 1
a
|| exp{(− t)} for t, t ∈ J (2.4)
and for  ∈ Uu() one has
|(t)−1()| 1
a
|| exp{(t − )} for t, t ∈ J. (2.5)
From inequalities (2.2)–(2.4), it follows that the angle <)Us(t), Uu(t) between linear
spaces Us(t) and Uu(t) is bounded from below by a positive number, see [1,2,5]. Let
	 be such that <)Us(t), Uu(t)	, for t ∈ J . Let us denote by 
s(t) and 
u(t) the
projectors of the space Rn on the linear spaces Us(t) and Uu(t), respectively, where

s(t)+
u(t) = I . It is easy to show that
|
i (t)| 1
sin 	
, i = s, u; and t ∈ J. (2.6)
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Let q(t) be an n-dimensional vector-function bounded on the interval J. We now
introduce the sup-norm of this vector-function, i.e.,
||q(t)|| = sup
t∈J
|q(t)|.
Let us next consider the linear nonhomogeneous system
dx
dt
= P(t)x + f (t), (2.7)
where f (t) is a piece-wise continuous vector-function that is bounded for  t′.
Lemma 2.1. If system (2.1) is (a, )-hyperbolic on the interval  t′ then system
(2.7) has a solution (t) satisfying the inequality
|(t)| < 2a
 sin 	
||f (t)|| for  t′. (2.8)
Proof. Let
(t) =
∫ t

(t)−1()
s()f () d−
∫ ′
t
(t)−1()
u()f () d, (2.9)
from inequalities (2.2), (2.3) and (2.6) it follows that (t) satisﬁes the inequality
|(t)| < a
sin 	
exp{−t}
∫ t

exp{}||f ||d
+ a
sin 	
exp{t}
∫ ′
t
exp{−}||f ()|| d,
which in turn, implies (2.8). By differentiating (2.9) with respect to t, we see that (t)
is a solution of (2.7). 
3. In what follows we will assume that on the interval t0 t t ′ system (2.1) satisﬁes
following four conditions:
Condition I: There exist numbers t0 < t1 < · · · < tm < tm+1 = t ′ such that system
(2.1) is (ai, i )-hyperbolic on the intervals [ti , ti+1], i = 0, 1, . . . , m.
Let Usi (t) and U
u
i (t) be linear spaces from Deﬁnition 2.1 of hyperbolicity of system
(2.1) on the interval [ti , ti+1].
Condition II: The dimensions of Uui and U
u
i+1 satisfy
dim Uui (t) > dim U
u
i+1(t) for i = 0, 1, . . . , m− 1
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and linear subspaces Uui (ti+1) and U
s
i+1(ti+1) of the space Rn intersect transversally,
for i = 0, 1, . . . , m− 1.
Let
a = max
i=1,2,...,m−1 ai
and
 = min
i=0,1,...,m−1 <)U
u
i (ti+1), U
s
i+1(ti+1).
Let
 = 2
sin u0
,
where u0 is the smallest positive root of the equation
sin u = 2 sin(2− u).
Let
b = + 2
(6+ 11)a + 1 and  =
b
+ 2 . (3.1)
Condition III: The inequalities
a0(b + (+ 1))+  < 1 and (am(+ 1)+ 1) < 1
are satisﬁed.
Condition IV: The differences ti+1 − ti satisfy inequalities
ai(+ 1) exp{−i (ti+1 − ti )} < 1, (3.2)
1
ai
b sin

2
exp{i (ti+1 − ti )}

(
1+ 2ai exp{−i (ti+1 − ti )}
)
b + (+ 2) (3.3)
for i = 1, 2, . . . , m− 1.
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From Condition I it follows that there exist positive numbers 	i such that <)Usi (t),
Uui (t)	i for t ∈ [ti , ti+1], i = 0, 1, . . . , m. Let
 = min
i=0,1,...,m
i sin 	i
2ai
. (3.4)
Lemma 3.1. Assume that Conditions I–IV are satisﬁed, and let f (t) be a piece-wise
continuous vector-function on the interval [t0, t ′] that satisﬁes the inequality
|f (t)| < . (3.5)
Then system (2.7) has a solution (t) satisfying the inequality
|(t)| < 1 for t ∈ [t0, t ′]. (3.6)
Proof. We begin by examining the signiﬁcance of the number  introduced before
Condition III. Let M and N be linear subspaces of the space Rn which intersect
transverally and such that <)M,N 
2
and dim M + dim N − n1. Consider the
spaces M = M+x1 and N = N+x2, where x1 and x2 are arbitrary vectors saﬁsfying the
inequalities |x1|2, |x2|. We claim that there exists a vector  in the intersection
M ∩N and such that
||. (3.7a)
Indeed, let K be a linear subspace of the space Rn, normal to the intersection M ∩N
and dim K = n − dim M ∩ N . This subspace K intersects M ∩ N in precisely one
point . As we now show, this is the vector  we seek for (3.7a). It remains to show
that  satisﬁes inequality (3.7a). Let 1 be a vector of Rn normal to M . This vector
is also normal to M ∩ N . Therefore 1 ∈ K . Let p1 = 1 − . Then p1 ∈ K and
p1 is normal to M ∩ N . In the same way, we introduce the vector 2 ∈ Rn normal
to N , where the vector p2 = 2 − , p2 is normal to M ∩ N . Since p1 ∈ M and
p2 ∈ N we have <)p1, p2 <)M,N 2 . Let <)p1,  = u and <)p2,  =  − u,
then from the inequality <)p1, + <)p2,  <)p1, p2 we obtain  2 . >From the
equalities || = |1|
sin u
= |2|
sin(− u) and the inequalities |1| |x1|, |2| |x2|, it
follows that || |x1|
sin u
and || |x2|
sin(− u) . Inequality (3.7a) then follows from the
latter inequalities and the inequalities |x1|2, |x2| and  2 .
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Let f (t) be a piece-wise continuous vector-function that satisﬁes inequality (3.5).
Consider the linear system
dx
dt
= P(t)x + 1

f (t). (3.7b)
Now the vector
1

f (t) satisﬁes
∣∣∣∣ 1 f (t)
∣∣∣∣ < . From this fact, Condition I and Lemma
2.1, it follows that system (3.7b) has solutions ˜i (t) deﬁned on intervals ti t ti+1,
for i = 0, 1, . . . , m, and satisfying inequalities |˜i (t)| < 1. Thus one has
d˜i
dt
= P(t)˜i +
1

f (t)
for ti t ti+1, i = 0, 1, . . . , m. Multiplying this equation by , we obtain
d(˜i )
dt
= P(t)(˜i )+ f (t).
Consequently, system (2.7) has the solution i (t) = ˜i deﬁned for ti t ti+1, i =
0, 1, . . . , m and |i (t)| = |˜i (t)|. This in turn implies that
|i (t)| <  (3.8)
for ti t ti+1, i = 0, 1, . . . , m.
Next we introduce spaces Usi (t) = Usi (t)+i (t) and U
u
i (t) = Uui (t)+i (t), where
t ∈ [ti , ti+1], and i = 0, 1, . . . , m. From Condition II it follows that the spaces Uu0 (t1)
and Us1 (t1) intersect transversally and <)U
u
0(t1), U
s
1(t1). The vectors 0(t1) and
1(t1) satisfy inequality (3.8), which in turn implies inequality (3.7a). Hence there
exists a vector 1 ∈ Uu0(t1) ∩ Us1(t1) such that
|1| < . (3.9)
Let V1(t1) be the orthogonal complement of the intersection Uu0 (t1) ∩ Us1 (t1) in the
space Uu0 (t1). Thus, V1(t1) is the linear space orthogonal to U
u
0 (t1) ∩ Uu1 (t1), with
V1(t1) ⊂ Uu0 (t1) and Uu0 (t1) = [Uu0 (t1) ∩ Us1 (t1)] ⊕ V1(t1).
Let 1(t) be the solution of system (2.7) with initial values 1(t1) = 1 and let
V1(t) = (t)−1(t1)V1(t1). Let V 1(t) = V1(t) + 1(t), for t1 t t2. From the in-
equality <)Uu0 (t1), U
s
1 (t1), it follows that
<)V1(t1), U
s
1 (t1). (3.10)
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Let x1 be an arbitrary vector such that x1 ∈ V1(t1) and x1 = 0 and let y1 ∈ Us1 (t1) and
z1 ∈ Uu1 (t1) be such vectors that x1 = y1 + z1. From inequality (3.10) it follows that
|z1| > |y1| sin 2 . (3.11)
Let x(t) = (t)−1(t1)x1, y(t) = (t)−1(t1)y1, and z(t) = (t)−1(t1)z1. Since
system (2.1) is (a1, 1)-hyperbolic on the interval t1 t t2 (Condition I) and y1 ∈
Us1 (t1) (from inequality (2.2)), it follows that
|y(t2)|a1|y1| exp{−1(t2 − t1)}
and from inequality (2.5) one obtains
|z(t2)| 1
a1
|z1| exp{1(t2 − t1)}.
From these two inequalities, it follows that
|y(t2)|
|z(t2)| a
2
1
|y1|
|z1| exp{−21(t2 − t1)}
and from this fact and (3.11), one ﬁnds that
|y(t2)|
|z(t2)| <
a21
sin 2
exp{−21(t2 − t1)}. (3.12)
On the other hand, from inequality (3.3), with i = 1, we get
a1 exp{−1(t2 − t1)} < sin 2
and from this and (3.12) it follows the inequality
|y(t2)|
|z(t2)| < sin

2
.
It is clear that
sin<) x(t2), z(t2)
|y(t2)|
|z(t2)| .
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This in turn, with (3.12), implies that
sin<) x(t2), z(t2) < sin

2
and ﬁnally
<) x(t2), z(t2) <

2
. (3.13)
Since system (2.1) is (a1, 1)-hyperbolic on the interval t1 t t2 and z1 ∈ Uu1 (t1),
then z(t2) ∈ Uu1 (t2). Let the vector x1 be an arbitrary nonzero vector in the space
V1(t1). Therefore, the vector x(t2) is also an arbitrary nonzero vector of the space
V1(t2). Furthermore, there corresponds a vector z(t2) ∈ Uu1 (t2) such that inequality
(3.13) is satisﬁed. From this it follows, that for each x ∈ V1(t2), where x = 0, one has
<) x,Uu1 (t2) <

2
. (3.14)
Let B denote the ball { x : |x|b } of the space Rn, and let A1(t1) denote the ball
V1(t1) ∩ B of the space V1(t1). Let A1(t1) = A1(t1) + 1. Next we show that the
norm of each solution of system (2.7) beginning in this ball when t = t1 is less then
1, for t0 t t1. Let x0 ∈ A1(t1) and x(t) be the solution of system (2.7) such that
x(t1) = x0. This solution can be represented in the form
x(t) = (t)−1(t1)(x0 − 0(t1))+ 0(t).
Consequently, we obtain the inequality
|x(t)| |(t)−1(t1)(x0 − 0(t1))| + |0(t)|. (3.15)
Let x˜0 = x0 − 1. Since x0 ∈ A1(t1) we have x˜0 ∈ A1(t1). Let ˜1 = 1 − 0(t1).
Now ˜1 is located in Uu0 (t1), since 1 ∈ Uu0(t1). In our notation x0 = x˜0+ ˜1+0(t1).
We have
|˜1| = |1 − 0(t1)| |1| + |0(t1)|.
From this inequality and inequalities (3.8) and (3.9), it follows that
|˜1|(+ 1). (3.16)
By using x0 = x˜0 + ˜1 + 0(t1) in inequality (3.15), we ﬁnd that
|x(t)| |(t)−1(t1)(x˜0 + ˜1)| + |0(t)|.
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Now x˜0 + ˜1 ∈ Uu0 (t1), for t0 t t1, and by using inequality (2.3), we obtain
|x(t)|a0|x˜0 + ˜1| + |0(t)| for t0 t t1.
Using this inequality, together with inequalities (3.8) (3.16) and the inclusion x˜0 ∈
A1(t1) ⊂ B, we obtain
|x(t)|a0(b + (+ 1))+  for t0 t t1.
From the last inequality and Condition III, we ﬁnd that
|x(t)| < 1 for t0 t t1. (3.17)
Let A1(t) = (t)−1(t1)A1(t1). Next let x1 ∈ A1(t1), y1 ∈ Us1 (t1), and z1 ∈ Uu1 (t1)
be chosen so that x1 = y1 + z1. From inequality (3.10), it then follows that
|z1| |x1| sin 2 . (3.18)
Let x(t) = (t)−1(t1)x1, y(t) = (t)−1(t1)y1 and z(t) = (t)−1(t1)z1. Let us
estimate |x(t2)| from below. First, we consider the case where |x1|b, and |y1| < 2b.
From (3.18), it follows that
|z1|b sin 2 .
Recall that z1 ∈ Uu1 (t1). Consequently, it follows from inequality (2.5) that
|z(t2)| 1
a1
b sin

2
exp{1(t2 − t1)}.
On the other hand, y1 ∈ Us1 (t1). Consequently, it follows from inequality (2.2) that
|y(t2)|  2a1b exp{−1(t2 − t1)}.
From last two inequalities, we thus obtain
|x(t2)| 1
a1
b sin

2
exp{1(t2 − t1)} − 2a1b exp{−1(t2 − t1)}. (3.19)
Second, we consider the case where |y1|2b and |x1|b. In this case, the inequality
|z1| |y1| − |x1| yields
|z1| |y1| − b.
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Now inequality (2.5) implies that
|z(t2)| 1
a1
|z1| exp{1(t2 − t1)}.
The last two inequalities then yield
|z(t2)| 1
a1
(|y1| − b) exp{1(t2 − t1)}. (3.20)
From inequality (2.2) it follows that
|y(t2)|a1|y1| exp{−1(t2 − t1)}. (3.21)
Also, the inequality |x(t2)| |z(t2)| − |y(t2)| and inequalities (3.20) and (3.21) imply
that
|x(t2)|
(
1
a1
exp{1(t2 − t1)} − a1 exp{−1(t2 − t1)}
)
|y1|−
− b
a1
exp{1(t2 − t1)}.
From this inequality and inequality (3.2), with |y1|2b, it follows that
|x(t2)| b
a1
exp{1(t2 − t1)} − 2a1b exp{−1(t2 − t1)}.
The last inequality shows that when |y1|2b, and |x1|b, then inequality (3.19) still
holds true. So, inequality (3.19) is satisﬁed when |x1|b, |y1|2b and when |x1|b,
|y1| < 2b. In particular, it is true for |x1| = b and arbitrary y1.
Let us now estimate the solution 1(t) of system (2.7), for t1 t t2. Like the
situation for x(t), this solution can be represented in the form
1(t) = (t)−1(t1)(1 − 1(t1))+ 1(t). (3.22)
Let 1 = ˜1 + 1(t1), where ˜1 ∈ Us1 (t1). From inequalities (3.8) and (3.9), we obtain
|˜1| < (+ 1).
Since 1 − 1(t1) = ˜1, Eq. (3.22) can be rewritten in the form
1(t) = (t)−1(t1) ˜1 + 1(t).
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It then follows from the previous inequality and inequalities (3.1) and (3.8) that
|1(t)|a1(+ 1) exp{−1(t − t1)}+  for t1 t t2. (3.23)
From this inequality and (3.2), it follows that
|1(t2)| < 2. (3.24)
From the deﬁnition of the space V1(t1), it follows that
dim V1(t1) = dim Uu0 (t1)− dim Uu0 (t1) ∩ Us1 (t1).
In accordance with the Condition II, the subspaces Uu0 (t1) and U
s
1 (t1) intersect transver-
sally, and therefore
dim Uu0 (t1)+ dim Us1 (t1) = n+ dim Uu0 (t1) ∩ Us1 (t1).
From these two equalities, it follows that
dim V1(t1) = n− dim Us1 (t1),
which implies that
dim V1(t1) = dim Uu1 (t1). (3.25)
From Condition II, the deﬁnition of , inequality (3.14), and equality (3.25), it
follows that linear subspaces V1(t2) and Us2 (t2) also intersect tranversally, and
<)V1(t2), U
s
2 (t2)

2
. (3.26)
From this and (3.24), it follows that the spaces V 1(t2) and Us2(t2) intersect tranversally,
and there exists a point 2 ∈ V 1(t2) ∩ Us2(t2) such that
|2| < . (3.27)
Let V2(t2) denote the orthogonal complement of the intersection V1(t2) ∩ Us2 (t2) in
the space V1(t2), and let V 2(t2) denote the space V2(t2) + 2. The space V 1(t2) =
V1(t2) + 1(t2) can be represented in the form V 1(t2) = V1(t2) + 2. On the other
hand, V 2(t2) = V2(t2)+ 2 and V2(t2) ⊂ V1(t2), which implies that V 2(t2) ⊂ V 1(t2).
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Let A2(t2) denote the ball V2(t2) ∩ B and let A(t2) = A2(t2)+ 2. We claim that
A2(t2) ⊂ A1(t2). (3.28)
Let T1 be the transformation of the space Rn onto inself given by the formula x → T1x,
where
T1x = (t2)−1(t1)(x − 1(t1))+ 1(t2). (3.29)
Let 2(t) be the solution of system (2.7) with initial values (t2) = 2. Using the
same arguments as in the proof of inequality (3.24), one can show that
|2(t1)| < 2. (3.30)
Let us now show that
2(t1) ∈ A1(t1). (3.31)
One has 2(t2) = 2 ∈ V 1(t2). Consequently, 2(t1) ∈ V 1(t1), and this inclusion
implies the inclusion 2(t1) − 1 ∈ V1(t1). Let us estimate the norm |2(t1) − 1|.
Since
|2(t1)− 1| |2(t1)| + |1|,
it follows from inequalities (3.9) and (3.30) that
|2(t1)− 1|(+ 2).
Consequently, one obtains the inequality
|2(t1)− 1|b, since  =
b
+ 2 .
From this inequality, one obtains the inclusion 2(t1) − 1 ∈ A1(t1), which implies
(3.31). From (3.31) it follows that T12(t1) ∈ T1A1(t1). From the deﬁnition of T1 it
follows that T12(t1) = 2(t2) = 2 and T1A1(t1) = A1(t2), and therefore
2 ∈ A1(t2). (3.32)
Let  be the boundary of A1(t2). We claim that
 ∩ A2(t2) = ∅. (3.33)
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Assume on the contrary that there exists a point x∗2 ∈ ∩A2(t2), Then the point x∗1 =
T −11 x∗2 is located in the boundary of A1(t1). Let x1 = x∗1 − 1. Then x1 is located in
the boundary of the ball A1(t1), which means that |x1| = b. Let x(t) = (t)−1(t1)x1,
then for x(t2) inequality (3.19) is true.
Let us estimate next the vector T1x∗1 = x∗2 . The deﬁnition of T1 gives us the equalities
T1x
∗
1 = (t2)−1(t1)(x∗1 − 1)+ 1(t2) = x(t2)+ 1(t2).
From this it follows that
|x∗2 | = |T1x∗1 | |x(t2)| − |1(t2)|,
and inequalities (3.19) and (3.24) then imply that
|x∗2 |
b
a1
sin

2
exp{1(t2 − t1)} − 2a1b exp{−1(t2 − t1)} − 2. (3.34)
On the other hand, x∗2 ∈ A2(t2). Hence, x∗2 can be represented in the form x∗2 = 2+x∗,
where x∗ ∈ A2(t2) and therefore |x∗|b. From this fact and inequality (3.27), it follows
that
|x∗2 | < + b. (3.35)
Inequalities (3.34) and (3.35) contradict inequality (3.3), which proves (3.33). The
intersection A1(t2) ∩ A2(t2) contains the point 2, so A1(t2) ∩ A2(t2) = ∅. The set
A1(t2) is a closed domain of the space V 1(t2) and A2(t2) is a closed ball located in
the space V 1(t2). From this and (3.33) inclusion (3.28) follows.
We have seen above that each solution of system (2.7) which begins in the ball A1(t1)
when t = t1 is bounded by 1, for t0 t t1. From this fact and (3.28), it follows that
each solution of system (2.7) beginning in the ball A2(t2) when t = t2 is bounded by
1, for t0 t t1. Let us show that this same bound holds for t1 t t2.
Let x2 ∈ A2(t2) and let x(t) be the solution of system (2.7) with initial values
x(t2) = x2. We will show that
|x(t)| < 1 for t1 t t2. (3.36)
From (3.28) it follows that x(t1) ∈ A1(t1). Let x(t1) = x1 + 1, then x1 ∈ A1(t1) and
x(t) = x(t)+ 1(t), (3.37)
where x(t) is the solution of system (2.1) such that x(t1) = x1. Let x1 = y1 + z1,
where y1 ∈ Us1 (t1) and z1 ∈ Uu1 (t1), and let y(t) and z(t) be the solutions of system
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(2.1) such that y(t1) = y1, z(t1) = z1. Let us show that |y1| < 2b. Assume on the
contrary that |y1|2b. In this case, since x1 ∈ A1(t1) which means |x1|b, for the
solution x(t) inequality (3.19) holds. From this inequality and inequalities (3.24) and
(3.3), it follows that
|x(t2)| > + b.
The last inequality contradicts the inclusion x(t2) = x2 ∈ A2(t2). This contradiction
proves that |y1| < 2b. From this inequality it follows that
|y(t)| < 2a1b exp{−1(t − t1)} for t1 t t2. (3.38)
since y1 ∈ Us1 (t1). Now inequality (3.38) implies that
|y(t)| < 2ab for t1 t t2. (3.39)
From (3.38) and (3.3) it follows that
|y(t2)| < b.
Since z(t2) = x(t2)− y(t2), we ﬁnd that
|z(t2)| < |x(t2)| + b. (3.40)
Also, equality (3.37) implies that
|x(t2)| |x(t2)| + |1(t2)| = |x2| + |1(t2)|.
By using this equality, together with inequality (3.24) and inclusion x2 ∈ A(t2), one
obtains
|x(t2)|b + + 2,
which in turn yields
|z(t2)|2b + (+ 2). (3.41)
Now the equation (t)−1(t1)Uu1 (t1) = Uu1 (t) follows from the deﬁnition of
hyperbolicity. Since z2 ∈ Uu1 (t1) it follows that z(t2) ∈ Uu1 (t2). From this inclusion
and inequalities (2.3) and (3.41), it follows that
|z(t)|a(2b + (+ 2)) for t1 t t2. (3.42)
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Next inequality (3.23) implies that
|1(t)|a(+ 1)+ . (3.43)
Since x(t) = y(t) + z(t), Eq. (3.37) and inequalities (3.39), (3.42), and (3.43) imply
that
|x(t)| < 4ab + a(2+ 3)+  for t1 t t2.
Inequality (3.36) now follows from the last inequality and (3.1).
By using the same arguments for the intervals [t2, t3], [t3, t4], . . . , [tm−1, tm], we ﬁnd
the point m ∈ Usm(tm) such that
|m| < 
and the solution (t) of system (2.7) with initial values (tm) = m will satisfy the
inequality
|(t)| < 1 for t0 t tm.
This solution will also satisfy the same bound, for tm t tm+1 = t ′. The same proof
used for inequality (3.17) now establishes this assertion. So we ﬁnd the solution (t)
of system (2.7) satisfying the inequality |(t)| < 1 for whole interval [t0, t ′], and the
lemma is proved.
4. Let the vector-function x = (t) be a -solution of system (1.1) deﬁned for t0 t t ′.
This vector-function satisﬁes the inequality
|˙(t)−X(t,(t))| <  for t0 t t ′. (4.1)
Let us make the change the variables x = (t)+ y in system (1.1). Then vector y will
satisfy the system
dy
dt
= X(t,(t)+ y)− ˙(t). (4.2)
Let us represent the vector X(t,(t)+ y) in the form
X(t,(t)+ y) = X(t,(t))+ X(t,(t))
x
y + F(t, y),
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where the vector-function F(t, y) is uniformly continuously differetiable with respect
to y and
F(t, 0) = 0, F(t, 0)
y
= 0. (4.3)
System (4.2) can be rewritten in the form
dy
dt
= X(t,(t))
x
y + F(t, y)+X(t,(t))− ˙(t). (4.4)
Let P(t) = X(t,(t))
x
and X(t,(t))− ˙(t) = f (t). Then system (4.4) has the form
dy
dt
= P(t)y + F(t, y)+ f (t), (4.5)
where f (t) is piece-wise continuous and satisﬁes the inequality
|f (t)| <  (4.6)
on the interval [t0, t ′].
Assume that the linear system
dy
dt
= P(t)y (4.7)
satisﬁes the conditions of the Lemma 3.1, with constants  and . Let positive number
 be so small that in the ball {y : |y|} vector-function F(t, y) satisﬁes the following
Lipschitz condition:
|F(t, y′)− F(t, y′′)| l |y′ − y′′|, (4.8)
where 0 < l < .
Theorem 4.1. If  < ( − l) then system (4.5) has a solution y = u(t) satisfying
the inequality
|u(t)| <  for t0 t t ′. (4.9)
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Proof. We will construct this solution u(t) by using the method of successive approx-
imations. Let u0 ≡ 0 be the zero approximation. Consider the linear system
dy
dt
= P(t)y + f (t).
From Lemma 3.1 it follows that this system has a solution y = u1(t) satisfying the
inequality
|u1(t)| <  for t0 t t
′. (4.10)
This solution u1(t) is the ﬁrst approximation.
The following approximations will be introduced inductively. Assume that approxi-
mations k = 0, 1, . . . , m are already constructed and satisfy the inequalities ||uk|| < 
and
||uk − uk−1|| < 
(
l

)k−1
. (4.11)
Let us consider the linear system
dy
dt
= P(t)y + F(t, um)− F(t, um−1). (4.12)
From Lemma 3.1, it follows that system (4.12) has a solution v(t) satisfying the
inequality
||v|| < 1

||F(t, um)− F(t, um−1)||. (4.13)
Now F satisﬁes
||F(t, um)− F(t, um−1)|| < l||um − um−1||.
Consequently, inequality (4.11) and (4.13) imply that
||v|| < 

(
l

)m
. (4.14)
Let the vector-function um+1 = um + v be the (m + 1)th approximation. From (4.14)
one obtains
||um+1 − um|| < 
(
l

)m
. (4.15)
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From the equality um+1 = u1 + (u2 − u1)+ · · · + (um+1 − um) and inequalities (4.11)
and (4.15), it follows that
||um|| < − l < . (4.16)
So, all approximations uk , for k = 0, 1, 2, . . . , exist and satisfy the inequalities ||uk|| <
 and (4.11). From (4.15) it follows that the sequence uk(t) is uniformly convergent.
Let
u(t) = lim
k→∞ uk(t).
From (4.16) it follows that
||u|| 
− l . (4.17)
From the deﬁnition of approximations uk(t) it follows that
duk
dt
= P(t)uk + F(t, uk−1)+ f (t)
and from this equality, we see that u(t) is the solution of system (4.5). The theorem
is proved.
5. Theorem 4.1 shows that our problem depends on the properties of the linear system
(4.7). Let us show how the analysis of system (4.7) can be done by using the computer
in spite of the length of the interval [t0, t].
Take an arbitrary number 1 > 0 and let h1 > 0 be such that if |t − t¯ | < h1, t, t¯ ∈
[t0, t ′], then |P(t)− P(t¯)| < 12 . Let 0 < h < h1 and let k = hk, for k = 0, 1, . . . , ,
and  < t ′, t ′ − h, +1 = t ′. Let the matrix P(t) be piece-wise constant and
deﬁned on the interval [t0, t ′] by the equalities:
P(t) = P(k) for t ∈ [k, k+1) and k = 0, 1, . . . , . (5.1)
The difference k+1 − k = h is such that
|P(t)− P(t)| < 1
2
for t0 t t ′. (5.2)
We now introduce the matrix
(t) = (I + P(k)(t − k))(I + P(k)h) . . . (I + P(0)h) (5.3)
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for k tk+1, for k = 0, 1, . . . , , where I is the unit matrix, (t) is piece-wise
linear and nondegenerate when h <
1
H
, where H is chosen so that |P(t)|H . From
(5.3) it then follows that
(t) = (I + P(k)(t − k))(k) (5.4)
for k tk+1, and k = 0, 1, . . . , .
Let us deﬁne the matrix Q(t) by
Q(t) = P(k)(I + P(k)(t − k))−1 (5.5)
for t ∈ [k, k+1), and k = 0, 1, . . . , . From equality (5.4) it follows that
d
dt
= P(k)(k)
or
d
dt
= P(k)(I + P(k)(t − k))−1(I + P(k)(k))(k)
for k < t < k+1, k = 0, 1, . . . , . From this equality and equalities (5.4) and (5.5),
we ﬁnd that
d
dt
= Q(t)(t) for t ∈ [t0, t ′].
In other words (t) is the fundamental matrix of solutions of the system
dx
dt
= Q(t)x such that (t0) = I. (5.6)
Let us estimate the difference Q(t)− P(t). For t ∈ [k, k+1) we have
Q(t)− P(t) = P(k)(I + P(k)(t − k))−1 − P(k). (5.7)
If h <
1
H
the matrix (I + P(k)(t − k))−1 can be represented by the series:
(I + P(k)(t − k))−1 = I − P(k)(t − k)+ P 2(k)(t − k)2 − · · ·
From this equality and equality (5.7), we obtain
|Q(t)− P(t)| = |P 2(k)(t − k)(I − P(k)(t − k)+ P 2(k)(t − k)2 − · · ·)|.
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Now this equality and the inequalities |P(t)| < H and t − k < h yield
|Q(t)− P(t)| < H 2h(1+Hh+H 2h2 + · · ·) = H
2h
1−Hh.
Consequently, if h 1
H(2H + 1) , then
|Q(t)− P(t)| < 1
2
for t ∈ [t0, t ′].
From this inequality and inequality (5.2) we obtain ﬁnally that
|Q(t)− P(t)| < 1 for t ∈ [t0, t ′]. (5.8)
Assume that system (5.6) is (a1, 1)-hyperbolic on an interval J ⊂ [t0, t ′] and let
U
s
(t) and Uu(t) be linear spaces from the deﬁnition of (a1, 1)-hyperbolicity of system
(5.6) and let 	 > 0 be such that <)Us(t), Uu(t)	 for t ∈ J . Let 0 <  < 1 and let
r = 2a11
(21 − 2) sin 	
, p = a
2
1
(1 + ) sin 	 .
From Perron’s Theorem [2] it follows that if r1 < 1 then system (4.7) is (a, )-
hyperbolic on the interval J with a = a1
(1− r)(1− p) and  =  and linear spaces
Us(t) and Uu(t) of this (a, )-hyperbolic system have following properties
dim Us(t) = dim Us(t), dim Uu(t) = dim Uu(t)
and if x = 0, x ∈ Ui(t), i = s, u, then
sin
(
<) x,U
i
(t)
)
< p .
From this it follows that if the matrix (t) (or system (5.6), it is the same) satisﬁes the
conditions of the Lemma 3.1, numbers 1− and 1 are sufﬁciently small, then system
(4.7) also satisﬁes the conditions of the Lemma 3.1 with the same t1, t2, . . . , tm.
In conclusion let us brieﬂy summarize our main points. Let (t) be a -solution
of system (1.1), and let  be a given number  > . So  is preciseness of our
calculations  is the radius of the neighbourhood of the curve x = (t) in which we
search a real solution (t) of system (1.1). First of all we construct the matrix P(t) =
X(t,(t))
x
, then using formula (5.3) we construct the matrix (t). If this known
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matrix satisﬁes the conditions of Lemma 3.2, then we should check the conditions of the
Theorem 4.1.
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