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Introduction
Bovine chymosin is an aspartic protease enzyme which selectively cleaves κ-casein proteins in milk, initiating coagulation to aid digestion. [1] It has recently been found that camel chymosin is an effective clotting agent for bovine milk. [2] The camel variant shows a 70% higher clotting activity for bovine milk, while exhibiting only 20% of the unspecific proteolytic activity. [2] By contrast, bovine chymosin poorly coagulates camel milk. Both bovine and camel chymosin are now marketed for use in the food industry, which has led to renewed interest both in understanding the disparity in their catalytic behaviour and in designing new variants with improved milk-clotting 2 properties. Figure 1 : Depiction of bovine chymosin-bovine κ-casein complex. κ-casein fragment in red aligned across the binding cleft of chymosin. Catalytic aspartic acid residues in green located within the binding cleft.
Bovine and camel chymosin have high sequence similarity (94%) and identity (85%) and similar three-dimensional structures. They both comprise 323 amino acids that fold into a psuedosymmetric bi-lobal structure forming a central binding cleft containing the catalytic residues Asp34 and Asp216. The side chains of the catalytic aspartic acid residues extend towards each other in a planar geometry, [3] which is stabilised by a network of hydrogen bonds with two threonine residues, referred to as "the fireman's grip". [4] Similar features are found in other homologous aspartic proteases. [5, 6, 7, 8] Within the substrate-binding cleft, there are 12 differences in the primary structure of bovine 3 and camel chymosin. Both variants of the enzyme have a positively charged patch on the N-terminal (residues 50-60) and a negatively charged patch on the C-terminal (residues 240-260) that interact with κ-casein. [9] . The positive patch is larger in camel chymosin through the replacement of a Gln56 in bovine chymosin by His56 in camel. The negatively charged patch in camel chymosin is found to be less negative through the replacement of Asp249 and Asp251 in bovine chymosin by Asn249 and Gly251 in the camel variant. In camel chymosin there are two additional positively charged patches that are not found in bovine chymosin. [10] The first resides in the C-terminal where a small positive patch comprises residues Arg242, Arg254 and Lys278, and the corresponding residues in bovine chymosin are hydrophilic but neutral. The second is found at the base of the binding cleft where the residues are Arg150 and Arg316 in camel chymosin, but Gln150 and Leu316 in bovine chymosin. The aligned primary sequence of the chymosin sensitive region of κ-casein of different species. The Pn and Pn' numbering follows the Schechter and Berger nomenclature, [11] where n increases with the distance from the scissile bond. Residues that differ between some of the species are highlighted in red. The residue numbers are shown to the right in parenthesis.
The substrate of chymosin is the 169 residue milk protein, κ-casein, which is found on the surface of milk serum aggregates called casein micelles. [12] The hydrophilic region of κ-casein protrudes from the micelles giving the structure stability against spontaneous aggregation. [13] Chymosin selectively cleaves bovine κ-casein at the PheP1-MetP1' bond and camel κ-casein at the PheP1-IleP1' bond, causing the hydrophilic C-terminal end of κ-casein to dissociate, thereby destabilizing the casein micelles initiating the release of insoluble casein proteins which results in milk clotting. [13] (The Px or Px' nomenclature is used to describe κ-casein residues on the two sides of the cleavage site, e.g. Ser104, Phe105, Met106 and Ala107 in bovine κ-casein are referred 4 to as SerP2, PheP1, MetP1' and AlaP2', respectively. Regions of chymosin that interact with the P2, P1, P1' and P2' residues are denoted S2, S1, S1' and S2' pockets, respectively. [11] ). The amino acid sequences of κ-caseins from different species in the region of the cleavage site are given in Figure 2 .
The crystal structure of a chymosin-inhibitor complex (RCSB PDB ID: 1CZI) and previous molecular modelling studies, suggest that κ-casein binds to chymosin in an extended secondary structure. [13, 14] This is supported by circular dichroism, solution NMR and molecular modelling studies of unbound κ-casein, all showing an extended structure in the region of the scissile bond. [15, 16] Molecular modelling and mutagenesis studies, propose that the P8-P7' residues are located in the chymosin binding cleft during catalysis. Recently the arginine residue in the P9 position has been implicated in binding because it is conserved in bovine, camel, pig, buffalo and goat chymosin. [17] Furthermore, a ArgP9His mutant is observed to be a poor substrate. [18] In κ-casein, residue SerP2 appears to be essential for the catalysis to take place. [19] The hydrophobic residues LeuP3, AlaP2' and IleP3' are crucial in giving the structure its hydrophobic qualities. [20] In camel κ-casein LeuP3 is replaced with a hydrophobic proline residue, retaining the same hydrophobic qualities as bovine chymosin. At the typical pH of milk, 6.6 -6.7, micelles carry a net negative charge.
In 1995 a study of complexes involving the HisP8-LysP6' fragment from bovine κ-casein coupled with bovine chymosin and porcine pepsin was investigated through restrained molecular dynamics. [14] The authors initially suggested that a cis-peptide bond between HisP8-His99 was crucial for interactions between Asp247 and His98. However in 1997 they revised this theory on the basis of results from molecular dynamics simulations using a longer peptide chain. [15] The 1997 study reported favourable interactions between κ-casein and chymosin (HisP4:Glu245, HisP6:Asp297 and LysP6':Glu133 respectively).
In 2010, unrestrained molecular dynamics simulations were carried out on bovine chymosin complexed with a fragment of κ-casein (ArgP9-LysP7'). [3] The trajectories showed the substrate binds in an extended pose and charged residues flank the scissile bond, stabilising the binding pose.
The κ-casein fragment can be seen binding to both N-and C-terminal domains: residues LysP6' 5 and LysP7' displace a conserved water molecule to bind to the N-terminal domain and the HPHPH sequence in residues P8-P4 binds to the C-terminal domain.
A solvent binding and computational alanine scanning study of chymosin-κ-casein complexes in 2013 highlighted that water binding sites on the surface of bovine chymosin help to stabilize the complex. [21] The authors demonstrated that relative binding thermodynamics of single-point mutants in bovine chymosin-bovine κ-casein complexes can be accurately calculated using molecular integral equation theory techniques.
Here we investigate the importance of individual amino acid residues in chymosin by calculating the influence each residue has on the binding free energy of chymosin to its substrate, κ-casein.
We focus on the 12 residues that are different in the active sites of bovine and camel chymosin in order to elucidate the influence they have on binding in each complex. For each of these residues, computational alanine scanning calculations are performed in all four chymosin-κ-casein complexes (Bov/Bov, Bov/Cam, Cam/Bov, Cam/Cam) using the Molecular Mechanics Three-Dimensional Reference Interaction Site Model (MM-3DRISM) methodology. Using MM-3DRISM permits accurate estimates of solvation and binding free energies and allows us to investigate solvent density effects that could not be studied by implicit continuum solvent models (as in e.g. MM-PBSA).
Theory

Calculation of ∆G bind
The thermodynamic parameter that characterizes the binding of a ligand (L) by a receptor (R) is the binding free energy (∆G bind ) for the process: [22] 
Methods such as thermodynamic integration (TI) and free energy perturbation (FEP) are consid- In MM-3DRISM, the binding free energy is computed according to:
The free energies of each species is evaluated as:
E gas describes the average energy of a species in the gas phase as a sum of internal, electro- 
Computational Alanine Scanning
The main aim of this work is to elucidate the effect that differences in the primary sequence of bovine and camel chymosin have on binding thermodynamics. It is therefore useful to have an estimate of the contribution that a single residue makes to the total binding free energy. For protein complexes, computational alanine scanning is one of the most widely used techniques. The difference between the mutant and wild-type complex is calculated, where one or more residues in the wild-type complex has been mutated to an alanine residue, described in Equation 6 .
Here, we probe the effects on binding thermodynamics by single point mutations on natural mutants between bovine and camel chymosin in the various chymosin-κ-casein complexes through computational alanine scanning.
Calculation of ∆G hyd -3D-RISM Solvent Model
3DRISM is a statistical mechanics based method for modelling biomacromolecules in solution phases. [34, 35, 36, 37] Only a brief description is given here as detailed explanations have been published elsewhere. [38] The 3DRISM equation relates 3D intermolecular solvent site -solute total correlation functions (h α (r)) to direct correlation functions (c α (r)) (where α corresponds to the solvent sites): [36, 34] 
Here N solvent is the number of sites in a solvent molecule. The term χ ξα (r) represents the bulk solvent susceptibility function which describes the mutual correlations of sites ξ and α of solvent molecules in the bulk solvent. It is obtained from the solvent intramolecular correlation function (ω solv ξα (r)), solvent site number density (ρ α ) and the site-site radial total correlation functions (h solv ξα (r)): χ ξα (r) = ω solv ξα (r) + ρ α h solv ξα (r) (we imply that each site in the molecule is unique, therefore ρ α = ρ for all α). [36] In this study these functions were obtained by solving the 1D-RISM equations of the solvent. [36, 39] N solvent closure relations are introduced in order to calculate h α (r) and c α (r):
Here B α (r) are bridge functionals, u α (r) represents the 3D interaction potential between the solute molecule and α solvent site, and β = 1/k B T, where k B is the Boltzmann constant and T is the temperature. The 3D interaction potential between the α site of solvent and solute molecule, is 9 predicted as a superposition of the site-site interaction potentials, depending on only the absolute distance between the particular solvent site and solute site, described in Equation 8 . The long-range electrostatic interaction term and the short-range term (Lennard-Jones potential) is used to represent the site-site interaction potential.
The exact bridge functionals B α (r) used in Equation 8 are an infinite series of integrals over high order correlation functions, and therefore incomputable. In practice, approximations are incorporated [40, 41, 36] or the form of these functionals are estimated from molecular simulations. [42] The simplest approximate bridge functional is the hyper-netted chain (HNC) closure in which B α (r) = 0. [32] Less severe approximations that also provide better numerical convergence of the 3D-RISM equations are offered by the PSE-1, PSE-2 and PSE-3 closures, [43] the first of which is more commonly referred to as the Kovalenko and Hirata (KH) closure. [44] Here the final solutions to the 3DRISM equations are obtained using the PSE-3 closure as described in more detail in the Methods section.
Within 3D-RISM theory there are a number of approximate functionals that allows one to use the total h α (r) and direct c α (r) correlation functions to analytically obtain values of the hydration free energy (HFE). [45, 27, 46] 
Partial Series Expansion-3 free energy functional (3D-RISM(PSE-3))
For the PSE-3 functional, the solute's excess chemical potential (solvation free energy) at infinite dilution is derived from the 3D-RISM solute-solvent correlation functions as follows ( Equation 9):
where ρ α is the number density of solvent sites α, Θ is a Heaviside step function, and ∆G HNC hyd is the solvation free energy calculated using the hypernetted-chain functional, which is given by: [31]
Gaussian Fluctuations free energy functional (3D-RISM(GF))
Developed by Chandler, Singh and Richardson, for 1D-RISM, and adopted by Kovalenko and
Hirata for the 3D-RISM case [36, 47] , the Gaussian fluctuations (GF) HFE functional is given as: 
Here P represents the 3D-RISM pressure and ∆V represents the volume change of the system upon solvation. P∆V is computed using methods described by Misin et al. [31, 32] ∆G PC H yd simply refers to the pressure corrected hydration free energy, 3D-RISM(PC).
3D-RISM(PC+)
The PC+ free energy functional is a further improvement on the PC functional where just the non-ideal mechanical work is subtracted from the hydration free energy. To accomplish this the ideal gas pressure expansion, P id is used to represent the ideal mechanical work, P id ∆V and is added to Equation 12 .
Here, and in the formula for the PC functional, ∆G 3D−RISM H yd is the solvation free energy calculated using the PSE-3 free energy functional (Equation 9). Although there is no compelling explanation as to why PC+ performs better than PC, there have been numerous reports of its benefits in the literature. [49, 32, 50, 31, 48] The PC+ functional has been shown to give accurate predictions of hydration free energies for neutral and ionised solutes, in both pure water and salt solutions at a wide-range of temperatures. [29, 30, 31, 32, 33] It has also been successfully applied to the prediction of solvation free energies in organic solvents. [49] 3 Materials and Methods
Molecular Dynamics Simulations
A total of 100 ns of unrestrained molecular dynamics simulations were run for each of the four
nates for each complex were taken from our previous work. [3, 51] The molecular dynamic simulations were run with the AMBER FF03 force field parameters developed by Duan et al. using NAMD [52] and the TIP3P water model. [53] Production simulations were run in the isothermal-isobaric (NPT) ensemble [54] at 1 atm. Langevin dynamics maintained the system temperature at 300K and the pressure was regulated by the Nosé-Hoover Langevin piston pressure control [55] , the piston was set to a target of 1.01325 bar, period set to 200fs, and decay set to 100 fs. [56] Periodic boundary conditions were applied to each system and the electrostatic interactions were calculated using the particle mesh Ewald (PME) method. [57, 58, 59 ] Van der Waals interactions had a cut-off distance of 10 Å and a switching distance of 9 Å. All hydrogen to hetero-atom bond distances were constrained by the SHAKE algorithm. [60, 61] The velocity verlet algorithm was set to update the equations of motions every 2 fs, and snapshots were stored every 2 ps.
Each simulation system was equilibrated for 4 ns. A 96 ns simulation was generated with a snapshot every 400 ps providing a 240 frame trajectory for analysis. To reduce unnecessary computational expense, MM-3DRISM and normal-mode entropy calculations were carried out on every third frame of this trajectory, as per previous MM-3DRISM studies. [27, 21] 
MM-3DRISM Calulations
Binding free energy of the κ-casein fragment to chymosin was calculated using the MM-3DRISM [27, 62] method at 298.15 K as implemented in AmberTools15, [63, 39] using a locally modified version of the MMPBSA.py program in which we implemented the PC and PC+ free energy functionals. [49] The calculations were carried out on single trajectories of each complex, this has proven to be both 
Computational Alanine Scanning
Computational alanine scanning calculations were carried out for 12 residues in the binding site that are natural mutants (different amino acids) in bovine and camel chymosin. All of these residues were within 4 Å of a residue in κ-casein for at least 70% of each of the molecular dynamics trajectories (measured using custom written VMD scripts) (Figure 3 ).
The Massova and Kollman [67] protocol was used to carry out the alanine scanning calculations, employing the same trajectories used in the binding free energy calculations. The Massova and
Kollman method assumes that the mutations do not significantly change the dynamics of the enzyme-
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Figure 3: Depiction of residues that are naturally different between bovine and camel chymosin (natural mutants), shown on a bovine chymosin-bovine κ-casein complex. The labels refer to the bovine residue first and the camel counterpart second. Purple residues show that the amino acid has a different polar charge in each version of chymosin. Blue residues show the amino acid has gone from a polar to a non-polar one, or vice-versa. Green residues show that the polarity (and charge) remains the same in camel and bovine chymosin even though the amino acids are different.
substrate system, thereby introducing the mutation after the simulations have been performed should provide accurate results. This assumption has been shown to be valid for a wide-range of protein-ligand systems. [68] It is also supported by molecular dynamics simulations of bovine chymosin complexes (unbound, inhibitor bound and substrate bound) which shows binding incurs no significant change in the conformation of the protein backbone. [69, 13, 3] The protocol has a number of advantages including being computationally much less demanding, and most importantly the use of the same trajectories allows for the cancellation of errors, resulting in more accurate results. [67, 70] In accordance with previous studies [67, 70, 71] and limited by computational expense, the entropy term was neglected for all alanine scanning calculations, since using the Massova and Kollman protocol the difference in entropy between mutant and wildtype proteins is expected to be negligible.
To calculate the difference that an alanine mutation makes on binding free energy we subtract the wild-type binding free energy from the mutant to give ∆∆G bind , (∆∆G bind = ∆G mutant −∆G wildt ype ).
A negative ∆∆G bind indicates a favourable mutation (the native system has higher binding free energy than the mutant), and positive results are unfavourable mutations (the native system has a lower binding free energy compared to the mutant). As reported in previous work [21, 72] residues can be classified on a basis of magnitude of ∆∆G bind ; warm (≥ 1 kcal/mol) or hot-spots (≥ 2 kcal/mol), representing a disproportionate contribution to the binding free energy.
Results and Discussion
Binding Free Energies
The binding free energies of the wildtype chymosin-κ-casein complexes were calculated using four different solvation free energy functionals in MM-3DRISM. Extensive previous benchmarking on solvation free energy data of organic molecules indicates that the PC+ functional gives more accurate results than the GF, PSE-3 or PC functionals. [29, 30, 31, 32, 33] In this section, which discusses binding free energies, we therefore focus on the results obtained using the PC+ functional, while the results of the other functionals are provided in the Supporting Information. The calculated binding free energies must be interpreted with caution because they do not include some terms relating to the loss of conformational freedom on binding (due to the use of a single-trajectory approach to the MM-3DRISM calculations) and because they only include harmonic contributions to the vibrational entropy; neither of these problems unduly affect the computational alanine scanning results because of favourable cancellation of errors. 
Alanine Scanning
To determine the importance of individual residues for free energy of binding, alanine scanning cal- difference for a given amino acid position in the four complexes will be grouped into two classes, corresponding to whether it is the native residue in bovine or in camel chymosin that contributes more favourably to the binding free energy. A negative ∆∆G shows that mutating the natural residue to alanine will result in a stronger binding, and a positive ∆∆G means the alanine mutation will result in a weaker binding.
Favoured Native Camel Residues
LYS221VAL
Residue 221 lies in the S4 pocket in close contact with either HisP4 (bovine) or ArgP4 (camel) of κ-casein. [72] On the basis of binding free energy calculations of the wildtype bovine complex only, it has previously been suggested that Val221 should be more favoured than
Lys221 for the binding of bovine κ-casein. [72] The results presented in Figure 4 are in good agreement with that prediction. Figure 4 shows that the Lys221Ala mutation in bovine chymosin is favoured (because it reduces unfavourable polar interactions with HisP4 in bovine κ-casein),
whereas by contrast the Val221Ala mutation in camel chymosin is unfavoured (because it reduces favourable nonpolar interactions). For the camel κ-casein substrate (5), the same trend is observed, but the effects are greater because ArgP4 (camel) is larger and more basic than HisP4 (bovine).
The unfavourable interaction between ArgP4 and Lys221 correlates with the observation that camel κ-casein is a poor substrate for bovine chymosin. This is supported by the experimental observation that a LysP4 mutant of bovine κ-casein is also a poor substrate for bovine chymosin.
[73] interacts with ArgP8 in κ-casein, the salt bridge is observed less frequently during the molecular dynamics simulation and the loss of binding free energy due to an Asp112Ala mutation is lower.
This trend agrees with recent experimental and computational research that suggests that in solution
Arg forms weaker salt bridges with Asp than Glu, [74] (although the chymosin environment would be expected to modulate this effect to some extent). However, in the context of chymosin-κ-casein complexes, it may also be partly due to the fact that the sidechain of Glu is longer than Asp and, hence, it can orientate itself better with respect to ArgP8. The alanine scanning data for bovine or camel chymosin binding to bovine κ-casein reveals a similar trend with the stronger salt bridge in the Cam/Bov complex (Glu112-HisP8) giving rise to a slightly larger value of ∆∆G bind than that in the Bov/Bov complex (Asp112-HisP8. HisP8 was modelled as the charged histidinium ion in agreement with previous work). [3] The α-helical region containing Asp112Glu has been implicated in allosteric activation of bovine chymosin by the P8-P4 residues of bovine κ-casein. [8] In this mechanism, the His-Pro cluster (HPHPH in P8-P4 of bovine κ-casein) interacts with the α-helix, which both allows the In all four complexes, residue 290 (Glu290 in bovine chymosin, Asp290 in camel chymosin)
forms intermittent hydrogen bonds with the sidechain of SerP2 and non-specific interactions with IleP3'; both of these residues are conserved in bovine and camel κ-casein (as well as goat, horse, pig and sheep κ-casein. to alanine strengthens the binding by ∼ 2 kcal/mol in the bovine chymosin complexes, whilst mutating Asn292 to alanine in the camel chymosin complexes has essentially no effect because the residue is largely solvent exposed ( Figure S7 , Supporting Information). Similarly, mutating Lys295 to alanine strengthens the binding by ∼ 2 kcal/mol in both bovine chymosin complexes ( Figure   8 ), whilst mutating Leu295 to alanine in the camel chymosin complexes has little effect because both Leu295 and Ala295 make similar weak van der Waals interactions with κ-casein (IleP3' and ProP5'). (Figure 9 ). In the 294 position, there is a weak preference for the Glu294 residue in camel chymosin, but the Gln294 residue in bovine chymosin contributes approximately the same amount to the binding free energy as an Ala residue ( Figure S8 , Supporting Information). The 294 residue points towards the sidechains of the P1 and P3 residues in κ-casein and is partially solvated in all four complexes.
An additional consideration is that Asn291 is a known glycosylation site in both bovine and camel chymosin. 
Favoured Native Bovine Residues
GLN242ARG
Residue 242 (Gln242 in bovine chymosin, Arg242 in camel chymosin) resides in a predominantly uncharged polar region on the surface of the C-terminal domain, where it interacts with the ArgP9 residue of κ-casein. Although early structural studies focused on the P8-P7' residues of κ-casein only, [14] the importance of the P9 position for binding has since been recognised because ArgP9 is conserved in bovine, camel, pig, buffalo, horse, and goat chymosin. [75] Furthermore, a variant of bovine κ-casein, in which the P9 position is occupied by a histidine, has been shown to be a poor substrate for bovine chymosin. [18] . The Gln242Arg mutation is the only sequence difference in the S9 pocket of bovine and camel chymosin. 
Other Residues
The remaining four residues that were analysed through computational alanine scanning show no significant difference in ∆∆G bind between bovine or camel chymosin complexes (Leu32Val, Ala117Ser, Met125Leu, and Val223Phe). The results for these residues are presented in the Supporting Information. It was found that changes in binding free energy were either too little to be considered a significant change, or the change was the same throughout all systems.
Changes in Solvent Density Distribution Due to Single-Point Mutations
As well as permitting estimates of solvation thermodynamics, the 3DRISM calculations provide information about the local solvation of protein-ligand binding sites that can be readily visualised.
The 3DRISM solvent density functions, g α (r) = h α (r) + 1, give the spatial distribution of solvent density on a grid around the protein-ligand complex. The changes in solvent density distribution that occurs from a single-point mutation in a chymosin-κ-casein complex can be illustrated by taking the difference between the spacial density distribution functions of the mutant and wildtype complexes for a single configuration of the complex: ∆g(r)m/w = g(r) mutant − g(r) wildtype .
[21] Figure 14 shows the corresponding isosurfaces at ∆g(r)m/w = 3, for each of the single point For Gln242Arg and Gln278Lys, the residue in bovine chymosin is more energetically favourable for binding. In the camel chymosin systems the alanine mutations are energetically favoured suggesting the polar positive residues in camel chymosin adversely influences the binding thermodynamics with κ-casein. By contrast, for residues Asp112Glu, Lys221Val and Lys295Leu, the native camel variant is most favoured. All of these residues occupy separate and predominantly non-polar pockets along the binding cleft where the natural polar positive residues in bovine chymosin adversely influences the binding thermodynamics. Analysis of the solvent density distributions obtained by 3DRISM
illustrate that, as might be expected, mutation of binding site residues to alanine leads to localised changes in solvent density, with the largest contributions coming from excluded volume effects and polar functional groups.
It should be noted that there are a number of factors that are a part of the enzymatic process, and binding free energy is just one of them. Factors not considered in this study such as covalent bond breaking/forming and association/dissociation kinetics also affect the enzymatic process.
Nonetheless, on the basis of the analysis carried out here, several residues have been identified for mutation with the aim of selectively modifying the bind free energy. Other aspects of chymosin catalysis, including the enzymatic reaction mechanism, are the subject of ongoing investigation in our research groups.
