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Abstract
Generative adversarial networks (GANs) are in-
creasingly attracting attention in the computer vi-
sion, natural language processing, speech synthe-
sis and similar domains. Arguably the most strik-
ing results have been in the area of image synthe-
sis. However, evaluating the performance of GANs
is still an open and challenging problem. Exist-
ing evaluation metrics primarily measure the dis-
similarity between real and generated images us-
ing automated statistical methods. They often re-
quire large sample sizes for evaluation and do not
directly reflect the human perception of the im-
age quality. In this work, we introduce an eval-
uation metric we call Neuroscore, for evaluating
the performance of GANs, that more directly re-
flects psychoperceptual image quality through the
utilization of brain signals. Our results show that
Neuroscore has superior performances to the cur-
rent evaluation metrics in that: (1) It is more consis-
tent with human judgment; (2) The evaluation pro-
cess needs much smaller numbers of samples; and
(3) It is able to rank the quality of images on a per
GAN basis. A convolutional neural network based
brain-inspired framework is also proposed to pre-
dict Neuroscore from GAN-generated images. Im-
portantly, we show that including neural responses
during the training phase of the network can sig-
nificantly improve the prediction capability of the
proposed model.
1 Introduction
There is a growing interest in studying generative adversar-
ial networks (GANs) [Goodfellow et al., 2014] in the deep
learning community. Specifically, GANs have been widely
applied to various domains such as computer vision [Karras
et al., 2018], natural language processing [Fedus et al., 2018],
speech synthesis [Donahue et al., 2018] and etc. Compared
with other deep generative models (e.g. variational autoen-
coders (VAEs)), GANs are favored for effectively handling
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sharp estimated density functions, efficiently generating de-
sired samples and eliminating deterministic bias. Due to these
properties GANs have successfully contributed to plausible
image generation [Karras et al., 2018], image to image trans-
lation [Zhu et al., 2017], image super-resolution [Ledig et al.,
2017], image completion [Yu et al., 2018] and etc.
However, three main challenges still exist currently in the
research of GANs: (1) Mode collapse - the model cannot
learn the distribution of the full dataset well, which leads to
poor generalization ability; (2) Difficult to train - it is non-
trivial for discriminator and generator to achieve Nash equi-
librium during the training; (3) Hard to evaluate - the evalu-
ation of GANs can be considered as an effort to measure the
dissimilarity between real distribution pr and generated dis-
tribution pg . Unfortunately, the accurate estimation of pr is
intractable. Thus, it is challenging to have a good estimation
of the correspondence between pr and pg . Aspects (1) and (2)
are more concerned with computational aspects where much
research has been carried out to mitigate these issues [Li et
al., 2015; Salimans et al., 2016; Arjovsky et al., 2017]. As-
pect (3) is similarly fundamental, however, limited literature
is available and most of the current metrics only focus on
measuring the dissimilarity between training and generated
images. A more meaningful GANs evaluation metric that is
consistent with human perceptions is paramount in helping
researchers to further refine and design better GANs.
Although some evaluation metrics, e.g. Inception Score,
Kernel Maximum Mean Discrepancy, The Fre´chet Inception
Distance, have already been proposed [Salimans et al., 2016;
Heusel et al., 2017; Borji, 2018], their limitations are obvi-
ous: (1) These metrics do not agree with human perceptual
judgments and human rankings of GAN models. A small
perturbation on images can have a large effect on the deci-
sion made by a machine learning system [Koh and Liang,
2017], whilst the intrinsic image content does not change. In
this respect, we consider human perception to be more ro-
bust to adversarial images samples when compared to a ma-
chine learning system; (2) These metrics require large sample
sizes for evaluation [Xu et al., 2018; Salimans et al., 2016].
Large-scale samples for evaluation sometimes are not realis-
tic in real-world applications since it is time-consuming; and
(3) They are not able to rank individual GAN-generated im-
ages by their quality i.e. the metrics are generated on a col-
lection of images rather than on a single image basis. The
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within GAN variances are crucial because it can provide the
insight on the variability of that GAN. In this work, we intro-
duce a novel metric named Neuroscore to evaluate the perfor-
mance of GANs, which is derived from a neuropsychological
response recorded via non-invasive electroencephalography
(EEG). Furthermore, we demonstrate and validate a brain-
inspired framework that calculates this Neuroscore for im-
ages without corresponding neural responses. We test this
framework via three models: Shallow convolutional neural
network, Mobilenet V2 [Sandler et al., 2018] and Inception
V3 [Szegedy et al., 2016].
In detail, Neuroscore is calculated via measurement of the
P300, an event-related potential (ERP) present in EEG, via a
rapid serial visual presentation (RSVP) paradigm. P300 and
RSVP paradigm are mature techniques in the brain-computer
interface (BCI) community and have been applied in a wider
variety of tasks such as image search [Gerson et al., 2006],
information retrieval [Mohedano et al., 2015], and etc. The
unique benefit of Neuroscore is that it more directly reflects
the human perceptual judgment of images, which is intu-
itively more reliable compared to the conventional metrics in
the literature [Borji, 2018]. In summary, our contributions are
three-fold:
• We combine human perception research with GANs re-
search. It is the first exploration of this research line and
demonstrates that it deserves being further exploited to
refine and design better GANs.
• We outline a novel experimental flow and propose
a brain-inspired evaluation metric called Neuroscore,
which has been demonstrated to be more effective for
evaluating GANs than STOAs.
• We propose a brain-inspired framework and training
strategy to generalize the use of Neuroscore, which can
be directly used for GANs evaluations without recording
EEG. This enables our Neuroscore to be more widely
applied to real-world scenarios.
2 Related Work
Three well-known metrics are compared with Neuroscore.
Inception Score (IS) is the most widely used metric in the
literature [Salimans et al., 2016; Xu et al., 2018; Borji, 2018].
It uses a pre-trained Inception network [Szegedy et al., 2016]
as an image classification modelM to compute
IS = exp
(
Ex∼pg [KL (pM (y|x) ||pM(y))]
)
.
Where pM(y|x) is the label distribution of x that is predicted
by the model M and pM(y) is the marginal probability of
pM(y|x) over the probability pg . A larger inception score
will have pM(y|x) close to a point mass and pM(y) close to
uniform, which indicates that the Inception network is very
confident that the image belongs to a particular ImageNet cat-
egory where all categories are equally represented. This sug-
gests the generative model has both high quality and diversity.
Kernel Maximum Mean Discrepancy (MMD) is a
method for comparing two distributions, in which the test
statistic is the largest difference in expectations over functions
in the unit ball of a reproducing kernel Hilbert space [Gretton
et al., 2012]. MMD is computed as
MMD2(pr, pg) = Exr,x>r ,∼pr,xg,x>g ∼pg[
k(xr,x
>
r )− 2k(xr,xg) + k(xg,x>g )
]
.
It measures the dissimilarity between pr and pg for some
fixed kernel function k, such as a Gaussian kernel [Li et al.,
2015]. A lower MMD indicates that pg is closer to pr, show-
ing the GAN has better performance.
The Fre´chet Inception Distance (FID) uses a feature
space extracted from a set of generated image samples by a
specific layer of the Inception network [Heusel et al., 2017].
The feature space is modelled via a multivariate Gaussian by
the mean µ and covariance Σ. FID is computed as
FID(pr, pg) = ||µr − µg||22 +Tr (Σr + Σg − 2(ΣrΣg)
1
2 ).
Similar to MMD, Lower FID is better, corresponding to more
similar real and generated samples as measured by the dis-
tance between their activation distributions.
For Inception Score, the score is calculated through the
Inception model [Szegedy et al., 2016]. It has been shown
that Inception Score is very sensitive to the model parameters
[Barratt and Sharma, 2018]. Even the score produced by the
same model trained using different libraries (e.g. Tensorflow,
Keras, PyTorch) differ a lot from each other. It also requires a
large sample size for the accurate estimation for pM(y). FID
and MMD both measure the similarity between training im-
ages and generated images based on the feature space [Xu et
al., 2018], since the pixel representations of images do not
naturally support for meaningful Euclidean distances to be
computed [Forsyth and Ponce, 2003]. The main concern for
these two methods is whether the distributional characteris-
tics of the feature space exactly reflects the distribution for
the images [Koh and Liang, 2017].
We listed the supported features of Neuroscore and tradi-
tional metrics in Table. 1. Neuroscore can not only evaluate
image quality as other metrics, but also have 3 unique char-
acteristics, which will be demonstrated in section 5.
Feature IS MMD FID Neuroscore
Evaluate image quality 3 5 3 3
Consistent with human 5 5 5 3
Small sample size 5 5 5 3
Rank images 5 5 5 3
Table 1: Comparison between Neuroscore and other metrics.
3 Preliminaries
3.1 Generative Adversarial Networks
A generative adversarial network (GAN) has two compo-
nents, the discriminator D and the generator G. Given a dis-
tribution z ∼ pz ,G defines a probability distribution pg as the
distribution of the samples G(z). The objective of a GAN is
to learn the generator’s distribution pg that approximates the
real data distribution pr. Optimization of a GAN is performed
with respect to a joint loss for D and G
min
G
max
D
Ex∼pr log[D(x)] + Ez∼pz log [1−D(G(z))] .
3.2 P300 (or P3) Component and Preprocessing
In neuroscience, the P300 ERP component is a voltage
changes in the brain that occurs in response to a target stim-
ulus [Polich, 2007], that can be measured as EEG. It re-
flects a participant’s attention, which can be modulated by
the specific instruction given to a participant. The P300 re-
sponse elicited by a target stimulus is typically evident be-
tween 300ms-600ms post stimulus presentation depending on
the type of task. EEG is normally recorded by using multiple
channels e.g. 32 channels, which makes it difficult to esti-
mate the P300 source amplitude. We use LDA beamformer
[Treder et al., 2016; Wang et al., 2018b] to reconstruct P300
source signal from the recorded raw EEG epochs.
Briefly, given a target EEG epoch Xi ∈ RC×T and a stan-
dard EEG epoch Ki ∈ RC×T (C is the number of channels
and T is time points in each EEG epoch). The optimization
problem for the LDA beamformer is to find a projection vec-
tor w ∈ RC×1 that solves the optimization problem:
min
w
w>Σw s.t.w>p = 1, (1)
where Σ ∈ RC×C is the EEG epoch covariance matrix
(Σ = 1N
∑N
i=1 XiX
>
i , N is number of trials) and p ∈ RC×1
is the spatial pattern difference between target and standard
condition [Treder et al., 2016]. The closed-form solution is
w = Σ−1p(p>Σ−1p)−1. (2)
The source signal of each single trial s can be obtained as
s = w>Xi = (p>Σ−1p)−1p>Σ−1Xi, (3)
where s ∈ R1×T . Hence, LDA beamformer enables transfor-
mation of multi-channel EEG epochs to single-channel EEG
epochs facilitating more robust measurement of the P300.
4 Methodology
4.1 Neuroscore
We used a rapid serial visual presentation (RSVP)
paradigm [Wang et al., 2016, 2018a] to elicit the P300 ERP.
Our experimental procedure is illustrated in [Wang et al.,
2018c]. We average the single-trial P300 amplitude (as
Neuroscore) to mitigate the background EEG noise [Polich,
2007], which renders a stable measurement of the EEG re-
sponse to a typical type of stimulus. In general, our Neu-
roscore is calculated via two steps: (1) Reconstruct P300
source signal from raw EEG; (2) Average the P300 amplitude
of each reconstructed single trial source signal across trials
(see Algorithm 1).
The proposed Neuroscore reflects a human’s perceptual re-
sponse to different GANs via EEG measurements, thus it is
consistent with the human perceptual judgment to GANs.
4.2 Brain-inspired Framework
We propose a brain-inspired framework in order to general-
ize the use of Neuroscore. This kind of framework is used
for predicting Neuroscore given images generated by one
of the popular GAN models. Figure. 1 demonstrates the
Algorithm 1 Calculation of Neuroscore
Input:
• X ∈ RN×C×T is the EEG signal corresponding to
the target stimulus, where N is the number of target
trials, C is the number of channels, and T is the
number of time points.
• K ∈ RM×C×T is the EEG signal corresponding to
the standard stimulus, M is number of standard tri-
als, C is number of channels, T is number of time
points. The target and standard EEG trials are al-
ready explained in section 3.2.
Output: Neuroscore
1: Σ = 1N
∑N
i=1 XiXi
> + 1M
∑M
i=1 KiKi
>
2: for ti in [400 ms, 600 ms] do
3: p = 1N
∑N
i=1 Xi,ti − 1M
∑M
i=1 Ki,ti
4: w = Σ−1p(p>Σ−1p)−1
5: Jti ← w>Σw
6: Wti ← w
7: end for
8: toptimal=argmintiJ
9: woptimal=Wtoptimal
10: tP300=[toptimal - 100 ms, toptimal + 100 ms] . This is
time window being detected for P300.
11: for i = 1 : N do
12: s = w>optimalXi
13: a = max(stp300 )
14: Ai ← a
15: end for
16: Neuroscore =
1
N
∑N
i=1Ai
brain-inspired framework used in this work1. Flow 1 shows
that the image processed by human being’s brain and pro-
duces single trial P300 source signal for each input image.
Flow 2 in Fig. 1 demonstrates the brain-inspired deep con-
volutional neural network (CNN) framework. The convolu-
tional and pooling layers process the image similarly as retina
done [McIntosh et al., 2016]. Fully connected layers (FC) 1-
3 aim to emulate the brain’s functionality that produces EEG
signal. Yellow dense layer in the architecture aims to predict
the single trial P300 source signal in 400-600 ms response
from each image input. In order to help model make a more
accurate prediction for the single trial P300 amplitude for the
output, the single trial P300 source signal in 400-600 ms is
fed to the yellow dense layer to learn parameters for the pre-
vious layers in the training step. The model was then trained
to predict the single trial P300 source amplitude (red point
shown in signal trail P300 source signal of Fig. 1).
4.3 Training Details
Mobilenet V2, Inception V3 and Shallow network were ex-
plored in this work, where in flow 2 we use these three net-
1We understand that human being’s brain system is much more
complex than what we demonstrated in this work and the flow in the
brain is not one-directional [She et al., 2016, 2018]. Our framework
can be further extended to be more biologically plausible.
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Figure 1: Brain-inspired framework and training details with adding EEG information. Our training strategy includes two stages: (1) Learning
from image to P300 source signal; (2) Learning from P300 source signal to P300 amplitude. loss1 is the L2 distance between the yellow layer
and the single trial P300 source signal in the 400 - 600 ms corresponding to the single input image. loss2 is the mean square error between
model prediction and the single trial P300 amplitude. loss1 and loss2 will be introduced in section 4.3.
work bones: such as Conv1-pooling layers. For Mobilenet
V2 and Inception V3. We used pretrained parameters from
up to the FC 1 shown in Fig. 1. We trained parameters from
FC 1 to FC 4 for Mobilenet V2 and Inception V3. θ1 is used
to denote the parameters from FC 1 to FC 3 and θ2 indicates
the parameters in FC 4. For the Shallow model, we trained
all parameters from scratch.
We added EEG to the model because we first want to find
a function f(χ) → s that maps the images space χ to the
corresponding single trial P300 source signal s. This prior
knowledge can help us to predict the single trial P300 ampli-
tude in the second learning stage.
We compared the performance of the models with and
without EEG for training. We defined two stage loss func-
tion (loss1 for single trial P300 source signal in the 400 - 600
ms time window and loss2 for single trial P300 amplitude) as
loss1(θ1) =
1
N
N∑
i=1
‖Struei − Spredi (θ1)‖22,
loss2(θ1,θ2) =
1
N
N∑
i=1
(ytruei − ypredi (θ1,θ2))2,
(4)
where Struei ∈ R1×T is the single trial P300 signal in the 400
- 600 ms time window to the presented image, and yi refers
to the single trial P300 amplitude to each image.
The training of the models without using EEG is
straightforward, models were trained directly to minimize
loss2(θ1,θ2) by feeding images and the corresponding sin-
gle trial P300 amplitude. Training with EEG information is
explained in Algorithm 2 and visualized in the “Flow 2” of
Fig. 1 with two stages. Stage 1 learns parameters θ1 to pre-
dict P300 source signal while stage 2 learns parameters θ2 to
predict single trial P300 amplitude with θ1 fixed.
Algorithm 2 Two training stages with EEG information.
Stage 1: Training parameters θ1.
Input: Images and averaged P300 signal Struei .
1: for number of training iterations do
2: Update θ1 by descending its stochastic gradient:
∇θ1 1N
∑N
i=1‖Struei − Spredi (θ1)‖22
3: end for
Stage 2: Freezing θ1, training parameters θ2.
Input: Images and single trial P300 amplitude ytruei .
4: for number of training iterations do
5: Update θ2 by descending its stochastic gradient:
∇θ2 1N
∑N
i=1(y
true
i − ypredi (θ1,θ2))2
6: end for
5 Results
5.1 EEG Improves Model Performance
Individual Participant Performance. Three models have
been validated for each individual participant as shown in Fig.
2. It can be seen that all three models trained with EEG out-
perform the models without EEG with smaller error and vari-
ances across almost all the individual subjects. Few failures
here might result from the number of EEG trials of individual
participant is not sufficient enough for training deep networks
to learn the mapping function f(χ) from image to EEG.
Cross Participant Performance. Table. 2 shows the error
for each model with EEG signal, with randomized EEG sig-
nal within each type of GAN and without EEG. All mod-
els with EEG perform better than models without EEG, with
much smaller errors and variances.
Adding EEG information reduces error in all three mod-
els (as the same error shown in Fig. 2), which are 0.151,
0.168 and 0.171 for Shallow, Mobilenet, and Inception re-
spectively. This indicates that the Inception model bene-
sub
sub
sub
Figure 2: Error of 3 models with and without EEG. Error is defined
as:
∑m
i |Neuroscore(i)pred − Neuroscore(i)true|, where m = 3 is the
number of GAN category used (DCGAN, BEGAN, PROGAN, 12
participants) and Neuroscore is obtained by averaging single trial
P300 amplitude. A smaller value indicates better performance.
Model Error mean(std)
Shallow net
Shallow-EEG 0.209 (±0.102)
Shallow-EEGrandom 0.348 (±0.114)
Shallow 0.360 (±0.183)
Mobilenet
Mobilenet-EEG 0.198 (±0.087)
Mobilenet-EEGrandom 0.404 (±0.162)
Mobilenet 0.366 (±0.261)
Inception
Inception-EEG 0.173 (±0.069)
Inception-EEGrandom 0.392 (±0.057)
Inception 0.344 (±0.149)
Table 2: Errors of 9 models for cross participants (“-EEG” indicates
models are trained with paired EEG, “-EEGrandom” refers to EEG
trials which are randomized in the loss1 within each type of GAN).
Results are averaged by shuffling training/testing sets for 20 times.
fits the most when adding EEG information in the training
stage. The performance of models with EEG is ranked as
follows: Inception-EEG, Mobilenet-EEG, and Shallow-EEG,
which indicates that deeper neural networks may achieve bet-
ter performance in this task. We used the randomized EEG
signal here as a baseline to see the efficacy of adding EEG
to produce better Neuroscore output. When randomizing the
EEG, it shows that the error for each three model increases
significantly. For Mobilenet and Inception, the error of the
randomized EEG is even higher than those without EEG in
the training stage, demonstrating that the EEG information in
the training stage is crucial to each model.
Figure. 3 shows that the models with EEG information
have a stronger correlation between predicted Neuroscore and
real Neuroscore. The cluster (blue, orange, and green circles)
for each category of the model trained with EEG (left column)
is more separable than the cluster produced by model with-
out EEG (right column). This conveys with EEG for training
models: (1) Neuroscore is more accurate; and (2) Neuroscore
is able to rank the performances of different GANs, which
cannot be achieved by other metrics [Borji, 2018].
Figure 3: Scatter plot of predicted and real Neuroscore of 6 models
(Shallow, Mobilenet, Inception with and without EEG for training)
cross participants by 20 times repeated shuffling training and test-
ing set. Each circle represents the cluster for a specific category.
Small triangle markers inside each cluster correspond to each shuf-
fling process. The dot at the center of each cluster is the mean.
5.2 Neuroscore Aligns with Human Perceptions
Figure. 5(a) shows the correlation between real Neuroscore
and human judgment (BE accuracy) according to three
GANs: BEGAN, DCGAN, and PROGAN. The statistical test
demonstrates the strong correlation between those two vari-
ables. This indicates that Neuroscore can be used to evaluate
GANs as it reflects human perceptual judgment.
We have already demonstrated the Neuroscore derived
from raw EEG is consistent with the human perception. We
are going to demonstrate the same property of Neuroscore
predicted from the brain-inspired framework. We compare
the Neuroscore with three widely used evaluation metrics.
The ultimate goal of GANs is to generate images that are in-
distinguishable from real images by human beings. There-
fore, consistency between an evaluation metric and human
Metrics DCGAN BEGAN PROGAN
1/IS 0.44 0.57 0.42
MMD 0.22 0.29 0.12
FID 63.29 83.38 34.10
Ours
1/Shallow-EEG 1.60 1.39 1.14
1/Mobilenet-EEG 1.71 1.29 1.20
1/Inception-EEG 1.51 1.34 1.24
Human (BE accuracy) 0.995 0.824 0.705
Table 3: Three conventional scores: Inception Score (IS), Maxi-
mum Mean Discrepancy (MMD), Fre´chet Inception Distance (FID),
and Neuroscore produced by three models with EEG for each GAN
category. A lower score indicates better performance of GAN. Neu-
roscore is consistent with human judgments.
perception is a critical requirement for the metric to be con-
sidered good. Table. 3 shows the comparison between Neu-
roscore and three traditional scores. To be consistent with all
the scores (smaller score indicates better GAN), we used 1/IS
and 1/Neuroscore for comparisons in the Table. 3. It can be
seen that human ranks the GAN performance as: PROGAN
> BEGAN > DCGAN. All three Neuroscores produced by
three models with EEG are consistent with human judgment
while other three conventional scores are not (they all think
that DCGAN outperforms BEGAN).
5.3 Neuroscore Needs Much Smaller Samples
The number of samples for evaluations is crucial in real-world
applications considering computational efficiency and efforts
for labeling. Traditional metrics need a large sample size to
capture the underlying statistical properties of the real and
generated images [Salimans et al., 2016; Xu et al., 2018]. In
practice, it should prefer the metric is not very sensitive to the
sample size. i.e. the small sample size can also make a good
estimation. Figure. 5(b) shows that Neuroscore converges sta-
bly at around 20 presentations of a specific image (for signal-
enhancement purposes), which is much less than the thou-
sands of images required by traditional methods [Borji, 2018;
Xu et al., 2018]. This is due to the fact that the P300 becomes
stable when dozens of EEG trials corresponding to one cate-
gory are available.
5.4 Neuroscore Can Rank Images
Another property of using Neuroscore is the ability to track
the quality of an individual image. Traditional evaluation
metrics are unable to score each individual image for two rea-
sons: (1) They need large-scale samples for evaluation; (2)
Most methods (e.g. MMD and FID) evaluate GANs based on
the dissimilarity between real images and generated images
so they are not able to score the generated image one by one.
For our proposed method, the score of each single image can
also be evaluated as a single trial P300 amplitude. We demon-
strate that using the predicted single trial P300 amplitude to
observe the single image quality in Fig. 4. This property pro-
vides Neuroscore with a novel capability that can observe the
variations within a typical GAN. Although Neuroscore and
IS are generated from deep neural networks. Neuroscore is
more suitable than IS for evaluating GANs in that: (1) It is
more explainable than IS as it is a direct reflection of human
DCGAN
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Figure 4: P300 for each single image predicted by the proposed
brain-inspired framework in our paper. Higher predicted P300 in-
dicates the better image quality.
perception; (2) Much smaller sample size is required for eval-
uation; (3) Higher Neuroscore exactly indicates better image
quality while IS does not.
5.5 Generalization of Neuroscore
We also included the RFACE images in our generalization
test. Figure. 5(c) demonstrates that the predicted Neuroscore
(a) (b)
(c) (d)
Figure 5: Performances of Neuroscore. (a). Correlation between
real Neuroscore and behavioral (BE) accuracy (human judgment in
behavioral task) across 12 participants. Neuroscore and BE are both
mean centered within each participant. The red line is the linear
regression fitting between Neuroscore and BE accuracy. Pearson
statistics: r(36) = −0.828, p = 4.766e − 10. (b). Neuroscore of
different evaluated sample size for each type of GAN. 200 repeated
measurements have been made by randomly shuffling the image
samples. (c). Scatter plot between predicted and real Neuroscore.
EEG corresponding to real face (RFACE) has been included to test
the generalization of the architecture. (d). Boxplot of Neuroscore
(from EEG signals) for each image category across 12 participants.
is still correlated with the real Neuroscore when adding the
RFACE images and the model ranks the types of images
as: PROGAN>RFACE>BEGAN>DCGAN, which is con-
sistent with the Neuroscore that has been measured directly
from participants shown in Fig.5(d).
Compared to traditional evaluation metrics, Neuroscore is
able to score the GAN based on very few image samples, rela-
tively. Recording EEG in the training stage could be the lim-
itation of generalizing Neuroscore to evaluate a new GAN.
However, the use of dry electrode EEG recording system
[Gargiulo et al., 2010] can accelerate and simplify the data
acquisition significantly. Moreover, GANs enable the possi-
bility of synthesizing the EEG [Hartmann et al., 2018], which
has wide applications in Brain-machine interface research.
6 Conclusion
In this paper, we outline Neuroscore and provide a brain-
inspired framework to calculate a synthetic Neuroscore for
evaluating the performance of GANs. Three deep network
architectures are explored and the results demonstrate that
including neural responses during the training phase of the
brain-inspired network improves its accuracy even when neu-
ral measurements are absent when evaluating on the test set.
We compared our Neuroscore measure to traditional evalua-
tion metrics and demonstrated the unique advantages of Neu-
roscore: (1) It is consistent with human perception; (2) It re-
quires a much smaller number of samples for calculation; and
(3) It can rank individual images in terms of quality within a
specific GAN.
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