Abstract. An efficient method to solve the eigenproblem of N x N symmetric tridiagonal matrices is proposed. Unlike the standard eigensolvers that necessitate O(N3) operations to compute the eigenvectors of such matrices, the proposed method computes both the eigenvalues and eigenvectors with only O(N2) operations. The method is based on serial implementation of the recently introduced Divide and Conquer algorithm [3] , [1], [4] . It exploits the fact that by O(N2) Divide and Conquer operations one can compute the eigenvalues of an N x N symmetric tridiagonal matrix and a small number of pairs of successive rows of its eigenvector matrix. The rest of the eigenvectors (either all together or one at a time) are computed by linear three-term recurrence relations. The paper is concluded with numerical examples that demonstrate the superiority of the proposed method for a special class of symmetric tridiagonal matrices, by saving an order of magnitude in execution time at the expense of sacrificing a few orders of accuracy, although for symmetric tridiagonal matrices in general, the method appears to be unstable.
. In case of clustered eigenvalues, however, the INVIT requires a more carefully chosen initialization, to avoid the loss of mutual orthogonality between the corresponding, closely "related" eigenvectors.
(and therefore better suited to) the DC algorithm, which computes the eigensystem of N x N ST matrices with only O(N2) sequential operations. The method employs linear three-term recurrence relations that successively compute the rows of the eigenvector matrix (or the components of each of the desired eigenvectors). The coefficients of these relations depend on the already computed eigenvalues, and the method hinges on the fact that the initial first two rows (or components) for the recurrence relations emerge naturally from the DC computation of these eigenvalues. Thus, the input data for the recurrence relations depends solely on the O(N2) operations for the DC calculation of the eigenvalues. Together with the additional O(N2) operations required to carry out these relations, we end up with an efficient O(N2) method to compute the whole eigensystem of ST matrices. It should be emphasized that the advantages of the DC algorithm are retained in our case. That is, we have a method which on the one hand is well suited to exploit parallelism; on the other h/nd, even when run in serial mode on large problems, the method is faster than the previously best sequential algorithms, e.g., [3] , [4] .
The main limitation of the proposed method lies in the possible instability of the three term recurrence relations mentioned above. In 4, we identify a useful class of ST matrices for which the corresponding recurrence relations are stable. In such stable cases, the numerical results of our method are almost as accurate as the standard DC algorithm. In the general case, however, the accuracy of our method may deteriorate for large N, N > 100, due to the instability of the corresponding recurrence relations.
To overcome the unstable error accumulation in such cases, one may restart the recurrence relations at any stage of the recursive iterations with two new successive rows of the eigenvector matrix. In 4, we show how to obtain two such successive rows for restarting, at the expense of O(N2) DC operations.
Due to the sensitivity of the three-term recurrence relations, their input data should be provided with high accuracy. To achieve this, we employ in 5 an improved root finderminteresting for its own sakenin order to solve the secular equation mentioned above. Numerical examples that demonstrate the efficiency as well as the limitations of the proposed method are presented in 6.
2. The Divide and Conquer algorithm--An overview. Let DN be an N x N diagonal matrix and let DN + trznzt be a Rank One Modification (ROM) of this matrix by a unit N-vector ZN. The spectral decomposition of such ROM matrices is the heart of the Divide and Conquer (DC) algorithm. Here we note that the problem of finding the spectral decomposition of an N-dimensional ROM matrix, the so-called updating problem, can be solved at the expense of no more than Const. N 2 operations [1] , [3] , [4] . Details Throughout the paper, vectors and matrices will be used with a subscript index denoting their dimension.
We can assume without restriction that N is even, N 2m, and that TN is already given in its unreduced form, i.e., ti,i+l 0, 1 _-< i_-< N- 1 The DC algorithm [3] , [1] , [4] is based on the fact that in order to solve the eigenproblem of N-dimensional ST matrices, it is sucient to solve this problem for (N/2)-dimensional ST matrices. Specifically, if 
The total work spent on the second stage in all iterations amounts to 2 Const. N2.
Consequently, the total operations cost of the DC algorithm, (2.4a), (2.4b ), for finding the eigenvalues of an N x N ST matrix is (2 Const. + 2)N2.
3. An O(N2) method for the eigensystem of N x N ST matrix. Given an N x N ST matrix TN, we can compute its eigenvalues by the DC algorithm (2.4a), (2.4b) at the expense of no more than O(N2) operations. (2) Two successive rows of PN that will serve as initial data for the recursive three-term relations (3.2) . The proposed method hinges on the observation that two such rows emerge naturally from that part of the DC algorithm (2.4a), (2.4b) which computes the eigenvalues of TN. Indeed, from the last n-1 iteration of (2.4a) we have at our disposal the unit N-vector zN, which according to (2.3a) satisfies In fact, as observed by Cuppen [3] , this number of operations can be substantially reduced by up to O(N log N) operations, in practical cases which employ sufficiently many deflations.
Consequently, equating the m and m/ 1 rows of (2.3c), we obtain the two initial successive rows as p(m)= (Z2, Os/2)tQN, The error analysis of the proposed method depends on two ingredients:
(1) The accuracy of the input data for (3.5a), (3.5b) , namely, the errors accumulated in computing the eigenvalues As =diag (,(1), A(2), ", A(N)) and the two successive rows pm), p,+l) of Ps. The size of these errors is determined by the stability properties of the DC algorithm (2.4a), (2.4b). In this context, we recall that stable behavior of the DC algorithm hinges on an accurate solution of the ROM problem (2.4b) (see [1] , [3] , [4] ). In 5, we borrow from [1] , [3] , and [4] , discussing a root finder for an accurate computation of the eigenvalues A2 k+l which are obtained as the roots of the characteristic equation associated with the ROM matrix in (2.4b).
(2) The second source of error is due to accumulation of rounding errors in the recurrence relations (3.5a), (3.5b). In order to examine this error accumulation, we rewrite (3.5) as a one-step iteration Hence the error in the ith iteration of (3. [3, 3] . An alternative approach to overcome the instability problem, which better suits the proposed method, is to restart the recurrence relations (3.5) 5. Solution of the updating problem. In this section we follow [1] and [3] in a discussion of the promised O(N) method for solving the updating problem (2.3b), i.e., computing the eigensystem of DN + zz. Without loss of generality we may assume that cr > 0 and that the problem has been deflated, so that the components of zN=(z <1)... z<N)) t, as well as the difference between any two diagonal entries of D =diag (dll < d22 <" <s dNN), are different from zero (in practice we take a neighbourhood of zero with a preassigned tolerance, say e); consult [1] , [3] , and [4, 4] .
In this case, it follows that the eigenvalues of the updating problem A <i), 1 (1) The zero-finder proposed by Bunch et al. [1] , which is based on rational interpolation, employs the values off(A) and its first derivative, f'(h). The advantage of this zero-finder (which will be referred to as "zeroinder") is that it produces a monotonic sequence of approximations in (d., d+l,+l) that converges quadratically to h (). However, it is very sensitive near the ends of the intervals (d,, di+l,+l), where the derivative involved, f'(h), becomes singular.
(2) Cuppen [3] advocated the "zeroinrat" zero-finder of Bus and Dekker [2] , which is based on rational interpolation of three f-values in the interval (d,, d+l,+).
This algorithm is more robust than the "zeroinder," for it does not involve f'(h);
consequently, it avoids the previous diculty of singular derivatives near d. and, moreover, it saves half the operations per iteration. Yet, the current "zeroinrat" algorithm lacks the monotonicity propey we had before, and, therefore, it requires safeguarding to ensure that we remain within the desired interval (this decreases the convergence rate to 1.839).
Assuming that either one of these zero-finders requires no more than a constant number of iterations to compute (with some preassigned tolerable accuracy) each root of (5 .2), then the required eigenvalues h (), i= To enhance the stability propeies of the whole DC algorithm, the updating problem should be solved with maximum accuracy. To achieve this, we now present an efficient implementation for the solution of this problem, based on the ingredients described above.
As a first step we reformulate (5.2) in a manner suggested in proceeds by carefully monitoring a mixture of the two zero-finders mentioned above. Namely, the "zeroinder" algorithm will be used when we are well inside the interval of interest, (0, 6+,), while we switch to the "zeroinrat" algorithm when we approach either end of this inteal. To decide upon the switching policy, we first quote the following. 
has a simple root, 1(), in the interval (0, +,). Since () dominates () in that interval and they are both monotonically increasing, we can use this root (that is found by solving a simple quadratic equation) as a lower bound for (). Similarly, the function
has a simple root h () in the interval (0, 6+,), which may serve as an upper bound for ().
Returning to our problem of finding the roots of () in (5.5), we use the "zeroinder" algorithm when inside the (0, +1,) interval. This requires us to compute W(), and Lemma 5.1 indicates that as we approach either end of the interval, the computation of W'() involves factors of e -4 that will lead to an underflow problem. To avoid this situation, we use a switching policy, which in each step tests if either one of the following inequalities is satisfied"
as an indication that we are in the neighborhood of the singular ends, in which case we use the "zeroinrat" algorithm instead. This "switching" policy enabled us to achieve, with the usual 64-bit arithmetic, more than satisfactory results that otherwise would have required the less attractive extended precision arithmetic. (3.4) , which makes use of the three-term recurrence relations (3.5a), (3.5b). The input data for these relations, the eigenvalues A ti) and the two initial successive row vectors p%"), pN '+1) were supplied with maximum accuracy, with the help of the updating solver described in 5 that avoids extended precision. Indeed all our calculations, including the pathologically ill-conditioned W+N-Wilkinson's matrices, were carried out with a 64-bit arithmetic.
The first set of results includes "well-behaved" matrices taken from [7, (7.4 )-(7.9)].
The entries along the diagonals of these matrices are "slowly varying" and their eigenvalues are equally distributed. The stability analysis in 3 indicates bounded amplification factors in these cases, and the numerical results confirmed the expected stable behavior of our method. Table 1 Finally, the last group of matrices that were tested consists of randomly generated entries in [-1, 1] . The results obtained are summarized in Table 3 .
We observe that excellent results are obtained by our method for such randomly generated matrices of order up to N---100. If additional restarting procedures were employed every 100-200 iterations, it would enable us to achieve highly accurate results for matrices of almost any practical size. In summary, we conclude that the proposed method for solving the eigenproblem of ST matrices provides a competitive alternative to the standard eigensolvers for a certain class of such matrices; by sacrificing a few orders of accuracy, the method enables one to save order of magnitude in the total execution time. This conclusion was confirmed by further extensive numerical experiments reported in [5] .
