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THE TRACIAL ROKHLIN PROPERTY FOR AN INCLUSION OF
UNITAL C∗-ALGEBRAS
HYUN HO LEE AND HIROYUKI OSAKA
Abstract. We introduce and study a notion of Rokhlin property for an inclusion
of unital C∗-algebras which could have no projections like the Jiang-Su algebra. We
also introduce a notion of approximate representability and show a duality between
them. We demonstrate the importance of these notions by showing the permanence
of the tracial Z-absorbingness and the strict comparison property.
1. Introduction
The Rokhlin property has been central in the study of group actions on operator
algebras, or noncommutative dynamical systems and has played a role of a kind of
strong “freeness” or “outerness”. This property was initially studied in the classifica-
tion of group actions on von Neumann algebras through the works of A. Connes [2],
V. Jones [16], and A. Ocneanu [26]. The Rokhlin property was taken over to the case
of C∗-algebras by R. Herman and V. Jones [7], R. Herman and A. Ocneanu [8], where
they worked on infinite tensor product automorphisms of the UHF algebras. This
property became a powerful tool in the classification program of C∗-algebras since
O. Bratteli, A. Kishimoto, M. Rordam, and E. Stromer showed the Rokhlin property
for the shift of the CAR algebra, which was employed to classify some class of purely
infinite nuclear C∗-algebras [1]. In addition, it has been a catalysis in the study of
automorphisms of C∗-algebras to obtain outer conjugacy of automorphisms [19, 20].
In [12] M. Izumi gave a formal definition of the Rokhlin property for finite group
actions on unital C*-algebras and classified finite group actions on some class of
unital C*-algebras with the Rokhlin property [13]. However, in the case of a finite
group action the Rokhlin property is rigid and imposes K-theoretic restrictions on
both the algebra and the action [13], thus many C∗-algebras do not admit any finite
group action with the Rokhlin property. While for the single automorphism case the
Rokhlin property is much common in some cases, but still requires the existence of
many projections whenever we ask for. The less restrictive one, the tracial Rokhlin
property for finite group actions has been suggested by N. C. Phillips motivated from
the definition of H. Lin’s tracial toplogical rank [32], in which the Rokhlin projections
are not required to add up to 1, but close to 1 up to a small tracial error. Related
to the classification program, the (tracial) Rokhlin property was shown to be useful
to answer the permanence problem whether the crossed product C∗-algebra or the
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fixed point algebra keeps the same property when the original algebra has a structural
property (see [30] for instance).
But still the notion of tracial Rokhlin property requires the existence of projections,
so called (SP)-property, thus it is not applicable to the projectionless C∗-algebras like
the Jiang-Su algebra. To deal with such a situation, a tracial-type generalization in
which projections are replaced by positive elements were considered in [9] and a far-
reaching higher dimensional analog is considered in [11]. Moreover, the weak Rokhlin
property for finite groups actions on simple unital C*-algebras was considered in [9],
[25], [36] and others. The link between finite group actions on C∗-algebras and inclu-
sions of unital C∗-algebras is given by the fact that the pair of the fixed point algebra
Aα and A, and the pair of the crossed product algebra A⋊α G and A are inclusions
of index-finite type in the sense of Watatani [38] provided that α : G → Aut(A)
is outer. In this note we will adapt such a generalization in the finite group action
on unital C∗-algebras to inclusions of unital C∗-algebras and study how regularity
properties in Elliott classification program are related in the lowest dimensional case
from the point of view of Rokhlin dimension. Apart from this technical reason there
is a natural philosophy guiding a suitable adaptation; while ∗-homomorphisms are
for projections, completely positive maps of oder zero are for positive contractions.
In other words, one may justify the adaptation by inducing completely positive maps
of order zero out of any generalizations using positive elements. This point of view
is also reflected in the deep work of Gardella, Hirshberg and Santiago [6]. Thus any
suitable generalization of Rokhlin property using positive elements may implicate a
completely positive map of order zero (see [10, 24] for example). We also show that
this principle is observed in our generalization of the Rokhlin property for inclusions
of unital C∗-algebras and its dual notion-so called the generalized approximate rep-
resentability.
Related to a tracial version of Z-stability and strict comparision property, we think
that our generalization of Rokhlin property is optimal in the sense that both notions
are best suited with completely positive maps of order zero and our notions naturally
induce such maps. This paper is organized as follows; In section 2 we review the
definition of an inclusion of unital C∗-algebras of index-finite type and an order zero
map between C∗-algebras, establish notations for them, and prove some basic prop-
erties related to both of them. In section 3 we define the generalized tracial Rokhlin
property for an inclusion of unital C∗-algebras of index-finite type P ⊂ A and induce
an order zero map from P to the sequence algebra of A. In section 4, we define the
dual notion of the generalized tracial Rokhlin property called the generalized traical
approximate representability for an inclusion of unital C∗-algebras of index-finite type
P ⊂ A and induce that there is an order zero map from the C∗-basic construction
to the sequence algebra of A. In section 4.6, we show a duality between two notions
introduced in previous sections. Finally we show that the permanence of the tracial
Z-absorption and the strict comparison property for inclusion of unital C∗-algebras.
2. Preliminaries and notations
In this section, we briefly review the basic material of inclusions of unital C∗-
algebras and the notion of an order zero map with some preparations, and introduce
notations related to them as well.
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Definition 2.1 (Watatani[38]). Let P ⊂ A be an inclusion of unital C∗-algebras and
E : A→ P a conditional expectation. Then we say that E has a quasi-basis if there
exist elements {(uk, vk)} for k = 1, . . . , n such that for any x ∈ A
x =
n∑
j=1
ujE(vjx) =
n∑
j=1
E(xuj)vj .
In this case, we define the Watatani index of E as
IndexE =
n∑
j=1
ujvj .
In other words, we say that E has a finite index if there exists a quasi-basis.
It is proved that once we know the existence of a quasi-basis then a quasi-basis can
be chosen as {(u1, u∗1), . . . , (un, u∗n)} so that IndexE is a nonzero positive element in
A commuting with A. Thus if A is simple, it is a nonzero positive scalar.
We also recall Watatani’s notion of the C∗-basic construction of the above triple
(P,A,E : A → P ); since we only consider the case that the conditional expectation
E : A → P is of index-finite type, we do not distinguish the reduced construction
and maximal one.
Definition 2.2. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A → P
a conditional expectation. Now we assume E is faithful. Let EE be the Hilbert P -
module completion of A by the norm given by a P -valued Hermitian bilinear form
〈x, y〉P = E(x∗y) for x, y ∈ A. As usual L(EE) will be the algebra of adjointable
bounded operators on EE. There are an injective ∗-homomorphism λ : A → L(EE)
defined by a left multiplication and the natural inclusion map ηE from A to EE. The
the Jones projection eP is defined by
ep(ηE(x)) = ηE(E(x)).
Then the C∗-basic construction is the C∗-algebra given by
C∗〈A, eP 〉 = {
n∑
i=1
λ(xi)ePλ(yi) | xi, yi ∈ A, n ∈ N}.
When E is of index-finite type, there is a dual conditional expectation Ê from
C∗〈A, eP 〉 onto A such that for x, y ∈ A
Ê(λ(x)epλ(y)) = (IndexE)
−1xy.
Moreover, Ê is also of index-finite type and faithful.
From now on, otherwise stated, we only consider a faithful conditional expectation.
Moreover, we will skip λ when we write an element of C∗〈A, eP 〉, i.e., write xeP y
instead of λ(x)ePλ(y).
We need a structure theorem of an inclusion of C∗-algebras of index-finite type.
Theorem 2.3. [14, Theorem 3.3] Let P ⊂ A be an inclusion of unital C∗-algebras of
index-finite type. Then
(1) If A is simple, then P is a finite direct sum of simple closed two-sided ideals.
(2) If P is simple, then A is a finite direct sum of simple closed two-sided ideals.
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Moreover, if A = ⊕Ai then each Ai is of the form Az where z is the projection in
Z(A) the center of A.
Definition 2.4. [39, Definition 1.3] It is said that two positive elements a, b in a C∗-
algebra A are orthogonal if ab = ba = 0, and denoted as a ⊥ b. For B a C∗-algebra
let φ : A → B be a completely positive map. φ is said to have order zero if for any
two positive elements a, b
a ⊥ b =⇒ φ(a) ⊥ φ(b).
In this note without confusion we shall call φ order zero map if φ is a completely
positive map which has order zero. Then a structure theorem for an order zero map
is known [39].
Theorem 2.5 (Winter and Zacharias). Let A and B be C∗-algebras, and let φ : A→
B be an order zero map. Set C := C∗(φ(A)) ⊂ B.
Then, there are a positive element h ∈ M(C) ∩ C ′ with ‖h‖ = ‖φ‖ and a ∗-
homomorphism
πφ : A→M(C) ∩ {h}′
such that
πφ(a)h = φ(a) for a ∈ A.
If A is unital, then h = φ(1A) ∈ C.
The following simple observation will be used repeatedly.
Lemma 2.6. Let A be a simple unital C∗-algebra and φ : A → B be an order zero
map. Then φ is injective.
Proof. Write φ(·) = hπφ(·) as in Theorem 2.5. Consider a ∈ A and b ∈ Kerφ. Then
φ(ab) = hπφ(ab)
= hπφ(a)πφ(b)
= πφ(a)hπφ(b)
= πφ(a)φ(b) = 0
Therefore ab ∈ Kerφ. Similarly ba ∈ Kerφ. It is shown that Kerφ is a closed ideal
and it must be 0 since A is simple. 
Proposition 2.7. Let P ⊂ A be an inclusion of unital C*-algebras of index-finite
type. Suppose that P is simple. Then any order zero map from A to a C*-algebra B
is injective.
Proof. By Theorem 2.3, we can decompose A = ⊕Ai where each Ai is a simple
unital C∗-algebra. Let φ be an order zero map from A to a C*-algebra B. Then the
restriction of φ on each Ai is also an order zero map, say φi. Note that for distinct
i, j φi and φj are disjoint in the sense that φi(a)φj(b) = 0 = φj(b)φi(a) for any a ∈ Ai
and b ∈ Aj . In fact, if a ∈ Ai and b ∈ Aj then a ⊥ b in A, thus
φi(a)φj(b) = hπφ(a)hπφ(b) = h
2πφ(ab) = 0 = h
2πφ(ba) = hπφ(b)hπφ(a) = φj(b)φi(a).
It follows that if each φi is injective then φ =
∑
i φi is injective. Since each φi is
injective by Lemma 2.6, we are done. 
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Lemma 2.8. Let P ⊂ A be an inclusion of unital C∗-algebras of index-finite type
and ψ an order zero map from C∗〈A, eP 〉 to a C∗-algebra D with ψ(eP ) = e. Write
ψ(·) = hπψ(·) as in Theorem 2.5. Then ψ(aeP )e = 0 implies that πψ(E(a)eP )e = 0
for a ∈ A.
Proof. Since ψ(1) = h, e = ψ(eP ) ≤ h. Note that ψ(aeP )e = 0 implies that
πψ(aeP )he = 0. Then
0 ≤ πψ(aeP )eeπψ(aeP )∗
≤ πψ(aeP )e1/2ee1/2πψ(aeP )∗
≤ πψ(aeP )e1/2he1/2πψ(aeP )∗
≤ πψ(aeP )heπψ(aeP )∗ = 0 (h commutes with ψ(eP ).)
Thus
πψ(aeP )e = 0.
So
πψ(eP )πψ(aeP )e = πψ(ePaeP )e = πψ(E(a)eP )e = 0.

3. The generalized tracial Rokhlin property for an inclusion of
unital C∗-algebras of index-finite type
Throughout this note, for a C∗-algebra A, we set the C∗-algebra of bounded se-
quence over N with values in A and the ideal of sequences converging to zero as
follows;
l∞(N, A) = {(an) | {‖an‖} bounded}
c0(N, A) = {(an) | lim
n→∞
‖an‖ = 0}.
Then we denote by A∞ = l
∞(N, A)/c0(N, A) the sequence algebra of A with the
norm of a given by lim supn ‖an‖, where (an)n is a representing sequence of a. We
can embed A into A∞ as a constant sequence, and we denote the central sequence
algebra of A by
A∞ ∩ A′.
We save the notation . for the Cuntz subequivalence of two positive elements; for
two positive elements a, b in A we write a . b if there is a sequence (xn) in A such
that ‖xnbx∗n − a‖ → 0 as n → ∞. Often when p is a projection, we see that p . a
if and only if there is a projection in the hereditary C∗-subalgebra generated by a
which is Murray-von Neumann equivalent to p. For more details, we refer [3, 34, 35]
for example.
We first begin with the following observation based on [28, 29].
Proposition 3.1. Let A be a unital simple separable C∗-algebras. We consider P ⊂ A
an inclusion of unital C∗-algebras of index-finite type and let e ∈ A∞ ∩ A′ be a
projection and define g as (IndexE)E∞(e). The the following are equivalent;
(1) (IndexE)eeP e = e,
(2) g is a pojection in P∞,
(3) ge = e = eg
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Proof. (1)→ (2): It is enough to show that g2 = g which is followd by
g2eP = (IndexE)E∞(e)(IndexE)E∞(e)eP
= (IndexE)2E∞(e)eP eeP
= (IndexE)2eP eeP eeP
= (IndexE)eP eeP
= geP
(2)→ (3): Since A is simple, we have the following Pimsner-Popa inequality
E(x∗x) ≥ x
∗x
(IndexE)2
.
It follows that
E∞(e) ≥ e
(IndexE)2
,
g ≥ e
(IndexE)
.
Therefore
(1− g) e
IndexE
(1− g) = 0.
(e(1− g))∗(e(1− g)) = 0.
Thus e(1− g) = 0.
(3)→ (1):Let f = (IndexE)eeP e. Then
f 2 = (IndexE)eeP e(IndexE)eeP e
= (IndexE)2eeP eeP e
= (IndexE)e(IndexE)E∞(e)epe
= (IndexE)egepe
= (IndexE)eeP e = f
Thus f is a projection so that f ≤ e. Since Ê(e− f) = e− e = 0, the faithfulness of
Ê implies that e = f . 
Recall that E : A→ P has the tracial Rokhlin property if for every nonzero positive
element z in A∞ there exist a projection e ∈ A∞∩A′ such that i) (IndexE)E∞(e) is a
projection in P∞ and ii) 1− (IndexE)E∞(e) is Murray-von Neumann equivalent to a
projection zA∞z [29]. Since we want to deal with the case that A has no projections,
we suggest the following notion for the tracial Rokhlin property based on the above
observation.
Definition 3.2. Let A be a simple unital C∗-algebra and E : A → P inclusion of
unital C∗-algebras of index-finite type. We say that E has the generalized tracial
Rokhlin property if for every positive nonzero element a ∈ A∞ there is a positive
nonzero contraction e in A∞ ∩A′ such that
(1) (IndexE)e1/2eP e
1/2 = e,
(2) 1− (IndexE)E∞(e) . a.
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Proposition 3.3. Let A be a simple unital C∗-algebra and E : A → P inclusion
of unital C∗-algebras of index-finite type. Suppose that e ∈ A∞ ∩ A′ is a positive
contraction. Then the following are equivalent;
(1) (IndexE)e1/2eP e
1/2 = e.
(2) (IndexE)E∞(e)e
1/2 = e3/2.
Proof. Suppose that (IndexE)e1/2eP e
1/2 = e, then for a ∈ A
ae3/2 = (IndexE)Ê∞(ePae
3/2)
= (IndexE)Ê∞(ePa(IndexE)eeP e
1/2)
= (IndexE)2Ê∞(E∞(ae)eP e
1/2)
= (IndexE)E∞(ae)e
1/2
Put a = 1A and we have e
3/2 = (IndexE)E∞(e)e
1/2.
Conversely, let f = (IndexE)e1/2epe
1/2. Then
f 2 = (IndexE)2e1/2epeeP e
1/2
= (IndexE)2e1/2E∞(e)eP e
1/2
= (IndexE)(IndexE)E∞(e)e
1/2epe
1/2
= (IndexE)e3/2epe
1/2
= ef.
It follows that e1/2f 1/2 = f = f 1/2e1/2. Then
(e1/2 − f 1/2)2 = e− f.
Therefore e ≥ f , and moreover Ê(e− f) = 0. So e = f . 
Remark 3.4. In the above definition, if e is a projection satisfying the conditions
(1) and (2) in Definition 3.2 then E has the tracial Rokhlin property by Proposition
3.1; for every positive element z ∈ P∞ there is a Rokhlin projection e ∈ A∞ ∩ A so
that
(1) (IndexE)E∞(e) = g is a projection,
(2) 1 − g is Murray-von Neumann equivalent to a projection in the hereditary
subalgebra of A∞ generated by z in A∞,
(3) A ∋ x→ xe ∈ A∞ is injective.
Definition 3.5. (Hirshberg and Orovitz) Let G be a finite group and α : Gy A an
action on a simple unital separable C∗-algebra A. It is said that α has the generalized
tracial Rokhlin property if for every nonzero positive element a in A∞ there are
mutually orthogonal positive contractions {eg}g∈G ⊂ A∞ ∩ A′ such that
(1) αg,∞(eh) = egh for every g, h ∈ G,
(2) 1−∑g∈G eg . a.
Example 3.6. ([6, Corollary 2.5]) Let A be an infinite dimensional, simple, finite,
unital C∗-algebra with the tracial rank zero and at most countably many extreme qu-
asitraces and α : Gy A an action of a finite group G on A. If dimcRok(α) <∞, then α
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has the generalized Rokhlin property. A concrete example comes from [6, Proposition
2.8], which is a cyclic group action on a higher dimensional noncommutative torus.
Example 3.7. ([6, Theorem 2.10]) Let A be a unital Kirchberg algebra, and α : Gy
A an action of a finite group G. Then α has the generalized tracial Rokhlin property
if and only if α is pointwise outer (that is, αg is not inner for all g ∈ G \ {1}).
Given a finite group action α : G y A, we always have the natural conditional
expection from A to the fixed point algebra Aα defined by
E(a) =
1
|G|
∑
g∈G
αg(a).
If α has the generalized tracial Rokhlin property then it is shown that α is outer so
that E : A→ Aα is of index-finite type by [15] [38].
Proposition 3.8. Let G be a finite group and α : G y A an action on a simple
unital separable C∗-algebra A. Then α has the generalized tracial Rokhlin property if
and only if E : A→ Aα has the generalized tracial Rokhlin property.
Proof. Suppose α has the generalized tracial Rokhlin property. Then for a nonzero
positive element a in A∞ take e = e1 for 1 ∈ G. Note that (IndexE) = |G| for
E : A→ Aα.
(IndexE)E∞(e)e
1/2 =
∑
g
αg,∞(e1)e
1/2
= (
∑
g
eg)e
1/2
= e3/2.
Moreover,
1− (IndexE)E∞(e) = 1−
∑
g
eg . a.
Conversely, suppose that E : A→ Aα has the generalized Rokhlin property. For a
nonzero positive element a in A∞ we consider the Rokhlin contraction e in A∞ ∩A′.
We take eg = αg,∞(e). Obviously,
1−
∑
g
eg = 1− (IndexE)E∞(e) . a.
Since |G|E∞(e)e1/2 = e3/2, we have
e
∑
g∈G
eg = e
2.
It follows that
e
∑
g 6=1
α∞,g(e) = 0.
Since α∞,g(e)’s are positive, eeg = 0 for g 6= 1. Therefore eheg = 0 for g 6= h ∈ G. 
Now we proceed to show that the simplicity of P when E : A → P has the
generalized tracial Rokhlin property and A is simple,
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Proposition 3.9. Let P ⊂ A be an inclusion of separable unital C∗-alebras of index-
finite type. Suppose that a conditional expectiona E : A → P has the generalized
tracial Rokhlin property. If A is simple, then P is also simple.
Proof. First observe that if C is a finite direct sum of unital simple C∗-algebras, then
C ∩ C ′ = C implies C is simple.
Let B = C∗〈A, eP 〉 be the basic construction and Ê : B → A the dual conditional
expectation. Since A simple, IndexE is scalar and Index Ê = IndexE. Since B is
stably isomorphic to P , we are going to show that B ∩ B′ = C. Then this implies
that B is simple by Theorem 2.3 and the above observation.
Consider a Rokhlin positive contraction e. Take x ∈ B ∩A′ of the form∑i aieP bi.
Then
exe = e(
∑
i
aieP bi)e
=
∑
aieeP ebi
=
∑
i
ai(IndexE)
−1e2bi
= eÊ(x)e
Note that Ê(x) in A ∩A′. Thus e(B ∩A′)e ⊂ e(A ∩ A′)e. Consequently,
e(B ∩ B′)e ⊂ e(B ∩ A′)e ⊂ e(A ∩A′)e = eCe
We claim that exe = 0 for x ∈ B ∩ A′ implies x = 0. Note that for x ∈ B ∩ A′
xe = ex. If exe = 0, then eÊ(x∗x)e = ex∗xe = x∗exe = 0. But A is simple so that
the order zero map A ∋ x→ exe is injective by Lemma 2.6. Thus Ê(x∗x) = 0. Since
Ê is faithful, x = 0. This implies that B ∩B′ = C. 
Now we would like to derive an order zero map from A to P∞ when the inclusion
P ⊂ A of index-finite type has the generailzed tracial Rokhlin property.
Proposition 3.10. Let A be a simple unital C∗-algebra. Suppose that an inclusion
P ⊂ A of index-finite type has the generalized tracial Rokhlin property. Then for any
nonzero positive element z ∈ A∞ there is an injective order zero map β : A → P∞
such that
(1) β(1) = (IndexE)E∞(e),
(2) 1− β(1) . z,
(3) β(p) = p(IndexE)E∞(e) = pβ(1).
Proof. For any nonzero positive element z ∈ A∞ let e be a Rokhlin positive contrac-
tion such that g = (IndexE)E∞(e) and 1−g . z. We define β(a) = (IndexE)E∞(ae)
for a ∈ A. Then β(1) = (IndexE)E∞(e) = g and 1 − β(1) . z. Moreover,
β(p) = p(IndexE)E∞(e) = pβ(1) holds. It remains only to show that β is an or-
der zero map.
10 HYUN HO LEE AND HIROYUKI OSAKA
We note that for a ∈ A
eae = (IndexE)Ê∞(ePae
2)
= (IndexE)Ê∞(ePa(IndexE)eeP e)
= (IndexE)2Ê∞(E∞(ae)eP e)
= (IndexE)E∞(ae)e.
Now let a and b two positive orthogonal elements, i.e. ab = ba = 0. Then
β(a)β(b) = (IndexE)E∞(ae)(IndexE)E∞(be)
= (IndexE)E∞((IndexE)E∞(ae)be)
= (IndexE)E∞((IndexE)E∞(ae)eb)
= (IndexE)E∞(eaeb)
= (IndexE)E∞(eabe) = 0.
Similarly, β(b)β(a) = 0. Since β is a composition of two completely positive maps
x 7→ e1/2xe1/2 and a 7→ E∞(a), it follows that β is an order zero map. Since A is
simple, β is injective by Lemma 2.6. 
4. The generalized tracial approximate representability for an
inclusion of unital C∗-algebras of index-finite type and duality
Definition 4.1. Let P ⊂ A be an inclusion of unital C∗-algebrasof index-finite type
with a conditional expectation E : A → P . We say E has the generaiized tracial
approximate representability if for every nonzero positive element a in A∞ there exist
a positive contraction e ∈ P∞ ∩ P ′, a positive contraction r ∈ A∞ ∩ A′ and a finite
set of elements {ui} ⊂ A such that
(1) e1/2xe1/2 = E(x)e for every x ∈ A,
(2)
∑
i uieu
∗
i = r and re
1/2 = e3/2 = e1/2r
(3) 1− r . a in A∞
(4) the map x 7→ xe is injective for x ∈ P .
Remark 4.2. If A has the (SP)-property and e is a projection satisfying the con-
ditions (1) and (2) in Definition 4.1 then E is tracially approximately representable;
for every nonzero positive element z ∈ A∞ there exist a projection e ∈ P∞ ∩ P ′, a
projection r ∈ A∞ ∩A′, and a finite set {ui} ⊂ A such that
(1) eae = E(a)e for all a ∈ A,
(2)
∑
i uieu
∗
i = r, and re = e = er,
(3) 1− r is Murray-von Neumann equivalent to a projection in zA∞z in A∞,
(4) the map P ∋ x 7→ xe is injective.
We can derive an order zero map from the basic construction C∗〈A, eP 〉 to A∞
when the inclusion P ⊂ A has the generalized tracial approximate representability.
Proposition 4.3. Let P ⊂ A be an inclusion of unital C∗-algebras of index-finite type
with a conditional expectation E : A → P has the generalized traical approximately
representability. Then for every nonzero positive element z in A∞ there is an injective
order zero map ψ : C∗〈A, ep〉 → A∞ such that
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(1) ψ(a) = aψ(1) = ψ(1)a for every a ∈ A,
(2) 1− ψ(1) . z.
Proof. Let B = C∗〈A, ep〉. For a nonzero positive element z in A∞ there exist there
exist a positive contraction e ∈ P∞ ∩ P ′, a positive contraction r ∈ A∞ ∩ A′ and a
finite set of elements {ui} ⊂ A such that
(1) e1/2xe1/2 = E(x)e for every x ∈ A,
(2)
∑
i uieu
∗
i = r and re
1/2 = e3/2 = e1/2r
(3) 1− r . z in A∞
(4) the map x 7→ xe is injective for x ∈ P .
Then we define ψ(xeP y) = xey for x, y ∈ A and extend it since any element of B is a
finite sum of xeP y’s. We must check whether it is well defined. It is enough to show
that ∑
i
xieP yi = 0 =⇒
∑
i
xieyi = 0.
Since
∑
i xieP yi = 0,
(
∑
i
xieP yi)
∗(
∑
j
xjeP yj) = 0∑
i,j
y∗i ePx
∗
ixjeP yj = 0∑
ij
y∗iE(x
∗
ixj)eP yj = 0
Then
Ê(
∑
ij
y∗iE(x
∗
ixj)eP yj) = (IndexE)
−1(
∑
ij
y∗iE(x
∗
ixj)yj) = 0.
It follows that
∑
i,j y
∗
iE(x
∗
ixj)yj = 0 or
(1)
(
y∗1 . . . y
∗
n
0
)E(x∗1x1) . . . E(x∗1xn)... ...
E(x∗nx1) . . . E(x
∗
nxn)
y1...
yn
0
 = 0.
Note that
E(x∗1x1) . . . E(x∗1xn)... ...
E(x∗nx1) . . . E(x
∗
nxn)
 is positive and (1) implies that
(
y∗1 . . . y
∗
n
0
)E(x∗1x1) . . . E(x∗1xn)... ...
E(x∗nx1) . . . E(x
∗
nxn)
1/2 = 0.
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Thus
(
∑
i
xieyi)
∗(
∑
j
xjeyj)
=
∑
i,j
y∗i ex
∗
ixjeyj
=
∑
i,j
y∗iE(x
∗
ixj)e
2yj
=
(
y∗1 . . . y
∗
n
0
)E(x∗1x1) . . . E(x∗1xn)... ...
E(x∗nx1) . . . E(x
∗
nxn)
e2y1...
e2yn
0
 = 0
It follows that
∑
i xieyi = 0.
Now let us show that ψ is completely positive. First we note that it is enough to
condsider an element in Mn(N) whose ij-th entry is z
∗
i zj where {z1, . . . , zn} ⊂ B.
Write zi =
∑n(i)
k=1 x
i
kepy
i
k. Then
z∗i zj =
n(i)∑
k=1
n(j)∑
l=1
(yik)
∗E((xik)
∗xji )eP y
j
l
If we put wi =
∑n(i)
k=1 xke
1/2yik for each i, then
ψ(z∗i zj) =
n(i)∑
k=1
n(j)∑
l=1
(yik)
∗E((xik)
∗xji )ey
j
l
=
n(i)∑
k=1
n(j)∑
l=1
(yik)
∗e1/2(xik)
∗xjie
1/2yjl
= w∗iwj
This shows that ψ is completely positive.
Next we show that ψ has order zero. Suppose that u =
∑n
i=1 xieP yi ⊥ v =∑m
j=1 rjeP sj. Then
uv = (
n∑
i=1
xieP yi)(
m∑
j=1
rjeP sj)
=
∑
i,j
xiE(yirj)eP sj = 0
Thus ∑
i,j
xiE(yirj)esj = 0.
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Using re = er = e2 and r ∈ A∞ ∩A′, we have
φ(u)φ(v) = (
∑
i
xieyi)(
∑
j
rjesj)
=
∑
i,j
xiE(yirj)e
2sj
=
∑
i,j
xiE(yirj)ersj
= (
∑
i,j
xiE(yirj)esj)r = 0.
Similarly, we can show that φ(v)φ(u) = 0.
We claim that {ui} ⊂ A satisfying condition (2) is a quasi-basis. To prove that we
first show the following fact; if a positive element a ∈ A satisfies ae2 = 0, then a = 0.
Since ψ is an order zero map, we can write ψ(·) = hπψ(·). Then
ae2 = 0 =⇒ ψ(aep)e = 0.
By Lemma 2.8, πψ(E(a)eP )e = 0. Thus,
hπψ(E(a)eP )e = 0
ψ(E(a)eP )e = 0
E(a)e2 = 0
eE(a)1/2E(a)1/2e = 0
(E(a)1/2e)∗(E(a)1/2e) = 0
It follows that E(a)1/2e = 0 and E(a)e = 0. Since P ∋ x 7→ xe is injective and E is
faithful, a = 0. So we finish the proof. Now we proceed to show our claim.
Using again re = e2 = er, note that for a ∈ A
ae2 = are = rae
=
∑
i
uieu
∗
iae
=
∑
i
uiE(u
∗
ia)e
2.
It follows that a =
∑
i uiE(u
∗
ia). Similarly, a =
∑
iE(aui)u
∗
i . Hence {(ui, u∗i )} is a
quasi-basis. Then
∑
i uiePu
∗
i = 1, so ψ(1) = r.
1− ψ(1) = 1− r . z.

Remark 4.4. In the proof of Proposition 4.3, we have shown that the set {ui} gives
rise to a quasi-basis for E.
Let us recall the notion of the tracial approximate representability of a finite abelina
group action of N. Phillips which is a tracial version of M.Izumi’s original definition.
Definition 4.5. Let G be a finite abelian group and A be an infinite dimensional
unital separable simple C∗-algebra. We say α : G y A is tracially approximately
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representable if for every positive nonzero element z in A∞, there are a projection e
in A∞ ∩A′ and a unitary representation ω : G→ eA∞e such that
(1) ag(eae) = ωg(eae)ω
∗
g in A∞,
(2) α∞,g(ωh) = ωh for all g, h ∈ G,
(3) 1− e is Murray-von Neumann equivalent to a projection zA∞z.
Theorem 4.6. [23, Corollary] Let G be a finite abelian group, α an outer action of G
on an infinite dimensional simple separable unital C∗-algebra A such that A⋊α G is
simple, and E as in Proposition 3.8. Then α is tracially approximately representable
if and only if E is tracially approximate representable.
Based on the above theorem, we suggest a definition of the generalized tracial
approximate representabilty of a finite abelian group as follows.
Definition 4.7. Let G be a finite abelian group, α an outer action of G on an infinite
dimensional simple separable unital C∗-algebra A such that A⋊α G is simple, and E
as in Proposition 3.8. Then α has the generalized tracial approximate representability
if E is has the generalized tracial approximate representability.
5. Dualitites between Rokhlin property and approximate
representability
In this section we keep A to be a unital simple infinite dimensional C∗-algebra since
we do not want A to be a type I C∗-algebra. The reason for this is that we need
the following technical lemma concerning the existence of many orhogonal positive
elements.
Lemma 5.1. [33, Lemma 2.4] Let A be a simple C∗-algebra which is not of type I.
Let a be a nonzero positive element in A and n any nonzero positive integer. Then
there exist nonzero positive elements b1, b2, . . . , bn ∈ A such that b1 ∼ b2 ∼ · · · ∼ bn,
such that bjbk = 0 for j 6= k, and such that b1 + b2 + + bn ∈ aAa.
Lemma 5.2. Let P ⊂ A be an inclusion of unital C∗-algebras of index-finite type.
Suppose q . e2p in A∞ for two positive elements p, q ∈ P∞ and pe = ep where e is
a positive contraction in A∞ ∩ A′ for a conditional expectation E : A→ P such that
(IndexE)e1/2eP e
1/2 = e. Then q . p in P∞.
Proof. By the assumption, there exists a sequence xn in A∞ such that
lim
n→∞
‖xne2px∗n − q‖ = 0.
Take yn =
√
IndexEE∞(xne) ∈ P∞. Then as n→∞
ynpy
∗
n =
√
IndexEE∞(xne)p
√
IndexEE∞(ex
∗
n)
= (IndexE)E∞(xnpe)E∞(ex
∗
n)
= E∞((IndexE)E∞(xnpe)ex
∗
n)
= E∞(xnpe
2x∗n) (see the proof Proposition 3.3)
= E∞(xne
2px∗n)→ E∞(q) = q.

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The following lemma is crucial as an analogous result of [23, Lemma] for positive
elements.
Definition 5.3. Let 1 ∈ P ⊂ A. We say a conditional expectation E : A→ P is outer
if for any element x ∈ A with E(x) = 0 and any nonzero hereditary C∗-subalgebra C
of A,
inf{‖cxc‖ | c ∈ C+, ‖c‖ = 1} = 0.
Remark 5.4. When P ⊂ A is of index finite-type and of finite depth, and is an
irreducible, that is A′ ∩ P is trivial, then E becomes outer by [14].
Lemma 5.5. Let P ⊂ A be an inclusion of unital C∗-algebras of index-finite type
and E : A → P be an outer conditional expectation . Then for any nonzero positive
element a ∈ A there is a nonzero positive element b in P such that b . a.
Proof. Since E is outer for any non-zero positive element a in A and an arbitrary
positive number ǫ there is a positive element c in P such that
‖c(a− E(a))c‖ < ǫ, ‖cE(a)c‖ ≥ ‖E(a)‖ − ǫ.
See the proof of Theorem 2.1 in [27] for more details.
Then we take b = cE(a)c. It follows that from [17, Lemma 2.5]
(b− ǫ)+ . cac . a,
(b− ǫ)+ = f(b) where f : R+ → R+ is given by f(t) = max{t− ǫ, 0} 
We now use the above technical lemmas to prove our main result; we also derive a
consequence of it.
Theorem 5.6. Let P ⊂ A be an inclusion of unital infinite dimensional C∗-algebras
and E : A → P be an outer conditional expectation . If we denote by B the basic
construction for E, then we have a dual conditional expectation Ê : B → A. Further
assume that A is simple and Ê is also outer. Then
(1) E has the generalized tracial Rokhlin property if and only if Ê has the gener-
alized tracial approximate representability.
(2) E has the generalized traical approximate representability if and only if Ê has
the generalized tracial Rokhlin property.
Proof. (1): Assume that E has the generalized tracial Rokhlin property. Let z be a
nonzero positive element in B∞. Since P is simple by Proposition 3.9, B is also simple
by [38, Corollary 2.214]. Then A ⊂ B is also an inclusion of unital simple infinite
dimensional C∗-algebras of index-finite type. By Lemma 5.5, there is a nonzero
positive element p in P∞ such that p . z (more precisely, we need to apply Lemma
5.5 twice for representing sequences). Let {(vi, v∗i ) | i = 1, . . . , n} be a quasi-basis
for E. By Lemma 5.1 there are mutually equivalent orthogonal positive contractions
r1, . . . , rn in pP∞p since P is not type I. For one of such positive contractions, we
can take a Rokhlin contraction e ∈ A∞ ∩ A′ such that 1 − (IndexE)E∞(e) . ri for
i = 1, . . . , n.
Now let ui =
√
IndexEvieP and g = (IndexE)E∞(e). Then we can easily see that
n∑
i=1
uieu
∗
i =
∑
i
vigepv
∗
i .
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Thus for any x ∈ A
∑
i
uiÊ(u
∗
ix)e =
∑
i
(IndexE)vieP Ê(eP v
∗
i x)e =
(∑
i
vieP v
∗
i
)
xe = xe.
Similarly, we can show that
∑
i eÊ(xui)u
∗
i = ex.
Let r =
∑
i uieu
∗
i . Since geP = eP g and g ∈ P∞ ∩ P ′,
We verify that r ∈ B∞ ∩ B′. Let a ∈ A.
ra =
∑
i
vigePv
∗
i a
=
∑
i
vigeP
(∑
k
E(v∗i avk)v
∗
k
)
=
∑
i
vi
(∑
k
E(v∗i avk)geP v
∗
k
)
=
∑
k
∑
i
viE(v
∗
i avk)gePv
∗
k
=
∑
k
avkgePv
∗
k = ar,
reP =
∑
i
vigePv
∗
i eP =
∑
i
vigE(v
∗
i )eP
=
∑
i
viE(v
∗
i )eP g = geP ,
eP r =
∑
i
eP vieP gv
∗
i =
∑
i
E(vi)eP gv
∗
i
=
∑
i
gePE(vi)v
∗
i = geP .
Since (IndexE)e1/2ePe
1/2 = e, for x, y ∈ A
e1/2(xeP y)e
1/2 = xe1/2eP e
1/2y = x(IndexE)−1ey = (IndexE)−1xye = Ê(xeP y)e.
Thus we have shown that
e1/2be1/2 = Ê(b)e for b ∈ B.
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Now denote by {eij}ni,j=1 the matrix units in Mn. In B∞ ⊗Mn
(1− r)⊗ e11 = [
∑
i
vi ⊗ e1i][
∑
k
(1− g)eP ⊗ ekk][
∑
j
v∗j ⊗ ej1]
∼ [
∑
k
(1− g)eP ⊗ ekk]1/2[
∑
j
v∗j ⊗ ej1][
∑
i
vi ⊗ e1i][
∑
k
(1− g)eP ⊗ ekk]1/2
.
∑
k
(1− g)eP ⊗ ekk
.
∑
k
rkeP ⊗ ekk
∼ (
∑
k
rk)ep ⊗ e11
. p1/2ePp
1/2 ⊗ e11
. p⊗ e11.
Hence we conclude that 1− r . p . z in B∞.
Conversely, suppose that Ê is has the generalized tracial approximate representabil-
ity. Consider a positive nonzero element z in A∞. By Lemma 5.5 there is a nonzero
positive contraction p in P∞ such that p . z in A∞. For pePp ∈ B∞, we take a
positive contraction e ∈ A∞ ∩A′, a positive contraction r ∈ B∞ ∩B′, and a finite set
{ui} ⊂ B such that
e1/2ze1/2 = Ê(z)e ∀z ∈ B,(2) ∑
i
uieu
∗
i = r, re
1/2 = e3/2 = e1/2r,(3)
(4) 1− r . pePp.
From (2) we have (IndexE)e1/2ePe
1/2 = e. Let wi = (IndexE)Ê(ePui) ∈ A. Then
e
(∑
i
wiw
∗
i
)
e =
∑
i
(IndexE)2Ê(ePui)eÊ(u
∗
i eP )e (e ∈ A∞ ∩A′)
=
∑
i
(IndexE)2e1/2ePuieu
∗
i ePe
1/2
= (IndexE)2e1/2eP
(∑
i
uieu
∗
i
)
eP e
1/2
= (IndexE)2e1/2eP rePe
1/2
= (IndexE)2e1/2rePe
1/2
= (IndexE)2re1/2ePe
1/2
= (IndexE)re = (IndexE)e2.
It follows that
∑
i ww
∗
i = IndexE since A ∋ x → exe is an order zero map and A is
simple. Thus
E∞(
∑
i
wiew
∗
i ) = E∞([
∑
i
wiw
∗
i ]e) = (IndexE)E∞(e).
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We let g = (IndexE)E∞(e). Write wi =
∑
j E(aij)bij where ui =
∑
j aijeP bij ∈ B.
Then
geP = E∞(
∑
i
wiew
∗
i )eP = eP (
∑
i
wiew
∗
i )eP
=
∑
i
eP
(∑
j
E(aij)bij
)
e
(∑
k
b∗ikE(a
∗
ik)
)
eP
=
∑
i
(∑
j
ePaijeP bij
)
e
(∑
k
b∗ikePa
∗
ikeP
)
=
∑
i
ePuieu
∗
i eP
= eP reP = reP .
From the condition (4), we have
(1− g)eP = (1− r)eP . pePp.
Therefore for any ǫ > 0 there exists an element q ∈ B∞ such that
(5) ‖qpePpq∗ − (1− g)eP‖ < ǫ.
Write q =
∑
i aieP bi where ai, bi ∈ A∞. Then (5) can be written as
(6) ‖
∑
i
aiE∞(bip)eP
∑
k
E∞(pb
∗
k)a
∗
k − (1− g)eP‖ < ǫ
Taking Ê∞ in (6), we have
‖
∑
i
aiE∞(bi)p
2
∑
k
E∞(b
∗
k)a
∗
k − (1− g)‖ < (IndexE)ǫ
This shows that 1− g . p2 in A∞. Consequently, in A∞
1− g . p2 . p . z.
(2): Suppose E has the generalized tracial approximate representability. To shwo
that Ê has the generalized tracial Rokhlin property consider a nonzero positive el-
ement z in B∞. By Lemma 5.5, we have a positive contraction p in A∞ such that
p . z. For this p there are a positive contraction e in P∞ ∩ P ′ such that
(7) e1/2xe1/2 = E(x)e for x ∈ A,
a positive contraction g in A∞ ∩ A′, and a finite set {ui} in A such that
(8)
∑
i
uieu
∗
i = r, re
1/2 = e3/2 = e1/2r,
(9) 1− g . p
Note that {(ui, u∗i )} is a quasi-basis for E by Remark 4.4. Define f in B∞ by
f =
∑
i
uieePu
∗
i .
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Note that
fr =
∑
i
uieePu
∗
i
∑
j
ujeu
∗
j
=
∑
i,j
uiepeu
∗
iujeu
∗
j
=
∑
j
(∑
i
uiE(u
∗
iuj)e
2
)
ePu
∗
j by (7)
=
∑
j
uje
2ePu
∗
j = f
2 {(ui, u∗i )} a quasi-basis for E.
Thus f 1/2r1/2 = f = r1/2f 1/2. On the other hand, for any a ∈ A
fa =
∑
i
uieePu
∗
ia
=
∑
i
uiepeu
∗
ia (eP eeP = E∞(e)eP = eeP )
=
∑
i
uieP
(∑
j
eE(u∗iauj)u
∗
j
)
{(ui, u∗i )} a quasi-basis for E
=
∑
j
(∑
i
uiE(u
∗
iauj)e
)
ePu
∗
j by e ∈ P∞ ∩ P ′
=
∑
j
aujeePu
∗
j = af {(ui, u∗i )} a quasi-basis for E.
Moreover,
feP =
(∑
i
uieePu
∗
i
)
eP
=
∑
i
uieE(u
∗
i )eP
=
∑
i
(uiE(u
∗
i )e) ep
= eeP {(ui, u∗i )} a quasi-basis for E
and
ePf = eP
(∑
i
uieP eu
∗
i
)
=
∑
i
ePuieP eu
∗
i
=
∑
i
E(ui)eP eu
∗
i
=
∑
i
eP eE(ui)u
∗
i
= eP e {(ui, u∗i )} a quasi-basis for E
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Thus we showed that f ∈ B∞ ∩ B′. Finally
Ê∞(f) = (IndexE)
−1
(∑
i
uieu
∗
i
)
.
Therefore (IndexE)Ê∞(f) = r is a positive contraction such that
f 1/2(IndexE)Ê∞(f) = f
1/2r1/2r1/2
= fr1/2 = f 1/2f 1/2r1/2
= f 1/2f = f 3/2,
and
1− r . p . z.
So f is a Rokhlin positive contraction by Proposition 3.3.
Conversely, suppose that Ê has the generalized tracial Rokhlin property. To show
that E has the generalized tracial approximate representability consider a positive
nonzero element z ∈ A∞. Since A is simple and not type I, there are mutually
orthogonal positive elements r1, r2 in zA∞z such that r1 ∼ r2. Then we can think
of a Rokhlin positive contraction f ′ ∈ B∞ ∩ B′ for r2. For the postive element
(f ′)2r1 = f
′r1f
′ there exists a Rokhlin positive contraction f ∈ B∞ ∩ B′ such that
1− (IndexE)Ê∞(f) . (f ′)2r1.
Then define an element e = (IndexE)Ê∞(feP ) in A∞. Using the fact that feP =
epf , we can write feP = peP for some p ∈ P∞. Then
e = (IndexE)Ê∞(feP ) = (IndexE)Ê∞(peP ) = p.
Since e commutes with any element in P by the defintion, e ∈ P∞ ∩ P ′.
Note that
(f 1/2eP )(f
1/2eP ) = feP
= eeP = (e
1/2eP )(e
1/2eP ).
It follows that (feP )
1/2 = f 1/2eP = e
1/2eP and e
1/2 = (IndexE)Ê∞(f
1/2eP ).
For a ∈ A
e1/2ae1/2 = (IndexE)2Ê∞(f
1/2eP )aÊ∞(f
1/2eP )
= (IndexE)2Ê∞(f
1/2eP )Ê∞(af
1/2eP )
= (IndexE)Ê∞(f
1/2eP (IndexE)Ê∞(af
1/2eP ))
= (IndexE)Ê∞(eP e
1/2eP (IndexE)Ê∞(af
1/2eP ))
= (IndexE)Ê∞(eP e
1/2(IndexE)Ê∞(af
1/2eP )eP )
= (IndexE)Ê∞(epe
1/2a(IndexE)Ê∞(f
1/2eP )eP )
= (IndexE)Ê∞(e
1/2ePaeP e
1/2)
= (IndexE)Ê∞(e
1/2E(a)eP e
1/2)
= E(a)e.
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Then take a quasi-basis {(ui, u∗i )} for E. Note that
∑
i uiePu
∗
i = 1. It follows that∑
i
uieu
∗
i = (IndexE)
∑
i
uiÊ∞(feP )u
∗
i
= (IndexE)Ê∞(
∑
i
uifePu
∗
i )
= (IndexE)Ê∞(f).
Thus r =
∑
i uieu
∗
i is in A∞ ∩ A′. Moreover,
re1/2 =
∑
i
uieu
∗
i e
1/2
=
∑
uie
1/2e1/2u∗i e
1/2
=
∑
uie
1/2E(ui)e
=
∑
uiE(u
∗
i )(e
1/2e)
= e3/2.
Similarly, e1/2r = e3/2. By applying Lemma 5.2 to the inclusion A ⊂ B of index-
finite type, 1− r, and (f ′)2r1, we have 1− r is Cuntz subequivalent to r2 in A∞. So
1 − r . r2 . z in A∞. In view of Definition 4.1, E : A → P has the generalized
tracial approximate representability. 
6. Applications
In this section we show that several important properties related to Elliott classifca-
tion program are hereditary with respect to an inclusion of unital simple C∗-algebras
of index-finite type possessing either the genalized tracial Rokhlin property or ap-
proximate representability.
Recall that a unital C∗-algebra A is tracially Z-absorbing if A ≇ C and for any
finite subset F ⊂ A, ǫ > 0 and a nonzero positive element a ∈ A and n ∈ N there is
an order zero contraction ψ : Mn → A such that the following hold:
(1) For any nonzero normalized element x ∈Mn and any y ∈ F ‖[ψ(x), y]‖ < ǫ,
(2) 1− ψ(1) . a.
Theorem 6.1. Let P ⊂ A be an inclusion of unital infinite dimensional C*-algebras
of index-finite type and E be a conditional expectation from A onto P. Suppose that
A is simple, separable, unital, tracially Z-absorbing and E has the generalized tracial
Rohklin property. Then P is tracially Z-absorbing.
Proof. Consider a finite subset F ⊂ P , ǫ > 0, a nonzero positive element c ∈ P ,
n ∈ N. As we have shown P is also unital simple infinite dimensional, it is not
type I so that there are mutually orthogonal positive elements c1, c2 ∈ cPc such that
c1 ∼ c2 . c. Since E has the generalized tracial Rokhlin property, there is an order
zero map β : A→ P∞ such that 1−β(1) . c1 by Proposition 3.10. On the other hand,
since A is tracially Z-absorbing, for the (F, ǫ, n, c2) there is an order zero contraction
φ : Mn → A such that
(1) for any nonzero normalized element x ∈Mn and any y ∈ F ‖[φ(x), y]‖ < ǫ,
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(2) 1− φ(1) . c2.
Consider ψ = β ◦ φ : Mn → P∞ which is still an order zero contraction. Then by
[18, 2.4] there is a lift ψ˜ from Mn to l
∞(N, P ) which is an order zero contraction. We
write ψ˜ = (ψk) where each ψk : Mn → P is an order zero contraction. Note that
β(φ(x))y − yβ(φ(x)) = (IndexE)E∞(φ(x)e)y − y(IndexE)E∞(φ(x)e)
= (IndexE)E∞(φ(x)ye)− (IndexE)E∞(yφ(x)e)
= (IndexE)E∞([φ(x), y]e)
= β([φ(x), y]e).
Therefore for any normalized element x ∈Mn and y ∈ F ⊂ P
‖[ψ(x), y]‖ ≤ ‖[φ(x), y]‖ < ǫ.
Since y ∈ F is a constance sequence in P∞, for large enough k
‖[ψk(x), y]‖ < 3ǫ.
On the other hand, using [35, Proposition 2.5]
1− ψ(1) = 1− β(1) + β(1)− β(φ(1))
. c1 + β(c2) (1− β(1) . c1, β(1− φ(1) . β(c2), c1 ⊥ β(c2))
. c1 + c2 . c
Again, since c ∈ P is a constant sequence in P∞, for large enough k
1− ψk(1) . c.
Thus there exists ψk : Mn → P an order zero contraction such that
(1) ‖[ψk(x), y]‖ < 3ǫ,
(2) 1− ψk(1) . c.

Corollary 6.2. Let P ⊂ A be an inclusion of unital infinite dimensional C∗-algebras
of index-finite type and of depth finite and P simple. Suppose that E : A → P has
the generalized tracial approximate representability. If B = C∗〈A, eP 〉 is tracially
Z-absorbing, A is tracially Z-absorbing.
Proof. Note that P ⊂ A is an irreducible inclusion, that is A∩P ′ = C (see the proof
of Proposition 3.9). Hence E is outer by Remark 5.4. Using the duality, Ê : B → A
has the generalized tracial Rokhlin property. Note that B is simple since P is simple.
Then the conclusion follows from Theorem 6.1. 
Next we want show that the strict comparison property is preserved under the inclu-
sion of unital simple C∗-algebra of index-finite type with a conditional expectation
E has the generalized tracial Rokhlin property. The proof follows the same strategy
in [29, Section 6] and arguments are not much changed. But to be self-contained we
provide a detaild proof with a proper care of Cuntz subequivalences.
Proposition 6.3. Let P ⊂ A be an inclusion of unital infinite dimensional C*-
algebras of index-finite type and E be a conditional expectation from A onto P. Suppose
that A is simple, separable, unital and E has the generalized tracial Rohklin property.
If two positive elements a, b in P satisfy a . b in A, then a . b in P .
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Proof. Let a, b ∈ P be two positive elements such that a . b in A. To show that
a . b in P we are going to show that (a−ǫ)+ . b in P for any ǫ > 0. We may assume
that a, b are contractive and b is not invertible.
Since a . b in A, for every ǫ there is a δ > 0 and r ∈ A such that fǫ = rfδr∗ by
[35, Proposition 2.4], where fǫ : R
+ → R+ by
fǫ =

0, t ≤ ǫ,
ǫ−1(t− ǫ), ǫ ≤ t ≤ 2ǫ
1 t ≥ 2ǫ.
Set a0 = fδ(b)
1/2r∗rfδ(b)
1/2. Then fǫ(a) ∼ a0 and a0 ∈ bAb. We also define gδ(t) on
[0, 1] by
gδ(t) =
{
δ−1(δ − t) 0 ≤ t ≤ δ,
0 δ ≤ t ≤ 1.
Since 0 in the spectrum of b, gδ(b) 6= 0 and gδ(b)fδ(b) = 0 = fδ(b)gδ(b) = 0 which
implies gδ(b)fδ(b)
1/2 = 0 = fδ(b)
1/2gδ(b) = 0. Thus a0gδ(b) = gδ(b)a0 = 0 and
gδ(b) ∈ bP b. Put c = gδ(b). It follows that
(a− ǫ)+ . fǫ ∼ a0 . a0 + c.
We take a Rokhlin positive contraction e ∈ A∞∩A′ by the assumption. Then for the
non zero positive element ce2 we consider another Rokhlin positive contraction e′ such
that 1− (IndexE)E∞(e′) . ce2. Put g = (IndexE)E∞(e′). Since (a− ǫ)+ ∈ P , 1− g
commutes with (a−ǫ)+ so that (a−ǫ)+(1−g) . ce2. By Lemma 5.2, (a−ǫ)+(1−g) . c
in P∞.
Note that if we let β(a) = (IndexE)E∞(ae
′) for a ∈ A (see Proposition 3.10),
β(a0) ⊥ c since a0 ⊥ c and c ∈ P .
(a− ǫ)+ = (a− ǫ)+g + (a− ǫ)+(1− g)
= β((a− ǫ)+) + (a− ǫ)+(1− g)
. β(a0) + (a− ǫ)+(1− g) by [35, Proposition 2.5]
. β(a0) + c ∈ bP∞b by [3, Proposition 1,1].
Therefore (a− ǫ)+ . b in P∞ which implies directly (a− ǫ)+ . b in P . 
Recall that a simple, separable, unital, nuclear C∗-algebra A is said to have the
strict comparison if x, y are nonzero positive elements of A and dτ (x) < dτ (y) for all
tracial states on A, then a . b [4]. Let T (A) be the set of all tracial states on a
C*-algebra A.
Theorem 6.4. Let P ⊂ A be an inclusion of unital infinite dimensional C*-algebras
of index-finite type and E be a conditional expectation from A onto P. Suppose that A
is simple, nuclear, separable, unital and E has the generalized tracial Rohklin property.
If A satisfies the strict comparision property, then P does too.
Proof. Since A is simple nuclear and E has the generalized tracial Rokhlin property,
P is also simple and nuclear by [38, Proposition 2.7.2] and Proposition 3.9. Thus it
suffices to show that whenever a, b ∈ P are positive elements such that dτ (a) < dτ (b)
for all τ ∈ T (P ), then a . b. If dτ (a) < dτ (b) for all τ ∈ T (P ), dτ(a) < dτ (b) for all
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τ ∈ T (A) since τ |P is the restriction of τ on P and belongs to T (P ). Thus a . b in
A. By Proposition 6.3 a . b in P . So we are done. 
Theorem 6.5. [9, Theorem 5.6] Let G be a finite group and α : Gy A be an outer
action on a simple, separable, unital, inifinite dimensional C∗-algebra. If α has the
generalized tracial Rokhlin property, then A ⋊α G is tracially Z-absorbing provided
that A is tracially Z-absorbing.
Proof. By Proposition 3.8 E : A → Aα = P has the generalized tracial Rokhlin
property and is outer. By Theorem 6.1 this means that for any a ∈ A, ǫ > 0, a finite
subset F (⊂ A), n ∈ N, there is an order zero map φ : Mn → A such that
(1) 1− φ(1) . a (we may need Lemma 5.5),
(2) for any normalized element x in Mn and any y ∈ F ‖[φ(x), y]‖ < ǫ,
(3) for any normalized element x in Mn and any g ∈ G ‖αg(φ(x))− (φ(x))‖ < ǫ.
So we actually prove [9, Lemma 5.5], which induces the result. 
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