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 aBStraCt 
 The availability of different single nucleotide poly-
morphism (SNP) chips and the development of im-
putation algorithms allow for multistage dairy cattle 
breeding schemes applying various genomic selection 
strategies. These SNP genotypes yield genomically es-
timated breeding values (GEBV) with different accura-
cies at different costs. Thus, the optimum allocation of 
investments to different selection paths and strategies 
to maximize the genetic gain per year (ΔGa) and its 
sensitivity to changes in cost and accuracies of GEBV 
is of great interest. This is even more relevant under the 
constraints of limited financial resources. With deter-
ministic methods, optimum multistage breeding plans 
maximizing ΔGa were identified in which selection 
could take place on GEBV derived from high-density 
(GEBVHD) and low-density (GEBVLD) SNP genotypes. 
To account for the uncertainty of cost and accuracies of 
GEBV, these parameters were varied in a semi-contin-
uous manner. Overall breeding costs were limited to the 
crucial expenses of a traditional breeding program with 
50 progeny-tested young bulls per year. Results clearly 
show that, in an optimal selection strategy, selection on 
GEBVLD is predominantly used for the identification of 
future bull dams but the main part of ΔGa is still gener-
ated from selection of sires. The low selection intensity 
in the path dam to sire induced a higher sensitivity 
of ΔGa to changes in cost and accuracies of GEBVLD
compared with the same changes of GEBVHD. On the 
contrary, the genetic gain generated from selection of 
males was only affected by changes in accuracies of 
GEBVHD but almost unaffected by any changes in cost. 
Thus, changes in cost and accuracies of GEBVLD put 
the most pressure on the breeding scheme structure to 
maintain a high ΔGa. Furthermore, genomic selection 
of bull dams produced by far the majority of breeding 
cost but the lowest genetic gain. 
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 IntrODuCtIOn 
 Genomic selection (GS) of farm animals is revolu-
tionizing animal breeding in theory and practice (Meu-
wissen et al., 2001). Highly dense maps of SNP markers 
in linkage disequilibrium with QTL coding for economi-
cally important traits allow the derivation of genomic 
EBV (GEBV). Selecting individuals on the basis of 
GEBV tackles 3 major frontiers of animal breeding: 
the accuracy of breeding values for traits with a low 
heritability (Calus and Veerkamp, 2007; Muir, 2007), 
the control of inbreeding (Daetwyler et al., 2007), and 
the generation interval (L; Schaeffer, 2006). Because L 
is the major obstacle for increasing the genetic gain per 
year (ΔGa) in dairy cattle breeding, it has received the 
most attention from researchers. Although accuracies 
of GEBV (rGEBV) for milk production are still below 
those of conventional progeny-testing schemes (Hayes 
et al., 2009), an increase in ΔGa can be achieved with a 
decreased L (Schaeffer, 2006). In a detailed calculation, 
Schaeffer (2006) summarized the potential effects of GS 
on dairy cattle breeding schemes assuming a 1-stage 
selection approach and highly accurate GEBV avail-
able for male selection candidates and all potential bull 
dams. The latter might not be realistic, as genotyp-
ing large proportions of the cow population may be 
impossible due to financial limitations. Furthermore, if 
overall breeding costs are limited and costs for GEBV 
(CGEBV) are high, the small surplus in genetic gain 
from GS of bull dams due to low selection intensity 
might not be justifiable. 
 As SNP chips of different densities are available, 
financial limitations may be overcome by using cheap 
low-density chips where SNP are subsets of high-density 
chips and evenly spaced across the genome. Imputa-
tion algorithms can be applied to derive high-density 
genotypes from low-density genotypes where the loss in 
accuracy of GEBV estimated from imputed genotypes 
is reported to be between 0 and 45%, depending on the 
construction of the subset (Habier et al., 2009; Van-
Raden, 2010; Weigel et al., 2010). 
 As a consequence, the decision-making processes 
required by breeding organizations concerning the de-
tailed structure of breeding schemes have become very 
complex. This complexity is based first on a possible 
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change in the realized rGEBV of breeding values from 
high- and low-density SNP genotypes due to technolog-
ical improvements, accompanied by changes in future 
genotyping costs. Second, GS and the availability of 
different SNP chips allow for diverse kinds of single-, 2-, 
or multistage selection in every selection path, whereas 
economic resources are not selection path specific and 
limited. Decisions on the selection design in one path 
affect accuracies, selection intensities, and L in other 
paths. Thus, answers to questions concerning whether, 
where, when, and at what cost certain information cor-
related with the aggregate genotype should be gathered 
are important for the breeding program as a whole. 
Moreover, decisions must be made despite the uncer-
tainty of future developments of important parameters 
such as rGEBV and CGEBV.
The aim of this study was to investigate the variabil-
ity of ΔGa and the effect of changes in rGEBV and CGEBV 
on optimized dairy cattle schemes when GS is prac-
ticed on the basis of a high-density (GSHD) and a low-
density (GSLD) SNP chip with financial constraints. 
The costs (CGEBV,HD) and accuracies (rGEBV,HD) of 
breeding values (GEBVHD) estimated from a high-
density and a low-density SNP chip (with respective 
parameters CGEBV,LD, rGEBV,LD, and GEBVLD) were 
varied in a semi-continuous manner. Optimum breeding 
schemes for each combination of CGEBV and rGEBV were 
identified using a grid search varying the proportion of 
animals selected at all possible stages of every selection 
path. The results provide insights into the dynamics 
of resource allocation among selection paths as well as 
identifying the main sources of ΔGa and the sensitivity 
of ΔGa and breeding scheme structures to changes in 
rGEBV and CGEBV.
metHODS
Deterministic methods were used for optimizing 
breeding plans. Accuracies of predicted breeding val-
ues were derived from selection index theory; selection 
intensities after n selection stages were obtained via nu-
merical integration of a truncated multivariate normal 
distribution. The pedigree and associated phenotypic 
and genomic information for candidates and relatives 
available for constructing case-specific selection indices 
are given in Figure 1.
Consideration of GEBV
Following the approach of Dekkers (2007), GEBVHD 
and GEBVLD were included in the selection index as 
traits with heritabilities of 1 and genetic correlations 
determined by their accuracies. The correlation be-
tween GEBVHD and GEBVLD was calculated:
 rHD,LD
LD
HD
=
σ
σ
, [1]
where rHD,LD is the correlation between GEBVHD and 
GEBVLD, σLD is the standard deviation of GEBVLD, and 
σHD is the standard deviation of GEBVHD. A detailed 
derivation of this formula is given in the Appendix.
Genetic Gain
The genetic gain (ΔG) per generation of selection 
path i (ΔGi) was calculated according to
 ΔGi = zi,nσa,  [2]
where zi,n is the selection intensity on the aggregate 
genotype after selecting at the last of j = 1, . . ., n 
stages and σa is the standard deviation of the aggre-
gate genotype. It was assumed that both aggregate 
genotype and selection indices are multivariate normal 
distributed (Cochran, 1951). Therefore, the selection 
intensity was determined using the moment generating 
function of a truncated multivariate normal distribu-
tion (Tallis, 1961) where the truncation points were 
calculated following Mi and Utz (2008) and combining 
integration algorithms of Genz (1992) and maximiza-
tion techniques of Brent (1973).
The ΔGa for the whole breeding scheme was calcu-
lated following Rendel and Robertson (1950):
Figure 1. Standard pedigree used to derive breeding values in all 
selection paths. 1Accuracy of breeding values estimated from high-den-
sity SNP marker genotypes. 2Accuracy of breeding values estimated 
from low-density SNP marker genotypes. 3The trait is only available if 
this ancestor was selected from the path dam-dam and the candidate 
is selected from the path dam-sire. 4The trait is only available if the 
ancestor was selected from the path dam-sire and the candidate is 
selected from the path sire-sire or sire-dam. 5The informant and trait 
is only available if the dam was selected from the path dam-dam and 
the candidate is selected from the path dam-sire. 
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where Li is the generation interval in path i.
Breeding Program
A dairy cattle breeding program with a cow popula-
tion of 100,000 was modeled. Bull dams were selected 
from all available heifers and assumed to be used as bull 
dams only once. Male selection candidates were pro-
duced by contract matings to bull dams. For the sake of 
simplicity, there was only 1 milk trait with a heritability 
of 0.25 in the breeding goal. Selection could take place 
on based on pedigree data, GEBVLD, and GEBVHD.
Details on biological, technical, and economic param-
eters are given in Table 1. All parameters expressed 
in terms of probabilities and not given in Table 1 are 
assumed to be 0 or 1 (e.g., success of first insemination, 
survival rate of calves, among others).
Conventional selection paths are sire to sire (SS), 
sire to dam (SDm), dam to sire (DS), and dam to 
dam (DD). As almost no selection takes place in the 
path DD, a selection intensity of 0 was assumed for 
this path. Each selection path was structured in stages. 
Each stage was characterized by the amount of informa-
tion available on the selection candidates. The selection 
stages in the paths SS, SDm, and DS were a) selection 
on performance data and available GEBV of ancestors 
and half sibs (hereafter termed pedigree stage), b) se-
lection on the candidate’s GEBVLD (GSLD stage), and 
c) selection on the candidate’s GEBVHD (GSHD stage).
For GS of male calves a tissue sample was taken by 
a veterinarian on farm at birth and was paid for by 
the farmer. The DNA isolation and SNP genotyping 
were carried out by a central laboratory at the expense 
of the breeding organization. Selection candidates were 
kept on farm until the age of 6 mo. Farmers keeping 
male candidates selected at the pedigree stage and 
slaughtered after the first (low-density) or second (high-
density) genotyping were financially compensated by 
the breeding organization to cover the costs of keeping 
the candidates during each genotyping process. In the 
case of genotyping female calves as potential bull dams 
the division of the costs was the same, but no compen-
sation was paid because females were not acquired by 
the breeding organization.
Table 1. Biological, economic, and technical parameters of the breeding program 
Parameter Unit Value
Heritability (h2) of milk trait 0.25
Phenotypic SD kg 700
rGEBV,HD
1 0.7–0.9
rGEBV,LD
2 0.4–0.65
Age at first calving mo 26
Calving interval mo 12
Length of lactation mo 10
Maturity of test bulls mo 14
Average age of bull calves at purchase mo 6
Generation interval of bull/cow sires mo 23
Generation interval of bull dams mo 26
Generation interval of cow dams mo 48
Price of bull calves € 4,000
Husbandry cost of bull calves until maturity €/d 5
CGEBV,HD
3,4 € 150–250
CGEBV,LD
4,5 € 20–100
Population of cows Animals 100,000
Demand for cow sires Animals /yr 10
Demand for bull sires Animals /yr 5
Initial male selection candidates Animals /yr 500
Demand for bull dams (contract matings) Animals /yr 1,000
Compensation payments for husbanding male calves until GEBVLD
6 estimation €/calf 150
Compensation payments for husbanding male calves until GEBVHD
7 estimation €/calf 150
Maximum breeding cost €/yr 719,050
1Accuracy of breeding values estimated from high-density SNP marker genotypes.
2Accuracy of breeding values estimated from low-density SNP marker genotypes.
3Cost of breeding values estimated from high-density SNP marker genotypes per genotyped individual.
4Costs include DNA isolation, genotyping, and calculation of breeding values but no blood sample recovery.
5Cost of breeding values estimated from low-density SNP marker genotypes per genotyped individual.
6Breeding values estimated from high-density SNP marker genotypes.
7Breeding values estimated from low-density SNP marker genotypes.
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Breeding Cost
Costs independent of selection strategies (e.g., perfor-
mance recording of females, calculating pedigree index, 
marketing, and semen processing) were not considered. 
To allow for reduced costs for labor and infrastructure 
incurred by different selection schemes, all expenses 
were derived from some invariant basic costs per ani-
mal using the cost function of Namkoong (1970):
 C C n pib b i j
k
ij= =
−Π 1
1 , [4]
where Cib are the costs of expense factor b in path i, Cb 
are the costs per individual of this expense factor, ni 
is the number of initial selection candidates, pij is the 
probability that a candidate selected at stage j moves 
on to stage j + 1, and k is the stage where the costs 
occur; Cb can be purchasing, genotyping, or trait mea-
surement costs, or compensation payments. In the case 
of compensation payments, the formula changes to
 C C n p pib b i j
k
ij ik= −=
−Π 1
1 1( ). [5]
The total cost in path i is the sum over all expense 
factors in the path, and the total breeding cost is the 
sum over all paths.
The maximum breeding cost of 719.050 € was im-
posed as a constraint during maximization and was 
derived assuming progeny performance testing of 50 
young bulls per year:
(4,000 € + 213.5 d × 5 €/d + 1,403 d  
 × 4.5 €/d + 3,000 €) × 50. [6]
This cost included purchasing 50 male calves from 
contract matings, keeping them until maturity, main-
tenance from maturity until breeding value estimation 
from daughter records, and compensation payments for 
test bull insemination.
Parameter Variation
Costs and accuracies of GEBV were varied in the 
following manner: rGEBV,HD between 0.7 and 0.9 and 
rGEBV,LD between 0.4 and 0.65, both in steps of 0.05; 
CGEBV,HD between 150 € and 250 € and CGEBV,LD be-
tween 20 € and 100 €, both in steps of 20 €, resulting in 
900 combinations by cross-classifying all 4 parameters.
Maximization
Breeding schemes maximizing ΔGa for each combina-
tion of CGEBV,HD, CGEBV,LD, rGEBV,HD, and rGEBV,LD were 
obtained using a grid search varying the proportion 
of selected individuals at each selection stage in every 
path. Trait measurements were available for ancestors 
within the maximization process and, therefore, the ac-
curacy of the selection index was adjusted according 
to the selection strategy in the path from which the 
ancestor had been derived. The possibility of an addi-
tional selection stage was allowed for selecting bull sires 
from cow sires, requiring additional information (e.g., 
GEBVHD) instead of just increased selection intensity 
for this group of males.
For each path, the initial number of selection candi-
dates and the final number of selected individuals for 
reproduction were fixed. The product of pij values had 
to fulfill the equation
 
s
n
pi
i j
m
ij
i
=
=
Π
1
, [7]
where si is the number of selected individuals actually 
used for reproduction and mi is the number of selection 
stages in path i.
The proportion pij was varied between 0.01 and 1 in 
steps of 0.05. Stages with pij = 1 were treated as if the 
selection stage was skipped. For the used stages (pij <1) 
the constraint of Equation 7 was fulfilled by calculating 
pij of the last used stage as a dependent variable. The 
stage combination was accepted as valid only if this 
value was <1. For each combination of parameters, the 
valid stage combinations of all paths were completely 
cross-classified to obtain all possible breeding schemes. 
Breeding costs were derived for each of these schemes 
but ΔGa was only calculated if the cost constraint was 
fulfilled. The breeding scheme with the highest ΔGa 
was seen as the optimum for the given combination of 
CGEBV and rGEBV.
To compare the extent of GSLD and GSHD between 
breeding schemes, the proportion of initial selection 
candidates high-density (PGHD) and low-density 
(PGLD) genotyped in each path (PGHD,i, PGLD,i) was 
calculated according to
 
PG p
PG p
HD i ijj
k
LD i ijj
k
HD
LD
,
, ,
=
=
=
−
=
−
∏
∏
1
1
1
1
 [8]
where kHD is the GSHD stage and kLD is the GSLD stage 
within selection path i.
Across all 900 possible combinations of input param-
eters, the total number of evaluated breeding plans in 
terms of overall breeding cost was 146 million (20 pos-
sible pij values at each selection stage, 20
3 possible com-
binations of stage selection intensities in each path, and 
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209 possible breeding schemes from cross-classification 
of 3 paths, excluding those schemes where the selection 
probabilities in at least 1 path did not fulfill Equation 
7); 6.7 million of these plans fulfilled the cost constraint 
and were compared concerning ΔGa.
Breeding Scheme Similarity Indicator
To analyze the effect of the variation of CGEBV and 
rGEBV on the structure of breeding schemes in terms of 
changes of PGHD and PGLD, a correlation-like similarity 
measurement was constructed as follows: let xi,l be a 
vector of the selection path i within breeding scheme l 
with a dimension of the possible (but not necessarily 
used) selection stages within that path, excluding the 
pedigree stage. The values within xi,l are PGHD and 
PGLD in path i of breeding scheme l, where these values 
were set to 0 if GSHD or GSLD, or both, were not applied 
in that path. Furthermore, let xl = (xSS,l, xSD,l, xDS,l) be 
a vector from concatenating all xi,l vectors of the breed-
ing scheme l, and xl  the mean of xl. With the similarity 
between the structure of the breeding schemes l and g, 
slg was then
 s n
x x
n
x
n
x
lg
l g
l g
l l
l
g
=
′
−
′
−





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′
−






x x
x x x x2 2g
g 
, [9]
where n is the dimension of xl and xg. The possible 
values of slg range from −1 to 1, where a value of 1 
indicates identification of 2 identical breeding schemes 
with regard to the proportion selected at each possible 
selection stage.
Software
All calculations were carried out with a FORTRAN 
90 program written by the first author. The FORTRAN 
routines of Genz (1992) and Brent (1973) were used to 
calculate the selection intensity in a multistage breed-
ing program.
reSuLtS
Optimization Results
Some properties were shared by all breeding schemes 
maximizing ΔGa. No additional selection stage was in-
troduced for selecting bull sires from the group of cow 
sires. Instead, both groups of males were always se-
lected on the same amount of information, but with 
different selection intensities. In particular, no breeding 
scheme where cow sires were selected on GEBVLD and 
bull sires on GEBVHD in the last stage was ever ob-
served as optimum. Moreover, bulls were never selected 
only on pedigree information or pedigree plus GEBVLD. 
Likewise, bull dams were never selected solely on pedi-
gree information alone, but always on a combination of 
pedigree with GSLD or GSHD. The largest proportion of 
breeding cost was always produced by GS of bull dams. 
Furthermore, in all cases the contributions of the differ-
ent selection paths to ∆Gii∑  were in the following 
order: ΔGSS > ΔGSDm > ΔGDS.
Table 2 summarizes the results of the ΔGa, ΔGSS, 
ΔGSDm, ΔGDS, absolute and relative total breeding 
costs, PGHD,SDm, PGLD,SDm, PGHD,DS, and PGLD,DS in 
terms of mean, maximum, and minimum across all 
input parameter combinations. The results for a par-
ticular scenario with a given parameter combination of 
rGEBV,HD = 0.75, rGEBV,LD = 0.6, CGEBV,HD = 210 €, and 
CGEBV,LD = 100 € are given as a reference in the last 
column of Table 2. The ΔGa varied between 223 and 
161 kg of milk, corresponding to 0.64 and 0.46 genetic 
standard deviations, respectively. Overall genetic gain 
across all pathways was mainly generated due to the 
selection of sires, whereas the contribution of bull dams 
never exceeded 31%. A PGHD,SDm range between 1 and 
0.06 indicates that GSHD was always applied to select 
cow sires, whereas the magnitude of GSHD in the path 
DS never exceeded 0.0265, and parameter combinations 
exist excluding GSHD from this path. In some param-
eter combinations (e.g., the reference scenario), the 
breeding schemes maximizing ΔGa were characterized 
by a PGLD,SDm value of 0.95. Because selection of males 
only on pedigree information and GEBVLD was never 
found in optimum breeding schemes, such a PGLD,SDm 
value implied genotyping 95% of the male selection 
candidates, followed by a further selection on GEB-
VHD. Dependent on genotyping cost, up to 55% of the 
entire heifer population was proposed to be low-density 
genotyped, but huge differences between rGEBV,HD and 
rGEBV,LD led to GSHD selection of only a trivial number 
of heifers instead (results not shown). Dictated by the 
number of initial selection candidates and the cost re-
striction, the means of PGHD,DS and PGLD,DS were much 
lower compared than those of the path SDm.
The complex interaction between input parameters 
is mirrored by the multiple regression coefficients of 
various results on the relative input parameters given 
in Table 3 (in the regression analysis, input param-
eters were expressed as proportions of their respective 
maxima). The highest positive effect on ΔGa of all 
input parameters can be attributed to rGEBV,HD, which 
was 9 times higher than that of rGEBV,LD. Increasing 
CGEBV should negatively affect ΔGa, but interestingly, 
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the effect of CGEBV,LD was 3 times higher than that of 
CGEBV,HD. Furthermore, an increase in CGEBV,LD affected 
ΔGSDm positively and a higher value for rGEBV,LD had 
only a very small effect on ΔGSDm. The effect of all 
varied parameters on genotyping males was at least as 
twice as high as on genotyping females. In particular, 
CGEBV,LD had almost no effect on PGHD,DS, whereas its 
effect on PGHD,SDm was almost 850 times higher, al-
though ΔGa was mainly generated in the path SDm 
and SS, respectively, due to GSHD.
The results of Tables 2 and 3 show the nonlinearity 
of the genetic gain as a function of the proportion of 
genotyped individuals and, therefore, of the selection 
intensity. It must also be kept in mind that a decrease 
in the proportion of genotyped dams of 5% (which is 
equal to 2,500 animals) allowed almost all male se-
lection candidates to be genotyped. Figure 2 reflects 
ΔGa of the reference scheme as a function of PGLD,SDm 
(PGHD,SDm, PGLD,DS, and PGHD,DS were chosen such that 
ΔGa was maximized) and as a function of PGHD,SDm for 
a given PGLD,SDm (PGLD,DS = 0.05, PGHD,DS = 0). Note 
that in Figure 2a, a PGLD,SDm of 0 indicates a selec-
tion of males only on pedigree index and GEBVHD. A 
high or even 0 PGLD,SDm allowed PGHD,SDm to vary in a 
wider range, resulting in numerous values for PGHD,SDm 
yielding almost the same ΔGa. Thus, PGLD,SDm and 
Table 2. Results for parameters across accuracies and cost of genomic estimated breeding values (% in parentheses) 
Parameter1 x 2 Maximum Minimum Reference3
ΔGa 191.21 (55) 223.97 (64) 161.38 (46) 178.50 (51)
ΔGSS 745.21 (39) 839.83 (41) 647.30 (36) 701.52 (39)
ΔGSDm 675.21 (35) 762.83 (37) 582.35 (33) 637.18 (36)
ΔGDS 491.70 (26) 639.65 (31) 373.02 (21) 446.27 (25)
PGHD,SDm 0.46 1 0.06 0.475
PGHD,DS 0.03 0.05 0 0
PGLD,SDm 0.56 0.95 0 0.95
PGLD,DS 0.1 0.55 0 0.1
Absolute and relative total breeding costs 705,091 (98) 719,050 (100) 566,675 (79) 717,800 (99)
1ΔGa = genetic gain per year and as a proportion of the additive genetic variance; ΔGSS = genetic gain per generation in the path sire-sire and 
as a proportion of the total genetic gain; ΔGSDm = genetic gain per generation in the path sire-dam and as a proportion of the total genetic 
gain; ΔGDS = genetic gain per generation in the path dam-sire and as a proportion of the total genetic gain; PGHD,SDm = proportion of the 
initial selection candidates in the path sire-dam being genotyped with a high-density SNP chip; PGHD,DS = proportion of the initial selection 
candidates in the path dam-sire being genotyped with a high-density SNP chip; PGLD,SDm = proportion of the initial selection candidates in the 
path sire-dam being genotyped with a low-density SNP chip; PGLD,DS = proportion of the initial selection candidates in the path dam-sire being 
genotyped with a low-density SNP chip.
2The mean.
3Calculation results for a parameter combination of rGEBV,HD = 0.75, rGEBV,LD = 0.6, CGEBV,HD = 210 €, and CGEBV,LD = 100 €. rGEBV,HD and rGEBV,LD 
= the accuracy of breeding values estimated from a high-density or low-density SNP chip, respectively. CGEBV-HD and CGEBV-LD = the costs of 
breeding values estimated from a high-density or low-density SNP chip, respectively. 
Table 3. Regression coefficients of the genetic gain and proportion of genotyped individuals in different 
selection paths on varied input parameters1 
Parameter2 rGEBV,HD
3 rGEBV,LD
4 CGEBV,HD
5 CGEBV,LD
6
ΔGa 204 23 −3.19 −10
ΔGSDm 753 9 −3.66 1.08
ΔGDS 455 212 −26 −108
PGHD,SDm 0.83 −0.46 −0.24 0.48
PGLD,SDm −0.58 1.29 0.37 −0.45
PGHD,DS 0.11 −0.05 −0.02 0.00057
PGLD,DS −0.07 0.31 0.04 −0.21
1In the regression analysis, input parameters were expressed as a proportion of the respective maximum.
2ΔGa = genetic gain per year; ΔGSDm = genetic gain per generation in the path sire-dam; ΔGDS = genetic gain 
per generation in the path dam-sire; PGHD,SDm = proportion of the initial selection candidates in the path sire-
dam being genotyped with a high-density SNP chip; PGLD,SDm = proportion of the initial selection candidates 
in the path sire-dam being genotyped with a low-density SNP chip; PGHD,DS = proportion of the initial selec-
tion candidates in the path dam-sire being genotyped with a high-density SNP chip; PGLD,DS = proportion of 
the initial selection candidates in the path dam-sire being genotyped with a low-density SNP chip.
3The accuracy of breeding values estimated from a high-density SNP chip.
4The accuracy of breeding values estimated from a low-density SNP chip.
5The costs of breeding values estimated from a high-density SNP chip.
6The costs of breeding values estimated from a low-density SNP chip.
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PGHD,SDm were always at a level where they could be 
decreased without a major loss in ΔGi. In contrast, a 
decrease in the already low PGLD,DS led, in turn, to a 
lower ΔGDS. As a consequence, an increase in CGEBV 
resulted in 2 different scenarios: A) the increase was so 
high that even refraining from genotyping bulls did not 
save enough money to maintain the level of genotyp-
ing in the path DS and the proportion of genotyped 
dams had to be decreased; the available funds were 
used to increase the genotyping of males to maximize 
the ΔGSDm; B) The increase in CGEBV was so high that 
a decrease in the number of genotyped individuals in 
path SDm saved enough money to maintain the level of 
genotyping in path DS; because this decrease barely af-
fected ΔGSD due to an already high selection intensity, 
GS in path DS was maintained at the given level and 
ΔGa was only slightly reduced. Scenario A displays the 
positive effect of CGEBV,LD on ΔGSDm and scenario B 
explains the strong effect of CGEBV on PGHD,SDm and 
PGLD,SDm.
Sensitivity of Maximization Results  
to Changes in Accuracy and Cost
Any change of the relevant input parameters would 
require a reorganization of the breeding scheme in terms 
of adjusting PGHD,i and PGLD,i to keep ΔGa, ΔGSDm, 
and ΔGDS at their maximum values. The extent of this 
reorganization process is reflected by the similarity 
as a function of a change in a single input parameter 
between breeding scheme structures before and after 
reorganization. Each subdiagram in Figure 3 visualizes 
the development of the mean of this similarity as a func-
tion of a change of 1 input parameter. The underlying 
values are calculated between optimum basic schemes 
and optimum schemes differing from these only by a 
single input parameter (the basic parameter), whose 
variation is reflected on the x-axis of each subdiagram. 
For example, Figure 3b reflects the similarity as a func-
tion of CGEBV,LD. Basic schemes of each subdiagram are 
characterized by the minimum of the basic parameter. 
For instance, CGEBV,LD of all basic schemes is equal to 
its minimum, 20 €. The number of basic schemes is 
180 (range of CGEBV,HD × range of rGEBV,HD × range 
of rGEBV,LD). The similarity plotted at CGEBV,LD = 40 
is the mean of the similarity of each of the 180 basic 
schemes to those 180 schemes with which they have 
all input parameters in common except CGEBV,LD. The 
slope of the mean curve can be seen as an indicator for 
the sensitivity of the breeding scheme structures to a 
change of a single input parameter value.
In general, changes in rGEBV,LD and CGEBV,LD imposed 
the highest pressure on breeding scheme structures to 
maintain a high ΔGa. In both cases, the similarity de-
creased below 0.4, whereas similarity remained above 
0.7 over the range of variation in rGEBV,HD and CGEBV,HD. 
Furthermore, if CGEBV,HD increased from 190 € to 210 
€ per genotyped individual, the structure of breeding 
schemes became more similar to the basic scheme. This 
indicates a certain threshold at which a further increase 
Figure 2. Genetic gain per year (ΔGa, kg of milk) as a function of low- (a) and high- (b) density genotyped male selection candidates. 
Underlying costs and accuracies of genomically estimated breeding values are equal to the reference scheme. Figure 2a mirrors ΔGa if the propor-
tion of high-density genotyped male selection candidates in the path sire to dam (PGHD,SDm) and all other variables are chosen such that ΔGa 
is maximized. In Figure 2b, the PGHD,SDm is varied for a given proportion of low-density genotyped male selection candidates in the path sire 
to dam (PGLD,SDm) and the proportion of low- and high-density genotyped females was set to 0.05 and 0, respectively. Each graph in Figure 2 
represents a given PGLD,SDm value, where only graphs with an underlying PGLD,SDm of 0 (Δ), 0.05 (+), and 0.95 (◊) are marked.
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in CGEBV,HD could not be compensated for by a reduc-
tion of PGHD,SDm without a major loss in ΔGa. As a 
consequence, the proportion of genotyped females was 
decreased, allowing for an increased number of geno-
typed males, which in turn, led to a higher similarity. 
Referring to the scenarios outlined above to maintain a 
high genetic gain under increased genotyping cost, the 
large effect of CGEBV,LD and rGEBV,LD is explained by the 
same mechanism.
DISCuSSIOn
Several authors found the use of low-density SNP 
chips in combination with imputation algorithms to 
Figure 3. The structural similarity (correlation) between breeding schemes. The similarity graph given in each subdiagram was calculated 
as the mean of the similarities between breeding schemes maximizing the genetic gain per year (ΔGa) for the minimum of the x-axis parameter 
(the basic schemes), and breeding schemes maximizing ΔGa for input parameters set equal to those of the basic schemes but different in the 
x-axis parameter. This difference is equal to the variation steps of the x-axis parameter. GEBV = genomic EBV.
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be a useful strategy for applying genomic selection to 
species where females have low reproductive capacities 
(Habier et al., 2009; VanRaden, 2010). In dairy cattle, 
this might be especially the case for selecting bull dams, 
as the relatively low number of annually recruited cow 
and bull sires, and the advantages from the shortened 
generation interval justify even high expenses for ge-
notyping males. One of the major difficulties for the 
application of GS in the DS path is the necessity of 
a large number of dams for producing male selection 
candidates. This makes high GS intensity almost im-
possible if the cost per individual is high relative to 
the available budget. This might also be the case when 
using reproductive techniques to increase the number 
of male calves per cow, thereby decreasing the number 
of necessary bull dams and increasing the selection in-
tensity. The cost of such techniques may exhaust the 
economic resources as well as increase the number of 
genotyped individuals. Because cheap low-density SNP 
chips allow for genotyping large numbers of potential 
bull dams, a GEBV with a sufficient accuracy may 
generate a higher genetic gain compared with using 
expensive high-density SNP chips. This assumption is 
supported by the outcomes of this study, which clearly 
shows that the selection path dam-sire is the major 
application for low-density genotyping.
In this study, even for low rGEBV,HD of 0.7 and rGEBV,LD 
of 0.4 we found a ΔGa of 0.47 genetic standard de-
viations. This is higher than other published results 
assuming higher accuracies of GEBV (Schaeffer, 2006; 
Lillehammer et al., 2011), and might be due to the 
very high selection intensities for bull sires and cow 
sires in our calculations and a minimum rGEBV,HD of 
0.7. Without regarding costs, Schaeffer (2006) found 
the selection path DS to be the most important un-
der the assumption that GEBV are available for the 
whole cow population and that they are as accurate 
as GEBV for selecting male calves. Under restricted 
costs, however, this might be not possible due to a lim-
ited number of genotyped potential bull dams. As in 
our calculations, genotyping of all potential bull dams 
was impossible because of cost limitations. Even when 
using very cheap low-density SNP chips, ΔGDS never 
exceeded ΔGSS or ΔGSDm. Furthermore, in the same 
article, a large decrease in breeding cost was predicted. 
Contrary to that suggestion, we found that expanding 
the number of genotyped potential bull dams to be the 
most important cost driver. Thus, disproportionate ge-
notyping should be avoided in this selection path, and 
instead, a sound multistage selection should be used.
Genetic variance is known to be reduced by selection-
induced gametic disequilibrium (Bulmer, 1971), leading 
to an overestimation of asymptotic rates of genetic re-
sponse (Wray and Hill, 1989; Dekkers, 1992; Villanueva 
et al., 1993) if this effect is not accounted for, as in our 
study. Ranking and relative differences between alter-
native breeding programs have, however, been found 
to be little affected by ignoring this effect (Wray and 
Hill, 1989; Dekkers, 1992). Rates of inbreeding—though 
not evaluated in detail—should be comparable between 
the schemes considered, because of the fixed number 
breeding animals eventually selected.
Due to the nonlinearity of the genetic gain as a func-
tion of the selection intensity or the proportion selected, 
we found that a 3-stage selection of bull dams on the 
basis of pedigree information, GEBVLD, and GEBVHD 
was the optimum strategy in terms of ΔGa in more than 
half of all parameter combinations. Thus, if a sufficient-
ly accurate pedigree preselection takes place, a level 
of GSLD above a certain value will generate less ΔGa 
than using an additional GSHD stage with low selection 
intensity. Due to such multistage selection procedures, 
a given ΔGi in a certain selection path can be achieved 
at lower cost, or a higher ΔGa can be achieved at the 
same expenses by allocating investments to selection 
paths according to the marginal benefit of additional 
selection intensity. This is exemplified by the usage 
of GSLD for selecting male calves in combination with 
GSHD, being only a result of the possible cost reductions 
in the path SDm, and not of a higher ΔGSDm due to 
including another information source in the selection 
process. The available funds could then be used in the 
path DS to increase the GSLD selection intensity, or 
to implement an additional GSHD stage, leading to an 
increased ΔGDS and a higher ΔGa. These outcomes are 
in contrast to ideas of genotyping even whole subpopu-
lations to identify individuals with the highest GEBV 
(König and Swalve, 2009).
The difficulty of genomic selection to generate a suf-
ficient ΔGDS under the constraint of a limited budget is 
the major force behind the sensitivity of the structure 
of the breeding schemes to changes in 1 or more input 
parameters. Thus, breeding companies implementing 
excessively low-density genotyping may be forced to 
adjust their selection procedure if genotyping costs in-
crease. Although one may consider this an unlikely sce-
nario, the large number of genotyped females necessary 
to implement GS in this selection path makes breeding 
companies very susceptible to any changes in genotyp-
ing costs. Furthermore, GS of females might lack the 
economic justification when comparing financial efforts 
and ΔGDS. Finally, even in the path SDm, breeding 
costs can be decreased if an economic optimum in 
terms of comparing the marginal benefit of increased 
selection intensity and the related financial efforts is 
found. Breeding companies exploiting this optimum 
might gain advantage from selling their products at 
lower prices.
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COnCLuSIOnS
The results of our study showed that low-density 
SNP chips may be particularly useful for extensive 
genotyping of potential bull dams in dairy cattle breed-
ing programs. This even holds if accuracies of GEBV 
are low. Limitation of the available budget can lead 
to strong interdependencies between optimum selection 
measures within male and female selection paths. The 
reasons are decreasing marginal benefits from increas-
ing selection intensities, in particular selection paths 
accompanied by increased opportunity cost due to 
limited response in other paths. Optimum allocation 
of financial resources leads to multistage GS. Breed-
ing organizations redesigning their breeding schemes to 
capitalize on genomic selection will have to take these 
interdependencies into account.
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appenDIX
According to path coefficient methodology (Lynch 
and Walsh, 1998) and the approach of Dekkers (2007), 
a certain phenotype P can be decomposed as follows:
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 [10]
where G is the additive genetic effect, E is the random 
environmental effect, Q is the true marker breeding 
value, R is the polygenic effect not explainable by the 
markers, Qˆi is estimated marker breeding value using a 
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high-density SNP chip, ei is the error due to estimating 
the marker effects, Qˆj  is the estimated marker breeding 
value using a low-density SNP chip and imputation al-
gorithms, and ej is the imputation error.
Assuming a 0 covariance between Qˆj  and ej, the cor-
relation between Qˆi and Qˆj  is
 r
QQ
Q e Q
Q e Q
Q
Q Q
i j
j j j
j j j
j
i j
ˆ ˆ
ˆ ˆ
ˆ ˆ
ˆ
ˆ ˆ
,
( )
+( )
+( ) ( )
( )
( ) ( )
= =
σ
σ σ
σ
σ σ
2
=
( )
( )
σ
σ
ˆ
ˆ
.
Q
Q
j
i
 [11]
The latter formula assumes—as a consequence of 
chip design—that all variance in the predictions from 
the LD chip is also captured by the HD chip, yet the 
variance of the predictions from the LD chip is smaller. 
If this is not the case, the covariance in Equation 11 
will be smaller than both standard deviations in the 
denominator, resulting in a lower correlation.
