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СВОЙСТВА КОВАРИАЦИИ 
В ЗАВИСИМОСТЯХ МЕЖДУ 
ИНФОРМАЦИОННЫМИ ПРИЗНАКАМИ. 
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И АССОЦИАЦИИ ФИШЕРА ПРИ АНАЛИЗЕ 
ОШИБОК В ТЕХНОЛОГИЧЕСКИХ 
ЦЕПОЧКАХ ОБРАБОТКИ ИНФОРМАЦИИ. 
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В данной статье автор поднимает вопрос об использовании ста-
тистических, математических методов для анализа работы информа-
ционно-технологического процесса, приводит примеры применения 
таких методов в информационных технологиях.
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При состоянии системы ковариации между точками А и Б, при реакции движения, вокруг точки А обра-
зуется окружность, а точка Б будет любая точка на линии 
окружности.
Система останавливается перед равновыбором (любой 
исход по любому направленному вектору). Коэффициент 
корреляции К
кор.
 = 0 (это и есть ковариация).
Что бы система вышла из равновесного состояния, не-
обходимо хотя бы малая сплюснутость окружности по по-
люсам. Тогда коэффициент корреляции будет отличаться 
от 0. И начнется медленный процесс взаимного влияния 
(корреляции) двух систем.
A
Если рассматривать прохождение программ в алго-
ритме конкретного задания Прямая линия будет означать 
«четкое беспрепятственное прохождение программных 
команд», далее эллипс – «разно выраженная задержка и 
препятствия в прохождении программ». И наконец, ровная 
окружность – «выполнение программ невозможно» – пре-
рывание цепи последовательных действий. Эти сообщения 
можно использовать для отслеживания разного рода оши-
бок в технологических процессах прохождения программ 
через электронные устройства обработки данных.
Коэффициенты сходства двух признаков (логическая 
проверка).
Таблица 2×2.
Б Б
Б Б
ББ
К
кор.
 = 0,60 К
кор.
 = 0,80 К
кор.
 = 1,00
Б
ББA
A
A
Ошибки
1 пр.
Σ
+ –
2 пр.
+ a b a + b
– c d c + d
Σ a + c b + d n

Physics, mathematics and chemistry
1 – ошибки в формате данных на электронных носи-
телях («+» – есть ошибки; «–» – нет ошибок)
2 – ошибки в прохождении программы технологи-
ческой цепочки алгоритма обработки данных («+» – есть 
ошибки; «–» – нет ошибок).
Формулы ассоциации и контингенции применяются 
в позициях логического квадрата, таблицы 2×2. В таких 
таблицах существуют установки: да–да; нет–нет; если не 
да, то нет (нет–да); если не нет, то да (да–нет).
Коэффициенты покажут зависимость (логику) двух су-
щественных признаков, в данном случае прерывание про-
хождения пакета прикладных программ и обработку ста-
тистического множества данных.
Коэффициент ассоциации юла: 
показывает долю разности диагональных значений совпав-
ших значений признаков (да–да и нет–нет) и не совпавших 
(да–нет и нет–да) первого порядка к их сумме.
Коэффициент контингенции Фишера: 
Коэффициент контингенции Фишера отличается от 
коэффициента ассоциации юла тем, что в делители (базе 
сравнения) берем среднегеометрическое значение произ-
ведения двух строковых суммы по всей матрице (табл. 1).
 .
( )( )( )( )
ad bcA
ad bc
ad bcK
a c b d a b c d
−=
+
−=
+ + + +
 .
( )( )( )( )
ad bcA
ad bc
ad bcK
a c b d a b c d
−=
+
−=
+ + + +
Коэффициенты сходства показывают среднестатис-
тическую (не ярко выраженную) зависимость (сходство) 
признаков, то есть выстраивается логический квадрат. 
(Существуют общепринятые, пограничные критерии: если 
А ≥ 0,5; К ≥ 0,3 можно говорить о наличие прямой или 
обратной связи между двумя рассматриваемыми призна-
ками).
Если собираются данные о «сбоях» в информационных 
системах, то есть образуются ряды динамики во времени 
(например, недели, месяцы и т.д.), используют метод со-
поставлений средних значений признака (средние детали-
зированных разбиений и общие, агрегатные средние).
Например, если разные группы системных инженеров 
осуществляют дежурства и контроль за отладкой системы 
по дням недели, можно отследить недельные индексы се-
зонности ошибок за 4 недели месяца и выстроить график 
– сезонную волну. При расчете средние индексы сезоннос-
ти по неделям взятые за месяц сопоставляются со средним 
недельным уровнем ряда динамики, то есть общая средняя 
за период.
Формула расчета индекса сезонности такая:
где Х−i – средний уровень i-го ряда динамики;
Х− – средняя величина из всех уровней рядов дина- 
мики.
Эта формула представляет долю отдельной частной 
средней в общем среднем уровне ряда динамики.
Совокупность рассчитанных индексов характеризует 
сезонную волну.
Число ошибок за месяц (4 недели) по дням недели 
(табл. 2).
Таблица 1.
Данные коэффициенты сходства имеют значения в пределе от –1 до +1
Прохождение программ
Без прерывания
Прерывание обработки 
данных ΣОшибки в
информац. носителях
Верное форматирование
(без ошибок)
60 40 100
Неверные данные в инф. носителях
Ошибки в форматировании
30 70 100
Σ 90 110 200
60 70 30 40 3000
0,556;
60 70 30 40 5400
60 70 30 40 3000
0,302.
9949,990 110 100 100
A
K
⋅ − ⋅= = ≈
⋅ + ⋅
⋅ − ⋅= = =
+ + +
60 70 30 40 3000
0,556;
60 70 30 40 5400
60 70 30 40 3000
0,302.
9949,990 110 100 100
A
K
⋅ − ⋅= = ≈
⋅ + ⋅
⋅ − ⋅= = =
+ + +
Таблица 2.
Дни
недели
Число ошибок
Σ Х−i 100%i
i
i
S
X
XI
X
= ⋅
1 нед. 2 нед. 3 нед. 4 нед.
Пн. 2 1 1 1 5 1,25 73
Вт. 1 1 2 2 6 1,5 88
Ср. 2 1 2 3 8 2 117,6
Чт. 3 3 2 2 10 2,5 147,0
Пт. 1 1 1 1 4 1,0 58,8
Сб. 2 2 2 2 8 2,0 117,6
Вс. 1 2 2 2 7 1,75 102,9
48 Х− = 1,7
100%
i
i
i
S
X
XI
X
= ⋅
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Волна сезонности понедельных ошибок за месяц будет 
такой:
Из графика следует, что максимальный экстремум се-
зонной волны за месяц приходится на четверг, это значит, 
что группе системных инженеров необходимо серьезно 
проанализировать ошибки и осуществить необходимую 
коррекцию в проблемных областях технологической це-
почки обработки данных.
Таким образом, возможен своеобразный симбиоз ста-
тистико-математических методов и информационных 
систем. Особенно это направление полезно в областях со-
единения информатики и математики. Так, например, при 
изучении мобильных и иммобильных элементов информа-
ционных систем можно использовать первый метод, опи-
санный в данной статье (ковариация – она же иммобиль-
ность, неподвижность) или тем же методом отслеживать 
состояния, когда система переходит в «спящий» режим; 
вторые методы хороши для анализа логической амбива-
лентности (то есть противоречивости) отдельных пози-
ций системы, третий метод можно применять при анализе 
деструкции иерархических зависимостей в информа-
ционных системах, изучении дистрибуции и редистрибу-
ции информационных сложений.
В процессе образования данная корреляция математи-
ческих методов и информатики призвана научить обучаю-
щихся апеллировать математическими знаниями в иссле-
довании крупных информационных массивов и анализе 
алгоритмов обработки данных.
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Cезонная волна ошибок в системе
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