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A well-known result of Nevanlinna states that for two nonconstant meromorphic functions
f and g on the complex plane C and for four distinct values a j ∈ C ∪ {∞}, if ν f−a j =
νg−a j for all 1  j  4, then g is a Möbius transformation of f . In 1983, Gundersen
generalized the result of Nevanlinna to the case where the above condition is replaced
by: min{ν f−a j ,1} = min{νg−a j ,1} for j = 1,2 and ν f−a j = νg−a j for j = 3,4. In this paper,
we prove that the theorem of Gundersen remains valid to the case where min{ν f−a j ,1} =
min{νg−a j ,1} for j = 1,2, and min{ν f−a j ,2} = min{νg−a j ,2} for j = 3,4. Furthermore, we
work on the case where {a j} are small functions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
For a meromorphic function f on C ( f ≡ 0,∞), we denote by ν f , μ f the zero and pole divisors of f . Set ν f−∞ :=
μ f = ν 1
f
.
The characteristic function of f is deﬁned by









∥∥ f (eiθ )∥∥dθ (r > 1),
where f = ( f0 : f1) is a reduced representation of f and ‖ f ‖ = (| f0|2 + | f1|2)1/2.
We say a meromorphic function a is “small” with respect to f if Ta(r) = o(T f (r)) as r → ∞ (outside a set of ﬁnite
Lebesgue measure). Denote by R f the set of all meromorphic functions on C which are small with respect to f . Then R f
is a ﬁeld if f is nonconstant.
In 1926, Nevanlinna [9] proved the following theorem.
Theorem 1.1. Let f and g be two distinct nonconstant meromorphic functions and let a1,a2,a3,a4 be four distinct values in C∪ {∞}.
Assume that ν f−a j = νg−a j for all 1 j  4. Then two shared values, say a3 and a4 , are Picard values, the cross ratio (a1,a2,a3,a4) =
−1, and g is a linear transformation of f .
In 1983 and 1987, Gundersen [4,5] obtained the following improvement of Nevanlinna’s theorem.
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Assume that min{ν f−ai ,1} = min{νg−ai ,1} for i = 1,2, and ν f−a j = νg−a j (outside a discrete set of counting function regardless
multiplicity is equal to o(T f (r))) for j = 3,4. Then ν f−ai = νg−ai for all i ∈ {1, . . . ,4}.
These results also proved for the case where {a j} are small (with respect to f ) meromorphic functions (see Li [7],
Shirosaki [10], Tan [11], Yao [13]).
In this paper, we strongly generalize the above results to the case where min{ν f−ai ,1} = min{νg−ai ,1} for i = 1,2,
min{ν f−a j ,2} = min{νg−a j ,2} for j = 3,4, and {a j} are small (with respect to f ) functions. We notice that in [3], Gundersen
gave examples to explain that Theorem 1.1 does not remain valid to the case where min{ν f−ai ,1} = min{νg−ai ,1} for all
i ∈ {1, . . . ,4}.
We ﬁnally remark that Han, Mori and Tohge [6] also obtained several other interesting extensions of Nevanlinna’s result
mentioned above. However, in their paper all truncation levels of multiplicity are bigger than 1. Therefore, their results are
not stronger than the result of Gundersen.
2. Some lemmas and notations
Let ν be a divisor on C and k,m be nonnegative integers or +∞. We set
mν[k](z) := 0 if ν(z) <m, mν[k](z) := min{ν(z),k} if ν(z)m.










For a nonzero meromorphic function f on C, we deﬁne mN[k]f (r) := mN[k](r, ν f ).
For brevity we will omit the character [k] (respectively  m) in the counting function and in the divisor if k = ∞
(respectively m = 0).
The proximity function of f is deﬁned by





∣∣ f (reiθ )∣∣dθ, where log+ x = max{log x,0} for x 0.
We state the First and Second Main Theorems of Value Distribution Theory.
First Main Theorem. Let f and a be two meromorphic functions on C such that ( f ,a) ≡ 0 then
T f (r) = N 1
f
(r) +m(r, f ) + O (1) and N f−a(r) T f (r) + Ta(r) + O (1).
As usual, by the notation “‖ P ” we mean that the assertion P holds for all r ∈ [0,∞) excluding a set of ﬁnite Lebesgue
measure.
Second Main Theorem (Moving target version). (See [12, Corollary 6.3].) Let f be a nonconstant meromorphic function on C. Let
a1, . . . ,aq be q distinct functions in R f . Then, for each  > 0, the following holds:




Let f and a be two meromorphic functions on C such that f − a ≡ 0. The defect δ[1]f (a) of f for a is deﬁned by
δ
[1]
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into CPn and H1, . . . , Hq (q n + 1) hyperplanes in CPn in general position. Then




( f ,H j)
(r) + o(T f (r)).
The following result was given by Li and Yang [8] for the case where the condition (i) below is replaced by N[1]hi (r) +
N[1]1
hi
(r) = o(Th1 (r) + Th2 (r)). However, their proof remains valid to our statement.
Lemma 2.1. (See [8, Lemma 7].) Let h1,h2 be two nonconstant meromorphic functions satisfying the following conditions:
(i) For any  > 0,















(h1=1=h2)(r) denotes the counting function of those common 1-points regardless multiplicity of h1,h2 .
Then there exist integers p1 and p2 (|p1| + |p2| > 0), such that hp11 hp22 ≡ 0.
Lemma 2.2. (See [13, Lemma 1].) Let f be a nonconstant meromorphic function on C and let a,b be two distinct meromorphic
functions in R f \ {∞}. Set
L( f ,a,b) :=
∣∣∣∣∣








L( f ,a,b) f k
( f − a)( f − b)
)
= o(T f (r)), for k = 0,1.
Lemma 2.3. Let f , g be nonconstant meromorphic functions and let α1,α2,α3 be three distinct meromorphic functions in R f \ {∞}.
Assume that min{μ f ,1} =min{μg,1} and min{ν f−α j ,1} = min{νg−α j ,1}, j = 1,2,3. Set
Φ = Φ(α1,α2,α3) := L( f ,α1,α2)( f − α3)
( f − α1)( f − α2) −
L(g,α1,α2)(g − α3)
(g − α1)(g − α2) .





i=1,2 N[1](r, |ν f−αi − νg−αi |) + N[1](r, |μ f − μg |) + o(T f (r)), where | · | is the absolute value notation.















ναi−α j + 2
3∑
i=1
(ναi + μαi ).
Since αi ∈ R f , we get N(r, γ ) = o(T f (r)). For an arbitrary point z0, set
k(z0) := μ L( f ,α1,α2)( f−α3) (z0) and t(z0) := μ L(g,α1,α2)(g−α3) (z0).
( f−α1)( f−α2) (g−α1)(g−α2)






}+ μ[1]f (z0) + γ (z0). (2.1)
Without loss of generality we may assume that ν f−α1 (z0) ν f−α2 (z0). Then
να2−α1(z0) = ν( f−α1)−( f−α2)(z0) ν f−α2(z0). (2.2)
On the other hand, by an easy computation we get that
L( f ,α1,α2)( f − α3)
( f − α1)( f − α2) =
(
(α1 − α2)′ − ( f − α1)
′
f − α1 (α1 − α2)
)(





k(z0) ν[1]f−α1(z0) + μ
[1]
f−α1(z0) + μ(α1−α2)′(z0) + μα2−α3(z0) + ν f−α2(z0)
 ν[1]f−α1(z0) + μ
[1]
f (z0) + μα1(z0) + μα1−α2(z0) + 2μα2−α3(z0) + να2−α1(z0)
 ν[1]f−α1(z0) + μ
[1]






}+ μ[1]f (z0) + γ (z0).






}+ μ[1]g (z0) + γ (z0). (2.4)
For the proof of (i), it suﬃces to show that
μΦ(z0)min
{∣∣ν f−α1(z0) − νg−α1(z0)∣∣,1}+min{∣∣ν f−α2(z0) − νg−α2(z0)∣∣,1}
+min{∣∣μ f (z0) − μg(z0)∣∣,1}+ 4γ (z0). (2.5)
Case 1. γ (z0) 1.
By (2.1), we get




f (z0) + γ (z0) 3+ γ (z0) 4γ (z0).
Similarly, by (2.4), we get
t(z0) 4γ (z0).
Therefore, μΦ(z0) = max{k(z0), t(z0)} 4γ (z0). Then we get (2.5).
Case 2. γ (z0) = 0 and there exists i ∈ {1,2} such that ν f−αi (z0) = νg−αi (z0) :=m 1, say i = 1.
Then, it is easy to see that
f (z0) − αi(z0) = 0 and g(z0) − αi(z0) = 0, for i = 2,3. (2.6)
On a neighborhood of z0, there exist holomorphic functions h,u such that h(z0),u(z0) = 0 and f −α1 = (z− z0)mh, g−α1 =
(z − z0)mu. By (2.3), we have
L( f ,α1,α2)( f − α3)
( f − α1)( f − α2) =
(
(α1 − α2)′ −
(
m












(g − α1)(g − α2) =
(
(α1 − α2)′ −
(
m










On the other hand, f (z0) − α2(z0) = α1(z0) − α2(z0) = g(z0) − α2(z0) = 0,∞. Hence, by (2.7) and (2.8), we have that Φ is
holomorphic at z0. Hence, we get (2.5).
Case 3. γ (z0) = 0 and μ f (z0) = μg(z0) = n 1.
On a neighborhood of z0, we have f = (z − z0)−nv(z), g = (z − z0)−nw(z) where v(z),w(z) are holomorphic functions
and v(z0),w(z0) = 0. Then by an easy computation, on a neighborhood of z0 we have
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( f − α1)( f − α2) =
1
z − z0 ·
n(α1 − α2)
1− α1 (z−z0)nv
· 1− α3(z − z0)
nv−1
1− α2(z − z0)nv−1 + A(z) and
L(g,α1,α2)(g − α3)
(g − α1)(g − α2) =
1
z − z0 ·
n(α1 − α2)
1− α1 (z−z0)nw
· 1− α3(z − z0)
nw−1
1− α2(z − z0)nw−1 + B(z)
where A(z), B(z) are holomorphic functions. Therefore, Φ is holomorphic at z0 (note that γ (z0) = 0). Then, we get (2.5).
Case 4. γ (z0) = 0 and 0= ν f−α1 (z0) = ν f−α2 (z0) = μ f (z0).
Then by (2.1) and (2.4), we have k(z0) = 0 = t(z0). Therefore, μΦ(z0) = max{k(z0), t(z0)} = 0 and then we get (2.5).
Case 5. 0 = γ (z0) = ν f−α1(z0) = ν f−α2 (z0), and μ f (z0) = μg(z0).
Then by (2.1) and (2.4), we have k(z0)  μ[1]f (z0)  1 and t(z0)  μ
[1]
g (z0)  1. Therefore, μΦ(z0) = max{k(z0), t(z0)} 
1= min{|μ f (z0) − μg(z0)|,1}. This implies (2.5).
We now check (2.5) in the last case.
Case 6. γ (z0) = 0, μ f (z0) = μg(z0), and ν f−α1(z0) = νg−α1 (z0) or ν f−α2 (z0) = νg−α2 (z0).
Then we have min{|ν f−α1 (z0) − νg−α1 (z0)|,1} = 1 or min{|ν f−α2 (z0) − νg−α2 (z0)|,1} = 1, and min{|μ f (z0) − μg(z0)|,







{∣∣ν f−α1(z0) − νg−α1(z0)∣∣,1}+min{∣∣ν f−α2(z0) − νg−α2(z0)∣∣,1}
+min{∣∣μ f (z0) − μg(z0)∣∣,1}+ 4γ (z0).
Then we get (2.5).
The proof of (2.5) has been completed, then we get assertion (i).
We now prove assertion (ii).
Let z0 be an arbitrary point, by (2.5), we have
μΦ(α1,α2,α3)(z0)min
{∣∣ν f−α1(z0) − νg−α1(z0)∣∣,1}+min{∣∣ν f−α2(z0) − νg−α2(z0)∣∣,1}
+min{∣∣μ f (z0) − μg(z0)∣∣,1}+ 4γ (z0). (2.9)
Similarly,
μΦ(α3,α2,α1)(z0)min
{∣∣ν f−α3(z0) − νg−α3(z0)∣∣,1}+min{∣∣ν f−α2(z0) − νg−α2(z0)∣∣,1}
+min{∣∣μ f (z0) − μg(z0)∣∣,1}+ 4γ (z0). (2.10)
If γ (z0) = 0, then by (2.9), (2.10) we have
μΦ(α1,α2,α3)·Φ(α3,α2α1)(z0) 14γ (z0). (2.11)
Noting that if γ (z0) = 0, ν f−α3 (z0) = 0, then z0 is a zero point of Φ(α1,α2,α3), and if γ (z0) = 0, ν f−α1 (z0) = 0, then z0 is
a zero point of Φ(α3,α2,α1). Therefore, from (2.9), (2.10) we get that if γ (z0) = 0, then
μΦ(α1,α2,α3)·Φ(α3,α2,α1)(z0)min
{∣∣ν f−α2(z0) − νg−α2(z0)∣∣,1}+min{∣∣μ f (z0) − μg(z0)∣∣,1}. (2.12)
From (2.11) and (2.12) we have
μΦ(α1,α2,α3)·Φ(α3,α2,α1) min




r, |ν f−α2 − νg−α2 |
)+ N[1](r, |μ f − μg |)+ o(T f (r)).
On the other hand, by Lemma 2.2, we have m(r,Φ(α1,α2,α3) · Φ(α3,α2,α1)) = o(T f (r)). Therefore, by the First Main
Theorem we have






r, |ν f−α2 − νg−α2 |
)+ N[1](r, |μ f − μg |)+ o(T f (r)).
We get assertion (ii).
We ﬁnally prove assertions (iii) and (iv).
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– If μ f (z0) = μg(z0)  1 then ν g−α1
f−α3
(z0) = 0 = μ g−α1
f−α3
(z0) and by an argument similar to Case 3, we have that
Φ(α1, φ2, φ3) and Φ(α3, φ2, φ1) are holomorphic at z0. Therefore
ν[1]Φ(α1,α2,α3)(g−α1)
f−α3
(z0) ν[1]Φ(α1,α2,α3)·Φ(α3,α2,α1)(z0), and (2.13)
μ[1]Φ(α1,α2,α3)(g−α1)
f−α3
(z0) = 0. (2.14)
– If ν f−α3 (z0) = νg−α3 (z0)  1 then Φ(α1,α2,α3)(z0) = 0 and by an argument similar to Case 2, we have that




(z0) = 1 = ν[1]Φ(α1,α2,α3)·Φ(α3,α2,α1)(z0), and (2.15)
μ[1]Φ(α1,α2,α3)(g−α1)
f−α3
(z0) = 0. (2.16)




(z0) = 1 = ν[1]Φ(α1,α2,α3)·Φ(α3,α2,α1)(z0). (2.17)
– If ν f−α2 (z0) = νg−α2 (z0) 1, then ( f − α3)(z0) = 0, (g − α1)(z0) = 0 and by an argument similar to Case 2, we have
that Φ(α1,α2,α3) and Φ(α3,α2,α1) are holomorphic at z0. Then
ν[1]Φ(α1,α2,α3)(g−α1)
f−α3
(z0) ν[1]Φ(α1,α2,α3)·Φ(α3,α2,α1)(z0), and (2.18)
μ[1]Φ(α1,α2,α3)(g−α1)
f−α3
(z0) = 0. (2.19)
– If νΦ(α1,α2,α3)(z0) 1, and μ f (z0) = ν f−α2 (z0) = ν f−α3(z0) = 0, then Φ(α3,α2,α1) is holomorphic at z0. Then
ν[1]Φ(α1,α2,α3)(g−α1)
f−α3
(z0) = 1 = ν[1]Φ(α1,α2,α3)·Φ(α3,α2,α1)(z0). (2.20)








{|ν f−αi − νg−αi |,1}+ γ .
Therefore, by the First Main Theorem and by assertion (ii) we have
N[1]Φ(α1,α2,α3)(g−α1)
f−α3
(r) N[1]Φ(α1,α2,α3)·Φ(α3,α2,α1)(r) + N[1]
(













r, |ν f−αi − νg−αi |






r, |ν f−αi − νg−αi |
)+ 2N[1](r, |μ f − μg |)+ o(T f (r)).
Then assertion (iii) holds.
– If μΦ(α1,α2,α3)(z0) 1, and μ f (z0) = ν f−a2 (z0) = ν f−a3 (z0) = 0, then Φ(α3,α2,α1) is holomorphic at z0. Then
μ[1]Φ(α1,α2,α3)(g−α1)
f−α3
(z0) = 1 = μ[1]Φ(α1,α2,α3)·Φ(α3,α2,α1)(z0). (2.21)




{|μ f − μg |,1}+ ∑ min{|ν f−αi − νg−αi |,1}+ γ .i=2,3








r, |ν f−αi − νg−αi |
)+ 2N[1](r, |μ f − μg |)+ o(T f (r)). (2.22)
Therefore, assertion (iv) holds. 
Let G be a torsion free abelian group and A = (x1, . . . , xq) be a q-tuple of elements xi in G . Let 1 < s < r  q. We say
that A has the property Pr,s if any r elements xp1 , . . . , xpr in A satisfy the condition that for any subset I ⊂ {p1, . . . , pr}
with #I = s, there exists a subset J ⊂ {p1, . . . , pr}, J = I , # J = s such that ∏i∈I xi =∏ j∈ J x j .
Lemma 2.4. (See [1, Lemma 5.1].) If A has the property Pr,s , then there exists a subset {i1, . . . , iq−r+2} of {1, . . . ,q} such that xi1 =· · · = xiq−r+2 .
3. Uniqueness theorem
Let f be a nonconstant meromorphic function on C. Denote by A f the set of all functions a ∈ R f such that δ[1]f (a) = 1.
It is clear that #A f  2.
Theorem 3.1. Let f and g be two distinct nonconstant meromorphic functions on C with reduced presentations f = ( f0 : f1), g =
(g0 : g1). Let a j (1 j  4) be four distinct functions in R f with reduced presentations a j = (a j0 : a j1). Assume thatmin{ν f−a j ,1} =
min{νg−a j ,1} for j = 1,2, and min{ν f−ai ,2} = min{νg−ai ,2} for i = 3,4. Then the following assertions hold:
(i) For any  > 0,
‖ N(r, D( f ,g,a j)) 
(
T f (r) + T g(r)
)
, j ∈ {1, . . . ,4}
where D( f ,g,a j) = 0 on {z: ν f−a j (z) = νg−a j (z)} and D( f ,g,a j) = 1 on {z: ν f−a j (z) = νg−a j (z)}.
(ii) The set {a1,a2,a3,a4} ∩ A f contains exactly 2 elements, say a3,a4 and the cross ratio (a1,a2,a3,a4) is identically equal to −1.











Proof. We ﬁrst remark that by the assumption of Theorem 3.1 we have Zero( f − a j) = Zero(g − a j) for all 1  j  4.
Therefore, by the First and Second Main Theorems we easily get that T f (r) = O (T g(r)). In particular, R f = Rg .




For each pair of positive integers (k, l) we denote N[1]
(a j ;k,l)(r) the counting function (regardless multiplicity) of all points z
satisfying ν f−a j (z) = k, and νg−a j (z) = l.


























































T f (r) + T g(r)
)− o(T f (r)).
Combining with (3.1), (3.2) we have∑(
N[2]f−a j (r) − N
[1]
f−a j (r)
)+ ∑(N[2]g−a j (r) − N[1]g−a j (r))= o(T f (r)).
i=3,4 i=3,4
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2N[1]f−a j (r) +2N
[1]




, j = 3,4. (3.3)
Set Ω j = {z: ν f−a j (z)  2 or νg−a j (z)  2}, j = 3,4. Then by (3.3) we have N[1]Ω j (r) = o(T f (r)). On the other hand,
min{ν f−ai ,1} = min{νg−ai ,1}, i = 1,2, and ν f−a j = νg−a j on C \ Ω j , j = 3,4. Hence, by Theorem 1.2 assertion (i) holds
in this case.
We now prove (i) for the case where a3 is nonconstant (and a1,a2 ∈ C, a4 = ∞).

















































T f (r) + T g(r)
)









T f (r) + T g(r)
)
. (3.6)
Therefore, for i = 3,4






T f (r) + T g(r)
)
(3.7)
(note that D( f ,g,ai)(z) = 0 if ν f−ai (z) = νg−ai (z) and D( f ,g,ai)(z) = 1 if ν f−ai (z) = νg−ai (z)).
Set
Φ1 := Φ(a1,a3,a2) = L( f ,a1,a3)( f − a2)
( f − a1)( f − a3) −
L(g,a1,a3)(g − a2)
(g − a1)(g − a3) , and
Φ2 := Φ(a2,a3,a1) = L( f ,a2,a3)( f − a1)
( f − a2)( f − a3) −
L(g,a2,a3)(g − a1)
(g − a2)(g − a3) .
Consider two cases.
Case 1. Φ1 · Φ2 ≡ 0. Without loss of generality, we may assume that Φ2 ≡ 0.
Let z0 ∈ Zero( f − a2) \ S0 be an arbitrary point. Set k := ν f−a2 (z0)  1, t := νg−a2 (z0)  1. On a neighborhood of
z0, we have f (z) − a2(z) = (z − z0)kh(z), g(z) − a2(z) = (z − z0)tu(z), where h(z),u(z) are holomorphic functions with
h(z0),u(z0) = 0.
By an easy computation, we get
L( f ,a2,a3)( f − a1)
( f − a2)( f − a3) =
(
(a2 − a3)′ − ( f − a2)
′
f − a2 (a2 − a3)
)(




Therefore, on a neighborhood of z0 we have
L( f ,a2,a3)( f − a1)
( f − a2)( f − a3) =
(
(a2 − a3)′ −
(
k












(g − a2)(g − a3) =
(
(a2 − a3)′ −
(
t










On the other hand, f (z0) = a2(z0) = g(z0), and ai(z0) − a j(z0) = 0,∞ for all 1  i = j  3. Hence, from (3.8), (3.9) and
Φ2 ≡ 0, we get k = t . Thus, we have
ν f−a = νg−a2 on C \ S0.2
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We now prove that for any  > 0,
‖ N(r, D( f ,g,a1)) T f (r). (3.11)
Set
ψ1 := (a2 − a1)
(
( f − a2)′




and ψ2 := (a3 − a1)
(
( f − a3)′





If ψ1 ≡ 0, then ( f −a2)′(g −a2)− ( f −a2)(g −a2)′ ≡ 0. Therefore, c := f−a2g−a2 is constant. Since f ≡ g , we have c = 1. We
have f −a1 = c(g−a1)+(1−c)(a2−a1). On the other hand, Zero( f −a1) = Zero(g−a1). Hence, Zero( f −a1) = Zero(a2−a1).
This implies that









Similarly, if ψ2 ≡ 0 then









Therefore, if ψ1 · ψ2 ≡ 0 we get (3.11).
Next we check (3.11) for the case ψ1 · ψ2 ≡ 0.
By an easy computation we have
ψ := ψ1 − ψ2 =
(
( f − a2)′
f − a2 −
( f − a3)′
f − a3
)
( f − a1) −
(
(g − a2)′




(g − a1). (3.12)
Subcase 1a. ψ ≡ 0.
By the Lemma of Logarithmic Derivative, we have





Therefore, by the First Main Theorem we have





It is easy to see that μψi  1 +
∑3
j=1 μa j and ψ1 (respectively ψ2) is holomorphic at any point z0 ∈ {z: ν f (z) =
νg(z) or ν f−a2 (z) = νg−a2 (z)} \ S0 (respectively z0 ∈ {z: ν f (z) = νg(z) or ν f−a3 (z) = νg−a3 (z)} \ S0). Therefore, we have






r, |ν f−a2 − νg−a2 |
)+ N[1](r, |μ f − μg |)+ o(T f (r))
= N[1](r, |ν f−a2 − νg−a2 |)+ N[1](r, |ν f−a4 − νg−a4 |)+ o(T f (r))











r, |ν f−a3 − νg−a3 |
)+ N[1](r, |μ f − μg |)+ o(T f (r))
= N[1](r, |ν f−a3 − νg−a3 |)+ N[1](r, |ν f−a4 − νg−a4 |)+ o(T f (r))













Combining with (3.13), we have
‖ Tψ(r) T f (r).
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N[1]f−a1  Nψ(r) ‖ Tψ(r) + O (1) T f (r)
(note that Zero( f − a1) = Zero(g − a1) and a j ∈ R f ). Then
N(r, D( f ,g,a1)) N
[1]
f−a1(r) T f (r).
We get (3.11) in Subcase 1a.
Subcase 1b. ψ ≡ 0. Then by (3.12), we have
(
( f − a2)′
f − a2 −
( f − a3)′
f − a3
)
( f − a1) ≡
(
(g − a2)′




(g − a1). (3.14)
This implies that for any z0 ∈ Zero( f − a1) \ S0 = Zero(g − a1) \ S0 we have ν f−a1 (z0) = νg−a1 (z0). Therefore,





We get (3.11) in Subcase 1b.
From (3.7), (3.10), (3.11) we get (i) in Case 1.
Case 2. Φ1 · Φ2 ≡ 0.
By (3.7) and Lemma 2.3(ii) (with α1 = a1, α2 = a3, α3 = a2), for any  > 0 we have
‖ TΦ1·Φ2(r) 
(
T f (r) + T g(r)
)
(3.15)
(note that a4 = ∞).










Therefore, by the First Main Theorem, we have
















(r) + o(T f (r)).
Combining with Lemma 2.3(i) (with Φ = Φ2, α1 = a2, α2 = a3, α3 = a1) we have
N[1]f−a1(r) N 1Φ2
(r) + o(T f (r))
 N[1]
(
r, |ν f−a2 − νg−a2 |
)+ N[1](r, |ν f−a3 − νg−a3 |)+ N[1](r, |μ f − μg |)+ o(T f (r))
 N[1]
(
r, |ν f−a2 − νg−a2 |
)+ N[1](r, |ν f−a3 − νg−a3 |)+ N[1](r, |ν f−a4 − νg−a4 |)+ o(T f (r)). (3.16)
Similarly,
N[1]f−a2(r) N 1Φ1
(r) + o(T f (r))
 N[1]
(
r, |ν f−a1 − νg−a1 |
)+ N[1](r, |ν f−a3 − νg−a3 |)+ N[1](r, |ν f−a4 − νg−a4 |)+ o(T f (r)). (3.17)
Since Zero( f − ai) = Zero(g − ai), we have that for any z0, if |ν f−ai (z0) − νg−ai (z0)| = 0 then ν f−ai (z0)  2 or
νg−ai (z0) 2. Therefore,
N[1]
(
r, |ν f−a3 − νg−a3 |
)+ N[1](r, |ν f−a4 − νg−a4 |)
∑
i=3,4
(2N[1]f−ai (r) + 2N[1]g−ai (r)
)
.
Combining with (3.6), we get
∥∥ N[1](r, |ν f−a3 − νg−a3 |)+ N[1](r|ν f−a4 − νg−a4 |)  (T f (r) + T g(r)). (3.18)3
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N[1]f−a1(r) N
[1](r, |ν f−a2 − νg−a2 |)+ 2
(






T f (r) + T g(r)
)
. (3.19)
From (3.17), (3.18) we get
N[1]f−a2(r) N
[1](r, |ν f−a1 − νg−a1 |)+ 2
(






T f (r) + T g(r)
)
. (3.20)











r, |ν f−a2 − νg−a2 |
)+ (T f (r) + T g(r)) N[1]f−a2(r) + 
(













r, |ν f−a1 − νg−a1 |
)+ (T f (r) + T g(r)) N[1]f−a1(r) + 
(
T f (r) + T g(r)
)
.
Therefore, for any  > 0 we have
∥∥ ∣∣N[1]f−a1(r) − N[1]f−a2(r)
∣∣ (T f (r) + T g(r)), (3.21)∥∥ N[1]f−a2(r) − N[1]
(




T f (r) + T g(r)
)
(3.22)
and ∥∥ N[1]f−a1(r) − N[1]
(




T f (r) + T g(r)
)
. (3.23)
We now prove the following claim:
Claim. For any  > 0, we have
∥∥ N[1]f−a1(r) 
(




φ := ( f − a3)
′
f − a3 −
(g − a3)′
g − a3 .
If φ ≡ 0, then since f ≡ g there exists c ∈ C, c = 1 such that ( f −a3) ≡ c(g −a3). Then ( f −ai) ≡ c(g −ai)+ (c−1)(ai −a3)
for i = 1,2. It is easy to see that μφ  1 and μφ = 0 on {z: ν f−a3 (z) = νg−a3 (z)} ∪ {z: μ f (z) = μg(z)} \ Pole(a3). Therefore,
μφ = μ[1]φ μa3 +min
{|ν f−a3 − νg−a3 |,1}+min{|μ f − μg |,1}
= μa3 +min
{|ν f−a3 − νg−a3 |,1}+min{|ν f−a4 − μg−a4 |,1}.
Hence, by (3.6), the First Main Theorem and the Lemma of Logarithmic Derivative, for any  > 0 we have
‖ Nφ(r) − O (1) Tφ(r) = N(r,μφ) +m(r, φ)
 N[1]
(
r, |ν f−a3 − νg−a3 |




(2N[1]f−ai (r) + 2N[1]g−ai (r)
)+ o(T f (r)) (T f (r) + T g(r)). (3.25)
Suppose that the claim does not hold. Then by (3.21) there exists E ⊂ [1,∞) with inﬁnite Lebesgue measure and there
exists 0 > 0 such that
N[1]f−a1(r) > 0
(
T f (r) + T g(r)
)
and N[1]f−a2(r) > 0
(
T f (r) + T g(r)
)
(3.26)
for all r ∈ E .
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f−a j (r) − N[1]
(





T f (r) + T g(r)
)
. (3.27)




T f (r) + T g(r)
)
< N[1]f−a j (r) =
n∑
i=1






(i)N[1]f−a j (r) +
1








where (i)N[1]f−a j (r) denotes the counting function (regardless multiplicity) of all points z satisfying ν f−a j (z) = i and the
notation ‖E P means that the assertion P holds for all r ∈ E excluding a set of ﬁnite Lebesgue measure.
























(i)N[1]g−a j (r) +
1


















This implies that for each j ∈ {1,2}, there exist n j ∈ {2, . . . ,n} such that
∥∥
E













T f (r) + T g(r)
)
. (3.28)
Combining with (3.5), for each j ∈ {1,2}, there exist n j  2 and 1 > 0, such that∥∥
E N
[1]
(a j;n j ,1)(r) 1
(






(a j;1,n j)(r) 1
(
T f (r) + T g(r)
)
. (3.29)















T f (r) + T g(r)
)
. (3.30)
For any z0 ∈ {z: ν f−a1 (z0) = n1, νg−a1 (z) = 1} \ S0, we write f − a1 = (z − z0)n1u(z) and g − a1 = (z − z0)v(z) (on a
neighborhood of z0) where u, v are holomorphic functions and u(z0), v(z0) = 0. Then, by an easy computation, we have
φ(z0) = −v
a1 − a3 (z0),
(
(z − z0) · Φ1
)






z − z0 (z0) = −v(z0)
(
v(a3 − a2) + a′1(a3 − a2)
(a1 − a2)(a1 − a3) (z0) +
a′2
a1 − a2 (z0) −
a′3




(Φ1 · Φ2)(z0) = (1− n1)φ
(





φ(a3 − a1)(a3 − a2) + a′3(a2 − a1)
)
(z0) (3.31)
(note that a1,a2 are constants).
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(Φ1 · Φ2) ≡ (1− n1)φ
(
φ(a3 − a1)(a3 − a2) + a′3(a2 − a1)
)
. (3.32)





T f (r) + T g(r)
)













T f (r) + T g(r)
)
.
This is a contradiction. Thus, we get (3.32).
For any z1 ∈ {z: ν f−a2 (z) = n2, νg−a2 = 1} \ S0, similarly to (3.31), we have
(Φ1 · Φ2)(z1) = (1− n2)φ
(





φ(a3 − a2)(a3 − a1) + a′3(a1 − a2)
)
(z1).
Therefore, similarly to (3.32), we have
(Φ1 · Φ2) ≡ (1− n2)φ
(
φ(a3 − a2)(a3 − a1) + a′3(a1 − a2)
)
. (3.33)
Noting that φ ≡ 0, by (3.32) and (3.33) we have
(n1 − n2)φ = (2− n1 − n2) a
′
3(a2 − a1)
(a3 − a2)(a3 − a1) . (3.34)
On the other hand a3 is not constant and n1,n2  2. Hence, by (3.34) we have n1 = n2 and










(note that a1,a2 are constants).





























T f (r) + T g(r)
)− o(T f (r)).















T f (r) + T g(r)
)
. (3.35)
By an argument similar to Subcase 2a, we have
(Φ1 · Φ2) ≡ (1− n1)φ
(




(Φ1 · Φ2) ≡ (1− n2)φ
(
φ(a3 − a1)(a3 − a2) + a′3(a2 − a1)
)
. (3.37)
If n1 = n2, then by (3.36) and (3.37) and since φ ≡ 0, we get
φ ≡ a
′
3(a1 − a2) .(a3 − a1)(a3 − a2)












Hence, there exists a constant c1 such that
f − a3
g − a3 ≡ c1 ·
a3 − a1
a1 − a2 .
















T f (r) + T g(r)
)− o(T f (r)).
This is a contradiction.
We now assume that n1 = n2. For any z0 ∈ {z: ν f−a1 (z) = n1, νg−a1 (z) = 1} \ S0, on a neighborhood of z0 we write
f − a1 = (z − z0)n1u(z), g − a1 = (z − z0)v(z) where u, v are holomorphic functions and u(z0), v(z0) = 0.
By an easy computation we have
φ(z0) = −v
a1 − a3 (z0),
(
(g − a1) · Φ1
)









(z0) = (1− n1)
(
( f − a2)φ(a3 − a1)
)
(z0). (3.38)
Similarly, for any z1 ∈ {z: ν f−a2 (z) = 1, νg−a2 (z) = n1 = n2} \ S0, we have(
( f − a2)Φ2
)
(z1) = (1− n1)
(




h1 := (g − a1)Φ1
(1− n1)( f − a2)φ(a3 − a1) , h2 :=
( f − a2)Φ2
(1− n1)(g − a1)φ(a3 − a2) , h3 :=
f − a3
g − a3 .
It is easy to see that
Thi (r) O
(
T f (r) + T g(r)
)
for all i = 1,2,3. (3.40)
By (3.35), (3.38), (3.39) and the First Main Theorem, for i ∈ {1,2} and j ∈ {2,3} we have
Thi (r) N
[1]









T f (r) + T g(r)
)
,
Th j (r) N
[1]













(hi=1=h j)(r) denotes the counting function of those common 1-points regardless multiplicity of hi,h j .












On the other hand by (3.18), (3.25), and Lemma 2.3(iii), (iv), for any  > 0 we have




T f (r) + T g(r)
)
(i = 1,2).
By (3.7) we also have




(r) N(r, D( f ,g,a3)) 
(
T f (r) + T g(r)
)
.





≡ (h1h2)p1p2 ≡ hp1q2+p2q13 . (3.42)(n1 − 1) (a3 − a1)(a3 − a2)φ





T f (r) + T g(r)
)
.





T f (r) + T g(r)
)
. (3.43)
Therefore, from (3.42), we have p1q2 + p2q1 = 0. Then there exists a constant c such that
Φ1Φ2 ≡ c(n1 − 1)2(a3 − a1)(a3 − a2)φ2.
Combining with (3.36) we have
(





(a3 − a1)(a3 − a2) .
This implies that
(












(note that a1,a2 are constants).






≡ K a3 − a2
a3 − a1 . (3.44)
On the other hand, since a1 = a2 ∈ C and a3 /∈ C, we get that a3−a2a3−a1 is not constant. Therefore, by (3.43) and (3.44) we have
c(1− n1) − 1 = 0 and∥∥∥∥ |c(1− n1) − 1|12
(










(r) = o(T f (r)).
This is a contradiction.
The proof of the claim has been completed. 
Note that a1,a2 are symmetric, so similarly to (3.24) for any  > 0 we have
∥∥ N[1]f−a2(r) 
(
T f (r) + T g(r)
)
. (3.45)
By (3.24) and (3.45) for j = 1,2 we have
‖ N(r, D( f ,g,a j)) N[1]f−a j (r) 
(
T f (r) + T g(r)
)
. (3.46)
By (3.7) and (3.46), assertion (i) holds in Case 2.
We now prove the assertions (ii), (iii).
For two meromorphic functions h,u on C with reduced representations h = (h0 : h1), u = (u0 : u1), we set (h,u) =
h0u0 + h1u1.
For each j ∈ {1, . . . ,4}, we set a˜ j0 := a j1, a˜ j1 := −a j0 and a˜ j := (a˜ j0 : a˜ j1) ∈ R f .
It is easy to see that for 1 j  4,
ν f−a j = ν( f ,a˜ j), νg−a j = ν(g,a˜ j).
Therefore, for all 1 j  4,
ν( f ,a˜ j) = ν(g,a˜ j) on
{
z: D( f ,g,a j)(z) = 0
}
. (3.47)
Deﬁne functions h j := ( f ,a˜ j)(g,a˜ j) , j ∈ {1, . . . ,4}. We have
a˜ j0 f0 + a˜ j1 f1 − h ja˜ j0g0 − h ja˜ j1g1 = 0, j ∈ {1, . . . ,4}.
Therefore, det(a˜ j0, a˜ j1,−h ja˜ j0,−h ja˜ j1, 1 j  4) ≡ 0.
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deﬁne hI = huhv and
AI = (−1)1+u+v ·
∣∣ a˜u0 a˜u1
a˜v0 a˜v1
∣∣ · ∣∣ a˜u′0 a˜u′1
a˜v′0 a˜v′1
∣∣
a˜1k1 a˜2k2 a˜3k3 a˜4k4
where {u′, v ′} = {1, . . . ,4} \ {u, v} and u′ < v ′ . We have AI ∈ R f and AI ≡ 0. Set L = {I ⊂ {1, . . . ,4}: #I = 2}, then #L = 6.
By the Laplace Expansion Theorem, we have∑
I∈L
AIhI ≡ 0. (3.48)
We introduce an equivalence relation on L as follows: I  J if and only if hIh J ∈ R f .
Set {L1, . . . , Ls} = Lupslope (s 6). For each v ∈ {1, . . . , s}, choose I v ∈ Lv and set∑
I∈Lv
AIhI = BvhIv , Bv ∈ R f .
Then (3.48) can be written as
s∑
v=1
BvhIv ≡ 0. (3.49)
Case A. There exists some Bv ≡ 0. We may assume that Bv ≡ 0, for all v ∈ {1, . . . , l}, Bv ≡ 0 for all v ∈ {l + 1, . . . , s} (1 
l s). By (3.49) we have
l∑
v=1
BvhIv ≡ 0. (3.50)
Denote by P the set of all positive integers p  l such that there exist a subset Kp ⊆ {1, . . . , l}, #Kp = p and nonzero
constants {ci}i∈Kp with
∑
i∈Kp ci BihIi ≡ 0. By (3.50), we have l ∈ P . Let t be the smallest integer in P (t  l  6). We may
assume that Kt = {1, . . . , t}. Then there exist nonzero constants cv (v = 1, . . . , t) such that
t∑
v=1




/∈ R f and hIi ≡ 0 for all 1 i = j  t , we have t  3.
Without loss of generality, we may assume that
T hI1
hI2









for all r ∈ A, where A is a subset of [1,+∞) with inﬁnite Lebesgue measure.
It is easy to see that
(
(I1 ∪ I2) \ (I1 ∩ I2)
)∩ ((I2 ∪ I3) \ (I2 ∩ I3))∩ ((I3 ∪ I1) \ (I3 ∩ I1))= ∅.






Zero( f , a˜k) \
⋃
k∈(Ii∪I j)\(Ii∩I j)
Zero( f , a˜k) for all 1 i = j  3.
Hence, by the First and the Second Main Theorems, we have
∥∥ T hI1
hI2
(r) + T hI2
hI3




−1(r) + N hI2hI3 −1
(r) + N hI3
hI1






(r) − o(T f (r)) (2− )T f (r) (3.53)
(note that {z: ( f , a˜i)(z) = ( f , a˜ j)(z) = 0} ⊂ {z: a˜i(z) = a˜ j(z)} and a˜i − a˜ j ∈ R f for all 1 i < j  4).
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∥∥ T hI1
hI2
(r) + T hI2
hI3
(r) + T hI3
hI1
(r) (2− )T g(r). (3.54)
Deﬁne the meromorphic mapping H := (c1B1hI1 : · · · : ct−1Bt−1hIt−1) : C → CP (t−2) . Since t = minP , H is linearly nonde-
generate.
By (3.52), (3.53) and (3.54) we have











(r) + T hI2
hI3







T f (r) + T g(r)
)
(3.55)
for all r ∈ A1, where A1 is a subset of [1,+∞) with inﬁnite Lebesgue measure.
Let (
c1B1hI1
u : · · · :
ct−1Bt−1hIt−1
u ) be a reduced representation of H , where u is a meromorphic function on C. It is clear
that a zero of
ci BihIi




















(r) + o(T f (r)).
On the other hand, it is clear that νhI j = ν 1hI j


































 t2(t − 2)(T f (r) + T g(r))+ o(T f (r)).















(r) + o(TH (r))
 t2(t − 2)(T f (r) + T g(r))+ o(T f (r))+ o(TH (r)).





T f (r) + T g(r)
)
 2t2(t − 2)(T f (r) + T g(r))
for all r ∈ A2. This is a contradiction.
Case B. Bv ≡ 0 for all v ∈ {1, . . . , s}. Then, since AIhI ≡ 0 (I ∈ L) we have #Lv  2 for all v ∈ {1, . . . , s}. This implies that for
each I = {u, v} ⊂ {1, . . . ,4} there exists some J := {u′, v ′} ⊂ {1, . . . ,4}, J = I such that
hI
h J
∈ R∗f . (3.57)
Let M∗ be the abelian multiplication group of all nonzero meromorphic functions on C. We have that R∗f = M∗ ∩ R f
is a subgroup of M∗ and the multiplication group G := M∗upslopeR∗ is a torsion free abelian group. We denote by [h] the classf
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{u, v} ⊂ {1, . . . ,4} such that huhv ∈ R∗f . Without loss of generality, we may assume that {u, v} = {1,2}. Then there exists
α ∈ R∗f , α ≡ 1 such that
( f , a˜1)
( f , a˜2)
= α (g, a˜1)
(g, a˜2)
. (3.58)
Set D j := Zero( f , a˜ j) = Zero(g, a˜ j). Then f = a j = g on D j for all 1 j  4. Therefore, α = 1 on (D3 ∪ D4) \ (D1 ∪ D2). On










 Tα(r) + o
(
T f (r)
)= o(T f (r)).
This implies that a˜3, a˜4 ∈ A f . On the other hand we have #A f  2. Hence, we get {a˜1, . . . , a˜4} ∩ A f = {a˜3, a˜4}. This implies









= α (a4, a˜1)
(a4, a˜2)
. (3.59)
Set F := ( f ,a˜1)a˜2k2
( f ,a˜2)a˜1k1
, G := (g,a˜1)a˜2k2
(g,a˜2)a˜1k1
, b1 := (a3,a˜1)a˜2k2(a3,a˜2)a˜1k1 , b2 :=
(a4,a˜1)a˜2k2
(a4,a˜2)a˜1k1
, b3 := α (a3,a˜1)a˜2k2(a3,a˜2)a˜1k1 , b4 := α
(a4,a˜1)a˜2k2
(a4,a˜2)a˜1k1
. Then by (3.58),
we have F = αG . Since α, {a˜i}4i=1 ∈ R f , it is easy to see that T F (r) = T f (r) + o(T f (r)), TG(r) = T g(r) + o(T g(r)) and
b1,b2,b3,b4 ∈ R f .
By an easy computation, we get that
νF−b1 = ν ( f ,a˜3)(a1,a˜2)
( f ,a˜2)(a3,a˜2)
· a˜2k2a˜1k1















∗ If b2 ≡ b3, then b1,b2,b3 are distinct. By the Second Main Theorem, for each  > 0, we have










(r) + o(T f (r))= o(T f (r))
(note that a˜3, a˜4 ∈ A f ). This is a contradiction. Hence, b2 ≡ b3.







(r) + o(T f (r))= o(T f (r)).
This is a contradiction. Hence, b1 ≡ b4.


























. This implies that A( f ) ≡ B(g). Then g ≡ S( f ), where S := B−1 ◦ A. By (3.59)
and α ≡ −1, we have A(a4) ≡ B(a3), and A(a3) ≡ B(a4). Hence, S(a4) = a3 and S(a3) = a4. It is clear that A(a1) ≡ B(a1) and
A(a2) ≡ B(a2). Therefore, S(a1) ≡ a1, S(a2) ≡ a2.
We have completed the proof of Theorem 3.1. 
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