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a b s t r a c t
It is shown that there exists a perfect one-error-correcting binary codewith a kernel which
is not contained in any Hamming code.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let Zn2 denote the direct product of n copies of the finite field Z2. A perfect one-error-correcting binary code C , for short a
perfect code, of length n is a subset C of Zn2 with the property that any word of Z
n
2 differs in at most one coordinate position
from a unique word of C .
We consider Zn2 as a n-dimensional vector space over the finite field Z2. A Hamming code [2] is a perfect code that is a
subspace of Zn2 . An example of a Hamming code of length 7 is the null space of the matrix[1 1 1 0 0 0 1
1 1 0 1 1 0 0
1 0 1 1 0 1 0
]
.
This Hamming code will be used below and we denote it by H0.
It is far from the case that all perfect codes are linear and the problem of the enumeration and the classification of all
perfect codes is still open; see for example [8].
A period of a subset C of Zn2 is an element pwith the property
p+ C = {p+ c | c ∈ C} = C .
The kernel of a code C , denoted by ker(C), is the set of periods of C . The kernel is a subspace of Zn2 .
Hessler [5] defined two codes C and C ′ to be linearly equivalent if there is a linear map ϕ such that C ′ = ϕ(C), and he
proved that two perfect codes are linearly equivalent if and only if their so called coset structures are linearly equivalent.
The concept of linear equivalence enables us to divide the family of all perfect codes into linear-equivalence classes, each
described by a coset structure.
Heden and Hessler [4] found that every coset structure can be described by a subspace of a kernel of a perfect code, and
conversely, every subspace P of the kernel of a perfect code, such that P has a certain aperiodic property, describes a coset
structure. So the structures of kernels of perfect codes are of importance for purposes of classification of perfect codes.
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It was an open problem whether or not the kernel of every perfect code is a subspace of some Hamming code. In [3] an
example of a perfect code C was given with the property that there are no Hamming codes H such that
ker(C) ⊆ H ⊆ 〈C〉,
where 〈C〉 denotes the linear span of the words of the code C . As this was just a partial solution to this problem, we think
that it is a good idea to provide, as we will do below, an example of a perfect code with a kernel that is not contained in any
Hamming code.
The conclusion, fromwhatwill be demonstrated below, is thus that coset structures, aswell as linear-equivalence classes,
of perfect codes, may not be enumerated by just studying subspaces of Hamming codes.
2. Some preparations
The weight of a word c , denoted as w(c), is the number of ones in the word.
The inner product of words x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) of Zn2 is defined by
x · y = x1y1 + x2y2 + · · · + xnyn.
The dual space S of a subspace H of Zn2 is defined by
S = H⊥ = {s ∈ Zn2 | s · h = 0 for all h ∈ H}.
Trivially, but what will be used below, the null space of a matrix is the dual space of the row space of the matrix. Less trivial,
but well known, is:
Proposition 1. The dual space of every Hamming code of length n = 2m − 1 is a simplex code of dimension m = log(n + 1),
i.e., a subspace of Zn2 where all non-zero elements have weight b(n+ 1)/2c.
A matrix C of a code C is a matrix in which the words of C are the columns of C. If C contains the all zero word and we
delete the zero column from C, then the matrix that remains will be denoted by C?.
Every Hamming code may be obtained from H0 by a permutation of the set of coordinate positions. Thus the following
proposition is easy to verify by inspection.
Proposition 2. Let H be a matrix of a Hamming code H of length 7, with rows r1, r2, . . . , r7. Then
w(λ1r1 + λ2r2 + · · · + λ7r7) =
{
0 if w(λ) = 4 and λ ∈ H⊥ (or λ ∈ H),
8 else,
where λ = (λ1, λ2, . . . , λ7).
It should be remarked that by using Fourier coefficients (see e.g. [3]), it is easy to prove that a corresponding result holds
for all Hamming codes of any length n = 2m−1, wherem is some integer. However, just for the case n = 7, the set of words
of weight (n+ 1)/2 coincides for a Hamming code and its dual code.
We will make use of the Hamming codes below:
H1 = 〈0111100, 1101010, 1011001〉⊥
H2 = 〈1110100, 0111010, 1011001〉⊥
H3 = 〈0111100, 1110010, 1010101〉⊥
H4 = 〈1111000, 1010110, 0110101〉⊥
H5 = 〈1110100, 1101010, 0111001〉⊥
H6 = 〈1011100, 0101110, 1100101〉⊥
H7 = 〈0111010, 1100110, 1010011〉⊥
H8 = 〈0101101, 0110011, 1001011〉⊥.
They were used by Phelps [7] to find a partition of the space Z72 into translates of distinct Hamming codes.
We will use the following property of this set of codes.
Proposition 3. For every word c of Z72 of weight 4 there are two possibilities: Either c belongs to H0 or c belongs to exactly two
of the codes Hi, for i = 1, 2, . . . , 8.
The proof of this proposition is given by direct inspection.
The code that we will present in the next section is defined by a tiling, i.e., a couple (A, B), where A and B are subsets of
a space Zm2 , with the property that any word x of Z
m
2 can be written uniquely as
x = a+ b,
for words a ∈ A and b ∈ B. If the all zero word belongs to A, then we will let A denote a matrix in which the columns are the
non-zero words of A in some order.
3054 O. Heden / Discrete Mathematics 310 (2010) 3052–3055
Lemma 1. For any tiling (A, B) of Zm2 such that the all zero word belongs to A, and such that |A| = n+ 1 ≥ 4, the set
C = {c ∈ Zn2 | AcT ∈ B},
is a perfect code of length n.
The proof of this lemma consists of trivial verifications; see e.g. [1].
We get an, in this context important but trivial, example of a tiling if we let A be a perfect code of lengthm and B the set
of all words in Zm2 of weight at most 1.
Finally, we will in our construction need the following proposition:
Proposition 4. Every four-dimensional subspace of Z72 contains at least one word of weight 4.
Proof. Assume that there is a four-dimensional subspace L of Z72 that does not contain any word of weight 4.
If there are four words of weight 2 in L, then, as is easily checked by making calculations by hand, at least two of these
four words can be added to a word of weight 4. The sum of any two distinct words of weight 6 is a word of weight 4. Hence,
L contains at most three words of weight 6. So, L can contain at most seven words of even weight, which is impossible as
any four-dimensional subspace of Z72 contains at least eight words of even weight. 
3. The code
Let the set B consist of the columns in the 10× 8-matrix
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

.
Let A be the 10× 127-matrix
A =

0 · · · 0 0 · · · 0 0 · · · 0 0 · · · 0 1 · · · 1 1 · · · 1
0 · · · 0 0 · · · 0 1 · · · 1 1 · · · 1 0 · · · 0 · · · 1 · · · 1
0 · · · 0 1 · · · 1 0 · · · 0 1 · · · 1 0 · · · 0 1 · · · 1
H∗0 H1 H2 H3 H4 · · · H7

where Hi, for i = 0, 1, 2, . . . , 7, are the perfect codes defined above.
We first note that the couple (A, B) is a tiling of Z102 , so the set of words c ∈ Z1272 that A multiplies into the set B is, by
Lemma 1, a perfect code C of length 127.
Proposition 5. The kernel of the above defined perfect code C is not a subspace of any Hamming code.
Proof. The set B has no periods except the all zero word, and hence, the kernel of C is the null space of the matrix A. If the
kernel of C is a subspace of some Hamming code then, by Proposition 1, there will exist a subspace S of the row space of A
which is a simplex code S of length 127 and dimension 7. Assume that such a subspace S exists.
Let the rows of the matrix A be denoted, in an order beginning with the first row of A, by r−3, r−2, r−1, r1, r2, . . . , r7.
These rows are linearly independent. We will use the canonic bijective linear map ψ from the linear span of the rows ri,
i = 1, 2, . . . , 7, to Z72 defined by
ψ(λ1r1 + λ2r2 + · · · + λ7r7) = (λ1, λ2, . . . , λ7).
The linear span of the rows r−3, r−2 and r−1 is denoted by T .
We consider two cases.
First, assume that S contains the subspace T . Then, as dim(S) = 7, S also contains a four-dimensional subspace L of the
linear span R of the rows ri, for i = 1, 2, . . . , 7. From Proposition 4 and by using the canonical linear map described above,
we find that there is a word λ = (λ1, λ2, . . . , λ7) ∈ Z72 of weight 4 such that the word
s = λ1r1 + λ2r2 + · · · + λ7r7,
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belongs to L, and thus also to S. We now use Proposition 3. If λ belongs to two of the codes Hi, for i = 0, 1, 2, . . . , 7, then
the weight of s, by Proposition 2, will be equal to w(s) = 6 · 8+ 2 · 0 = 48. If λ belongs to H8 and thus exactly to one of the
spaces Hi, for i = 1, 2, . . . , 7, then w(s) = 7 · 8+ 1 · 0 = 56. Similarly, w(s) = 56 if λ belongs to H0.
If S does not contain the subspace T , then the projection of S onto R is a space L′ of dimension at least 5. As ψ(L′) and H0
are subspaces of the same vector space of dimension 7, we deduce that the intersection of the spacesψ(L′) and H0 is a space
of dimension at least 2. Hence, this intersection contains at least two words of even weight, and consequently, ψ(L′) ∩ H0
contains at least one word λ = (λ1, λ2, . . . , λ7) of weight 4. If the projection of the word s of S onto L′ is ψ−1(λ), i.e.,
s = λ−3r−3 + λ−2r−2 + λ−1r−1 + λ1r1 + λ2r2 + · · · + λ7r7,
then, again by using Propositions 2 and 3, we find that w(s) = 56.
We have proved that every seven-dimensional subspace S of the row space of the matrix A contains a non-zero word of
a weight distinct from 64. No seven-dimensional subspace of the row space of A can thus be a simplex code. 
Let us finally remark that the rank of C is 124, and the dimension of the kernel is 113. Further, trivial verifications show
that C can be obtained by the construction of Phelps [6].
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