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Abstract
In the paper we make an effort to answer the question “What if Arzelà and Ascoli lived long enough
to see Pego theorem?”. Giulio Ascoli and Cesare Arzelà died in 1896 and 1912, respectively, so they
could not appreciate the characterization of compact families in L2pRN q provided by Robert L. Pego
in 1985. Unlike the Italian mathematicians, Pego employed various tools from harmonic analysis in
his work (for instance the Fourier transform or the Hausdorff-Young inequality). Our article is meant
to serve as a bridge between Arzelà-Ascoli theorem and Pego theorem (for L1pGq rather than L2pGq,
G being a locally compact abelian group). In a sense, the former is the “raison d’être” of the latter,
as we shall painstakingly demonstrate.
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1 Introduction
In 1985 Robert L. Pego came up with the following characterization of compact families in L2pRN q :
Theorem 1. (classical Pego theorem, comp. [28])
A bounded family F Ă L2pRN q is relatively compact if and only if
• pF is equicontinuous, i.e. for every ε ą 0 there exists an open neighbourhood U0 P RN of the zero
vector such that
@yPU0
fPF
ż
RN
| pfpx` yq ´ pfpxq|2 ă ε,
1
• pF is equivanishing, i.e. for every ε ą 0 there exists a compact set K (we denote it by K Ť RN ) such
that
@fPF
ż
RN zK
| pfpxq|2 ă ε.
The heart of Pego’s reasoning is that equicontinuity in the “time domain” is equivalent to equivanishing
in the “frequency domain” (i.e. the domain of the Fourier transform). The same is true if we look
at equivanishing in the “time domain” and equicontinuity in the “frequency domain” ´ they are also
equivalent. If we couple these observations with the Kolmogorov-Tamarkin-Riesz theorem (comp. [17]),
we obtain an elegant characterization of compact families in L2pRN q via the Fourier transform.
Nearly 30 years after Pego’s discovery, Przemysław Górka published a paper (comp. [14]) in which he
generalized Theorem 1 by replacing RN with a locally compact abelian group G. Originally, Górka’s result
contained a rather technical restriction, which the author (collaborating with Tomasz Kostrzewa) proved
to be obsolete 2 year later (comp. [15]) . Górka’s approach bears a striking resemblance to Pego’s ´ it
employs Plancherel theorem to demonstrate the “equicontinuity´equivanishing swap” and invokes Weil’s
theorem (comp. Chapter 12 in [35], p. 52), which generalizes Kolmogorov-Tamarkin-Riesz theorem.
All three mathematicians (Pego, Górka and Kostrzewa) view the Fourier transform as a linear and
bounded operator on “L2´space” (be it L2pRN q or L2pGq). However, the Fourier transform is originally
defined on “L1´space” and only then it is extended to “L2´space”. This motivates the question: “Is there
a counterpart of the Pego theorem for L1pGq?” Our paper is devoted to answering this question in the
affirmative.
In Chapter 2 we briefly recall the notions related to Banach (˚´)algebras and C˚´algebras. The
chapter contains a reflextion on the question “What if L1pGq were a C˚´algebra?” We argue that if it
were the case, we could apply the celebrated Gelfand-Naimark theorem directly to L1pGq, which would
save us a considerable amount of effort. Unfortunately, L1pGq is not a C˚´algebra and overcoming this
hurdle is the primary goal of the consecutive chapter.
Chapter 3 commences with the introduction of the convolution operator Ψ. Our main source of reference
at this point is Deitmar’s and Echterhoff’s “Principles of Harmonic analysis”, although we also suggest
an alternative approach to the construction of Ψ. The purpose of the convolution operator is to “copy”
L1pGq into the C˚´algebra BpL2pGqq as “faithfully” as possible. Theorem 5 and Corollary 6 that it may
happen that }ΨpF q} ă }f}1, so C˚pGq (the “copy” of L1pGq) is not as faithful as we would wish it to be.
Nevertheless, Ψ is still an injective algebra ˚´homomorphism ´ this is not ideal, but definitely very far
from tragic.
Chapter 4 is the final part of our investigations. The beginning of the chapter focuses on Arzelà-
Ascoli theorem, whose classic version is well-established in the literature. Unfortunately, as far as the
author is aware, the same remark does not apply for the generalizations of this result. In the paper, we
characterize relatively compact families in C0pXq (where X is a locally compact group) via the “collapse-
of-the-topologies” technique. This method can be traced as far back as the classic monographs by Kelley
and Munkres (comp. [23] and [27]). Once we have the Arzelà-Ascoli theorem at our disposal, we apply this
result to characterize relatively compact families in L1pGq via the Fourier transform. This counterpart of
the classic Pego theorem is the climax of the paper.
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2 Beyond Banach algebras
As the ancient proverb goes, “A journey of a thousand miles begins with a single step” (comp. [26],
Chapter 64). In accordance with the Chinese wisdom, our journey has to begin somewhere and we feel
that the realm of Banach algebras is a good place to start. Following Eberhard Kaniuth’s “A Course in
Commutative Banach Algebras” (comp. [22], p. 1) we say that a normed linear space pA, } ¨ }q over the
field of complex numbers C is a normed algebra if it is an algebra and the norm is submultiplicative, i.e.
@f,gPA }f ¨ g} ď }f} ¨ }g}.
A normed algebra A is said to be a Banach algebra if it is a Banach space (a plethora of examples of
Banach algebras is provided in [2], Chapter 6). A map Ψ : A1 ÝÑ A2 between two Banach algebras A1
and A2 is a Banach algebra homomorphism if it is continuous, C´linear and multiplicative, i.e.
@f,gPA1 Ψpf ¨ gq “ Ψpfq ¨Ψpgq.
With every commutative Banach algebra A, one can associate the so-called structure space ∆A (comp.
[8], p. 43 or [11], p. 5 or [22], p. 46). It is the set of all non-zero Banach algebra homomorphisms
m : A ÝÑ C. The elements of ∆A are typically referred to as the multiplicative linear functionals, which
is why we use the letter m to denote them.
Suppose that A is a Banach algebra and that ˚ : A ÝÑ A is a map such that for every f, g P A, λ P C
we have
• pf ` gq˚ “ f˚ ` g˚,
• pλfq˚ “ λf˚,
• pf ¨ gq˚ “ g˚ ¨ f˚,
• pf˚q˚ “ f,
• }f˚} “ }f}.
The pair pA, ˚q is called a Banach ˚´algebra and the map ˚ : A ÝÑ A is called an involution (comp.
[8], p. 49). A map Ψ : A1 ÝÑ A2 between two Banach ˚´algebras A1 and A2 is a Banach ˚´algebra
homomorphism if, in addition to being a Banach algebra homomorphism, it satisfies
@fPA1 Ψ pf˚q “ Ψpfq˚.
Arguably the most common example of a Banach ˚´algebra is BpHq, the space of bounded and linear
operators on a given Hilbert space H. The involution ˚ : BpHq ÝÑ BpHq maps every operator T to its
adjoint operator (comp. Theorem 4.10 in [33] or Proposition 5.4 in [34], p. 183), i.e. a unique bounded
and linear operator T ˚ satisfying
@u,vPH xTu|vy “ xu|T ˚vy,
where x¨|¨y denotes the inner product in H. The relevance of BpHq in our discussion will manifest itself in
Chapter 3, where it sets the stage for the C˚´algebra of a locally compact abelian group G.
The second example of a Banach ˚´algebra, which permeates the mathematical literature (Lemma
2.6.2 in [8], p. 50 or [9], p. 1 or [22], p. 18), is the space L1pGq, where G is (as always in this paper) a
locally compact abelian group. The convolution defined by
@xPG f ‹ gpxq :“
ż
G
fpx´ yq ¨ gpyq dy
3
is the algebra multiplication in L1pGq and the involution is given by
@xPG f˚pxq :“ fp´xq.
The importance of this example is self-evident: after all, the main goal of the paper is to provide a Pego-like
characterization of relatively compact families in L1pGq.
Before closing this chapter we introduce one more concept for future progress: a Banach ˚´algebra A,
which satisfies the C˚´property:
@fPA }f ¨ f˚} “ }f}2, (1)
is called a C˚´algebra (comp. [1], p. 5 or [6], p. 1 or [8], p. 49 or [9], p. 8 or [22], p. 66). Property (1)
is easily memorized as the functional analytic version of z ¨ z “ |z|2 for z P C in complex analysis. BpHq,
which we mentioned earlier, is an example of a (noncommutative) C˚´algebra (comp. [9], p. 1 or [8],
p. 49 or [22], p. 66), but what about L1pGq? If L1pGq were a (commutative) C˚´algebra, then by the
celebrated Gelfand-Naimark theorem (comp. Theorem 7.1 in [1], p. 22 or Theorem I.3.1 in [6], p. 7 or
Theorem 2.6.7 in [8], p. 53 or Theorem 2.4.5 in [22], p. 69), it would be isometrically ˚´isomorphic to
C0pXq, the space of continuous functions, which vanish at infinity (X would be a certain locally compact
space). This, in turn, would greatly simplify our work, as characterizing relatively compact families in
L1pGq would then amount to characterizing relatively compact families in C0pXq. Unfortunately, L1pGq is
not a C˚´algebra, unless G is trivial (comp. Theorem 2.6.2 in [8], p. 50). This entails that if we want to
write down Pego theorem for L1pGq then we need to overcome the obstacle of it not being a C˚´algebra.
Resolving this issue lies at the heart of our next chapter.
3 Convolution operator and the C˚´algebra of a locally compact
abelian group
As foreshadowed in Chapter 2, the current section will be devoted to the construction of a C˚´algebra
of a locally compact abelian group G. This object will serve as the “enhanced version” of L1pGq, which is
not a C˚´algebra.
To begin with, for fixed f P L1pGq and ϕ P L2pGq we consider the map
φ ÞÑ
ż
G
fpyq ¨ xφ|Tyϕy2 dy, (2)
where Ty : L
2pGq ÝÑ L2pGq is the translation operator Tyϕpxq :“ ϕpx´ yq and x¨|¨y2 stands for the inner
product in L2pGq. On page 70 in [8], Deitmar and Echterhoff prove that the map (2) is a linear and bound
functional on L2pGq. By Riesz representation theorem (Theorem 4.11 in [3], p. 97 or Theorem 6.52 in
[31], p. 196) there exists a function Ψf,ϕ P L2pGq such that
@φPL2pGq xφ|Ψf,ϕy2 “
ż
G
fpyq ¨ xφ|Tyϕy2 dy. (3)
It is easy to observe that for every α1, α2 P C and ϕ1, ϕ2 P L2pGq we have
Ψf,α1ϕ1`α2ϕ2 “ α1Ψf,ϕ1 ` α2Ψf,ϕ2 .
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Furthermore, (3) leads to the following estimate (for details see [8], p. 70):
}Ψf,ϕ}2 ď }f}1 ¨ }ϕ}2.
Consequently, we may define a linear and bounded map Ψf : L
2pGq ÝÑ L2pGq by Ψfpϕq :“ Ψf,ϕ.
Deitmar and Echterhoff go on to prove (Lemma 3.3.1 in [8], p. 70) that
@ϕPL1pGqXL2pGq Ψfpϕq “ f ‹ ϕ “ ϕ ‹ f. (4)
Going off on a tangent for a brief moment, let us remark that we could define Ψf in a slightly different
manner than Deitmar and Echterhoff do. In this alternative approach (comp. [22], p. 95), we would begin
with defining Ψfpϕq :“ f ‹ ϕ for every ϕ P L1pGq X L2pGq´ this definition is obviously inspired by the
property (4) in Deitmar-Echterhoff’s point of view. Since L1pGq X L2pGq is dense in L2pGq, we would
subsequently extend the operator Ψf : L
1pGq X L2pGq ÝÑ L2pGq (by Theorem 1.6 in [29], p. 9) to all of
L2pGq. This extension is unique, so our operator Ψf would have no choice but to coincide with the one
defined by Deitmar and Echterhoff.
Going back to the main line of reasoning, we define the map Ψ : L1pGq ÝÑ BpL2pGqq by the formula
Ψpfq :“ Ψf . Lemma 3.3.2 in [8], p. 70 (or Theorem 2.7.7 in [22], p. 95) proves that Ψ is an injective algebra
˚´homomorphism between Banach ˚´algebras L1pGq and BpL2pGqq. What more can we say about Ψ?
Lemma 2. (known in the mathematical folklore)
If f P L1pGq and f ě 0 then }Ψpfq} “ }f}1.
Proof. First, let us remark that it is clear to see that Ψ is a homeomorphism due to the general version
of the open mapping theorem (comp. Theorem 2.11 in [33], p. 48). However, we claim that even more is
true, so a more detailed analysis is required.
We fix f P L1pGq and observe that
@φPL1pGqXL2pGq }Ψfpφq}2 p4q“ }f ‹ φ}2 ď }f}1 ¨ }φ}2,
where the last inequality follows from Young’s convolution inequality (comp. Corollary 20.14 in [20], p.
293). We instantly conclude that }Ψf} ď }f}1, which is the effortless part of the proof. Henceforth, we
focus our attention on demonstrating that }Ψf} ě }f}1.
Since f P L1pGq then supppfq is contained in a σ´compact set (comp. Corolarry 1.3.5 in [8], p. 10).
Hence
supppfq Ă
8ď
n“1
Kn,
where Kn Ť G (meaning Kn is compact) for every n P N. It is easy to see that without loss of generality,
we may assume that
• 0 P Kn for every n P N (adjoining one point does not change compactness of Kn),
• Kn Ă Kn`1 for every n P N (this is a standard trick of substituting Dn :“
Ťn
m“1 Km for Kn if
necessary),
• Kn is symmetric for every n P N (we may substitute Kn Y p´Knq for Kn if necessary).
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Consequently, we have that
@ně2 Kn ´Kn Ą 0´Kn “ ´Kn “ Kn Ą Kn´1. (5)
Furthermore, let us define a family of functions φn :“ µpKnq´ 12 ¨ 1Kn for every n P N, where 1Kn is
the characteristic function of Kn. An easy calculation shows that }φn}2 “ 1 for every n P N. In order to
conclude that }Ψpfq} ě }f}1, it is enough to demonstrate that
}Ψfpφnq} “ }f ‹ φn}2 ě }f}1 ´ ε
for a fixed ε ą 0 and n large enough. To this end we fix ε ą 0 and choose N P N such thatż
KN
fpxq dx ě }f}1 ´ ε. (6)
Let us remark that the assumption “f ě 0” plays a pivotal role in the choice of N : if f could have been
negative then it would be possible for the integral
ş
KN
fpxq dx to be negative and }f}1´ ε to be positive.
This would lead to contradiction. In other words, the choice of N is possible due to the assumption that
f is non-negative.
Finally, we have
@nąN }f ‹ φn}22 “
ż
G
ˇˇˇˇż
G
fpx´ yq ¨ φnpyq dy
ˇˇˇˇ2
dx “ 1
µpKnq
ż
G
ˆż
Kn
fpx´ yq dy
˙2
dx
y ÞÑx´y“ 1
µpKnq
ż
G
ˆż
x´Kn
fpyq dy
˙2
dx ě 1
µpKnq
ż
Kn
ˆż
x´Kn
fpyq dy
˙2
dx
p5q
ě 1
µpKnq
ż
Kn
ˆż
KN
fpyq dy
˙2
dx
p6q
ě p}f}1 ´ εq2,
which concludes the proof.
The above lemma is elegant and charming, but the assumption “f ě 0” limits its applicability to a
certain degree. If the assumption of nonnegativity is removed, then the equality }Ψpfq} “ }f}1 need not
hold. In order to see this, let us recall that for every function f P L1pGq we define its Fourier transform
(comp. Chapter 1.7 in [8], p. 29 or Chapter 4.2 in [11], p. 93 or Chapter 2.8.4 in [19], p. 260 or Chapter
8 in [21], p. 209) with the formula
@
χP pG pfpχq :“ ż
G
fpxq ¨ χpxq dx, (7)
where pG is the dual group (comp. Chapter 7 in [7], p. 101 or Chapter 3.1 in [8], p. 63 or Chapter 4.1
in [11], p. 87 or Chapter 2.8.1 in [19], p. 255 or Chapter 6.23 in [20], p. 355). We will be particularly
interested in the dual group pZ, whose elements (characters) are the maps χα : Z ÝÑ S1 given by
χαpkq :“ e2piikα,
where α P r0, 1q (comp. Proposition 7.1.1 in [7], p. 101). If r0, 1q is treated as topological group with
addition mod1 then it can be shown (comp. Proposition 7.1.6 in [7], p. 106) that the map H : pZ ÝÑ
pr0, 1q,` mod 1q given by
Hpχαq :“ α (8)
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is a homeomorphic isomorphism. This fact allows for a convenient description of the Haar measure on pZ,
due to the following result:
Lemma 3. (known in the mathematical folklore)
Let G1 and G2 be locally compact (not necessarily abelian) groups and let h : G1 ÝÑ G2 be a homeomorphic
isomorphism. If µ1, µ2 are (left) Haar measures on G1 and G2 respectively, then µ1 “ c ¨ µ2 ˝ h for some
constant c ą 0.
Proof. Since a Haar measure is unique up to a positive constant (comp. Theorem 2.20 in [11], p. 39 or
Theorem 3.3.2 in [30], p. 83) then it suffices to check that µ2 ˝ h is a Haar measure on G1. First of all, it
is a nontrivial map since µ2 ˝ hpG1q “ µ2pG2q ą 0. Obviously, we have µ2 ˝ hpHq “ µ2pHq “ 0. Next, if
pAnqnPN Ă G1 is a sequence of pairwise disjoint Borel-measurable sets then the sequence phpAnqqnPN Ă G2
is also pairwise disjoint and we have
µ2 ˝ h
˜ď
nPN
An
¸
“ µ2
˜ď
nPN
hpAnq
¸
“
ÿ
nPN
µ2 ˝ hpAnq.
This demonstrates that µ2 ˝ h is a nontrivial Borel measure.
If K is a compact subset of G1 then hpKq is compact in G2 and µ2 ˝ hpKq ă 8. Furthermore, to see
that µ2 ˝ h is inner regular we take an open set U Ă G1 (then hpUq is open in G2) and observe that
µ2 ˝ hpUq “ sup tµ2pDq : D Ă hpUq, D Ť G2u
“ sup µ2 ˝ hph´1pDqq : h ˝ h´1pDq Ă hpUq, D Ť G2(
“ sup µ2 ˝ hph´1pDqq : h´1pDq Ă U,D Ť G2(
“ sup tµ2 ˝ hpKq : K Ă U,K Ť G1u .
Analogously, if A Ă G1 is a Borel-measurable set then hpAq is Borel-measurable in G2 and
µ2 ˝ hpAq “ inf tµ2pUq : hpAq Ă U,U is open in G2u
“ inf  µ2 ˝ hph´1pUqq : hpAq Ă hph´1pUqq, U is open in G2(
“ inf  µ2 ˝ hph´1pUqq : A Ă h´1pUq, U is open in G2(
“ inf tµ2 ˝ hpV q : A Ă V, V is open in G2u ,
which establishes that µ2˝h is outer regular. Last but not least, if x P G1 and A Ă G1 is a Borel-measurable
set then
µ2 ˝ hpx ¨Aq “ µ2 phpxq ¨ hpAqq “ µ2 ˝ hpAq,
due to left-invariance of µ2 (an the fact that h is an isomorphism). This concludes the proof.
We now apply Lemma 3 to describe the Haar measure and Haar integral on pZ. In the corollary below,
we use the term “normalized Haar measure”, which means that the measure of the whole (compact) group
is equal to 1.
Corollary 4. (known in the mathematical folklore)
The normalized Haar measure µpZ on pZ satisfies
µpZ “ λ|r0,1q ˝ H, (9)
7
where λ is the classical Lebesgue measure on R. Consequently, if F P L1ppZq thenż
pZ F pχq dχ “
ż 1
0
F ˝ H´1pαq dα. (10)
Proof. First of all, we remark that pr0, 1q,` mod 1q is a compact group, since it is homeomorphic to the
circle group S1 (or the quotient group R{Z for that matter). Furthermore, λ|r0,1q is the normalized Haar
measure on pr0, 1q,` mod 1q. By Lemma 3 we have that λ|r0,1q ˝ H is the normalized Haar measure on pZ.
This demonstrates the equality (9).
Regarding the second part of the theorem, we begin by observing that if F “ 1A for some measurable
A Ă pZ, then ż
pZ F pχq dχ “
ż
pZ 1Apχq dχ “ µpZpAq
p9q“ λ|r0,1q ˝ HpAq “
ż 1
0
1HpAqpαq dα
“
ż 1
0
1ApH´1pαqq dα “
ż 1
0
F ˝H´1pαq dα,
which is congruent with (10). The rest of the argument follows a classical technique. We take the liberty
of not transcribing the whole reasoning in detail, but provide just a simple sketch: since (10) is true for
the characteristic functions (as we have just demonstrated) then it is also true for simple functions (with
non-negative coefficients). Moreover, given a non-negative function F P L1ppZq we approximate it by a
nondecreasing sequence of non-negative simple functions (comp. Theorem 2.10 in [12], p. 47) and (10) for
such F follows from the monotone convergence theorem (comp. Theorem 2.14 in [12], p. 50). Next, any
real-valued integrable function can be represented as a difference of two non-negative integrable functions,
so (10) holds for any real-valued F P L1ppZq. Last but not least, every complex-valued F P L1ppZq can be
decomposed as F1` iF2, where F1, F2 P L1ppZq are real-valued. This implies that (10) holds true for every
function in L1ppZq.
In the next theorem we calculate the norm }Ψf } for f P L1pZq. This computation will prove to be
invaluable in Corollary 6, in which we demonstrate the existence of a function g P L1pZq such that
}Ψg} ă }g}1.
The theorem below bears a dim resemblance to Corollary 1.2 in [13], p. 217. The result is also
mentioned (without any reference or proof) in [25]. However, as we were unable to find a reference with
proof for this result, we have taken the liberty of proving it ourselves.
Theorem 5. If G “ Z then
@fPL1pZq }Ψf} “ } pf}8,
where } ¨ }8 denotes the supremum norm.
Proof. We fix f P L1pZq and observe that
}Ψf } “ sup
φPCcpZq
}φ}2“1
}Ψf pφq}2 “ sup
φPCcpZq
}φ}2“1
}f ‹ φ}2 “ sup
φPCcpZq
}φ}2“1
}zf ‹ φ}2 “ sup
φPCcpZq
}φ}2“1
} pf ¨ pφ}2, (11)
where we have employed both the Plancherel theorem (comp. Theorem 3.4.8 in [8], p. 77 or Theorem 4.25
in [11], p. 99 or Theorem 4.4.1 in [22], p. 219 ) and the property zf ‹ φ “ pf ¨ pφ (comp. Theorem 8.3.1 in
8
[7], p. 120 or Lemma 1.7.2 in [8], p. 30). Furthermore, we have
@φPCcpZq
}φ}2“1
} pf ¨ pφ}22 “ żpZ | pfpχq ¨ pφpχq|2 dχ ď } pf}28 ¨
ż
pZ |pφpχq|2 dχ “ } pf}28 ¨ }pφ}22 “ } pf}28 ¨ }φ}22 “ } pf}28,
which (coupled with (11)) establishes that }Ψf} ď } pf}8.
For the converse, we fix α˚ P r0, 1q and define a sequence of functions Φn : pZ ÝÑ C by
Φnpχαq :“
" ?
n if |α´ α˚| ă 12n ,
0 otherwise.
Naturally Φn P L2ppZq and we have
} pf ¨Φn}22 “ żpZ | pfpχq ¨ Φnpχq|2 dχ p10q“
ż 1
0
| pf ˝ H´1pαq|2 ¨ |Φn ˝H´1pαq|2 dα ě n ż α˚` 12n
α˚´
1
2n
| pf ˝ H´1pαq| dα.
(12)
By a standard application of de l’Hôspital’s rule we conclude that
lim sup
nÑ8
} pf ¨ Φn}2 p12qě | pf ˝ H´1pα˚q| “ | pfpχα˚q|. (13)
By density of CcpZq in L2pZq (comp. Proposition 7.9 in [12], p. 217) we pick a sequence pφnqnPN Ă CcpZq
such that
}φn ´ |Φn}2 nÑ8ÝÑ 0, (14)
where |Φn P L2pZq denotes the inverse Fourier transform of Φn. In particular, (14) means that }φn} nÑ8ÝÑ 1,
since (again by Plancherel theorem) }|Φn}2 “ }Φn}2 “ 1 for every n P N.
Finally, we have
}Ψf} ě lim sup
nÑ8
}Ψfpφnq}2
}φn}2 “ lim supnÑ8 }f ‹ φn}2 “ lim supnÑ8 }
{f ‹ φn}2 “ lim sup
nÑ8
} pf ¨xφn}2
ě lim sup
nÑ8
ˆ
} pf ¨ Φn}2 ´ } pf ¨ pxφn ´ Φnq}2˙ ě lim sup
nÑ8
ˆ
} pf ¨Φn}2 ´ } pf}8 ¨ }xφn ´ Φn}2˙
“ lim sup
nÑ8
ˆ
} pf ¨ Φn}2 ´ } pf}8 ¨ }φn ´ |Φn}2˙ p14q“ lim sup
nÑ8
} pf ¨Φn}2 p13qě | pfpχα˚q|.
As the choice of α˚ P r0, 1q (equivalently χα˚ P pZ) was arbitrary, we are done.
Corollary 6. There exists a function g P L1pZq such that }pg}8 ă }g}1, and consequently }Ψpgq} ă }g}1.
Proof. We put
gpnq :“
$&% 1 for n “ 0, 1´1 for n “ 2
0 otherwise.
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Obviously g P L1pZq with }g}1 “ 3. Subsequently, we perform the following calculation:
@yPr0,1s |pgpyq|2 “
ˇˇˇˇ
ˇÿ
nPZ
gpnq ¨ expp´2piinyq
ˇˇˇˇ
ˇ
2
“ |1` expp´2piiyq ´ expp´4piiyq|2
“ ˇˇ1` cosp2piyq ´ cosp4piyq ´ i` sinp2piyq ´ sinp4piyq˘ˇˇ2
“ `1` cosp2piyq ´ cosp4piyq˘2 ` ` sinp2piyq ´ sinp4piyq˘2
“ 3´ 2 cosp4piyq ď 5,
where we have ommitted a number of trivial applications of trigonometric identities. The above estimate
demonstrates that
}pg}8 ď ?5 ă 3 “ }g}1,
which concludes the proof.
A rather sad upshot of Corollary 6 is that on some groups (like Z as we demonstrated), the operator
Ψ is not an isometry. Nevertheless, we use this map to define the group C˚´algebra as the norm´closure
of ΨpL1pGqq inside the C˚´algebra BpL2pGqq. Since Ψ is an injective algebra ˚´homomorphism between
L1pGq and BpL2pGqq (comp. Lemma 3.3.2 in [8], p. 70 or Theorem 2.7.7 in [22], p. 95) then ΨpL1pGqq is
a commutative, normed ˚´subalgebra of BpL2pGqq, which satisfies the C˚´property. Taking the closure
simply “completes” ΨpL1pGqq in BpL2pGqq, turning it into a commutative C˚´algebra, which we denote
by C˚pGq.
4 Arzelà, Ascoli and Pego
At last, we have arrived at the main chapter of the paper. We already have the proper “canvas” to
work with, namely the C˚´algebra C˚pGq, where G is (as always) a locally compact abelian group. As we
demonstrate in the first theorem of the current chapter, C˚pGq is de facto the space of continuous functions
(on the dual group pG), which vanish at infinity. Therefore, employing a correct version of the Arzelà-Ascoli
theorem we should be able to characterize relatively compact families in C˚pGq. This approach will bear
fruit in the form of Pego theorem for L1pGq, i.e. a characterization of relatively compact families in L1pGq
via the Fourier transform.
Theorem 7. There exists an isometric ˚´isomorphism Ω between C0p pGq and C˚pGq.
Proof. By Theorem 3.3.3 in [8], p. 71 we know that the map
Ψ∆ : ∆C˚pGq ÝÑ ∆L1pGq given by Ψ∆pmq :“ m ˝Ψ (15)
is a homeomorphism. We easily derive an explicit formula for the inverse of Ψ∆ :
@mP∆
L1pGq
Ψ´1
∆
pmq “ m ˝Ψ´1. (16)
By Theorem 3.2.1 in [8], p. 67 the map M : pG ÝÑ ∆L1pGq given by
Mpχq :“ mχ, where mχpfq :“ pfpχq p7q“ ż
G
fpxq ¨ χpxq dx, (17)
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is a homeomorphism. Consequently, the map M´1 ˝Ψ∆ is a homeomorphism between ∆C˚pGq and pG. As
in Corollary 2.2.13 in [22], p. 57 we establish that the map
Θ : C0p pGq ÝÑ C0 `∆C˚pGq˘ given by ΘpF q :“ F ˝M´1 ˝Ψ∆ (18)
is an isometric algebra isomorphism. Furthermore, we easily note that
ΘpF˚q “ F˚ ˝M´1 ˝Ψ∆ “ F ˝M´1 ˝Ψ∆ “ ΘpF q˚,
so Θ is in fact an isometric ˚´isomorphism. Again, we easily derive an explicit formula for the inverse of
Θ :
@fPC0p∆C˚pGqq Θ
´1pfq “ f ˝Ψ´1
∆
˝M. (19)
By the celebrated Gelfand-Naimark theorem (comp. Theorem 7.1 in [1], p. 22 or Theorem I.3.1
in [6], p. 7 or Theorem 2.6.7 in [8], p. 53 or Theorem 2.4.5 in [22], p. 69), the Gelfand transform
Γ : C˚pGq ÝÑ C0p∆C˚pGqq given by
Γpfq :“ pf, where pfpmq :“ mpfq,
is an isometric ˚´isomorphism. In conclusion, the map Ω : C0p pGq ÝÑ C˚pGq given by
Ω :“ Γ´1 ˝Θ (20)
is an isometric ˚-isomorphism.
The relation between the newly-introduced map Ω and the convolution operator Ψ (the injective
˚´homomorphism constructed in Chapter 3) is pictured on the diagram below:
L1pGq ΨÝÑ ΨpL1pGqq Ă C˚pGq Ω´1ÝÑ C0p pGq,
Our approach to characterize relatively compact families in L1pGq is rather straightforward ´ the key idea
is that
relative compactness of F Ă L1pGq is equivalent (because Ψ and Ω´1 are homeomorphisms) to relative
compactness of Ω´1 ˝ΨpFq Ă C0p pGq.
Hence, characterizing relatively compact families in L1pGq should not be more difficult than finding the
Arzelà-Ascoli theorem for C0p pGq.
The classic version of Arzelà-Ascoli theorem can be found in countless sources: Theorem 4.25 in [3],
p. 111 or Theorem 23.2 in [4], p. 99 or Theorem 6.3.1 in [10], p. 69 or Theorem 4.43 in [12], p. 137 or
Corollary 10.49 in [24], p. 479 or Theorem 11.28 in [32], p. 245 or Theorem A5 in [33], p. 394 etc.
Theorem 8. (classic version of Arzelà-Ascoli theorem)
Let X be a compact (Hausdorff) space. The family F Ă CpXq is relatively compact if and only if
• F is pointwise bounded, i.e. for every x P X there exists Mx ą 0 such that
@fPF |fpxq| ăMx,
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• F is equicontinuous at every point, i.e. for every x P X and ε ą 0 there exists an open neighbourhood
Ux of x such that
@yPUx,
fPF
|fpyq ´ fpxq| ă ε.
However, in our case the domain X “ pG need not be compact. In fact, if pG is compact then G must
be finite (comp. Proposition 4.35 in [11], p. 103), which we do not assume. Despite best efforts, we were
unable to find a good reference for a theorem characterizing relatively compact families in C0pXq, where
X is a locally compact group. Even worse, we came across a version of Arzelà-Ascoli theorem that is
palpably wrong!
Theorem 9. (comp. Theorem A.1.4 in [22], p. 320)
Let X be a locally compact Hausdorff space and F Ă C0pXq. Suppose that F satisfies the following two
conditions:
• F is pointwise bounded,
• F is equicontinuous at every point.
Then F is relatively compact in pC0pXq, } ¨ }8q.
If this theorem were true then it would work in particular for X “ Z. We observe that for such a
choice of X , the equicontinuity condition becomes obsolete ´ every family F Ă C0pZq is equicontinuous
since we may always pick Ux “ txu. Thus it suffices to consider a sequence of characteristic functions
F “ `1tnu˘nPN , which is obviously pointwise bounded. However, this sequence does not contain any
convergent subsequence, so F cannot be relatively compact (contrary to what Theorem 9 implies)! This
demonstrates that Theorem 9 cannot be true.
In the pursuit of the proper characterization of relatively compact families in C0pXq we came across
Exercise 17 on page 182 in John B. Conway’s “A Course in Functional Analysis” (comp. [5]), which is
likely the closest to what we need. Unfortunately, Conway does not provide the proof, leaving this task
to the reader. Discouraged by the fruitless search for a proper reference, we have decided to provide a full
proof of the Arzelà-Ascoli theorem for C0pXq ourselves. Our approach is inspired by Chapter 7 in Kelley’s
“General Topology” (comp. [23]) as well as Chapters 46 and 47 in Munkres’ “Topology” (comp. [27]). In
their monographs, Kelley and Munkres employ the technique of “collapsing topologies”, which we briefly
summarize. There are three main topologies on C0pXq :
• Topology of pointwise convergence τpc. The family
tf P C0pXq : |fpxq ´ f˚pxq| ă εuxPX,f˚PC0pXq,εą0
forms a subbase for this topology (comp. [27], p. 281).
• Topology of uniform convergence on compact sets τucc. The family
tf P C0pXq : @xPK |fpxq ´ f˚pxq| ă εuKŤX,f˚PC0pXq,εą0
forms a base for this topology (comp. [27], p. 283).
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• Topology of uniform convergence τuc. The family
tf P C0pXq : @xPX |fpxq ´ f˚pxq| ă εuf˚PC0pXq,εą0
forms a base for this topology.
If we consider C0pXq with the topology of pointwise convergence τpc, then the Arzelà-Ascoli theorem
is equivalent to Tychonoff’s theorem (comp. Theorem 1 in [23], p. 218). The crucial observation is that
if F Ă C0pXq is equicontinuous, then τpc and τucc coincide on F (comp. Theorem 15 in [23], p. 232). We
say, rather informally, that the topologies “collapse onto each other” on F . This line of reasoning lies at
the heart of Arzelà-Ascoli theorem for C0pXq with the topology τucc.
At this point it is at least plausible to believe that there exists some condition on the family F Ă C0pXq
under which the topologies τucc and τuc coincide. We simply need to work out what this condition might
be.
Lemma 10. Let X be a locally compact space. If the family F Ă C0pXq is equivanishing, i.e.
@εą0 DKŤX @fPF sup
xPXzK
|fpxq| ă ε, (21)
then the topologies τucc and τuc coincide on F , i.e. τco|F “ τuc|F .
Proof. By Theorem 46.7 in [27], p. 285 we know that τucc Ă τuc so we only need to prove the reverse
inclusion holds on F . We fix f˚ P C0pXq, ε ą 0 and define a τuc´open set
Uf˚,ε :“
 
f P F : @xPX |fpxq ´ f˚pxq| ă ε
(
.
Our task is as follows: for every g P Uf˚,ε we need to define τucc´open set
VK,g,δ :“
 
f P F : @xPK |fpxq ´ gpxq| ă δ
(
such that VK,g,δ Ă Uf˚,ε.
We fix g P Uf˚,ε and define
d :“ }g ´ f˚}8. (22)
We pick δ ą 0 such that
3δ ` d ă ε. (23)
By (21) there exists K Ť X such that
@fPF sup
xPXzK
|fpxq| ă δ. (24)
Finally, if f P VK,g,δ then
}f ´ f˚}8 ď }f ´ g}8 ` }g ´ f˚}8
p22q
ď sup
xPK
|fpxq ´ gpxq| ` sup
xPXzK
|fpxq ´ gpxq| ` d
ď δ ` sup
xPXzK
|fpxq| ` sup
xPXzK
|gpxq| ` d
p24q
ď 3δ ` d p23qă ε,
which concludes the proof.
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With Lemma 10 at our disposal we are ready to characterize relatively compact families in C0pXq.
Theorem 11. (Arzelà-Ascoli theorem for C0pXq)
Let X be a locally compact space. A family F Ă C0pXq is relatively compact with respect to } ¨ }8´norm
(equivalently τuc´topology) if and only if
(AA1) F is pointwise bounded,
(AA2) F is equicontinuous at every point,
(AA3) F is equivanishing.
Proof. For the “if ” part, we observe that if F Ă C0pXq is both pointwise bounded and equicontinuous at
every point then it is relatively τucc´compact (comp. Theorem 17 in [23], p. 233 or Theorem 47.1 in [27],
p. 290). Moreover, since τucc and τuc coincide on F (due to condition (AA3) and Lemma 10) then F is
also relatively τuc´compact.
As far as the “only if ” part is concerned, Theorem 17 in [23], p. 233 (or Theorem 47.1 in [27],
p. 290) demonstrates that a relatively τuc´compact family F Ă C0pXq is both pointwise bounded and
equicontinuous at every point. Consequently, it remains to prove that F is equivanishing. We fix ε ą 0
and (due to relative τuc´compactness) we pick an ε´net pfnqNn“1, i.e. a finite sequence of functions in F
such that
@fPF Dn“1,...,N }f ´ fn}8 ă ε. (25)
Next, we let K Ť G be such that
@n“1,...,N sup
xPXzK
|fnpxq| ă ε. (26)
Finally, we have
@n“1,...,N
fPF
sup
xPXzK
|fpxq| ď sup
xPXzK
|fpxq ´ fnpxq| ` sup
xPXzK
|fnpxq|
p26qă }f ´ fn}8 ` ε.
Due to (25) and the arbitrary choice of ε ą 0 we conclude that F is equivanishing, which ends the
proof.
Before we conclude the paper with Pego theorem for L1pGq let us introduce one final improvement to
Theorem 11. The idea for this innovation dates back to the work of Vladimir N. Sudakov ´ a modern
exposition of his techniques can be found in [16] or [18].
We need the following technical lemma:
Lemma 12. Let X be a locally compact (not necessarily abelian) group and let K Ť X. If a family
F Ă C0pXq is equicontinuous at every point, then for every ε ą 0 there exists an open neighbourhood Ve
of the neutral element e P X such that
@yPVe
fPF
sup
xPK
|fpyxq ´ fpxq| ă ε.
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Proof. Fix ε ą 0. For every x P K we choose an open neighbourhood Ux of the neutral element (note that
Ux need not be a neighbourhood of x) such that
@yPUxx
fPF
|fpyq ´ fpxq| ă ε, (27)
according to the definition of equicontinuity in Theorem 8. Furthermore, for every x P K we let Vx be an
open neighbourhood of the identity element such that V 2x Ă Ux. The family pVxxqxPK is an open cover of
K so (by the compactness of K) we choose a finite subcover pVxnxnqNn“1. Let Ve be defined by the formula
Ve :“
Nč
n“1
Vxn . (28)
For every x P K let indpxq P t1, . . . , Nu denote an index such that x P Vxindpxqxindpxq. Consequently,
the fact that
@xPK x P Vxindpxqxindpxq Ă Uxindpxqxindpxq
coupled with (27) implies that
@xPK
fPF
|fpxq ´ fpxindpxqq| ă ε. (29)
Furthermore, since
@yPVe
xPK
yx P VeVxindpxqxindpxq
p28qĂ V 2xindpxqxindpxq Ă Uxindpxqxindpxq,
then (again using (27)) we have
@yPVe
xPK
fPF
|fpyxq ´ fpxindpxqq| ă ε. (30)
Finally, we have
@yPVe
fPF
sup
xPK
|fpyxq ´ fpxq| ď sup
xPK
|fpyxq ´ fpxindpxqq| ` sup
xPK
|fpxindpxqq ´ fpxq|
p29q, p30q
ď 2ε,
which concludes the proof.
Our next theorem demonstrates that under certain circumstances, the assumption (AA1) in Theorem
11 becomes redundant.
Theorem 13. Let X be a locally compact (not necessarily abelian) group such that for any open neighbour-
hood Ue of the neutral element e P X there exists an element x˚ P Ue such that the sequence pxn˚qnPN is not
contained in any compact set. If a family F Ă C0pXq is equicontinuous at every point and equivanishing
then it is pointwise bounded, i.e. (AA2) and (AA3) together imply (AA1).
Proof. Let F Ă C0pXq be a family, which is both equicontinuous at every point and equivanishing. By
Lemma 12 there exists an open neighbourhood Ve of the neutral element such that
@yPVe
fPF
sup
xPK
|fpyxq ´ fpxq| ă 1. (31)
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Furthermore there exists K Ť X such that
sup
xPXzK
fPF
|fpxq| ă 1. (32)
For the set Ve we pick x˚ P Ve such that the sequence pxn˚qnPN is not contained in any compact set.
Since we have
@fPF sup
xPK
|fpxq| ď sup
xPK
|fpx˚xq ´ fpxq| ` sup
xPK
|fpx˚xq|
p31qă 1` sup
xPK
|fpx˚xq| “ 1` sup
xPx˚K
|fpxq|,
then by an inductive reasoning we obtain that
@fPF
nPN
sup
xPK
|fpxq| ď n` sup
xPxn˚K
|fpxq|. (33)
It remains to note that there exists N P N such that xN˚ K X K “ H since otherwise this would lead to
pxnq Ă KK´1, which contradicts our assumption. Finally, we have
@fPF }f}8 ď sup
xPK
|fpxq| ` sup
xPXzK
|fpxq| p33q,p32qă N ` sup
xPxN˚K
|fpxq| ` 1 ď N ` 2,
which concludes the proof.
Corollary 14. A family F Ă C0pRN q is relatively compact (with respect to } ¨ }8´norm) if and only if
• F is equicontinuous at every point,
• F is equivanishing.
We have finally reached the climax of the paper ´ the characterization of relatively compact families
in L1pGq via the Fourier transform. The theorem below serves as L1pGq´counterpart of the classic Pego
theorem demonstrated in [28] and generalized in [14] and [15].
Theorem 15. (Pego theorem for L1pGq)
A family F Ă L1pGq is relatively compact if and only if
(P1) pF is bounded in C0p pGq,
(P2) pF is equicontinuous at every point (character), i.e. for every χ P pG and ε ą 0 there exists an
open neighbourhood Uχ P pG of χ such that
@ηPUχ
fPF
| pfpηq ´ pfpχq| ă ε,
(P3) pF is equivanishing, i.e. for every ε ą 0 there exists K Ť pG such that
sup
χP pGzK |
pfpχq| ă ε.
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Furthermore, if pG is such that for any open neighbourhood U1of the identity 1 there exists an element
χ˚ P U1 such that the sequence pχn˚qnPN is not contained in any compact set, then the condition (P1) is
redundant.
Proof. Let f P F . Then
Ω´1 ˝Ψpfq p20q“ pΓ´1 ˝Θq´1pΨfq “ Θ´1 ˝ ΓpΨfq “ Θ´1pxΨf q p19q“ xΨf ˝Ψ´1∆ ˝M.
Furthermore, we have
@
χP pG xΨf ˝Ψ´1∆ ˝Mpχq p17q“ xΨf ˝Ψ´1∆ pmχq p16q“ xΨfpmχ ˝Ψ´1q
“ mχ ˝Ψ´1pΨf q “ mχpfq “ pfpχq,
which leads to the conclusion that Ω´1 ˝ΨpFq “ pF . By Theorem 11 the family Ω´1 ˝ΨpFq (equivalently
F) is relatively compact in C0p pGq (respectively in L1pGq) if and only if (P1), (P2) and (P3) are satisfied.
This demonstrates the first part of the theorem. The second part easily follows from Theorem 13.
Corollary 16. A family F Ă L1pRN q is relatively compact if and only if
• pF is equicontinuous,
• pF is equivanishing.
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