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Abstract
Amphiphiles self-assemble in solution to form micelles and other ordered structures. The
equilibrium and dynamic properties of these systems are important in such diverse areas as
detergency, bioprocessing, separations, and emulsification. The dynamic processes occurring
in bulk micellar solutions and at interfaces in surfactant-laden systems have been studied
in this work to probe factors affecting the rates of interfacial solubilisation and micelle
formation and dissolution.
In Part I of the thesis, the self-assembly of short amphiphilic molecules of type A2B 2 (A
=hydrophilic, B=hydrophobic) is investigated using Stochastic Dynamics simulations (SD)
with a scalar frictional coefficient. The utility of SD simulations is that the computationally
intensive solvent effects are accounted for in an approximate manner via a stochastic noise
term and a solvent-modified interaction potential. Equilibrium properties were calculated
and explained in the context of existing thermodynamic theories. Spherical micelles are
observed to form and the effect of temperature and total surfactant concentration on the
structural properties are investigated. Above the critical micelle concentration, a decline
in the free surfactant concentration is observed, contrary to existing theories dealing with
micelle formation. By incorporating excluded volume effects into the theory for micelle
formation, the observed behavior can be explained.
The dynamics involved in self-assembly were also investigated for the model amphiphile
A 2B 2. Temperature jump computer "experiments" were performed and the evolution of
the system to its new equilibrium state was monitored. The results were interpreted based
on the Aniansson and Wall theory of micellar kinetics. To solve the resulting set of flux
equations describing the evolution of the number of aggregates, the initial and final micelle
size distributions were required, together with the micellar dissociation rate constant. The
transient behavior predicted using the Aniansson-Wall theory agrees well with the simulated
data, particularly at short times. At long times, deviations are observed which may be
ascribed to errors in estimating the dissociation rate and number density of aggregates in
the all important micelle-depleted zone.
The micellar dissociation constant was calculated from independent tagging simulations.
Initially all surfactants in the micellar phase were tagged. If a surfactant left the micellar
phase, the tag would be removed. An exit rate constant, which can be related to the
micelle dissociation constant, was then determined by monitoring the number of tagged
surfactants as a function of time. The exit kinetics proved to be a first order process.
The amphiphile exit rate constant was calculated at different temperatures from which
an activation energy associated with the removal of a surfactant chain from a micelle was
found to be approximately 13 kT. The activation energy was found to be independent
of the frictional coefficient, in contrast to the pre-exponential factor. The diffusivities of
free and associated surfactants were evaluated to explain the observed dependency on the
friction coefficient. The Helmholtz free energy profile associated with the extraction of a
surfactant chain from a micelle was determined. A typical micelle, aggregation number 38,
was taken from an equilibrated system (reduced temperature, T,=0.50) and used as an initial
configuration for small scale NVT simulations, at the same total surfactant concentration
([S]=0.12). The micelle was in dynamic equilibrium and was observed to lose and gain
monomers throughout the simulation, maintaining an average aggregation number of 36. A
surfactant chain associated with the micelle was chosen at random and the first hydrophobic
bead was constrained to lie a prescribed distance from the center of mass of the micelle. The
surfactant molecule was perturbed, and the free energy associated with the perturbation
was calculated. This process was repeated for a range of separation distances to yield a free
energy profile. A free energy barrier height of 5 kT was obtained.
A potential of mean force (PMF) was incorporated into SD simulations of short linear
chains (length N = 4 - 16) to account for solvent structure. The effect of solvent quality
on the conformation of these chains (radius of gyration, mean end-to-end distance) was
investigated using SD simulations and then compared to full Molecular Dynamics (MD)
simulations which account for the solvent contributions exactly. The results obtained from
MD and SD-PMF were statistically indistinguishable for a few simple test cases. Multiple
chain systems were also investigated in non-associating and associating conditions. The
structure and size distributions of the formed aggregates (pre-micelles) were indistinguish-
able from MD simulations over the range of concentration, temperature and chain structures
investigated. The SD simulations are far more efficient since they do not take into account
the solvent effects explicitly but attempt to incorporate their effect through the PMF and
a stochastic noise term. The limitations of this approach are also addressed.
In part II of the thesis a normal mode stability analysis is employed to explain the
presence of electrical oscillations across, and large scale motion of the interface between an
aqueous solution of cetyltrimethylammonium bromide and a nitrobenzene solution contain-
ing picric acid. A two phase system (a,Pf) in which a solute A (in phase a) diffuses to the
interface where it reacts with solute B (from phase f) to form product P is considered. Ki-
netics of the surface reaction are assumed to be infinitely fast. The stability of the system
was examined with respect to small perturbations in the spirit of normal mode stability
analysis. Both oscillatory and stationary regimes were identified. For the simplified case in
which component A is insoluble in phase 0 and components B and P are insoluble in phase
a, the presence of three diffusing components considerably modifies the stability criteria
relative to those for the diffusion of a single component across the interface. Over a narrow
concentration range, an oscillatory instability with a period of order one second is predicted.
This compares well with observed experimental results.
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Chapter 1
Introduction
Amphiphilic molecules, i.e. molecules with both hydrophilic and hydrophobic components,
have the ability to associate cooperatively to form aggregates in solution. The aggregation
of surfactants in solution to form micelles and other structured microphases was suggested
as far back as 1913 by McBain [1] who coined the term micelle and to Hartley's description
of a spherical micelle with a water free core in 1936 [2]. These supermolecular aggregates
influence the macroscopic properties of the solution, for example the ability to solubilize
hydrophobic components; and hence have long been of interest to researchers and practi-
tioners alike. Microemulsions may be defined as being transparent, homogeneous mixtures
of water and oil which are stabilized by surfactants. Microemulsions are thermodynamically
stable and exhibit a rich phase behaviour [3], including but not limited to micelles, vesicles,
lamellar, and bicontinuous structures. Typical length scales are from a few nanometers to
tenths of microns. Applications in industry include detergency [4], biotechnology (protein
separation [5, 6], drug delivery [7]), enhanced oil recovery [8], cosmetics [4], and novel reac-
tion environments [9, 10, 11]. Extensive reviews of microemulsions exist, including those of
Wennerstrom and Lindman [12], Kresheck [13] and Chevalier and Zemb [14], to which the
reader is referred.
Micelles form an interesting subset of microemulsions. Phase separation occurs at a
microscopic length scale but the system still comprises a single homogeneous phase on a
macroscopic scale. The disparity of length scales in these systems makes them particularly
difficult to study. The solvent and amphiphilic molecules have dimensions in the Angstrom
range, but aggregates may vary from a few nanometers (spherical micelles [14]) to hundreds
of nanometers (vesicles [15]). Concomitant with the range of length scales are the relaxation
times related to both the formation and evolution of these structures. Typically, micelles
form in less than a millisecond [13], but vesicles have been known to evolve over months [15].
Important properties of micellar systems include critical micelle concentrations, average size
and size distributions of the micelles, solubilization efficiency, and the dynamics of aggregate
formation and rearrangement. Of particular interest are the formation of micelles, the fusion
or fission of interfaces, and the exchange of material between micelles. Currently there is a
lack of understanding at the fundamental level of such dynamic processes in microemulsions.
Dynamic effects are particularly important in the use of micelles (normal or reversed) as
compartmentalised reaction environments or their use as in vivo drug dispensers.
The complexity of the problem is evident when we consider that the evolution of a mi-
croemulsion to its equilibrium state is a dynamic process which is further complicated by the
formation of mesophases. Dynamic equilibrium phenomena such as droplet collisions are
no less trivial. The structure of surfactant molecules, hydrodynamics, steric hindrance, and
electrostatic interactions add to the problem complexity. Theoretical efforts to understand
and predict surfactant solution properties rely on both phenomenological thermodynamic
analyses and atomistic simulations. Thermodynamic theories are unable to deal with dy-
namic aspects. Microscopic models, such as molecular dynamics (MD) and Monte Carlo
(MC) simulation schemes, are unable to deal efficiently with such large systems while con-
tinuum models lack essential microscopic details. In order to simulate micelle structures,
large systems (order 105 particles) and long periods (order 10 - 100 microseconds) are re-
quired. The problem is intractable using current computational methods. Hence there is a
need for a theoretical approach which bridges this gap between microscopic and continuum
models. Our philosophy will be to study simple systems which contain only the essential
physics of the problem. Although these systems may lack some of the structural details,
they are computationally less intensive and hence tractable. In this thesis we explore the
potential for atomistic Stochastic Dynamics (SD) simulation techniques to predict micelle
equilibrium properties and compare these results to existing thermodynamic theories. The
dynamics of micelle formation are also investigated and the ability to incorporate solvent
structure via a potential of mean force is evaluated.
1.1 Review of Modelling Approaches
1.1.1 Thermodynamic Theories
The prediction of equilibrium microstructures from molecular architecture and intermolec-
ular interactions has received a great deal of attention. Simple space-filling packing argu-
ments, together with an estimated optimal surface area per surfactant, allow one to predict
micellar and vesicular structures in dilute surfactant solutions [16, 17]. Thermodynamic
theories can yield important information about micellization, phase behaviour, critical mi-
celle concentration (cmc), and droplet size distribution [16, 17]. This approach assumes the
microstructure a priori. One calculates the free energy for different assumed microstruc-
tures, the microstructure with the lowest free energy being taken to be most stable and most
likely to occur. A major drawback is that complicated or as yet unimagined microstruc-
tures are ignored. For single surfactant systems Tanford [18] developed a phenomenological
theory of micellization while Nagarajan and Ruckenstein [19] used a molecular approach.
Puvvada and Blankschtein [20] provide a molecular-thermodynamic approach that takes
into account the nature of the surfactant molecule and successfully predicts a variety of
micellar thermodynamic properties [21]. This molecular-thermodynamic approach has also
been extended to mixed vesicles [22] and been used to evaluate the effect of surfactant
tail-length asymmetry on vesicle formation [23].
Simple phenomenological models to describe the phase equilibria and structural prop-
erties of microemulsions were developed by Talmon and Prager [24, 25] and later refined
by Andelman et al. [26] and Davis et al. [3]. Space is divided into cells (initially poly-
hedrals), each of which is filled either with oil or water. It is assumed that surfactants
form incompressible monolayers at cell faces separating oil and water regions. The free
energy is calculated taking into account curvature effects, and a phase diagram constructed
by suitable minimization. These techniques represent an interfacial approach and are ide-
ally suited to probe long range order (continuum length scales), e.g. the phases that form
in microemulsions. In contrast, a molecular/microscopic approach would require tens of
thousands of molecules to sample similar length scales.
A common shortcoming of these thermodynamic theories is that they are unable to
probe the dynamics of microemulsions or to present transition states or pathways by which
these systems evolve. The thermodynamic theories have, however, advanced to the stage
where they have predictive capabilities.
An alternative approach to molecular theories is the use of atomistic/molecular level sim-
ulations and this work falls predominately into two categories; lattice models and molecular
dynamics (MD). Throughout the subsequent discussion a consistent notation that may not
correspond to that used by the orginal authors will be employed in order to facilitate com-
parison between different works in the literature. The hydrophilic or solvophilic components
will be designated by A and the hydrophobic or solvophobic elements as B.
1.1.2 Lattice Models
Lattice models have been employed extensively over the last three decades to probe surfac-
tant self-assembly. Initial work in this area involved lattice systems that could be recast
in the framework of Ising and lattice gas models whose solutions could be determined ana-
lytically. Recently more complicated lattice systems that require solution via Monte Carlo
(MC) simulations have been used.
Wheeler and Widom [27] modelled a three component system of difunctional molecules of
type AA, AB and BB on square and cubic lattices. The molecules are confined to the bonds
of the lattice and atoms may meet at lattice sites (nodes). The association of an A and B
atom at the same site is disallowed. As a result, every lattice site is unambiguously identified
as an A site or a B site, allowing for the problem to be recast in the form of the analytically
tractable Ising-½ model. The phase behaviour of the three component system was evaluated
and showed a characteristic plait point at high surfactant concentrations. Above the plait
point, a single, homogeneous phase is evident. Surface excess concentrations and molecule
orientations at the interface were calculated by analogy to the temperature dependence
of the surface tension in a single component lattice gas system [28]. Finally an interface
bending energy was incorporated by including next-nearest neighbour interactions between
the AB molecules [29]. Three phase regions were identified. With the constraint that
the amphiphile, AB, be the length of the lattice cell, a coherence length was automatically
included in this model from the onset. Wheeler and Stockfish [30] used two interpenetrating
lattices, one for the amphiphiles and the other for the solvents. Each cell corresponded to
an oil molecule or a water molecule, and hence no coherence length was included from the
outset. In addition, interaction energies between all components were allowed for.
Larson [31] performed MC simulations of simplified amphiphile-oil-water systems in
2-D. The oil- (B) and water- (A) like molecules occupied individual sites, while the am-
phiphile was represented as a chain of sites (AiBj). New configurations were generated
by chain reptation, chain twisting and interchange of the solvent sites (for detailed dis-
cussion of MC see [32, 33]). This system is characterised by a single energy parameter
w = [EAB - (EAA +" EBB)]/kT, where CAA, EBB, EAB are the interaction energies asso-
ciated with hydrophilic-hydrophilic, lyophilic-lyophilic and hydrophilic-lyophilic contacts
respectively, and T is the temperature. Phase diagrams were presented and compared to
predictions of the zeroth and first order (quasichemical) lattice theories [34]. Interestingly,
multiphase systems, as identified by a constant free energy surface, were not evident from
viewing the system configurations [31]. The interfaces are distorted by thermally driven
fluctuations (capillary waves). This problem is compounded by the low interfacial tensions
(hence larger distortions) and 2-D simulations (larger box sizes lead to only a slow decrease
in disturbance size relative to the box size). Head-group hydration was found to play an
important role in the solubilizing ability of the amphiphile, since, if head-head interactions
are equivalent to head-solvent interactions it was found that the amphiphiles clumped at
some locations of the oil-water interface, i.e. the head groups were not evenly distributed on
the micelle surface. The work was later extended to 3-D [35] (lattice coordination number
= 26) and composition dependent transitions in microstructure from lamellar to cylindrical
to spherical were observed. The influence of tail length, concentration and temperature on
ordering transitions, including the formation of micelles, was also investigated [36]. The
amphiphile A2B 2 did not form micelles at the inverse temperature w = 0.1538. A3 B3 and
A4B4 formed micelles, whereas A1B3 precipitated out of the water phase. Presented are
size distributions, average sizes and polydispersity of micelles formed for a range of sur-
factants at different concentrations. Subsequent work focused exclusively on the structure
of ordered amphiphilic phases [37, 38]. A simplification of Larson's model (AN 4B where
N represents a neutral block, lattice coordination number 6) was used to demonstrate the
existence of a three phase coexistence region and to obtain a stable (time invariant) peak
in the cluster size distribution [39]. The phase behavior was inferred from the time and
system size dependence of the mean aggregation number, i.e. if the aggregate size continues
to grow with time the authors conclude that the system phase separates.
Small scale (only 20 chains) lattice simulations of large diblock copolymers (A1oB1o)
were used to investigate the effect of the interaction strength on the size of the aggregates
formed [40]. At low interaction energies, small aggregates are observed, however, a single
micelle results when the interaction energy is increased further. The system is trapped
in a metastable state since surfactants in the micelle are unable to leave the micelle over
the duration of the simulation. As the length of the soluble block is increased, so smaller
aggregates are formed due to steric interaction between the head-groups. The segmental
distribution function for a single micelle comprised of such diblock copolymers (equivalent
to EBB = -1,EAA = EAB = 0, w = 0.5) was subsequently studied [41]. The system
size was limited to twenty chains which formed a single micelle and hence the structure
cannot necessarily be viewed as an equilibrium structure. An internal core comprised of the
insoluble blocks was surrounded by a corona region. Unlike current analytical models, the
interface separating the core and corona regions was not sharp. These results are, however,
compatible with self consistent mean field theory predictions [42, 43].
Wang et al. [44] performed Monte Carlo simulations of the self-assembly of diblock
copolymers (ANABNB) into micelles on a cubic lattice. An equal energy penalty was as-
signed to AB and BS (S=solvent) interactions (CBss = 0.45, w = 0.45). The critical micelle
concentration, cmc, (based on number fraction of free surfactants or on volume fraction
of the B block VB) was found to be only weakly dependent on NA (soluble block length)
provided that NA was not too different from NB. The dependence of the cmc on the inter-
action EBSNB was found to follow an exponential behavior as predicted by Leibler's theory
[45]. Issues of equilibration are discussed, including existence of two timescales; the faster
associated with equilibration of free chains and the slower the equilibration of the average
aggregate size. A radial distribution function through a micelle of size 16 was calculated.
There is some concern as to whether the system was at equilibrium in this study, since the
free surfactant concentration had levelled off but the average aggregation number was still
showing significant variation. The free surfactant concentration was shown to decline at
high surfactant volume fractions. Part of this drop off may be explained by the increase of
the volume of micelle phase (hence a reduction in the volume of the solvent phase), which
was recognized subsequently [46]. Whether this explains all of the drop-off must still be
established.
Wang et al. [47] also investigated the effect of the pair interaction parameters on the
cmc of diblock copolymers. By tripling the size of the soluble block, the cmc doubles if
CAB = 0, but produces no effect if CAB = 0.7 at constant CBS = 0.45 (i.e. by changing
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the repulsive interaction between A and B blocks). The authors ascribe this to an entropy
effect relating to a reduction in the flexibility of the soluble blocks. As EAB is increased
the excluded volume entropic effect is less significant due to repulsion between AB blocks.
EAB in the range 0.0 - 0.7 has no effect on the cmc for NA/NB=3, but doubles the cmc for
NA/NB=1. Not surprisingly, the effect of CAB is much smaller (order 3) than the effect of
eBS (order 20 variation). The effect of varying EAS in range -0.5 - 0.0, for EBS = CAB = 0.45
was insignificant. As diblock copolymer concentration increases (volume fraction range
0.45-0.85) different aggregate morphologies have been identified [48], including spherical,
cylindrical, monocontinuous catenoid-lamellar and lamellar morphologies. The transition
concentrations were identified visually and by monitoring the anisotropy of the translation
diffusion coefficient. The effect of chain stiffness was investigated [46] by assigning an
energy penalty wB whenever two successive bonds form an angle of 900. As the insoluble
block became stiffer (wB increases) the cmc decreased and the weight average aggregate size
increased. The stiffer the chain, the greater the number of contacts with the solvent and
hence the greater the enthalpic gain if it is incorporated into a micelle.
More recently Haliloglu and Mattice [49] developed autocorrelation functions to look
into the exchange of chains between micelles and the free surfactant pool as a function of
concentration. Unfortunately, due to the the size of the amphiphiles considered (AloB 10),
the dynamics are excruciatingly slow and hence the correlation functions do not decay to
zero.
Symmetric triblock copolymers (BNBANABNB), where the solvent interacts preferen-
tially with the beads in the internal block, have also been simulated [50] and found to form
micelles in the strong segregation limit. To my knowledge, no MC simulations have been
performed for triblock copolymers with soluble outer blocks, which would correspond to
the commercially available Pluronic®(BASF) and Synperonic®(ICI) surfactants. However,
the self consistent mean field theory of Scheutjens and Fleer [51] was extended to triblock
copolymers by Hurter et al. [42] and Linse [43].
A brief mention should be made of the work of Bernardes et al. [52], in which the self-
assembly of amphiphiles is modelled on a 2-D lattice, since they attempt to use the results
from simple mass action models to fit their data.
Lattice MC simulations of the ternary system (oil-water-amphiphile) were used to de-
termine the phase diagram of symmetric and asymmetric amphiphiles and compared to the
quasichemical theory [53]. The removal and regrowth of whole chains by configurational
bias methods is used to assist equilibration and sampling. A cubic lattice with coordination
number 26 was used. Runs were performed at kT/e = 6.5 which is well below the critical
point for the oil/water mixture (11.8) and is the same temperature used in Larson's work.
Of particular interest is that the surfactant A2B2 showed no macroscopic phase separations
at zero oil concentration and in the low amphiphile concentration region of the phase dia-
gram. Problems were experienced in using the Gibbs ensemble technique for determining
the free energy, hence the authors opted for NVT ensemble with interfaces. Considerable
density fluctuations were still observed even far from the interface and averaged over the
entire run. It is interesting to note that, for the asymmetric surfactant A1B3, a two phase
region exists even in the absence of the oil phase (at this temperature). It thus becomes
clear that before simulating micelle formation we need to ensure that we are indeed in a
single phase region (difficult for A1B3). This can be done by calculating the free energy
by thermodynamic integration and looking for regions of constant chemical potential which
would be indicative of phase separation (as done by Larson [31]). Near quantitative agree-
ment is found between the quasichemical theory and the simulations except where either
phase self-assembles.
Desplat and Care [54] recently modeled a short surfactant chain (one head bead and
three tail beads, AB3 ) and used the resulting equilibrium micelle size distribution to back
out the excess chemical potential (p\ - pO) which was then compared to existing analytical
expressions [55]. The effects of temperature, surfactant concentration and head - solvent
interactions were thoroughly investigated. Earlier work focussed on characterising the phase
diagram for this system [56] and obtaining a cluster size distribution for a simplified 2-D
amphiphile system [57].
1.1.3 Molecular Dynamics
Molecular Dynamics simulations of surfactant aggregation fall into two categories. Firstly,
the surfactant models used may involve complicated all atom potentials in an attempt to
represent real surfactants and solvents. Since this approach is computationally intensive,
the micelle structures have to be preassembled (i.e. the structure must be selected a priori)
and only a single aggregate can be simulated for short periods (typically less than 0.1 ns).
Examples of this work include : reverse micelles [58], n-decyltrimethylammonium chloride
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micelles in water [59], sodium octanoate micelles [60]. This method is unsuitable for probing
the dynamics of self-assembly and relies heavily on the choice of initial structure.
The second approach uses simplified surfactants (only having the essential characteristics
of amphiphiles) but allows the surfactants to self-assemble into structures they prefer. At
best qualitative behaviour may be obtained from such model systems. Work in this area is
discussed in greater detail in the subsequent paragraphs.
Gunn and Dawson [61] made an attempt to bridge the gap between primitive lattice
models and highly complex all atom descriptions of amphiphilic systems. Ellipsoids were
used for the lipid molecules and spheres for the water molecules. Modified Lennard Jones
6-12 potentials were used where E and a are not only a function of separation distance,
but also of orientation. A constant temperature molecular dynamics study (10000 water
molecules, 500 lipids), in which the divergence of the pressure tensor was constrained to
zero, was performed. Preliminary results are presented, in particular the structure of the
lamellar phase over the temperature range for which it is stable.
Smit [62] used molecular dynamics to model a simple liquid-liquid amphiphile system.
The model comprised two liquid layers of 256 particles of A and 256 particles of B. The
particles interact via a shifted Lennard Jones 6-12 potential and the repulsive interactions
between A and B are obtained by truncating the potential at 26a. Simple dumbbell am-
phiphiles (A-B connected by a harmonic spring) are generated and their effect on surface
tensions is evaluated. Density profiles are also obtained across the interface. The interface
is found to broaden as the concentration of the amphiphiles is increased.
The first MD simulation to show the spontaneous formation of micelles was performed
by Smit et al. [63]. A system comprising some 32 000 particles was simulated using a
parallel molecular dynamics algorithm and run on a system of 100 transputers. Each time
step took around 2.8 seconds. Oil and water molecules were modelled using Lennard-Jones
interactions (cut-off distance 2.5a). The oil-water interactions were obtained by truncating
the Lennard-Jones potential at 2 a, hence they were purely repulsive. The surfactants
were comprised of five oil-like beads and two water-like beads (A2B5) strung together using
harmonic potentials. A surfactant monolayer at the interface and micelles in the water phase
were found to develop spontaneously. A depletion zone, containing only water molecules,
separates the monolayer from the micelles (solvation effect). Oscillations in micelle density
were observed. Surface tensions were calculated for various surfactant concentrations by
integrating the difference of the normal and tangential components of pressure tensor across
the interface. The probability and density distributions of surfactants in a micelle was also
obtained. No micelles were observed for simple dumbbell surfactants (A1B1). Subsequently
Smit et al. [64] were able to obtain a complete micellar size distribution and observe
dynamical processes such as the entering of single surfactants into micelles, the fusion
of micelles and the slow breakdown of micelles for the branched surfactant A3AB5 . A
comprehensive summary of this work is provided by Esselink et al. [65]. These simulations,
which require weeks of cpu time, provide useful snapshots of the system but are typically not
long enough to obtain statistically significant information on the structure of the system.
Molecular dynamics simulations were performed on a simple water/oil/surfactant model
to mimic the solubilization of non-polar molecules into aqueous solutions. Three mecha-
nisms were identified [66] for the uptake of oil molecules into micelles : (i) dissolution of
oil molecules into the solvent phase (finite solubility) before being captured by micelles;
(ii) exchange of oil molecules between the oil droplet and the micelles during soft colli-
sion; (iii) collective desorption of surfactants and oil molecules from the oil droplet surface.
Mechanism (i) was dominant for small oil molecules.
The morphologies of aggregates formed by gemini (hydrophilic head groups connected
with a spacer chain) surfactants was investigated by Karaborni et al. [67] using large scale
parallel MD. Aggregate structure was found to vary drastically with spacer length. Tree-like
micelles also formed (aggregation number around 200).
Rector et al. [68] performed NPT MD simulations of model surfactant - solvent systems.
Surfactant molecules were modelled as heteronuclear diatoms (connected by non-harmonic
springs of finite extension). In addition to using the cut-off distance to control the type of
interaction, the size of the tail (at) was taken to be a third of the head group size (ah).
Chemical potentials (of surfactant and solvent) were obtained as a function of concentration
using the Widom test particle method.
Recent NPT MD simulations probing the effect of chain length [69] and the presence
of solute on micelle formation [70] are, unfortunately, restricted to small systems and short
times. Equilibrium properties are, therefore, not accessible. The results represent a snap-
shot in time (and not necessarily even an equilibrium snapshot). Unlike the work of Smit
et al., the head-head interactions are different from the solvent-solvent and head-solvent
interactions. The simulation of the spontaneous formation of vesicles has also been reported
[71], but appears to be an intermediate structure caused by the aggregation of micelle-like
aggregates (system phase separates). The number and size of vesicles formed was found to
be dependent on system size.
Although considerable progress has been made in simulating self-assembling systems,
equilibrium properties are still beyond the scope of these techniques even with current
computational capabilities. Very little effort has been made to demonstrate that structures
that are observed are in fact equilibrium structures and that the simulation time is sufficient
to sample equilibrium properties.
1.1.4 Hybrid Models
Langevin dynamics has been used to model phase separation in binary immiscible fluids and
more recently in surfactant systems [72, 73]. Due to the continuum nature of these equations
and the ability to take into account microscopic fluctuations, it is possible to sample a
greater time range than that accessible in molecular level simulations. The hybrid model
of Kawakatsu and Kawasaki [74] may bridge the gap between continuum and microscopic
models for these systems.
A review of different modelling approaches is given by Kawakatsu et al. [75], with par-
ticular emphasis on continuum and hybrid models. In continuum models a coarse grained
free energy expression is obtained from a power series expansion in the continuous field
variables (local surfactant density and relative concentration of the binary mixture). From
symmetry arguments, relevant terms in the power series expansion may be retained. This
approach is phenomenological but has been used extensively to investigate critical phenom-
ena. Alternatively, a macroscopic model may be obtained by coarse graining the microscopic
degrees of freedom, using mean field approximations or the renormalization group method
to yield a free energy expression. The equations of motion for the conserved variables (e.g.
order parameter) take the form of the continuity equation while surfactant position and
orientation evolve from dissipative equations. Using this method, the early and late stages
of phase separation of a binary mixture including surfactants has been investigated in 2-D.
1.2 Conclusion
Thermodynamic theories are in a position to provide quantitative information about sur-
factant systems and are being used successfully to predict cmc's, phase behaviour, micelle
structures, the formation of vesicles and other thermodynamic properties. Unfortunately
these techniques are unable to probe the dynamics of self-assembly or to identify novel
aggregate structures that might form. Alternative methods, such as microscopic simula-
tions (MD, MC or hybrid approaches) are unable to give quantitative information, since
the computational overhead associated with incorporating realistic interaction potentials
is beyond current computational means. Simplified amphiphiles and solvents are therefore
simulated. Clearly only qualitative information is available from such simplified systems.
Unfortunately, the difficulty in successfully sampling the configuration phase space, even for
such simplified systems, has led to much data which are clearly non-equilibrium or poorly
sampled.
In the next chapter we will address the theoretical basis for performing stochastic dy-
namic simulation, namely the generalised Langevin equation (GLE). In self-assembling sur-
factant systems, the time scales associated with surfactant motion and the formation of
aggregates are vastly different from the time scales associated with solvent motion and
therefore the memory kernel in the GLE may be assumed to be delta correlated in time.
This provides the basis for approximating the solvent effects using stochastic noise terms
and a solvent modified potential and leads to a considerable reduction in the system size to
be simulated.
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Chapter 2
Stochastic Dynamics
2.1 Background Theory
In many physical systems we may have time scales of vastly different order. A typical
example is the motion of a large molecule (e.g. conformations of a protein molecule) in a
solvent medium. The different order timescales pose a serious problem to conventional sim-
ulation schemes like Monte Carlo simulations or molecular dynamics. The short timesteps
needed to model the solvent behaviour (the fast motion) restrict the timescales that may
be sampled, thereby limiting the information that can be obtained for the slower motion.
There is thus a need for timescale separation [1]. This is achieved by omitting the sol-
vent molecules and incorporating their influence on the solute by a combination of random
forces and frictional terms. Put succinctly, stochastic or Brownian dynamics allows for the
treatment of solvent molecules statistically rather than explicitly [2].
There is a vast collection of literature dealing with the theoretical basis for eliminating
rapidly varying degrees of freedom. A brief overview of the relevant work will be given, and
an attempt will be made to tie the various approaches together.
2.1.1 Generalized Langevin Equation (GLE)
The basis for removing rapidly varying degrees of freedom is given by Mori [3]. He begins
by considering a column matrix A = (A 1, A 2,... AN)T, where Ai represents a dynamical
variable of interest. A is a subset of all the possible dynamical variables. Each of these
variables evolves via the conjugate form of the Liouville equation [4],
dA(t)dA(t) iA(t) (2.1)dt
where £ is the Liouville operator
N , 8H 9 9H 9
N= E5[H ] (2.2)
j=1 ,i rj Orj pji
and H is the system Hamiltonian. A projection operator P in Hilbert space is introduced
which, when operating on a vector G, yields the component of G along A (A* is the
complex conjugate of A).
PG = (G, A*) - (A, A*)-' -A (2.3)
In classical systems (G, A*) =< GA* >, where the angular brackets represent an ensemble
average. Substantial manipulations yield the following exact generalized equation of motion
for the set of dynamical variables A(t).
dA(t)
dt - iw- A(t) + (t - s) - A(s)ds = f(t) (2.4)
where iw = (jA, A) - (A, A)-' is a frequency matrix determining collective oscillations of
A(t), p(t) is a damping function (commonly called the memory matrix or memory kernel
[1]) which can be related to the damping constant of collective motion. Furthermore f(t),
the random force, is related to p(t) via the relationship
(f(t 1 ), f(t 2)) = p(tl - t2 ) (A, A*), (2.5)
and remains orthogonal to A(O) for all times.
The success of this approach hinges on the ability to model f(t) stochastically and
hence obtain an approximate solution to Eq. 2.1. Consider the simple case where A is a
component of the momentum of a single particle pix in a solvent bath with lower inertial
mass. Since W(t) decays more rapidly than < A(t)A(O) >=< pi,(t)pi,(O) >, i.e. the
bath molecules' momentum decays more rapidly than the solute particle's momentum, 9(t)
may be approximated by a delta function and the convolution integral in Eq. 2.4 can be
performed directly (this corresponds to a Markovian process, independent of past history).
Eq. 2.4 then reduces to the well known equation for Brownian motion by making use of the
equipartition theory that relates the temperature to the momentum.
ix = - Pix + f(t) (2.6)
where
< f(t)f(0) >= 2mkBTý6(t) (2.7)
( and m are the frictional coefficient and mass of solute respectively, kB is the Boltzmann
constant and T the temperature. These equations were derived based on independent
particles and have been extended on an ad hoc basis to include forces, F(t), between the
particles,
Pix = -ýpix + F(t) + f(t) (2.8)
A statistical mechanical basis for including solute-solute and solute-solvent forces was
presented by Ciccotti and Ryckaert [5] by employing Mori's technique on the variable
p - (iL)-1 F(t). The form of the GLE is unchanged, but the random force and mem-
ory kernel introduced no longer satisfy the usual fluctuation-dissipation theorem and the
resulting equations are computationally intensive to implement. The random force is also no
longer orthogonal to the initial momentum. An alternative approach was adopted by Bossi
et al. [6] in which they derived the fluctuation-dissiption relation for the ad hoc equation
p(t) = - j (t - s)p(s)ds + f(t) + F(t) (2.9)
and obtained
< (p(0))2 > (p(t) =< f(t) . f(0) > +2 < p(O) - F(O) > 6(t) (2.10)
The additional term 2 < p(O) . F(O) > 3(t) was obtained and has been shown to be small in
a few test cases [7, 8]. The effect of this additional term is to effect the stochastic properties
of the random force required to obtain the correct temperature.
The form of the memory kernel is important in systems in which the mass of the solute
is comparable to that of the solvent. Strictly speaking, the inclusion of the memory kernel
requires the evaluation of the convolution integral at every timestep [1, 9] (and hence the
storage of the molecule's prior history). An alternative approach was implemented by Ci-
ccotti and Ryckaert [10] and is related to Mori's continued fraction representation for the
memory kernel [11]. The GLE (Eq. 2.4) can be recast as an nth order system of linear differ-
entiation equations (each in higher and higher orders of the dynamic variable), containing
the Mori coefficients Kn, which have to be truncated at some level by approximating the
random force by Gaussian white noise. This follows directly from the fact that the random
forces and the normalized velocity autocorrelation function (4) satisfy a modified version
of the Langevin equation. The Laplace transform of the velocity autocorrelation function
can be expressed as a continued fraction
() K (2.11)
+...
The coefficients, Kn, called the damping matrices, can be related to derivatives of the
velocity autocorrelation function. The explicit expressions to order 5 have been derived
[12], although owing to the difficulties associated with calculating higher order derivatives
of the velocity autocorrelation functions they are only accessible from MD simulations at
considerable computational expense [13]. Furthermore it is found that many coefficients are
required to describe the short time behaviour. The net result is that this approach is seldom
used. Alternatively the form of the memory function may be assumed, e.g. exponential
or a finite sum of exponentials and may be fitted to the velocity autocorrelation results
obtained from MD. The Mori coefficients may then be calculated from the fitted analytical
expression. This technique was used by Ciccotti and Ryckaert [14] in simulating a single
Argon particle in an Argon fluid and by Toxvaerd [12, 36].
An alternative approach to provide a molecular basis for eliminating the solvent particles,
also using projection operators, was presented by Mazur and Oppenheim [15] starting from
the Hamiltonian equations of motion. They obtained the Langevin equation for Brownian
motion by performing an expansion in powers of A = m/M (mass solvent/mass Brownian
particles). They demonstrated that this equation is correct to order A2 and is valid for all
times if the momentum of the heavy particle is restricted to be of order A-1. They also
showed that the friction coefficient appearing in the Langevin equation is identical to the
friction coefficient on a macroscopic body moving with a prescribed velocity in a viscous
medium. This approach was extended to N interacting particles [16, 17]. In contrast to the
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case of a single heavy particle, the friction tensor depends on the instantaneous separation
between the particles and the fluctuation-dissipation relationship is modified. This derivation
does not apply for a system that displays memory effects. However, they explicitly consider
molecules of different types and introduce the concept of a potential of mean force.
The salient features of this derivation are reproduced here to introduce the concept
of a potential of mean force. Consider a system of n Brownian particles with mass M
and described by generalised coordinates (Rn, pn) and N bath molecules of mass m and
coordinates (rN, pN). The system Hamiltonian may be separated into a contributions from
the bath particles (Ho) and Brownian particles (HB).
H = Ho + HB (2.12)
where
Pn . pnHB = + V(R n ) (2.13)2M
and
N pN n
Ho - 2m + U(rg) + ' E ,(rg, Rt) (2.14)
JL=l
V(R n ) are the short range interaction potentials between the Brownian particles while
U(rN) are the analogous interaction potential between bath particles. 0,(rN, Ra) describes
the interaction between the Brownian molecule p and the N bath molecules. They define
a projection operator P by the equation :
f Ae -PHo drN d p gA =< A >=drdp (2.15)
where Z is the corresponding configurational integral
Z(R n ) = e-HodrNdpN (2.16)
Note that the projection operator essentially integrates out all degrees of freedom associated
with the bath molecules by taking an ensemble average of these variables for a particular
configuration of Brownian particles (Rn). A may represent any dynamic variable in the
system. The system Hamiltonian used in the definition of the projection operator (Ho as
given in Eq. 2.14) is for a system in which interactions between the Brownian particles
are excluded. The interaction between the Brownian particles and the solvent are however
included in H,.
A potential of mean force X(R n) was defined by :
Z(R n ) = C(N, V, 8)e - #x(R ") (2.17)
By differentiating Eq. 2.16 and remembering that - =-- VR, Iln(Z) one can show that:
VR, In(Z)
< VAR,O >=-- l = VR,X(R n )  (2.18)
and hence the average force on the Brownian particle < F.1 > can be expressed in terms
of two components, one arising from Brownian-Brownian interactions and the other arising
from the solvent,
< F, >= - < VR, (V + O,~) >= -VR,[V + x(Rn)] (2.19)
It is important to realise that the potential of mean force X(R n) is a function of the coor-
dinates of the N Brownian particles and an expression for this must still be obtained.
For times t > b, where Tb is the longest relaxation time for the bath, it was shown that
higher order terms in an expansion in A could be ignored for all times and the following
momentum Langevin equation was obtained
P, = S, + E, - Pi-. (P,, (R n )  (2.20)
where S,, is the force acting on the Brownian particle, E, is the fluctuating force with
properties
< E, > = 0 (2.21)
< EE,(t) > = 2MkBT(,,,(Rn)6(t) (2.22)
The frictional tensors, (,, are implicitly time-dependent through the dependence on the
coordinates of the Brownian particles. The position-dependent frictional tensors reflect
the physical fact that solvent flow introduced by one molecule will have an effect through
the frictional term on the other molecules. An algorithm was developed by Ermak and
McCammon [18] to solve Eq. 2.20 including hydrodynamic interactions. The long range
nature of the hydrodynamic interactions makes this approach computationally unsuitable
for large systems (order N 3 ). The inclusion of short range lubrication effects has been
performed by Brady [19].
2.1.2 Fokker-Planck and related equations
The problem of Brownian motion may be recast in a totally equivalent framework, namely
by deriving an equation for the full distribution function W({r}, {u}, tl{ro}, {uo}), which
is the probability that the particles are located at a particular point in full phase space
({r}, {u}, t) at time t subject to their being located at ({ro}, {uo}) at time t = 0. Ini-
tially this problem was presented in velocity space by Fokker and more generally by Planck.
Smoluchowski presented a co-ordinate space description. Many full phase space generaliza-
tions have been presented [4, 20, 21] but this discussion will be restricted to Chandrasekhar's
[21] derivation for a single Brownian particle. The full Fokker-Planck-Klein-Kramers equa-
tion which is valid for N interacting Brownian molecules including hydrodynamics is then
presented without further justification.
Chandrasekhar equation
Assuming that diffusion in phase space is a Markov process (i.e. independent of past
history), we would expect that we could derive W(r, u, t + At) from W(r, u, t) and from a
knowledge of the transitional probability Vi(r, u; Ar, Au). This can be expressed by
W(r, u, t + At) = JJW(r - Ar, u- Au, t)(r-- Aru Au;r, Au)d(Ar)d(Au) (2.23)
All terms in equation (2.23) are then expanded using Taylor series about the point (r, u, t)
to obtain
OW 22(w<AUý>)
( + U -VrW)At + O(At 2) = - (w< >> 1 2 (W A >) (2.24)
+ 02 (W<AuAu>)+ > (2.25)
+ 2i<3 O9u8uj
From a knowledge of the averages < Auj >, which are determined from the transition
probability, equation (2.25) reduces to [4, 21]
+ u -VrW + K -VuW = (divu(Wu) + kTV2uW (2.26)
at m
where K is an external force acting on the particle.
Fokker-Planck-Klein-Kramers equation
The following equation was derived for a system of N interacting particles. The effects of
hydrodynamics were included through the presence of a position-dependent interparticle
friction tensor (ij [22].
OW -1
t+ Z(miPi -VrW + Ki Vp, W) = Vp, " ij (m zpiW + kBTVpjW) (2.27)
i a 3
An equation of this form was also derived by Zwanzig [23] for polymeric systems.
2.1.3 Equivalence
Much work has been performed to demonstrate the equivalence of these equations. Equa-
tion (2.27) has also been derived from microscopic considerations [16, 17] and Lax [24] deals
with noise in the Langevin methods and the equivalent probability description. Numerous
papers [22, 25, 26] have dealt with the simplification of the Fokker-Planck-Klein-Kramers
equation to yield the Smoluchowski equation (i.e. Fokker-Planck equation in co-ordinate
space) and with rewriting the momentum Langevin equation (which generates the trajec-
tories of the particles) in the form of Smoluchowski equation.
2.2 Application of Langevin Equations
The simplest form of the GLE (Eq.2.4) is to assume that the memory function is delta cor-
related in time, i.e. there is no memory. This approach has been used to obtain equilibrium
and dynamic properties of a single n-butane and n-decane molecule and the results were
compared to corresponding multiple chain MD simulations [27]. The configuration of the
dihedral angle in butane was very different from the MD result and this was ascribed to
neglected solvent effects in the potential. The results for decane more closely resembled the
MD results. The diffusive Langevin equation was employed by Levy et al. to investigate
the dynamics of model alkanes. The diffusive limit occurs at high frictional coefficient and
results in the neglect of the inertial term in Eq. 2.8. Solvent effects were accounted for
using a potential of mean force. The dynamics of gauche-trans transitions were discussed
in term of Kramers rate theory since the form of the potential energy barrier is known.
A lipid chain in a membrane bilayer [28] was studied in the diffusive limit with a mean
field potential to account for the membrane. A solvent-modified potential, obtained using
Orstein-Zernike-like integral equations, was used in simulations of alanine-dipeptide [29].
The frictional coefficients were determined using the accessible surface area methodology
as suggested by Pastor and Karplus [30]. Grest and Murat have applied SD to grafted
polymer brushes [31] and dendrimer molecules [32] in solvents. The effect of solvent quality
was indirectly accounted for by varying the cut-off distance of the polymer constituents. A
bad solvent for the polymer would thus be represented by attractive interactions between
the polymer constituent particles. See Binder [33] for more details and examples of the use
of SD in polymer simulations.
SD has also been applied to n-alkane melts confined between solid surfaces [34, 35] and
is used because SD, when compared to MC, has superior sampling properties. The self-
diffusion of polyethylene calculated from SD was found to be dependent on the frictional
coefficient and the MD result was recovered only at very small frictional values (( r 1/7500
fs- 1 ). These simulations examined multiple chains at liquid densities and hence the stochas-
tic noise term is used as a means of temperature control and not as a method to account
for solvent.
Memory effects have been included, particularly in the study of single component sys-
tems. Typically a single atom is simulated using the GLE and then compared to a full MD
simulation. For example, Ciccotti and Ryckaert [5] used the continued fraction method-
ology to account for memory effects in simulations of an argon particle in an argon fluid.
Toxvaerd calculated the coefficients in the Mori expansion of the velocity autocorrelation
function from MD [13] and solved the GLE with a Gaussian memory function [36] in 2D.
A nonamer in a LJ solvent was also simulated using Gaussian memory [8] and structural
and dynamic properties determined. The dynamic properties where found to be repre-
sented more faithfully using memory, however the structural properties appeared not to be
influenced.
Ermak and McCammon incorporated hydrodynamic interactions [18] and have evalu-
ated the influence of the Oseen [37] and Rotne-Prager [38] diffusion tensors on the behaviour
of rigid rod dimers and trimers in the diffusive limit. Extenstions have included the incor-
poration of rotational effects [39, 40].
A important application of SD and BD simulations has been the description of large
biological macromolecules. For example the macromolecular diffusion of a mixture of uni-
formly charged spheres, representing ribosome, protein and tRNA at their physiological
concentrations was perfomed [41]. The system was chosen to replicate macromolecular dif-
fusion in the cytoplasm of the bacterium Escherichia coli. Brownian dynamics, where the
inertial terms are neglected, have been employed to determine the bending and twisting
dynamics of short linear DNA chains [42].
In summary, a firm theoretical basis exists for projecting out the rapidly varying solvent
contributions and incorporating their effects through a stochastic noise term and a modified
interaction potential. The vast majority of work done, however, use simplified version of
the generalised Langevin equation for computational reasons. We have followed a similar
approach in trying to simulate surfactant self-assembly using SD with a delta correlated
memory kernel. Chapter 3 describes the alogorithm employed and in Chapter 4 equilibrium
properties of the model amphiphile, A2B2, are presented.
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Chapter 3
Stochastic Dynamics Simulation
Code
3.1 Equation of motion
A third order integration algorithm for stochastic dynamics (SD) simulations was imple-
mented based on the work of van Gunsteren and Berendsen [1, 2]. The equation of motion
for each particle i to be integrated is :
mi i(t) = -mijivi(t) + Fi({xi(t)}) + Ri (t) (3.1)
where mi is the mass of particle i and xi, vi, Fi and ýi represent the position, velocity, force,
and frictional (damping) coefficient acting on particle i respectively. This represents the
simplest form of the GLE and assumes that the stochastic force contains no correlations in
space or time; it is sometimes referred to as Brownian Dynamics (especially in the diffusive
limit). The force, Fi, is the explicit force between the N particles in the system (hence the
dependence on the coordinate set {xi(t)}) and may include bond-length, bond-angle and
solvent mediated potentials in order to represent real systems more accurately.
The stochastic force Ri is assumed to be stationary (magnitude time invariant) , Marko-
vian (independent of past history), Gaussian with zero mean, and to have no correlation
with prior velocities nor with the systematic force. These requirements dictate that Ri
must satisfy the conditions
< Ri(t) >= 0 (3.2)
< Ria(t)Rjp(t') >= 2kBTjimisi,jba,ps (t - t')
The indices a, P denote the Cartesian coordinate directions (x,y,z) while i, j denote particle
labels.
The stochastic noise term acts as a heat bath to compensate for the energy sink due
to viscous drag. The stationary solution is the Boltzmann distribution and hence these
simulations produce canonical time averages (NVT ensemble). The dynamical properties
are changed depending on their relaxation rate by the presence of the heat bath. To generate
the correct gas phase MD dynamical behavior, 1 must be larger than the relaxation time of
the property of interest. On this time scale, however, the canonical ensemble is no longer
simulated. On longer timescales, the dynamics are purely diffusive (Rouse-like dynamics).
Equilibrium results are independent of the choice of the friction coefficient ( and correspond
to a gas phase constant temperature MD simulation with the same force field (Fi({xi(t)})).
The utility of this approach is that the effect of the solvent on the dynamics should be
realistic at long times.
Solution of the linear, inhomogeneous first order differential equation (Eq. 3.1) and
integration over the noise term, yield the following discretized equations for the particle
trajectories :
x(t, + At) = x(t,)[1 + e-CAt] - x(tn - At)e-Ce+
m-1F(tn)(At)2(CAt)-l[1 - e-At]+(3.4) (3.4)
X,(At) + e-atXn(-At) + O[(At)4
where Xn(At) = (mO) j1+[1 - e-(tn+At-t)]R(t)dt. It should be noted that Xn(-At)
is correlated with Xn-l(At) since they correspond to different integrals over the same time
interval of R(t). Therefore, Xn(-At) and Xn-1(At) obey a bivariate Gaussian distribution
[1].
As 0 -+ , this equation simplifies to the MD Verlet algorithm [3]. As in the Verlet
algorithm, the velocity does not appear explicitly in Eq. 3.4, but an expression for v(tn)
(3.3)
may be derived
v(tn) = {[x(tn + At) - x(tn - At)] + m-1 F(tn)(At) 2( At)-2G(ýAt)-
(3.5)
m- lF(tn)(At)3(At)-3G((At) + [Xn(-At) - Xn(At)]}H((At)/At
where H((At) = (At/[e +' at - e- l at] and G((At) = [e+CAt - 2(At - e-Cat].
It can be shown, by a Taylor series expansion of the exponential terms in EAt, that the
term containing the derivative of the force F, is of order (At)4 , and therefore is of the same
order as the truncation error. It was therefore neglected in the algorithm that we employed.
An important feature of this algorithm is that the integration timestep is not restricted
by (, since the stochastic force has been integrated over the interval At. Hence, the size of
timestep (At) is only determined by the rate of change in the systematic force, i.e. on the
interatomic potential. For a detailed description, showing the derivation of these equations
and implementation, the reader is referred to van Gunsteren and Berendsen [1, 2].
3.2 Representation of Amphiphiles
The amphiphilic molecules are represented by either a coarse grained bead-rod or a bead-
spring model. Physically, each bead may be thought of as being equivalent to a Kuhn length
(order 10 methylene groups) on a polymer chain [4]. The bond connectivity is specified in
the variable, ilink. Each bead is labelled (itype) to identify its amphiphilic nature. A
typical amphiphile of form A2B2 would thus be characterised by the program variables
nbonds 3
ilink 122 3 34
itype 00 11
and describes three bonds connecting particles 1 and 2, 2 and 3, and 3 and 4 respectively.
Particles 1 and 2 are of type 0 (hydrophobic), while particles 3 and 4 are of type 1 (hy-
drophilic). This completes the description of a single molecule. This method of describing
a molecule can deal with branched surfactant molecules and mixed surfactant systems.
In the bead-rod model, the length of bond k between particles i and j, is rigidly con-
strained and is forced to satisfy the requirement
ak = x?. - b?. = 0 (3.6)Z) 2)7
at all times, where xij is the vector from particle j to particle i in a molecule and bij is the
desired bond-length. The force acting on particle i is subdivided into the contribution from
the potential energy, V, and that associated with constraining the bond lengths
Fi = -ViV({xi(t)}) - kVik (3.7)
k=1
where Ak is the Lagrangian multiplier associated with bond k, and Vi = ~. At every
timestep, the unknown set of Lagrangian multipliers needs to be solved for, such that the
constraints given by Eq. 3.6 are satisfied. This process is performed iteratively using the
SHAKE algorithm [5] with a tolerance of 10- 5 .
In the bead-spring model, a harmonic potential is introduced along the bond direction
1
Vij(bond) = k(lxij I - bij) 2  (3.8)
where the force constant, k is chosen so that 95 % of all bonds are within 2 % of the required
bond-length. This large value of k ensures that we are operating in the overdamped regime.
A practically rigid bond between neighboring units results.
The rigid bond and bead-spring formalism are not equivalent on a statistical mechanical
basis [6]. In the rigid bond model, the conjugate momenta to the constrained degrees of
freedom are set equal to zero and this gives rise to a correction factor in the partition
function (related to the determinant of the metric tensor) as first indicated by Fixman [7].
This correction factor can be taken into account by including a compensating potential
energy term of the form
V'= kTUln{ga(a)}1 (3.9)
where {ga(a)} is the determinant of the metric tensor and a is the set of unconstrained
variables. If bond length and bond angle constraints are employed, the influence of the cor-
rection term is significant and should be included [8], however if only bond length constraints
are employed, as in our work, this correction may be safely ignored [9].
Bond angle and torsional potentials are not employed in this work, but their implemen-
tation is straightforward.
__
3.3 Program Structure
The program structure is shown schematically in Figure 3-1 and is very similar in structure
to any MD algorithm [3, 10], except in the specific form of the equation of motion. At
every timestep, the force between all particles is calculated in the subroutine EVAL. Subse-
quently,the calculated forces are used to determine the new particle positions and velocities
in the subroutine TIMESTEP according to Eq. 3.4 and Eq. 3.5. If rigid bonds are employed,
the unconstrained position and velocities are shaken. The physical properties of the system
can then be calculated. This sequence of steps is repeated for each timestep. Periodically
the neighbour and linked lists are updated (whenever mod(kb,10) = 0, kb = timestep). Pe-
riodic boundary conditions and Newton's second law of motion are used throughout. The
majority of the program was written in FORTRAN 77 (modified from the Haile code [10]),
the only exception being subroutines that required recursion, which were written in ANSI
C for the sake of portability.
3.3.1 Neighbour and Linked Lists
Two techniques are employed to make the algorithm more efficient. The first is the imple-
mentation of the Verlet neighbour list [11]. The neighbour list contains all atom pairs within
a prescribed distance rlist and is typically generated every 10 or 20 timesteps. The distance
ru7t is chosen to be larger than the potential cut-off distance employed (rc), so that the
neighbour list also contains particles that lie in a spherical shell of thickness riust - rc outside
the potential cut-off distance. This approach ensures that particles which may diffuse into
the interaction sphere, before the neighbour list is updated, are correctly accounted for.
This reduces the force calculation from an Np2 operation to an Np x Nn operation, where
Np is the number of particles in the system and Nn is the average number of neighbours
per particle. The generation of the neighbour list is still an Np2 operation but it is only
performed every 10-20 timesteps.
For very large systems, the generation of the neighbour list may be improved by im-
plementing a cell structure and linked list [3]. The simulation domain (cubic in our case)
is subdivided in smaller cubes, called cells, with minimum length equal to rlit. For each
cell, a linked list is generated containing all particles that reside in the spatial domain of
that cell (order Np calculation). The neighbour list of all particles in a cell can then be
Figure 3-1: Stochastic Dynamics program schematic
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generated by looping over the particles in that cell and the neighbouring 13 cells (employ-
ing Newton's second law of motion). Hence the generation of the neighbour list is now a
(13 + 1) x (N,/Ncell) x Np calculation, Nce,,11 is the number of cells, and hence (Np/Nceu)
represents the average number of particles per cell. This technique is very useful when
the simulation domain is very large in comparison to the potential cut-off distance. The
neighbour list, nlist, is only uni-directional, i.e. if particle i sees particle j then particle j
will not see particle i. This is a direct consequence of employing Newton's second law of
motion and in the absence of cell linked lists is normally generated by requiring i < j. If,
however, cells are employed in the generation of the neighbour lists, the requirement i < j is
employed only if both particles forming the pair reside in the same cell. For pairs spanning
cell boundaries, looping over the 13 neighbouring cells ensures the uni-directional nature of
nlist. This uni-drectional nature poses problems in identifying clusters as will be discussed
in section 3.4
3.3.2 Noise Term
The noise term is sampled from a bivariate Gaussian distribution [1], by sampling first from
one variable's distribution and subsequently sampling the conditional distribution for the
other variable, given the value obtained for the first variable. To implement this, we need
to sample Gaussian distributions of zero mean and different widths. This is achieved by
employing the Box-Muller method [12] which comprises two steps :
1. Generate uniform random variates 0 1 and 0 2 on the interval (0 1). This is performed
using the routine RAN1 [12], which employs three congruential generators and has
essentially an infinite period.
2. Transform the uniform deviates (Vi) into Gaussian deviates (() with zero mean and
unit variance.
(1 = -2(lnik 1) cos(2-7rO 2 ), (2 = -2(lnb 1)2 sin(27r 2)
3.4 Identifying Aggregates
In order to identify and characterise aggregate structures that are formed in the course of
the simulation, a definition of an aggregate is required.
A molecule is defined as being part of an aggregate if any of its hydrophobic constituents
(itype = 0) are withiin a prescribed distance of another molecule's hydrophobic constituents.
These molecules are said to be associated. This distance, reluster, was taken to be 1.5 a,
where a is the characteristic length scale in the interatomic potential. The definition is in
line with that used by Smit et al. [13] and the results are not sensitive to the exact value
of rcluster. The identification of associated molecules was implemented in EVAL where
we determine all interparticle distances, and the result is stored in the variable mlist. A
pointer, mpoint(i), is used to identify the location of particle i's associates within mlist.
At this stage we have a uni-directional (due to Newton's second law) list of particles and
their associates. The challenge lies in converting this information in an efficient manner
into a list of numbered aggregates with unique constituents. A recursive procedure is used
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Figure 3-2: Schematic of two hypothetical clusters with aggregation number 2 and 11
to identify the aggregates, given the information stored in mlist, and to assign each cluster
a unique identifer. This procedure is described briefly for the cluster grouping shown in
Figure 3-2. The elements of mpoint and mlist are given in Table 3.1. Particle 1 has
only one associate, namely particle 6, while particle 12, for example, has associates 2 and
11. Notice that the list is uni-directional in that particle 12 has particle 2 as an associate
and hence particle 2 does not see particle 12. Also important is that this uni-directional
property is determined by the subdivision of the simulation domain into cells and not by
the requirement that i < j. Subroutine FIND is responsible for the cluster identification
and proceeds by looping over the particles i. For example, for i = 1, FIND identifies 6 as
___
Table 3.1: Elements of arrays mpoint and mlist corresponding to cluster configuration
shown in Figure 3-2.
i mpoint(i) mlist(mpoint(i)) ... mlist(mpoint(i+l)-l)
1 1 6
2 2 5, 8
3 4 10
4 5 5
5 6 7, 8
6 8 8
7 9
8 9 7
9 10 11, 13
10 12
11 12 13
12 13 2, 11
13 15
belonging to the same cluster as 1, then checks the associates of 6 which is found to be
8, which in turn is associated with particle 7 (recursive part). At this stage there are no
more associates that are accessible from information of particle 1,6,8 or 7 and hence the
grouping (1,6,8,7) is identified as a cluster and assigned the label 1. Similarly, i = 2 has
associates 8 and 5, of which 8 already has a cluster label associated with it (namely 1),
while 5 has associates 7 and 8 which already have been identified as belonging to cluster 1.
Hence the group (1,6,8,7,5,2) are now all part of cluster 1, and we proceed to i = 3 which
leads us to the group (3,10) which is assigned the cluster label 2. This procedure is repeated
for each i which has not been assigned a cluster number. The difficulty associated with a
uni-directional list is demonstrated by particle i = 9 that has particles 11 and 13 associated
with it. Particle 11 has the associate 13, while particle 13 has no associates. Hence the
grouping (9,11,13) will be labelled as cluster 3. Only on reaching i = 12 does one discover
that particle 2 (in cluster 1) and particle 11 (which is in cluster 3) reside in the same cluster
through the common link of particle 12. All particles in cluster 3 have then to be reassigned
to cluster 1.
Once the clusters have been identified, cluster specific information can be determined,
such as the radial distribution function through clusters with a certain aggregation number,
average aggregation numbers, etc. Such physical properties will be defined where they are
employed and will not discussed any further at this stage.
3.5 Summary
A third order integration algorithm is employed to solve Eq. 3.1. In the limit of a small
frictional coefficient, the algorithm corresponds to the well known Verlet algorithm used in
MD simulations. The program structure is similar to that used for MD and incorporates the
well known optimization tools of neighbour list and the division of the simulation space into
cells. The amphiphile molecules are represented as a string of beads. A clustering algorithm
was developed to identify clusters. Chains are designated as belonging to a cluster if at least
one of the hydrophobic beads is within a prescribed distance of a hydrophobic bead on they
other chain.
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Chapter 4
Stochastic Dynamics Simulations
of Self-Assembly
4.1 Introduction
The self-assembly of short amphiphilic molecules of type A2B2 (A = hydrophilic, B =
hydrophobic) is investigated using Stochastic Dynamics simulations with a scalar frictional
coefficient. The algorithm employed is as described in Chapter 3.
The surfactant molecules are represented by a coarse-grained bead-rod model. Bond
lengths were constrained iteratively using the SHAKE algorithm [1, 2] with tol = 10- 5 .
Bond angle constraints were not included, so the simulations represent flexible chains. Un-
shifted Lennard-Jones (LJ) interactions were employed between non-bonded beads, the
nature of which could be varied by changing the cut-off distance r,.
V(r) = 4[(E )( - (4.1)
0 r > rc
where r is the separation distance and E and a are the well depth and size parameter,
respectively, in the LJ potential. The bond-length was chosen to coincide with the minimum
in the LJ potential (26a).
Short diblock amphiphiles of type A2B2, where A and B are the hydrophilic and hy-
drophobic blocks respectively, were simulated. The B-B interactions were LJ attractive with
a conventional cut-off distance of rc = 2.5a while A-B and A-A interactions were purely
repulsive (rc = 26a). All beads were taken to have equal mass (m) and frictional coefficient
Initially the surfactant chains were arranged on a fcc lattice. The surfactant concentra-
tion is given as a bead number density ([S] = NNb/Vsys, Ns is the number of surfactant
molecules, Nb is the number of beads per surfactant molecule = 4, and Vsys is the simula-
tion volume) which is directly proportional to volume fraction. Temperature is expressed in
reduced units (T, = kBT/e). A reduced timestep (t, = t/a (m/) of length Atr = 0.005
is used. The reduced frictional coefficient is given by &r = (a/T /). Most simulations
were performed at two system sizes (108 and 256 surfactants). No effect of system size was
noted. At high number density ([S] > 0.10) 864 surfactants were used in the simulations.
The simulations were run on a HP 735/125MHz workstation which took 2. x 10- 4 cpu sec-
onds/timestep/molecule at [S] = 0.12. Typically 5 - 15 million timesteps were performed
per simulation depending on system size.
Surfactant chains were designated as belonging to an aggregate, as discussed in Chap-
ter 3, if any tail beads (B beads) of the surfactants were within a certain distance of each
other (rl,,st = 1.5a) [3].
4.2 Simulation Results and Discussion
Each simulation trajectory was divided into two sections once equilibrium was judged to
have been established. Equilibrium properties with error bounds were then calculated
for these two sections by further subdivision into 5 parts. This procedure enabled us to
determine if any drift in calculated values was evident from the first half of the simulation
to the second half. Typically, the drift was well within the error bounds of the calculated
values. For clarity, only the maximum error bar (+ standard deviation) is shown on the
figures.
The choice of frictional coefficient, 6, is determined by two conflicting requirements.
At large C, the molecular diffusivity is low and therefore equilibration and sampling of
configuration space is excruciatingly slow. For small (, the molecular diffusivity is high.
Larger fluctuations in temperature, however, occur and we no longer strictly follow the
canonical ensemble. Also at low 6 an additional term (2 < v(0) - F(0) > 6(t)) in the
fluctuation dissipation relationship [4] becomes more significant. The effect of the additional
Table 4.1: Contribution of correction to fluctuation dissipation relationship as given by
Eq. 2.10
r 2 < v(0) -F(0) > /rTr <, T >
0.1 0.0066 0.6022
1.0 0.0028 0.6018
10.0 0.0019 0.6008
term was evaluated by performing short runs (tr = 100, [S] = 0.12, Tr = 0.60) in which
the quantity < v(0) -F(0) > was evaluated and compared to the temperature contribution
as shown in Table 4.1. Also shown is the calculated temperature < T >. The additional
terms contribution is less than 1 % and may this be neglected.
4.2.1 Equilibrium Properties
The onset of micellisation is traditionally depicted by plotting the free (non-associated)
surfactant concentration [F] as a function of the total surfactant concentration [S]. Above
a certain total surfactant concentration, called the critical micelle concentration (cmc), [F]
levels off. Figure 4-1 shows this behaviour at three temperatures. The cmc increases with
increasing temperature as would be expected for a system with an enthalpic driving force
for micellisation. At higher concentrations, a decline in free surfactant concentration is
observed. Most existing theories [5, 6, 7, 8] suggest that the free surfactant concentration
should remain constant or increase slightly above the cmc. An explanation for this deviation
from ideal behavior is provided in the next section, 4.2.2.
The number averaged (N,) and weight averaged (N,) aggregation numbers are defined
by
Z Sps
Nn = l Ns/Vsyso (4.2)
s=1 s=1
and
00oo
E S2 PS
Nw - s=1 (4.3)
s=1
where Ps is the number concentration of aggregates of size s. These expressions include
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Figure 4-1: Variation of free surfactant concentration with total surfactant concentration
indicating the onset of micellization and the definition of cmc.
the free surfactant in their definitions (as indicated by the summation from s = 1). An
alternative definition that may be employed excludes free surfactants and is referenced as
N, (ex) and Nn (ex), the ratio of which is referred to as the polydispersity index [8]. Figure 4-
2 shows a plot of the the number averaged and weight averaged aggregation numbers as
a function of total surfactant concentration [S]. As the concentration increases above the
cmc, the micelles formed grow in size. The polydispersity therefore varies from 1 below the
cmc (essentially all surfactants are in monomers or dimers) to approximately 2 at higher
concentrations.
By labelling a chain in an aggregate and then following the size of the aggregate in
which the chain resides, one can observe how the chain samples aggregates of different sizes.
This chain is referred to as a tracer chain. A tracer autocorrelation function [9] was used
to estimate the correlation times within the system and hence to obtain a qualitative idea
of the simulation times required to sample the equilibrium state of the system, where
A(T) = < N(t + r)N(t) > - < N(t) >2
< N 2(t) > - < N(t) >2
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Figure 4-2: Increase in average micelle size with total surfactant concentrations ([S]) at
T,. = 0.60
and N(t) is the aggregate size in which the tracer chain resides at time t. The angular
brackets indicate an ensemble average over all molecules taken successively as tracer chains,
in addition to averaging over multiple time origins t. For T = 0, A(-) = 1 (perfectly
correlated) while as N(t + 7) becomes uncorrelated with N(t), A(7) --+ 0. The tracer
autocorrelation function provides an indication of how long it takes a tracer chain to sample
all aggregate sizes. A correlation time (Tc) was defined as the time required for A(T) to reach
a value of e- 1. At [S] = 0.02, before micelles form, Tc = 5 (Figure 4-3, &r = 0.1). The short
correlation time is indicative of the labile nature of the pre-micellar aggregates. Above the
cmc, at [S] = 0.065 the correlation time is of the order rT = 125, decreasing as the micelle
concentration increases (T- = 80, [S]=0.12). This decrease in -T is quantitatively consistent
with the decrease in diffusional length between micelles due to the higher concentration.
These results were checked and found to be independent of system size. They are, however, a
function of &r since this determines the diffusive time scale for the free surfactants. Typically,
simulations times exceeded the tracer correlation time by a factor of 300 to 600.
An important consideration when simulating micelle formation is that the system should
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Figure 4-3: Tracer autocorrelation function (A(r)) for different total surfactant concentra-
tions ([S]) at Tr = 0.60, C = 0.1.
not undergo macroscopic phase separation (e.g. into water and surfactant rich phases re-
spectively). In our work, the invariance of the micelle size distribution as a function of
time provided an indication that we were dealing with a homogeneous phase. In Figure 4-4
the running average of the weight averaged aggregation number is shown. Initially N,(ex)
changes rapidly as micelles begin to form. Once the system has reached equilibrium, N, (ex)
levels off and remains constant for the rest of the simulation. A time or system size depen-
dence of this data would be indicative of phase separation. Furthermore, Larson [10, 11]
and Mackie et al. [12] have performed Monte Carlo lattice simulation of A2 B 2 surfactants
at X = zNbAw/kT = 16 (z = lattice coordination number = 26, Nb = surfactant chain
length = 4, Aw = eAB - EBB + EAA)) and determined the phase behaviour. The ternary
phase behavior (oil - B , water - A, surfactant - A2B2) at X = 16 showed two and three
phase regions. In a system without an oil phase, however, no phase boundary is evident
[12]. At X = 16, no micelle formation was observed by Larson [11]. Direct comparison with
our work is difficult since we are dealing with an off-lattice simulation and continuous in-
teraction potentials. However, selecting a coordination number of 11 (which corresponds to
the first coordination shell), and converting our reduced temperature to that of Larson (in
their notation cow = EwW = 0 and coo = -1 ), we get X 1 35. Our temperature is therefore
considerably lower (factor of 2) than that used by Larson and hence it is not surprising that
micelles do in fact form.
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Figure 4-4: Equilibration of the weight averaged aggregation number
Figure 4-5a shows the simulated size distribution at three concentrations for a reduced
temperature of T, = 0.60. For [S] = 0.02 no micelles form because this concentration
is below the cmc. As the concentration increases, a well developed maximum appears
associated with the formation of spherical micelles. A shoulder in the size distribution at
s - 40 is visible for [S] = 0.12 which is associated with a transition to rod-like micelles
at higher concentrations (this is confirmed by a transition in the observed hard sphere
radius of the system, which is discussed later). Similarly Figure 4-5b shows the effect of the
reduced temperature on the micelle size distribution for [S] = 0.12. At lower temperatures
the shoulder in the distribution has been reduced as spherical micelles are more strongly
favored.
The observed shoulder is not an artifact of the simulation system size. This is demon-
strated in Figure 4-6a where we present the size distribution at Tr = 0.60, [S] = 0.60 for
system sizes 108 and 864 molecules respectively. The data points for the two systems are
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statistically indistinguishable and both display an asymmetric, long tail for high aggrega-
tion numbers. It is reassuring that starting from a totally different initial configuration the
same equilibrium size distribution is obtained. Further indication of the independence of our
results on system size is shown in Figure 4-6b, where the tracer autocorrelation function is
shown for two system sizes, namely Ns = 108 and 256. The small deviation that is observed
at long time (tr > 300) is a consequence of the error associated with calculating the tracer
autocorrelation function. The duration of the simulation for N, = 108 was t, = 50000,
while that for N, = 256 was only tr = 15000, which is too short to probe a correlation
function with time constant -r = 200. The error at long times is expected to be around 3.5
% for the larger system and less than 1 % for N, = 108 (std • (2T/(Ntrun))0 . 5 [13]). The
correlation time (-r = 200) is, as expected, considerably longer at the lower temperature
(T, = 0.55) compared to those presented in Figure 4-3.
An approximate idea of the shape of the aggregates can be obtained from the principal
moments of inertia for each aggregate. This is achieved by calculating the ordered set (max
-+ min) of eigenvalues (AX, A2 , A3) of the moment of inertia matrix T. A component Ta,~
in the moment of inertia of an aggregate of size s is given by
s Nb
E (xa(r, i) - x. (cm))(x# (r, i) - x(crm))
Ta = r= i=1 sN (4.5)
where a, and , represent any of the Cartesian coordinates; and the summations are over
the molecules in the aggregate (r) and the individual particles (i) within each molecule.
x(cm) is the micelle centre of mass. A characteristic length may be defined as li = Vi
for i = 1, 2, 3. A measure of the aggregate asphericity may then be obtained by monitoring
< 11 >/< 12 > and < 11 >/< 13 > as functions of aggregate size as shown in Figure 4-7a.
The micelles with aggregation numbers 10 - 35 appear to be almost spherical with aspect
ratios of between 1.2 - 1.8. The aspect ratios for essentially spherical micelles are greater
than unity because this technique of characterizing the micelle shape will always select the
largest and shortest dimensions at a particular instant in time. Fluctuations in micelle
shape, whether due to thermal motion or monomer insertion, are therefore accentuated and
will not be averaged out. For low values of s, say 10 < s < 20, cylindrical micelles are
virtually forbidden on geometric grounds; so fluctuations in micelle shape must be entirely
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Figure 4-6: Effect of system size on (a) micelle size distribution at [S] = 0.12, Tr = 0.60
and (b) on the tracer autocorrelation function at T, = 0.55, [S] = 0.075
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responsible for asphericity in this range. Micelles with aggregation numbers outside the 10
- 35 range are highly aspherical, but are limited to aspect ratios of less than 4. At large
aggregation numbers, poor sampling is evident since these micelles occur very infrequently.
Figure 4-7b shows the spherically averaged radial distribution function through a micelle
with aggregation number of 30. The micelle is found to be composed of a dense hydropho-
bic core (with number density P 0.78) surrounded by a less well defined corona of the
hydrophilic headgroups. The corona region is considerably hydrated (• 55 % solvent). Had
the micelle been rod-like, long tails in the head and tail group distributions would have
been expected. In this work, such tails were found to occur only for aggregation numbers
> 40.
4.2.2 Effect of Excluded Volume on Free Surfactant Concentration
At surfactant concentrations well above the cmc there is a drop in [F] (Figure 4-1), which
has also been observed in simulations by Adriani et al. [14] and Desplat and Care [15].
Experimental evidence also exists for this decrease [16] which is not predicted by traditional
theories [5, 6, 7, 8] for micelle formation. As noted by Adriani et al. [14], an exception
is the Leibler et al. theory [17] which can predict a decrease in [F] since the entropy of
mixing of the free surfactant molecules is based on the solvent volume and not on the solution
volume. Leibler's theory suggests that excluded volume effects introduce non-ideal behavior
at high [S] and that the accessible volume is considerably reduced from the total solution
volume. Desplat and Care [15] introduced an activity coefficient (-) to account for these
non-idealities, postulating In(y) to be proportional to the total amphiphile concentration,
but independent of the aggregate size or shape.
An alternative approach is employed in this work in which the activity coefficient is
calculated on the basis of a virial expansion [18]. The advantage of this approach is that
the physical significance of the activity coefficient and its dependence on aggregate size
becomes clear. By equating the chemical potential of a free surfactant molecule to that of
a surfactant molecule in an aggregate of size s, accounting for the translation entropy using
an ideal gas model, and incorporating deviations from the ideal gas model into an activity
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coefficient, one can obtain for the aggregate size distribution [19, 20]
Ps = p, exp (4.6)
-s kT
where ps and y, are the number density and activity coefficient, respectively of an aggregate
of size s and pO is the chemical potential of a single surfactant molecule in an aggregate of
size s in the dilute reference state (T, P, EC ps -4 0). If only the excluded volume effects
between micelles are considered and if only the second virial term is retained in a virial
expansion, the activity coefficient can be shown to be [18, 19] :
In(Q,) = - 1(s, r)Pr (4.7)
where -1 (s, r) is the volume excluded to aggregates of size s due to the presence of aggre-
gates of size r and is related to an interaction potential (us,r) between aggregates of size s
and r by:
- 1(s, r) = - [exp(- k-r) - 1 dqrdq, (4.8)
where q, and qs are the coordinate vectors of aggregate r and s respectively.
As Er Pr -+ 0, y, -+ 1, and the non-interacting result is recovered. This approach is
entirely analogous to that used in incorporating excluded volume effects to describe real
fluids, which yields the very successful van der Waals equation of state.
It is our goal to calculate the activity coefficients from simulation data using Eq. 4.7
at a particular concentration ([S] = 0.12) and then to extract the reference state chemical
potentials (p/) from the simulated size distribution using Eq. 4.6. The Po are independent
of concentration, and hence we should be in a position to predict both the size distributions
and [F] for any [S] using the data calculated at [S] = 0.12. The ability to predict properties
at other concentrations would strongly suggest that excluded volume effects are in fact
responsible for the observed deviations. Desplat and Care [15], in contrast, used simulation
information over the entire concentration range to extract the activity coefficient. In order
to calculate the activity coefficient by using Eq. 4.7, the size distribution (Ps) and structure
of aggregates are required. The size distribution for [S] = 0.12, Tr = 0.60 is shown in
Figure 4-5a.
If it is assumed that the aggregates are spherical in shape, a hard sphere radius may be
defined as the radius that includes 90 % of all beads within an aggregate. This information
may be obtained from the radial distribution profile (Figure 4-7b). For spherical micelles,
R, oc s3, where the proportionality constant may be directly obtained from simulation
1
data. Figure 4-8a shows a plot of the the effective hard sphere radius versus s3, where
the transition from spherical to cylindrical micelles manifests itself as a sharp change in
the slope of the curve. For aggregation numbers less than 35, the aggregates are almost
spherical as discussed earlier. Above 35, the aggregates are cylindrical in shape. These
cylindrical micelles are ill defined and comprise two spherical micelles which are in close
contact. Therefore the slope in Figure 4-8a more than doubles as one enters the cylindrical
region. Figure 4-8b shows the bead distribution projected onto the major principal axis for
an aggregate of size 41. Only beads within a distance of 0.75a from the major principal
axis are included in this distribution. Close to the center of the aggregate, a marked
decrease in the hydrophobic chain density is observed at the point of contact between the
two aggregates. Also evident is the presence of A beads near the center of the aggregate.
Sampling statistics are poor since these aggregates occur infrequently. By requiring 90 % of
the beads to be within RHS, the aspherical nature of the aggregate is emphasized. Hence an
alternative definition of an effective hard sphere radius was employed based on the radius
at which the total spherically-averaged bead number density equals 0.12 (equal to [S]). The
latter approach has the advantage that no transition in RHS is observed (Figure 4-8a) since
the bead contribution is weighted by r-2, where r is distance from the center of mass.
The volume occupied by a surfactant is slightly larger for higher aggregation numbers, as
reflected in the negative intercept of 0.1 in Figure 4-8a.
To simplify the analysis, the excluded volume of the cylindrical micelles is assumed to
be equivalent to a hypothetical spherical micelle of the same aggregation number, obtained
by extrapolating the results for the spherical micelles to higher aggregation numbers. The
excluded volume of the cylindrical micelles is thus underestimated, but as they are few in
number their contribution is small, and the error associated with this assumption is not
significant. Similarly the free surfactant effective hard sphere radius was calculated by
extrapolation to an aggregation number of 1.
For interaction between hard spheres, the excluded volume may be obtained from Eq. 4.8
as
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Figure 4-8: (a) Variation of RHS with aggregation number (Tr = 0.60, [S] = 0.12), (b)
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Rr and R, are the hard sphere radii of aggregates of size r and s respectively, as depicted
in Figure 4-8a. By using the size distribution (ps) and hard sphere radius of micelles (R,)
generated from the computer simulations we calculated the activity coefficients (ys) using
Eq. 4.7. Using Eq. 4.6, one can extract from the simulated size distribution the difference
in chemical potential per molecule (tps - p1 )/kT as reported in Figure 4-9. The chemi-
cal potential difference is, as noted by Desplat and Care [15], a monotonically decreasing
function in s, although in our work the decline is less pronounced. Direct comparison is
difficult since they employ an amphiphile of form AB3 and include attractive head-solvent
interactions.
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Figure 4-9: Difference in chemical potential per surfactant molecule in a micelle of size s
and a free surfactant molecule,(/p - MI)/kT, at Tr = 0.60, [S] = 0.12.
It should be noted that incorporation of excluded volume effects serves to lower the
absolute magnitude of the extracted reference state chemical potential difference, from
which it can be concluded that the observed excluded volume effects favor the formation
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of larger aggregates. The ratio of the volume excluded to a free monomer due to the
presence of 30 free surfactants to that excluded to a monomer by an aggregate of size 30 is
approximately:
30(1 + 1)3
(1 + 8+1) 3 s=30
Larger aggregates are therefore favored since they serve to reduce the total excluded volume,
but this is at the expense of considerable translational entropy.
The excluded volume contribution to the chemical potential difference is
In(y1) In(-y)
For large s, the excluded volume contribution is predominantly determined by the first
term. However, for intermediate values of s, which correspond to the observed micelle size,
the contribution from the y7 term is significant. It is therefore imperative that the size
dependency of y. be taken into account correctly.
To quantify the size of the virial term, it is instructive to compare the contributions of
the excluded volume effect and of the translational entropy to the Gibbs free energy of an
aggregate of size s. The ratio is simply
In(%,)
r(s) = x 100% (4.10)
and is shown in Figure 4-10a. For small aggregate sizes, the excluded volume term con-
tributes less than 10 %, increasing to around 30 % for s > 60. Higher order virial terms
are expected to play a role for large aggregates. However, since these aggregates occur so
infrequently this correction was not incorporated.
Figure 4-10b shows the fractional contribution of the excluded volume terms to In(7y,)
for s = 1 and s = 25. The fractional contribution, F.(s, r), is defined as
F(s, r) = 1i(s,r)Pr (4.11)
i1(s,i)p (4.11)
The free surfactants (r=l), contribute significantly to the activity coefficients. For s=1,
.F(1, 1) ,- 0.25 due to the high number density of free surfactants. As is evident from Fig-
ure 4-10b, the free surfactant contribution becomes more significant at larger s (FY(25, 1) e
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Figure 4-10: (a) Contribution of virial term to translational component of Gibbs free energy
as a function of aggregate size, (b) Fractional contribution of aggregates of size r to the
total excluded volume for s = 1 and s = 25 as defined by Eq. 4.11
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0.4). Pre-micelles (aggregation numbers 5 - 15) contribute significantly less than the free
surfactants despite their large volumes owing to their low number density as indicated by
the shoulder in Figure 4-10b. Aggregates with r > 40 contribute less than 5 % towards
In(y,) and thus the error introduced by assuming that the larger aggregates are spherical
should be minimal.
Since values of (pS - #')/kT are based on an infinitely dilute reference state, they are
applicable at other concentrations. We are thus in a position to predict both the size
distributions and [F] for any [S] using the data calculated at [S]=0.12. This involves solving
the set of equations (Eq. 4.6) for Pr subject to the requirement that Er rpr = [S]/Nb. Shown
in Figure 4-11a is a comparison of the simulated data to those predicted using Eq. 4.6,
where the agreement is seen to be excellent over the entire concentration range. Excluded
volume effects thus appear to be responsible for the reduction in [F] with increasing total
surfactant concentration. The activity coefficient may be included in the definition of a
new concentration variable [F]* = yi[F] which behaves in line with traditional theories.
Physically [F]* is the free surfactant concentration based on the accessible volume. Figure 4-
11b shows the predicted size distributions. For [S]=0.12 the agreement is exact since we
have extracted all our information at this concentration. The predictions at [S]=0.02 and
[S]=0.065 correspond closely to the simulated data, and therefore support the interpretation
in terms of excluded volume.
The standard state chemical potential difference, (p14-p)/kT, and the excluded volume
terms, 31 (r, s), are expected to be functions of temperature. Extrapolation from the infor-
mation obtained at Tr = 0.60 to other temperatures requires knowledge of this functional
dependence on T and therefore has not been performed. The approach described in this
chapter, has, however, been employed equally successfully at the other temperatures.
4.3 Conclusion
Stochastic Dynamics simulations have been employed to investigate the self-assembly of
model amphiphiles A2B2. The effect of temperature and surfactant concentration on the
micelle size distribution was obtained. The micelle shape was quantified using the eigen-
values of the moment of inertia matrix and the spherically averaged radial distribution
function. A drop in free surfactant concentration observed at high total surfactant concen-
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Figure 4-11: Comparison of theoretical predictions to simulation data (a) Free surfactant
concentration ([F]) as a function of total surfactant concentration ([S]) (b) Size distributions
at different total surfactant concentration ([S]).
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tration was attributed to excluded volume effects and taken into account using a second
virial coefficient. In contrast to the approach of Desplat and Care [15], the dependency
of the activity coefficient,ys, on aggregate size was also taken into account, and shown to
be important for intermediate aggregation numbers. Excellent agreement was obtained be-
tween the simulated results and the predictions based on the excluded volume approach
over the entire concentration range. We have demonstrated that Stochastic Dynamics sim-
ulations provide a computationally efficient means of investigating the self-assembly process
of small model amphiphiles.
Chapter 5 will be directed towards understanding the dynamics of self-assembly in this
model system (A2B2) and Chapter 6 deals with incorporating the effect of solvent structure
through a potential of mean force.
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Chapter 5
Dynamics of Self-Assembled
Surfactant Systems
5.1 Introduction
In Chapter 4 we demonstrated the ability to determine the equilibrium properties of a model
amphiphile system of type A2B2 using stochastic dynamics simulations. In this chapter we
wish to look at the dynamic processes involved in micellar systems, in particular the exit
and entry rates of surfactants into micelles and the response of the system to a temperature
perturbation.
Temperature, pressure, and concentration jump experiments have long been employed
by experimentalists to elucidate the dynamic phenomena in micelle solutions [1]. A per-
turbation is introduced, and the response of the system is monitored, typically using light
scattering or absorbance. The general consensus is that there are two relaxation processes
- a fast step associated with the exchange of surfactants between the bulk and micellar
phases (nano-microsecond time range), and a second slower process associated with the
break-up (dissolution) or formation of new micelles (micro-milliseconds). In ionic systems,
an extremely fast process is sometimes observed and is ascribed to the rearrangement of
counterions [2, 3]. The theoretical basis for understanding the kinetics of micellar equi-
libria was provided by Aniansson and Wall [4] (AW) and extensions have been provided
by Kahlweit [5] to include the prediction of the observed amplitudes. Excellent agreement
is found between the experimental results and theoretical fits [1, 6]. The effect of micelle
coalescence/fission in non-ionic surfactant systems (or at high salt concentrations in ionic
systems), originally neglected by AW, has been addressed by Kahlweit [7]. An estimate of
the exit rate kinetics from diblock copolymer micelles based on Kramers [8] rate theory was
developed by Halperin and Alexander [9]. They also demonstrated that the AW mecha-
nisms would be dominant for such micelles by calculating the barrier free energies for micelle
coalescence and fission. Notably, micelle coalescence is energetically unfavourable owing to
steric interactions between the corona chains. Steric hindrance is less pronounced for short
chains. Scaling theory, which is valid only for long chains, is employed to calculate the free
energy of the micelle making, direct comparison to our results for short chains difficult and
at best approximate.
The use of molecular level simulations to investigate the dynamics of self-assembly has
been limited owing to the complexity of the problem. Haliloglu and Mattice [10] defined
a number of correlation functions to demonstrate that the dynamics for the interchange of
chains could be probed in Monte Carlo (MC) simulations. By tagging chains in a specific
aggregate they calculated correlation times for chain extraction, chain addition, and chain
redistribution in micelles formed by the diblock copolymer A1oB 10 . The exit rate was found
to be independent of concentration while the entry rates were decomposed into contributions
from micelle-micelle coalescence and individual monomer insertion. An analogous approach
is employed in this work to extract dynamic information. In addition we also probe the
effect of temperature on the observed rate and extract information about the size of the
energy barrier for chain extraction from a micelle. More importantly, we relate the observed
rate constants to those in the AW mechanism and thereby predict the response of the system
to perturbations.
Stochastic dynamics (SD) simulations have been used to investigate the dynamics as-
sociated with the gauche-trans dihedral transitions in butane, decane and heptane [11, 12].
The results were compared to theoretical descriptions of rate processes (e.g. transition state
theory [13], Kramers rate theory [8] and modifications thereof) and to molecular dynamics
simulations (MD) of the system including the solvent. The Langevin equation has also been
employed along a reaction coordinate in an attempt to determine reaction rates. Recent
examples include n-butane isomerization [14] and a particle in a cubic potential [15]. The
common feature in past work was that the form of the energy barrier was known, and hence
the theoretical approaches could be evaluated by direct comparison to the simulation data.
In contrast, no a priori knowledge is available about the energy barriers in the micellar
system.
The calculation of the frictional coefficient for atoms in polymer chains was addressed by
Pastor and Karplus [16]. A methodology based on the accessible surface area exposed by the
components of the polymer chain was used to estimate the component's frictional coefficient.
The success of this approach was evaluated by comparing the calculated rotational and
translational diffusivity to experimental data. Brownian dynamics, in which the inertial
terms are neglected, have been employed to determine the bending and twisting dynamics
of short linear DNA chains [17]. SD has also been used to investigate dynamic behaviour
in n-nonane [18] and 1-decanol [19].
The simulation algorithm is as described in Chapter 3 and the equilibrium properties
at three reduced temperatures were determined in Chapter 4. The work falls into two
categories. Firstly we attempt to determine the exit and entry rate constants associated
with surfactant insertion and extraction and then we investigate the response of the system
to a perturbation in temperature.
5.2 Micellar Dynamics
The exchange of monomers between the bulk solution and micelles may be represented by
the reaction
k+
A1 + Ai_1 Ai (5.1)
where Ai denotes aggregates with aggregation number i and kt,kT are the association and
dissociation rate constants, respectively. The monomer is represented by A1 in this notation
and the concentration of aggregates of size i is [Ai] (equivalent to pi used in Chapter 4).
The rate constants are expected to be a function of the aggregate size i.
In Chapter 4 we demonstrated that the standard state free energy difference, (AP -
')/IkT, was constant for i > 20. Therefore p9 P--0 = constant for i > 20. The
equilibrium constant may be related to the free energy of formation and by neglecting
non-idealities to the micelle concentrations.
Keqi k [Ai] e-(14P-P)/kT (5.2)
Ki = [A1][Ai-1]
The final term is a direct result of the constancy of A/, i.e. i" - (i - 1)p.. - -
Therefore, for values of i > 20, the equilibrium constant Keq,i may be considered to be
nearly independent of i. Aniansson and Wall [4], in their theory dealing with kinetics of
self-assembly, extended these arguments to infer the invariance of k in the micelle region.
The improbability of both k;- and k+ varying significantly and in a compensating manner
to ensure the constancy of Keq,i was used to infer the relative constancy of k-. This was
done in order to solve the flux equations analytically for the short time behavior.
An alternative representation of micelle equilibria to that shown in Eq. 5.1 is
.,+
iA1 •- Ai (5.3)
and the resulting equilibrium constant can be related to Keq,i via
[Ai] i
eq,i = = Ke,i 1 - i ( -  , = )/ kT  (5.4)
2
Therefore, even small variations in Keq,i can result in the observed size distribution, since
the size distribution results from a product [[j Keq,i.
Two approaches were adopted in an attempt to determine the association (k+ ) and
dissociation (k ) rate constants directly from simulation data. The first involved tagging
surfactant molecules in aggregates and then monitoring how long it takes for them to re-
distribute among aggregates and the free surfactant pool. The second approach involved
calculating the free energy profile for the extraction of a surfactant chain from an aggregate
and using Kramers' rate theory and transition state theory to calculate the exit rate.
5.2.1 Exit and Redistribution Rates
The average exit rate constant was determined by tagging all surfactants in aggregates at
t = 0. The system was then monitored as a function of time. If a surfactant chain left an
aggregate (i.e. was no longer within the cut-off distance used to define the aggregate) the
chain was detagged. A function C(t) was defined as
N(t)C(t) =< (- >  (5.5)
N(O)
where N(t) is the number of chains still tagged at time t. The angular brackets indicate
an average over multiple time origins. Note that surfactants in all aggregates are initially
tagged. The contribution of aggregates in the size range 5 - 20 is expected to be small,
since the number density of these aggregates is very low. Smaller aggregates (n < 5) may
contribute to the short time behaviour of C(t) and this will manifest itself as an initial rapid
decline.
The function N(t) is expected to behave as a first order process, since once a surfactant
is detagged it will remain detagged for the remainder of the simulation and therefore a
tagged surfactant cannot re-enter a micelle
d =N(t) -K-N(t) (5.6)dt
which yields and exponential form for C(t)
C(t) = e-K-t (5.7)
It is important to realise that the exit rate defined above, K-, is related non-trivially to
the dissociation rate, ki , defined in Eq. 5.1.
Figure 5-1 shows the function C(t) at four temperatures at a total surfactant concen-
tration of [S]=0.12. At the lowest temperature, the exit rate is slow and less than 20 % of
the initially tagged surfactants have left the micelle phase after t = 500. The exponential
behaviour of C(t) is evident at higher temperatures and from the linear nature of the plots
of In C(t) versus time in Figure 5-2. The small deviation from the exponential behaviour
at short times may be ascribed to the contributions of small labile aggregates that form
and break-up easily, as was confirmed by tagging aggregates in a particular size range (e.g.
aggregation numbers from 25 to 35) and then calculating C(t). The long time tails of
In C(t) calculated on the aggregate subset {i} = {25, 35} were found to be parallel to those
calculated on the entire aggregate interval {2, oo}.
The effect of varying the frictional coefficient (at Tr=0.60) on the correlation function
is shown in Figure 5-3 and is found to be marked at high values (e.g. change from &r = 1
to &r = 10). In contrast, only a small change is observed when changing from &r = 1 to
&, = 0.1. An analogous set of results at Tr=0.55 is shown in Figure 5-4.
The exit rate constant K- was extracted at each temperature and found to obey an
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Figure 5-1: Effect of temperature on the rate at which tagged chains leave the micelle phase.
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Figure 5-2: The exponential behaviour of C(t) is clearly evident from the linear nature of
the plots of In C(t) versus reduced time (t). The exit rates K- at different temperatures
were extracted from these plots.
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Arrhenius expression
K- = K,-e- E */kT (5.8)
with an activation barrier energy of E*, as shown by the linear plots in Figure 5-5. The as-
sumption that E* is independent of temperature is based on the premise that the activation
energy is far larger than the thermal energy (i.e. a high barrier). The fact that the extracted
free energy difference ((Mp - p/) obtained in Chapter 4 is order 5 kT and is only weakly
temperature dependent provides further support for this assumption. From the slope and
intercept on Figure 5-5, we obtained E* = 7.6 and Ko = 1800 for r, = 0.1. The activation
energy should be independent of the choice of r,. Figure 5-5 includes an Arrhenius plot for
Gr = 10, yielding an activation energy of 8.1 (6 % deviation from result at &r = 0.1). The
pre-exponential term does depend on Gr. Insufficient data exist for analysing the functional
dependence of the pre-exponential factor on (r.
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Figure 5-5: Arrhenius plot of the exit rate K-.
independent of &r as expected.
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The activation energy, E*, is found to be
The dynamics associated with the redistribution of surfactants among aggregates may
also be used to extract exit and entry rate constants. Towards this end, all surfactants in
aggregates are permanently tagged at t = 0. The number of tagged surfactants that still
[S] = 0.12
ýr = 0.1
logeK" = -7.6(1/Tr) + 7.5
R2 = 0.9998
E* = 7.6
Ko0= 1800
E* = 8.1
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reside in aggregates, N(t), is then monitored as a function of time and is expected to obey
the rate equation
dN(t) = -K-N(t) + K + [N(0) - N(t)] (5.9)
dt
As before, we assume that the rate constants are nearly independent of the aggregate size
i or alternatively we are content in obtaining an average value of the rate constant. The
second term on the right of Eq. 5.9 reflects the fact that tagged surfactants can re-enter
the micelles. Clearly the rate constant K+ must include the number density of aggregates.
The solution of Eq. 5.9 yields
N(t) 1 + pe - a tR(t) =< N() >= 1 + (5.10)N(0) 1+0
where 3 = K-/K + and a = K + + K-. Figure 5-6 shows a two parameter fit (a,f)
to the redistribution curve from which the rate constants in Table 5.1 were determined.
Excellent agreement is obtained for the the exit rates constant K- using these two tagging
techniques and this provides some confidence in the obtained K + values. However, as is
evident in Figure 5-6, at long times, definite correlations in the data are evident which may
be related to variations in the number density of micelles which vary during the course of
the simulation.
Table 5.1: Summary of extracted rate constants as a function of temperature for 5r = 0.1
and [S] = 0.12
Tr Exit Kinetics, C(t) Redistribution Kinetics, R(t)
K- K- K +
0.500 0.0004 0.0004 0.0184
0.525 0.0008 0.0008 0.0213
0.550 0.0016 0.0016 0.0295
0.600 0.0051 0.0055 0.0487
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Figure 5-6: Redistribution of tagged surfactants among aggregates showing two parameter
fit of Eq. 5.10
5.2.2 Free Energy of Chain Extraction
The free energy profile associated with the extraction of a surfactant chain from a micelle
was determined. A typical micelle, aggregation number 38, was taken from an equilibrated
system (T, = 0.50, [S]=0.12) and used as an initial configuration for small scale SD simula-
tions, at the same total surfactant concentration. The micelle was in dynamic equilibrium
and was observed to lose and gain monomers throughout the simulation, maintaining an
average aggregation number of 37.
A surfactant chain associated with the micelle was chosen at random and the first
hydrophobic bead was constrained to lie a distance Ai from the center of mass of the micelle.
The free energy difference (AAi), associated with a perturbation AA, was then calculated
via the perturbation relation derived by Zwanzig [20] for a canonical ensemble
AAi = -kT In < e-Aui/kT >. (5.11)
The angular brackets denote an ensemble average over the unperturbed system, but with
the constraint Ai imposed. AUi is the potential energy difference between the perturbed
state U(Ai + AA) and its unperturbed value U(Ai). By repeating the calculation over a
range of Ai values a free energy profile may be obtained. At each value of Ai we implement
two perturbations ±AA, and therefore from N distinct values of Ai we get 2N free energy
differences. The value AA is chosen so that Ai+ 1 - AA coincides with Ai + AA. Therefore,
by starting at the furthest separation distance (A•) and moving towards the center of the
micelle, the free energy difference (with respect to a free surfactant chain) at a distance
rk = A0 - k * AA from the micelle center is
k
AA(rk) = AAj (5.12)
j=0
An error estimate is obtained for each AAi by subdividing the simulation data into five
blocks (n) and determining AAi for each block. The average AAi and standard deviation
(ao) are therefore accessible [21].
n
(AAi(j) - A )2
)i (AA) = (5.13)
n (n - 1)
where AAi(j) is the estimate of AAi taken from the jth simulation block. Since AA(rk)
results from a summation over AAi's, the error propagates as we approach the center of
the micelle. Assuming that the errors may be regarded as being independent, the standard
deviation at a particular value of k is Uk = v(). An alternative procedure would
be to calculate an average standard deviation and then an error estimate in AA(rk) is
a2 (AA(rk)) = koa2g. The obtained free energy profile at Tr =0.50 is shown in Figure 5-
7(a) and a radial distribution profile through the micelle is shown in Figure 5-7(b).
The implementation of the constraint Ai may affect the shape and micelle structure. If
deformation does occur this will be manifested in a variation of U(Ai) and a correction must
be made to AAi to account for the free energy associated with micelle deformation. This
was not found to be the case for reasonable values of Ai as is indicated by the invariance
of the system potential energy with Ai as shown in Figure 5-8. The average energy for the
system without any constraints was found to be -1.67 ± 0.02. If, however, a surfactant
molecule was constrained so that the hydrophilic groups lay within the core of the micelle,
deformation was evident.
The free energy profile for the extraction of a chain from a micelle of size 29 at Tr = 0.55
is shown in Figure 5-9. At the higher temperature, the micelle is far more labile and the
micelle center of mass is constantly changing due to the loss and gain of monomers. This
poses a particular problem in trying to constrain a surfactant to be a prescribed distance
from the micelle center of mass, especially when for example a dimer leaves the micelle. If
the imposed constraint failed to converge, a repeat run would be performed and the results
averaged. Typically 6 runs were performed per data point from which an error estimate
could be made. Two distinct differences are evident on comparing the free energy profile
in Figure 5-9 to that for a micelle of size 37 at Tr = 0.50 shown in Figure 5-7(a); (1) the
free energy at large radial distances drops off more rapidly for the smaller micelle and (2)
the minimum in the free energy profile is almost 1 kT higher for the smaller micelle at the
higher temperature.
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Figure 5-7: (a) Free energy profile through micelle of size 37 and cumulative error, as
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through micelle of size 37.
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5.2.3 Temperature Jump
Temperature jump computer "experiments" were performed to elucidate the dynamics in-
volved in forming micelles. An initial equilibrated configuration (at To) was subjected to
a rapid temperature change to a final temperature (T1), and the response of the system
was monitored as a function of time. In order to reduce the fluctuations in the instanta-
neous values calculated, the results were averaged over a number of independent starting
configurations. Typically 10 - 30 runs were required to produce reasonable statistics.
The Aniansson-Wall (AW) mechanism is consistent with a number density of the aggre-
gates which falls into three regions as depicted in Figure 5-10. Region I contains monomers
and small aggregates (dimers, trimers etc.). Region III contains a distribution of micelles
(assumed Gaussian by AW). The regions I and III are separated by a depleted zone (region
II) where very few micelles are present. The fast process (monomer insertion/removal) is
associated with reactions involving the species in sections I and III, while the slow process
(micelle formation/dissolution) is governed by the low concentration of pre-micelles within
the region II. The starting configuration at Tr = 0.55 fulfills these requirements and was
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temperature jump simulations.
40 60 80 100 120
Aggregate Size, s
aggregates at initial and final temperature used in the
100
I II III
Tr
*B El 0.50
l. * . ~0.55
13 aa a lbl *~S*
OU PE ll
El[S]=0.12
-Y
perturbed to a temperature T, = 0.50. The equilibrium properties corresponding to the
starting and end points of the temperature jump have been calculated and are presented
in Figure 5-11(a) and (b). The free surfactant concentration, [F] decreases with decreas-
ing temperature. A decrease in temperature favours the formation of larger aggregates
as reflected in the increased number and weight average aggregation numbers (excluding
monomers), N,(ex) and N,(ex) in Figure 5-11(b). These results are consistent with an
enthalpically driven micellization process. The system size was 864 surfactants at a total
surfactant concentration of [S] = 0.12. The system was initially quenched to its new tem-
perature by performing a short run (order 1000 timesteps) at high frictional coefficient. A
production run at ýr = 0.1 was then performed. At low values of the frictional coefficient,
the system responds only slowly to the imposed temperature change and the dynamics
will be obscured by the dynamics of the temperature jump, therefore the necessity of an
initial quenching run. The instantaneous values of the free surfactant concentration, [F],
are presented in Figure 5-12. The system starts at its equilibrium value at T, = 0.55 at
t=0, decreasing rapidly to its final value as indicated by the dashed line. The free surfac-
tant behavior appears to be well described by a single exponential decay. The evolution
of the average aggregate size (N,) is shown in Figure 5-13 and clearly it has not reached
its equilibrium value even after t=1400. A very slow upward drift is still evident at long
times. In addition, five long runs were performed to t = 3800 to ensure that we did in fact
continue to approach the desired final equilibrium state. These data are far more noisy and
are differentiated by the solid square markers. The effect of the friction coefficient was
evaluated by repeating the temperature jump at ( = 0.43 and ( = 4.3, corresponding to a
40 fold variation in the friction coefficient. The results were in qualitative agreement with
those obtained at &, = 0.1, except that far longer runs were required. The long runs made
it impractical to average over many initial configurations.
Two further temperature jump runs, as depicted by the direction of the arrows labelled
(2) and (3) in Figure 5-11, were performed. Run (2) comprised a temperature increase from
Tr=0.55 to Tr=0. 60 and run (3) the equivalent temperature decrease, i.e. the reverse of
run (2). These results are presented in the discussion where we compared the simulation
results to the results predicted using the Aniansson-Wall series of flux equations.
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5.3 Discussion
5.3.1 Tagging Runs
For a simple double well potential, Zhou [22] has shown that for barrier heights greater
than 3 kT, the dynamics of barrier crossings can be described by a chemical rate equation,
and associated with this an exponential decay of the correlation function, for all values of
the friction coefficient. This is confirmed in our work, where the barrier height (order 10-15
kT) is sufficiently large that C(t) is always exponential in form.
The rate constants extracted from exit and redistribution of tagged surfactants, K- and
K+, need to be related to those of micelle association and dissociation introduced in Eq. 5.1.
This is achieved by considering aggregates of size i that contain j tagged surfactants, which
are represented as Ai,j. The following reactions are possible :
A1,o + Aij 1 - Ai+j (5.14)
i+1
Ic
A1,1 + Ai-j-1,1 j Aij (5.15)
A I,o + Ai-i Aij (5.16)
ik-
A1 1 + Ai, _ Ai+ 1 ,j+l (5.17)
Eq. 5.15 and Eq. 5.17 represent the expulsion of tagged surfactants which cannot re-enter
the micelles and correspond to the first set of tagging runs where the tagged surfactants
where detagged once they had left the aggregates. Eq. 5.14 and Eq. 5.16 are equivalent
except for a shift in index i, similarly Eqs. 5.15 and 5.17 have both the indices shifted. The
rate of accumulation of [Aij,] can then be expressed as :
= (1 - 3 )k-,l[Ai+l,j]- ki+l[Al,o][Aij]
dt i+1
- ( )k- [Aij]
+ kj+[Al,o][Ailj] - (1 - )k-[Ai,j]
+ +( )kl[Ai+l,j+l] (5.18)
The number concentration of tagged surfactants which are in aggregates at time t, N(t), is
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then simply given by
N(t) = E -j[Ai,j] (5.19)
i=2 j=O
and evolves via
dN k- 00 kdt - N2 -Z+Ni (5.20)
i=2
where Ni is the concentration of tagged surfactants in aggregates of size i i.e. Ni =
j5=o j[Ai,j]. The additional term involving N2 reflects the fact that when a dimer breaks
up two free surfactants result. If the additional N2 contribution is neglected, a comparison
of Eq. 5.6 to Eq. 5.20 yields the following relationship
K-N(t) K - -E N,= -- +Ni (5.21)
i=-2 i=2
The simulation results suggest that K- is constant and time invariant and that Eq. 5.6 is a
satisfactory description of the process. Therefore, in order for the two descriptions of N(t)
to be consistent we must conclude that K- = ki-/i. This result is in agreement with our
findings that the barrier energy associated with the expulsion of a chain is far larger than
the thermal energy i.e. we are dealing with a large energy barrier. Therefore, the individual
surfactants in a micelle all have equivalent energy in comparison to the barrier height and
the probability of a micelle of size i losing a surfactant is given by ix {the probability of a
single chain being expelled} i.e. the dissociation rate ky = iK-. This result is in agreement
with the expression derived by Aniansson et al. [6] from the Smoluchowski equation for the
dissociation constant
ki =.iDm -c/kT (5.22)
where E is the activation energy, Dm is the diffusion constant over the barrier, and lb, 1o are
related to the width of the barrier kT below its maximum. Obviously these arguments hold
only for well defined micelles and cannot be extended into the pre-micelle region.
The redistribution runs can similarly be described by a set of reactions in which tagged
surfactants are allowed to re-enter micelles. This yields the following expression for the time
evolution of N(t)
dN _ k "0 0ki[A0
d - 2 N2 - .Ni + (N(O) - N) k+(N(0) - N) + k+ [Ai-]dt 2 2\ i2i=2 i=2 /
105
- +i N + (N(O) - N) k [Ai-1] (5.23)
i=2 i=2
The two additional terms in comparison to Eq. 5.20 account for the re-entry of tagged
surfactants into the micelle phase. Once again the term involving k+ accounts for two
tagged surfactants giving rise to dimers. The approximation made in the last part of Eq. 5.23
is justified since most surfactants are in the micelle phase and hence the terms involving
the summations over the micelles will dominate the observed redistribution kinetics. Once
again, by comparison to Eq. 5.9 we may infer
oo
K+ = kg+1[Ai]  (5.24)
i=1
In the simulation, the variation of the concentration of aggregates, [Ai], will therefore affect
the extracted entry rate K+. This is in part responsible for the observed correlations at
long time shown in Figure 5-6. The expression for K+ may be recast using the definition
of Keq,i (Eq. 5.2) and the obtained approximation for ki = iK- yielding
.K+  KeqK i[Ai] + [A~] (5.25)
where the constancy of Keq in the micellar region, which was discussed earlier, is invoked.
Therefore, from a knowledge of the equilibrium constant Keq (extracted from the size dis-
tribution data and shown in Figure 5-17(b)) an estimate for K+/K- may be made, e.g. at
Tr = 0.60, Keq 250 and the total surfactant concentration is 0.03, yielding an estimate
K+/K- = 7.5 which is consistent with the result 8.8 obtained from the tagging runs shown
in Table 5.1.
The exit rate K- was found to depend strongly on the frictional coefficient, ýr (Ta-
ble 5.1). An attempt was made to rationalize these results by relating the observed exit
rate to the diffusion coefficient of a surfactant in the micelle phase. The required diffusion
coefficients were estimated by calculating the mean squared displacement of the center of
mass of the surfactant molecules. Two surfactant diffusivities were calculated, namely that
of the unassociated (free) surfactant (Df) and secondly that of the surfactant in the micelle
phase (Din, neglecting the micelle diffuisvity). A representative plot of the mean squared
displacement as a function of time is shown in Figure 5-14(a). The slope of the linear
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regression to these plots (at long times) yields the diffusivity via
< Ircm(t) - rcm(0) 2 > (5.26)Da = 6t (5.26)6t
where rem represents the center of mass of a surfactant chain and the angular brackets
indicate an ensemble average over all surfactant chains in the phase a, either free monomers
or the micelle phase. The diffusivity of the free surfactant, at infinite dilution, should be
directly related to the frictional coefficient, ar, since
Tr
Df - Nbr (5.27)NbCr
where Nb = 4 is the number of beads per surfactant chain. This result is confirmed by
the calculated infinite dilution diffusivities as shown by the dotted line in Figure 5-14(b).
The magnitude of Dm is however an order of magnitude lower and corresponds to the
hindered diffusion of the surfactant molecules in the micelle phase due to interactions and
collisions with the other surfactant molecules. Similarly the measured diffusivity of the
free surfactant molecules, Df, corresponds closely to the theoretically predicted infinite
dilution diffusivities at high values of the friction coefficient. However, at small values of
ýr, the measured diffusivity is one third of that expected at infinite dilution. At large Cr,
the observed diffusivities are determined by the r. At small Cr, the motion of the beads
is ballistic and the diffusivity is determined by collisions with other molecules and hence
provides an indication of the mean free path that the molecule experiences. Figure 5-15
shows a plot of the exit rate constant K- as a function of the surfactant diffusivity in the
micelle, Din. At small values of Dm the rate constant increases linearly. This is in qualitative
agreement with Eq. 5.22 derived by Aniansson et al. [6] The measured diffusivity depends
on the timescale of observation. If for example, the root mean squared displacement (rms)
of a surfactant molecule in a micelle is calculated, three distinct regions are evident. At
short times, the behaviour is determined by the frictional coefficient C,r. At intermediate
times the hindered diffusion within the micelle is important. If we calculate the rms for a
sufficiently long period of time, we eventually reach a third linear region, characteristic of
micelle diffusion.
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5.3.2 Chain Extraction
The height of the free energy barrier for chain extraction was found to be order 5 kT for a
micelle of size 37 at Tr=0.50 and 3.6 kT for a micelle of size 29 at Tr=0.55. The free energy
barrier is sufficiently large compared to the thermal energy that the assumption invoked in
the last section of a large barrier is valid. The observed maximum in free energy coincides
with the incorporation of the first bead into the hydrophobic domain (Figure 5-7).
In comparison to the activation energy obtained from the Arrhenius plot of the exit rate,
the free energy barrier is roughly 50 % lower than the energy barrier. The difference may
be ascribed to the negative entropic contribution do to the packing of the chains within the
micelle.
The association rate (k+ ) is expected to be diffusion controlled, due to the small free
energy barrier associated with insertion of a monomer into a micelle (order 1 kT). This is
in agreement with the results of Aniansson et al. [6].
Since the relevant driving force in our system is the Helmholtz free energy, we are
now in a position to determine the surfactant exit rate using rate theory. In particular,
the analytical solution of the probability distribution in phase space (the Fokker-Planck
equation) for non-interacting Brownian particles in a potential well has been solved by
Kramers [8, 23] over the entire range of frictional coefficients to yield
K- = ( + (2irw) 2) - e-F'/kT (5.28)
where, w and w' represent the frequency of the well and the peak of the free energy barrier of
height F* respectively, which may be obtained from the shape of the free energy profile. ( is
the frictional coefficient of the Brownian particle (in our case the actual diffusion coefficient
of the monomer in the micelle, which as discussed previously depends on the timescale
of observation). In the limit of low friction, the transition state theory rate constant is
recovered. From the free energy profile at Tr = 0.55, we obtain F*/kT=3.6, w/w' - 2
and (2rw' 1- ). The predicted exit rate as a function of ( is shown in Figure 5-16 and
is in qualitative agreement to the results obtained from tagging runs shown in Figure 5-4.
Clearly, the shift in the abscissa is consistent with the fact that the friction coefficient in
Figure 5-16 corresponds to that of the monomer in the micelle.
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5.3.3 Temperature Jump
The ability to calculate the dissociation constant k- in the previous section, provides the
necessary information to evaluate the predicted response of the system to a perturbation
using the flux equations derived by Aniansson and Wall [4]. The deviation from the equi-
librium at some instant of time t, (i(t), is defined as
= [Ai(t)]- [A a]((0[Aq ]  (5.29)
and evolves via the flux equation
[A-'] = Ji- Ji+l for i > 2 (5.30)
where Ji = -kI-[Aeq]{(i -_i1 - 1(1 + ~i-1)} is the flux of aggregates to i from i - 1.
Therefore, provided that the initial deviation from equilibrium (j (0)), the final equilibrium
concentration of all species ([A q]), and the dissociation rate k- are known, the set of
equations Eq. 5.30 may be integrated numerically in time. The monomer concentration is
obtained from the mass balance constraint. We are therefore in a position to evaluate the
proposed mechanism of Aniansson and Wall by direct comparison to the the temperature
jump experiments described earlier.
In the previous section we evaluated the dissociation rate k from simulation data. We
found that k- = iK- and concluded that this is a reasonable approximation for i in the
micellar region. At low aggregation numbers one would expect the dissociation constant to
increase, a reflection of the labile nature of the small pre-micellar aggregates. In the pre-
micellar region it is reasonable to assume that the association rate is diffusion controlled,
i.e. k+ ; constant and hence from a knowledge of the equilibrium constant Keq,i, we may
extract the dissociation rate. The obtained dissociation rate and measured equilibrium
constant are shown in Figure 5-17(a) and (b) respectively. At low temperature (Tr = 0.55
and Tr = 0.50 ) the simulated data is noisy, particularly in the depleted zone where very few
micelles exist and hence very long runs are required to obtained reasonable statistics. Over
the range, i = 1 -+ 15, a linear dependence of Keq was assumed as shown in Figure 5-17(b).
A matching condition at i = 15 was imposed in order to evaluate the association constant
and hence extract the dissociation constant shown in Figure 5-17(a).
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Figure 5-18: Example of fit to the number density distribution at Tr = 0.50, [S] = 0.12.
The fitted function was used in the evaluation of the AW theory.
For T, = 0.50, size distribution simulation data were fitted using a Gaussian in the
micelle region (region III) and a single exponential in region I (oligomers). A fitted function
was required for the AW theory, to smooth the statistical error associated with the simula-
tion data in the depleted zone (region II). The quality of fit is shown in Figure 5-18 for the
final equilibrium size distribution, [A q]. A comparison between the simulated temperature
jump results and those obtained from the Aniansson-Wall theory is shown in Figure 5-19.
The time evolution of the free surfactant concentration is found to be in excellent agree-
ment. In fact, the Aniansson Wall theory suggests that the free surfactant concentration
dips below its final equilibrium value (returning to its equilibrium value only after t=50
000). A similar result was found from the simulation data (Figure 5-19(a)) except that the
timescale associated with the second process was far more rapid in the simulations. This is
clearly shown in the transient behavior of the average aggregation number Nn (ex) (defini-
tion excludes monomers) shown in Figure 5-19(b). The agreement between AW theory and
the simulated data is good at short times but deviates considerably after t=1000. The AW
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theory predicts a far slower second relaxation process (10 fold slower). The first fast process,
associated with monomer insertion, is well described by the AW theory and suggests that
the independently extracted rate constants for i > 20 are in fact correct. The second slow
process, associated with the formation and dissolution of micelles, is not well described.
The slow process is determined by the concentration and rate constants in the depleted
zone (region II). Micelle - micelle coalescence, which is not accounted for in the AW theory,
is observed in the simulation and may account for some of the observed deviation. The
approximations made however in determining the rate constants for i < 20 are believed to
be the dominant reason for any discrepancy.
Two further temperature jump computer experiments were performed as depicted by
the arrows (2) and (3) in Figure 5-11. Run (2) monitored the response of the system to an
increase in temperature and therefore enabled us to probe micelle dissolution. The results
are shown in Figure 5-20. The Aniansson-Wall theory was used, as described previously, to
predict the system response. Similar results are shown in Figure 5-21 for the quench from
Tr=0.60 to Tr=0.55. The size distributions corresponding to the start- and end-points of
these runs is shown in Figure 4-5(b). A significant concentration of aggregates is present
in the micelle depleted zone (II) and therefore it was unnecessary to fit a functional form
to the data as was done in the analysis of Run (1). Also, at the higher temperatures, the
equilibrium statistics are beter as shown by the calculated Keq,s values shown in Figure 5-
17(b) at Tr = 0.60. Excellent agreement is obtained in predicting the response of the system
to an increase in temperature. The micelles expel monomers and the average aggregation
number, Nn, decreases. On forming micelles (run (3)) the agreement is not as good. The
free surfactant concentration is well described, but the Aniansson-Wall formalism predicts
a slower response in the number concentration.
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5.4 Conclusion
An attempt was made to extract information about the dynamics involved in micellar sys-
tems using stochastic dynamic simulations and to interpret these results based on available
theory. In particular, by tagging surfactants in micelles, we have been able to evaluate a
surfactant exit rate constant and relate this to the dissociation rate constant used in the
step-wise association model of surfactant self-assembly. An activation energy of approxi-
mately 10-15 kT for chain extraction was obtained from the temperature dependence of the
exit rate constant. A Helmholtz free energy profile for chain extraction was also evaluated.
The dissociation rate constants, together with the equilibrium number density distri-
butions were used to evaluate numerically the Aniansson-Wall set of flux equations that
describe the response of a system to a perturbation. The AW predicted response of the
system to a temperature perturbation was compared to temperature jump computer exper-
iments. Excellent agreement was obtained for the short time behavior which is associated
with monomer insertion. Large deviations in the long time behavior, associated with the
growth and dissolution of micelles, were ascribed to errors in estimating the dissociation
rate and number density of aggregates in the all important micelle depleted zone.
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Chapter 6
Incorporation of a Potential of
Mean Force in Stochastic
Dynamics Simulations of
Self-Assembly
6.1 Introduction
The purpose of performing stochastic dynamic simulations is to exclude the computation-
ally intensive solvent effects present in MD simulations and to approximate them via a
stochastic noise term and through a modified potential expression, called a potential of
mean force (PMF). In Chapter 4 we investigated the self-assembly of a model amphiphile
(A2B 2) without including a potential of mean force. These simulations therefore do not
take into account the effect of solvent structure and correspond to gas phase MD with a
stochastic noise term that determines the molecular diffusivity and maintains the system at
constant temperature via interaction with a heat bath. In situations where each amphiphile
bead is far larger than the solvent molecules, the neglect of detailed solvent structure may
be justified. In situations where bead and solvent molecules are comparable in size, solvent
effects must be included. In this chapter we will address possible ways of including the
solvent structure in stochastic dynamic simulations. A theoretical basis for the form of the
potential of mean force will be presented and the limitations of this approach clarified. To
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demonstrate this approach, the ability of SD to determine chain conformations and aggrega-
tion phenomena will be compared directly to equivalent MD simulations. Solvent memory
effects are not included and therefore a delta correlated frictional kernel is employed.
The need for a potential of mean force was explained by Pratt and Chandler [1] and
occurs naturally in the theoretical derivation of the Langevin equation by Deutch and Op-
penheim [2]. The effect of including such an effective potential into the GLE has been
discussed by Ciccotti and Ryckaert [3]. In this spirit Levy et al. [4] include in their SD
simulations of butane and heptane the potential due to the solvent by the term -kT ln y,
where y is the cavity distribution function. For non-bonded interactions, the cavity dis-
tribution function for two methane molecules in water was used. The contribution of the
solvent to the torsional potential was estimated by replacing each ethyl group by a sphere
at the center of the ethyl C-C bond (pseudo-diatomic cavity model [5]). These simulations
were performed in the diffusive limit (inertial effects were ignored).
Gir6 et al. [6] evaluated the success of incorporating a PMF by direct comparison to
molecular dynamics simulation. A Langevin equation with a delta correlation memory
function was employed (as in our work). A liquid krypton system was simulated at three
different thermodynamic states (T, p). At each state the pair correlation function of krypton
was calculated and then used as the input to subsequent SD simulations. The velocity
autocorrelation function and pair correlation function obtained from the SD simulation of
107 atoms were compared to a corresponding system of 107 solute krypton atoms in 393
solvent krypton atoms. Good agreement was obtained in structural information, however
the velocity autocorrelation did not show the characteristic backscattering that should be
evident at high density. This was ascribed to assuming a delta correlated memory function.
In subsequent work [7] an exponential memory function was included and the resultant
autocorrelation functions more closely corresponded to the MD result. It was also found
that the inclusion of the PMF did not effect the dynamics significantly. The PMF had a
longer interaction range than that of the solvent-solvent forces and hence a larger cut-off
distance was employed. In a later paper [8] dealing with identical solute-solvent molecules
and the effect of changing the solute concentration, the authors observed large discrepancies
from the MD result at high solute concentrations. A system of constant volume and number
of solvent molecules was simulated with 32 - 152 solute atoms added. The authors failed
to realise that increasing the number of solute atoms increases the solvent density and
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hence modifies the potential of mean force that should be used. The potential of mean
force between two solute atoms at infinite dilution is a function of the solvent density and
temperature of the system.
Pastor et al. [9] performed Brownian Dynamics simulations of a single lipid chain in a
membrane bilayer. A mean field approach was used to provide the potential energy surface
of the membrane in which the chain resides. SD simulations of alanine dipetptide in water
have also been performed [10]. The frictional coefficient on each atom was determined
using the accessible surface area model that has been shown to reproduce the experimental
diffusivities of simple molecules [11]. Stokes' law for a slip boundary condition is applied,
=i 47rr7ai/mi (6.1)
where r7 is the viscosity of pure solvent, mi is the mass of the solute molecule and ai is
the hydrodynamic radius chosen to reproduce the exposed surface area. The solvent effect
was accounted for by calculating the cavity distribution function for each pair of atoms in
the molecule in pure solvent conditions and assuming that the superposition approximation
holds, i.e. the molecular cavity distribution function may be taken as a product of pair
atomic cavity distribution functions. The pair cavity distribution functions were obtained
using the Ornstein-Zernike like RISM integral equation [12]. It is assumed that the solvent
effect on the interaction of two isolated solute atoms (for which they calculated the cav-
ity distribution function) is the same as that of two similar atoms interacting within the
polyatomic molecule (dipeptide). This assumption will be good only for a highly hydrated
molecule and serious deviations would be expected for the interior region of a collapsed
protein molecule.
This chapter has the following structure. First we will discuss the theory behind the po-
tential of mean force. We will then demonstrate how it may be calculated and subsequently
apply the resulting potentials to simple solute-solvent systems in which all interactions are
identical. The effect of solvent on single chains of length 4-16 beads is then presented and
compared to the equivalent MD result. Finally, multiple chains in associating and non-
associating conditions are investigated and compared to the MD result. Dynamics are not
investigated since we realise that the short time dynamics will deviate considerably due to
the absence of memory in our SD simulations and to probe the long time dynamics us-
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ing MD is computationally difficult. The inclusion of a PMF is expected to influence the
observed dynamics.
6.2 Theoretical Review
6.2.1 Single Component Systems
The probability of observing in a system of N molecules, any molecule in the element
of volume dr1 at rl, a second molecule in volume element dr 2 at r2, ..., and another in
drn at rn irrespective of the configuration of the remaining N - n molecules is given by
p(n)(rl,r 2 ,...,rn)drl ... drn [13, 14] where
N! _e- PUN drn+1l... dr rN!p(n) (r, r 2, ... ,r) =(N- n)!(6.2)(N - n)! ZN
and ZN is the configurational integral for a system of N molecules, and UN is the potential
energy expression for the system (pairwise additive in our case) and is a function of the
molecular coordinates (ri, i = 1... N). For a fluid, p(1) is independent of location and cor-
responds to the macroscopic fluid density p i.e. f p(')(rl)dr1 = N. A nth order correlation
function g(n) is defined to express deviations from independent behaviour, i.e. if the prob-
ability of a molecule being at rl is independent of the probability of a particle being at r 2
etc., then we can expect p(n)(rl, r2,, ... ,rn) to be the product of single particle probabilities
p(1)(ri). Any deviation from this behaviour is incorporated in the correlation function g(n).
n
p(n)(rl, r2,... ,rn) = IIP(1)(ri)g(n)(ri,r2,. . . ,rn) (6.3)
i=1
For a fluid, as mentioned earlier, p() (ri) = p, the bulk density, and hence
p(n)(rl,r2,... ,rn) = png(n)(rl,r2, ... ,rn) (6.4)
Consider the force acting on the ith molecule of the subset n molecules in the systems.
The force acting on molecule i is
aUNfi - (6.5)Bri
and its magnitude and direction are determined by the position of the N molecules in the
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system. If we average Eq. 6.5 over the (N - n) molecules (i.e. molecules not in the subset
n) we obtain
j - eN-eUNdrn+l ... drN
fi(r n ) _ ri (6.6)f e-fBUNdrn+l... drN
where fi is the average force exerted on molecule i averaged over all configurations of
molecules n+ 1 ... N keeping the location of molecules 1... n fixed [14]. Notice that the aver-
age force is still dependent on the set of coordinates of the n molecules rn = (ri, r2,..., rn).
By taking the derivative of Eq. 6.2 with respect to ri, and remembering that = 9
Srin(p one can write Eq. 6.6 as
f(r (  In g(n) (n)6.7)
(r(n)) = kT (6.7)
ari ari
where the final equality serves as the definition of the potential of mean force (PMF)
W (n) = -kTln(g ( n)) (6.8)
If we now employ the superposition approximation (assumes independent pair probabilities)
we may rewrite Eq. 6.8 as :
W (")=  wjk (6.9)
1<j<k<n
where Wjk = -kTlng(2) (rj - rkl) and g(2) is simply the pair correlation function of the
system under consideration. Hence the average force fi may be rewritten as :
fi=kT dln(g(2 )(rik)) k rik dln(g(2 )(rik))10)
k=1 drik rk=1 ik drik
where rik = ri - rkI is the scalar separation distance. This derivation can be extended to a
multicomponent system which is performed in section 6.2.2. The applicable pair interaction
terms in an SD simulation would therefore correspond to -kTln(g(2)(rij)), obtained at the
temperature and density of interest.
6.2.2 Multicomponent Systems
Consider the canonical system (N, V, T) composed of the set of N = N1, N 2,... , Ns par-
ticles, where we have s species with NI particles of species 1, and N2 particles of species
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2 etc. The probability of observing the set n = nl, n2, ... , ns of particles in the volume
element {n}d{n} is then given by p(n)({n})d{n} where
(n)n N! fe-Nd({N} 
- {n}) (6.11)P) =1 (Ni - ni)! Z N
and the corresponding correlation function in a fluid is
g(n)n = P n})(6.12)
i=1
where pi = Ni/V. The shorthand notation {n} is used to represent the coordinates of the
set of n particles. In an entirely analogous way to the derivation of the single component
result, the average force exerted on particle i, averaged over the coordinates ({N} - {n})
of the N - n particles, while the remaining n particles remain fixed at {n} is
a1n(gsn) ( n)jnfi({n}) = kT (6.13)
Bri
The problem therefore involves making an estimate for the nth order correlation function.
For non-phase separating systems, the superposition approximation may be invoked as was
done in section 6.2.1. In our case however, this is not possible since by definition microphase
separation will occur when micelles form. We therefore need to further decompose the nth
order correlation function in a form that we may approximate and a component that we
will simulate. It should be remembered that if the pair correlation functions for all species
are known, the thermodynamic state of the system is specified.
Let's begin by introducing the following potential energy expression for a hypothetical
system composed of n Brownian particles and N bath particles as used in the derivation of
the Langevin equation.
U = U(rN) + 4(rN, Rn) + I(Rn) (6.14)
These terms represent solvent-solvent interactions, solvent-solute particle interactions and
finally solute-solute particle interactions. All interactions will be assumed to be pairwise
additive and to depend only the separation distance between the molecules. Using the
128
definition of the correlation function introduced section 6.2.2 we may write :
V n f e-~OUdrN 1
(n) (Rn) = f e drNdR + O( )  (6.15)fe-Oudr~dRn n
Since the integration is over only the set of coordinates of the bath particles (rN), we
can remove the Boltzmann factor associated with the interactions between the Brownian
particles (solutes) to yield :
Vne-P'(R")f e -(U(rN)+±(rN,R"))drN
g( n)= V - ) f e-Ur)+r ))dr= e-(R)y(n)(Rn) (6.16)f e- ,u dr N dR n
This serves as the definition of the cavity distribution function y(n)(Rn) where a cavity
particle is distinguished only in the fact that it does not interact with other cavity particles
(as reflected in the reduced potential energy expression in the Boltzmann factor). The
cavity distribution function represents the solvent contribution to the interaction potential
as can be seen by substituting the expression for g(n)(Rn) into Eq. 6.13 yielding
fi(R n ) = -VR,[F(R n) - kTn (y(n)(Rn))] (6.17)
Therefore the problem reduces to determining the nth order cavity distribution function.
Notice the similarity with the Eq. 2.19 derived by Deutch and Oppenheim [2]. We are in a
position to modify the direct solute-solute contribution, I'(R n) since these are accounted for
explicitly in the SD simulations. By decomposing T (Rn ) into an interaction term equivalent
to the solvent-solute ((Q) term and a perturbation term ('')
T(Rn) = D(Rn) + 'I(Rn) (6.18)
Eq. 6.17 can be rewritten as
f (Rn) = -VR [T'(Rn) - kT In (e (Rn)y(n)(Rn))] = -VR. [i'(Rn) - kT In (§(n))]
(6.19)
where g(n) is the nth correlation function of a hopefully well behaved, non-phase separating
system with potential U = U(rN) + ((rN, Rn ) + )(R n) , and therefore the superposition
may be successfully applied. The actual use of this approach will be demonstrated by
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examples in the subsequent section. It must however be emphasised that the successful
use of this approach hinges on the ability to find a suitable system for which §(n) can be
accurately determined.
The PMF between solute molecules is therefore comprised of a modified direct contri-
bution, "'(r) and a modified solvent contribution -kTln(^(r)). In the subsequent section
we discuss how §(r) or its equivalent PMF, W = -kTln(^(r)) may be calculated.
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6.3 Calculation of PMF
6.3.1 Using the Pair Correlation Function g(r)
The potential of mean force may be directly calculated from the solute - solute pair corre-
lation g(r) for the system under consideration.
W(r) = -kTln(g(r)) (6.20)
g(r) is directly accessible from molecular dynamics simulations. Sampling statistics are
however very poor for a single pair of solute molecules in a solvent. This technique is there-
fore suitable only when we can average over a large number of particles, e.g. calculating
the PMF between LJ solutes in a LJ fluid in which each solvent molecule is in fact a solute
molecule and hence the pair correlation function can be obtained very accurately. Alterna-
tively a biasing potential or umbrella sampling technique must be employed to restrict the
solute molecules to the desired range (the effects of which must be subsequently removed
analytically) [15].
For solute molecules that differ in character from the solvent, thermodynamic pertur-
bation is a far more suitable technique to obtain the PMF.
6.3.2 Thermodynamic Perturbation Technique
NVT molecular dynamics simulations are performed in which the two solute molecules are
constrained at a distance Ai. The change in potential energy (AUi = Ui+l - Ui) is then
calculated for a perturbation AA, keeping the position of the solvent molecules unchanged.
An average is then taken over the ensemble of all possible solvent positions. The free energy
difference (AAi) associated with the perturbation from Ai and Ai+l is then given by [16]
AAi = -kTln < e T >X (6.21)
where <>,\ indicates an ensemble average over configurations where the constraint Ai is
imposed. The same technique was employed in Chapter 5 to calculate the free energy
associated with the extraction of a surfactant chain from a micelle. The calculation of error
bars was also discussed in detail in Chapter 5 and was employed in the same fashion in this
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work. The PMF may then be calculated using:
i
W(Aj) = AAj (6.22)
j=1
This technique has for example been employed to calculate the PMF between to two benzene
molecules in water [17]. A novel and computationally efficient technique [18, 19] to calculate
the free energy difference without performing extensive molecular dynamics simulations was
recently applied to calculate PMF between two methane molecules in water and to study
the solvent effects on butane conformations. This technique makes use of solute-solvent
correlation functions.
Another technique using constrained MD, is to calculate the solvent contribution to the
force on each solute molecule A and B (FAs and FBS) constrained to lie a distance r apart.
The solvent contribution to the force is then given by
1
AF(r) = < rAB ' (FAS - FBS) > (6.23)2
and integration thereof yields the solvent contribution to the PMF. This approach has been
employed to determine the PMF of ion pairs (e.g. NaC1) in solution [20, 21].
6.3.3 Discussion
The PMF for a pair of Lennard-Jones (LJ) solutes in LJ solvents of varying quality are
presented. Interactions are the energy-shifted Lennard-Jones potentials with cut-off distance
re.
O(r) = 4 [( e) ] c(6.24)
0 r > rc
r is the separation distance and e and a are the well depth and size parameter in the
LJ potential. For notational convenience we will refer to an interaction potential with
re = 2.5a as being LJ attractive or LJa and that where the cut-off distance is rc = 21/6a
as LJ repulsive or LJr. Reduced coordinates, temperature and density are employed as
described in Chapter 4. A reduced potential is defined as U = -/I . All MD NVT runs
were performed using a leap-frog algorithm with velocity rescaling [22, 23]. The constraints
were imposed using the SHAKE algorithm described in Chapter 3.
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The potential of mean force between two LJ, particles in a LJa solvent, obtained from the
pair correlation function and using the perturbation scheme, is shown in Fig 6-1 at p = 0.7
and T = 2.0. The potential of mean force is indistinguishable from that of a LJr fluid (not
shown) since it is the repulsive part of the potential that plays the major role in determining
the pair correlation function. Also shown is the corresponding potential of mean force
calculated using the thermodynamic perturbation scheme described in section 6.3.2 (error
bars are equal to the size of the symbols). In calculating the PMF the reference free energy
at rc = 2.5 was taken to be zero. The perturbation scheme is computationally far more
intensive requiring for each data point 300 000 timestep MD runs with 108 particles (order
1 hour cpu time on HP735/125MHz workstation). In contrast the pair correlation technique
required a single 20000 timesteps MD simulation, since each solvent atom could in fact be
taken as a hypothetical solute atom. It was therefore computationally expedient to truncate
the PMF calculated using the thermodynamic perturbative scheme at r, = 2.5. This simple
test case was used to demonstrate that we can obtain the PMF using the thermodynamic
perturbation scheme to sufficient accuracy. In comparison to the LJ potential (dot-dashed
line in Figure 6-1), the oscillations in the PMF are indicative of the solvent structure
(hydration shell) about the solutes. The range of the PMF is also considerably longer with
oscillations still evident at r = 4 as noted by Gir6 et al. [6].
For two LJa solutes in a LJr fluid, the PMF is shifted by the LJa over the range
21/6 < r < 2.5 and by -1 over the range 0 < r < 21/6. This follows directly from Eq. 6.21
in that only the direct solute-solute interaction has changed. If one wished to simulate using
SD, a group of LJa particles in a LJr solvent in which the solvent-solute interactions are
LJ,. then the relevant simulation potential (W(r)) would be
W(r) = Wr(r) + H(r - 21/ 6)H(2.5 - r)U(r) - H(21/6 - r) (6.25)
where H(r) is the Heaviside unit step function and Wýr is the potential of mean force for a
system in which all interactions are LJr but at the same temperature and density. In the
notation of section 6.2.2 the modified direct solute-solute contribution is
I'(r) = H(r - 21/6)H(2.5 - r)U(r) - H(21/6 - r) (6.26)
The PMF for two LJa solutes in a LJa solvent in which the solvent - solute interactions
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are LJr is presented in Figure 6-2. The potential is considerably deeper than its counterpart
in Figure 6-1 which reflects the fact that the solvent wishes to expel the solutes. This is
manifested in a stronger affinity between the solute molecules. In order to use the calculated
PMF in subsequent simulations, the PMF at T,=2.0, Wr, was subtracted from the data
which was subsequently fitted to the following functional form
W(r) - Wi(r) =Acos(Br+C)+D (6.27)
where r is the separation distance and A through D are fitting parameters. The fit to
the data is also shown in Figure 6-2. A predicted form of the PMF may be inferred
from the following arguments. In a two component system (A=solvent-like, B=solute-
like), it can readily be shown on a lattice that there is only one energy parameter of interest
E = EAB- 1/2(EAA+EBB). Therefore systems with the same value of e, irrespective of how the
energy is distributed among the individual interactions, are equivalent. One may therefore
incorporate the LJa interactions between the solvent molecules (EAA interactions) into the
direct solute-solute interaction (EBB interactions) yielding the following approximation for
the PMF of two LJa solutes in an incompatible LJa solvent.
W(r) , Wr-r(r) + 2H(r - 21/6)H(2.5 - r)U(r) - 2H(21/6 - r) (6.28)
where H(r) is the Heaviside unit step function and Wr is the potential of mean force for
a system in which all interactions are LJr but at the same temperature and density. This
predicted PMF is shown as the dotted line in Figure 6-2.
The potential of mean force is a function of the system density and temperature and
hence must be obtained for each set of state variables (T,p). The temperature and density
dependency is shown in Fig. 6-3 for a LJr system. As the temperature increases, so does
the well depth and the magnitude of the potential oscillations. The net result is that Ur/kT
is only slightly temperature dependent. As the density increases, the peaks and troughs
in the PMF shift to lower values of the separation distance, r. The solvent contribution
to the PMF may be obtained by simply subtracting the direct interaction contribution
(solute-solute interaction term) from the potential of mean force. The obtained PMF's are
for solutes at infinite dilution.
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Figure 6-1: Potential of mean force between two LJa particles in a LJa solvent at p = 0.7
and T = 2.0. Symbols indicate PMF obtained using thermodynamic perturbation. Dashed-
dotted line indicates LJ potential.
135
- PMF - pair correlation
....................
I - I -
. o PMF -thermodynamic
SPýMF -týhermodynamic
T,=2.0
perturbation
. . . ..... Predicted form of PMF
- Fitted Function
- :
0.0 1.0 2.0 3.0 4.0
Separation Distance, r
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Figure 6-3: The effect of temperature on the PMF at p = 0.7 for a system of LJr solutes
in a LJr solvent. Also shown is the PMF for p = 0.8, Tr=0.8. These results were obtained
using the pair correlation function.
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6.4 Single Chain Systems : Solvent Effects
6.4.1 Background
Initial work in this area included performing molecular dynamic simulations on hard sphere
chains [24] of various lengths (N = 10 - 50) in the absence of solvent. Later solvent effects
were taken into account [25] and FENE (N = 5 and 10) chains in a LJ solvent [26] were also
simulated. Unfortunately all this work was performed at low density p P 0.3 and/or high
temperature T r 10, hence the effect of solvent structure is minimal (in fact the solvent is
gas-like). Dynamical properties were also investigated. Bruns and Bansal [27] attempted
to model a nonamer (N=9) at realistic densities. However, they were unable to sample
the configurational space and their results for solvent-immersed chains are meaningless.
Sampling problems also plagued later work [28]. Smit et al. [29] and Luque et al. [30] have
performed extensive studies looking at various chain lengths (N = 8 - 20), different chain
models (rigid, FENE, harmonic) and different solvent quality. Solvent effects were found
to be important in the equilibrium and dynamic properties. Thus it is important in our
work to understand the effect of solvent structure on chain conformation. In the following
sections we shall investigate this effect and check which details SD simulations are able to
capture and what modifications are required to make the simulations more realistic. No
work has been done to evaluate the success of incorporating a PMF in SD simulations on
the calculated structural properties of chains.
6.4.2 Variables of Interest
In order to characterise equilibrium properties of polymer chains (length N) we employ
the mean square end-to-end distance < R2 >, the radius of gyration squared < S2 > and
the ordered set of eigenvalues (A1, A2, A3) from the moment of inertia tensor (T). These
properties are defined by :
< R2 >=< JrN - ru12 > (6.29)
and
N
< S2r>=(S2> i= 1 N (6.30)
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where rcm is the center of mass of the polymer chain and ri is the position of the i bead in
the polymer chain.
N
Ta' = %=1 N (6.31)
The angular brackets denote a configurational average and a and 0 represent any of the
cartesian coordinates (x,y,z). These variables have been traditionally used in the literature
to compare properties of single polymer chains. These definitions can also be extended to
aggregates of surfactant chains and have been employed to describe the shape of micelles
in Chapter 4.
6.4.3 Static Properties
Molecular Dynamics (MD) simulations were performed at p = 0.7, Tr = 2.0 and At = 0.005
and compared to stochastic dynamics (SD) simulations with and without the relevant poten-
tial of mean force. Chain lengths from N=2 to N=16 were considered. All SD simulations
included 4 non-interacting molecules (p = 0.0001u 3 ) to improve sampling statistics and
were simulated for 106 timesteps. MD simulations ranged in size from 500 to 4000 particles
containing only a single chain molecule. All results are given in reduced units.
Table 6.1 shows how the radius of gyration squared and mean squared end-to-end dis-
1
tance are affected by the presence of the solvent for r, = 26. The SD simulations consistently
overestimate < R 2 > and < S2 >. The deviation from MD results becomes larger for longer
chains. The large error bars associated with the long chain MD results are indicative of
the difficulty associated with sampling the configuration space of a large polymer molecule
(hence very long simulations are required). System size was found to have no effect on the
MD results as shown in Table 6.1 for N=7 and N=10.
Table 6.2 shows the analogous set of results for a LJa solvent (rc = 2.5) which are
compared to SD results with attractive LJ interactions between the beads (r, = 2.5). The
MD and SD results are statistically indistinguishable. Also it should be noted that the
MD results for (rc = 2.5) and (rc = 26) are similar. The potential of mean force (PMF)
for LJ solutes in a LJ fluid was calculated in section 6.2.1 . The PMF was shown to
be predominantly determined by the repulsive part of the interaction potential. This is
confirmed by the fact that the configuration of the polymer chain calculated via MD were
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1Table 6.1: Solvent effects on polymer conformation : r, = 26
Table 6.2: Solvent effects on polymer conformation : rc = 2.5
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Chain Length MD SD
N Timesteps System Size < R" > < S2 > < R 2 > < S2 >
4 600 000 500 4.5 ±0.2 0.87 ±0.01 5.1 ±0.1 0.93 ±0.01
5 600 000 500 6.5 ±0.3 1.19 ±0.03 7.3 ±0.1 1.27 ±0.01
7 350 000 500 9.7 ±1.0 1.74 ±0.09 12.3 ±0.3 2.03 ±0.02
7 750 000 1372 10.3 ±.3 1.80 ±0.03 -
10 1 500 000 500 17.7 ±0.9 2.89 ±0.07 21.1 ±0.5 3.32 ±0.04
10 750 000 4000 16.7 ±0.6 2.81 ±0.05 -
16 500 000 2048 30.2 ±2.0 4.97 ±0.20 39.7 ±0.8 6.13 ±0.05
Chain Length MD SD
N Timesteps System Size < R2 > < S > < R 2 > < S2>
4 350 000 500 4.53 ±0.08 0.88 ±0.01 4.54 ±0.05 0.877 ±0.005
5 350 000 500 6.3 ±0.2 1.17 ±0.02 6.3 ±0.1 1.17 ±0.01
7 500 000 500 10.3 ±0.4 1.80 ±0.04 9.91 ±0.15 1.76 ±0.02
7 750 000 1372 9.9 ±0.4 1.76 ±0.04 -
10 750 000 500 16.5 ±0.3 2.78 ±0.03 16.3 ±0.2 2.75 ±0.02
16 300 000 2048 31.9 ±2.0 4.99 ±0.20 27.8 ±0.3 4.67 ±0.03
Table 6.3: Incorporation of potential of mean force (PMF), Tr,=2.0, p = 0.7. Effect of
cut-off distance.
Chain Length PMF Rc = 2.5 PMF Rc = 4.5
N < R > < S 2 > < R 2 > < S 2 >
4 4.61 ±0.05 0.885 ±0.005 4.65 ±0.05 0.890 ±0.005
5 6.47 ±0.06 1.184 ±0.006 6.57 ±0.06 1.194 ±0.006
7 10.6 ±0.1 1.83 ±0.01 10.9 ±0.2 1.86 ±0.01
10 16.2 ±0.2 2.75 ±0.02 17.8 ±0.5 2.96 ±0.04
16 27.0 ±0.8 4.62 ±0.1 32.1 ±0.8 5.3 ±0.1
unaffected by changing the cut-off distance. The fact that the SD simulation results with
rc = 2.5 agree with the MD results is fortuitous and reflects the high temperature at which
these runs were performed. A consistent SD formalism would need to capture the invariance
evident in MD with changing cut-off distance. The incorporation of a PMF achieves this
since the pair correlation function and hence the PMF is determined by the rapidly varying
repulsive portion of the potential. Therefore the PMF for LJa and LJr systems are nearly
identical and the correct MD behavior is recovered.
Table 6.3 shows the effect of incorporating the relevant PMF into the SD simulations
and the results are inline with the MD results shown in Tables 6.1 and 6.2. The extent
of the PMF is considerably longer than the cut-off distance of the solvent. The effect of
varying the cut-off distance of the potential of mean force (which has nothing to do with
the cut-off of the underlying solvent) are shown in Table 6.3. For short chains (N < 10) no
effect is visible, however, for longer chain lengths, Rc = 4.5 results in an over prediction of
the chain dimensions. Incorporation of a PMF into the SD simulations worked equally well
at Tr=0.8, p = 0.8 as shown in Table 6.4, where results from MD, SD including PMF and
naive SD are compared. Two naive forms of SD may be envisaged. In the first case LJa
interactions could be incorporated as shown in Table 6.4. This obviously does not yield the
correct structural behaviour. The second case is to incorporate just the LJr interactions,
yielding the same result as shown in Table 6.1. By comparing the MD results in Tables 6.1
and 6.4 the effect of density is to modestly decrease the conformational volume of the
chains. Temperature effects are limited since we are dealing with a theta solvent in which
all interactions are equivalent.
Thus far all the work has dealt with chains in a good solvent i.e. all interactions were
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Table 6.4: Incorporation of PMF at Tr=0.8, p = 0.8
Table 6.5: Poor solvent : 1*LJa
equivalent. The utility of using SD-PMF simulations would be the ability to successfully
account for chain behavior in solvents of varying quality. Towards this end, a chain of B
beads in a solvent of A has been simulated, where B-B interactions are LJa while A-B
interactions and A-A interactions are LJr. This is the simplest scenario where only the
interactions among the chain beads is different and therefore the interaction potential is
comprised of a direct contribution and the PMF of a LJ, solvent. The direct contribution
is LJa in the range 21/6 < r < 2.5. These results appear in Table 6.5. The PMF results
seem to underpredict < R 2 > and < S2 > by 10 % for chain lengths n = 16. Consistent
results are also obtained by further increasing the strength of the attractive tail by a factor
of two as shown in Table 6.6.
Finally a chain of B beads in a solvent of A has been simulated where A-A and B-B
interactions are LJa while A-B interactions are LJU. In section 6.2.1 we calculated the PMF
for such a system using the thermodynamic perturbation technique. These results appear
in Table 6.7 and were independent of whether the fitted or predicted form of the PMF was
used (Figure 6-2). The SD simulations, including the PMF, consistently underpredicted the
chain conformation by about 10 %.
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Chain Length MD SD-PMF SD-LJa
N < R > < S2 > < R > < S2 > < R2 > < S2 >
4 4.4 ±0.1 0.85 ±0.01 4.7 ±0.04 0.89 ±0.01 3.73 ±0.02 0.79 ±0.01
5 6.3 ±0.2 1.17 ±0.02 6.8 ±0.05 1.22 ±0.04 4.77 ±0.04 0.99 ±0.01
7 9.5 ±0.4 1.72 ±0.04 11.3 ±0.2 1.91 ±0.02 6.29 ±0.15 1.34 ±0.01
10 18.1 ±0.6 2.94 ±0.06 18.8 ±0.4 3.05 ±0.03 7.62 ±0.24 1.74 ±0.03
Chain Length MD PMF
N < R > < S> < > < R >
4 3.86 ±0.05 0.81 ±0.01 3.98 ±0.29 0.81 ±0.03
5 5.27 ±0.11 1.04 ±0.01 5.38 ±0.29 1.06 ±0.03
7 7.23 ±0.60 1.45 ±0.06 7.15 ±0.33 1.43 ±0.03
10 9.86 ±0.60 1.96 ±0.07 9.02 ±0.70 1.90 ±0.07
16 11.6 ±1.0 2.71 ±0.01 10.28 ±0.57 2.43 ±0.07
Table 6.6: Very poor solvent : 2*LJa
Table 6.7: LJ chain in incompatible LJ solvent :
A-B interactions are LJ, at T, = 2.0 and p = 0.7
A-A and B-B interactions are LJa and
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Chain Length MD PMF
N < R 2 > < S2 > < R 2 > < S2 >
4 3.39 ±0.16 0.75 ±0.01 3.34 ±0.27 0.74 ±0.03
5 3.82 ±0.21 0.88 ±0.02 3.81 +0.14 0.88 ±0.03
7 4.81 ±0.32 1.15 ±0.02 4.74 ±0.28 1.14 ±0.02
10 5.40 ±0.66 1.44 ±0.04 5.04 ±0.5 1.40 ±0.03
16 5.68 ±0.47 1.84 ±0.01 5.48 ±0.35 1.78 ±0.04
Chain Length MD PMF % Deviation
N < R" > < S 2 > < R > < S 2 > < R > <S 2 >
4 3.63 ±0.10 0.78 ±0.01 3.33 ±0.05 0.74 ±0.01 8 5
5 4.46 ±0.20 0.98 ±0.01 3.97 ±0.02 0.90 ±0.01 11 8
7 5.45 ±0.16 1.26 ±0.01 4.88 ±0.04 1.15 ±0.01 10 9
10 6.57 ±0.25 1.63 ±0.02 5.45 ±0.05 1.44 ±0.01 7 12
16 6.98 ±0.20 2.10 ±0.03 6.15 ±0.07 1.85 ±0.01 12 12
6.5 Interacting Systems
Thus far we have limited our discussion to the incorporation of the PMF in single molecule
systems only i.e. systems at infinite dilution. Since we are interested in demonstrating
that solvent effects may be accounted for in an approximate manner in the simulation of
micelle formation we need to demonstrate the applicability of this technique for multi-
molecular/interacting systems.
The structural quantity of interest in self-assembling systems is the fraction of molecules
that are associated in a cluster of a certain size (sp,/ sp, in the notation introduced in
Chapter 4). Towards this end we considered an 864 particle MD system at Tr = 2.0, p = 0.7
in which 108 particles are tagged as being of type 0. All particle interactions are LJa and
the tagging serves only to follow a certain subset of the particles and to identify clusters
that are formed among them. The clustering algorithm used is described in Chapter 3.
The MD results were compared to a SD simulation incorporating the PMF, at that same
total number density of tagged particles ([S]=0.0875). As can be seen from Figure 6-4 the
MD data and SD-PMF data are indistinguishable. A similar run at a lower temperature
(Tr = 1.2) is shown in Figure 6-5. If SD simulations with LJa interactions were performed
i.e. if solvent structure is not incorporated in the SD simulation, the naive result shown in
Figure 6-5 is obtained. The naive approach overestimates the clustering behaviour. Also,
if LJr interactions were used in the SD simulations the results would be totally different,
despite the fact that no observable change is expected for the MD case. This conclusion
is similar to that drawn in section 6.4. The single chain MD results using LJr or LJa are
equivalent since it is the rapidly varying part of the potential that determines the solvent
structure.
Next a chain of length 4 was considered in which the beads were of type 0-0-1-1 re-
spectively. The constraints were rigidly imposed using the SHAKE algorithm. Once again,
the bead type designation was purely used as a tool to identify clusters and all potential
interactions were equivalent (LJa). The results are shown in Figure 6-6 at two different
chain concentrations. The chain concentrations is defined as : [S] = Nc x Nb/Vsys, where
Nc = number of chains and Nb = number of beads per chain, and Vsys is the simulation
volume. The chain concentration is therefore proportional to the volume fraction. Typically
108 chains were simulated in order 3000 solvent molecules. The long range nature of the
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PMF (Figure 6-1) is evident in that the results obtained using a PMF cut-off distance of Rc
= 2.5 show significant deviation from the MD results. A cut-off distance of Rc = 4.5 showed
excellent agreement with the MD results and was able to capture the trend to larger cluster
as the concentration was increased from [S]=0.1037 to [S]=0.1555. The results presented
thus far are nearly temperature independent since all interactions are equivalent i.e. we
are dealing with an athermal system (theta solvent) and was confirmed by simulations at
Tr=1.5 and Tr=1.2 (see for example Figures 6-4 and 6-5). In contrast, the naive approach
of performing SD with LJa interactions gives rise to temperature dependent results.
The case of associating chains was investigated using chains of type A2B 2 where the hy-
drophobic B groups were designated as type 0. In the MD simulations, the 0-0 interactions
were taken to be LJa while all other interactions were LJr. The corresponding SD simula-
tions incorporated the solvent contribution via a PMF (at the relevant temperature) while
the additional direct contribution for 0-0 interactions is LJa for 21/6 < r < 2.5. Figure 6-7
compares the results obtained for MD, SD including the PMF and finally the naive approach
of SD where solvent effects are not incorporated at Tr = 1.5 and [S]=0.1037. The naive
approach underestimates the clustering behaviour. It is evident that the incorporation of
a PMF is essential to characterise the true system. Structural properties, like the radius of
gyration of the clusters, is also recovered if the correct PMF is employed (Figure 6-7(b)).
In subsequent comparisons we will not consider SD results that do not include a PMF.
The clustering behavior at two temperatures is compared to the MD simulation results in
Figure 6-8(a). As the temperature is decreased from T, = 2.0 to Tr = 1.5 the number of
large clusters increases significantly and the SD-PMF results show the same behavior. As
is evident from Figure 6-8(b), the MD and SD-PMF results are in excellent agreement even
at low aggregation numbers, however even for this example we have not formed a micelle
phase.
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Figure 6-4: Effect of incorporating a PMF in SD simulations to represent the associating
behaviour of LJa solutes in a LJa solvent
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Figure 6-5: Effect of incorporating a PMF in SD simulations to represent the associating
behaviour of LJa solutes in a LJa solvent at Tr = 1.2. Also shown is the naive result which
would be obtained if the PMF was not included in the SD simulations.
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Figure 6-6: Interacting chains of four beads at concentrations (a) [S]=0.1037 (b) [S]=0.1555.
A significant effect of the cut-off distance used for the PMF is found. All interactions are
equivalent. The shading of the beads indicates that two beads were conceptually tagged so
that a cluster could be defined by shaded beads being within a prescribed distance of each
other.
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Figure 6-7: (a) Clustering behaviour of associating chains A2B2 at Tr = 1.5, [S] =0.1037.
(b) Radius of gyration of clusters. SD simulations that do not include the relevant PMF
are unable to account correctly for the solvent.
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6.6 Conclusion
In order to take solvent effects into account in SD simulations, a potential of mean force
which incorporates the solvent contribution is required. For simple LJ systems of varying
quality, the inclusion of the appropriate PMF enables SD simulations to reproduce the MD
counterpart result for chains of length N = 4 - 16. The clustering behaviour of LJ beads
and chains in equivalent solvents also appear consistent when using the correct PMF. All
results presented were at relatively high temperatures. Tr = 2.0 is in effect above the critical
temperature for a LJ fluid [31]. The success of this approach at lower temperatures and
different densities still needs to be established. Preliminary work shows that consistent
results are still obtained for Tr = 0.8 ,p = 0.8.
In order to really evaluate the ability of the PMF to account for solvent effects in micelle
solutions, this work must be extended to system where micelles form. An immediate problem
that exists is that very long MD runs are required (order weeks) to try to sample even small
aggregates and hence direct comparison with MD is difficult. Furthermore, although for
the simple test cases shown, a PMF could readily be calculated, in real micellar systems
the nature of the solvent-solute and solvent-solvent interactions are vastly different in size,
range and orientation. The ability of the superposition approximation to hold for such
cases is extremely unlikely. However, for simple cases, as demonstrated by the test cases
considered, some solvent effects may be accounted for directly using a PMF.
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Part II
Interfacial Instability Associated
with Interfacial Chemical
Reactions
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Chapter 7
Normal Mode Stability Analysis
7.1 Summary
When an aqueous solution of cetyltrimethylammonium bromide is contacted with a ni-
trobenzene solution containing picric acid, large scale motion of the interface is sometimes
observed, accompanied by interfacial electrical potential oscillations with a period of order
3-10 seconds. This behaviour has been interpreted using a stability analysis on a two phase
system (c,,3) in which a solute A (in phase a) diffuses to the interface where it reacts with
solute B (from phase 3) to form product P. Kinetics of the surface reaction are assumed
to be infinitely fast. The stability of the system was analysed with respect to small per-
turbations in the spirit of normal mode stability analysis. Both oscillatory and stationary
regimes were identified. For the simplified case in which component A is insoluble in phase
0 and components B and P are insoluble in phase a, the presence of three diffusing com-
ponents considerably modifies the stability criteria relative to those for the diffusion of a
single component across the interface. Over a narrow concentration range, an oscillatory
instability with a period of order one second is predicted. This compares well with observed
experimental results.
7.2 Introduction
Much experimental and theoretical work has been devoted to the development of an expla-
nation for the interfacial turbulence that is frequently observed during heat or mass transfer
across an interface. This work is of great importance to the chemical industry since interfa-
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cial instability may increase the rate of mass transfer across an interface considerably. This
has led to extensive work in the past four decades to develop criteria for interfacial stability.
Due to the complexity of the systems, results have been qualitative in nature. Despite this
complexity, these systems are now well understood.
7.3 Historical Review
The name of Italian physicist, Carlo Marangoni has become synonymous with motion and
instability at fluid interfaces. The motion is caused by variations of interfacial tension that
result from local variations in composition or temperature. This phenomenon is commonly
referred to as the Marangoni effect. An in-depth and interesting historical review is provided
by Scriven and Sternling [1].
Although the ideas of interfacial flows had been used to explain the tears of strong wine
as early as 1855, the first theoretical analysis dealing with interfacial flows was performed
by Pearson [2]. The analysis was performed in an attempt to explain the cellular convective
patterns observed in drying paint films. Similar convective patterns were seen by H. Benard
on heating a thin layer of molten spermacetil from below. This behaviour was initially
ascribed to buoyancy; but, by performing a linear stability analysis, Pearson was able to
show that above a critical value of B (ratio of surface tension to viscous forces) instability
will occur due to interfacial flow. The analysis, although based on temperature variations,
is completely analogous for concentration variations. Only the neutral stability curves were
obtained (solutions which neither decay nor are amplified). Berg and Acrivos [3] extended
Pearson's analysis to include the presence of surface active agents which impart both viscous
and elastic properties to the interface. The surface viscosity resists motion in the film
analogous to motion in a Newtonian fluid. This modifies the boundary condition at the free
surface. The presence of surfactants was shown to increase the critical value of B by 3 to
4 orders of magnitude, thus inhibiting instability. This is in agreement with experimental
results. Deformation of the interface was included by Scriven and Sternling [4]. They
found that, for infinitely deep phases, there is no critical Marangoni number for the onset
of stationary instability and that the limiting case of zero wave-number is always unstable.
Also, it was found that the high surface tension limit yields unphysical results only at small
Ispermaceti-white waxy substance contained in the head of sperm whale, used for candles and ointments
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wave-numbers (i.e. large wavelength). Constraining the interface to be flat was found to
have a stabilizing influence. Although this constraint leads to unphysical behaviour at low
wave-numbers the assumption may be justified in many problems due to the simplifications
introduced into the problem. The effect of gravity waves was also included [5] and shown to
be important only at very small wave-numbers, in very thin films, and in extremely viscous
fluids. Generally it appears that these effects may be neglected. Furthermore, Smith showed
that for many situations the critical value of the Marangoni number is equivalent to the
case of a non-deformable interface.
An analogous situation exists for concentration gradients and was analysed in detail
by Sternling and Scriven [6] for the diffusion of a single component across an interface
separating two infinitely deep immiscible fluids. Fourier perturbations were introduced in
the linearized conservation equations and an implicit characteristic equation obtained. The
characteristic equation relates the wave-number to the growth constant of the disturbance.
Oscillatory as well as stationary instability was considered. Surface viscosity (shear and
dilational) was included in the derivation of the characteristic equation. They concluded
that, if the solute lowers surface tension, instability will occur for a certain range of wave-
numbers if solute transfer is out of the phase of higher viscosity or lower diffusivity.
Rukenstein and Berbente [7] extended the work of Sternling and Scriven [6] by consid-
ering a solute A that reacts while diffusing in one of the phases to form a product P. A
and P are also soluble in both phases. Following a very similar analysis to Sternling and
Scriven they demonstrated that even for very small rate constants the criteria for stability
are modified.
At this stage, experimental measurements of the critical Marangoni number were found
to be several orders of magnitude greater than those obtained from theoretical predictions.
In an attempt to explain this discrepancy, Brian [8] included the effect of Gibbs adsorption
in the concentration analog of Pearson's work and showed that surface convection has
a profoundly stabilizing influence. In addition the critical Marangoni number tended to
infinity for a critical value of the "adsorption number". Physically this stabilizing effect
may be attributed to dilution of solute molecules in an expanding interface resulting in
a higher surface tension which opposes further motion. For a contracting interface the
solute is concentrated and reduces the surface tension thus preventing further contraction.
In addition it was shown that the effect of surface diffusion is very much smaller than
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the effect of surface convection. Brian and Smith [9] also concluded that no physically
meaningful oscillatory modes of instability exist in this system.
Very few other works have included either oscillatory modes or non-zero growth rates
in their analysis. This is because, as one tries to increase the complexity of the problem
(including surface and gravity waves, electrostatics, and surface deformation), the problem
is no longer analytically tractable. A qualitative understanding of many problems can be
obtained simply by considering the neutral stability problem (growth rate set to zero) and
this is commonly done in the literature.
Since the early 1970's, the field has been dominated by work of Sanfeld and his cowork-
ers. This has been restricted to finding the neutral stability curves. They considered the
influence of autocatalytic trimolecular reactions at an interface [10]. Components were in
instantaneous equilibrium with the underlying bulk phases and diffusion in the bulk was
neglected. Later [11] this analysis was extended to two fluctuating species where adsorption-
desorption steps and the surface chemical reaction were the rate determining steps. This
assumption implies that the interfacial sublayer is in instantaneous equilibrium with the
corresponding bulk phase. Electrostatics were also included [12] and some work has been
done on non-planar interfaces. For further details see their extensive review article [13].
Interfacial instability may also occur due to the absorption of a gas into a liquid film.
Sakata and Funada [14] considered the absorption of a single component into a liquid film
where it reacts to form a non-volatile product P. Once again it was shown that surface
deformation plays a role only at small wave-numbers. This analysis was extended [15] to
include a solute B that reacts with the absorbed gas A to form a product P.
A series of three papers dealt with the instability due to the transfer of matter across
a deformable interface (16, 17, 18]. Oscillatory modes were included. Effects of surface
diffusion, gravity, a deformable interface and exponential concentration profiles in the bulk
phases did not change the results of Sternling and Scriven [6]. The only deviations were seen
for very low surface tension (less than 1 dyne/cm) and for exponential concentration profiles.
The authors proposed that the instability at low surface tension may explain the process
of spontaneous emulsification [19]. Their's is a rather exhaustive piece of work and clearly
shows that the assumptions of Sternling and Scriven do not affect the results obtained. In
addition the results were related to the experimental results of Orell and Westwater [20] for
ethylene glycol/ethylene acetate system in which acetic acid is used as the diffusing solute.
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Surprisingly good agreement was obtained.
The effect of electrical forces on interfacial stability, including ion interactions [21], dipole
interactions [22] and the effect of electrical double layers [23] have been studied.
7.4 Motivation
While the aforementioned studies have shed much light on the factors affecting interfacial
stability, there are still many experimental observations that cannot yet be interpreted
successfully using available results.
A case in point is the work of Nakache et al. [24, 25], who observed motion at an
interface between an aqueous solution of cetyltrimethylammonium chloride (CTA+Cl- or
C+CIl- ) and an oil phase (nitrobenzene) containing picric acid (H + P i - ). They monitored
oscillations in the pH, surface tension and electrical potential across the interface. We
have obtained similar experimental results using 5 mM cetyltrimethylammonium bromide
as the surfactant. Typical potential measurements across such an interface for a picric acid
concentration of 1.5 mM are shown in Figure 1. Physical motion was observed in and normal
to the plane of the interface, with periodically contracting and twitching cell-like structures
at the interface (1-5 mm size range). A detailed experimental study of chemically driven
non-linear waves and oscillations at an oil-water interface has also been reported by Kai et
al. [26, 27]. The solutes were trimethyl stearyl ammonium chloride (in water) and iodine (in
nitrobenzene). A commonly reported feature of this work is that the observed instabilities
occur only in a narrow concentration range (of all species present), and only when the oil
phase is slightly polar, so that picric acid (or equivalent) can exist in a dissociated form.
These instabilities cannot be explained using conventional stability criteria [28], since the
surface active component is diffusing from the phase of higher diffusivity and lower viscosity
to the phase with higher viscosity and lower diffusivity, conditions which favour stability
according to the analysis of Sternling and Scriven. Nakache and Dupeyrat attempted to
explain the phenomenon using a surface 'exchange' reaction as the CTA+ ion moved into
the oil phase to become the counterion of picrate ion:
C+6CI water -  H Pi nitrobenzene 16 nitrobenzene + H+Cl-water (7.1)
The rather exhaustive study of Sanfeld et al. [13] intimates that the observed instability
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Figure 7-1: Potential variations across nitrobenzene-water interface with [CTA+Br-]water
= 5mM, [H+Pi-]nitrobenzene = 1.5mM.
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could possibly be explained by electrostatic effects at the interface. The maximum wave-
length was found to be rather large at approximately 5 cm. Experimentally, however, it
has been shown that surface motion is observed when potassium iodide (KI) is substituted
for the picric acid (using CTA+CI- as the surfactant), but that the system is stable when
potassium bromide (KBr) is used [28]. Since KI and KBr have similar charge effects it
seems unlikely that electrostatics are responsible for this behaviour. In addition, Sanfeld et
al. [13] assumed that the adsorption/desorption steps are rate limiting and not diffusion
in the bulk phases. Several authors have noted, however, that the potential energy barrier
associated with the kinetics of adsorption/desorption phenomena of long chain molecules
is very small [19], so that the transfer of these solutes is often controlled by diffusion. In
particular, the adsorption of hexadecyltrimethylammonium bromide has been shown to be
diffusion controlled at air-water and oil-water interfaces [29, 30]. Thus it would appear
that the Sanfeld et al. [13] analysis is not entirely relevant for the interpretation of the
experimentally observed surface oscillations discussed above.
In this chapter, we have used a normal mode stability analysis to explain the observed
phenomenon based on simple diffusion/convection accompanied by an exchange reaction at
the interface.
7.5 System under Study
We consider two semi-infinite liquid phases (a and P) in contact along a planar interface. A
solute A in phase a diffuses to the interface where it reacts instantaneously at the interface
with a component B to form a product P according to the reaction
A+B1P
This reaction is characterized by the equilibrium constant
Cp
eq - CACB
A schematic of the system, showing local equilibrium concentration profiles, is presented in
Figure 2.
The interface is considered to be non-deformable. It has been shown that inclusion
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of surface viscosity, surface diffusion and a deformable interface in a stability analysis for
a single diffusing component gives results that compare well with those of Sternling and
Scriven [16, 17, 18]. The constraint of a flat interface led to greater stability only at large
wavelengths [4]. It is also assumed that the adsorption step and reaction kinetics are fast
and diffusion is the rate limiting step, in accord with the observations recorded by Davies
and Rideal [19], and the experimental measurements of van Hunsel et al. [29].
The theoretical development closely follows the pioneering work of Sternling and Scriven
[6] and Ruckenstein and Berbente [7] to which the reader is referred for more detail. Stern-
ling and Scriven [6] considered the diffusion of a single non-reactive surface active compo-
nent across an interface. Ruckenstein and Berbente [7] extended this analysis to the case
of diffusion across an interface accompanied by a chemical reaction within one of the bulk
phases.
The stability of the system is analysed with respect to small two-dimensional pertur-
bations. A single Fourier component suffices since any disturbance can be represented by
superposition of such components. The objective of the analysis is to determine a relation-
ship between the wavelength and growth rate of the disturbance.
7.6 Stability Analysis
7.6.1 Hydrodynamics
In each phase, the Navier Stokes and continuity equations can be written as
Dv
P = -VP + pV 2v (7.2)Dt
V -v= 0 (7.3)
For the 2-dimensional case with the non-linear terms neglected, the pressure term can be
eliminated to obtain
2Vx a2Vy 3vx 93vx a 3 Vy a 3 Vy
tvy t ( y )y (7.4)atay atax Bya22 ay3 3 a2ay
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Figure 7-2: Unperturbed concentration profiles near an interface where A and B react at
the interface to form product P.
It is assumed that perturbations in the velocity can be represented by the equation
(7.5)
Superscripts indicate the relevant phase, either a or f, while k is the wave-number, which
is inversely proportional to the wavelength of the disturbance (A = 27r/k). The growth
rate n, which may be complex, determines the nature of the disturbance. By substituting
equation (7.5) into equation (7.4) we can solve for the coefficients of the perturbation. The
eight boundary conditions required to evaluate the constants of integration are:
(i)-(iv) The velocity perturbations disappear far away from the interface:
V a = vP = 0 as x -+ +oo
(v)-(vi) The normal component of the velocity at the interface must be zero:
~(0, y,t) = v-(0,y,t) = 0
163
,,
[v~ a IVa ] = [U"(x), V"a(x), U1 (x), V, (x)]eiky+nt"
(vii) There is no slip at the interface:
v, (0, y, t) = v (O0, yt)
(viii) There must be continuity of the tangential component of the stress. If the interface
behaves as a two dimensional Newtonian fluid with dilational viscosity n, and shear
viscosity E,then the following expression may be derived [31]:
S - - - + ( E)-+ at z = 0
where r = p ( V + -v,). The two contributions of the surface viscosity are lumped
for convenience into a single term p, = r + E.
The continuity equation may be restated in terms of the velocity perturbations in each
phase as
dU(x) 
-ikV(x) (7.6)
dx
At this stage it is convenient to introduce the dimensionless coordinates X = kx and
Y = ky. Solutions for the velocity perturbations are:
for nr5i 0
Ua(X) = Ai(eX - epOx)
X < 0 (7.7)
V,(X) = iAl(ex paQeP'X)
UP(X) = -Al( )(e-x - e-P X)
X > 0 (7.8)
VP(X) = iAl(- )(e- x -pPe-Pa x )
for n = 0
U"(X) = A 2XeX
X < 0 (7.9)
Va(X) = iA2(1 +X)eX
U13(X) = A 2Xe-X
X > 0 (7.10)
V (X) = iA 2(1-X)e-x
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where pj = 1 + •. The tangential stress balance yields
ao 2ikA2 + ! )eikY, for n = 0 (7.11)
y o 2ikA(1 21pa
and
o = ikA(1 - pa){( + p) + (1 + p) + W k eiky+nt, for n 5 0 (7.12)
Expressions (7.11) and (7.12) differ from those obtained by Sternling and Scriven by a factor
of -ik on the right hand side, since Sternling and Scriven chose to introduce perturbations
in the stream function, while in this analysis perturbations were introduced directly in the
velocity terms.
The only outstanding variable to be calculated is -u. If surface tension is a function
solely of the concentrations of species A and P at the interface, we can write
ago ago OC' 01o C) (C ,CO
Iax=o =( a 1X=o +( ( ) I=o = (("A Z=o + vP j=o) (7.13)y CA 4 &C ay aa + a(
where
9ao 1 9aoS Wc' = --
The variables ( and w are physical constants of the system. If C is negative, component A
is said to be surface active. Some substances, for examples sugars and salts, may increase
the surface tension with increasing concentration, which leads to positive values of (. The
variables ( and w may be obtained experimentally.
To determine the concentration distributions of all the components, a mass balance
needs to be performed for each component.
7.6.2 Mass Balance
To find the concentration distribution in the perturbed state, we start with the diffusion
equation.
LD = DJ V2 C (7.14)Dt %
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where subscript i refers to the species type (A,B or P) while j refers to the relevant phase
(a, f•). Perturbations of the form
CO = C (x) + Hi (x)eiky+ nt  (7.15)
are introduced, where Cl (x) represents the unperturbed concentration profiles. These
steady state profiles are presented in Figure 2 and are obtained by solving the steady state
diffusion equation for each component in each phase. A total of 12 arbitrary constants
are introduced in the description of these linear profiles, and must be evaluated using the
boundary conditions:
(i)-(iii) The phases are in thermodynamic equilibrium at the interface:
mAC = CPA
C) = mBC~
C = mpCB
The asymmetric definition of the partition coefficients is unusual, but is selected to
ensure that 0 < mi < 1 for the situation of interest to us. In the limit as the partition
coefficients tend to zero (mi -+ 0), component A becomes insoluble in phase 3 and
components B and P insoluble in phase a. This limit, it is thought, corresponds to
the experimental system of Nakache and Dupeyrat.
(iv)-(v) Storage and diffusion within the interface are neglected, so the flux conditions at
the interface are:
a x-o + Ox -
-Da _ + D X _=A =_ -D P = D C~
-D- |B, + D •-I=o = -D~ -x =o + Dc Ix=o
(vi) Chemical equilibrium at the interface:
CP
Keq = C z=Cs
AB~x=
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(vii)-(xii) The remaining six degrees of freedom may be specified and characterize the
unperturbed system uniquely. The following assignments are convenient:
SIx=O = CAO,
AI=o = QA,
IX=o = Q,ax
Ox= = CBO
a z=0 = QBax
xA lX=oOA
The conditions of chemical equilibrium at the interface and conservation of mass yield steady
state concentration profiles of the form:
CAO + QAX
mBCBo + Q~x
mpKeqCAOCBO + QBx
S< 0 (7.16)
mACAo ± QAx
CBO + D--  AA + D QA + DBQB)x
B
KeqCAOCBO + -1 -(DAQ n Do Q + DaQ) xDp
= C + S" X
KeqCAOCBO + Spx
(7.17)
The steady state profiles are distinguished by a tilde and the variables So, SO denote the
slopes of the steady state profiles of components B and P in phase fP. Using equations (7.14)
and (7.15) and neglecting all second order terms in the perturbation variables, we obtain a
second order differential equation in Hi in each phase j:
d2H H( Uj dCiLL - H3(1 + ) =dX2  D •k 2 D-k dX
The general solution may then be written as
Hj' = A3 e-•X + A32 e+•l+ x di2 D k dX
(7.18)
(7.19)
where
I = ep XJ e-2q X J eqXUj(dX)2
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I x>O
and n
+Dk2
The constants of integration are evaluated using the interfacial boundary conditions, and
the requirement that the perturbations vanish at x = +oo. We obtain the expressions
dCcA = ikHa(0)e iky+nlt
ddG
=I = ikH (O)eiky+nt
(7.20)
(7.21)
where
Hf (O)
Hp(0)
(02 A+0iB)P+AB
(B + PO2)[lr 2(Ij (0) - qAaI (0)) - 1 (I (0) + qAIf (0))]
-B[lrp( (0) + qI' (0)) - I• (Ip (0) - q•,Ip(0))]
+PO2[# B2(I0(0) + q# I(0)) - la (I•(0) - qjIB(0))]}
-DA
-D [(02A+1 B)P+AB] {
-(02A + 01B)[l 2(I (0) + q# pi(0)) - 17 (I, (0) - qaI (0))]
+-1B[l~r2(Ifo(O) - q IA(0)) - #A(I (0) + qA"I(0))]
-92A[lOr2(IBP(0) + q I(0)) - la(I~(0) - qo'I(0))]}
(7.22)
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iX= ..
IA .. .I -
K eqCBoD~ 2 KeqCAoDpS= D ' 0 Da
D A
2 DQ 2 o
r f,= TB 2 =Da
AB
Do
rP D ap
dC 1A D3 k2 dx x=O, 181 ir dC:
3
B i DoD V dx Ix=0
A B
Do DJ V dC 1 X=A P
A= (rAq + mAq ), = (rq B + mB )
P= (mpq± + rtqp)
We can now relate the growth rate (n) to any wave-number (k) through an expression
commonly referred to as the characteristic equation.
7.6.3 General Form of the Characteristic Equation
The characteristic equation is obtained by substituting equations (7.20),(7.21), and (7.22),
into (7.12) and (7.13). The dimensionless growth constant G and wave-number W are
defined as
G = (r )n, and W = (-- )k2
The wave-number W is the inverse of the Marangoni number (usually written with Di
replacing the kinematic viscosity) more commonly used in stability analyses involving sur-
face driven flows. The only characteristic length in this problem is the wavelength of the
disturbance since in this analysis it is assumed that the liquid layers extend to infinity.
The characteristic equation may be written as
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and
[1+pa+•. (1+p)+ ' ]1[(02A+0 1B)P+AB]
D' A- Q- q- 1-[ {B(1 + - ) + PO2( (7.23)
DP SO wDO qO -1 Qa' Q~-i (7.23)
02 A(P - A) { - -
DA Q q.B1p Spr B +P+P0
Do So wDP WD. • .... qO -1 qQ -t 4{(1+ D• 1)B + DA 02AI}{ - } n
W= r x
d2[1+pa+ -(1+p')+ -][(0 2A+0 1B)P+AB]
[{B (1 + 01) + PO2 f(q + 1>(+p - (q 1P)1 (724).+O+ 1 A /A+p) (7.24)
02 (P- D A) {Dc } -) (q+)+)
.D D(q +1)(qA+p) S (q +l)q+pq a)
{(1 + 1)D B + 02A (q )(q+ }], n $ 0
2 r  X
W2= x
W- ad2[l++ 1'1[(0,.(rI+"A)+0 (r + ))(r+mP)+(r+mA(•+ MB)]
[{(r + mB)(1 + ) + (r + mp)02 -(7.25)
2P02n A (7.25)
S2 + mp) + u(A +mA))1
{-((1 + x0)(r, + mB) + D 2 A 8 mA)} 1 0- +)}], n= 0
where d = D /V'.7 It should be realised that equations (7.23) and (7.24) are equivalent
and contain the same information.
The goal of this work, to generate an equation that relates the wavelength of the dis-
turbance to the growth factor, has been achieved in equation (7.23). The characteristic
equation is implicit in the dependent variable n, and hence for a particular wave-number
we cannot simply obtain the complex growth constant. This difficulty was encountered by
Sternling and Scriven [6], and was overcome by parameterizing equations (7.23) and (7.24)
with a new independent variable (. Analysis of the characteristic equation in its paramet-
ric form is simplified if the surface viscosity is neglected. The surface viscosity has been
shown [1] to render the interface more stable, especially at large wave-numbers, and can
be incorporated readily through numerical solution of equation (7.23).
Before proceeding with an analysis of the characteristic equation, it is desirable to
consider a number of limiting cases. In the limit as the variables Keq, QB, Q,, S8, S", w
tend to zero, the problem reduces to that analysed by Sternling and Scriven [6]. The
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expressions that are obtained,
q -1 q_-I
G (7.26)
(1+p" + (1+ p) + ) +1qý(  ()
T4 1
(q•A+1)(q#+p ) (q +1)(q+p) 0 (7.27)W= A 0A nO (7.27)d2(1 + pa + + P,)a + ýo k(
2 - 1
W , n = 0 (7.28)8d2(1 + m + Wk
differ from those of Sternling and Scriven [6] only in sign; these authors have the a phase
correspond to positive values of x.
Another interesting case is when A is insoluble in phase 3, B and P are insoluble in
phase oa, and the surface activity of the product is neglected . This corresponds to the limit
of mi -4 0, Q', Q', QA all equal to zero, and w = 0. While this system is a very simplified
representation of the complicated chemistry involved in the experiments of Nakache and
Dupeyrat, it is felt that it can cast some insight into their experimental observations. It
also forms the basis for the remaining analytical analysis. The following expressions are
obtained:
(1+_2_)(Pa_q) t2 (PP
3 
_q) 2 (pI q )
S(1+q)(d 2 -1) - (q +)(d2e2-t2) (qP+1)(d2e2-s2)G= , n # 0 (7.29)
qV(1 + 02 + 1))(1 +Pa + PO) + )
(1+02) 2t
2  s 2
(1+q•)(q+pa- (q7+1)(ql+p) (qj+1))(qOP +p)W = n7)+ (7.30)
d2q(1 + 2 + )1 + PO + €(+ PaO + 'i •k
(1 + ¢2 -t2¢2 - s•)W n = 0 (7.31)
8d2( 1 + 01 + 02)(1 +  + A2•
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Dimensionless variables introduced here are
d = D/V, e= VJa/vf
(= n/k 2D = G/d 2W
82= t2 =
P B
01=r2 q3 KeqCBOq 02r2q0 Ke CAO t2q
'r2q 8 r2q6 s2qo
pa = + d2 , p = 1vI + d2 e2
When the diffusion of component B is very fast, which implies that t -+ 0 and hence
0 2 -+ 0, equations (7.29) and (7.30) simplify to the result for the diffusion of a single
component, if it is noted that component P is equivalent to A in the , phase. In this case,
the partition coefficient mA is given by KeqCBO.
7.7 Analysis of the Characteristic Equation
7.7.1 Physical Significance
Only real values of the dimensionless wave-number, W, have any physical significance, while,
in general, the growth rate may be complex : n = A + ifi. The amplitude of the disturbance
is determined by f while the frequency is determined by fi.
If n^ < 0 the disturbance is damped, while disturbances for which h > 0 are unstable and
are amplified. Two kinds of instability exist. Stationary instabilities occur when h = 0 and
disturbances grow in place without oscillation. In contrast, oscillatory phenomena occur for
i 0, in which case the period is (27r)/Ai. The disturbance is propagated in the y direction
at a speed fi/k. In the limiting case of h = 0, there is neutral (marginal) stability and the
disturbance neither grows nor decays.
The very nature of the analysis, based on small perturbations, usually restricts the
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results to short times, since, as the perturbations grow, non-linear effects may dominate
the growth process. It is hoped, however, that observed disturbances will exhibit a wave-
number, kmax, which is close to that predicted for the maximum growth rate based on the
linear stability analysis.
7.7.2 Interpretation
Since we cannot solve explicitly for n, G and W are treated as parametric functions in the
variable ( = ( + i(.
n G
- k2D - d2W
Since W must be real, the parametric curves of interest are W = 0.
To obtain curves describing the various forms of instability in the (d, 1W7) plane, the
values that ( can take on must be determined. Various forms of the parametric curve
WC = 0 are shown for the different system parameters in Figure 3, where only the first
quadrant is given, since this is the only quadrant that needs to be considered (Sternling
and Scriven, 1959). The limiting behaviour of G and W must be obtained to proceed
further, as discussed below. This technique provides a systematic way to look for solutions
to the problem, although one is not guaranteed to find all solutions.
Limiting Behaviour
A convenient way to identify some of the gross features of the parametric curves of ýW = 0
in the plane (5, 5) is to find those points at which they intersect the axes. By considering
sign changes as , ( -+ 0 and -+ oo we can conclude whether an even or odd number of
roots occurs. From expansions of qj and p3 in power series of 6, the limits as 6, 6 -+ 0 and
, 5 -+ oc of W and G can be determined. Limiting relationships from which signs at zero
and infinity may be deduced are given in Table 7.1.
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(-f Wo)(e 2-1) > 0
(-f Wo) K > 0
f < 0 , existsA
no point ýo
v(,o) = 0
(-f Wo)(e 2-1) < 0
(-f Wo) K < 0
f>0 o exists A
f nn nnint
(II)
•n
G(oo,0) = 0
A
G(o,0) = 0
(-f Wo)(e 2-1) < 0
(-f WO) K > 0
f< 0 0 existsA
f > 0 nopoint %
(IV) n
ýn
(-f Wo)(e 2-1) > 0
(-f WO) K < 0
f >O ý0 exists
f < 0 nopoint ýo
, 0 = 0
A 0
(-f Wo)(e2 -1) > 0
(-f Wo)K > 0
f<0 o exists,
f > 0 no point %0
=0
=0
(VI) 5
ni
(-f Wo)(e 2-1) > 0
(-f Wo)K > 0
f < 0 o exists A
f > 0 no point %o
,0) = 0
Figure 7-3: Curves of W = 0 in the 4 plane. Curves (I)-(III) were orginally presented by
Sternling and Scriven [6]. The variables f and K are defined in Table 7.1
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(I)
G(O,O) = C
(III) ;n
(V)
ni,
n2,
,v .v,, ,. o
) = 0
n,
Table 7.1: Limiting behaviour of G and W
where
K = {02
(s + de)(e + s)(e 2 - t2)
(t + ed)(e + t)(e 2- S2)+ ±1(e 2 - s2 )
+1 (t2 - 2)(t 2 _ (t
2Wo(1 + T1 + T2) s2)/(t
2
- 1) + 1 +
- 1) + (s2e2 
- 1))/Wo}
72s 2 +71 + 1
-
2 72 + + 2 +2 (T2 -4- 71i )
Wo = (s "2 -1)+ T1(t 2 - 1)
T1  KeqCAOt 2/8 2
72 - KeqCBOIS 2
2" = KeqCAOt/S
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W> = -K-2
> _ _ _-
f (S 2 + 1)/2 + d 2/4( +  T71(t2e2221 + P/•(pa
Curves in the ( Plane
A qualitative understanding of the curves W = 0 is obtained by considering the limiting
behaviour of G and W. The two requirements for the stationary state (W = 0 and hi = 0)
lead to the conclusion that the real axis (ý = 0) always represents such a curve. Furthermore,
the real axis corresponds to the only curve of stationary instability. From the definition of G
and considering its limiting behaviour it can be shown that G(0, 0) = G(oo, 0) = 0 which is
equivalent to fi = 0. These are neutrally stable points. There may be other neutrally stable
points along the real axis depending on the roots of the equation G(ý, 0) = 0. If 6(-+ 0, 0)
and (- oo00, 0) have opposite signs there is at least one additional root of G(ý, 0) = 0 say
o0. There may indeed be an odd number of roots. From the first row of Table 7.1 it is seen
that if -KWo > 0, that is, d(-+ 0,0) and 6(-+ c0,0) have the same sign, there may be
zero or an even number of roots of G on the ( axis. These points correspond to additional
neutrally stable points.
Similar criteria can be applied for the intersection of the curve W = 0 with the imaginary
axis. From the first column of Table 7.1, it is apparent that, if W(0, oo) and W(0, 0) are
of opposite sign (-fWo(e2 - 1) < 0), then one may expect at least one intersection with
the imaginary axis. This point is labelled (n. In the case where the oscillatory curve
intersects the real axis, this point represents a singular point in W and corresponds to a
local extremum in W. The necessary condition [6, 7] is that _w = 0. Let ý, represent
such a point. When -fWoK > 0 no such point exists. Note that for f > 0 the condition
for a singular point is equivalent to that for the existence of a root of G(~o, 0) = 0. These
arguments were used to derive the curves shown in Figure 3.
Curves (I)-(III) in Figure 3 were originally presented by Sternling and Scriven [6],
who could show for their characteristic equation that only a single point ýo could exist.
In addition, they ruled out the possibility of additional curves W = 0 intersecting the
imaginary axis on physical grounds, since this would require the existence of more than
one neutrally stable oscillatory disturbance. In our system we can no longer discount this
possibility. In fact, since we are dealing with a situation of two chemical species diffusing
to an interface where they react to form a product, we may expect a combination of the
curves in the complex plane owing to the linear nature of the analysis.
The new curves that have been identified in the complex plane are presented in Figure 3,
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labelled as (IV) through (VI). Curve (IV) is clearly a combination of curves (II) and
(III) and is characterised by a single root (representing a singular point) on the ( axis.
The parametric curve W = 0 also crosses the ( axis twice. The presence of multiple roots
severely restricts conclusions that may be drawn merely by looking at the sign of limiting
values of W and G. This difficulty is clearly demonstrated by curve (V) which has double
roots on the real and imaginary axis and hence the same limiting signs as for curve (I).
More curves likely exist in the complex plane, but only those curve types that have
actually been observed in the numerical solution of the problem are presented here. For
convenience these curves are referred to by specifying Type (number) in subsequent sec-
tions.
7.7.3 Curves in the Plane (I, )
Physically the wave-number k2 must be positive. For disturbances that are amplified or
are neutral we must consider A > 0 . As a result G and W have the same sign. Curves of
d versus W thus occur in the first or the third quadrant. The third quadrant corresponds
to the situation where ( andQ2 have opposite sign. Since ( < 0, that is component A is
surface active, the third quadrant corresponds to positive Q'. Curves in the third quadrant
represent P diffusing to the interface to form A and B which then diffuse away from the
interface. If Q' is negative, relevant curves appear in the first quadrant and correspond to
component A and B diffusing towards the interface.
The curves in the (WV, G) plane shown in Figure 4 enable one to investigate the depen-
dence of the amplification factor (h) on the wave-number (k). The curves of stationary
instability are drawn in solid lines while oscillatory phenomena are shown by the dashed
lines. Only curves with positive Wo are shown, since curves of negative W0 are identical
except for an exchange between the first and third quadrants.
To determine the location of the stationary instability curve, we note from Table 7.1
that for (( -+ 0, ý = 0), iW -+ -Wo and G -+ 0. This represents a neutrally stable point
which intersects the W axis at - Wo. As (ý -4 oc,~ = 0) both W and C -4 0 from the
side of sign(K). If the point .o exists, the stationary instability curve will pass through the
origin twice. Using these simple arguments, an idea of the form of the stationary curves
may be obtained.
In drawing the oscillatory instability curves, it is convenient to know the sign of W(0, Jn).
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Figure 7-4: Amplification versus wave-number plots for Wo > 0. Curves for
obtained by exchanging curves in the first and third quadrants.
Wo < 0 are
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Unfortunately the sign of the term actually depends on the magnitude of ýn which is in-
accessible in general. The shape and location of these curves are inferred based on two
criteria. If the parametric curve W17 = 0 intersects the stationary instability curve, that is
the point (s exists, it is possible to draw two conclusions: (i) The oscillatory instability
curve must intersect the stationary instability curve in d, W coordinates, and (ii) the point
of intersection must be an extremum for W. Alternatively, if the curve in the complex
plane asymptotically approaches that of a parabola (curve (III) in complex plane), the
oscillatory instability curve approaches the origin in the (W, G) plane from the -K side.
These arguments were used to generate the oscillatory instability curves.
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7.8 Numerical Solutions
7.8.1 Program Strategy
Two strategies were employed in order to determine the solutions to the characteristic
equations. They will briefly be discussed in the subsequent sections.
Determine Curves in ( Plane
Once the values of all physical variables have been set, the limiting behaviour is calculated
and based on this information we know what type of curves we may expect in the complex
plane. To obtain the stationary instability curve we simply choose a set of values ( which
span the entire axis and evaluate G and W. Determining the oscillatory curves is somewhat
more difficult. First we determine roots of W = 0 on the ý axis. This is done using the
bisection method. Once we have determined the intersection point we simply repeat the
procedure for different values of (. At each step in the process the variables G and W are
evaluated together with the velocity and concentration eigenvectors.
Finding minima of F 2 for a particular value of k
Rewriting the characteristic equation (Eq. 7.23) in the form F(n, k) = 0, it can be shown
that the minima of F 2 = FF* correspond to the roots of the equation F(n, k) = 0 [17].
For a particular value of the wavenumber k, we use the simplex algorithm to determine the
location of the minimum of F 2 . This is clearly a two dimensional minimization problem
since Ai and fi need to be determined. Initially we start off with an arbitrary set of three
points specifying the vertices of the simplex triangle. If we converge to the minimum, we
increment k and repeat the procedure using the previous minimum as a starting point. This
ensures that once we jump onto a curve of F 2 = 0 we actually stay on it for all values of
k. The initial simplex triangle is determined by trial and error. Irrespective of the initial
guess one does reach a minimum, but the minimum may correspond to curves in the second
and fourth quadrants of the (W, G) plane.
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7.9 Results and Discussion
To sample the entire parameter space is clearly a huge task. In an attempt to understand
the observed instability in the experimental system of Nakache et al., the variable space was
restricted to that corresponding to the experimental system. Table 7.2 contains estimates of
all relevant physical quantities and Table 7.3 contains the resulting dimensionless variables
used.
Table 7.2: Physical constants
Variable a- phase 3 - phase
(water) (nitrobenzene)
p (kg/m 3 ) 998 a  1204 b
p x 103 (kg/m.s) 1.002a 2.03b
DA x 1010(m 2/s) 3.8c 3.0c
DB X 1010 (m2/s) 8.2c 6.6c
Dp x 1010(m 2/s) 3.4c 2.8c
"Rogers, G. F. C. and Mayhew, Y. R. , Thermodynamic and Transport Properties of Fluids, Basil
Blackwell, 1980
bCRC Handbook of Chemistry and Physics, D. R. Lide, 73 Edition, CRC Press, Ann Arbor, 1993
cCalculated using Wilke Chang group contribution techniques, Reid, R. C.; Sherwood, T. K. The Prop-
erties of Gases and Liquids, McGraw-Hill : New York, 1958. A = C+Cl- , B = H+Pi- , andP = C+Pi-
The three unknown physical parameters represent the the limiting concentrations of
components A and B as the interface is approached, namely CAO and CBO, and the equilib-
rium constant Keq for the interfacial reaction.
7.9.1 Varying Keq
As a first step it was assumed that CAO = 5 x 10- 3 and CBO = 1.5 x 10- 3 M while Keq was
varied. The concentrations were chosen to correspond to the experimental system. Only
the magnitude of the product KeqCio is important (i is compenent A or B). The results
are shown in Figure 5(a)-(c).
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Figure 7-5: Effect of variations in Keq on the growth rate (G) versus wave-number (^W) plots
for CAO = 5 x 10-3M and CBO = 1.5 x 10-3M. (a) Keq = 1.0 x 102 /M, Type (I). Single
stationary curve in third quadrant. (b) Keq = 3.0x 102/M, Type (V), (c) Keq = 5.0 x 102/M,
Type (V).
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Table 7.3: Value of dimensionless variables
Variable
t 2
82
d2 x 104
Value
0.595
0.568
1.36
3.8
For small values of the equilibrium constant (Keq <_ 1.0 x 102), the system has a single
stationary instability in the third quadrant (Figure 5(a)), corresponding to a curve of Type
(I) in the ( plane. Point N corresponds to a neutrally stable point while point D repre-
sents the maximum growth rate and hence dominant disturbance. The system is stable to
all disturbances in the first quadrant. If the equilibrium constant is increased three-fold,
the situation changes considerably and corresponds to a Type (V) curve, as shown in Fig-
ure 5(b). Note that the limiting signs are unchanged. The stationary instability curve is
unique in that it has a triple root at the origin causing two closed loops to develop, each of
which is intersected by an oscillatory curve. Of particular interest is the large variation in
the order of the wave-numbers and growth rates for these curves. Although this system does
have an oscillatory instability in the first quadrant, the dominant growth rate corresponds
to a stationary state.
As Keq is increased to 5.0 x 102, the stationary loop in the first quadrant grows at the
expense of the stationary loop in the third quadrant. Eventually a neutrally stable point
N develops in the first quadrant (Figure 5(c)). There exists only a single closed loop for
the stationary curve, restricted to the third quadrant. Two oscillatory curves still intersect
the stationary curve at local maxima of W, one in each quadrant (represented by points S
in Figure 5(c)). As Keq is further increased, the neutrally stable point N moves to higher
wave-numbers until there is no longer a local maximum of W in first quadrant, and hence no
oscillatory instability in the first quadrant. The closed loop in the third quadrant eventually
disappears as Keq is increased further. It is interesting to note how the curves in the ( plane
change. With increasing Keq, Type (I), (V), (II) and finally (III) curves are spanned.
183
7.9.2 Varying CA0 for Keq = 1.0 x 102
The stability behaviour changes considerably with increases in the concentration of compo-
nent A at the interface. Initially the entire first quadrant is stable for CAO = 5.0 x 10-3M as
shown in Figure 5(a). As the concentration increases slightly to CAO = 6.5 x 10-3M, the first
quadrant has only an oscillatory curve as shown in Figure 6(a). For small wave-numbers,
the system is stable, however. This is the only curve in which the oscillatory instability
is also the dominant instability in the first quadrant. At higher concentrations, a large
stationary curve dominates the first quadrant (Figure 6(b)). In summary, by increasing
concentration, curves of Type (I), (VI), (V) are spanned.
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Figure 7-6: Effect of variations in CAO on the growth rate versus wave-number plots for
CBo = 1.5 x 10-3M and Keq = 1 x 102 /M. (a) CAO = 6.5 x 10-3M, Type (VI). Oscillatory
instability in first quadrant, but stable for very small wave-numbers. (b) CAO = 12.5 x
10-3M, Type (V).
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7.9.3 Disturbance Propagation
The stationary state is characterised by an increase in the concentration of species A at
points on the interface where flow is directed towards the interface. As a result the surface
tension is lowered, resulting in flow along the interface to regions with lower A concentration.
Regions in which A is depleted correspond to areas in which the bulk flow is away from
the interface. This is depicted schematically in Figure 7. The concentration variations thus
promote the velocity perturbations, resulting in the disturbance being amplified. In the
stationary state, the velocity and concentration variations are in phase, and the disturbance
grows in place. For the oscillatory regime, the concentration variations and the velocity
perturbations are slightly out of phase. The phase shift, of order 0.1 degrees, is surprisingly
small and results in the disturbance being propagated in the negative y-direction.
Direction
of motion
Phase Shift, 8
D 
.C:
'Cm
Figure 7-7: Imposed velocity perturbations and resulting phase shift in concentration vari-
ations.
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7.9.4 Comparison to Experimental Results
Nakache et al. [24] noted that oscillations appear only in a narrow concentration range, from
1. x 10-4M to 4. x 10- 4M for CTA+Cl- and from 1. x 10-4M to 1. x 10-3M for H+Pi- . The
stability results shown in Figure 5(a), 6(a), 6(b) display a similar sensitivity to concentration
changes. Based on order of magnitude estimates for Q' and ( (Q' = -105mol/m 4 and
( = -10- 2m 3 /s 2), the period (27r/hf) at the maximum growth rate in Figure 6(a) was
found to be 0.5 s. In addition, the Amax was calculated to be 0.2 mm, the amplification
factor 1.35/s (ii) and the speed of propagation 0.4 mm/s (il/k). Experimental values of
the period range from a few seconds to minutes and the size of the disturbance may range
from millimeters to centimeters. The period and Amax are in good qualitative agreement
with experimental values, but are about 10 fold smaller. Sources of error include estimation
of diffusion coefficients, concentration coefficient of surface tension (() and the slope of
the concentration profile (Q'). Edge effects which are neglected in this analysis may also
be significant in the experimental system. In addition, and perhaps most importantly, the
linear analysis can describe only the onset of instability since it neglects higher order effects.
Experimentally it was found by Kai et al. [27], that the frequency and amplitude of the
disturbance increased with increasing concentration product, CAOCBo. The stability anal-
ysis predicts an increase in the growth rate and frequency of the oscillation with increasing
CAO at constant CBO (Figure 6(a)-(b)).
The sensitivity to the equilibrium constant, Keq, was demonstrated in Figures 5(a)-
(c). This could explain why oscillations are still observed when picric acid is replaced by
KI, but not by KBr. The exchange reactions are expected to have different equilibrium
constants which will affect the stability behaviour. Nakache et al. [24, 25] also noted that
on replacement of picric acid by potassium picrate, oscillations were no longer evident. It
was noted that the dissociation constant for potassium picrate in nitrobenzene exceeds that
for picric acid by a factor of 103, leading to radically different interfacial concentrations.
7.10 Conclusion
For systems in which a rapid, reversible interfacial reaction is controlled by diffusion of
the two reacting species toward the interface, a linear stability analysis predicts oscillatory
instabilities over a narrow concentration range only, and over a narrow range of reaction
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equilibrium constant values, in accord with reported experimental observations. It is un-
necessary to invoke non-linear reaction schemes or electrostatic effects to account for the
observed behaviour. It is recognised that the reactions under consideration are diffusion
controlled, not adsorption controlled, and that specific chemical effects can be accounted
for directly through the equilibrium constants values. Electrostatic effects appear not to
be important since small changes in the chemical make-up of the system (e.g., KI versus
KBr, which are similar electrostatically) can lead to dramatic changes in the stability of
the interface.
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Nomenclature
Regular Characters
A,
A2
A = (r q• + mAqA)
B = (r qB + mO qj)
Ci
Cio
d = D/D/
D
Dt.
DKeq
e = ai + iliP (mq)n2 C2kmax
Keq
mi
rp = +n'=•+i2 k
B
sA2 D
v
V (x)W = (D)Tk2
x, y, zx,y,z
: Constant of integration, for n 54 0, [m/s]
: Constant of integration, for n = 0, [m/s]
: [-]
: [-]
: concentration of species i, [mol/l]
: concentration of component i at interface, [mol/1]
: steady state concentration profile of species i in phase j
: [-]
substantial derivative = + v V
: diffusivity of component i in phase j, [m2/s]
: [-]
: dimensionless growth rate, [-]
: conc. perturbation coefficient, component i in
wave-number, [m- 1]
: wave-number at maximum growth rate, [m- 1]
: equilibrium concentration, [1/mol]
: partition coefficient of component i, [-]
: complex growth rate, [s-l]
: [-]
: pressure, [Pa]
: [-]
phase j, [mol/1]
: [-]
: slope of concentration profile, component i in phase j, [mol/m 4 ]
slope of steady state profile of comp[-]
[-]
: [-]
: [-]
: slope of steady state profile of component B in phase ,, [mol/m4]
: slope steady state profile of component P in phase /, [mol/m 4]
time,
[-]
: x component coefficient of velocity perturbation in phase j, [m/s]
: velocity vector [m/s]
: velocity component in i direction in phase j, [m/s]
: y component coefficient of velocity perturbation in phase j, [m/s]
: dimensionless wave-number, [-]
: spatial coordinates, [m]
: dimensionless spatial coordinates wrt k, [-]
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Greek characters
a, 13
E
- OCo
-KeqCAoD02 DOB
A
Amax
p
7ro
A3
zy
refer to liquid phases (water, oil)
: shear viscosity, [kg/s]
- concentration coefficient A of interfacial tension,[m3 /s2]
[-]
.[-]
: dilational viscosity, [kg/s]
: wavelength = 27r/k, [m]
: wavelength at maximum growth rate = 27r/k, [m]
: dynamic viscosity, [kg/ms]
: kinematic viscosity, [m2/s]
W: = , parameterising variable, complex
: fluid density, [kg/m 3 ]
: surface tension, [N/m=kg/s 2]
: component x,y of stress tensor, [kg/ms 2]
-[-]
-[-]
: relative concentration coefficient, [-]
: del operator = i + j + k , [m-']
Script characters
component A, cetyltrimethylammonium
component B, picric acid, H+Pi-
component P, complex product, C+6Pi-
chloride C+ CI-16
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Chapter 8
Summary and Future Directions
In this thesis we have investigated the self-assembly of short model amphiphiles of type
A2B 2 using stochastic dynamics (SD) simulations. The use of SD is inspired by the fact
that the explicit incorporation of the solvent molecules is computationally too intensive.
Furthermore, the time scales associated with solvent motion is orders of magnitude faster
than those in micellar systems. In this work, therefore, the solvent effect is accounted for
in an approximate manner using a stochastic noise term and a solvent modified interac-
tion potential. Although a sound theoretical basis exists for projecting out the rapidly
varying degrees of freedom associated with the solvent, the resulting exact expressions are
still intractable and one must resort to simplified and often ad hoc modifications of these
expressions. In our work, we have assumed that the system can be characterized by a delta
correlated memory function, which is clearly unphysical at short times, but yields diffusive
dynamics at long times.
The ability of SD simulations to provide equilibrium thermodynamic and structural
properties of micellar systems was demonstrated in Chapter 4. The micelle structures
formed spontaneously and the simulations were not confined to a lattice. The approach is
quite general and may be applied to branched surfactants and to mixed surfactant systems.
These simulations correspond to gas phase MD simulations (NVT ensemble) since bare
Lennard-Jones (LJ) interaction potentials were employed and no attempt was made to
include the structure of solvent through a potential of mean force. The micelle structure, size
distribution and critical micelle concentrations are directly accessible from such simulations
and provides a tool for evaluating the effect of amphiphile structure on micelle formation and
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the means to validate existing theoretical expressions that are used to explain micellization.
The simulation of triblock copolymers with a insoluble interior block (AiBjAk) would serve
as an interesting system to study, as would the solubilization capacity of such model micellar
systems. As the chain length increases and/or the aggregation number rises, larger systems
and longer simulations are required. Care should be taken that the system under study
should not undergo macroscopic phase separation. Simulations of order 1000 chains with
20 beads per chain represent the present computational limit.
The dynamics of micelle formation and dissolution were investigated by computer tem-
perature jump "experiments" in Chapter 5. By tagging surfactants or determining the free
energy profile for chain extraction, surfactant entry and exit rates could be calculated. By
performing such simulations, existing theories could be tested against the simulation results.
An example was provided by using the Aniansson -Wall model to predict the time evolu-
tion of the system in response to a temperature perturbation which could then be directly
compared to the simulation results. These ideas could be extended to probe micelle-micelle
coalescence, the exchange of solubilizate between micelles and the effect of cosurfactants
on the mechanism of micelle dissolution. Only through such simulations can we obtain a
direct molecular level understanding of the dynamics involved in self-assembled systems.
Future work should focus on using the obtained free energy profile for chain extraction in
conjunction with rate theory (e.g. Kramers' theory) to determine the surfactant exit rate
constants. Further evaluation of free, associated surfactant and micelle diffusion coefficients
is still required.
In Chapter 6 we dealt with the incorporation of solvent effects into SD simulations. By
studying single chains (length N= 4 - 16) and multiple chain systems in associating and
non-associating conditions we were able to demonstrate that using a potential of mean force
in SD simulations enabled the exact MD results to be recovered. This approach is inherently
flawed since it relies on the superposition approximation. In all the cases that we considered,
the interactions could be subdivided into a direct solute-solute contribution which could
be explicitly accounted for in the simulations and a background PMF contribution which
corresponded to a LJ repulsive system. The greatest challenge in using SD simulations to
model realistic systems, lies in the incorporation of solvent effects in an exact manner. The
use of liquid-state theory or density functional theory seems an appropriate route to pursue
and one may visualize a two tiered approach, where the surfactant molecules are accounted
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for using SD simulations while the solvent is modeled as a continuum via density functional
theory. This approach would also facilitate the modeling of interfacial behaviour.
A problem closely related to the formation of micelles is the behaviour of surfactant
laden interfaces. The transport of surface active solutes across an interface may affect
th e stability of the interface. A particular example of how reacting species may affect
interfacial stability is considered in Part II of the thesis using a continuum approach. The
implementation of molecular level simulations of surfactant interfaces and transport across
such an interface would be a natural extension of the work described in Part I of the thesis.
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