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ASYMPTOTIC FLUCTUATIONS OF
REPRESENTATIONS OF THE UNITARY GROUPS
BENOÎT COLLINS AND PIOTR ´SNIADY
ABSTRACT. We study asymptotics of representations of the unitary groups
U(n) in the limit as n tends to infinity and we show that in many aspects
they behave like large random matrices. In particular, we prove that the
highest weight of a random irreducible component in the Kronecker ten-
sor product of two irreducible representations behaves asymptotically in
the same way as the spectrum of the sum of two large random matrices
with prescribed eigenvalues. This agreement happens not only on the
level of the mean values (and thus can be described within Voiculescu’s
free probability theory) but also on the level of fluctuations (and thus can
be described within the framework of higher order free probability).
1. INTRODUCTION
1.1. Asymptotics of representations of the unitary groups. In general,
questions concerning representations of the unitary groupsU(n) and manip-
ulations with them, such as the problem of decomposing the Kronecker ten-
sor product of two irreducible representations into a sum of irreducible com-
ponents, have a well-known answer given by algorithms involving some
combinatorial objects, such as Young tableaux [Ful97], weights [FH91,
BtD95] or Littelmann paths [Lit95]. However, in the limit n → ∞, due
to the computational complexity of such algorithms, is is very difficult to
obtain relevant information about representations. It is therefore natural to
ask for some partial or approximate answers which would be useful and
meaningful asymptotically. For similar problems in relation to the symmet-
ric groups, we refer to the work of Biane [Bia98].
The first result in this direction is due to Biane [Bia95]. He proved that
a typical irreducible component of a representation of the unitary group
U(n) resulting from some natural representation-theoretic operations can
be asymptotically described in the language of Voiculescu’s free proba-
bility theory [VDN92]. This highly non-commutative probability theory
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was known to describe the asymptotic behavior of large random matrices
[Voi91].
In this paper, we revisit the work of Biane [Bia95], and give a concep-
tual explanation of the fact that both representations and random matrices
are asymptotically described by Voiculescu’s free probability. Namely, we
show that representations behave asymptotically in the same way as large
random matrices. This equality of asymptotics concerns not only the mean
value (as in the original work of Biane [Bia95]) but also fluctuations around
the mean values. Our results are naturally expressed within the context of
higher order free probability [MS06, M´SS07, CM´SS07] which was devel-
oped as a framework capable of describing fluctuations of random matrices
in an abstract manner. Our above mentioned results reduce the original
problem of the asymptotics of representations of the unitary groups to the
better and more widely understood problem of large random matrices spec-
tra.
We also show that the technical assumption from the original paper of
Biane [Bia95] concerning the speed of growth of a typical highest weight
can be significantly weakened.
The main method of proof is to associate to a representation of the unitary
groupU(n) a certain n×n random matrix with non-commutative entries and
to show that under some mild assumptions, this non-commutativity asymp-
totically tends to zero. Hence, for n → ∞ it can be regarded as a classical
random matrix. A very similar approach was used in our previous paper
[C´S09] in order to study asymptotics of representations of a fixed compact
Lie group.
In the remaining part of this section we introduce the basic notations and
present in more detail the main results of the paper.
1.2. Representations and shifted weights for the unitary group. We
will use only some basic facts about Lie groups, Lie algebras and their
representations. The books [FH91, BtD95] are good references to this
topic. All representations considered in this paper are assumed to be finite-
dimensional.
Any irreducible representation of the unitary group U(n) is uniquely de-
termined up to equivalence by its highest weight λ, which can be identified
with a vector λ = (λ1 ≥ · · · ≥ λn) ∈ Zn. We define the shifted highest
weight l = (l1 > · · · > ln) ∈ Zn by
li := λi + (n− i).
For the purposes of this article it is more convenient to index irreducible
representations by their shifted highest weights instead of the usual highest
ASYMPTOTIC FLUCTUATIONS OF REPRESENTATIONS OF UNITARY GROUPS 3
weights; for this reason we use the symbol ρl to denote the corresponding
irreducible representation.
The representation ρl of the Lie group U(n) gives rise (by differentiating
in the identity) to a representation of the corresponding Lie algebra u(n) of
antihermitian matrices. We denote this representation by the same symbol
ρl. Since the Lie algebra u(n) is not semisimple, it has irreducible repre-
sentations other than ρl over l = (l1 > · · · > ln) ∈ Zn. However, since any
representation of the Lie algebra u(n) which will be considered in this pa-
per corresponds to some representation of the Lie group U(n), this will not
create any difficulties. Alternatively, one could consider rather the group
SU(n) and the corresponding semisimple Lie algebra su(n).
1.3. The naïve random matrix associated to a representation. To an ir-
reducible representation ρ = ρl of U(n) (or, to an irreducible representation
ρ = ρl of Lie algebra u(n)) we associate a random matrix
(1) X = X(ρ) := U
l1 . .
.
ln
U−1,
where U is a random unitary matrix, distributed according to the Haar mea-
sure on U(n). Another way of defining this random matrix is to say that its
distribution is the uniform measure on the manifold of all hermitian matri-
ces with the eigenvalues specified by the shifted weight l. We will callX(ρ)
the naïve random matrix associated to ρ. The terminology ‘naïve’ here is
introduced in order to distinguish this random matrix from the one which
will be introduced in Section 1.4.
If a representation ρ is reducible, we consider its decomposition into ir-
reducible components
ρ =
⊕
l∈Zl
nl · ρl,
where nl ∈ {0, 1, . . . } denotes the multiplicity and we consider a probabil-
ity measure on the set of all shifted weights given as follows:
(2) P (l) := nl · (dimension of ρl)(dimension of ρ) .
To such a reducible representation ρ, we associate a random matrix X(ρ)
given by (1), where—as before—U is a random unitary matrix distributed
according to the Haar measure on U(n), but l should be now an independent
random variable with the distribution given by (2).
The naïve random matrix X = X(ρ) contains all information (up to
ampliation) about the decomposition of the representation ρ into irreducible
components. In our previous paper [C´S09], we studied applications of this
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matrix in the study of the asymptotics of representations of a fixed unitary
group U(n) (and of any fixed compact Lie group). In this article we focus
on asymptotics of representations ρn of the unitary groups U(n) in the limit
n → ∞. Therefore, we will have to replace the random matrix X by a
sequence of random matrices
(
X(ρn)
)
with their sizes tending to infinity.
1.4. The canonical random matrix with non-commutative entries asso-
ciated to a representation. Let ρ : u(n) → End(V ) be a representation
of the Lie algebra u(n) (in the case when ρ is a representation of Lie group
U(n) we replace ρ by the corresponding representation of the Lie algebra).
We associate to ρ the following matrix
Y (ρ) :=
ρ(e11) . . . ρ(e1n)..
.
.
.
.
.
.
.
ρ(en1) . . . ρ(enn)
 ∈Mn(C)⊗ End(V ),
where eij ∈ Mn(C) = u(n) ⊗R C are the matrix units. We say that Y (ρ)
is the natural random matrix (with non-commutative entries) associated to
ρ (we postpone the exact definition of non-commutative random variables
to Section 2.2). We will discuss some fine details of this construction in
Section 4.1.
This matrix plays a crucial role in our approach; it was first introduced by
Biane [Bia98] in the context of the representation theory of the symmetric
groups, see also the work of Kuperberg [Kup02].
1.5. The main result. The main result of this paper can be stated as fol-
lows:
Theorem 1.1. Let (εn) be a sequence of real numbers such that εn = o
(
1
n
)
.
For each n, let ρn be a representation of the unitary group U(n).
Then, the corresponding sequence of rescaled natural random matrices(
εnY (ρn)
)
converges in distribution if and only if the sequence of rescaled
naïve random matrices
(
εnX(ρn)
)
converges in distribution. In both cases
the convergence is to be understood in the sense of higher order free prob-
ability. If the limits exist, they are equal.
In particular, this theorem means that we can connect the ‘naïve’ random
matrix associated to a representation with its ‘natural’ counterpart, and this
provides a conceptual framework in which one can explain the similar be-
havior of representations and random matrices in the limit of large dimen-
sion.
The above theorem is stated more precisely and proved as Theorem 4.4,
after appropriate notation is introduced. In Section 1.8 of this introduction,
we show some concrete applications of this abstract result to representation
theory.
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1.6. Spectral measure for representations and random matrices. Let Z
be an n × n hermitian random matrix, and l = (l1 ≥ · · · ≥ ln) ∈ Rn the
set of its eigenvalues (counted with multiplicities); since Z is random, the
vector l of its eigenvalues is also random. We define the spectral measure
of Z as the random probability measure on the real line
(3) µZ := 1
n
∑
i
δli.
For an irreducible representation ρ = ρl of U(n) corresponding to the
shifted highest weight l = (l1 > · · · > ln) ∈ Zn (or, for an irreducible
representation ρ = ρl of the Lie algebra u(n)), we define its naïve spectral
measure
(4) µ̂ρ = µ̂l := 1
n
∑
i
δli
which is a deterministic probability measure on R.
If ρ is a reducible representation, we define its naïve spectral measure µ̂ρ
by the same formula (4), however now l should be understood as a random
shifted highest weight as defined by (2). In this case µ̂ρ becomes a random
probability measure on R.
The naïve spectral measure µ̂ρ is nothing else but the spectral measure of
the naïve random matrix X(ρ) associated to ρ.
If µ is a probability measure on R and ε is a real number, we denote
by Dεµ the dilation of the measure µ. It is the distribution of the random
variable εZ, where Z is a random variable with the distribution µ. We use
the notational shorthands
εl := (εl1, . . . , εnln) for l = (l1, . . . , ln),
µ̂ερ := Dεµ̂ρ,
X(ερ) := εX(ρ).
1.7. Gaussian fluctuations of measures. Let (µn) be a sequence of ran-
dom probability measures on R. We will say that the fluctuations of (µn)
are asymptotically Gaussian (with covariance decay 1
n2
) if the limit
(5) lim
n→∞
E
∫
R
zr dµn
exists for any integer r ≥ 1 and the joint distribution of the family of cen-
tered random variables
(6)
{
n
(∫
R
zr dµn − E
∫
R
zr dµn
)}
r=1,2,3,...
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converges in moments to some Gaussian distribution (in the sense that the
distribution of any finite family converges).
We say that two such sequences (µn), (µ′n) of random probability mea-
sures have asymptotically the same Gaussian fluctuations (with covariance
decay 1
n2
) if they are asymptotically Gaussian in the above sense, their cor-
responding limits (5) are equal and the fluctuations (6) converge to the same
Gaussian limit.
1.8. Applications of the main result. Let us now present a few concrete
consequences of Theorem 1.1. A more complete collection of its applica-
tions, together with the proofs, is given in Section 5.
1.8.1. Kronecker tensor product. We start with a solution to the problem
mentioned in the beginning of Section 1.1, namely the decomposition of
Kronecker tensor products into irreducible components.
We recall that if ρ1 : U(n) → End(V1) and ρ2 : U(n) → End(V2)
are representations of the same unitary group U(n), their Kronecker tensor
product ρ1⊗ρ2 : U(n)→ End(V1⊗V2) is a representation of U(n) defined
by diagonal action
(ρ1 ⊗ ρ2)(u) := ρ1(u)⊗ ρ2(u).
Corollary 1.2. Let (εn) be a sequence of real numbers such that εn = o
(
1
n
)
.
For each i ∈ {1, 2} and n ≥ 1 let ρ(i)n be an irreducible representation
of U(n). Assume that for each i ∈ {1, 2} the sequence
(
µ̂
εnρ
(i)
n
)
n=1,2,...
of the (rescaled) naïve spectral measures converges in moments to some
probability measure µ(i).
Then the (rescaled) naïve spectral measure µ̂
εn
(
ρ
(1)
n ⊗ρ
(2)
n
) of the Kronecker
tensor product converges in moments almost surely to Voiculescu’s free con-
volution µ(1) ⊞ µ(2).
Note that the almost sure convergence relies here on the fact that all ran-
dom variables are defined on the same probability space.
A similar result was proved by Biane [Bia95] under much stronger as-
sumptions on decay of ε, namely that ε = o
(
1
nα
)
for all values of the expo-
nent α.
Corollary 1.2 is formulated in terms of free additive convolution which
belongs to the language of Voiculescu’s free probability theory [VDN92].
It can be strengthened by establishing a direct bridge with the theory of
unitarily invariant random matrices as in the following corollary.
Corollary 1.3. Let the assumptions of Corollary 1.2 be fulfilled. For i ∈
{1, 2}, we denote by X(i)n = X(εnρ(i)n ) the (rescaled) naïve random matrix
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corresponding to the representation ρ(i)n . Random matrices X(1)n and X(2)n
are chosen to be independent.
Then the (rescaled) naïve spectral measures
(
µ̂
εn
(
ρ
(1)
n ⊗ρ
(2)
n
)
)
n=1,2,...
of
Kronecker tensor products and the spectral measures of random matrices(
X
(1)
n +X
(2)
n
)
n=1,2,...
have asymptotically the same Gaussian fluctuations
with covariance decay 1
n2
.
In the light of Corollary 1.3, the contents of Corollary 1.2 should not
come as a surprise, since it is well known [Voi91] that Voiculescu’s free
convolution describes asymptotics of the spectrum of sum of two indepen-
dent random matrices.
1.8.2. Restriction to a subgroup. Similarly, we can handle the problem of
restriction to a unitary subgroup. In the following we consider the sequence
of embeddings of the unitary groups U(1) ⊂ U(2) ⊂ · · · given by the
natural map U(n) ∋ U 7→
[
U 0
0 1
]
∈ U(n + 1).
Corollary 1.4. Let (εn) be a sequence of real numbers such that εn = o
(
1
n
)
,
for each n ≥ 1 let ρn be an irreducible representation of U(n) such that the
sequence of (rescaled) naïve spectral measures µ̂εnρn converges in moments
to some probability measure µ. Let (mn) be a sequence of integers such that
1 ≤ mn ≤ n and such that the limit α := limn→∞ mnn > 0 exists and is
positive. For each n we define ρ′n := ρn
yU(n)
U(mn)
to be a representation of
U(mn) given by the restriction of ρn to the subgroup.
Then, the sequence of (rescaled) naïve spectral measures µ̂εnρ′n converges
almost surely in moments to the free compression of µ by a free projector of
trace α (see [VDN92] for a definition).
In addition, the (rescaled) naïve spectral measure µ̂εnρ′n of the restricted
representation and the spectral measure of themn×mn upper-left corner of
the random matrix Xn have asymptotically the same Gaussian fluctuations
with covariance decay 1
n2
.
Problem 1.5. What happens in the above Corollary 1.4 in the case when
limmn = ∞ but lim mnn = 0? We conjecture that the limiting distribution
in this case is the semicircular law and instead of the corners of the matrices
one can take some multiple of the (traceless?) GUE random matrix.
Remark 1.6. Corollaries 1.2, 1.3 and 1.4 remain true if the naïve spectral
measures µ̂ερ of representations are replaced by the natural spectral mea-
sures µερ which will be introduced in Section 4.4.
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Problem 1.7. Do Corollary 1.2, Corollary 1.3 and Corollary 1.4 still hold
true if we replace the convergence in moments by weak convergence of
probability measures?
1.9. Elements of proof.
1.9.1. Representations as non-commutative vectors. In our previous paper
[C´S09], we studied the asymptotics of a sequence (ρn) of representations
of a fixed compact Lie group G. The first main idea was that instead of the
representation ρ : G → End(V ) of a Lie group, it is more convenient to
consider its derivative ρ : g → End(V ) which is a representation of the
corresponding Lie algebra g.
The second main idea was that each representation ρ : g → End(V )
of the Lie algebra g can be equivalently viewed as ρ ∈ g⋆ ⊗ End(V ),
where g⋆ denotes the vector space dual to g. Since End(V ) equipped with
the normalized trace trV can be viewed as a non-commutative probability
space, ρ ∈ g⋆ ⊗ End(V ) becomes a non-commutative random vector in
g⋆. Our problem is therefore reduced to studying the sequence (εnρn) of
non-commutative random vectors in g⋆, where (εn) is some suitably cho-
sen sequence of numbers which takes care of the right normalization. We
proved that in many situations the distribution of εnρn converges to a clas-
sical (commutative) probability distribution on g⋆ which, when the group G
has some matrix structure, can be interpreted as some random matrix.
In this way, several problems of the asymptotic representation theory of
Lie group G have answers in terms of certain random matrices and their
eigenvalues.
1.9.2. The difficulty: fixed group replaced by a sequence of groups. In
the current paper, the fixed group G is replaced by a sequence of groups
G1, G2, . . . (in fact, we concentrate on a very special case whenGn = U(n)
is the unitary group) and we study the asymptotic properties of the sequence
(ρn), where ρn is a representation of Gn. Our previous paper [C´S09] is not
directly applicable because each ρn is a non-commutative random vector in
a different space, namely g⋆n (where gn is the Lie algebra of Gn), and it is
not possible to consider the limit of the distributions. In the following, we
show how to overcome this difficulty and how to find a substitute for the
notion of convergence in distribution which will allow us to speak about
asymptotic distribution of a sequence of representations.
In Lemma 2.2, we prove that the r-th moment of the representation ρ of
Lie algebra g of a Lie group G
Mr(ρ) = E
(
ρ⊗̂r
)
∈ (g⋆)⊗r
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is invariant under the coadjoint action of G (for the exact definition of the
moment of the representation, see Section 2.6). The set of such G-invariant
elements of (g⋆)⊗r is denoted by [(g⋆)⊗r]G. For many groups G, the corre-
sponding invariant spaces [(g⋆)⊗r]G are surprisingly nice.
The common structure of the groups (Gn) which turns out to be sufficient
for our purposes is the following one: we assume that for each r, the spaces
[(g⋆n)
⊗r]Gn are all isomorphic in some canonical way, except possibly for
finitely many values of n, to (a subspace of) some abstract vector space
denoted by [(g⋆)⊗r]G; in this way, we can regard the inclusions as follows:
Mr(ρn) ∈
[
(g⋆n)
⊗r
]
Gn
⊆
[
(g⋆)⊗r
]
G
.
For each value of r we choose some basis in the invariant space [(g⋆)⊗r]G.
Now, it makes sense to speak about the asymptotic behavior of the coor-
dinates of Mr(εnρn) in this basis, for some suitably chosen sequence (εn)
and we are able to compare the distributions of representations of different
groups.
1.9.3. The invariant spaces for the unitary groups. In the concrete example
of the series of the unitary groups Gn = U(n), the corresponding invari-
ants are given by the vector spaces given by the symmetric groups algebras
C[S(r)], as shown in Section 3.2. Consider a representation ρn : u(n) →
End(Vn) of the Lie algebra u(n) of the unitary group U(n). The corre-
sponding moment
Mr(εnρn) ∈
[(
u(n)⋆
)⊗r]
U(n)
⊆ C[S(r)]
can be identified with a function on the symmetric group S(r) which is
given explicitly (for n ≥ r) as
(7) (Mr(εnρn))(π) = εrn trVn [ρn(e1π1) · · ·ρn(erπr)] ,
where eij ∈ Mn(C) = u(n) ⊗R C are the matrix units (we will show a
refined version of this in Proposition 3.2). The above quantities (7) contain
complete information about representation ρn; the study of asymptotics of
representations is therefore reduced to studying asymptotics of Mr(εnρn) ∈
C[S(r)] in the limit n → ∞. It remains to determine which asymptotics
will be most convenient.
1.9.4. Higher order free probability. The same problem appears in the ran-
dom matrix theory, where analogous quantities Mr(Zn) can be considered
for a unitarily invariant random matrix Zn. This problem has been studied
in the context of the theory of higher order free probability which was in-
troduced by Mingo and Speicher and later on was further developed also
by the authors of this article [MS06, M´SS07, CM´SS07]. The main goal
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of this theory is to give an abstract framework which would be able to de-
scribe asymptotics of fluctuations of random matrices in a similar way as
Voiculescu’s original free probability [VDN92] describes the mean behav-
ior of random matrices. This goal was achieved by the notions of higher
order moments and higher order free cumulants which on one side have
very nice probabilistic interpretations for a given sequence of random ma-
trices and on the other side are abstract quantities which concern abstract
objects modeling limits of random matrices.
The current paper gives applications of the combinatorial machinery of
higher order free probability [CM´SS07] to representation theory, and there-
fore stands as a first application of higher order freeness beyond random
matrix theory.
1.10. Organization of the paper. In Section 2, we recall the notations re-
lated to non-commutative random variables and non-commutative random
vectors. In Section 3, we study unitarily invariant random matrices with
non-commutative entries. In Section 4, we study representations as random
matrices with non-commutative entries and prove our main result (Theorem
1.1 will be proved in a more precise formulation as Theorem 4.4). In Sec-
tion 5, we present applications of the main result and proofs of the results
presented in Section 1.8.
2. NON-COMMUTATIVE PROBABILITY
2.1. Traces. We denote by Tr the usual trace on the matrix algebra Mn(C)
and by trn := 1n Tr the normalized trace. For an endomorphism x ∈
End(V ), we denote by trV x = 1dim V Tr x the corresponding normalized
trace.
With these notations, the traces of the unit matrix 1 ∈ Mn(C) are given
by
Tr 1 = n,
trn 1 = 1.
2.2. Non-commutative probability spaces. Let us recall briefly some ba-
sic notions of non-commutative probability theory [VDN92, Mey93].
Let (Ω,M, P ) be a Kolmogorov probability space. We consider the al-
gebra
L∞−(Ω) :=
⋂
n≥1
Ln(Ω)
of random variables with all moments finite. This algebra is equipped with
a functional E : L∞−(Ω) → C which to a random variable associates its
mean value.
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We consider a generalization of the above setup in which the commuta-
tive algebraL∞−(Ω) is replaced by any (possibly non-commutative) ⋆-algebra
A with a unit and E : A → C is any linear functional which is normalized
(i.e., E(1) = 1) and positive (i.e., E(x⋆x) > 0 for all x ∈ A such that
x 6= 0). The elements of A are called non-commutative random variables
and the functional E is called the mean value or expectation. We also say
that (A,E) is a non-commutative probability space.
The joint distribution of a family (xi)i∈I of non-commutative random
variables is defined as the collection of their moments
(
E(xi1 · · ·xil)
)
i1,...,il∈I
.
Classical random variables can also be viewed as non-commutative ran-
dom variables; notice that the concept of the (joint) distribution of random
variables is different in both setups but in the case of probability measures
which are uniquely determined by their moments both notions determine
each other.
2.3. Partitions and partitioned permutations. We recall briefly basic com-
binatorial tools of higher order free probability theory, in particular parti-
tioned permutations [CM´SS07, Section 4].
The set of partitions of the set [r] := {1, . . . , r} is endowed with the
partial order defined as follows: V ≤ W if every block of partition V is
contained in some block of partitionW .
For a permutation π ∈ S(r) we denote by C(π) the partition of [r] cor-
responding to the cycles of π. We write π ≤ W if every cycle of the permu-
tation π is contained in some block of the partition W or, in other words, if
C(π) ≤ W .
We denote by #V the number of blocks of a partition V . We also denote
by #π = #C(π) the number of cycles of π.
The set of partitions carries a lattice structure ∨,∧, where the smallest
element is the discrete partition 0 = 0r :=
{
{1}, . . . , {r}
}
and the largest
element is the rough partition 1 = 1r :=
{
{1, . . . , r}
}
.
A partitioned permutation of [r] is a pair (V, π), where V is a partition
of [r] and π is a permutation of the same set [r] such that π ≤ V . For
a given permutation π we denote by (0, π) := (C(π), π) the partitioned
permutation with the smallest possible partition for π.
We define the length of the permutation π ∈ S(r) as |π| := r −#π. We
also define the length of the partitioned permutation (V, π) of the set [r] as
|(V, π)| := |π|+ 2(#π −#V)
and the length of a partition |V| of the same set as |V| := r −#V .
We say that (V1, π1) · (V2, π2) = (V3, π3) if V1 ∨ V2 = V3 and π1π2 = π3
and |(V1, π1)| + |(V2, π2)| = |(V3, π3)|. Notice that with this definition the
product of two partitioned permutation is not always defined.
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We say that (V1, π1) ≤ (V2, π2) if (V1, π1) · (0, π−11 π2) = (V2, π2). This
relation is, in general, not transitive. However, since (V1, π1) ≤ (V2, π2)
implies |(V1, π1)| ≤ |(V2, π2)| and the latter inequality becomes an equality
only if (V1, π1) = (V2, π2), it follows that the relation ≤ in the set of parti-
tioned permutations is acyclic and thus can be extended to a linear order.
The symmetric group S(r) acts on the set of partitions of [r] as follows:
for π ∈ S(r) and partition V of [r] we define π(V) as the unique parti-
tion which connects the elements π(a) and π(b) if and only if a and b are
connected by partition V , for arbitrary a, b ∈ [r].
We say that partitioned permutations (V1, π1) and (V2, π2) are conjugate
by a permutation σ if they are equal after relabeling the elements of [r] given
by σ. Formally speaking, this means that π2 = σπ1σ−1 and σ(V1) = V2.
2.4. Tensor independence and non-commutative cumulants. Let (Ai)
be a (finite or infinite) sequence of subalgebras of some non-commutative
probability space A. They are said to be tensor independent if they com-
mute and E(a1a2 · · · ) = E(a1)E(a2) · · · holds for all sequences (ai) which
contain only finitely many elements different from 1 and such that ai ∈ Ai.
Tensor independence can be regarded as a substitute of the usual indepen-
dence of classical random variables in the non-commutative setup.
Let A˜ =
⊗
n∈N A be the inductive limit of algebraic tensor products.
This is a non-commutative probability space together with the infinite tensor
product state E⊗∞. Clearly, the subalgebras
A(i) := 1⊗i−1 ⊗ A⊗ 1⊗ · · · ⊂ A˜
are tensor independent. We will regard (A(i))i as a family of tensor inde-
pendent copies of the algebra A. Given a ∈ A, we define its i-th tensor
independent copy a(i) ∈ A(i) by
a(i) := 1⊗i−1 ⊗ a⊗ 1⊗ · · · .
With this material we can introduce the notion of a non-commutative
cumulant. For each i ∈ [r] let ai ∈ A be a non-commutative random
variable. For any partition V of [r] we can define a multilinear moment map
EV : A× · · · × A︸ ︷︷ ︸
r times
→ C
by
EV(a1, . . . , ar) = E
⊗∞
(
a
(b(1))
1 · · ·a
(b(r))
r
)
,
where b : [r] → N is any function defining the partition V , i.e., b(i) = b(j)
if and only if i and j belong to the same block of V . Following the classical
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scheme [Leh04], we define tensor cumulants to be the unique multilinear
maps
kV : A× · · · × A︸ ︷︷ ︸
r times
→ C
(where V is a partition of [r]) such that
(8)
∑
W≤V
kW = EV
for every partition V .
A special role is played by the cumulant corresponding to the maximal
partition; we will use a special notation for it:
kr(a1, . . . , ar) := k1r(a1, . . . , ar).
Observe that this definition is actually Lehner’s cumulant in case of the
tensor independence case, cf. [Leh04]. When A = L∞−(Ω), this corre-
sponds to the classical probability space, and tensor cumulants coincide
with the classical cumulants of random variables.
Notice that the family (EV) is multiplicative in the sense that EV(a1, . . . , ar)
is a product of the expressions E(ai1 · · · aim) over the blocks {i1 < · · · <
im} of the partition V . It follows immediately that the family (kV) is multi-
plicative as well. For more on this topic of multiplicative functions on par-
titions and their applications to free probability theory we refer to [NS06].
2.5. Cumulants and commutators. In the following we use the following
notational shorthands:
kn(. . . , ai, ai+1, . . . ) := kn(a1, . . . , ai−1, ai, ai+1, ai+2, . . . , an),
kn(. . . , ai+1, ai, . . . ) := kn(a1, . . . , ai−1, ai+1, ai, ai+2, . . . , an),
kn−1(. . . , [ai, ai+1], . . . ) := kn−1(a1, . . . , ai−1, [ai, ai+1], ai+2, . . . , an),
where [x, y] = xy − yx denotes the commutator, and similar ones.
Lemma 2.1. For any elements a1, . . . , ar ∈ A, any 1 ≤ i ≤ r − 1 and any
partitionW of [r],
(9) kW(. . . , ai, ai+1, . . . )− kπ(W)(. . . , ai+1, ai, . . . ) ={
0 if i and i+ 1 are not connected by W,
kW ′(. . . , [ai, ai+1], . . . ) otherwise,
where π = (i, i + 1) ∈ S(r) denotes the transposition interchanging i
and i+ 1, and where W ′ denotes the partition of [r − 1] resulting from W
by merging i and i + 1 into one element i and by relabeling the elements
i+ 2, . . . , r into the elements i+ 1, . . . , r − 1.
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Proof. We split the proof into two parts.
a) Let us consider the case when i and i + 1 are not connected by W .
We use Möbius inversion in a rather weak form, i.e., the fact that the
cumulant kW is a linear combination of moments EW overW ≤ V;
thus over W which do not connect i with i + 1. We compare such
expressions for each of the two terms on the left-hand side of (9);
they clearly coincide.
b) Let us consider now the case when i and i+ 1 are connected by W .
Roughly speaking, the proof is an application of the non-commutative
version of the formula of Leonov and Sirjaev [LS59] for cumulants
of products to the right hand side of the above equality. We provide
the details of the proof below.
Let V be any partition of [r] such that i and i + 1 are connected
by V . From the defining relations for cumulants it follows that
EV ′(. . . , [ai, ai+1], . . . ) =
EV(. . . , ai, ai+1, . . . )− EV(. . . , ai+1, ai, . . . ) =∑
W≤V
kW(. . . , ai, ai+1, . . . )−
∑
W≤V
kW(. . . , ai+1, ai, . . . ) =∑
W≤V
kW(. . . , ai, ai+1, . . . )− kπ(W)(. . . , ai+1, ai, . . . ),
where in the last equation we used the fact that W 7→ π(W) is a
permutation of the set of partitions which are smaller than V .
From the case a) considered above it follows that if W does not
connect i and i + 1 then the corresponding summand on the right
hand side is equal to zero. It follows that the sum on the right hand
side can be written as∑
W ′≤V ′
kW(. . . , ai, ai+1, . . . )− kW(. . . , ai+1, ai, . . . ),
where W is the partition of [r] with a property that i and i + 1 are
connected by W , obtained from W ′ by splitting the element i into
i and i+ 1 and by relabeling the elements i+ 1, . . . , r − 1 into the
elements i+ 2, . . . , r.
It follows that the function on the set of partitions of [r − 1] de-
fined by
kW ′ := kW(. . . , ai, ai+1, . . . )− kW(. . . , ai+1, ai, . . . )
fulfills the defining property (8) of cumulants kW ′(. . . , [ai, ai+1], . . . ).
Since such a function is unique, this finishes the proof.

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2.6. Non-commutative random vectors. Let (A,E) be a non-commutati-
ve probability space andW be a vector space; the elements ofW⊗A will be
called non-commutative random vectors in W (over the non-commutative
probability space (A,E)).
Given elementary tensors w1 = x1 ⊗ a1 ∈ W1 ⊗ A and w2 = x2 ⊗ a2 ∈
W2 ⊗ A, we define
w1⊗̂w2 = (x1 ⊗ a1)⊗̂(x2 ⊗ a2) := (x1 ⊗ x2 ⊗ a1a2) ∈ W1 ⊗W2 ⊗ A
and its linear extension to non-elementary tensors. Whenever w1 = w2 with
W1 = W2 one shortens the notation as w⊗̂2 ∈ W⊗2 ⊗ A and one extends it
by induction to the definition of
w⊗̂r ∈ W⊗r ⊗ A.
Observe that this definition is reminiscent of the definition of tensor prod-
uct of representations of compact quantum groups of Woronowicz [Wor87]
provided that A is a quantum group and W a representation of A.
For a non-commutative random vector w we define its r-th order vector
moment Mr(w) to be
Mr(w) := (Id⊗E)w
⊗̂r ∈ W⊗r.
We define the distribution of a non-commutative random vector as the se-
quence (Mr(w))r=1,2,... of its moments. These moments can be used in the
obvious way to define convergence in moments of non-commutative random
vectors.
The above definitions can be made more explicit as follows: let e1, . . . , ed
be a base of the finite-dimensional vector space W . Then a (classical) ran-
dom vector w in W can be viewed as
(10) w =
∑
i
aiei,
where ai are the (random) coordinates. Then a non-commutative random
vector can be viewed as the sum (10), in which ai are replaced by non-
commutative random variables. One can easily see that the moment
Mr(w) =
∑
i1,...,ir
E(ai1 · · · air) ei1 ⊗ · · · ⊗ eir
contains nothing else but the information about the mixed moments of the
non-commutative coordinates a1, . . . , ad and the convergence of moments
of w is equivalent to the convergence of the mixed moments of a1, . . . , ad.
In the sequel of the paper, we pay special attention to the case when
the vector space W = Mn(C) is the matrix algebra. In this case the non-
commutative random vectors, elements of Mn(C) ⊗ A = Mn(A) can be
also called random matrices with non-commutative entries.
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2.7. Non-commutative probability space corresponding to the Lie alge-
bra representation. In this article we concentrate on the following exam-
ple of a non-commutative random vector related to a representation of some
Lie algebra.
Let g be a finite-dimensional Lie algebra. Its representation ρ : g →
End(V ) can be alternatively viewed as ρ ∈ g⋆ ⊗ End(V ), i.e., as a non-
commutative random vector in g⋆ (the vector space dual to the vector space
g) over the non-commutative probability space (End(V ), trV ). In this case
the moment Mr(ρ) ∈ (g⋆)⊗r can be alternatively viewed as Mr(ρ) : g⊗r →
C which is given explicitly on elementary tensors by
Mr(ρ)(x1 ⊗ · · · ⊗ xr) = trV
[
ρ(x1) · · ·ρ(xr)
]
for x1, . . . , xr ∈ g.
We consider the coadjoint action of G on g⋆ by the complex conjugate
matrix1, i.e. the action given explicitly by
g · x := (Adg¯−1)
⋆(x) = (AdgT )
⋆(x)
for g ∈ G and x ∈ g⋆. This action extends to an action of G on (g⋆)⊗r.
Lemma 2.2. If ρ : g → End(V ) is a representation viewed as a non-com-
mutative random vector and r ≥ 1 is an integer then
Mr(ρ) ∈
[
(g⋆)⊗r
]
G
,
i.e., it is invariant under the coadjoint action of G.
Proof. For any x1, . . . , xr ∈ g and g ∈ G(
g ·Mr(ρ)
)
(x1 ⊗ · · · ⊗ xr) =Mr(ρ)
(
Adg¯−1(x1)⊗ · · · ⊗Adg¯−1(xr)
)
=trV
[
ρ
(
Adg¯−1(x1)
)
· · · ρ
(
Adg¯−1(xr)
)]
=trV
[
ρ(g¯−1)ρ(x1) · · ·ρ(xr)ρ(g¯)
]
=trV
[
ρ(x1) · · · ρ(xr)
)]
=Mr(ρ)(x1 ⊗ · · · ⊗ xr).
By linearity, the above equation extends to general tensors. Thus we have
shown that g ·Mr(ρ) = Mr(ρ) as required. 
1 In the case when G = U(n), the definition of the complex conjugate g¯ creates
no difficulties. However, for an abstract group G, this complex conjugate might be
not well defined. In this case one should rather consider the usual coadjoint action
g · x := (Adg−1)
⋆(x). Note that the sets of G-invariant tensors for both actions are
identical.
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3. UNITARILY INVARIANT MATRICES WITH NON-COMMUTATIVE
ENTRIES AND HIGHER-ORDER PROBABILITY SPACES
For the case when G = U(n) is the unitary group and g = u(n) is its
Lie algebra, we elaborate on the discussion of Section 1.9 and describe the
invariant space [(g⋆)⊗r]G to which the moments Mr(ρ) belong.
3.1. The matrix structure on u(n)⋆. We equip the linear space u(n) of
antihermitian matrices with a non-degenerate bilinear symmetric form
(11) 〈x, y〉 = Tr xT y
which gives an isomorphisms allowing to identify u(n)⋆ with u(n). This
isomorphism is equivariant with respect to the action of the unitary group
U(n); indeed, if f ∈ u(n)⋆ is the functional corresponding to x ∈ u(n),
then for any y ∈ u(n) and g ∈ U(n)
(g · f)(y) = f (Adg¯−1(y)) = Tr x
T g¯−1yg¯ = Tr
(
gxg−1
)T
y = 〈Adg(x), y〉
which shows that indeed g · f is the functional corresponding to g · x.
Note that the Lie algebra complexification u(n)⊗R C = gl(n) = Mn(C)
has a matrix structure and thus u(n)⋆ ⊗R C ∼= u(n) ⊗R C = Mn(C) can
be identified with matrices. This identification has the following concrete
form: x ∈ u(n)⋆ ⊗R C corresponds to the matrixx(e11) . . . x(en1)..
.
.
.
.
.
.
.
x(e1n) . . . x(enn)
 =∑
i,j
x(eij) eij ∈Mn(C),
where eij ∈ Mn(C) = u(n) ⊗R C are the matrix units. Indeed, the above
matrix defines via (11) a functional which on a matrix unit ekl takes the
same value as the functional x:〈∑
i,j
x(eij) eij , ekl
〉
= x(ekl).
3.2. The invariant spaces. We will need following classical result, known
as Schur-Weyl duality theorem [GW09, Section 9.1].
Theorem 3.1. Let ρ be the diagonal action of the unitary group U(n) on
(Cn)⊗r. Let ρ˜ be the action of the symmetric group S(r) on (Cn)⊗r by
permutation of elementary tensors.
The actions of S(r) and of U(n) commute, therefore ρ× ρ˜ is a represen-
tation of S(r) × U(n) on (Cn)⊗r. This representation is multiplicity free.
Equivalently, the commutant of ρ in (Cn)⊗r is ρ˜ and vice versa.
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From the identification from Section 3.1 it follows that we can view any
Z ∈
[(
u(n)⋆)⊗r
]
U(n)
as an endomorphism of (Cn)⊗r which commutes with
the diagonal action of U(n). From Schur-Weyl duality (Theorem 3.1) it
follows that Z can be identified with an element of the symmetric group
algebra C[S(r)].
Thus we have shown that[(
u(n)⋆
)⊗r]
U(n)
⊆ C[S(r)],
just as we claimed in Section 1.9.3. In fact, if we replace the left-hand side
by its complexification and assume that r ≤ n then the equality holds, but
we will not need this more general result.
3.3. Unitarily invariant classical random matrices and their random
moments. For Z ∈
[
End
(
(Cn)⊗r
)]
U(n)
, we consider the function Tr• Z ∈
C[S(r)] defined by
Trσ Z := Tr(σZ) for any σ ∈ S(r),
where on the right-hand side we view σ as an endomorphism of (Cn)⊗r
given by permutation of the factors. It is known — see, for example [C´S06]
— that Tr• Z gives a complete information about Z.
If a U(n)-invariant (classical) random element Y in u(n)⋆ is viewed as
a random matrix in u(n)⋆ ⊗R C = Mn(C), then Tr• Y ⊗r is a function on
the symmetric group (with values being random variables). It is central and
multiplicative with respect to the cycle decomposition of permutations; it
follows that the family
(
ETrσ Y
⊗r
)
σ∈S(r), r=1,2,...
can be interpreted as the
collection of mixed moments of the random variables corresponding to the
cycles (1, . . . , s) ∈ S(s), s = 1, 2, . . . :
(12) Tr(1,...,s)
(
Y ⊗s
)
= Tr Y s = n trn Y
s = n
∫
C
zs dµY .
Notice that the definition of the spectral measure µY has to be modified
for Y ∈ u(n)⋆, since the latter corresponds to an antihermitian matrix, and
therefore its spectral measure is supported not on the real line R, but on
the imaginary line iR. In other words, all the information about the distri-
bution of Y (from the viewpoint of non-commutative probability theory) is
contained in the family of random variables (12). The above quantities (12)
are random variables which have a very simple interpretation as random
moments of the spectral measure of Y viewed as a random matrix. Thus the
study of a unitarily invariant (classical) random element in u(n)⋆ reduces to
studying the joint distribution of the family (12) or, equivalently, to studying
the behavior of its random spectral measure µY .
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In this article we are concerned about a non-commutative random vector
in u(n)⋆ which corresponds to some representation of Lie algebra u(n); due
to this noncommutativity, the discussion from the previous paragraph does
not apply directly. However, the scaling of the representations considered
in this article is such that asymptotically this noncommutativity becomes in
some sense negligible, therefore the spectral measure µY and its moments
still remain very useful notions. Nevertheless we need to explain how to de-
fine the spectral measure for a random matrix with non-commutative entries
and we shall do it in the following.
3.4. Random matrices with non-commutative entries and their spec-
tral measures. Let Y ∈ Mn(A) be a hermitian random matrix with non-
commutative entries. If the joint distribution of the non-commutative ran-
dom variables
(trn Y
r)r=1,2,...
coincides in the sense of non-commutative probability theory (i.e., the mixed
moments coincide) with the joint distribution of classical random variables
of the form (∫
R
zr dµY
)
r=1,2,...
,
where µY is a random probability measure on R, we say that µY is the
(natural) spectral measure of Y .
Clearly, for classical random matrices the above definition coincides with
the usual definition of the spectral measure (3) under assumption that the
joint distribution of traces (this time viewed as a probability measure) is
uniquely determined by its moments. In the general non-commutative case
the existence and the uniqueness of the spectral measure are not obvious.
3.5. Unitarily invariant random matrices. Let (A,E) be a non-commu-
tative probability space. We say that a random matrix with non-commutative
entries Y ∈ Mn(A) is unitarily invariant if for every U ∈ U(n) the joint
distribution of the entries the matrix Y = (yij)1≤i,j≤n coincides with the
joint distribution of the entries of the matrix Y ′ = (y′ij)1≤i,j≤n := UY U−1.
In the following, we use the notation
[condition] =
{
1 if condition is true,
0 otherwise.
Proposition 3.2. If Y ∈ Mn(C) ⊗ A is a unitarily invariant n × n ran-
dom matrix with non-commutative entries then for each integer 1 ≤ r ≤ n
and each partition V of the set [r], there exists a unique function S(r) ∋
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π 7→ κ(V ,π) ∈ C with the property that for all choices of the indices
i1, . . . , ir, j1, . . . , jr ∈ [n], we have
(13) kV
(
Yi1j1, . . . , Yirjr
)
=
∑
π∈S(r)
[j1 = iπ(1)] · · · [jr = iπ(r)] κ(V ,π).
Furthermore, κ(V ,π) is non-zero only for π ≤ V .
This function is explicitly given by
(14) κ(V ,π) = kV
(
Y1π(1), . . . , Yrπ(r)
)
.
Proof. By rearranging the factors we may view Y ⊗r ∈ (Mn(C))⊗r ⊗ A⊗r.
The multilinear maps EV and kV give rise to linear functionals EV : A⊗r →
C and kV : A⊗r → C. The assumption that Y is unitarily invariant implies
that the element (Id⊗EV )(Y ⊗r) ∈
(
Mn(C)
)⊗r is invariant under the ad-
joint action of the unitary group for arbitrary partition V of [r]; it follows
that (Id⊗kV)(Y ⊗r) ∈
(
Mn(C)
)⊗r is invariant as well.
From Schur-Weyl duality (Theorem 3.1) it follows that (Id⊗kV)(Y ⊗r)
can be identified with an element of the symmetric group algebra which
will be denoted by κV ∈ C[S(r)]. If we view this element as a function
κV : S(r) ∋ π 7→ κ(V ,π) ∈ C and calculate
Tr
[
(ej1i1 ⊗ · · · ⊗ ejrir)
[
(Id⊗kV)(Y
⊗r)
] ]
in two different ways then the equality (13) follows immediately. Thus we
proved existence of the function κ(V ,π).
Equation (14) follows by appropriate choice of the indices in (13); thus
we also proved uniqueness of κ(V ,π).
Assume that π 6≤ V , then by multiplicativity the right-hand side of (14)
can be written as a product of expressions of the form ks(Yi1j1, . . . , Yisjs)
and for each such an expression an analogue of (13) holds true as well. For
the right-hand side of (13) to be non-zero we must have the equality of the
multisets (i1, . . . , is) and (j1, . . . , js) which would imply that π ≤ V which
contradicts π 6≤ V . Thus κ(V ,π) = 0 as claimed. 
3.6. Higher order free probability. The concept of higher order free prob-
ability was introduced in a series of papers [MS06, M´SS07, CM´SS07]. In
this article we deal with a simplified problem of fluctuations of a single ran-
dom matrix (as opposed to fluctuations of several random matrices). In this
section, we present the necessary notions and notations of higher order free
probability in this simplified setup.
Assume that for each n ≥ 1, an n × n random matrix Y (n) with non-
commutative entries is given. When there is no possible confusion, we
omit the explicit dependence on n and we will simply write Y = Y (n) =
(yij)1≤i,j≤n. We systematically assume that Y is unitarily invariant.
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Two kinds of quantities can be used to describe properties of the random
matrix Y . The macroscopic quantities describe the probabilistic behavior
of the family of the traces (TrY r)r≥1. We are interested, up to some nor-
malization, in the tensor cumulants of the form:
(15) kl(Tr Y p1, . . . ,TrY pl).
As we will see, when Y = ρ is a representation of the unitary group U(n),
one can treat (Tr Y r) as a family of classical random variables. Therefore
the tensor cumulant in (15) is in fact a classical cumulant.
The microscopic quantities describe the probabilistic behavior of the en-
tries of the random matrix Y ; in particular we study the tensor cumulants
(16) κp1,...,pl := kr(Y1γ(1), . . . , Yrγ(r)),
where r = p1 + · · ·+ pl and γ is the following permutation:
(17) γ := (1, 2, . . . , p1)(p1 + 1, p1 + 2, . . . , p1 + p2) · · ·
(p1 + · · ·+ pl−1 + 1, p1 + · · ·+ pl−1 + 2, . . . , p1 + · · ·+ pl).
In the usual context of random matrix theory where the entries of the ma-
trix Y commute, the quantities κp1,...,pl and their products are sufficient to
describe the joint distribution of the entries of Y . In order to deal with the
case of random matrices with non-commutative entries we need more in-
formation. It turns out that it is enough to consider the family of quantities
κ(V ,π) given by (14). In particular, for an appropriate choice of (V, π), they
coincide with the quantities (16):
κ(1r ,γ) = κp1,...,pl.
Higher order free probability theory studies the limits of the quantities
(15) and (16) after appropriate normalization, as the size n of the matrix Y
tends to infinity. We need to revisit the proofs from the paper [CM´SS07] in
order to ensure they also apply in our non-commutative situation.
3.7. Relation between macroscopic and microscopic quantities. The fol-
lowing theorem gives the key relation between the macroscopic and micro-
scopic quantities describing a random matrix with non-commuting entries.
Theorem 3.3. If Y is an n × n unitarily invariant random matrix with
non-commuting entries then
(18) kl(TrY p1, . . . ,TrY pl) =
∑
(V ,π)
κ(V ,π) n
#(γπ−1),
where γ is given by (17) and the sum runs over partitioned permutations
(V, π) of the set [r] such that V ∨ C(γ) = 1r, where r = p1 + · · ·+ pl.
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Proof. This result follows from [CM´SS07, Equation (22)]; however for the
sake of completeness and since in the aforementioned paper the cumulants
were defined in a seemingly different way via Möbius inversion formula,
we present an alternative proof here.
There is a bijective correspondence between partitions W˜ of the set [l]
and partitions W of the set [r] such that W ≥ γ; this bijection is given
by replacing each element of the set [l] by the block corresponding to the
appropriate cycle of γ. We have
EW˜
[
Tr Y p1, . . . ,Tr Y pl
]
=
∑
1≤i1,...,ir≤n
EW
[
Yi1iγ(1) , . . . , Yiriγ(r)
]
=
∑
V≤W
∑
1≤i1,...,ir≤n
kV
[
Yi1iγ(1) , . . . , Yiriγ(r)
]
=
∑
π≤V≤W
∑
1≤i1,...,ir≤n
[iγ(1) = iπ(1)] · · · [iγ(r) = iπ(r)] κ(V ,π)
=
∑
π≤V≤W
n#(γπ
−1) κ(V ,π),
where the third equality follows from Proposition 3.2. For a partition U ≥ γ
we define:
kU˜
[
Tr Y p1, . . . ,Tr Y pl
]
:=
∑
π≤V≤U
C(γ)∨V=U
n#(γπ
−1) κ(V ,π).
According to this definition, kU˜ fulfills the moment-cumulant formula (8).
Since the cumulant is uniquely determined by this property, this finishes the
proof. 
3.8. Decay of the cumulants of entries. All considerations in this paper
so far are exact and non-asymptotic. In this section, we study asymptotics
of random matrices with non-commutative entries as the size of the matrix
tends to infinity.
For each n ≥ 1, let Y (n) be an n × n unitarily invariant random matrix
with non-commuting entries. As before, we make the dependence in n
implicit and instead of Y (n) we simply write Y . This notation applies to
other quantities as well (for example κ(V ,π) depends implicitly on n).
The following theorem is at the same time a definition of the quantities
K(V ,π) and Mp1,...,pl.
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Theorem 3.4. Assume that for every partitioned permutation (V, π) the
limit
(19) K(V ,π) := lim
n→∞
n|(V ,π)| κ(V ,π)
exists and is finite. Then
(20)
Mp1,...,pl := lim
n→∞
n2(l−1) kl(trn Y
p1 , . . . , trn Y
pl) =
∑
(V ,π)≤(1r,γ)
K(V ,π),
where γ is given by (17).
Proof. This is a special case of [CM´SS07, Equation (35)]. The only dif-
ficulty is that the paper [CM´SS07] deals with random matrices with com-
muting entries. Therefore one has to revisit the original proof in order to
ensure that it applies to the non-commutative situation. This is indeed the
case thanks to Theorem 3.3.
Since for other results in this Section we will need some basic ideas
behind this proof, we will present here a short outline. The proof from
[CM´SS07] relies on the fact that one can write Equation (18) in the form
(21) n2(l−1) kl(trn Y p1 , . . . , trn Y pl) =∑
(V ,π)
V∨C(γ)=1r
(
n|(V ,π)|κ(V ,π)
) 1
n|(0,γπ
−1)|+|(V ,π)|−|(1r,γ)|
.
The result follows from the fact that the following triangle inequality holds
true
|(0, γπ−1)|+ |(V, π)| − |(1r, γ)| ≥ 0
with the equality holding if and only if (V, π) ≤ (1r, γ). 
If the above limits (19) and (20) exist, it is convenient to think that the
sequence Y (n) of random matrices converges to some (abstract) limit object
Y (∞). In the context of higher order free probability the quantities K(V ,π)
are called higher order free cumulants of Y (∞) and the quantities Mp1,...,pl
are called higher order moments of Y (∞), cf [CM´SS07].
The above theorem shows that the microscopic quantities describing a
random matrix uniquely determine their macroscopic counterparts. For our
purposes it is necessary to have also the opposite and to express the mi-
croscopic quantities in terms of their macroscopic counterparts. However,
in the non-commutative case, this is not possible in general since the mi-
croscopic quantities κ(V ,π) contain much more information than the macro-
scopic quantities (15), as can be seen by a simple cardinality argument. In
order to have the description in the opposite direction, one needs to assume
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that the entries of the matrices under consideration asymptotically com-
mute.
3.9. Converse of the condition from Section 3.8. We say that a sequence
(Y ) = (Y (n)) of unitarily invariant random matrices (with non-commutative
entries) has asymptotically vanishing commutators up to degree r0 if
(22) kV ′
(
Y1π(1), . . . , Yi−1,π(i−1), [Yi,π(i), Yi+1,π(i+1)], . . . , Yrπ(r)
)
= o
(
1
n|(V ,π)|
)
holds true for any partitioned permutation (V, π) of the set [r], for any r ≤
r0 and any value of i such that i and i+ 1 are connected by V and where V ′
should be understood as in Lemma 2.1.
The following lemma and theorem provide the key induction step for the
proof of the main result of this paper, Theorem 4.4.
Lemma 3.5. Let (Y ) be a sequence of random matrices which has asymp-
totically vanishing commutators up to degree r0 and assume that the limits
(19) exist and are finite for all partitioned permutations of the sets [r] for
every r < r0.
Then
lim
n→∞
n|(V ,π)|
(
κ(V ,π) − κ(W ,σ)
)
= 0
whenever (V, π) and (W, σ) are conjugate partitioned permutations of the
set [r] for r ≤ r0.
Proof. From the multiplicativity of cumulants it follows that it is enough to
prove the lemma in the case when V =W = 1 is the partition consisting of
only one block.
It is possible to find a finite sequence of partitioned permutations (V, π) =
(1, π0), . . . , (1, πl) = (W, σ) which begins and ends with our partitioned
permutations (V, π) and (W, σ) and such that each pair of neighbors in this
sequence is conjugate by a transposition (i, i+1) interchanging two neigh-
boring elements. For this reason it is enough to show the lemma under ad-
ditional assumption that π and σ are conjugate by a transposition (i, i+ 1)
interchanging two neighboring elements. But under the above assumptions
this is a direct application of Lemma 2.1 and Equation (14). 
Theorem 3.6. Let (Y ) be a sequence of random matrices which has asymp-
totically vanishing commutators up to degree r0. Assume that the limit (19)
exists for all partitioned permutations (V, π) of the set [r] for all r < r0. As-
sume also that the limit (20) exists and is finite for all integers p1, . . . , pl ≥ 1
such that p1 + · · ·+ pl ≤ r0.
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Then the limit (19) exists for any partitioned permutation (V, π) of the
set [r] for r ≤ r0. Furthermore, K(V ,π) depends only on the conjugacy class
of the partitioned permutation (V, π).
Proof. We prove the claim by induction with respect to r0. Looking at
Equation (21), one notices that from the inductive hypothesis and multi-
plicativity of cumulants, every summand on the right hand side which cor-
responds to V consisting of more than one block converges to a finite limit.
Thanks to Lemma 3.5, each summand for which V = 1r consists of only
one block can be rewritten in the form[
n|(1r ,γ)|κ(1r ,γ) + o(1)
]
1
n|(0,γπ
−1)|+|(V ,π)|−|(1r,γ)|
,
where γ = γp1,...,pl with p1 ≥ · · · ≥ pl given by (17) is a permutation
conjugate to π with cycles arranged in a special way.
Thus we can view the collection of equations (21) over p1 ≥ · · · ≥ pl
such that p1 + · · · + pl = r0 as a system of equations with the variables
Qp1,...,pl := n
|(1,γp1,...,pl )|κ(1,γp1,...,pl), over p1 ≥ · · · ≥ pl with p1+ · · ·+ pl =
r0. In the limit n → ∞ this system of equations has a particularly simple
form given by (20) hence it is upper-triangular (the relation ≤ on the set
of partitioned permutations can be extended to a linear order). Therefore
it is non-singular and by continuity it remains non-singular for n in some
neighborhood of infinity. Solving this system of equations thanks to Cramer
formulas shows that the limit
lim
n→∞
n|(1r ,γp1,...,pl)| κ(1r ,γp1,...,pl )
exists.
For an arbitrary partitioned permutation (V, π) the existence of the limit
follows from Lemma 3.5 and multiplicativity of cumulants. Lemma 3.5
also implies that the limit depends only on the conjugacy class. 
3.10. Stability of decay. The decay speed of cumulants of random matrix
moments seen in (20) is rather typical. The following lemma shows that
this kind of decay is stable under taking polynomial functions.
Lemma 3.7. For each n ≥ 1, let (I(n)α )α∈A be a collection random vari-
ables. Assume that for any l ≥ 1 and any choice of α1, . . . , αl the limit
lim
n→∞
n2l−2 k(Iα1 , . . . , Iαl)
exists and is finite.
Then, the limit
lim
n→∞
n2l−2 k(P1, . . . , Pl)
exists and is finite for any polynomials P1, . . . , Pl in variables (Iα).
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Proof. The assumption implies that
(23) lim
n→∞
n2|W| kW(Iα1 , . . . , Iαl)
exists and is finite for any choice of partition W .
It is enough to show that the lemma holds true if each polynomial Pi is a
monomial. Therefore it is enough to study the asymptotics of the expression
(24)
k
(
(Iα1 · · · Iαp1 ), (Iαp1+1 · · · Iαp1+p2 ), . . . , (Iαp1+···+pl−1+1 · · · Iαp1+···+pl )
)
.
We denote by
V :=
{
{1, · · · , p1}, {p1 + 1, . . . , p1 + p2}, . . . ,
{p1 + · · ·+ pl−1 + 1, . . . , p1 + · · ·+ pl}
}
the corresponding partition. From the formula of Leonov and Sirjaev [LS59]
for classical cumulants it follows that (24) is equal to∑
W :V∨W=1
kW(Iα1 , Iα2 , . . . ).
Due to the combinatorial inequality |V ∨ W| ≤ |V| + |W|, it follows that
for W which contribute to the sum, a bound |W| ≥ l − 1 holds true, thus
the assumption (23) finishes the proof. 
3.11. Convergence in distribution in the sense of higher order free prob-
ability. We say that a sequence (Y ) of random matrices converges in distri-
bution in the macroscopic sense of higher order free probability if the limit
Mp1,...,pl exists and is finite for any choice of integers p1, . . . , pl ≥ 1. Note
that, in fact, this is a condition on the fluctuations of the (natural) spectral
measures, provided that they exist.
We say that a sequence (Y ) of random matrices converges in distribution
in the microscopic sense of higher order free probability if the limit K(V ,π)
exists and is finite for any choice of a partitioned permutation (V, π).
With these notions, we can reformulate the results of this section. The-
orem 3.4 shows in particular that the convergence in the microscopic sense
implies the convergence in the macroscopic sense while Theorem 3.6 shows
that (under some additional assumptions) the converse implication holds
true as well. In particular, in the case of classical random matrices (with
commuting entries) both notions are equivalent and there is no need to make
a distinction between them.
ASYMPTOTIC FLUCTUATIONS OF REPRESENTATIONS OF UNITARY GROUPS 27
4. REPRESENTATIONS AND RANDOM MATRICES WITH
NON-COMMUTING ENTRIES
4.1. Representation as a random matrix with non-commutative entries.
We continue investigations from Section 2.7 for the special case when G =
U(n) is the unitary group and g = u(n) its Lie algebra.
Under the notations from Section 3.1, we may view a representation ρ ∈
u(n)⋆ ⊗ End(V ) as an n × n matrix with entries in the non-commutative
probability space (End(V ), trV ) given explicitly as a hermitian matrix
(25) Y (ρ) :=
ρ(e11) . . . ρ(e1n)..
.
.
.
.
.
.
.
ρ(en1) . . . ρ(enn)
 ∈Mn(C)⊗ End(V ),
where eij ∈ Mn(C) = u(n) ⊗R C are the matrix units. We will use the
notation Y (ρ) in order to avoid ambiguities with other usages of the symbol
ρ.
In the following, the normalized trace will enter in two distinct flavors: as
the expected value trV in the non-commutative probability space(
End(V ), trV
)
, and as the normalized trace trn for matrices Mn(C).
4.2. Choice of the matrix structure on u(n)⋆. Unlike in the case of the
Lie algebra u(n), there is no obvious canonical choice of the matrix struc-
ture on its dual u(n)⋆. In Section 3.1, this structure was chosen based on
a bilinear form 〈A,B〉 = TrATB. One can argue however, that a bilinear
form 〈A,B〉 = TrAB would be equally natural. This new way of choosing
the matrix structure on u(n)⋆ would have some advantages: for example
the coadjoint action of U(n) on it corresponds to the usual adjoint action
on Mn(C) (without the somewhat artificial complex conjugation). With re-
spect to this new convention, representation ρ viewed as a matrix becomes
(26)
ρ(e11) . . . ρ(en1)..
.
.
.
.
.
.
.
ρ(e1n) . . . ρ(enn)
 ∈Mn(C)⊗ End(V ).
Matrices (25) and (26) differ just by transposition with respect to the first
leg, also known as partial transpose. The advantage of the notation (25)
is that it coincides with the notation of Želobenko [Žel73] which will be
useful later on in the calculation of the spectral measure.
The calculation of the spectral measure of (26) can be done by the anal-
ogous methods to those of Želobenko [Žel73]; the only difference is that
instead of considering the tensor product with the canonical representation,
one should consider the tensor product with the contragradient one; one ob-
tains in this way a formula slightly different from the one from Proposition
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4.1. This shows that, in fact, for the purposes of this article the two different
definitions yield the same results.
4.3. Representations of the unitary groups. For any r ≥ 1, we consider
the following central element of the universal enveloping algebra U(u(n)):
Zr =
∑
1≤i1,...,ir≤n
ei1i2ei2i3 · · · eiri1 ∈ U(u(n)).
We need the following result, due to Želobenko [Žel73, Theorem 2, p. 163].
Proposition 4.1. Let ρ be an irreducible representation of u(n) corre-
sponding to the shifted highest weight l = (l1 > · · · > ln). Then
ρ(Zr) =
∑
1≤i1,...,ir≤n
ρ(ei1i2)ρ(ei2i3) · · ·ρ(eiri1) =
n∑
i=1
γi l
r
i ,
where the number on the right-hand side should be understood as a multiple
of the identity operator and
γi :=
∏
j 6=i
(
1−
1
li − lj
)
.
4.4. Natural spectral measure of a representation. We define the natu-
ral spectral measure
µρ := µY (ρ)
of the representation ρ of Lie group U(n) or of Lie algebra u(n) as the
spectral measure (in the sense of Section 3.4) of the random matrix Y (ρ)
with non-commutative entries.
Note that we already defined the naïve spectral measure µ̂ρ of a represen-
tation in Section 1.6. The purpose of this section is to compare these two
non-equivalent definitions.
Proposition 4.2. If ρl is the irreducible representation corresponding to
the shifted highest weight l, then its natural spectral measure is given by
the deterministic probability measure
µρl = µl =
∑
i
γi
n
δli ,
where γi was defined in Proposition 4.1.
Proof. Firstly, observe that for an irreducible representation ρ = ρl : u(n)→
End(V )
(27)
∫
R
zr dµρ(z)
D
= trn[Y (ρ)]
r =
1
n
ρ(Zr) ∈ End(V ).
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This equality should be understood as follows: the left-hand side is a clas-
sical random variable which has the same distribution (i.e., the same mo-
ments) as the right-hand side which is a non-commutative random variable
in the non-commutative probability space
(
End(V ), trV
)
. On the other
hand Zr ∈ C[S(r)] is a central element thus the right-hand side is a multi-
ple of the identity operator which can be identified with the scalar
(28) trV trn[Y (ρ)]r = trn dimV [Y (ρ)]r,
where on right-hand side we view Y (ρ) as a matrix of size n dimV .
Thus the right-hand side of (27) has the same distribution as a constant
random variable. Since a probability measure concentrated in a single point
is uniquely determined by its moments, it follows that the left-hand side is
a deterministic random variable as well. In other words, µρ is a random
probability measure, the sequence of moments of which is given, almost
surely, by (28). It remains to study the probability measures which have
this sequence of moments.
An example of such a measure is just the spectral measure of the hermit-
ian matrix Y (ρ) ∈ MndimV (C). Since this measure is compactly supported,
it is uniquely determined by its moments. Thus µρ is a deterministic prob-
ability measure, equal to the spectral measure of Y (ρ) ∈ Mn dimV (C). It
remains to study the latter measure.
From Proposition 4.1 and (27) it follows that the (possibly signed) prob-
ability measure
(29) µ′ρl :=
(
1−
∑
i
γi
n
)
δ0 +
∑
i
γi
n
δli
fulfills
(30)
∫
P (x) dµ′ρl = trn P [Y (ρ)]
for every polynomial P . The above equality should be understood as fol-
lows: the left-hand side is a real number x ∈ R, while the right-hand side
is the appropriate multiple of identity x1V . Since both µ′ρl given by (29)
and the spectral measure of ρl are finitely supported, it follows immediately
from (30) that they are equal.
It remains to show that
∑
i γi = n, hence the first summand in (29)
vanishes. This can be done by a careful analysis of the proof of Želobenko
[Žel73]; we provide an alternative proof below.
For l = (l1, . . . , ln) and any integer swe denote l+s = (l1+s, . . . , ln+s).
Notice that the irreducible representation of the unitary group ρl+s can be
explicitly written as ρl+s(U) = (detU)sρl(U) for any U ∈ U(n) hence the
corresponding representation of the Lie algebra fulfills ρl+s(x) = sTrx ·
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1 + ρl(x) for any x ∈ u(n). Therefore, if we view ρl and ρl+s as random
matrices with non-commutative entries then
ρl+s = s1 + ρl.
It follows that the spectral measure of ρl+s is just the spectral measure of ρl
shifted by s; on the other hand the measure ρl+s given by (29) is equal to
the shifted measure ρl only if
∑
i γi = n. 
In the case when the representation ρ is not irreducible, its natural spec-
tral measure is a random probability measure on the real line which can be
interpreted as the natural spectral measure of a random irreducible repre-
sentation ρl distributed according to (2).
It becomes clear that the naïve definition of the spectral measure µ̂ and the
natural definition of the spectral measure µ do not coincide. Nevertheless
the following lemma shows that they coincide asymptotically (under some
mild technical assumptions).
Lemma 4.3. For each r ≥ 1 there exist polynomials Pr and Qr in r + 1
variables such that for any shifted highest weight l
mr(µ̂l) =Pr
(
n,m1(µl), . . . ,mr(µl)
)
,(31)
mr(µl) =Qk
(
n,m1(µ̂l), . . . ,mr(µ̂l)
)
,
where
mr(µ) =
∫
R
zr dµ(z)
denotes the r-th moment of a given measure µ.
We define a degree on polynomials by assigning the degree 1 to the vari-
able n and the degree i to the variables mi(µl) and mi(µ̂l). Then the poly-
nomials Pr and Qr have degree r and their leading terms are given by
mr(µl) + (terms of degree r which contain at least one factor n)
and
mr(µ̂l) + (terms of degree r which contain at least one factor n)
respectively.
Proof. We denote
L =

l1
l2
l3
.
.
.
ln
 , J =

0 −1 −1 · · · −1
0 −1 · · · −1
0
.
.
.
.
.
.
.
.
. −1
0
 .
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The (rescaled) moments of the spectral measure µl are given in [Žel73]:
n mr(µl) =
∑
1≤i,j≤n
[
(L+ J)r
]
ij
=
∑
α1,...,αq≥0,
α1+···+αq+q−1=r
∑
1≤i,j≤n
[
Lα1JLα2 · · ·JLαq
]
ij
=
∑
α1,...,αq≥0,
α1+···+αq+q−1=r
∑
1≤i1<···<iq≤n
(−1)q−1 lα1i1 · · · l
αq
iq
=
∑
α1≥···≥αq≥0,
α1+···+αq+q−1=r
(−1)q−1 m(α)(l1, . . . , ln),
(32)
where m(α) denotes the monomial symmetric polynomial. We allow here a
small abuse of notation, namely we allow some of the elements of (α) =
(α1, . . . , αq) to be equal to zero; this does not lead to problems since we
treat m(α) not as a symmetric function but as a polynomial in a finite, fixed
number of variables.
It is easy to check that by assigning to the expression m(α) the degree
(α1 + 1) + · · ·+ (αq + 1) one gets a filtration on the algebra generated by
symmetric functions (m(γ)); in other words any product m(α)m(β) can be
written as a linear combination of monomial symmetric polynomials m(γ)
such that degm(γ) ≤ degm(α) + degm(β). Furthermore,
(33) pα1pα2 · · · = m(α)+(
linear combination of (m(γ)) such that degm(γ) < degm(α)
)
,
where
pi(l1, . . . , ln) = l
i
1 + · · ·+ l
i
n
for i ≥ 0 are the power-sum symmetric polynomials. The system of equa-
tions (33) is upper-triangular; it follows that for each α there exists some
polynomial such that
m(α) = pα1pα2 · · ·+(
polynomial in p0, p1, . . . of degree at most degm(α) − 1
)
.
The existence of the polynomial Qk follows now from (32) and the ob-
servation that
p0(l1, . . . , ln) =n m0(µ̂) = n,
pi(l1, . . . , ln) =n mi(µ̂) for i ≥ 1.
The passage from quantities (pi) to n and
(
mi(µ̂)
)
corresponds to assign-
ing to variable n degree 1 and to mi(µ̂) degree i which coincides with the
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choice of degrees in the formulation of the lemma. The proof of the re-
quired properties of the polynomial (Qk) is finished by the observation that
the right-hand side of (32) has degree k+1 and in order to have the minimal
possible exponent standing at n one should take only the unique summand
corresponding to q = 1.
The family of equations (31) can be solved with (mk(µ)) as unknowns
which shows existence of polynomials (Pk) and their required properties.

4.5. Proof of the main result. We come to the main result of this paper,
Theorem 1.1, which we state in the following, more precise form. We recall
that various forms of convergence in the sense of higher order free proba-
bility have been defined in Section 3.11.
Theorem 4.4. For each n, let ρn be a representation of the unitary group
U(n) and assume that εn = o
(
1
n
)
. The following conditions are equivalent:
(a) the sequence (εnY (ρn)) of natural random matrices with non-com-
mutative entries converges in distribution in the macroscopic sense
of higher order free probability,
(b) the sequence (εnY (ρn)) of natural random matrices with non-com-
mutative entries converges in distribution in the microscopic sense
of higher order free probability,
(c) the sequence (εnX(ρn)) of naïve random matrices converges in dis-
tribution in the sense of higher order free probability.
If the limits exist, they are equal (i.e., they describe the same limiting object
in the sense of higher order free probability) and, furthermore, the limit
K(V ,π) in (b) depends only on the conjugacy class of (V, π).
The fact that the limit K(V ,π) in (b) depends only on the conjugacy class
of (V, π) can be informally interpreted as asymptotic commutativity of the
entries of the matrices.
Condition (a) can be reformulated as a statement about fluctuations of the
random probability measures µεnρn (the natural spectral measures) while
Condition (c) can be reformulated as an analogous statement about the fluc-
tuations of the naïve spectral measures µ̂εnρn .
Proof. Assume that Condition (a) holds true. We will use induction over
r0 in order to prove (b): assume that the limit (19) exists for all partitioned
permutations (V, π) of the set [r] for all r < r0. For Y := εY (ρ), we can
write down explicitly the form of the commutator on the left hand side of
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(22):
[Yi,π(i), Yi+1,π(i+1)] = [ερ(ei,π(i)), ερ(ei+1,π(i+1))] =
ε×
(
[π(i) = i+ 1] ερ(ei,π(i+1))− [π(i+ 1) = i] ερ(ei+1,π(i))
)
=
o
(
1
n
)
×
(
[π(i) = i+ 1] Yi,π(i+1) − [π(i+ 1) = i] Yi+1,π(i))
)
;
thus the left-hand side of (22) is a linear combination of (at most) two ex-
pressions of the form
(34) o
(
1
n
)
× kV ′
(
Y1σ(1), . . . , Yrσ(r−1)
)
for some permutations σ of the set {1, . . . , r − 1}. Note that a priori such
a statement would require renumbering of the rows and columns of the ma-
trix Y . But due to the unitary invariance of Y , renumbering does not change
the joint distribution of the entries of the matrix Y . The inductive assump-
tion about the limits (19) gives a bound for the quantity (34). One can
check that the permutation σ has the same number of cycles as π. Thus,
|(V ′, σ)| = |(V, π)| − 1. This implies that the sequence (Y ) has asymptoti-
cally vanishing commutators up to the order r0. Therefore, Theorem 3.6 can
be applied and the limit (19) exists for all partitioned permutations (V, π)
of the set [r] for all r ≤ r0, thus we finished the proof of the induction step.
In this way we proved Condition (b).
The opposite implication (b) =⇒ (a) follows directly from Theorem 3.4.
In order to show the implication (c) =⇒ (a), we need to show that the
cumulant
(35) kl
(
εr1mr1(µρ), . . . , ε
rlmrl(µρ)
)
converges sufficiently quickly to zero. In order to do this, we use Lemma
4.3 and express (35) in terms of the cumulants of polynomials in (mi(µ̂ρ)).
Lemma 3.7 finishes the proof.
The opposite implication (a) =⇒ (c) can be proved in an analogous way.
Finally, the equality of the limiting objects is obvious. This completes
the proof. 
5. APPLICATIONS TO ASYMPTOTIC REPRESENTATION THEORY
In this section we provide some concrete applications of the main result
4.4. In particular, we elaborate on Section 1.8 and supply proofs of the
results announced in the introduction.
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5.1. Gaussianity of fluctuations for Kronecker tensor product.
Proof of Corollary 1.3. We will show that for every i ∈ {1, 2} the sequence
(ρ
(i)
n ) of representations fulfills condition (c) of Theorem 4.4. Indeed, the
convergence of the sequence (εnX(ρn)) in the macroscopic sense of higher
order free probability is, by definition, equivalent to existence of the limits
(20). For l = 1, this limit is just
Mp = lim
n→∞
E trn
[
εnX(ρ
(i)
n )
]p
.
The existence of this limit is equivalent to the assumption that the naïve
spectral measures
(
µ̂
εnρ
(i)
n
)
n=1,2,...
converge in moments to some limit. For
l ≥ 2 the cumulants
kl
(
trn[X(ρ
(i)
n )]
p1 , . . . , trn[X(ρ
(i)
n )]
pl
)
= 0
vanish, because each random variable trn[X(ρ(i)n )]pk is, in fact, a constant
one; thus the limit Mp1,...,pl = 0 exists trivially.
Since the sequence (ρ(i)n ) of representations fulfills condition (c) of Theo-
rem 4.4, it follows that it also fulfills condition (b): the sequence
(
εnY (ρ
(i)
n )
)
converges in the microscopic sense of higher order probability theory and
that this microscopic limit is the same as for the sequence of random matri-
ces
(
εnX(ρ
(i)
n )
)
.
We denote by ρ(3)n := ρ(1)n ⊗ρ(2)n the Kronecker tensor product of represen-
tations. For Lie algebras representations ρ(i) : u(n)→ End V (i), i ∈ {1, 2},
it follows that
ρ(3)n (x) = ρ
(1)
n (x)⊗ 1 + 1⊗ ρ
(2)
n (x) ∈ End(V
(1) ⊗ V (2))
for any x ∈ u(n), hence
(36)
εnY (ρ
(3)) = εnY (ρ
(1))⊗ 1+ 1⊗ εnY (ρ
(2)) ∈Mn(C)⊗End(V
(1)⊗V (2)).
On the other hand, if X(i) ∈Mn(C)⊗L∞−(Ω(i)), i ∈ {1, 2} are random
matrices, the sum of their independent copies can be realized on the product
probability space Ω(1) × Ω(2) as
(37) X˜(3) := X(1) ⊗ 1 + 1⊗X(2) ∈Mn(C)⊗L∞−(Ω(1) × Ω(2)).
Each of the expressions (36) and (37) is a sum of two (non-commutative)
random vectors in Mn(C) which have tensor independent coordinates; each
of these summand converges in the microscopic sense of higher order free
probability and the limits of the first (respectively, second) summands are
equal. By additivity of cumulants, it follows immediately that also εnY (ρ(3)n )
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and X˜(3) converge in the microscopic sense of higher order free probability
theory and that the limits are equal.
We apply Theorem 4.4 again and show that εnY (ρ(3)n ), X(3) and X˜(3)
converge in the macroscopic sense of higher order free probability theory
and that their limits are equal.
For a sequence (Xn) of random matrices, the convergence in the macro-
scopic sense of higher order free probability theory is equivalent to exis-
tence of the limits (20) and implies in particular that that the limits
Ml = lim
n→∞
E trnX
l,(38)
Ml1,l2 = lim
n→∞
Cov
(
n trnX
l1 , n trnX
l2
)
,(39)
lim
n→∞
ki
(
n trnX
l1 , . . . , n trnX
li
)
= 0 for i ≥ 3
exist. In classical probability theory, vanishing of the cumulants (other than
the mean value and variance) characterizes the Gaussian distribution; it
shows that the spectral measure of Xn has asymptotically Gaussian fluc-
tuations with covariance decay 1
n2
which finishes the proof that the spectral
measures (both the naïve and the natural ones) have the same Gaussian fluc-
tuations as random matrices X˜(3). 
5.2. Almost surely convergence.
Proof of Corollary 1.2. For a sequence (X) of random matrices which con-
verges in the macroscopic sense of higher order free probability, Equation
(39) shows that for every value of l ≥ 1
Var trnX
l = O
(
1
n2
)
so Chebyshev’s inequality together with Borel-Cantelli lemma show that
trnX
l converges to (38) almost surely.
Since the spectral measure of the sum of independent random matrices
concentrates around Voiculescu’s free convolution of their spectral mea-
sures [Voi91], the results presented in the above proof of Corollary 1.3 fin-
ish the proof. 
5.3. Restriction to the subgroup.
Proof of Corollary 1.4. Just like in the proof of Corollary 1.3 above, we
show that εnX(ρn) converges in the macroscopic sense of higher order
free probability theory thus εnY (ρn) converges in the microscopic sense
of higher order free probability theory.
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It follows immediately that
(40) K(V ,π)(ρ′) := lim
n→∞
m|(V ,π)|n κ(V ,π) =
α|(V ,π)| lim
n→∞
n|(V ,π)|κ(V ,π) = α
|(V ,π)|K(V ,π)(ρ);
in particular εnY (ρ′n) converges in the microscopic sense of higher order
free probability theory.
If we define X ′n as the mn ×mn upper-left corner of the random matrix
Xn, an analogous calculation shows that
(41) K(V ,π)(X ′) = α|(V ,π)|K(V ,π)(X);
as the right-hand sides of (40) and (41) are equal, so must be their left-hand
sides.
In an analogous way as in the proof of Corollary 1.3 it follows that the
rescaled naïve spectral measure µ̂εnρ′n of the restricted representation and
the spectral measure of the mn × mn upper-left corner of the random ma-
trixXn have asymptotically the same Gaussian fluctuations with covariance
decay 1
n2
.
In an analogous way as in the proof of Corollary 1.2 one can show that
the (rescaled) naïve spectral measures of ρ′ and the spectral measures of
X ′ converge almost surely to the same limit. On the other hand it is well-
known that the spectral measures of X ′ converge to the free compression of
the measure µ, which finishes the proof. 
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