Abstract --This paper aims to classify texts in Indonesian language into emotion expression classes. The data were taken from 6 basic emotion classes whose training documents and test documents were obtained from articles in www.kompas.com, www.suaramerdeka.com, and www.detik.com. The text weighing was processed by using TFID method which is an integration of Term Frequency (TF) and Inverse Document Frequency (IDF). In the classification process, K-Nearest Neighbor (K-NN) was used to see how far this method could classify emotion expression of Indonesian language. The test shows that the classification of the Indonesian texts for the six basic emotion classes by using K-NN method results in accurateness percentage of 71.26%, obtained at k=40 as the optimum value.
I. INTRODUCTION
Human's facial character animation is important especially in shaping face expression. This character animation is a difficult object to be animated. Facial movement in a specific pattern is called facial expression, and this is a complex matter in creating animation [1] .
The emergence of intelligent agent technology has made us realize that there is an opportunity to develop an interface to improve a model of human and computer interaction, virtual character simulation for different applications such as entertainment, education, and so on. Nowadays, human and computer interaction has been done through texts, mouse, or keyboard simultaneously, and along with the rapid development in graphic computing and speech recognition technology, this interaction becomes more adaptive, flexible, and humanoriented [2] . A successful computer human interaction system should be able to recognize, interpret and process human emotions. Affective computing could offer benefits in an almost limitless range of applications. human emotion recognition is multimodal in nature, and includes textual, visual and acoustic features. Text seems to be the most studied modality since the text is relatively easier to process than others. Human Emotion Recognition from text can be simply envisioned to be a classification An agent can be said to be intelligent if it is equipped with emotion [3] , therefore the agent needs to be given emotions. Meanwhile, communication can be done through verbal and non-verbal information. Verbal information can be in the form of writings obtained from words, sentences, paragraphs, etc., while non-verbal one in the form of body gesture [4] .
A facial expression represents an emotion, for example a smile means happiness. To create better emotion interpretation, verbal information needs to be considered [5] . In this paper, the way to understand verbal communication is determined by given text classification.
II. INDONESIAN LANGUAGE
In Kamus Besar Bahasa Indonesia (KBBI/Indonesian language dictionary), a word is defined as the smallest element in a spoken or written language, and is a realization of feelings and thought when using a language. Meanwhile, a text can be defined as a written material delivered in classes, speech, etc. In general, Indonesian text structure can be shown in figure 1 .
Based on its form, a word can be classified into four: base form, derivative form, reduplication form, and compound form. Base forms or root words are words that become the basis of derivational forms or affixed forms. The change in derivative forms is due to affixes in the initial position (prefix) medial position (infix), or final position (suffix). Reduplication forms are base forms which are reduplicated, either partially or wholly, while compound forms are the combination of different base forms which constitute a new meaning. 
III. BASIC EMOTIONS
An emotion can be described as a state generally caused by a certain event experienced by a subject. An emotion includes (a) conscious mental state, indicated by the ability to know the quality of feelings and is directed to several subjects, (b) physical disorder in several body parts, (c) expression recognition to face, voice, and gesture, and (d) readiness to perform certain action [5] .
Some studies on human emotion have been done so there is an agreement on basic emotions [6] , they are (1) fear is described as a physical or social threat for the self, (2) anger as a dissatisfaction or frustration from a role or goal achieved by other people, (3) disgust as one's distance, omission, or rejection of idea to oneself, (4) sadness as failure or infliction on role and goal, (5) happiness or joy as success or movement to the accomplishment of valuable role.
Psychologists have been trying to explain human's emotions for some decades, and some facial expressions that describe basic human's emotions can be seen in Table 1 . These basic emotions include joy, anger, fear, sadness, disgust, and surprise. These basic emotions are defined by [8] and can be related to facial expressions.
IV. METHODOLOGY
A. Overview In this paper, we perform several steps in the process of classification of text documents in Indonesian language, namely pre-processing, feature extraction and selection, weighting, learning and classification, and evaluation. In general, a series of stages is shown as figure 2. Text document that will be processed generally have some characteristics such as they have high dimension, there are noises, and they have bad structure. Therefore, pre-processing step is conducted. This step consists of case folding, tokenizing, filtering, and stemming. In case folding, all letters in the text document are converted into small case, and non-letter characters such as numbers and punctuations are omitted. In tokenizing/parsing step, the text is selected based on words constituting it, as shown in figure 3 . In filtering step, words that are not descriptive are omitted by using stoplist, such as 'ke' (to), 'dari' (from), 'yang' (which), 'sedang' (durative aspect in Indonesian verb), 'di' (in), 'ini' (this), and so forth. In the text classification, words such as "tidak", "bukan", "tanpa" are considered unimportant so they are usually not included in the list of words that will be omitted. In order to maintain the meaning of the text document containing these words, they need to be modified in the preprocessing step
In stemming step, the base form of words obtained from the filtering process are collected. The stemming algorithm used is Porter algorithm, which is used especially in English. This algorithm was invented by Martin Porter in 1980. It can be used to find the base form of an affixed word by taking out its affixes. Porter Algorithm used for Indonesian language in this paper is based on Fadillah Tala's research [9] . It has 5 groups of rule, they are: 1. Omitting particles (-lah, -kah, -tah, and -pun).
Omitting possessive pronouns (-ku, -mu, and -nya).
3. Omitting first level prefix (meng-, di-, ter-, and ke-). 4. Omitting second level prefix (per-and ber-).
Omitting suffix (-i, -kan, and -an).

C. Text Document Representation
A text document contains a group of words so a process of transforming it into a form that can be used in classification process is needed. By modelling in vector form, every document C will be transformed into vector in term-space (group of words that appear in all documents) [5] . C = (t 1 , t 2 , ..... , t n )
t n is an event of n word in a document. There are two bases to create a vector [10] . a. Binary -only based on the presence of a word in the document. b. Frequency -the frequency of a word to appear in the text document. The weighing of document processed in vector form by using term that can be recognized is calculated based on TFIDF method. This method is an integration of Term Frequency (TF) and Inverse Document Frequency (IDF) by using the following formula:
where: = the number of term t i in document d Nt j = the number of documents in C collection.
D. Classification Process
A text document d can be classified into a certain class. The classification process consists of two steps. First, a model is built by depicting a group of data class or concept of data population which has been determined before. This model is built by analyzing training data described by attributes. Every tuple is assumed to be owned by a defined class, as determined by one attribute, called class label attribute.
Second step is testing the model to test data to measure the model's accuracy or performance in ( classifying test data. After it is measured, the decision maker can decide to use the model or repeat creating model by using training data.
E. K-Nearest Neighbor (K-NN)
K-Nearest Neighbor (K-N N ) i s a m e t h o d o f supervised classification, in which the query result classification is based on class majority. Assume that there is a j training class C 1 , C 2 , C 3 ,..C j and the number of training sample is N. After being pre-processed, each document will become feature vector with m dimension. Then, the steps to apply this method are as follows: 1. Convert X document from all training sample into the same feature vector (X 1 , X 2 , ...., X m ) 2. Calculate the similarity of all training samples and X document. Take 
3. Choose a sample k which is bigger than similarity N from SIM(X,d i ), (i=1,2,....,N). Treat them as a set of K-NN from X. Then, calculate the probability of X to each category by using the following formula:
Where y(d i ,C) is the function of category attribute that fulfills the equation:
4. Test X document to find out the category by looking at the biggest P(X,C j ).
F. K-NN Algorithm K-NN will process data resulted from preprocessing. This process is done to find out the data's category by the following steps: a. Calculate the similarity between sample document and test document by using formula (3). b. Based on formula (3) .n. f. Based on a given k value, take the biggest k from each sorted line vector. The selection of this biggest k value represents the k value of the nearest neighbor. Each of the biggest k values is evaluated in term of its class membership by using formula (5). g. By using formula (4), calculate the probability of each test document to each class by multiplying the k-th vector with the result of process f. h. Determin the biggest probability and result class.
G. Evaluation
The evaluation of the similarity of documents can be based on recall, precision, and F-measure. In the classification result (prediction classI), there is a probability whether the classification belongs to its class (class1 true) or not, or it belongs to another class (class2 true). In this case, the above parameter will be used to calculate the evaluation parameter, that is [13] : 1. Recall is the level of success to recognize a class that is supposed to be recognized. 2. Precision is the level of precision of classification result of all documents. Therefore, recall entails the number of entity recognitions having true value that is done by the system, divided by the number of entities that is supposed to be recognized by the system; while precision is calculated from the number of recognitions having true value, divided by the number of the whole recognitions done by the system. F-measure is the value representing all systems performance and is a mathematically combined recall and precision values in a certain value [14] . F-measure can be calculated by using the following formula [15]:
where P is precision and R is recall.
V. EXPERIMENT
A. Text Document
In this study, which text documents are used for training and testing process is not based on a text document from ISEAR (International Survey on Emotion Antecedents and Reactions), WordNet-Affect and WPARD datasets. However, the text documents employed in the training and test processes were taken from www.suaramerdeka.com, www.kompas.com, and www.detik.com. The text documents were chosen manually and their class were written down and saved in text file format. This data of this research were six classes which consist of 'jijik' (disgusted), 'malu' (ashamed), 'marah' (angry), 'sedih' (sad), 'senang' (happy), and 'takut' (afraid) [6] .
B.Text Document Pre-processing
This step is aimed to represent all text documents, either training or test, into TFIDF numeric representation as in formula (2) . The next step is feature extracting by deleting case folding, filtering stoplist words, and stemming to determine base forms.
C. Result
The result of the test is used to obtain a maximum k value in order to yield an optimum success. Therefore, precision and recall parameters were used related to a certain category.
In the test, k values of 2 to 60 were used. However, not all k values gave significant result. Thus, only significant k values were chosen, as shown in table 2 and  table 3 . The precision value at k > 20 is relatively good, except in 'takut' class which has lower precision value than other classes.
From the recall values shown in figure 4 , it can be seen that 'jijik' class has relatively better recall value at all k values, except k = 20. Based on formula (6) the F-measure value can be calculated, as shown in table 4. The result of F-measure calculation for k = 5 to k = 20 and k > 50 is not significant, so it is not shown. From the F-measure result of each class as in figure 6 , it can be seen that the highest F-measure is 'jijik' class. This demonstrates that the best K-NN method performance is 'jijik' class. The accuracy percentage is obtained at k = 40, that is 71.26%. This figure represents the number of text documents which failed to classified, that is 39 out of 188 text documents. This percentage is higher that that of resulted from Naïve Bayes method, which yields accuracy percentage of 58.01% for similar text documents.
From Table 5 shows that the overall F-measure values for the K-NN method with a value of k = 40 has better performance than Naive Bayes method. Comparison of the performance results of both methods is also shown as figure 7. 
