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Abstract
In this paper, we investigate the effectiveness of the Extreme LearningMachine (ELM) network in facial
image classiﬁcation. In order to enhance performance, we exploit knowledge related to the human face
structure. We train a multi-view ELM network by employing automatically created facial regions of
interest to this end. By jointly learning the network parameters and optimized network output combina-
tion weights, each facial region appropriately contributes to the ﬁnal classiﬁcation result. Experimental
results on three publicly available databases show that the proposed approach outperforms facial image
classiﬁcation based on a single facial representation and on other facial region combination schemes.
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1 Introduction
Extreme Learning Machine [7] is a relatively new algorithm for fast Single-hidden Layer Feedforward
Neural (SLFN) network training that leads to fast network training requiring low human supervision.
Conventional SLFN network training algorithms require the input weights and the hidden layer bias
values to be adjusted using a parameter optimization approach, like gradient descend. However, gradient
descend-based learning techniques are generally slow and may decrease the network’s generalization
ability, since they may lead to local minima. Unlike the popular thinking that the networks parameters
need to be tuned, in ELM the input weights and the hidden layer bias values are randomly assigned. The
network output weights are, subsequently, analytically calculated. Despite the fact that the determination
of the network hidden layer output is a result of randomly assigned weights, it has been shown that
SLFN networks trained by using the ELM algorithm have the properties of global approximators [5].
In addition, it has been recently shown that ELM networks are able to outperform other state-of-the-art
classiﬁers, like Support Vector Machine (SVM). Due to its effectiveness and its fast learning process,
the ELM network has been widely adopted in many classiﬁcation problems, including facial image
classiﬁcation [4, 30, 6, 10, 13, 11, 16, 15].
Despite its success in many classiﬁcation problems, the ELM training process by randomly assign-
ing the network hidden layer weights and the corresponding bias values lacks the ability of learning
optimized hidden network parameters from data. For example, a SLFN network trained on a facial
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image database by using the Backpropagation algorithm would be able to learn network hidden layer
parameters highlighting the facial regions, e.g. the regions corresponding to the eyes or to the mouth,
discriminating the persons in the database. On the other hand, the ELM algorithm can be considered as
a learning process formed by two processing steps. The ﬁrst step corresponds to a nonlinear mapping
process of the input space to a (usually high-dimensional) feature space, noted as ELM space hereafter,
preserving some properties of the training data. In the second step, an optimization scheme is employed
for the determination of a linear projection of the training data (represented in the ELM space) to a
low-dimensional feature space determined by the network target vectors. In this sense, ELM is closely
related to kernel methods, like Kernel Spectral Regression (KSR) [1] and kernel Support Vector Ma-
chine (kSVM) [3]. Such methods by performing distance-based discrimination, are not able to highlight
the most discriminative facial regions.
In this paper, we investigate the effectiveness of the ELM network in the facial image classiﬁcation
problem. Despite the fact that recent works in face recognition focus their attention on the unconstrained
face recognition problem, usually referred to as ‘Face Recognition in the Wild’ [18, 19, 17, 2, 28],
we focus our attention on a more restrictive application scenario requiring the classiﬁcation of facial
images depicting a nearly-frontal facial pose [14]. Such facial images can be obtained by face detection
and tracking [21, 9, 29]. This problem needs to be addressed in many applications, e.g. applications
facilitating assisted living of the elderly [27, 8], or relating to portable electronic devises usage. In
such cases, the challenges that a facial image classiﬁcation method needs to be able to face include
illumination changes, different facial expressions and facial details (e.g., open/closed eyes), occluded
facial regions (e.g., sun glasses and scarfs) and small face rotation/tilting (up to 20 degrees). We propose
the exploitation of knowledge relating to the human face based on anthropometric ratios. We propose
the use of multi-view Neural Networks, i.e., of multiple jointly-trained SLFN networks, each operating
on a different facial region (view) in order to overcome the previously described weakness of the ELM
algorithm. By optimally weighting the contribution of each view on the ﬁnal classiﬁcation result, the
proposed classiﬁcation scheme automatically combines discriminative information related to different
facial regions, in order to enhance facial image classiﬁcation performance. Experimental results on
three publicly available databases denote that the combined approach is able to outperform facial image
classiﬁcation performed on pre-deﬁned facial regions, as well as on the entire facial image. In addition,
the adoption of the proposed facial view combination scheme outperforms other combination schemes
that are usually employed in the literature.
The remainder of the paper is structured as follows. In Section 2 we describe the proposed facial
image classiﬁcation method. Section 3 presents experiments conducted in order to evaluate its perfor-
mance. Finally, conclusions are drawn in Section 4.
2 Proposed Method
As has been previously described, we are interested in facial image classiﬁcation in the cases where
the depicted person has a nearly frontal facial pose. In Figure 1a we illustrate a facial image of the
ORL database, having a frontal facial pose. Anthropometric ratios relating to the human face structure
denote that it can be roughly partitioned in ﬁve equal horizontal zones. As can be seen in Figure 1b,
the facial regions corresponding to the human eyes fall in the second and third zone, while the facial
regions belonging to the mouth fall in the fourth and ﬁfth zone. In addition, human faces are (in general)
symmetric with respect to the vertical axis. As has been shown in [24], by exploiting the symmetry of
the human face, enhanced facial image classiﬁcation performance can be achieved. Thus, we can also
roughly partition the facial images in two regions, as shown in Figure 1b.
In order to exploit the above-mentioned properties of human faces in an ELM-based classiﬁcation
framework, we propose the use of ﬁve facial image representations: the entire facial image, an image
Enhancing ELM-based facial image classiﬁcation A. Iosiﬁdis, A. Tefas, I. Pitas
2815
depicting the person’s eyes, an image depicting the person’s mouth and two images depicting the two
(left and right half) partitions of the person’s face with respect to the vertical axis, as illustrated in
Figure 1c. Such representations can handle partial facial image occlusion that can create problems in
face recognition [25] and facial expression recognition [20]. Furthermore, these facial facial image
representations can be thought as different views of the facial image.
(a) (b) (c)
Figure 1: a) Example of a human face having frontal facial pose, b) the same human face partitioned
based on anthropometric ratios and c) the ﬁve facial image views used for face representation.
After determining the facial views, we perform facial image classiﬁcation based on multi-view Neu-
ral Networks. We employ the recently proposed Multi-view Regularized Extreme Learning Machine
(MRELM) algorithm [12] to this end. A brief description of the MRELM algorithm is given in the
following.
2.1 Multi-view Regularized Extreme Learning Machine
Let us denote byU a facial image database, containingN images, depictsNP persons. We partition each
facial image in order to create the above-described facial views. After facial view creation, each view
image is represented as a matrix containing the (grayscale) intensity values and the obtained matrices
are vectorized in order to produce vectors xvi ∈ R
Dv , i = 1, . . . , N, v = 1, . . . , V , where v runs along
the different facial views andDv is the dimensionality of the v-th facial view.
We would like to employ xvi and the corresponding labels ci, in order to train V SLFN networks,
each operating on one view. To this end we map the vectors of each view v to one ELM space RHv , by
using randomly chosen input weightsWvin ∈ R
Dv×Hv and input layer bias values bv ∈ RHv . Hv is the
dimensionality of the ELM space related to view v. By doing this, each vector xvi is mapped to a vector
φvi ∈ R
Hv . The network target vectors ti = [ti1, ..., tiNP ]
T , each corresponding to one facial image in
the database, are set to tij = 1 for facial images depicting person j, i.e., when ci = j, and to tij = −1
otherwise.
In order to determine both the network output weights Wvout ∈ R
Hv×NP and appropriate view
combination weights γ ∈ RV , the following optimization problem is solved:
Minimize: J =
1
2
V∑
v=1
‖Wvout‖
2
F +
c
2
N∑
i=1
‖ξi‖
2
2 (1)
Subject to:
(
V∑
v=1
γvW
v T
outφ
v
i
)
− ti = ξi, i = 1, ..., N, (2)
‖γ‖22 = 1, (3)
where ξi ∈ R
NP is the error vector related to the i-th facial image and c is a regularization parameter
expressing the importance of the training error in the optimization process.
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By setting the representations of xvi in the corresponding ELM space in a matrix Φ
v =
[φv1, . . . ,φ
v
N ], the network responses of the entire training set are given by:
O =
V∑
v=1
γvW
v T
outΦ
v. (4)
By substituting (2) in (1) and taking the equivalent dual problem, J can be written as:
JD(γ) =
c
2
γTPγ − crTγ +
λ
2
γTγ + const, (5)
where P ∈ RV×V is a matrix having its elements equal to [P]kl = tr
(
W
k T
outΦ
k
Φ
l T
W
l
out
)
and
r ∈ RV is a vector having its elements equal to rv = tr
(
T
T
W
v T
outΦ
v
)
. By solving for
ϑJD(γ)
ϑγ = 0, γ
is given by:
γ =
(
P+
λ
c
I
)−1
r. (6)
By substituting (2) in (1) and taking the equivalent dual problem, J can also be written as:
JD(W
v
out) =
1
2
V∑
v=1
tr
(
W
v T
outW
v
out
)
+
c
2
tr
(
V∑
v=1
V∑
l=1
γvγlW
v T
outΦ
v
Φ
l T
W
l
out
)
− c
V∑
v=1
tr
(
γvW
v T
outΦ
v
T
T
)
+ const. (7)
By solving for
ϑJD(W
v
out
)
ϑWv
out
= 0, Wvout is given by:
W
v
out =
(
2
cγk
I+ γkΦ
v
Φ
v T
)−1
Φ
v(2T−O)T , (8)
In order to jointly optimize J with respect to both Wvout and γ, an iterative optimization scheme
formed by two optimization steps is followed, where Wvout,1 are initialized by training each SLFN
network independently. The iterative optimization process is terminated when (JD(t) − JD(t +
1))/JD(t) < , where  is a small positive value.
After the determination of the set {γv,W
v
out}
V
v=1, the network response for a given set of facial
view vectors xvt ∈ R
D is given by:
ol =
V∑
v=1
γvW
v T
outφ
v
t , (9)
where φvt is the facial view vector representation in the ELM space corresponding to view v.
3 Experiments
In this Section, we describe experiments conducted in order to evaluate the performance of the proposed
facial image classiﬁcation scheme. We have employed three publicly available databases, namely the
ORL, AR and Extended YALE-B databases. A brief description of the databases is given in the follow-
ing Subsection. We have used the facial images provided by the databases and resized them to ﬁxed size
images of 40 × 30 pixels for computation speed consideration. Since there is not a commonly adopted
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training-test partitioning of the databases, we have randomly partitioned the databases in ﬁve sets, by
keeping the 10%, 20%, 30%, 40% and 50% of the facial images depicting each person for training and
the remaining facial images for testing.
In all the experiments we have employed the RBF activation function for the networks’ hidden layer
outputs calculation φvik = exp
(
‖xv
i
−wv
k
‖2
2
2σ2
v
)
, where wvk is the weight of the k-th hidden layer neuron
for view v. The value of σv was set equal to the mean Euclidean distance between the training vectors
x
v
i and the network hidden layer weights w
v
k. The dimensionality of the ELM space has been set to
1000 in all the cases, which is a value that has been shown to provide satisfactory performance in many
classiﬁcation problems.
3.1 Databases
The ORL database contains 10 images of 40 persons, leading to a total number of 400 images ([26]).
The images were captured at different times and with different conditions, in terms of lighting, facial
expressions (smiling/not smiling) and facial details (open/closed eyes, with/without glasses). Facial
images were taken in frontal position with a tolerance for face rotation and tilting up to 20 degrees. A
set of ten images depicting a person of the database is illustrated in Figure 2a.
The AR database contains over 4000 images depicting 70 male and 56 female faces ([23]). In our
experiments we have used the preprocessed (cropped) facial images provided by the database, depict-
ing 100 persons (50 males and 50 females) having a frontal facial pose, performing several expressions
(anger, smiling and screaming), in different illumination conditions (left and/or right light) and with
some occluded facial regions (sun glasses and scarf). Each person was recorded in two sessions, sep-
arated by two weeks. A set of ten images depicting a person of the database is illustrated in Figure
2b.
The Extended YALE-B database contains images of 38 persons in 9 poses, under 64 illumination
conditions ([22]) captured under varying lighting conditions. In our experiments we have used the
frontal cropped images provided by the database. A set of ten images depicting a person of the database
is illustrated in Figure 2c.
(a)
(b)
(c)
Figure 2: Facial images depicting persons of the a) ORL, b) Extended YALE-B and c) AR datasets.
3.2 Experimental Results
Tables 1, 2 and 3, illustrate the facial image classiﬁcation rates obtained by applying the proposed
approach in the ORL, AR and YALE-B databases, respectively. In these Tables we also provide the
classiﬁcation rates obtained by using each facial view independently and two commonly used view
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Table 1: Classiﬁcation rates on the ORL database.
Face Eyes Mouth FaceL FaceR Conc Mean MV
10% 73.06 % 55.28 % 59.17 % 68.89 % 62.78 % 71.94 % 71.39 % 75.28 %
20% 81.56 % 61.56 % 63.75 % 74.69 % 74.38 % 87.81 % 84.06 % 88.75 %
30% 85.71 % 65 % 69.29 % 80.71 % 78.93 % 88.57 % 87.14 % 90.36 %
40% 88.33 % 69.17 % 73.33 % 80 % 85.42 % 91.67 % 90.83 % 94.17 %
50% 87 % 71 % 76 % 81 % 83 % 93.5 % 91 % 96 %
Table 2: Classiﬁcation rates on the AR database.
Face Eyes Mouth FaceL FaceR Conc Mean MV
10% 39.52 % 39.91 % 28.26 % 41.17 % 40.7 % 49.52 % 47.65 % 50.61 %
20% 40.71 % 47.95 % 36.33 % 38.95 % 45.48 % 50.86 % 52.38 % 52.86 %
30% 56.06 % 70.69 % 40.81 % 55.5 % 53.94 % 62.94 % 65.31 % 65.94 %
40% 58.94 % 75.33 % 45.17 % 56.28 % 56.06 % 65.83 % 69.33 % 70.56 %
50% 77.23 % 81.08 % 49.96 % 76 % 74.54 % 87.31 % 88.85 % 89 %
combination schemes, i.e. view combination by using the mean network output (noned by ‘Mean’) [10]
and classiﬁcation based on a combined data representation obtained by concatenating the facial view
representations in the ELM space (noted by ‘Conc’). It should be noted here that a facial view combina-
tion by concatenating the facial view representations in the input space is not expected to enhance facial
image classiﬁcation performance, when compared to the case of using only the entire facial image (i.e.,
the ﬁrst facial view), since the same information is exploited in both cases.
As can be seen in these Tables, facial image classiﬁcation by employing the entire facial image
usually outperforms facial image classiﬁcation based on the remaining facial regions. However, this is
not always the case. In the AR database the facial region depicting the human eyes seems to be more
discriminative, as the ELM network trained on this view outperforms the one trained on the entire facial
image in all the cases. This fact may be explained by the fact that AR database contains facial images
having occlusions (the persons wear sun glasses and scarfs).
Generally, view combination approaches increase the classiﬁcation performance. Facial image clas-
siﬁcation based on a combined representation obtained by concatenating the view vectors generally
Table 3: Classiﬁcation rates on the YALE-B database.
Face Eyes Mouth FaceL FaceR Conc Mean MV
10% 64.61 % 51.77 % 63.66 % 54.4 % 61.66 % 70.74 % 73.64 % 74.64 %
20% 71.21 % 58.05 % 66.25 % 60.42 % 76.78 % 82.77 % 87.67 % 89.78 %
30% 84.15 % 54.91 % 66.78 % 58.42 % 72.81 % 84.04 % 82.81 % 88.01 %
40% 92.24 % 84.56 % 92.17 % 92.11 % 90.37 % 94.94 % 94.94 % 95.43 %
50% 95.23 % 87.91 % 93.26 % 97.2 % 92.19 % 97.62 % 97.7 % 97.86 %
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outperforms single-view classiﬁcation. Classiﬁcation based on the mean network output outperforms
the view concatenation approach in most cases. This seems reasonable, since each network trained on
a different view tries to discriminate different facial representations independently. If we consider the
network output vectors as a facial representation of increased discrimination power, the combination of
discriminant facial image representations enhances classiﬁcation performance.
Finally, the combination of the network outputs based on optimized combination weights further
increases classiﬁcation performance. It can be seen that the view combination scheme exploiting op-
timized weights outperforms the remaining view combination schemes in most cases. However, there
are cases where this increase in the performance is marginal. This is observed in the AR and Yale-B
databases when a relatively large training set is employed. In the cases where the adopted training set is
small (e.g., in the case where the 10% of the data are used for training), the view combination approach
determining optimized weights seems to be more effective.
Overall, it can be seen that the proposed facial image classiﬁcation scheme outperforms the compet-
ing ones in most cases and achieves satisfactory performance in all the cases.
4 Conclusions
In this paper, we have investigated the effectiveness of the ELM network in (near-frontal) facial im-
age classiﬁcation. In order to enhance performance we proposed the use of multi-view ELM networks,
which are trained in different facial representations (views) automatically obtained by exploiting anthro-
pometric ratios. By jointly learning the network parameters and optimized network outputs combination
weights, each facial region appropriately contributes to the ﬁnal classiﬁcation result. Experimental re-
sults on three publicly available databases show that the proposed approach outperforms facial image
classiﬁcation based on single facial views and on other view combination schemes.
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