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1. Introduction
In 1988, Hilger [1] introduced the time scales theory to unify continuous and discrete analysis. Since then, many authors
have studied certain integral inequalities on time scales [2–6].
In 1938, Ostrowski derived a formula to estimate the absolute deviation of a differentiable function from its integral
mean [7], the so-called Ostrowski inequality holds and can be shown by using the Montgomery identity [7]. These two
properties was proved by Bohner and Matthews in [4] for general time scales, which unify discrete, continuous and many
other cases. The Ostrowski inequality is generalized by using the Montgomery identity on time scales as following theorem
are given in [4] with Theorem 3.5.
Theorem 1. Let a, b, s, t ∈ T, a < b and if f : [a, b] → R be differentiable. Then∣∣∣∣f (t)− 1b− a
∫ b
a
f (σ (s))1s
∣∣∣∣ ≤ Mb− a (h2(t, a)+ h2(t, b)), (1.1)
where
M = sup
a<t<b
∣∣f ∆(t)∣∣ .
This inequality is sharp in the sense that the right-hand side of (1.1) cannot be replaced by a smaller one.
Additionally, Liu et al. [8] have extended a generalization of an Ostrowski type inequality with a parameter on time scales
and a unified corresponding continuous and discrete case.
Recently, Ngô and Liu in [9] gave the following sharp Grüss type inequality on time scales.
Theorem 2. Let a, b, s, t ∈ T, a < b and if f : [a, b] → R be differentiable. If f ∆ is rd continuous and
γ ≤ f ∆(t) ≤ Γ , ∀t ∈ [a, b].
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Then we have∣∣∣∣f (t)− 1b− a
∫ b
a
f (σ (s))1s− f (b)− f (a)
(b− a)2 (h2(t, a)− h2(t, b))
∣∣∣∣
≤ Γ − γ
2(b− a)
∫ b
a
∣∣∣∣p(t, s)− h2(t, a)− h2(t, b)b− a
∣∣∣∣1s, (1.2)
for all t ∈ [a, b] and p(t, s) =
{
s− a, a ≤ s < t,
s− b, t ≤ s ≤ b. Moreover, the constant
1
2 in (1.2) is sharp.
Shun-Feng Wang, Qiao-ling Xue and Wen-jun Liu in [10] obtained the following Ostrowski–Grüss type inequality for
bounded differentiable mappings with a parameter. Besides, they also give some other interesting inequalities as special
cases.
Theorem 3. Let I ⊂ R be an open interval a, b ∈ I, a < b. If f : I → R is a differentiable function such that there exist
constants γ ,Γ ∈ R, with γ ≤ f ′(t) ≤ Γ , t ∈ [a, b]. Then for all t ∈ [a, b] and λ ∈ [0, 1], we have∣∣∣∣(1− λ2
)
f (t)− λ(t − b)f (b)− (t − a)f (a)
2(b− a) −
Γ + γ
2
(1− λ)
(
t − a+ b
2
)
− 1
b− a
∫ b
a
f (s)ds
∣∣∣∣
≤
(
1− λ+ λ
2
2
)
(t − a)2 + (b− t)2
4(b− a) (Γ − γ ) . (1.3)
This work is organized as follows: in Section 2 we will briefly present the general definitions and theorems connected
to the time scales calculus. Next, in Section 3 we will generalize the Montgomery identity, the Ostrowski inequality and
Theorem 2 on time scales. Additionally, Theorem 3 will be proved for general time scales and we also give some other
interesting inequalities as special cases.
2. General definitions
Now we briefly introduce the time scales theory and refer the reader to Hilger [1] and the books [11–14] for further
details.
Definition 1. A time scale T is a nonempty closed subset of R. We assume throughout that T has the topology that
is inherited from the standard topology on R. It also assumed throughout that in T the interval [a, b]T means the set
{t ∈ T : s < t} for the points a < b in T. Since a time scale may not be connected, we need the following concept of jump
operators.
Definition 2. The mappings σ , ρ : T→ T defined by σ(t) = inf {s ∈ T : s > t} and ρ(t) = sup {s ∈ T : s < t} are called
the jump operators.
The jump operators σ and ρ allow the classification of points in T in the following way:
Definition 3. A nonmaximal element t ∈ T is said to be right-dense if σ(t) = t , right-scattered if σ(t) > t , left-dense if
ρ(t) = t , left-scattered if ρ(t) < t .
In the case T = R, we have σ(t) = t , and if T = hZ, h > 0, then σ(t) = t + h.
Definition 4. The mapping µ : T→ R+ defined by µ(t) = σ(t) − t is called the graininess function. The set Tk is defined
as follows: if T has a left-scattered maximumm, then Tk = T− {m}; otherwise, Tk = T.
If T = R, then µ(t) = 0, and when T = Z, we have µ(t) = 1.
Definition 5. Let f : T→ R. f is called differentiable at t ∈ Tk, with (delta) derivative f ∆(t) ∈ R if given ε > 0 there exists
a neighborhood U of t such that, for all s ∈ U ,∥∥f σ (t)− f (s)− f ∆(t)[σ(t)− s]∥∥ ≤ ε ‖σ(t)− s‖ ,
where f σ = f ◦ σ .
If T = R, then f ∆(t) = df (t)dt , and if T = Z, then f ∆(t) = f (t + 1)− f (t).
Definition 6. The function f : T→ R is said to be rd-continuous (denote f ∈ Crd(T,R)) if, at all t ∈ T,
(i) f is continuous at every right-dense point t ∈ T,
(ii) lims→t− f (s) exists and is finite at every left-dense point t ∈ T.
Theorem 4 (Existence of Antiderivatives). Every rd-continuous function has an antiderivative. In particular if t0 ∈ T, then F
defined by
∫ t
t0
f (s)1s for t ∈ T is an antiderivative of f .
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Definition 7. Let f ∈ Crd(T,R). Then g : T→ R is called the antiderivative of f on T if it is differentiable on T and satisfies
g∆(t) = f (t) for any t ∈ Tk. In this case, we defined∫ t
a
f (s)1s = g(t)− g(a), t ∈ T.
Theorem 5. Let f , g be rd-continuous, a, b, c ∈ T and α, β ∈ R. Then
(1)
∫ b
a [f (t)+ g(t)]1t =
∫ b
a f (t)1t +
∫ b
a g(t)1t,
(2)
∫ b
a f (t)1t = −
∫ a
b f (t)1t,
(3)
∫ b
a f (t)1t =
∫ c
a f (t)1t +
∫ b
c f (t)1t,
(4)
∫ b
a f (t)g
∆(t)1t = (fg)(b)− (fg)(a)− ∫ ba f ∆(t)g(σ (t))1t.
Theorem 6. If f is∆-integrable on [a, b], then so is |f |, and∣∣∣∣∫ b
a
f (t)1t
∣∣∣∣ ≤ ∫ b
a
|f (t)|1t.
Definition 8. Let gk, hk : T2 → R, k ∈ N0 be defined by
g0(t, s) = h0(t, s) = 1 for all s, t ∈ T
and then recursively by
gk+1(t, s) =
∫ t
s
gk(σ (τ ), s)1s for all s, t ∈ T
and
hk+1(t, s) =
∫ t
s
hk(τ , s)1s for all s, t ∈ T.
3. Generalization of Ostrowski and Ostrowski–Grüss type inequalities
Lemma 1. Let a, b, s, t ∈ T, a < b and if f : [a, b] → R be differentiable. Then for all s ∈ [a, b] and λ ∈ [0, 1], we have(
1− λ
2
)
f (t) = 1
b− a
∫ b
a
f (σ (s))1s− λ(t − a)f (a)+ (b− t)f (b)
2(b− a) +
1
b− a
∫ b
a
K(t, s)f ∆(s)1s, (3.1)
where
K(t, s) =

s−
(
a+ λ t − a
2
)
, a ≤ s < t,
s−
(
b− λb− t
2
)
, t ≤ s ≤ b.
(3.2)
Proof. Using Theorem 5(4), we have∫ t
a
(
s−
(
a+ λ t − a
2
))
f ∆(s)1s = (t − a)
(
1− λ
2
)
f (t)+ λ t − a
2
f (a)−
∫ t
a
f (σ (s))1s
and ∫ b
t
(
s−
(
b− λb− t
2
))
f ∆(s)1s = (b− t)
(
1− λ
2
)
f (t)+ λb− t
2
f (b)−
∫ b
t
f (σ (s))1s.
Therefore
1
b− a
∫ b
a
f (σ (s))1s+ 1
b− a
∫ b
a
K(t, s)f ∆(s)1s
= 1
b− a
∫ b
a
f (σ (s))1s+ 1
b− a
[
(b− a)
(
1− λ
2
)
f (t)+ λ(t − a)f (a)+ (b− t)f (b)
2
−
∫ b
a
f (σ (s))1s
]
=
(
1− λ
2
)
f (t)+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a) ,
i.e., (3.1) holds. 
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Another generalized of Montgomery identity given by Liu et al. [8] on time scales for
K(t, s) =

s−
(
a+ λb− a
2
)
, a ≤ s < t,
s−
(
b− λb− a
2
)
, t ≤ s ≤ b.
However, this result is different from ours, but is the same as in the case of λ = 0.
Corollary 1. If we choose λ = 0 in Lemma 1, we get
f (t) = 1
b− a
∫ b
a
f (σ (s))1s+ 1
b− a
∫ b
a
K(t, s)f ∆(s)1s.
This result is the Montgomery identity on time scales, which can be found in Ref. [4] with Lemma 3.1 and it is also studied as
continuous, discrete and quantum calculus cases in Ref. [4].
Theorem 7. Let a, b, s, t ∈ T, a < b and if f : [a, b] → R be differentiable. Then for all s ∈ [a, b] and λ ∈ [0, 1], we have∣∣∣∣(1− λ2
)
f (t)+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a) −
1
b− a
∫ b
a
f (σ (s))1s
∣∣∣∣
≤ M
b− a (h2(t, a)+ h2(t, b))+
∣∣∣∣λ2 f (t)
∣∣∣∣+ ∣∣∣∣λ(t − a) f (a)+ (b− t) f (b)2(b− a)
∣∣∣∣ (3.3)
where
M = sup
a<t<b
∣∣f ∆(t)∣∣ .
Proof. Using the definition of∆-integrals, we have∫ t
a
(
s−
(
a+ λ t − a
2
))
f ∆(s)1s =
∫ t
a
(s− a) f ∆(s)1s− λ t − a
2
(f (t)− f (a))
and ∫ b
t
(
s−
(
b− λb− t
2
))
f ∆(s)1s =
∫ b
t
(s− b) f ∆(s)1s+ λb− t
2
(f (b)− f (t)) .
Thus∣∣∣∣ 1b− a
∫ b
a
K(t, s)f 1(s)1s
∣∣∣∣
≤
∣∣∣∣ 1b− a
∫ t
a
(s− a) f ∆(s)1s+ 1
b− a
∫ b
t
(s− b) f ∆(s)1s− λ
2
f (t)+ λ(t − a) f (a)+ (b− t) f (b)
2(b− a)
∣∣∣∣
≤ 1
b− a
∫ t
a
|s− a| ∣∣f ∆(s)∣∣1s+ 1
b− a
∫ b
t
|s− b| ∣∣f 1(s)∣∣1s+ ∣∣∣∣λ2 f (t)
∣∣∣∣+ ∣∣∣∣λ(t − a) f (a)+ (b− t) f (b)2(b− a)
∣∣∣∣
≤ M
b− a
∫ t
a
(s− a)1s+ M
b− a
∫ b
t
(b− s)1s+
∣∣∣∣λ2 f (t)
∣∣∣∣+ ∣∣∣∣λ(t − a) f (a)+ (b− t) f (b)2(b− a)
∣∣∣∣
≤ M
b− a (h2(t, a)+ h2(t, b))+
∣∣∣∣λ2 f (t)
∣∣∣∣+ ∣∣∣∣λ(t − a) f (a)+ (b− t) f (b)2(b− a)
∣∣∣∣ . (3.4)
Using the Lemma 1, we have∣∣∣∣(1− λ2
)
f (t)+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a) −
1
b− a
∫ b
a
f (σ (s))1s
∣∣∣∣
=
∣∣∣∣ 1b− a
∫ b
a
K(t, s)f 1(s)1s
∣∣∣∣
≤ M
b− a (h2(t, a)+ h2(t, b))+
∣∣∣∣λ2 f (t)
∣∣∣∣+ ∣∣∣∣λ(t − a) f (a)+ (b− t) f (b)2(b− a)
∣∣∣∣ . (3.5)
Thus the proof is complete. 
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Similarly, another generalized of Ostrowski inequality is proved by Liu et al. [8] on time scales by using the Montgomery
identity. However, this result is also different from us, but is also same in the case of λ = 0.
Corollary 2. In the case of λ = 0, we have∣∣∣∣f (t)− 1b− a
∫ b
a
f (σ (s))1s
∣∣∣∣ ≤ Mb− a (h2(t, a)+ h2(t, b)).
This is the Ostrowski inequality on time scales, which can be found in Ref. [4] with the Theorem 3.5 and it is also studied as
continuous, discrete and quantum calculus cases in [4].
Generalized of the sharp Grüss type inequality is given with Theorem 2 in Section 1. Now, we will give another
generalization of the Theorem 2 on time scales by using the Theorem 3.1 in Ref. [9]. In the case of λ = 0, we get Theorem 2
on time scales.
Theorem 8. Let a, b, s, t ∈ T, a < b and f : [a, b] → R be differentiable. If f ∆ is rd-continuous and
γ ≤ f ∆(t) ≤ Γ , ∀t ∈ [a, b]
then for all x ∈ [a, b] and λ ∈ [0, 1], we have∣∣∣∣(1− λ2
)
f (t)− 1
b− a
∫ b
a
f (σ (s))1s+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a)
− 1
b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]
f (b)− f (a)
b− a
∣∣∣∣
≤ Γ − γ
2(b− a)
∫ b
a
∣∣∣∣K(t, s)− 1b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]∣∣∣∣1s.
Proof. Define the function
K(t, s) =

s−
(
a+ λ t − a
2
)
, a ≤ s < t,
s−
(
b− λb− t
2
)
, t ≤ s ≤ b
then choosing f (t) = K(t, s) and g(t) = f ∆(t) in Theorem 3.1 in Ref. [9], we have∣∣∣∣∫ b
a
K(t, s)f ∆(s)1s− 1
b− a
∫ b
a
K(t, s)1s
∫ b
a
f ∆(s)1s
∣∣∣∣
≤ Γ − γ
2
∫ b
a
∣∣∣∣K(t, s)− 1b− a
∫ b
a
K(t, τ )1τ
∣∣∣∣1s. (3.6)
Integrating K(t, s) and f ∆(t) on [a, b], we get
1
b− a
∫ b
a
K(t, s)1s = 1
b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]
(3.7)
and ∫ b
a
f ∆(s)1s = f (b)− f (a). (3.8)
Substituting Eq. (3.7) in the right hand side of Eq. (3.6), we arrive at the right hand side of Eq. (3.6) as given below.
Γ − γ
2
∫ b
a
∣∣∣∣K(t, s)− 1b− a
∫ b
a
K(t, τ )1τ
∣∣∣∣1s
= Γ − γ
2
∫ b
a
∣∣∣∣K(t, s)− 1b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]∣∣∣∣1s. (3.9)
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By Eqs. (3.6) and (3.9), we obtain∣∣∣∣∫ b
a
K(t, s)f ∆(s)1s− 1
b− a
∫ b
a
K(t, s)1s
∫ b
a
f ∆(s)1s
∣∣∣∣
≤ Γ − γ
2
∫ b
a
∣∣∣∣K(t, s)− 1b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]∣∣∣∣1s. (3.10)
From Lemma 1, we have(
1− λ
2
)
f (t) = 1
b− a
∫ b
a
f (σ (s))1s− λ(t − a)f (a)+ (b− t)f (b)
2(b− a) +
1
b− a
∫ b
a
K(t, s)f ∆(s)1s. (3.11)
Using Eqs. (3.7), (3.8) and (3.11) on the left hand side of Eq. (3.10), we get∣∣∣∣(1− λ2
)
(b− a)f (t)−
∫ b
a
f (σ (s))1s+ λ(t − a)f (a)+ (b− t)f (b)
2
− 1
b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]
[f (b)− f (a)]
∣∣∣∣
≤ Γ − γ
2
∫ b
a
∣∣∣∣K(t, s)− 1b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]∣∣∣∣1s.
Hence∣∣∣∣(1− λ2
)
f (t)− 1
b− a
∫ b
a
f (σ (s))1s+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a)
− 1
b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]
f (b)− f (a)
b− a
∣∣∣∣
≤ Γ − γ
2(b− a)
∫ b
a
∣∣∣∣K(t, s)− 1b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]∣∣∣∣1s.
This completes the proof. 
Corollary 3. In the case of λ = 0, we have∣∣∣∣f (t)− 1b− a
∫ b
a
f (σ (s))1s−
(
h2(t, a)− h2(t, b)
b− a
)
f (b)− f (a)
b− a
∣∣∣∣
≤ Γ − γ
2(b− a)
∫ b
a
∣∣∣∣K(t, s)− h2(t, a)− h2(t, b)b− a
∣∣∣∣1s. (3.12)
This result is given in Ref. [9] with Theorem 1.3.
Corollary 4. We let T = R in Corollary 3. Then we have∣∣∣∣f (t)− 1b− a
∫ b
a
f (s)ds−
(
t − a+ b
2
)
f (b)− f (a)
b− a
∣∣∣∣ ≤ 18 (Γ − γ ) (b− a) (3.13)
for all t ∈ [a, b], where γ ≤ f ′(t) ≤ Γ . The constant 1/8 is the best possible, which is also given in Ref. [9] with Eq. (4.5). In
addition to this, it is possible to derive the discrete and quantum calculus cases of Eq. (3.12).
Theorem 9. Let a, b, s, t ∈ T, a < b and f : [a, b] → R be differentiable. If f ∆ is rd-continuous and
γ ≤ f ∆(s) ≤ Γ , ∀s ∈ [a, b]. (3.14)
Then for all x ∈ [a, b], we have∣∣∣∣(1− λ2
)
f (t)+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a) −
1
b− a
∫ b
a
f (σ (s))1s
− Γ + γ
2
1
b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]∣∣∣∣
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≤ Γ − γ
2(b− a)
(
h2
(
a, a+ λ t − a
2
)
+ h2
(
t, a+ λ t − a
2
)
+ h2
(
t, b− λb− t
2
)
+ h2
(
b, b− λb− t
2
))
(3.15)
for all λ ∈ [0, 1] such that a+ λ t−a2 and b− λ b−t2 are in T.
Proof. Let us define the function
K(t, s) =

s−
(
a+ λ t − a
2
)
, a ≤ s < t,
s−
(
b− λb− t
2
)
, t ≤ s ≤ b.
Using Lemma 1, we have
1
b− a
∫ b
a
K(t, s)f ∆(s)1s =
(
1− λ
2
)
f (t)− 1
b− a
∫ b
a
f (σ (s))1s+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a) . (3.16)
We have also
1
b− a
∫ b
a
K(t, s)1s = 1
b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]
. (3.17)
Let C = Γ+γ2 . Using the Eqs. (3.16) and (3.17), we get
1
b− a
∫ b
a
K(t, s)
[
f ∆(s)− C]1s = (1− λ
2
)
f (t)+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a) −
1
b− a
∫ b
a
f (σ (s))1s
− Γ + γ
2
1
b− a
[
(h2(t, a)− h2(t, b))− λ
(
(t − a)2 − (b− t)2
2
)]
. (3.18)
On the other hand, we have∣∣∣∣ 1b− a
∫ b
a
K(t, s)
[
f ∆(s)− C]1s∣∣∣∣ ≤ maxs∈[a,b] ∣∣f ∆(s)− C∣∣
∣∣∣∣ 1b− a
∫ b
a
|K(t, s)|1s
∣∣∣∣ . (3.19)
We have also
max
s∈[a,b]
∣∣f ∆(s)− C∣∣ ≤ Γ − γ
2
(3.20)
and
1
b− a
∫ b
a
|K(t, s)|1s = 1
b− a
[
h2
(
a, a+ λ t − a
2
)
+ h2
(
t, a+ λ t − a
2
)
+ h2
(
t, b− λb− t
2
)
+ h2
(
b, b− λb− t
2
)]
. (3.21)
From the Eqs. (3.19)–(3.21), it follows that∣∣∣∣ 1b− a
∫ b
a
K(t, s)
[
f ∆(s)− Γ + γ
2
]
1s
∣∣∣∣
≤ Γ − γ
2(b− a)
(
h2
(
a, a+ λ t − a
2
)
+ h2
(
t, a+ λ t − a
2
)
+ h2
(
t, b− λb− t
2
)
+ h2
(
b, b− λb− t
2
))
. (3.22)
Finally, using the Eqs. (3.18) and (3.22), we get Eq. (3.15). 
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Corollary 5. In the case of T = R in Theorem 9, we have∣∣∣∣(1− λ2
)
f (t)+ λ(t − a)f (a)+ (b− t)f (b)
2(b− a) −
Γ + γ
2
(1− λ)
(
t − a+ b
2
)
− 1
b− a
∫ b
a
f (s)ds
∣∣∣∣
≤
(
1− λ+ λ
2
2
)
(t − a)2 + (b− t)2
4(b− a) (Γ − γ ) . (3.23)
This result was given in Ref. [10] with Theorem 3. It is also shown that, for the case of λ = 1, λ = 0 are given with
Theorem 2 and Corollary 5 in [10], respectively.
Corollary 6. We assume that t = a+b2 ∈ T in Theorem 9, we have∣∣∣∣(1− λ2
)
f
(
a+ b
2
)
+ λ f (a)+ f (b)
4
− Γ + γ
2
1
b− a
[
h2
(
a+ b
2
, a
)
− h2
(
a+ b
2
, b
)]
− 1
b− a
∫ b
a
f (σ (s))1s
∣∣∣∣
≤ Γ − γ
2(b− a)
(
h2
(
a, a+ λb− a
4
)
+ h2
(
a+ b
2
, a+ λb− a
4
)
+ h2
(
a+ b
2
, b− λb− a
4
)
+ h2
(
b, b− λb− a
4
))
(3.24)
for all λ ∈ [0, 1] such that a+ λ b−a4 and b− λ b−a4 in T. This is the new result for a special case of Theorem 9.
Corollary 7. In the case of T = R in Corollary 6, we have∣∣∣∣(1− λ2
)
f
(
a+ b
2
)
+ λ f (a)+ f (b)
4
− 1
b− a
∫ b
a
f (s)ds
∣∣∣∣
≤
(
1− λ+ λ
2
2
)
b− a
8
(Γ − γ ) . (3.25)
This result is the same as Corollary 6 which was given in Ref. [10].
Corollary 8. Choosing t = a in Theorem 9, we have∣∣∣∣(1− λ2
)
f (a)+ λ f (b)
2
− Γ + γ
2(b− a)
[
λ
2
(b− a)2 − h2(a, b)
]
− 1
b− a
∫ b
a
f (σ (s))1s
∣∣∣∣
≤ Γ − γ
2(b− a)
[
h2
(
a, b− λb− a
2
)
+ h2
(
b, b− λb− a
2
)]
(3.26)
for all λ ∈ [0, 1] such that b− λ b−a4 in T. This is another new result for a special case of Theorem 9.
Corollary 9. We let T = R in Corollary 8, we have∣∣∣∣(1− λ2
)
f (a)+ λ f (b)
2
+ Γ + γ
4
(1− λ)(b− a)− 1
b− a
∫ b
a
f (s)ds
∣∣∣∣
≤
(
1− λ+ λ
2
2
)
Γ − γ
2
b− a
2
. (3.27)
This result is the same as Corollary 7 which was given in Ref. [10].
Corollary 10. We let t = b in Theorem 9, we have∣∣∣∣(1− λ2
)
f (b)+ λ f (a)
2
− Γ + γ
2(b− a)
[
h2(b, a)− λ2 (b− a)
2
]
− 1
b− a
∫ b
a
f (σ (s))1s
∣∣∣∣
≤ Γ − γ
2(b− a)
[
h2
(
a, a+ λb− a
2
)
+ h2
(
b, a+ λb− a
2
)]
(3.28)
for all λ ∈ [0, 1] such that a+ λ b−a4 in T. This is also a new result for a special case of Theorem 9.
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Corollary 11. We let T = R in Corollary 10, we have∣∣∣∣(1− λ2
)
f (b)+ λ f (a)
2
− Γ + γ
4
(1− λ) (b− a)− 1
b− a
∫ b
a
f (s)ds
∣∣∣∣
≤
(
1− λ+ λ
2
2
)
Γ − γ
2
b− a
2
. (3.29)
This result is the same as Corollary 8 which was given in Ref. [10].
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