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Strongly correlated materials are expected to feature unconventional transport properties,
such that charge, spin, and heat conduction are potentially independent probes of the dynamics.
In contrast to charge transport, the measurement of spin transport in such materials is highly
challenging. We observed spin conduction and diffusion in a system of ultracold fermionic atoms
that realizes the half-filled Fermi-Hubbard model. For strong interactions, spin diffusion is driven
by super-exchange and doublon-hole-assisted tunneling, and strongly violates the quantum limit of
charge diffusion. The technique developed in this work can be extended to finite doping, which can
shed light on the complex interplay between spin and charge in the Hubbard model.
In materials, electrons are the elementary carriers of
both spin and charge, and one might thus expect that
the properties of spin and charge conduction are always
closely related. However, strong electron correlations
can lead to the separation of charge and spin degrees
of freedom, such as in one-dimensional systems [1–3].
The unusual transport properties of the cuprate high-
temperature superconductors in the normal state have
been proposed to arise from decoupled spin and charge
transport [4, 5]. The simplest model believed to capture
the essential features of the cuprate phase diagram, the
Fermi-Hubbard model, features spin-charge separation in
one dimension [6]. In two dimensions, relevant for the
cuprates, strong correlations render calculations of trans-
port properties highly challenging [7–13]. Simultaneous
measurements of transport in both the charge and spin
sectors would thus be of great relevance. However, in
the cuprates, creating and manipulating spin currents is
difficult.
Cold-atom quantum simulators can be used to exper-
imentally study the Fermi-Hubbard model in a pristine,
isolated environment, with full control of all Hubbard
parameters [14]. The advent of quantum gas micro-
scopes for fermionic atoms [15–20], with their single-
atom, single-lattice site resolution, has enabled precision
measurements of the equation of state [21, 22] and of spin
and charge correlations [23–25] of the two-dimensional
(2D) Fermi-Hubbard model. These microscopes are
poised for the study of transport, as already demon-
strated with bosonic atoms [26–31]. Previous measure-
ments of fermionic charge transport were performed with-
out the aid of single-atom resolution [32–34]. However, it
has proven difficult to directly connect the observed dy-
namics of lattice systems to the transport coefficients of
the underlying Hamiltonian. Recently, the optical charge
conductivity of a dilute, harmonically trapped 3D Fermi-
Hubbard system has been measured [35], as well as the
charge conductance through a mesoscopic lattice in a
wire geometry [36].
Here, we explored spin transport in the repulsive
2D Fermi-Hubbard model using ultracold fermionic 40K
atoms on a square lattice confined by a uniform box po-
tential. A natural region in the Hubbard phase diagram
where spin and charge transport could differ is near the
Mott insulator at half-filling, where charge transport is
strongly suppressed, whereas spin transport can occur
via super-exchange. Previous experiments have studied
spin transport in strongly interacting Fermi gases with-
out a lattice, both in three dimensions [37–40] and in two
dimensions [41, 42]. In those studies, spin diffusion was
observed to attain the quantum limit of ∼ ~/m, where ~
is Planck’s constant h divided by 2pi and m is the par-
ticle mass. Here, we measure both the spin diffusion co-
efficient DS and the spin conductivity σS . These trans-
port coefficients dictate the response of the system to a
spin-dependent force and are related through the Ein-
stein relation, σS = DSχ, where χ is the uniform spin
susceptibility, which can be measured independently.
The 2D Fermi-Hubbard model is realized by evap-
oratively cooling 40K atoms to quantum degeneracy
and preparing them in an equal mixture of the hy-
perfine states |↑〉 ≡ |F = 9/2,mF = −3/2〉 and |↓〉 ≡
|F = 9/2,mF = 1/2〉 in a single layer of a highly oblate
optical dipole trap [43]. A sample with uniform filling
is produced by projecting a repulsive optical potential
through the microscope objective (Fig. 1A), which iso-
lates a uniform 22 × 22 site region of the system [44].
The sample is subsequently prepared adiabatically in a
square optical lattice, where it is described by the single-
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FIG. 1. Creating spin textures in a homogeneous Fermi-Hubbard system. (A) A diagram of the optical potentials
used to confine the atoms, and the tilted lattice potential experienced by the two spin states |↑〉 (red) and |↓〉 (blue) in the
presence of a magnetic field gradient. (B-D) Raw fluorescence images of the parity-projected total density nˆstot for total
densities 〈nˆ〉 < 1, 〈nˆ〉 = 1, and 〈nˆ〉 > 1, respectively, which have been prepared adiabatically in the presence of the magnetic
gradient; t/U = 0.114(7), 0.067(4), and 0.114(7) for (B), (C), and (D), respectively. (E) The average singles densities,
〈
nˆstot,j
〉
(gold),
〈
nˆs↑,j
〉
(red), and
〈
nˆs↓,j
〉
(blue) over four independent realizations at t/U = 0.026(2), averaged along the y-direction
from the reconstructed detected site occupations. Error bars represent 1σ statistical uncertainty. The average singles densities
shown have not been corrected for finite detection fidelity. (F) A single raw image of nˆs↑ at t/U = 0.067(4). (G) Fluorescence
of |↑〉 minus fluorescence of |↓〉 averaged over six images for the same configuration as (F). (H) A single image of nˆs↓ for the
same configuration as (F).
band Hubbard Hamiltonian
Hˆ = −t
∑
〈i,j〉,σ
(
cˆ†σ,icˆσ,j + h.c.
)
+ U
∑
i
nˆ↑,inˆ↓,i
−µ↑
∑
i
nˆ↑,i − µ↓
∑
i
nˆ↓,i
+∆↑
∑
i
ixnˆ↑,i + ∆↓
∑
i
ixnˆ↓,i. (1)
Here, t and U denote the nearest-neighbor tunneling am-
plitude and on-site interaction energy, respectively; 〈i, j〉
represents nearest-neighbor sites i and j; µ↑ (µ↓) is the
chemical potential of atoms in state |↑〉 (|↓〉); ix repre-
sents the x-coordinate of lattice site i; and ∆↑ (∆↓) repre-
sents a possible spin-dependent tilt of the potential along
the x-direction for state |↑〉 (|↓〉). The operators cˆ†σ,i (cˆσ,i)
are the fermion creation (annihilation) operators for spin
σ = ↑, ↓ on lattice site i, and nˆσ,i = cˆ†σ,icˆσ,i is the num-
ber operator on site i. To measure the spin transport
coefficients σS and DS at half-filling, we apply a spin-
dependent force derived from a magnetic gradient along
−xˆ (Fig. 1A). The magnetic gradient gives rise to a lin-
ear tilt in the potential energy of ∆↑/h = 41.1(8) Hz/site
and ∆↓/h = 15.4(3) Hz/site. This tilt has the same sign
for atoms of both spins but differs in magnitude. The
Hubbard parameters t and U have typical values given
by t/h ∼ 100 Hz and U/h ∼ 1 kHz, and their ratio is
varied using the depth of the optical lattice.
We first measure the spin diffusion coefficient by
preparing the sample adiabatically in the presence of the
magnetic gradient. The equilibrium density profile can
be understood through the local density approximation
(LDA). Under LDA, the local chemical potential µσ,j de-
creases linearly along the x-direction with slope ∆σ, for
σ = ↑, ↓. For a weakly interacting system, one expects the
densities of both spins to decrease monotonically along
xˆ. This is observed in fluorescence images of samples
below and above half-filling, shown in Fig. 1, B and D,
respectively. In Fig. 1D, doubly occupied sites appear as
holes because of light-assisted collisions during the imag-
ing process [45], so that the left side of the box region,
where the density is highest, appears empty. At half-
filling, however, the large charge gap of order U present
in the Mott-insulating regime suppresses the formation of
double occupancies as long as ∆↑,↓  U , so that the av-
erage density remains homogeneous throughout the sam-
ple (Fig. 1, C and E). This directly demonstrates the
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FIG. 2. Observation of spin relaxation after sudden gradient removal. (A-F) Time evolution of the average singles
densities
〈
nˆs↑,j(τ)
〉
(red) and
〈
nˆs↓,j(τ)
〉
(blue) (upper panels), and of the spin density
〈
Sˆz,j(τ)
〉
(lower panels), after removing
the magnetic field gradient for t/U = 0.23(1) at times τ/(~/t) = 0, 17, and 88. (G) Imbalance I(τ) for t/U = 0.059(5) (purple
squares), t/U = 0.17(1) (black circles), and t/U = 0.23(1) (green diamonds) and exponential fits to the data. All error bars in
(A-G) represent 1σ statistical uncertainty. (H) Spin current JS at j = 0 as a function of the spatial gradient in
〈
Sˆz,j(τ)
〉
at
j = 0 for t/U = 0.135(9) (blue squares), t/U = 0.20(1) (red diamonds), and t/U = 0.23(1) (orange circles) and corresponding
linear fits to the data. The error bars along the horizontal axis represent 1σ statistical uncertainty in the measurement of
the spatial gradient in
〈
Sˆz,j(τ)
〉
. Vertical error bars are representative for each curve, derived from the uncertainty in the
exponential fit to the imbalance I(τ), and are proportional to the magnitude of the spin current. The data in (A-H) have not
been corrected for finite detection fidelity.
incompressibility of the Mott-insulating state, which, in
an isolated system, suppresses the transport of charge.
Spin transport, on the other hand, is not impeded, as
spins are free to move.
Indeed, although the total density is insensitive to po-
sition, the individual spin densities reveal the effect of
the gradient. As shown in Fig. 1E, as well as through
images of the individual spin states in Fig. 1, F to H, we
observe that |↑〉 spins accumulate toward −xˆ, whereas
|↓〉 spins accumulate toward +xˆ [46]. The incompress-
ibility of the Mott insulator forces |↓〉 spins to occupy
the right half of the sample at the expense of an in-
crease in potential energy due to the tilt. The thermo-
dynamic properties, including individual spin densities
and double occupancies, of such a tilted fermionic Hub-
bard system have been studied theoretically using de-
terminant quantum Monte Carlo (DQMC) for weak to
intermediate interactions (0.08 < t/U < 1) and gradi-
ent strengths comparable to those used in the present
work [47]. Experimentally, we use this separation of the
individual spin densities to measure the entropy of the
sample; that is, from the equilibrated total spin den-
sity profile
〈
Sˆz,j
〉
= 12 〈nˆ↑,j − nˆ↓,j〉 in the tilted poten-
tial (we retain only the site index along xˆ), we can ob-
tain the uniform spin susceptibility χ =
∂〈Sˆz,j〉
∂∆µ , where
∆µ = µ↑ − µ↓, of the unperturbed system in linear re-
sponse [44]. By comparing the measured values of χ with
calculations from the numerical linked-cluster expansion
(NLCE) technique [48], we can determine the entropy per
particle S/kBN (where kB is the Boltzmann constant).
We find an entropy per particle of S/kBN = 1.1(1), a
4regime where NLCE is expected to converge at half-filling
over the range of t/U explored here [23, 49, 50].
The equilibrated samples with a spin density gradient
provide the starting point for subsequent measurements.
Because the initial spin density gradient is small, it acts
as a small perturbation to the untilted scenario, ensur-
ing that we are probing properties of the homogeneous
system in linear response. After the sample has been pre-
pared at a fixed value of t/U , the magnetic gradient is
suddenly switched off. Following this quench, the system
begins to relax back to equilibrium, where
〈
Sˆz,j
〉
= 0
everywhere. Figure 2, A to F, shows the decay of the
spin density gradient after the quench for t/U = 0.23(1).
This relaxation implies that a spin current JS must be
present. To obtain JS from the measured spin profiles,
we define the spin density imbalance, I(τ), at time τ
after the quench as
I(τ) =
∑
L
〈
Sˆz,j(τ)
〉
−
∑
R
〈
Sˆz,j(τ)
〉
(2)
where
∑
L,R denotes summation over the left and right
halves of the box. Using the continuity equation for the
spin density, one can relate I(τ) to the spin current JS
at the center of the box (j = 0) via JS(τ) = −a2 ddtI(t)
∣∣∣
τ
,
where a is the lattice spacing.
Figure 2G shows I(τ) measured for several values of
t/U . For all values of t/U explored, I(τ) decays to zero.
We have verified that the effects of lattice heating dur-
ing this decay are negligible relative to the experimental
uncertainty in the measurement [44]. I(τ) is then fitted
to an exponential curve, and the spin current JS is ob-
tained through the time derivative of the fit. To connect
JS with the spin transport coefficients, we first exam-
ine the dependence of JS on the spin density gradient at
the center of the box, ∇
〈
Sˆz,j=0
〉
. By extracting both
quantities for a fixed t/U at various times τ , we have ac-
cess to the dependence of JS on ∇
〈
Sˆz,j=0
〉
over a large
range of values (Fig. 2H). We find that to within exper-
imental error, JS is linearly proportional to ∇
〈
Sˆz,j=0
〉
.
This implies that the spin dynamics are diffusive, so that
JS = DS∇
〈
Sˆz,j=0
〉
, where DS is the spin diffusion co-
efficient. The diffusive nature of the dynamics is also in-
dependently probed by a measurement of the power-law
dependence of the decay time of I(τ), at a fixed value of
t/U , on the system size L [44].
Figure 3 shows the measured spin diffusion coefficient
DS of the half-filled, homogeneous Hubbard model as
a function of t/U , in units of the quantum scale for
mass diffusion D0 = ~/m, where m = ~2/ta2 is the
effective mass in the tight-binding limit. For all data
in the strongly interacting regime (t/U ≤ 0.125), the
spin diffusion coefficient lies below the scale of quantum-
limited mass diffusion D0. In this range, the depen-
dence of DS/D0 on t/U is linear, implying DS ∝ t2/U .
From a linear fit constrained to go to zero diffusion at
t/U = 0 (Fig. 3), we obtain ~DS = 6.2(5) a2t2/U . This
t2/U scaling can be partially understood by consider-
ing the Heisenberg limit of the half-filled Fermi-Hubbard
model, where spins interact with an exchange coupling
Jex = 4t
2/U called the super-exchange energy. Because
Jex sets the energy scale in this limit, the effective spin
mass is given by mS ∼ ~2/Jexa2 ∼ mU/t [29]. Spin ex-
citations are thus parametrically more massive than m.
For quantum-limited transport, the spin diffusion coeffi-
cient DS is given by ~/mS , giving rise to the t2/U scal-
ing. Although this argument gives the correct scaling, the
Heisenberg prediction for the spin diffusion coefficient at
temperatures much larger than Jex is
~DS = 4
√
pi/20 a2t2/U ≈ 1.6 a2t2/U (3)
[8, 51, 52], lower than experimentally observed (Fig. 3).
This is not surprising, as the Heisenberg model does not
capture quantum or thermal doublon-hole fluctuations of
the Fermi-Hubbard model, which arise from states with
energies greater than U [9]. Doublon-hole fluctuations
can increase spin diffusion because spins can move di-
rectly from occupied to empty sites, or can trade places
with doublons; both processes occur at a rate set by
t. Because doublon-hole fluctuations are admixed into
the wave function of the system with an amplitude pro-
portional to t/U in the strongly interacting regime, the
overall scaling of this mechanism is again proportional
to t2/U . As shown in Fig. 3, for weaker interaction
strengths (t/U > 0.125), the diffusivity DS/D0 increases
faster with t/U than what is given by this initial linear
slope.
To gain further insight, we developed a method to
calculate the spin conductivity and diffusivity through
real-time current-current correlation functions within the
NLCE technique [44]. This method avoids the ill-posed
problem of analytic continuation from imaginary-time,
as required in DQMC, and is immune to finite-size ef-
fects. These calculations thus give unbiased estimates of
transport coefficients in the thermodynamic limit. When
comparing the experimental data to the calculations, the
only fixed parameter is the entropy per particle, which
is independently determined from the measured uniform
spin susceptibility. As shown in Fig. 3, the theoretical
estimate of the spin diffusivity (blue curve) captures the
essential behavior of the experimental data as a function
of t/U . However, the theoretical calculations system-
atically underestimate the experimental diffusion coeffi-
cient. One possible source of this discrepancy arises from
limited access to real-time correlation functions for times
longer than ∼ ~/t. In practice, a cutoff on the order of
∼ ~/t is used when calculating the direct current (DC)
transport coefficients, which can lead to systematic er-
rors. For example, in the Heisenberg limit, one expects
real-time correlations to extend out to times ∼ ~/Jex,
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FIG. 3. Spin diffusion coefficient of the half-filled Fermi-Hubbard system versus t/U . The experimentally measured
spin diffusion coefficient ~DS/(ta2) ≡ DS/D0 at half-filling (black circles) versus the Hubbard parameters t/U , and a linear
fit to data points with t/U < 0.09 (black dot-dashed line). The vertical error bars represent the 1σ statistical error in the
measurement; the horizontal error bars represent the 1σ statistical error in the calibrated value of t/U . The blue solid line
represents isentropic results for DS/D0 obtained from NLCE calculations of the real-time spin current-current correlation
function for the Hubbard model [44], with an entropy per particle of 1.1kB . With a finite temporal cutoff of ∼ ~/t for the
real-time correlation functions, the NLCE theory is expected to provide a lower bound to the true diffusivity. For comparison,
a prediction for the spin diffusion coefficient of the 2D Heisenberg model at high temperatures, kBT  Jex, where T is the
temperature, is shown (dashed red line) [8, 51, 52]. Inset: A close-up view of the spin diffusion coefficient at half-filling for
t/U < 0.09, where it is expected to scale approximately linearly with t2/U .
which can be much longer than ~/t. It is therefore no-
table that even with access to real-time correlations only
up to times ∼ ~/t, the NLCE estimates agree qualita-
tively with the experimental data, and also quantitatively
to within a factor of ∼ 2. Although it is difficult to es-
timate the magnitude of the systematic error, we expect
the NLCE estimates to provide a lower bound forDS [44].
In addition to the spin diffusion coefficient DS , we also
independently measure the spin conductivity σS . To do
this, we first prepare an equilibrated system at half-filling
without a potential tilt. We then switch on the tilt sud-
denly, which induces a spin current in the system. Be-
cause ∇
〈
Sˆz,j
〉
= 0 at time τ = 0, the diffusive contribu-
tion to the spin current is negligible initially; in analogy
with Ohm’s law, which relates a charge current to an
applied electric field using the charge conductivity, the
initial spin current JS(τ = 0) is directly proportional to
the applied spin-dependent force, − 1a (∆↑ −∆↓) xˆ, where
the spin conductivity σS is the constant of proportion-
ality. Therefore, by measuring the spin current at the
center of the box under the known spin-dependent tilt,
the spin conductivity can be obtained. The measured
spin conductivities at various interaction strengths t/U
are shown in Fig. 4. A second way to obtain the conduc-
tivity is through the Einstein relation σS = DSχ, where
the spin diffusion coefficient DS and the uniform spin
susceptibility χ are both obtained from the data used in
Fig. 3. The values of ~σS obtained in this way are also
shown in Fig. 4. We find that these two independent
methods of measuring the spin conductivity agree with
each other to within experimental uncertainty.
We observe that the spin conductivity is linear with
t/U in the strongly interacting regime (t/U ≤ 0.125),
and find that σS = 0.28(2)t/U~ from a linear fit con-
strained to yield zero conductivity at t/U = 0 (Fig. 4).
The measured spin conductivities drop far below the
Mott-Ioffe-Regel limit for charge in a metal [53, 54],
σ0 = ne
2τ/m = e2/~, derived for a scattering rate
τ−1 = EF /~ given by the Fermi energy EF , where the
elementary charge of our system is e = 1. It therefore ap-
pears once again as if the effective mass of the carriers of
spin ismS ∼ mU/t. A breakdown of the Mott-Ioffe-Regel
limit is naturally expected in our regime where quasipar-
ticles are ill-defined and Drude-Boltzmann theory does
not apply. As t/U increases, the observed spin conduc-
tivity grows beyond the initial linear scaling with t/U , in
analogy with the diffusion coefficient. NLCE predictions
for ~σS at half-filling (blue curve in Fig. 4) capture the
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FIG. 4. Spin conductivity of the half-filled Fermi-Hubbard system versus t/U . The measured spin conductivity at
half-filling from the initial spin current in an applied magnetic gradient (red squares) and from the measured spin diffusion
coefficient using the Einstein relation σS = DSχ (black circles). A linear fit to data points with t/U < 0.09 is represented by
the black dot-dashed line. The vertical error bars represent the 1σ statistical uncertainty of the measurements; the horizontal
error bars represent the 1σ statistical error in the calibrated value of t/U . The data have been corrected for finite detection
fidelity associated with the imaging process of the two spin states [44]. The blue solid line is the result obtained for ~σS at
constant entropy using an NLCE calculation of the real-time spin current-current correlation function for the Hubbard model,
with an entropy per particle of 1.1kB [44].
behavior of the spin conductivity with t/U qualitatively,
but are systematically lower than the experimental data,
for the same potential reasons discussed previously in the
context of the diffusion coefficient. Given the substantial
challenges associated with calculating the DC limit of
the spin conductivity, the experimental data provide a
valuable benchmark for future theoretical calculations.
Our study of spin transport can be readily extended
in many ways. For example, one can explore the tem-
perature dependence of the spin resistivity, which could
display linear behavior reminiscent of charge transport
in bad metals. One can also investigate the effect of
doping away from half-filling (e.g., at optimal doping),
where superconducting fluctuations or a strange metal
phase could be present in experimentally attainable con-
ditions. Through simultaneous measurements of both the
spin and charge dynamics, such experiments could eluci-
date the intricate interplay between these two degrees of
freedom in the Fermi-Hubbard model.
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9Supplementary Materials:
Spin Transport in a Mott Insulator of Ultracold Fermions
Sample Preparation
To study spin transport in the 2D Fermi-Hubbard
model, we prepare a balanced quantum degenerate
mixture of 40K atoms in the hyperfine states |↑〉 ≡
|F = 9/2,mF = −3/2〉 and |↓〉 ≡ |F = 9/2,mF = 1/2〉
in a single 2D layer of a highly oblate optical dipole trap
underneath the high-resolution imaging system. A de-
tailed description of the experimental setup and prepa-
ration methods can be found in (15, 43 ). Using a mag-
netic offset field pointing orthogonal to the 2D plane,
the magnetic moments of these two states are tuned to
a value of −0.808(5) MHz/G and −0.303(6) MHz/G, re-
spectively. Subsequently, the atoms are transferred into
a single layer of a shallow square optical lattice in the x-y
plane, with lattice spacing a = 541 nm, and a depth of
3ER, where ER =
~2
2m
(
pi
a
)2
, and m is the mass of a 40K
atom.
A blue-detuned, repulsive optical potential with a cen-
tral wavelength of 739 nm is then projected onto the
atoms through the high-resolution microscope objective
using a digital micromirror device (DMD) that is imaged
onto the x-y plane of the atoms. The optical power in this
potential is increased linearly from zero over a 300 ms du-
ration. The potential shape is that of a Gaussian profile
centered on the atomic cloud, with a square region of size
22 sites, aligned to the axes of the lattice, removed from
the center of the Gaussian profile. This beam isolates
a small region of the cloud, providing hard wall bound-
aries for the atoms within the square, and simultaneously
pushes the other atoms in the lattice sufficiently far away,
such that they are no longer in contact with the region
of interest. The density of atoms in this region can be
controlled by varying the number of atoms which are re-
moved during the final stage of evaporative cooling in the
optical dipole trap prior to turning on the optical lattice.
Experimental Sequence for Measuring the Diffusion
Coefficient
In order to imprint an equilibrium spin density gradi-
ent for the measurement of DS in Fig. 3 of the main text,
once the sample is isolated from the rest of the atomic dis-
tribution using the projected potential, and the density
is set to half-filling, a magnetic field gradient of strength
0.94(2) G/cm, which points along the −xˆ−direction, is
turned on adiabatically from zero using a linear ramp
of 300 ms duration. Due to the fact that the magnetic
moments for |↑〉 and |↓〉 atoms have the same sign, but
different magnitudes, this leads to the spin-dependent tilt
∆↑,↓ for the two states discussed in the main text. The
magnitude of this tilt is such that ∆↑,↓  U for all U ex-
plored in this work. We have verified that the experiment
operates in the regime of linear response by reducing the
gradient by up to a factor of two. This decreased the
amplitude of the initial signal in proportion, and yielded
the same diffusion coefficient at fixed t/U . The spin den-
sity profile we imprint is thus a linear perturbation of
the homogeneous profile. After the magnetic gradient
has reached its final value, the lattices along both x and
y axes are increased adiabatically to a depth which yields
the desired values of the Hubbard parameters t/U . For
the purposes of this experiment, the depths of the two
axes are kept equal so that the system is 2D. After the
end of the lattice ramp, the system is equilibrated in the
tilted lattice potential, and a spin density gradient has
been established. To initiate the spin dynamics, the mag-
netic gradient is switched off within 2 ms, and the spin
profile is measured at variable times after the turn-off in
order to extract the diffusion coefficient.
Experimental Sequence for Measuring the
Conductivity
An alternate version of this experiment allows us to
extract the spin conductivity: after isolating the sample
in the box using the projected potential, the lattices along
both x and y axes are first increased adiabatically to a
depth which yields the desired value of t/U . This creates
a homogeneous sample where the initial I(τ = 0) is zero
for an equal mixture of the two spin states. Subsequently,
the magnetic gradient is turned on from zero within 2 ms
to its final value of 0.94(2) G/cm. This creates a sudden
spin-dependent tilt of the lattice potential, which induces
spin dynamics by driving the density distributions of the
two spin states to separate in the lattice. By measuring
the spin profiles at a variable time after the turn-on of
the gradient, we obtain the spin conductivity σS .
Charge- and Spin-Resolved Detection of Parity
Projected Site Occupancies
To detect the distributions of atoms in the sample at
a particular point in time after the dynamics have been
initiated, we freeze the atomic distributions by increasing
the depth of the square lattice to ∼ 100ER within 2 ms.
Subsequently, an additional 532 nm lattice along the z-
direction, along with the square lattice in the x−y plane,
are ramped to ∼ 1000ER. We then perform site-resolved
fluorescence imaging of the atoms using Raman sideband
cooling in order to reconstruct the parity-projected site
occupation, which corresponds to a measurement of the
singles density nˆsj = nˆ↑,j+nˆ↓,j−2nˆ↑,j nˆ↓,j (15, 43 ). Atom
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loss during the imaging process results in a finite imaging
fidelity of f = 93(2)%, which reduces the signal of the
average singles density by a factor of f .
To perform spin-sensitive imaging for the measurement
of the singles density of |↑〉 (|↓〉) atoms, a microwave
sweep is used to transfer the atoms in the internal state
|9/2,−3/2〉 (|9/2, 1/2〉) to the hyperfine state |7/2,−5/2〉
(|7/2, 3/2〉) after the atomic positions have been frozen at
a lattice depth of ∼ 100ER. After the microwave sweep,
a 5 ms pulse of light resonant with the F = 9/2→ F ′ =
11/2 transition removes atoms remaining in F = 9/2
while preserving those in F = 7/2. The square lattice in
the x−y plane, as well as the additional lattice along the
z-direction with 532 nm spacing, are then increased to
∼ 1000ER where we perform Raman imaging to recon-
struct the parity-projected occupation of the single spin
state. The finite imaging fidelity associated with over-
all atom loss decreases the signal of the measured singles
density for each spin state by a factor of f . Additional
errors associated with the spin-selective imaging trans-
form the observable operators from nˆsσ,j = nˆσ,j− nˆ↑,j nˆ↓,j
to ˆ˜nsσ,j = (1 − 1)nˆσ,j + 2nˆ−σ,j − (1 − 1 + 2)nˆ↑,j nˆ↓,j .
Here, 1 represents unintended loss of the atoms to be
imaged during the 5 ms removal pulse, and 2 denotes
the error associated with imperfect removal of the other
spin state. By measuring the number of atoms remain-
ing after the removal of both spin states, we find that
2 = 0.018(4). We estimate that 1 − 2 = 0.11(1) by
comparing measurements of the average total singles den-
sity obtained through normal, spin-independent imaging,
with
〈
ˆ˜ns↑,j
〉
+
〈
ˆ˜ns↓,j
〉
obtained using the spin-selective
imaging. We thus find that 1 + 2 = 0.15(2) for this
work. Further details of the spin-sensitive imaging can
be found in (23 ).
Calibration of Hubbard Parameters
The Hubbard parameter U was calibrated using lattice
modulation spectroscopy for a balanced mixture of |↑〉
and |↓〉 atoms in the absence of the 739 nm projected po-
tential. The calibration of the lattice depth was done us-
ing lattice modulation spectroscopy to measure the inter-
band transition resonance between the ground and first
excited bands of the lattice. This was performed on a
highly spin polarized sample, where 85% of the atoms
were |↓〉 and the remaining 15% were |↑〉, in order to
minimize the possible effects of interactions in the cal-
ibration of the depth. The Hubbard parameter t was
then extracted based on the measured lattice depth from
a tight-binding calculation.
Effects of the Residual Harmonic Confinement
In the Heisenberg limit of half-filling and t/U  1,
the effective super-exchange coupling between spins on
neighboring sites is Jex = 4t
2/U . However, in the pres-
ence of a small residual harmonic confinement due to the
optical lattice beams, this exchange coupling is modified
so that it depends on the site index,
Jex,j =
4t2U
U2 − ( 12mω2a2)2 (2j − 1)2 . (S1)
Here ω is the trapping frequency along the xˆ-direction, in
which the spin dynamics occur. For the different t/U val-
ues explored in this work, the trapping frequency along
the xˆ-direction varies over a range of 2pi×37(2) Hz to 2pi×
64(3) Hz. At the maximum trapping frequency, corre-
sponding to the lowest value of t/U , U/h = 1077(30) Hz.
For the sample size chosen for the experiment, the max-
imum value of j is 11. With these parameters, the vari-
ation of Jex,j over the entire sample is < 1%, so that the
effects of the harmonic confinement on the dynamics can
safely be ignored.
Data Analysis: Extracting the Spin Current and
Spin Transport Coefficients
In each iteration of the experiment, under the con-
straint of parity-projected imaging, we can access one of
the following quantities:
nˆsj = nˆ↑,j + nˆ↓,j − 2nˆ↑,j nˆ↓,j , (S2)
nˆs↑,j = nˆ↑,j − nˆ↑,j nˆ↓,j , (S3)
nˆs↓,j = nˆ↓,j − nˆ↑,j nˆ↓,j . (S4)
For this work, we study the averages of these quantities,
formed from the average of several (typically ∼ 10) iter-
ations of the experiment for each type of measurement.
We thus have access to the average local spin density〈
Sˆz,j
〉
= 〈nˆ↑,j − nˆ↓,j〉 /2 =
〈
nˆs↑,j − nˆs↓,j
〉
/2 at a given
time τ during the spin dynamics. To obtain this quan-
tity as a function of the site index j along the x-direction,
we first form the 2D average at each site from multiple
iterations of the experiment, and subsequently average
along the y-direction at each value of j. The error bar
presented for
〈
Sˆz,j
〉
is the 1σ statistical uncertainty from
these measurements. We then use this to obtain the im-
balance I(τ) at a particular time τ , which we define as,
I(τ) =
∑
L
〈
Sˆz,j(τ)
〉
−
∑
R
〈
Sˆz,j(τ)
〉
. (S5)
The error in I(τ) is then the 1σ statistical uncertainty
based on the measurement of
〈
Sˆz,j
〉
.
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One can then relate I(τ) to the spin current JS(τ) at
the center of the box j = 0 using the continuity equation
for Sˆz,j . That is, from
d
dτ
Sˆz,α =
i
~
[Hˆ, Sˆz,α], (S6)
one obtains,
d
dτ
Sˆz,α =
it
~
∑
〈i〉,σ
σ(cˆ†σ,αcˆσ,i − cˆ†σ,icˆσ,α), (S7)
where the sum over 〈i〉 runs over the sites which are the
nearest-neighbors of site α, and σ = (1/2,−1/2) for |↑〉
and |↓〉 respectively. Because we are interested in dynam-
ics only along the x-direction, we restrict the remaining
discussion to this axis only. Summing over α, we find
dI
dτ
=
d
dτ
∑
α<0
〈
Sˆz,α
〉
−
∑
α≥0
〈
Sˆz,α
〉
=
〈∑
α<0
d
dτ
Sˆz,α −
∑
α≥0
d
dτ
Sˆz,α
〉
. (S8)
Using Eq. (S7) in Eq. (S8), and making use of the fact
that our experiment utilizes hard wall boundary condi-
tions so that no particles enter or leave the region of
interest, one obtains,
dI
dτ
=
2it
~
〈∑
σ
σ(cˆ†σ,−1cˆσ,0 − cˆ†σ,0cˆσ,−1)
〉
= −2
a
JS , (S9)
where JS is the spin current at the center of the box,
JS =
−ita
~
〈∑
σ
σ(cˆ†σ,−1cˆσ,0 − cˆ†σ,0cˆσ,−1)
〉
. (S10)
Thus, from the time derivative of the imbalance I one
can obtain the spin current flowing across the center
of the box. The additional factor of a in the defini-
tion of the spin current is included so that the equation
JS = DS∇
〈
Sˆz,j
〉
holds, and arises because the spin den-
sity
〈
Sˆz,j
〉
is by definition unit-less. Therefore, the spin
current, as it is defined, has units of a per unit time.
To obtain dI/dτ , we fit the measured imbalance I(τ)
to an exponential to extract the fit parameters. For the
diffusion measurements, where the imbalance decays ex-
ponentially as in Fig. 2G of the main text, we fit a func-
tion of the form
I(τ) = ADe−τ/τD , (S11)
to extract the initial amplitude AD and the decay time
τD. The offset of this fit function has been fixed to zero
0 200 400
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FIG. S1. Observation of spin separation following sud-
den application of gradient. Time evolution of the imbal-
ance I(τ) after abruptly applying a magnetic field gradient
to an equilibrium sample for t/U = 0.026(2) (red squares),
t/U = 0.091(5) (black diamonds), and t/U = 0.23(1) (blue
circles), and exponentially saturating fits to the data.
since the real offset can be experimentally controlled well
within the measurement error bars. For the conductiv-
ity measurements in Fig. 4 of the main text, where the
dynamics occur in the presence of the applied gradient,
the imbalance begins at zero at τ = 0, and then under-
goes exponential saturation as the system equilibrates in
the tilted potential. This is demonstrated in Fig. S1 for
several values of t/U . Because we are interested in the
initial slope of these curves in order to extract the spin
conductivity, we perform an exponential fit to this data
of the form,
I(τ) = Rστσ
(
1− e−τ/τσ
)
, (S12)
to extract the initial slope Rσ, and the time constant for
the saturation τσ.
The transport coefficients DS and σS can then be
obtained from the parameters of these fits, as well as
Eq. (S9). For the measurement of spin diffusion, the
spin current at τ = 0, using Eqs. (S9) and (S11), is
JS(τ = 0) = aAD/2τD. Thus, because the spin dynam-
ics occur in the absence of a gradient, so that the spin
current has the form JS = DS∇
〈
Sˆz,j
〉
, where ∇
〈
Sˆz,j
〉
is the spatial gradient of the spin density profile, the spin
diffusion coefficient can be expressed as,
~DS
ta2
=
~AD
2τDt
1(
∂
〈
Sˆz,j
〉
/∂ j
)∣∣∣
j=0,τ=0
. (S13)
The initial slope of
〈
Sˆz,j
〉
with respect to lattice index
j,
(
∂
〈
Sˆz,j
〉
/∂ j
)∣∣∣
j=0,τ=0
, is obtained by fitting a line
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to the measured profile
〈
Sˆz,j
〉
using the ∼ 7 − 10 sites
centered around j = 0.
We can obtain the spin conductivity using Eqs. (S9)
and (S12), as well as the fact that the initial spin cur-
rent JS(τ = 0) has no contribution from diffusion, since
∇
〈
Sˆz,j
〉
= 0 at τ = 0, so that it is strictly determined by
the applied differential force and the spin conductivity.
The spin conductivity can then be expressed as,
~σS =
~Rσ
2
1
∆↑ −∆↓ . (S14)
The experimental values obtained for σS using Eq. (S14)
can be compared to the spin conductivity predicted by
the Einstein relation, DSχ = σS , using the values of
the diffusion coefficient obtained from Eq. (S13) and
the uniform spin susceptibility from Eq. (S16), in order
to verify that the two versions of the experiment agree.
Using the Einstein relation, the spin conductivity can
be expressed in terms of quantities obtained from the
diffusion measurements,
~σS =
~AD
2τD
1
∆↑ −∆↓ . (S15)
The errors bars for the experimental data obtained using
Eqs. (S13), (S14), and (S15), shown in Fig. 3 and Fig. 4
of the main text, are the 1σ statistical uncertainties of
the measurements. Additionally, the data for the con-
ductivity in Fig. 4 of the main text have been corrected
for a finite imaging fidelity of f = 93(2)% associated
with atom loss during the imaging process, and a finite
spin imaging fidelity arising from the spin detection error
1 + 2 = 0.15(2). Whereas DS is independent of both f
and 1+2 because both AD and
(
∂
〈
Sˆz,j
〉
/∂ j
)∣∣∣
j=0,τ=0
are proportional to f(1− 1 − 2), the experimental con-
ductivity is linearly proportional to f(1−1−2) because
both Rσ ∝ f(1 − 1 − 2) and AD ∝ f(1 − 1 − 2) in
Eqs. (S14) and (S15).
Throughout this discussion, we have ignored the possi-
bility of thermoelectric effects which could generate ther-
mal gradients during the spin dynamics. This is justified
for a spin-balanced system at half-filling, the regime con-
sidered for this work, where these effects are minimized.
Indeed, the two sources of thermoelectric coupling arising
from the spin dynamics are the spin-analog of the ther-
moelectric susceptibility, ζS = ∂
〈
Sˆz
〉
/∂ T
∣∣∣
µ↑,µ↓
, and
the spin Seebeck coefficient. The spin thermoelectric sus-
ceptibility ζS , a thermodynamic quantity that describes
the magnitude of induced spin density gradients originat-
ing from gradients in the temperature, is exactly zero for
a spin-balanced system at half-filling. This follows from a
particle-hole symmetry of the Hubbard model about the
point µ↑ = µ↓ = U/2, which enforces 〈nˆ↑〉 = 〈nˆ↓〉 = 0.5,
so that
〈
Sˆz
〉
= 0, at all temperatures. Similarly, the spin
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FIG. S2. Measured temperature versus t/U . Normal-
ized temperature kBT/t (black points) from the experimen-
tally measured uniform spin susceptibility χ (inset) versus
the Hubbard parameters t/U . The shaded blue regions rep-
resent NLCE calculations for fixed entropy per particle of
S/kBN = 1.0 to S/kBN = 1.2.
Seebeck coefficient, which describes coupling between the
heat and spin transport modes of the system, is exactly
zero for a spin-balanced system at half-filling due to spin-
rotational invariance at this point. In other words, for a
spin-balanced system spin transport is decoupled from
both net density and heat transport due to symmetry of
the system under 180◦ spin-rotations which change the
sign of Sˆz, meaning the spin Seebeck coefficient must van-
ish (11 ). Because we operate in the linear regime about
the half-filling point for this work, thermoelectric effects
due to both ζS and the spin Seebeck coefficient vanish to
leading order.
Measurement of χ Versus t/U
Measurements of the initial spin density profile〈
Sˆz,j
〉
=
〈
nˆs↑,j − nˆs↓,j
〉
/2 for the system equilibrated in
the tilted lattice potential prior to the shutoff of the mag-
netic gradient can be used to extract the uniform spin
susceptibility of the unperturbed system at half-filling.
This follows from the fact that χ = ∂
〈
Sˆz,j
〉
/∂∆µ where
∆µ = µ↑ − µ↓, and that ∂/∂∆µ can be converted to a
derivative with respect to lattice index j using the local
density approximation. That is, one can obtain a dimen-
sionless expression for the uniform spin susceptibility in
terms of experimentally measurable quantities as,
χ ta2 =
∂
〈
Sˆz,j
〉
∂ j
t
∂∆µ/∂ j
. (S16)
Here, ∂∆µ/∂ j is fixed, and is known from the calibrated
values of ∆↑ and ∆↓, and t is obtained from the calibra-
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tion of the Hubbard parameters. Thus, from the slope
of
〈
Sˆz,j
〉
for the initial spin profile, we can extract χ ta2
as a function of t/U for the unperturbed system at half-
filling. This is shown in the inset of Fig. S2 using the
initial spin density profiles of the same data used to ob-
tain DS in Fig. 3 of the main text. The values of χ
obtained in this way can then be used to obtain the spin
conductivity σS from the spin diffusion coefficient using
DSχ = σS , shown in Fig. 4 of the main text.
The values obtained for χ can also be used as a ther-
mometer to obtain the temperature and entropy of the
sample in the lattice as a function of t/U . That is, we
can compare our experimentally measured χ with numer-
ical results from NLCE for the uniform spin susceptibil-
ity at half-filling performed on a homogeneous system in
equilibrium with the same value of t/U . For the tem-
peratures obtained in this work, the NLCE predictions
are expected to be exact at half-filling (23 ). A plot of
kBT/t obtained in this way is shown in Fig. S2 versus
t/U . To get an accurate comparison of the experimental
data with the NLCE predictions, the measured values of
χ in the inset of Fig. S2 are corrected for the finite detec-
tion fidelity f(1−1−2). Because the experimental data
shown in Fig. 3 and Fig. 4 of the main text is obtained
at what is expected to be constant entropy rather than
constant temperature, we can obtain a measure of the en-
tropy in our experiment by comparing the data in Fig. S2
with that obtained from NLCE data for the temperature
kBT/t for a homogeneous system at half-filling as a func-
tion of t/U at a fixed entropy per particle. The theoret-
ical predictions are also shown in Fig. S2. This demon-
strates that our experimental data is consistent with an
entropy per particle in the range S/kBN = 1.0 − 1.2.
The system entropy obtained using this method agrees
with an estimate of the entropy based on a comparison
of the experimentally measured average singles density,〈
nˆs↑ + nˆ
s
↓
〉
, at the center of the box with NLCE results
for the average singles density at half-filling performed
on a homogeneous system in equilibrium with the same
value of t/U . This experimental estimate of the entropy
per particle of the system, S/kBN = 1.1(1), is used to
fix the entropy in the independent theoretical estimates
for DS and σS shown in Fig. 3 and Fig. 4 of the main
text.
Effects of Heating
To check the effect of heating of the sample during
the spin dynamics on our measurement of the spin trans-
port coefficients, we prepare a sample in the presence of
the magnetic gradient to create an initial inhomogeneous
spin profile, as done for the measurements of the spin dif-
fusion coefficient. After the sample has been prepared,
we keep the magnetic gradient on, and hold the atoms in
the lattice for a variable time. We then measure the spin
profile
〈
Sˆz,j
〉
and the imbalance I as a function of hold-
time in the lattice after preparing the sample. Because of
the finite heating rate, the temperature of the sample in-
creases as a function of time, which decreases the uniform
spin susceptibility, and therefore leads to a decrease in I.
Experimentally we find that I decreases approximately
exponentially in time, so that we may perform an expo-
nential fit to obtain the 1/e decay time associated with
the heating, τheating. For the lowest value of t/U used
in this work (t/U = 0.026(2)), where the effects of heat-
ing are most significant, we find that τheating = 4.8(6) s,
which is still longer than the evolution time at this point,
τD = 1.5(4) s. Because the spin diffusion coefficient DS
is proportional to 1/τD, we estimate this effect leads to a
correction of the diffusion coefficient of < 30%, which is
comparable to the experimental uncertainty in the mea-
sured value of this point. Given that the heating time
τheating is much longer than the evolution time τD for
all t/U > 0.026, corrections due to heating are negli-
gible compared to the experimental uncertainty of the
measurements for these t/U points. Therefore, none of
the data presented in the main text have been corrected
for heating effects. The existence of this heating can,
however, produce a finite, non-zero offset for DS at very
small t/U , and therefore sets a limit on the smallest t/U
we can study.
Changing the System Size to Verify Diffusive
Dynamics
Additional evidence of diffusive spin dynamics comes
from the dependence of the decay time, τD, on the sys-
tem size, L. That is, for the experimental sequence used
to measure the diffusion coefficient DS , the decay time
of the imbalance I should obey τD ∝ L2 if the dynam-
ics are entirely diffusive. This comes from the combina-
tion of the continuity equation for
〈
Sˆz,j(τ)
〉
with the lin-
ear relationship between the spin current and the spatial
gradient in
〈
Sˆz,j(τ)
〉
. Sub- or super-diffusive dynamics
would imply that τD ∝ Lα where α > 2 or α < 2 re-
spectively. Because we have control over the system size,
L, using the DMD to vary the size of the box confining
the atoms, we can measure τD for different values of L
with t/U fixed. For this measurement, both the strength
of the magnetic gradient and the initial system prepara-
tion are held constant. Fig. S3 plots the measured values
of τD extracted from the decay of the imbalance, I, at
t/U = 0.079(5) as a function of system size, L, on a
double-logarithmic plot. We fit a power law of the form
τD ∝ Lα to the data in order to extract the exponent, α,
of the L dependence of τD. The fit yields a value for this
exponent of α = 2.1(6), which is consistent, to within
experimental uncertainty, with diffusive spin dynamics,
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FIG. S3. Experimental measurements of the relaxation
time τD versus the lateral box width. The dashed line
shows a power law fit to the data ln(τ) = α ln(L) + β with
exponent α = 2.1(6). For the data shown, t/U = 0.079(5).
The images are single raw images of the total singles density
for the smallest and largest box sizes.
and agrees with the observed linear relationship between
the spin current and the gradient in the total spin density
shown in Fig. 2H of the main text.
Theoretical Analysis: Results from the Numerical
Linked-Cluster Expansion
Basics of the Method
We use the NLCE (48, 56 ) to obtain estimates for the
spin conductivity and diffusivity of the Fermi-Hubbard
model in two dimensions. NLCE expresses extensive
properties of the lattice model, directly in the thermo-
dynamic limit, as a series in terms of contributions from
all finite clusters that can be embedded in the lattice.
Those contributions are calculated through the inclusion-
exclusion principle and within the machine precision us-
ing exact diagonalization. As the temperature is lowered
and the correlations in the system grow larger in order
of magnitude than the size of the biggest clusters consid-
ered, the series will no longer be convergent. However,
because of the exact treatment of the system at the level
of finite clusters, the lowest convergence temperatures
typically reach well below the characteristic energy scale
t and generally decrease at half-filling by increasing U
as we approach the atomic limit (49, 50 ). We carry out
our calculations up to the 8th order, where the order in-
dicates the maximum cluster size included in the series,
and we work in units where ~ = a = kB = 1 for the
remainder of the discussion.
We have implemented time-dependent (real time as
opposed to imaginary time) correlation functions of the
Hubbard model at equilibrium for the first time in
the NLCE to obtain dynamical quantities, such as the
spin conductivity, directly in the real frequency domain.
Previously, NLCE has been used to study the relax-
ation dynamics of out-of-equilibrium systems after a
quench (57, 58 ).
Averaging over the two orientations of every symmet-
rically distinct cluster in the series, we calculate the uni-
form (q = 0) time-dependent spin current-current cor-
relation function, 〈JS(τ)JS(0)〉, along the x-direction,
where the spin current operator is given in Eq. (S10),
and use it to obtain the alternating current (AC) spin
conductivity through (13, 59 )
Re σS(ω) =
(1− e−βω)
ω
Re
∫ ∞
0
dτeiωτ 〈JS(τ)JS(0)〉 ,
(S17)
or equivalently,
Re σS(ω) =
−2
ω
Im
∫ ∞
0
dτeiωτ Im 〈JS(τ)JS(0)〉 , (S18)
where β is the inverse temperature. At temperatures
relevant to the experiment, we can safely assume that
there is no Drude contribution to the spin conductivity
and take σS to represents the “regular” part. We then
take the ω → 0 limit of σS(ω) as the direct current (DC)
spin conductivity.
Convergence and the Time Cutoff
In Fig. S4 we show the spin current correlation func-
tions for U/t = 8 and at three different temperatures
as a function of real time, and their corresponding con-
ductivities. Although static properties of the model are
converged in the NLCE at these temperatures, we find
that the convergence of dynamical current correlators is
lost beyond some time τ of the order of 1/t. We iden-
tify a small range in time, typically 0.1/t-0.2/t across, in
which results from two different resummations of the se-
ries begin to deviate from each other. We then choose a
time in that range (see below) as the cutoff time, τcutoff ,
before applying Eqs. (S17) and (S18). We have checked
that possible differences in the resummations near the
cutoff time lead to negligible differences in the DC spin
conductivity. However, the method is unable to capture
possible contributions to the DC spin conductivity from
correlations at times longer than τcutoff , e.g., at times
of the order of 1/Jex, which become especially important
at low temperatures.
To demonstrate, Fig. S5 shows the evolution of the
DC spin conductivity as τcutoff varies over a wide range
that captures one or two periods of oscillation of the
current-current correlation function within or near the
NLCE convergence region for three different interaction
strengths. Vertical arrows denote the final cutoff time
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FIG. S4. Real-time spin current correlation functions and spin conductivity. (A) Real part of the time-dependent
spin current-current correlation function of the Hubbard model with U/t = 8 at half-filling vs real time at three different
temperatures. The solid (dashed) lines are results after the Wynn (Euler) resummation (56 ). (B) The imaginary part of the
same correlation functions as in (A). At long times, where the NLCE convergence is poor, results from the two resummations
no longer agree and we truncate the correlators before Fourier transforming them to the real-frequency space. (C) The AC
spin conductivity vs real frequency obtained from Eq. (S17) (solid lines) and Eq. (S18) (dashed lines) at the same temperatures
as in the first two panels. We take the ω = 0 values of the former as our estimate for the DC spin conductivity.
chosen for each U/t based on the criteria described be-
low. Solid and dashed lines are results from Eqs. (S17)
and (S18), respectively. They point to the insufficient
cutoff time and large discrepancy between results of our
two equations for the conductivity in the weak-coupling
region (t/U & 0.125). Note that the dependence of the
DC conductivity on the cutoff time cannot be reliably
predicted at longer times as other time scales, such as
1/Jex, may affect the functionality in nontrivial ways.
Therefore, we treat our estimate for the DC spin conduc-
tivity based on the finite cutoff times as lower bounds.
Equations (S17) and (S18) can hint at the uncertainty
in σS(ω) due to the truncation of the long time tail of
the current correlators. The ω = 0 limit of σS from
Eq. (S17) contains only the real part of the current cor-
relator whereas Eq. (S18) contains only the imaginary
part and is much more sensitively dependent on its long
time tail. The real and imaginary parts of the correlator
are related through the Kramers-Kronig relation and we
should expect the same σS using either formula. How-
ever, the time cutoff can result in a disagreement between
σS obtained from the two equations, especially in the DC
limit. We choose the cutoff time in the range described
above such that this disagreement is minimized. This
generally coincides with the minimum errors in the f -sum
rule for the spin conductivity (see below). Nevertheless,
we find that the disagreement between the DC spin con-
ductivity obtained from Eqs. (S17) and (S18) can be as
large as 30% for an entropy per particle of ∼ 1.1 and is
largest in the weak-coupling region.
Other Checks and Sum Rules
Even though it is not particularly sensitive to the value
of conductivity in the DC limit, we use the f -sum rule
for spins, expressed as (60 )∫ ∞
0
ReσS(ω)dω = −pi 〈kx〉
8
, (S19)
where 〈kx〉 is the kinetic energy along the x-direction, to
check for the accuracy of our AC conductivity. We find
that the relative error is always less than 3%.
As another check of the accuracy of σS(ω), we take
advantage of the following equation
ΛS(T ) =
∫ ∞
−∞
dω
pi
−e−T ω
1− e−βω Im ΛS(ω), (S20)
where −2Im ΛS(ω) = 2ωRe σS(ω) is the spectral func-
tion of the retarded spin current-current correlation func-
tion, ΛS(T ) = −〈TT JS(T )JS(0)〉 is the retarded Green’s
function of the spin current operator in the imaginary
time space, which can be calculated exactly in the NLCE,
T is the imaginary time, and TT is the imaginary time
ordering operator. At T = β/2, we can simplify the in-
tegral
ΛS(β/2) =
∫ ∞
−∞
dω
pi
ω
2 sinh(βω/2)
Re σS(ω), (S21)
which at low enough temperatures can be approximated
to be piβ2σS(0) (61 ). We calculate the left hand side di-
rectly within the NLCE and independently calculate the
right hand side using the Re σS(ω) we obtained from Eqs.
(S17) and (S18). We find that Re σS(ω) from Eq. (S17)
leads to a ΛS(β/2) that is consistently within a few per-
cent of the exact value, while the one from Eq. (S18)
leads to significantly larger errors. Hence, we choose the
values obtained through Eq. (S17) to represent σS(0).
The spin diffusivity is in turn calculated using the Ein-
stein relation and the exact uniform spin susceptibility
we calculate using the NLCE.
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FIG. S5. DC spin conductivity as a function of cutoff
time. The DC limit of the spin conductivity for U/t = 6,
8, and 16 obtained via Eq. (S17) (solid lines) and Eq. (S18)
(dashed lines) as a function of the cutoff time used for the
current correlators. The results are for an entropy per particle
of about 1.1. The vertical arrows denote the location of the
cutoff time used for the final estimate based on a set of criteria
(see text).
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FIG. S6. Spin conductivity vs temperature. Circles
are spin conductivities of the Hubbard model at half-filling
for three values of the interaction strength calculated using
Eq. (S17). Error bars represent the difference between the lat-
ter and the corresponding estimates obtained using Eq. (S18).
Lines of the same color show the corresponding β
2
pi
ΛS(β/2),
calculated directly in the NLCE. Squares are the right hand
side of Eq. (S21), calculated using the AC spin conductivity
obtained from Eq. (S17), multiplied by β
2
pi
.
In Fig. S6 we show the DC spin conductivity as a func-
tion of temperature for U/t = 6, 8 and 16. We also plot
β2
pi ΛS(β/2) and the right hand side of Eq. (S21) multi-
plied by β
2
pi as a function of temperature as solid lines
and squares, respectively. It is clear that β
2
pi ΛS(β/2) can
serve only as a proxy here, and cannot replace a direct
calculation of σS(0).
