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Abstract
We consider the numerical solution of an acoustic scattering problem
by the Plane Wave Discontinuous Galerkin Method (PWDG) in the exte-
rior of a bounded domain in R2. In order to apply the PWDG method, we
introduce an artificial boundary to truncate the domain, and we impose a
non-local Dirichlet-to-Neumann (DtN) boundary conditions on the artifi-
cial curve. To define the method, we introduce new consistent numerical
fluxes that incorporate the truncated series of the DtN map. Error es-
timates with respect to the truncation order of the DtN map, and with
respect to mesh width are derived. Numerical results suggest that the
accuracy of the PWDG method for the acoustic scattering problem can
be significantly improved by using DtN boundary conditions.
1 Introduction
Acoustic, elastic and electromagnetic scattering problems arise in many areas
of physical and engineering interest, in areas as diverse as radar, sonar, building
acoustics, medical and seismic imaging. Mathematically, the problem of acous-
tic scattering is often modeled by the Helmholtz equation in the unbounded
region exterior to a bounded obstacle Ω
D
⊂ R2. The main difficulties in the
numerical simulation of the scattering problem arise from the unbounded na-
ture of the domain, and from the usually oscillatory nature of the solutions.
Recent work has led to the development of algorithms that are better able to
handle the highly oscillatory nature of the solutions at high frequency. These
algorithms incorporate in their trial and test spaces oscillatory functions such
as plane waves, Fourier Bessel functions, and products of low order polyno-
mials with plane waves in order to capture qualitative information about the
oscillatory character of the solution. These methods include the Partition of
Unity Method (PUM) of Melenk and Babuska,[2] the Discontinuous Enrich-
ment Method (DEM) [11], the Ultra Weak Variational Formulation (UWVF)
of Cessenat and Despre´s [6]. The UWVF has been applied to the Maxwell
equations [20], linear elasticity [25], acoustic fluid-solid interaction [19] and to
thin clamped plate problems [26]. More recently, the Plane Wave Discontinuous
Galerkin (PWDG) method has been studied by Hiptmair et al. [15, 16, 17, 12]
as a generalization of the UWVF method. In this case the problem is cast in
the form of a Discontinuous Galerkin method, with possibly mesh dependent
penalty parameters.
Hitherto, since the focus has been to understand plane wave discretization,
only approximate first order absorbing boundary conditions have been consid-
ered in PWDG methods to truncate the exterior domain. However, unless the
computational domain is large, first order absorbing boundary conditions result
in large errors due to reflections from the artificial boundary. To reduce errors
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due to boundary reflections, without taking the absorbing boundary far from
the scatterer, several numerical techniques have been considered. These include
high order absorbing boundary conditions [14], the Dirichlet-to-Neumann (DtN)
mapping [18, 24, 23], and perfectly matched layers [3]. The DtN map can be
enforced via boundary integral equations or Fourier series expansions resulting
from the method of separation of variables. In this paper, we will couple the
Fourier series DtN method with PWDG.
In [24, 23], Koyama derives error estimates for the DtN finite element method,
considering both the error due to truncation of the DtN series and due to finite
element discretization. Hsiao et. al [18] derive error estimates for the con-
forming finite element DtN method, and present numerical results that show
optimal convergence in the L2 and H1 norms using conforming piecewise linear
finite elements. Following [24, 23, 18], we consider an approximate boundary
value problem with a truncated DtN series. Our main contribution in this work
is to choose new numerical fluxes on the artificial boundary that enforce the
truncated DtN boundary condition, and that are consistent with respect to the
solution of the truncated boundary value problem. In the Ph.D. thesis [28], A.
Moiola derives approximation results for solutions of the Helmholtz equation
by plane waves, using an impedance first order absorbing boundary condition.
We modify these arguments to take into account the non local DtN series, and
to derive error estimates in this case. Since the DtN map naturally maps from
H
1
2 on the artificial boundary, but plane wave basis functions are only in L2,
our error estimates deteriorate with order N as N → ∞. This problem can
be overcome by using the Neumann-to-Dirichlet map (NtD), and is part of on-
going work to incorporate generalized impedance boundary conditions into the
PWDG method.
This paper is organized as follows: In Section 2, we consider the continuous
problems with the full and truncated DtN series, and prove stability estimates
in both cases. In Section 3, we introduce the PWDG method for solving the
scattering problem, and show the well-posedness and consistency of the PWDG
scheme. In Section 4, we modify the error estimates in [28] to take into account
the DtN boundary condition. Section 5, we describe the numerical implemen-
tation of the DtN map via a projection into the space of trigonometric polyno-
mials. In Section 6, numerical results are presented to show the effect of the
wavenumber, truncation of the DtN series, number of plane waves, and mesh
size on the convergence of the numerical scheme. We end in Section 7 with some
concluding remarks.
2 The Scattering Problem
We consider the scattering of an acoustic wave from a sound-soft impenetrable
obstacle occupying a region Ω
D
⊂ R2. We assume that the boundary of Ω
D
,
denoted Γ
D
is smooth, and the exterior R2\Ω
D
is connected. The scattered field
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u satisfies the following Dirichlet boundary value problem in R2\Ω
D
:
∆u+ k2u = 0 in R2\Ω
D
(1a)
u = g on Γ
D
:= ∂Ω
D
(1b)
lim
r→∞ r
1
2
(
∂u
∂r
+ iku
)
= 0, (1c)
where r = |x |, x = (x1, x2), and g = −uinc, where uinc is a known incident field.
We will assume that the wavenumber k > 0 is constant, although the algorithm
applies to the more general cases where k is piecewise constant in each element.
The well-posedness of the exterior Dirichlet problem (1) is demonstrated for
example in Theorem 3.11 of [9].
To apply a domain based discretization, it is necessary to introduce an arti-
ficial domain Ω
R
with boundary Γ
R
enclosing Ω
D
such that dist(Γ
R
,Γ
D
) > 0, and
to introduce suitable boundary conditions on Γ
R
that take into account wave
propagation in the infinite exterior of Ω
R
. The boundary value problem (1) is
then replaced by a boundary value problem posed in the annulus bounded by
Γ
R
on the outside and Γ
D
on the inside.
To date, a crucial step taken in PWDG methods for the Helmholtz equation
is to use the first order absorbing boundary condition
∂u
∂n
+ iku = 0 on Γ
R
(2)
In this paper, as in [7, 18], we are going to use the Dirichlet-to-Neumann map
now in the context of the PWDG method.
2.1 Non-local Boundary Value Problem
The scattering problem (1) is equivalent to the following boundary value prob-
lem (see, e.g. Johnson and Nedelec [21]):
∆u+ k2u = 0 in Ω, u = g on Γ
D
,
u = w,
∂u
∂n
=
∂w
∂n
on Γ
R
,
∆w + k2w = 0 in R2\Ω,
lim
r→∞ r
1
2
(
∂w
∂r
+ ikw
)
= 0.

(3)
Here u,w are the scattered fields in the interior and exterior of Ω respectively,
and g ∈ H 12 (Γ
R
). If w is known on Γ
R
, the normal derivative ∂nw can be
computed by solving for w in R2\D. The DtN map S : H 12 (Γ
R
)→ H− 12 (Γ
R
) is
defined as
S : w|Γ
R
→ ∂nw|Γ
R
.
If the truncating boundary Γ
R
is a circle, the map S can be written ex-
plicitly as a series involving Hankel functions. By using the polar coordinate
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system, separation of variables shows that the general solution of the homoge-
neous Helmholtz equation ∆w + k2w = 0 in R2\Ω is
w(r, θ) =
∑
m∈Z
[
αmH
(1)
m (kr) + βmH
(2)
m (kr)
]
eimθ, (4)
where H
(1,2)
m (z) are Hankel functions of first and second kind, and of order
m ∈ Z. The Hankel functions are in turn defined by Bessel functions Jm(z) and
Neumann functions Ym(z)
H(1,2)m (z) = Jm(z)± iYm(z).
For an introduction to Bessel and Hankel functions in the context of the Helmholtz
equation, see Colton and Kress [9], or Cakoni and Colton [5].
Only the Hankel functions of the second kind are consistent with the Som-
merfeld radiation condition (1c), so only solutions of the form H
(2)
m (kr)eimθ
represent outgoing waves. This implies that the coefficients αm in the series
expansion (4) vanish. If w(R, θ) ∈ H 12 (Γ
R
) is given, then we can write w as a
Fourier series,
w(R, θ) =
∑
m∈Z
wme
imθ
where the Fourier coefficients w
m
are given by
w
m
(R) =
1
2piR
∫
Γ
R
w(R,ϕ)e−imϕ dϕ.
Thus, the solution w of the Helmholtz problem for r ≥ R is
w(r, θ) =
∑
m∈Z
w
m
(R)
H
(2)
m (kr)
H
(2)
m (kR)
eimθ. (5)
Taking the normal derivative of w(r, θ), which is simply the radial derivative
∂w/∂r we can write an explicit form of the DtN map S:
Sw(R, θ) := ∂w
∂r
(R, θ) =
∑
m∈Z
k
H
(2)′
m (kr)
H
(2)
m (kR)
wm(R) e
imθ. (6)
Using the DtN map, we may restrict the domain of problem (3) to Ω and the
equations for u become
∆u+ k2u = 0, in Ω
u = g, on Γ
D
∂u
∂n
− Su = 0 on Γ
R
.
 (7)
The boundary condition ∂u/∂n − Su = 0 on Γ
R
is an exact representation
of wave propagation in the exterior domain. The solution u of the boundary
value problem (7) is the restriction to Ω of the unique solution of the exterior
scattering problem (1).
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2.2 Stability of the adjoint problem
Since we will later use duality arguments to derive error estimates, we consider
the following adjoint problem to (7)
∆u+ k2u = f, in Ω
u = 0, on Γ
D
∂u
∂n
− S?u = 0 on Γ
R
.
 (8)
where S? is the L2 adjoint of the DtN map on Γ
R
and f ∈ L2(Ω) is such
that supp(f) ⊂ Ω. Wavenumber dependent stability bounds for the scattering
problem with the impedance boundary condition ∂u/∂n − iku = g
R
on Γ
R
are
shown in [16], Theorem 2.2. In the following theorem, we state stability bounds
for the scattering problem with a DtN map on Γ
R
. We will assume that the
boundary of the scatterer is smooth, so that u ∈ H2(Ω). Although not needed
here, the following result is of independent interest.
Proposition 2.1 Let u ∈ H2(Ω) be the analytical solution of the adjoint prob-
lem (8). Then there exist positive numbers C1 and C2 independent of u and f ,
but whose dependence on k and R is known such that
|u|1,Ω + k‖u‖0,Ω ≤ C1‖f‖0,Ω , (9)
|u|2,Ω ≤ C2‖f‖0,Ω . (10)
Proof: The solution u of the adjoint problem (8) can be extended analytically
by Hankel functions of the first kind to the exterior region R2\Ω. Denote still
by u this analytic extension in the region R2\D. Let Ω˜ := B
2R
(0)\D be the
annulus bounded by the circle Γ
2R
on the outside and by Γ
D
on the inside, where
Γ
2R
is a circle of radius 2R centered at the origin.
Let u˜ = χu where χ ∈ C∞0 (Ω˜), 0 ≤ χ ≤ 1, is a smooth cut-off function
equal to one in a neighborhood of Ω and zero in a neighborhood of Γ
2R
. Then
u˜ satisfies
∆u˜+ k2u˜ = f˜ in Ω˜,
u˜ = 0 on Γ
D
,
∂n u˜+ iku˜ = 0 on Γ2R ,
where
f˜ =
{
f in Ω
∆(χu) + k2χu. in Ω˜\Ω
By the first stability estimate in inequalities (3.5) of [15], there exists some
constant C independent of k, u˜ and f˜ such that
|u˜|1,Ω˜ + k‖u˜‖0,Ω˜ ≤ CR‖f˜‖0,Ω˜ . (11)
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The product rule shows that ∆(χu) = χ∆u+ u∆χ+ 2∇χ · ∇u. Hence
f˜ = χf + u∆χ+ 2∇χ · ∇u
where f is extended by zero to the exterior of Ω. Since we can choose
|χ| ≤ 1, |∇χ| ≤ C/R, |∆χ| ≤ C/R2
we have that
‖f˜‖0,Ω˜ ≤ C0
(
1 +
1
kR
+
1
k2R2
)
k
(
|u|1,Ω˜ + k‖u‖0,Ω˜
)
.
By Lemma 3.5 of [7], the solution u of (8) satisfies the stability bound
k
(
|u|1,Ω˜ + k‖u‖0,Ω˜
)
≤
(
1 + 4
√
2kR
)
‖f‖0,Ω˜ =
(
1 + 4
√
2kR
)
‖f‖0,Ω
Then we have
|u|1,Ω + k‖u‖0,Ω ≤ |u˜|1,Ω˜ + k|u˜|0,Ω˜
≤ C0R‖f˜‖0,Ω˜
≤ C1‖f‖0,Ω
where
C1 := C0R
(
1 + 4
√
2kR
)(
1 +
1
kR
+
1
k2R2
)
for some constant C0 that is independent of R and k. To show the stability
result (10) recall from the second stability estimate (3.5) of [15]
|u|2,Ω˜ ≤ C0 (1 + kR) ‖f˜‖0,Ω˜ ,
where C is independent of k and u. Combining with the results above gives
|u|2,Ω ≤ C2‖f‖0,Ω
where
C2 := C0(1 + kR)C1. 
2.3 Some properties of Hankel functions
We point out some properties of the DtN map that will be needed to derive
error estimates. The result in Lemma 2.2 can be found, for example, in Lemma
3.3 [27].
Lemma 2.2 For any w ∈ H 12 (Γ
R
), it holds that
− Im
∫
Γ
R
Sww ds ≥ 0. (12)
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The following lemma is identical to Lemma 3.2 of [18], but in contrast to
the result in [18], we give the dependence of the constant on the wavenumber.
Lemma 2.3 For any m ∈ Z\{0} and kR > 0, it holds that
1
(1 +m2)
1
2
∣∣∣∣∣H(2)
′
m (kR)
H
(2)
m (kR)
∣∣∣∣∣ ≤
∣∣∣∣∣ 1mH
(2)′
m (kR)
H
(2)
m (kR)
∣∣∣∣∣ ≤ 1|m| + 1kR. (13)
For m = 0, we have that∣∣∣∣∣H(2)
′
0 (kR)
H
(2)
0 (kR)
∣∣∣∣∣ ≤ C
(
1 +
1
kR
)
, (14)
for some C independent of kR.
Proof:
We make use of the inequality (2.7) in [7]∣∣∣H(2)ν (ρ)∣∣∣2 (ν2 − ρ2)+ ρ2 ∣∣∣H(2)′ν (ρ)∣∣∣2 − 4ρpi ≤ 0
and inequality (2.4) in [7]
ρ
∣∣∣H(2)ν (ρ)∣∣∣2 ≥ 2pi (15)
for any ν and ρ ∈ R such that ν ≥ 12 and ρ > 0. To obtain inequality (13) for
m ≥ 1, choose ν = m, ρ = kR. When m ≤ −1, the result follows from the
identity
H(2)m (ρ) = (−1)|m|H(2)−m(ρ).
To prove the inequality for m = 0, recall the asymptotic relations of Hankel
functions with small argument as ρ→ 0 (see e.g. 10.2.6, 10.7.2, 10.7.7 of [29])
H(2)ν (ρ) ∼
{
−(2i/pi) ln ρ if ν = 0
(2i/pi)Γ(1)z−1 if ν = 1,
(16)
and for large argument as ρ→∞
H(2)ν (ρ) ∼
{√
2/(piρ)e−i(ρ−pi/4) if ν = 0√
2/(piρ)e−i(ρ−3pi/4) if ν = 1.
(17)
It follows from (16) and (17) that∣∣∣∣∣H(2)
′
0 (ρ)
H
(2)
0 (ρ)
∣∣∣∣∣ =
∣∣∣∣∣H(2)1 (ρ)H(2)0 (ρ)
∣∣∣∣∣ ∼
{
C 1ρ| ln ρ| as ρ→ 0
1 as ρ→∞. (18)
Since 1/(ρ| ln ρ|) < 1/ρ for small enough ρ, we have by continuity of the Hankel
functions in any bounded interval∣∣∣∣∣H(2)
′
0 (ρ)
H
(2)
0 (ρ)
∣∣∣∣∣ ≤ C
(
1 +
1
ρ
)
. (19)
when ρ > 0. 
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2.4 Truncated Boundary Value Problem
In practical computations, one needs to truncate the infinite series of the DtN
operator to obtain an approximate mapping written as a finite sum
S
N
w =
∑
|m|≤N
k
H
(2)′
m (kR)
H
(2)
m (kR)
wme
imθ
(20)
for all w ∈ H 12 (Γ
R
). The boundary value problem (7) is replaced by the following
modified boundary value problem with a truncated DtN map: Find uN ∈ H1(Ω)
such that
∆uN + k2uN = 0 in Ω
uN = g on Γ
D
∂uN
∂n
− S
N
uN = 0 on Γ
R
.
(21)
In Theorem 4.5 of [18] it is shown that the truncated exterior Neumann problem
is well-posed for all N sufficiently large. Following the same arguments, we can
prove the following theorem for the truncated exterior Dirichlet problem (21).
Theorem 2.4 There exists an integer N0 ≥ 0 depending on k such that for any
g ∈ H 12 (Γ
D
) the truncated Dirichlet boundary value problem (21) has a unique
solution, uN ∈ H1(Ω) for N ≥ N0.
2.5 Stability of the truncated adjoint problem
For later use in the derivation of L2 norm estimates for the discretization error,
we make use of duality arguments, which in turn depend on the following adjoint
problem to (21):
∆zN + k2zN = f in Ω,
zN = 0 on Γ
D
,
∂zN
∂n
− S?
N
zN = 0,
(22)
where f ∈ L2(Ω). The following lemma gives a stability constant C3 of the
solution zN in the H2 norm with respect to the L2 norm of the data f . We note
in particular that C3 is independent of N . This first inequality in Lemma 2.5
below is proved in Lemma 4.2 of [24]. The second inequality is proved in [17]
before equation (29).
Lemma 2.5 Assume N ≥ N0 is large enough so that the truncated boundary
value problem (22) has a unique solution zN ∈ H2(Ω). Then there exist positive
numbers C3 and C4 independent of N , zN and f , but depending on k and R
such that
‖zN ‖2,Ω ≤ C3‖f‖0,Ω (23)
‖zN ‖L∞(Ω) ≤ C4‖f‖0,Ω. (24)
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3 The PlaneWave Discontinuous Galerkin Method
Let Th denote a finite element partition of Ω into elements {K}. We shall
assume that all the elements K ∈ Th are generalized triangles. A generalized
triangle will be a true triangle in the interior of Ω but may have one curvilinear
edge if the triangle has a face on Γ
D
or Γ
R
. More general elements (e.g. quadri-
laterals, pentagons, etc) are possible. The parameter h represents the diameter
of the largest element in Th, so that h = max
K∈Th
h
K
where h
K
is the diameter of
the smallest circumscribed circle containing K. Denote by E the mesh skeleton,
i.e. the set of all edges of the mesh, E
I
the set of interior edges, E
D
the set
of edges on the boundary of the scatterer Γ
D
and E
R
the set of edges on the
artificial boundary Γ
R
.
As is standard in DG methods, we introduce the jumps and averages as
follows. Let K+,K− ∈ Th be two elements sharing a common edge e. Suppose
n+,n− are the outward pointing unit normal vectors on the boundaries ∂K+
and ∂K− respectively. Let v : Ω → C be a smooth scalar valued piecewise
defined function, and σ : Ω → C2 a smooth vector valued piecewise defined
function. Let x be a point on e. Define
v+(x ) := lim
y→x
y∈K+
v(y).
The definitions of v−, σ+ and σ− are similar. The jumps are defined as
[[v]] := v+n+ + v−n−, [[σ]] := σ+ · n+ + σ− · n−, (25)
and the averages are defined as
{{v}} := 1
2
(
v+ + v−
)
, {{σ}} := 1
2
(
σ+ + σ−
)
. (26)
Suppose u ∈ H2(Ω) is the exact solution of the homogeneous Helmholtz equa-
tion. In each element K ∈ Th, the weak formulation is:∫
K
(∇u · ∇v − k2uv) dx − ∫
∂K
∇u · n
K
v ds = 0, (27)
where v is assumed piecewise smooth, and n
K
is the outward pointing unit
normal vector on ∂K. This smoothness assumption allows us to take traces of
v and ∇v on ∂K. Integrating equation (27) by parts once more leads to∫
K
u(−∆v − k2v) dx +
∫
∂K
u∇v · n
K
ds−
∫
∂K
∇u · n
K
v ds = 0. (28)
To proceed, we suppose the test function v belongs in the Trefftz space T (Th)
defined as follows: Let Hs(Th) be the broken Sobolev space on the mesh
Hs(Th) :=
{
v ∈ L2(Ω) : v|K ∈ Hs(K) ∀ K ∈ Th
}
.
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Then the Trefftz space T (Th) is
T (Th) :=
{
v ∈ L2(Ω) : v ∈ H2(Th) and ∆v + k2v = 0 in each K ∈ Th
}
.
Because ∆v + k2v = 0 in K, equation (28) reduces to∫
∂K
u∇v · n
K
ds−
∫
∂K
∇u · n
K
v ds = 0. (29)
The problem now is to find an approximation of u in a finite dimensional Trefftz
subspace of T (Th). Define the finite dimensional local solution space Vp
K
(K)
of dimension p
K
≥ 1 on each element K ∈ Th:
Vp
K
(K) :=
{
wh ∈ H2(K) : ∆wh + k2wh = 0 in K
}
and the global solution space
Vh(Th) :=
{
v ∈ L2(Ω) : v|
K
∈ Vp
K
(K) in each K ∈ Th
}
where the local dimension p
K
can change from element to element.
Suppose that in each element K ∈ Th, uh is the unknown approximation of
u in the local solution space Vp
K
(K) and ikσh := ∇uh is the flux. Then, on
∂K, we write ∫
∂K
uh∇v · nK ds−
∫
∂K
ikσh · nKv ds = 0, (30)
for all v ∈ Vp
K
(K). At this stage, uh and ikσh are multi-valued on an edge
e ⊂ ∂K1 ∩ ∂K2, since the trace from K1 could differ from that of K2. To find
a global numerical solution in Vh(Th), we need uh and ikσh to be single valued
on each edge of the mesh. Thus, we introduce numerical fluxes ûh and σ̂h that
are single valued approximations of uh and ikσh respectively on each edge.
In each element of the mesh K ∈ Th, it holds that∫
∂K
ûh∇v · nK ds−
∫
∂K
ikσ̂h · nKv ds = 0. (31)
Integration by parts allows us to write a “domain based” equation that is
equivalent to (31)∫
K
(∇uh · ∇v − k2uhv) dx + ∫
∂K
(ûh − uh)∇v · nK −
∫
∂K
ikσ̂h · nKv ds = 0.
(32)
The form (32) is used to prove coercivity properties of the PWDG method,
while the skeleton-based form (31) is used to program the method.
We now define the PWDG fluxes. The definition of the fluxes on interior
edges and edges on the scatterer are taken to be those of standard PWDG
methods in [16] and [15] as given in (33) and (34). But the fluxes on the
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artificial boundary ΓR are new. Denote by ∇h the elementwise application of
the gradient operator. Following [16],
ûh = {{uh}} − β
ik
[[∇huh]] ,
ikσ̂h = {{∇huh}} − αik [[uh]]
 on interior edges EI . (33)
On the boundary of the scatterer Γ
D
ûh = 0,
ikσ̂h = ∇huh − αikuh
}
on Dirichlet edges E
D
. (34)
For edges on the artificial boundary E
R
, we propose
ûNh = u
N
h −
δ
ik
(∇huNh · n − SNuNh) , (35)
ikσ̂Nh = SN uNhn −
δ
ik
S?
N
(
∇huNh − SN uNhn
)
, (36)
where α, β, δ > 0 are positive flux coefficients defined on the edges of the mesh,
and S?
N
is the L2(Γ
R
)-adjoint of S
N
, defined as∫
Γ
R
S?
N
vw ds =
∫
Γ
R
vS
N
w ds.
Substituting these fluxes into equation (32), and summing over all elements
K ∈ Th, we obtain the following PWDG scheme: Find uNh ∈ PW (Th) such that
for all vh ∈ PW (Th)
A
N
(uNh , vh) = Lh(vh) (37)
where
A
N
(uNh , vh) :=
∫
Ω
(∇huNh · ∇hvh − k2uNhvh) dx − ∫
E
I
[[uNh ]] · {{∇hvh}} ds
−
∫
E
R
S
N
uNhvh ds−
1
ik
∫
E
I
β [[∇huNh ]] [[∇hvh]] ds
−
∫
E
I
{{∇huNh}} · [[vh]] ds+ ik
∫
E
I
α [[uNh ]] · [[vh]] ds
− 1
ik
∫
E
R
δ
(
∇huNh · n − SN uNh
)(
∇hvh · n − S
N
vh
)
ds
+ik
∫
E
D
αuNhvh ds−
∫
E
D
(
uNh∇hvh · n +∇huNh · nvh
)
ds,(38)
and the right hand side is
Lh(vh) := −
∫
E
D
g∇hvh · n ds+ ik
∫
E
D
αgvh ds. (39)
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The hermitian sesquilinear form (38) allows us to prove coercivity of the DtN-
PWDG scheme. However to program the method, we can make the algo-
rithm more efficient by exploiting the Trefftz property of PW (Th) to write
the sesquilinear form on the skeleton of the mesh. This avoids the need to inte-
grate over elements in the mesh. Integrating by parts (32) and using the Trefftz
property ∆vh + k
2vh = 0, the elemental equation (32) reduces to∫
∂K
ûNh∇hvh · n ds−
∫
∂K
ikσ̂Nh · nvh ds = 0. (40)
Then substituting the numerical fluxes and summing over all elements of the
mesh, we get
A
N
(uNh , vh) =
∫
E
I
{{uNh}} [[∇hvh]] ds−
∫
E
I
{{∇huNh}} · [[vh]] ds−
∫
E
R
S
N
uNhvh ds
+
∫
E
R
uNh∇hvh · n ds−
1
ik
∫
E
I
β [[∇huNh ]] [[∇hvh]] ds
+ik
∫
E
I
α [[uNh ]] · [[vh]] ds−
∫
E
D
∇huNh · nvh ds+ ik
∫
E
D
αuNhvh ds
− 1
ik
∫
E
R
δ
(
∇huNh · n − SN uNh
)(
∇hvh · n − S
N
vh
)
ds (41)
Our DtN-PWDG MATLAB code is based on the sesquilinear form (41).
For error estimates, it is useful to derive an equivalent form of (38). Applying
a DG magic formula (Lemma 6.1, [10]) to (38) we get
A
N
(uNh , vh) =
∫
E
I
[[∇huNh ]] {{vh}} ds−
∫
E
I
[[uNh ]] · {{∇hvh}} ds−
∫
E
D
uNh∇hvh · n ds
− 1
ik
∫
E
I
β [[∇huNh ]] [[∇hvh]] ds+ ik
∫
E
I
α [[uNh ]] · [[vh]] ds
+ik
∫
E
D
αuNhvh ds+
∫
E
R
(
∇huNh · n − SN uNh
)
vh ds
− 1
ik
∫
E
R
δ
(
∇huNh · n − SN uNh
)(
∇hvh · n − S
N
vh
)
ds. (42)
Proposition 3.1 The DtN-PWDG method is consistent.
Proof. If uN is the exact solution of the truncated boundary value problem (21),
then under the assumptions on the geometry of the scatterer, uN ∈ H2(Ω), thus
on any interior edge e, [[uN ]] = 0 and [[∇huN ]] = 0 on EI , ∇huN · n = SNuN on
E
R
, and uN = g on E
D
. Therefore from (42), for any v ∈ PW (Th)
A
N
(uN , v) = −
∫
E
D
g∇hv · n ds+ ik
∫
E
D
αgv ds
= Lh(v).  (43)
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Proposition 3.2 Provided N ≥ N0, the mesh-dependent functional
‖v‖
DG
:=
√
ImA
N
(v, v) (44)
defines a norm on T (Th). Moreover, setting
‖v‖2
DG+
:= ‖v‖2
DG
+ k‖β− 12 {{v}} ‖20,E
I
+ k−1‖α− 12 {{∇hv}} ‖20,E
I
+k−1‖α− 12∇hv · n‖20,E
D
+ k‖δ− 12 v‖20,E
R
(45)
we have
A
N
(v, w) ≤ 2‖v‖
DG
‖w‖
DG+
(46)
Proof. Taking the imaginary part of (38), we have
ImA
N
(v, v) = k−1‖β 12 [[∇hv]] ‖20,E
I
+ k‖α 12 [[v]] ‖20,E
I
+ k‖α 12 v‖20,E
D
− Im
∫
E
R
S
N
vv ds
+k−1‖δ1/2(∇hv · n − S
N
v)‖20,E
R
= ‖v‖2
DG
. (47)
From Lemma 2.2, we recall that taking only partial sums,
− Im
∫
E
R
S
N
vv ds =
∑
|m|≤N
4|vm|2
|H(2)m (kR)|2
> 0
If ImA
N
(v, v) = 0, then v ∈ H2(Ω) satisfies the Helmholtz equation ∆v+k2v = 0
in Ω, with v = 0 on Γ
D
, and ∇v · n − S
N
v = 0 on Γ
R
(our new choice of flux is
key to asserting this last equality). By Theorem 2.4, this problem has only the
trivial solution v = 0 provided N ≥ N0 is large enough.
To prove (46), we apply the Cauchy Schwarz inequality repeatedly to (42).

Remark: The assumption that 0 < δ ≤ 12 required to prove continuity of
the sesquilinear form for the PWDG with impedance boundary conditions as
in [16, 15] is no longer necessary. It is sufficient that δ > 0 in the DtN-PWDG
scheme. This is because of our new choice of boundary fluxes.
Proposition 3.3 Provided N ≥ N0, the discrete problem (37) has a unique
solution uNh ∈ PW (Th).
Proof. Assume A
N
(uNh , v) = 0 for all v ∈ PW (Th). Then in particular
A
N
(uNh , u
N
h) = 0 and so ImAN (u
N
h , u
N
h) = 0. Then ‖uNh‖DG = 0 which implies
uNh = 0 since ‖ · ‖DG is a norm on PW (Th). 
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4 Error Estimates
4.1 A mesh-dependent error estimate
We state an error estimate in the mesh dependent DG norm.
Proposition 4.1 Assume N ≥ N0. Let uN be the unique solution of the trun-
cated boundary value problem (21), and uNh ∈ PW (Th) the unique solution of
the discrete problem (37). Then
‖uN − uNh‖DG ≤ 2 inf
wh∈PW (Th)
‖uN − wh‖DG+ . (48)
Remark: Using Moiola’s estimates for approximation by plane waves, this
result can be used to provide order estimates (see Corollary 4.6 later in this
paper).
Proof: Let wN ∈ PW (Th) be arbitrary. By Proposition 3.1, definition (44)
and the inequality (46) we have
‖uN − uNh‖2DG = ImAN (uN − uNh , uN − uNh)
≤ |A
N
(uN − uNh , uN − uNh)|
= |A
N
(uN − uNh , uN − wh)|
≤ 2‖uN − uNh‖DG‖uN − wh‖DG+ . 
4.2 Error estimates in the L2 norm
Let eNh = u− uNh be the error of the DtN-PWDG method, where u is the exact
solution, and uNh the computed solution. Let u
N be the solution of the truncated
boundary value problem (21). Then, by the triangle inequality
‖u− uNh‖L2(Ω) ≤ ‖u− uN ‖L2(Ω) + ‖uN − uNh‖L2(Ω). (49)
The term ‖u − uN ‖L2(Ω) is the truncation error introduced by truncating the
DtN map, while the term ‖uN −uNh‖L2(Ω) is the discretization error of the DtN-
PWDG method.
4.2.1 Estimation of ‖u− uN ‖L2(Ω)
Error estimates for the truncation error of the Helmholtz problem (7) with
DtN boundary conditions were proved by D. Koyama (see [23, 24]), where it is
assumed that supp(f) ⊂ Ω′, Ω′ ⊂ Ba where Ba is a ball of radius a ≤ R, such
that Ba ⊂ BR.
The main result of this section is the following (see Proposition 4.1 of [24]).
Theorem 4.2 Assume N ≥ N0 and that the exact solution u of problem (1)
belongs to Hm(Ω). Assuming that supp(f) ⊂ Ω′, Ω′ ⊂ Ba where Ba is a ball of
radius a ≤ R, such that Ba ⊂ BR, there exists a positive number C4 independent
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of N , f , u and uN , but depending on k, a,R and Ω, such that for m ∈ N ∪ {0}
we have
‖u− uN ‖m,Ω′ ≤ C4N− 12−s+m
∣∣∣∣∣H(2)N (kR)H(2)N (ka)
∣∣∣∣∣RN (u; s, a)
where Ω may be Ω′ and
R
N
(u; s, a) :=
 ∑
|m|>N
|m|2s|um(a)|2
 12 .
4.2.2 Estimation of ‖uN − uNh‖L2(Ω)
In this section, we study a priori error estimates for the discretization error
‖uN − uNh‖L2(Ω) of the DtN-PWDG scheme. For this section, we make the
following assumptions on the mesh and flux parameters.
Assumption on the mesh: The mesh is shape regular and quasi-uniform.
The method can be applied to more general meshes such as quadrilateral ele-
ments and locally refined meshes, but our focus in this chapter is the boundary
condition on Γ
R
, so we choose simple quasi-uniform meshes.
Assumption on the numerical fluxes: Since the mesh is quasi-uniform, we
assume the numerical fluxes α, β, δ are positive universal constants on the mesh.
Suppose e ⊂ ∂K1∩∂K2 is a common edge between triangles K1 and K2 (on
boundary edges assume K2 is empty). We recall the trace inequality (see [4],
Theorem 1.6.6),
‖v‖20,e ≤ C
2∑
j=1
(
h−1
Kj
‖v‖20,Kj + hKj |v|21,Kj
)
(50)
with C depending only on the shape regularity measure µ. In addition, as
v ∈ H2(Ω), it holds that
‖∇v‖20,e ≤ C
2∑
j=1
(
h−1
Kj
‖∇v‖20,Kj + hKj |v|22,Kj
)
(51)
with C depending only on the shape regularity parameter µ.
Choosing f = eNh := u
N − uNh in (22), we have by the adjoint consistency of
the DtN-PWDG scheme that
A
N
(w, zN ) =
∫
Ω
weNh dx . (52)
where w ∈ T (Th) is any piecewise solution of the Helmholtz equation. Choosing
w = eNh in (52), the consistency of the DtN-PWDG method in Proposition 3.1
implies that
‖eNh‖2L2(Ω) = AN (eNh , zN )
= A
N
(eNh , z
N − zh) (53)
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for any arbitrary zh ∈ PW (Th). To approximate the right hand side of (53) we
follow the idea introduced in Lemma 5.3 of [22] and Lemma 3.10 of [13]: Let zch
be the conforming piecewise linear finite element interpolant of z ∈ H2(Ω). Then
we can find a zh ∈ PW (Th) that can approximate zch. Adding and subtracting
zch, we have
‖eNh‖2L2(Ω) = AN (eNh , zN − zch) +AN (eNh , zch − zh)
For convenience of notation, denote by eN,ch := z
N − zch the conforming error. It
follows that
A
N
(eNh , e
N,c
h ) =
∫
E
I
[[∇heNh ]] {{eN,ch }} ds−
∫
E
I
[[eNh ]] · {{∇h(eN,ch )}} ds (54)
− 1
ik
∫
E
I
β [[∇heNh ]] [[∇h(eN,ch )]] ds+ ik
∫
E
I
α [[eNh ]] · [[eN,ch ]] ds
− 1
ik
∫
E
R
δ (∇heNh · n − SN eNh) (∇heN,ch · n − SN eN,ch ) ds
−
∫
E
D
eNh∇heN,ch · n ds+
∫
E
R
(∇heNh · n − SN eNh) eN,ch ds+ ik
∫
E
D
αeNhe
N,c
h ds.
As eN,ch is continuous, it follows that [[e
N,c
h ]] = 0 on each interior edge, so that
ik
∫
E
I
α [[eNh ]] · [[eN,ch ]] ds = 0. (55)
Consider terms involving eN,ch in the sesquilinear form (54):
I1 =
∣∣∣∣∣
∫
E
I
[[∇heNh ]] {{eN,ch }} ds
∣∣∣∣∣
≤
∑
e∈E
I
k−
1
2 ‖β 12 [[∇heNh ]] ‖0,e k
1
2 ‖β− 12 eN,ch ‖0,e ,
I2 =
∣∣∣∣∣ik
∫
E
D
αeNh · neN,ch ds
∣∣∣∣∣
≤
∑
e∈E
D
k
1
2 ‖α 12 eNh‖0,e k
1
2 ‖α 12 eN,ch ‖0,e ,
I3 =
∣∣∣∣∣
∫
E
R
(∇heNh · n − SN eNh) eN,ch ds
∣∣∣∣∣
≤
∑
e∈E
R
k−
1
2 ‖δ 12 (∇heNh · n − SN eNh) ‖0,e k
1
2 ‖δ− 12 eN,ch ‖0,e .
For any edge e ∈ E
I
, assume that e ⊂ ∂K1 ∩ ∂K2. Under the assumption that
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the numerical fluxes are constant, we have by the trace inequality (50) that
‖β− 12 eN,ch ‖0,e ≤ C
2∑
`=1
 1
h
1
2
K`
‖eN,ch ‖0,K` + h
1
2
K`
‖∇heN,ch ‖0,K`

≤ C
2∑
`=1
h
3
2
K`
|zN |
2,K`
. (56)
The other terms involving α, δ are estimated in exactly the same way. Therefore,
I1 + I2 + I3 ≤ C(µ, α, β, δ, k,R)‖eNh‖DG
∑
K∈Th
h
3
2
K |zN |2,K (57)
where C depends on the wavenumber k, radius R, shape regularity parameter
µ and the flux parameters α, β and δ, but is independent of h, zN and N .
Now consider terms involving ∇heN,ch · n in (55).
J1 =
∣∣∣∣∣
∫
E
I
[[eNh ]] · {{∇heN,ch }} ds
∣∣∣∣∣
≤
∑
e∈E
I
k
1
2 ‖α 12 [[eNh ]] ‖0,e k−
1
2 ‖α− 12 {{∇heN,ch }} ‖0,e ,
J2 =
∣∣∣∣∣− 1ik
∫
E
I
β [[∇heNh ]] [[∇heN,ch ]] ds
∣∣∣∣∣
≤
∑
e∈E
I
k−
1
2 ‖β 12∇heNh‖0,e k−
1
2 ‖β 12∇heN,ch ‖0,e ,
J3 =
∣∣∣∣∣−
∫
E
D
eNh∇heN,ch · n ds
∣∣∣∣∣
≤
∑
e∈E
D
k
1
2 ‖α 12 eNh‖0,e k−
1
2 ‖α− 12∇heN,ch ‖0,e ,
J4 =
∣∣∣∣∣− 1ik
∫
Γ
R
δ (∇heNh · n − SN eNh) (∇heN,ch · n − SN eN,ch ) ds
∣∣∣∣∣
≤ k− 12 ‖δ 12 (∇heNh · n − SN eNh)‖0,ΓR k
− 12 ‖δ 12 (∇heN,ch · n − SN eN,ch )‖0,ΓR .
We start by approximating J1. By the trace inequality (51), we have on an edge
e ⊂ ∂K1 ∩ ∂K2,
‖α− 12 {{∇heN,ch }} ‖0,e ≤ C
2∑
`=1
 1
h
1
2
K`
‖∇heN,ch ‖0,K` + h
1
2
K`
|eN,ch |2,K`

≤ C
2∑
`=1
h
1
2
K`
|zN |2,K` .
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The same argument holds for J2 and J3. The term J4 that involves the DtN
map can be estimated via the triangle inequality
k−
1
2 ‖δ 12 (∇heN,ch · n − SN eN,ch )‖0,ΓR
≤ k− 12 ‖δ 12∇heN,ch ‖0,ΓR + k
− 12 ‖δ 12S
N
eN,ch ‖0,ΓR . (58)
The first term in (58) is estimated as before. Now we estimate the term with
the DtN map. For m ∈ Z, define m
0
as follows
m
0
:=
{
m if |m| 6= 0
1 if m = 0.
(59)
Let
TRh := {K ∈ Th : length (∂K ∩ ΓR) > 0}
be the set of all elements with an edge on Γ
R
. Then the term in J4 with the
DtN map is estimated as
‖δ 12S
N
(zN − zch)‖0,Γ
R
= 2piδ
1
2
 ∑
|m|≤N
|m0 |2
k2R2
|m
0
|2
∣∣∣∣∣H(2)
′
m (kR)
H
(2)
m (kR)
∣∣∣∣∣
2
|(eN,ch )m|2
 12
≤ C(δ, k,R) N‖eN,ch ‖0,ΓR
≤ C(δ, k,R) N
∑
e∈E
R
‖eN,ch ‖0,e
≤ C(µ, δ, k,R) N
∑
K∈TRh
h
1
2
K |zN |2,K . (60)
Hence, summarizing we have the estimate
J1 + J2 + J3 + J4 ≤ Ch 12 (N + 1) ‖eNh‖DG
∑
K∈Th
h
1
2
K |zN |2,K
(61)
Combining (57), (61) and (2.5), we arrive at
A
N
(eNh , z
N − zch) ≤ Ch
1
2 (N + 1)|zN |2,Ω‖eNh‖DG
≤ Ch 12 (N + 1)‖eNh‖DG‖u− uNh‖0,Ω. (62)
where we have used the quasi-uniformity of the mesh and the stability esti-
mate (23).
To estimate the term A
N
(eNh , z
c
h−zh), we use results from Lemma 5.4 of [22].
By similar arguments used in the estimation of A
N
(eNh , z
N − zch), and using the
second inequality of Lemma 2.5 to bound ‖zN ‖L∞(Ω), we get
A
N
(eNh , z
c
h − zN ) ≤ Ch
3
2 (N + 1)‖eNh‖DG‖zN ‖L∞(Ω)
≤ Ch 32 (N + 1)‖u− uNh‖L2(Ω)‖eNh‖DG
≤ Ch 32 (N + 1)‖u− uNh‖L2(Ω)‖eNh‖DG .
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Now, by combining (62) and (63), we have proved the following theorem:
Theorem 4.3 Let uN ∈ H2(Ω) be the solution of the truncated boundary value
problem (21) and uNh be the solution of the discrete problem (37). Then there
exists a constant C depending only on Ω, the flux parameters α, β and δ and
the shape regularity parameter µ, but independent of k,uN , uNh, N , and h such
that
‖uN − uNh‖L2(Ω) ≤ Ch
1
2 (N + 1) inf
wh∈PW (Th)
‖uN − wh‖DG+ . (63)
Proof:
By (62) and (63) we have
‖uN − uNh‖2L2(Ω) = AN (eNh , zN − z
c
h) +AN (e
N
h , z
c
h − zh)
(64)
The result follows from the error estimate in the ‖ · ‖
DG
norm from Proposi-
tion 4.1.
We need to estimate the term inf
wh∈PW (Th)
‖uN −wh‖DG+ that appears in The-
orem 4.3 along the lines of results due to A. Moiola in [28] for the Helmholtz
equation with an impedance boundary condition. In [28], detailed error esti-
mates for the approximation of solutions of the homogeneous Helmholtz equa-
tion by plane waves are shown. To derive these, two assumptions are made. The
first concerns the domain K ⊂ Ω (in particular a generalized triangle) where
we will approximate a solution of the Helmholtz equation by plane waves (see
Lemma 3.1.1 of [28]). The second assumption concerns the distribution of plane
wave directions on the unit circle (see Lemma 3.4.3 [28]).
Now assume w is a solution of the homogeneous Helmholtz equation and
w ∈ Hm+1(K), where 1 ≤ m ∈ Z. Assume also q ≥ 2m + 1. Define the
k-weighted norm ‖w‖`
,k,K
by
‖w‖`
,k,K
=
∑`
j=0
k2(`−j)|w|2
j,K
 12 , ∀w ∈ H`(K), k > 0. (65)
and for every 0 ≤ j ≤ m + 1, consider ε0, ε1, ε2 defined in equation (4.20) of
[28]:
εj :=
(
1 + (kh)j+6
)
e(
7
4− 34ρ)khhm+1−j
[(
log(q + 2)
q
)(m+1−j)
+
1 + (kh)q−m+2
(c0(q + 1))
q
2
]
,
(66)
where ρ is a parameter related to the shape regularity of the elements, such that
for a mesh with shape regularity µ, ρ = (2µ)−1. The constant c0 measures the
distribution of the directions {d `} (Lemma 3.4.3 [28]).
Now the general approximation result of Moiola is:
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Theorem 4.4 (approximation by plane waves: Corollary 3.55 [28])
Let u ∈ Hm+1(K) be a solution of the homogeneous Helmholtz equation, where
K ⊂ R2 is a domain that satisfies assumptions in Lemma 3.1.1 of [28]. Suppose
the directions {d`}`
=−q,··· ,q satisfy the assumptions in Lemma 3.4.3 of [28]. Then
there exists ~α ∈ Cp such that for every 0 ≤ j ≤ m+ 1,
‖u−
p∑
`=1
α
k
eikx·d`‖
j,k,K
≤ Cεj‖u‖m+1,k,K (67)
where C depends on j,m and the shape of K.
In the next Lemma, we state best approximation error estimates in the
‖ · ‖
DG+
norm for the Helmholtz equation with a DtN boundary condition. The
error bounds for ‖u− ξ‖
0,E and ‖∇h(u− ξ)‖0,E on the skeleton of the mesh can
be found in Lemma 4.4.1 of [28]. We state them here for completeness. For
convenience of notation, define
γ := N2R−2(1 + kR)2
Lemma 4.5 Assume that the directions {d`} satisfy the assumptions of The-
orem 4.4. Given u ∈ T (Th) ∩ Hm+1(Ω), m ≥ 1, q ≥ 2m + 1, there exists
ξ ∈ PW (Th) such that we have the following estimates
‖u− ξ‖2
0,E
≤ Cε0
(
ε0h
−1 + ε1
) ‖u‖2
m+1,k,Ω
(68)
‖∇h(u− ξ)‖2E ≤ Cε1
(
ε1h
−1 + ε2
) ‖u‖2
m+1,k,Ω
(69)∣∣∣∣Im ∫
ΓR
S
N
(u− ξ)(u− ξ) ds
∣∣∣∣ ≤ Ckε0(ε0h−1 + ε1)‖u‖2m+1,k,Ω (70)
‖S
N
(u− ξ)‖2
0,Γ
R
≤ Ck−1γε0
(
ε0h
−1 + ε1
) ‖u‖2
m+1,k,Ω
(71)
‖u− ξ‖2
DG+
≤ C [ε0(ε0h−1 + ε1)(k−1γ + k)
+ k−1ε1(ε1h−1 + ε2)
] ‖u‖2
m+1,k,Ω
(72)
where C is independent of h,N, k, p, ξ, {d`} and u.
Proof:
We have by the trace estimate and Theorem 4.4
‖u− ξ‖2
0,∂K
≤ C
(
h−1K ‖u− ξ‖20,K + ‖u− ξ‖0,K |u− ξ|1,K
)
≤ Cε0 (ε0 + ε1) ‖u‖2m+1,k,Ω ,
‖∇h(u− ξ)‖20,∂K ≤ C
(
h−1K |u− ξ|21,K + |u− ξ|1,K |u− ξ|2,K
)
≤ Cε1 (ε1 + ε2) ‖u‖2m+1,k,Ω .
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Now to prove the error estimate for terms with the DtN map, recall Lemma 2.2∣∣∣∣Im ∫
ΓR
S
N
vv ds
∣∣∣∣ = 4 ∑
|m|≤N
|vm|2
|H(2)m (kR)|2
and
kR|H(2)m (kR)|2 ≥
2
pi
, |m| ≥ 1.
We have, ∣∣∣∣Im ∫
ΓR
S
N
(u− ξ)(u− ξ) ds
∣∣∣∣ = 4 ∑
|m|≤N
|um − ξm|2
|H(2)m (kR)|2
≤ 2
∑
|m|≤N
pikR|um − ξm|2
≤ Ck‖u− ξ‖2
0,Γ
R
≤ Ck
∑
K∈T Rh
‖u− ξ‖20,∂K .
Recalling the definition (59) of m
0
, and by the bounds in (13) and (19)
‖S
N
(u− ξ)‖2
0,Γ
R
= 2pikR
∑
|m|≤N
m2
0
∣∣∣∣∣ 1m0 H
(2)′
m (kR)
H
(2)
m (kR)
∣∣∣∣∣
2
|um − ξm|2
≤ CN2R−2(1 + kR)2‖u− ξ‖2
0,Γ
R
≤ CN2R−2(1 + kR)2
∑
K∈T Rh
‖u− ξ‖20,∂K .
To prove the last error estimate, note that
‖u− ξ‖2
DG+,N
≤ C (k‖u− ξ‖20,E + k−1‖∇h(u− ξ)‖0,E
+
∣∣∣∣Im ∫
ΓR
S
N
(u− ξ)(u− ξ) ds
∣∣∣∣
+k−1‖S
N
(u− ξ)‖20,ΓR
)
.

The first term in the square brackets of (66) decays algebraically for large q
while the second term decays faster than exponentially. Therefore for large q,
we have the following order estimates:
Corollary 4.6 Given u ∈ T (Th)∩Hm+1(Ω), m ≥ 1, q ≥ 2m+ 1, large enough
such that the algebraic term in (66) dominates the exponentially decaying term,
there exists ξ ∈ PW (Th) such that we have the following estimate
‖u− ξ‖
DG+
≤ CNhm− 12 (h+N−1)
(
log(q + 2)
q
)m− 12
‖u‖m+1,k,Ω
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Proof: The result follows easily from Lemma 4.5 and the inequality
‖uN ‖m+1,k,Ω ≤ C‖u‖m+1,k,Ω
which holds for some C independent of N ≥ N0 (see the proof of Theorem 2.5
in [24]). 
Using Corollary 4.6, we have the following main theorem of this section:
Theorem 4.7 Let uN be the solution of the truncated boundary value problem
(21) and uNh be the computed solution, m ≥ 1, q ≥ 2m + 1, large enough such
that the algebraic term in (66) dominates the exponentially decaying term. There
exists a constant C that depends on k and h only as an increasing function of
their product kh, but is independent of p, uN , uNh and N such that
‖uN − uNh‖L2(Ω) ≤ CNhm(h+N−1)
(
log(q + 2)
q
)m− 12
‖u‖
m+1,k,Ω
. (73)
Proof:
The result follows from Corollary 4.6 and Theorem 4.1. 
Remark: If k,N, q,R are fixed in the error estimate (73), then
‖uN − uNh‖ ≤ C2hm‖u‖m+1,k,Ω
where C2 is independent of h. 
5 Numerical Implementation
Let Nh = dim(PWp(Th)) be the total number of degrees of freedom associated
with the PWDG space PW (Th). Obviously Nh =
∑
K∈Th pK . The algebraic
linear system associated with the DtN-PWDG scheme is
AU = F (74)
where A ∈ CNh×Nh is the matrix associated with the sesquilinear form A
N
(·, ·)
(41), and F ∈ CNh is the vector associated with the linear functional Lh(·), and
U ∈ CNh , the vector of unknown coefficients of the plane waves in PW (Th).
More precisely, the discrete solution can be written in terms of plane waves
uNh =
∑
K∈Th
p
K∑
`=1
uK` ξ
K
` (75)
where the coefficients uK` ∈ C, and the basis functions ξK` are propagating plane
waves
ξK` =
{
exp(ikx · dK` ) if x ∈ K
0 elsewhere
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and the directions are given by
dK` =
(
cos
2pi`
p
K
, sin
2pi`
p
K
)
Rewriting (75) in vector form
uNh =
Nh∑
j=1
uhj ξ
h
j .
then
U =
[
uh1 , · · · , uhNh
]T
.
The global stiffness matrix associated with the sesquilinear form A
N
(uNh , vh) is
A = A
Int
+A
Dir
+A
R,loc
+A
DtN
where A
Int
is the contribution from interior edges E
I
, A
Dir
is the contribution
from edges on the Dirichlet boundary E
D
. Terms in A
N
(uNh , vh) defined on ER but
with no DtN map contribute A
R,loc
. Their computation is standard for PWDG
methods.
However the term A
DtN
is computed globally since the DtN map involves an
integral on the entire boundary Γ
R
, and we give details of the calculation now.
To compute the stiffness matrix A
DtN
, we introduce the space W
N
of trigono-
metric polynomials
W
N
:= span
{
einθ : −N ≤ n ≤ N} .
The projection operator P
N
: L2(Γ
R
) → W
N
on the artificial boundary Γ
R
onto
the 2N + 1 dimensional space of trigonometric polynomials is defined as∫
Γ
R
(P
N
ϕ− ϕ) η ds = 0, (76)
where ϕ ∈ L2(Γ
R
), and η ∈ W
N
. In practice, integrals on Γ
R
are computed
elementwise by Gauss-Legendre quadrature using 20 points per edge.
Let w be the projection of the computed solution, uNh :
w := P
N
uNh =
N∑
`=−N
w` η` ,
where η` = ei`θ is a basis function of W
N
. Then
w` =
1
2piR
Nh∑
j=1
uhj
∫
Γ
R
ξhj η` ds =
1
2piR
Nh∑
j=1
M
`j
uhj
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where the components of the projection matrix M ∈ C(2N+1)×Nh are defined as
M
`j
=
∫
Γ
R
ξhj η` ds.
With these coefficients, we can write
W =
1
2piR
MU,
where U is the vector of the unknown coefficients of uNh previously defined, and
W =
[
w−N , · · · , wN
]T
.
Let vh = ξ
h
j . Then
P
N
vh = PN ξhj =
1
2piR
Mej
where ej is a Nh × 1 vector with one on the jth coordinate, and zero otherwise.
Then choosing vh = ξ
h
j , the DtN term is computed as∫
Γ
R
S
N
uNhvh ds :=
∫
Γ
R
(SP
N
uNh)(PN vh) ds
=
1
2piR
(M?TMU)
j
, (77)
j = 1, · · · , Nh and M? is the conjugate transpose of M , and T is the (2N +1)×
(2N + 1) diagonal matrix
T =

ζ−N 0 . . . 0
0 ζ−N+1 . . . 0
...
...
. . .
...
0 0 . . . ζ
N

with diagonal entries ζm = k
H(2)
′
m (kR)
H
(2)
m (kR)
.
To compute terms on Γ
R
involving normal derivatives, observe that
∇huNh · n =
Nh∑
j=1
uhj (ikd j · n)ξhj . (78)
Let
z = P
N
(∇huNh · n) =
N∑
m=−N
z` η` .
We have
2piRz` =
∫
Γ
R
P
N
Nh∑
j=1
uhj (ikd j · n)ξhj
 η` ds
=
Nh∑
j=1
uhj
∫
Γ
R
(ikd j · n)ξhj η` ds. (79)
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Then
Z =
1
2piR
M
D
U,
where
Z =
[
z−N , · · · , zN
]T
and M
D
is the (2N + 1)×Nh projection-differentiation matrix with entries
(M
D
)`
j
=
∫
Γ
R
(ikd j · n)ξhj η` ds.
Choosing vh = ξ
h
j
, we have
− 1
ik
∫
Γ
R
δ(∇huNh · n − SNuNh)(∇hξhj · n − SN ξhj ) ds
= − 1
ik
∫
Γ
R
δ(∇huNh · n)(∇hξhj · n) ds+
1
ik
∫
Γ
R
δ(S
N
uNh)(∇hξhj · n) ds
+
1
ik
∫
Γ
R
δ(∇huNh · n)(SN ξhj ) ds−
1
ik
∫
Γ
R
δ(S
N
uNh)(SN ξhj ) ds
= I1 + I2 + I3 + I4. (80)
The first term I1 is computed locally on each edge, in the standard way. The
second term I2 is computed as follows
I2 =
1
ik
∫
Γ
R
δ (SP
N
uNh)
(
∇hξhj · n
)
ds
=
δ
2piikR
[M?
D
TMU ]j . (81)
The third term is computed as
I3 =
1
ik
∫
Γ
R
δ (∇huNh · n)
(
SP
N
ξhj
)
ds
=
δ
2piikR
[(TM)?M
D
U ]j . (82)
To compute the fourth term,
I4 = − 1
ik
∫
Γ
R
δ(SP
N
uNh)(SPN ξhj ) ds
= − δ
2piikR
[(TM)?(TM)U ]j . (83)
It follows that the contribution to the global stiffness matrix from terms involv-
ing the DtN map on Γ
R
is the Nh ×Nh matrix
ADtN = − 1
2piR
M?TM +
δ
2ikpiR
[
M?
D
TM + (TM)?M
D
− (TM)?(TM)] .
(84)
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6 Numerical Results
In this section, we numerically investigate convergence of the DtN-PWDG scheme.
We consider the scattering of acoustic waves by a sound-soft obstacle, as mod-
eled by the boundary value problem (1). In our numerical experiments, we
consider both the impedance boundary condition (IP-PWDG) for the scattered
field
∂u
∂n
+ iku = 0, on Γ
R
(85)
and the DtN boundary condition,
∂u
∂n
− S
N
u = 0, on Γ
R
. (86)
In all numerical experiments, the Dirichlet boundary condition is imposed on
the scatterer
u = −uinc, on Γ
D
. (87)
where uinc = eikx ·d is a plane wave incident field propagating in the direction
d relative to a negative orientation of the xy axis, due to our choice of the time
convention in the definition of the time-harmonic field. The computational
domain is the annular region between Γ
R
and Γ
D
.
For scattering from a disk, the scatterer D is a circle of radius a = 0.5,
while the artificial boundary on which the DtN map is imposed is a circle of
radius R = 1, centered at the origin. All computations are done in MATLAB.
The code used in our numerical experiments is based on the 2D Finite Element
toolbox LEHRFEM [1]. The outer edges on r = a, r = R are parametrized
in polar coordinates, and high order Gauss-Legendre quadrature (20 points per
edge) is used to compute all integrals defined on edges on Γ
R
and Γ
D
. Curved
edges are used in order to eliminate errors that arise from using an approximate
polygonal domain.
The exact solution of the scattering problem (1), in the case of a circular
scatterer, is given in polar coordinates by (see Section 6.4 of Colton [8])
u(r, θ) = −
[
J0(ka)
H
(2)
0 (ka)
H
(2)
0 (kr) + 2
∞∑
m=1
im
Jm(ka)
H
(2)
m (ka)
H(2)m (kr) cosmθ
]
(88)
For numerical experiments, we take N = 100 to truncate the exact solution.
This value of N is sufficient for the wavenumbers considered.
Experiment 1: Scattering from a disk Our main example is a detailed
investigation of the problem of scattering of a plane wave from a disk. We choose
the DtN or impedance boundary Γ
R
to be concentric (this improves the accuracy
of the impedance boundary condition). In Fig 1, we compare density plots of the
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Figure 1: Scattering from a sound-soft disk: a = 0.5, R = 1, p = 15 plane
waves per element, k = 7pi, N = 20 Hankel functions. Top left: absolute value
of the solution computed using impedance boundary conditions. Top right:
absolute value of the solution using DtN boundary conditions. Middle left: the
mesh. Middle right: absolute value of the exact solution. Bottom left: real part
computed using the impedance boundary conditions. Bottom right: real part
computed using the DtN boundary conditions.
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Figure 2: Scattering from a disk: Top: semi-log plot of the relative L2-norm
error vs maximum order N number of the Hankel functions in the DtN expan-
sion, for k = 4, 8, 16, 32, p = 11, h = 1/15. Middle: log of the relative L2-norm
error vs N/kR, p = 7, h = 0.1. Bottom: log of the relative L2-norm error vs N ,
for k = 8, p = 11, h = 1/15.
approximate solution by both methods using the same discrete PWDG space.
Comparison of the shadow region of the impedance boundary condition solution
in Fig 1 (top left) with that of the exact solution demonstrates the effect of
spurious reflections from the artificial boundary. The DtN-PWDG solution in
the top right panel of Fig 1 shows greater fidelity with the exact solution. There
is little difference between the shadow regions of the DtN solution and the exact
solution. It is interesting to note that from the plots of the real parts of the
solution in the bottom row of Fig 1, there is little obvious difference between the
solutions. However our upcoming and more detailed analysis shows significant
improvements from the DtN boundary condition.
Our first detailed study investigates the error due to truncation for the DtN-
PWDG. We fix a grid and PWDG space and vary N for several wavenumbers
k. Results are shown in Fig 2.
Results from the top panel of Fig 2 suggest that for all values of k considered
there exists an N0,k such that no further improvement in accuracy is possible for
N > N0,k, for a fixed number of plane waves p and a fixed mesh width h. Taking
N > N0,k does not improve the accuracy of the solution. The error is then due to
the PWDG solution. There are three phases in the plots: (i) a pre-convergence
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Figure 3: Scattering from a disk: log-log plot of the relative L2-norm error vs
1/h. Top: DtN-PWDG with N = 30, p = 7 plane waves per element. Bottom:
IP-PWDG, p = 7.
phase, where increasing N has little effect on convergence (ii) convergence phase
where rapid exponential convergence of the relative error with respect to N is
observed. (iii) post-convergence phase when N > N0,k and optimal convergence
has been reached. The middle plot suggests that N0,k ≥ 1.2 kR is sufficient to
reach the optimal order of accuracy, which agrees with the rough numerical rule
of thumb N0,k > kR. In the bottom plot, we note that the exponential rate
of convergence in the convergence phase is independent of h, however the final
N0,k and error depend on h.
Next, we fix N = 30 (sufficiently large on the basis of the previous numer-
ical results that the error due to the truncation of the DtN map is negligible)
and examine h-convergence for the DtN-PWDG and standard PWDG with an
impedance boundary condition. Results are shown in Fig 3.
The top graph suggests that the rate convergence of the relative error with
respect to h is independent of k since all curves are roughly parallel. For all k
considered, the rate of convergence for p = 7 is roughly the rate of 3.5 which
exceeds the rate of about 3.0 predicted in Theorem 4.7. The actual relative er-
ror however, depends on k, as expected from consideration of dispersion: higher
values of k result in more dispersion error which is unavoidable even in the
PWDG method [12]. The bottom plot is for PWDG with an impedance bound-
ary condition. It suggests limited convergence of the relative error computed
using impedance boundary conditions. However, the accuracy of the solution
increases with the wavenumber, in a way contrasting with the results of the top
graph for DtN-PWDG. This suggests that the errors due to the approximate
boundary condition exceed those due to numerical dispersion in this example.
Our next example examines h convergence for different choices of p. We
only consider the DtN-PWDG because of the adverse error characteristics the
impedance PWDG shown in Fig 3. Results for the h and p study are shown in
Fig 4.
The results in Fig 4 top panel show the increased rate of convergence of the
PWDG when p is increased. This is clarified in the lower panel. As expected
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Figure 4: Scattering from a disk: Top: log-log plot of the relative L2 error vs
1/h. Bottom: empirical rates of h-convergence for different values of p.
Figure 5: Scattering from a disk: log of the relative L2 error vs p the number of
plane waves per element. Top: impedance boundary condition. Bottom: DtN
boundary condition with N = 30, h = 0.1.
from Theorem 4.7, increasing the number of directions of the plane waves per
element results in a progressively higher order scheme.
Our final numerical study for scattering from a disk examines p convergence
of the DtN-PWDG and impedance PWDG. Results are shown in Fig 5 where
we fix N and the mesh size h.
From Fig 5, as in the case of h-convergence, the impedance boundary con-
dition shows limited convergence up to a relative error of about 10%, again
suggesting that the error due to the boundary condition dominates the error
due to the PWDG method in this example. The relative L2 error for the DtN
boundary condition converges exponentially fast with respect to p, the number
of plane wave directions per element. However convergence stops due to nu-
merical instability caused by ill-conditioning at a relative error of 10−4%. From
these experiments we note that the critical number of plane waves needed before
numerical instability sets in depends on the wavenumber.
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Figure 6: Scattering from a domain with an L-shaped cavity, p = 15 plane
waves per element, k = 15pi. Top left: absolute value of the scattered field, IP-
PWDG. Top right: absolute value of the scattered field, DtN-PWDG. Middle
left: real part of the scattered field, IP-PWDG. Middle right: real part of the
scattered field, DtN-PWDG. Bottom left: The incident field in the direction
d = − 1√
2
(1 1). Bottom right: mesh
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Experiment 2: Scattering from a resonant cavity In our next exper-
iment in Fig 6 we show results for a resonant L-shaped cavity. This domain
does not satisfy the geometric constraint that the scatterer is star-shaped with
respect to the origin. The domain can be included in our theory except we can
no longer state k-dependent continuity and error estimates. The solution will
still be in H
3
2 +s(Ω) for some s > 0. We consider scattering of a plane wave
eikx ·d from a non-convex domain with an L-shaped cavity in the interior, where
the direction of propagation of the plane wave is d = − 1√
2
(1 1). The top left
and right panels of Fig 6 show the absolute value of the scattered field com-
puted using IP-PWDG and DtN-PWDG respectively. The IP-PWDG results
show reflections on the right hand side of the domain Ω reminiscent of the poor
results in the shadow region for scattering from the disk. These reflections are
not visible in the shadow region of the DtN-PWDG solution.
Experiment 3: Scattering from a disconnected domain In the final
set of experiments, we consider scattering of a plane wave incident field from a
disconnected domain. The top left solution in Fig 7 computed using IP-PWDG
shows the effect of spurious reflections compared with the smoother shadow
region in the DtN-PWDG solution reminiscent of the results in Experiment 1
for scattering from a disk. The real parts of the scattered field are identical to
the eye.
This experiment demonstrates the importance of an improved treatment of
the absorbing boundary condition for disconnected scatterers.
7 Conclusion
We have shown how to couple the PWDG scheme to a non-local boundary
condition in order to provide accurate truncation for the scattering problem.
Both convergence analysis and numerical results demonstrate good accuracy
of the method. Future work would be to use boundary integral equations to
approximate the DtN equation. Our formulation should generalize to that case.
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