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1. Inleiding
In de literatuur vindt men vaak een onderschc~id
tussen intrinsiek lineaire en intrinsiek niet-lineairE- mo-
dellen (zie [7, blz. 264] ). Een intrinsiek lineair r:odel
kan via een transformatie lineair in de parameters ger.~iakt
worden, terwijl bij een intrinsiek niet-lineair model dit
niet mogelijk is.
Het oplossingsalgorithme welke we in 4 3 zul~-en be-
handelen geeft een oplossing voor het schatten van paiameters
bij intrinsiek niet-lineaire modellen.
In g 4 worden betrouwbaarheidsgebiedèn van de parameters van
een niet-lineair model afgeleid. Hierbij wordt gebruik ge-
maakt van Beale's maten van niet-lineariteit. De variantie
van het geschat niet-lineair model wordt in de daarna rol-
gende paragraaf behandeld.
Van de vele economische toepassingen van niet--si-
-~eaire modellen vermelden wij er slechts enkele: de groei-
modellen gebruikt voor de middellange en lange termijn~.,~oor-
spelling, de prijsbepaling van apparaten in de procesiz~.dus-
trie {prijs niet-lineair afhankelijk van gewicht, capa~~iteit
van de apparaten), het bepalen van een afloopkromme (le,ar-
ning-curve) als hulpmiddel bij controle en planning. I~t de
algemene econometrie denken we aan het bepalen van pro~:uctie-
functies: Cobb-Douglas, C.E.S.; het schatten van consw ptie-,
investeringsfuncties welke niet-lineair in de paramete.-s zijn
bv, door het incorporeren van vertragingspatronen. Het io-
gistisch groeimodel wordt in 56 nader uitgewerkt.
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2, Het niet-lineaire model
De betekenis van het adjectief niet-lineair
moet hier verstaan worden als niet-lineair in de parameters
van een regressiemodel, niet te verwarren met niet-lineair
in de verklarende variabelen x, [15, blz, 355~ ,
worden:
Het niet-lineaire model kan als volgt weergegeven
y- f(x1, x2, ..., xk; e1, e2, ..., e) t E
P
- f(x; e) f E ...(2.1)
We hebben n onafhankelijke waarnemingen, zodat (2,1) ge-
schreven wordt als:
yh - f(xh; 6) t Eh
Veronderstellingen:
h - 1 (1) n
(i) de xh vector is een k-dimensionale vector van on-
afhankelijke variabelen;
(ii) 6 is een p-dimensionale vector met componenten
e1, e2, .-., ep;
(iii) f(xh; e) heeft eerste afgeleiden met betrekking
tot e;
(iv) E-(E1, E2, ..., En) is n-dimensionaal onaf-
hankelijk normaal verdeeld met verwachtingswaarde
nul en covariantiematrix a2I, a2 ~ 0 en eindig,:
E N(0, a2I),
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3. Het oplossen van niet-lineaire regressieproblemen
3.1 Inleiding
De besproken methode is gebaseerd op een algorith-
me van Davidon, W.C. [6~ , aangepast door Fletcher, R, en
M.J.D. Powel ~8] , Barnes, J.G.P.,-Rosen, E.M. [1] ,
[18~ en later gegeneraliseerd in een reeks ongepubliceer-
de artikelen van Shanno, D.F. [19], en Shanno, D.F. en P.C.
Kettler [20~ . Het is een iteratieve procedure voor het
vinden van een relatief minimum van een functie van meerde-
re variabelen zonder bijvoorwaarden.
De standaard kwadratische vorm in p-dimensies:
4(x; e) - 4o t iP1 eixi }~ i~1 j~1 Sij eiej
- Q f x' 60 t ; a's e
...(3.1)
wordt verondersteld een minimum te hebben, waarvan Fletcher,
R. en M.J.D. Powel 8, blz, 164 bewijzen dat het in p-
iteraties bereikt wordt. De hieronder beschreven methode
bleek voor tal van problemen een zeer snelle convergentie
te bezitten t.o.v, andere algorithmes.
3.2 Methode
De procedure is als volgt:
Stel we hebben een niet-lineair model (2.1) met de veronder-
stellingen (i), (ii) en (iii) waarvan we de kleinste kwadraat-
oplossing zoeken, d.w.z, die verzameling van parameters B.
J(j - 1,2,...,p) die de criterium-functie:
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n
Q(x' ~~) - h~1 (yh - f(xh~ ~))2 minimaliseert
...(3.2)
Q(x; 6) wordt nu als volgt geminimaliseerd:
- Gegeven de vector ~(1) (zie 4 3.3), bereken de gradient-
vector
g(i) -(a Qéx;e)) (1)~ een p x 1 matrix
met als j-de element:
-2 hn1 (yh - f(xh; 7j)) f(i)(xh, e])
waarbij
a f(x -s




i de i-de iteratie is,
- Daarna bepalen we de richting
s(1) - s(1) (x;~) - - H(1)g(1)
.,.(3,3)
...(3.4)
Op de bepaling van de matrix H zal later worden terugge-
komen,
Vervolgens zoeken we langs de lijn s(1) een ai zodanig
dat Q(x; 9(1) f ais(1))minimaal is. Fletcher, R, en M,J,D,
Powell hebben bewezen dat ai altijd een positieve scalair
mag zijn ~8, blz, 164~ ,
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3,3 Startwaarde van de te schatten parameters s(o)
Voor de berekening van de startwaarden 9(0) kan
men als volgt te werk gaan,
Neem een willekeurig aantal parametervectoren in
de p-dimPnsionale parameterruimte en bereken voor iedere
vector in deze ruimte de som van het kwadraat van de af-
wijkingen: Q(x;e), zie (3,2).
Deze vector waarvoor de som van het kwadraat van de afwij-
kingen minimaal is, wordt als startvector gebruikt.
3,4 Het bepalen van ai
De be.;aling van ai geschiedt door aan de Q-waarden
een polynoom van de 2-de graad in ai aan te passen en ver-
volgens het minimum naar ai van deze polynoom te bepalen.
Hierbi' maken we ebruik van het Gre or t7 g g y-Newton theorema
"Als er n f 1 equidistante punten bestaan, is het mogelijk
om een polynoom van de n-de graad Pn(x) of minder aan te
passen, die door de n t 1 punten gaat",
Of in formule:
Pn(x) - yo f u~~~ ~ yo f u~2~ ~~o t... t u~n~ ~nr
...(3.5)
t WEEG, Ge~~rd n, en George B. REED, Introduction to
Numerical Anal sis. Waltham, Blaisdell Pub ishing





















d is de afstand tussen de equidistante punten.
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Hiervoor wordt een extreem bereikt als:
d(y1-yo)
xmin - ~. (xofxl) - (y2-2ylfyo)
Dit extreem is een minimum als y2 t yo ' 2y1'
...(3.10)
Getransformeerd naar de oorspronkelijke variabelen,
vinàen we voor het optimum van de staplengte:
(xi)mir. - ~
(xi t aiZ) -
u Q(x~y(1)t iIs(i))-Q(x.c(i)}~is(i) ;)
4(x;-(1)t;,iIIs(i))-2Q(x;;,(i)t~iZs(1~t4(x;r(1 t~is(i))
...(3.11)
iiieruij zijn ai, ~iZ en aiZZ drie equidistante punten,
De formule(3.11) geeft een minimum als:







Conclusie: Men neemt drie equidistante punten ai
waarbij de functie Q(x; 6) voldoet aan voorwaarde (3.12);
past daarna een 2-de graadspolynoom naar ai aan en zoekt
het punt waarvoor deze parabool minimaal ís.
Het minimum (~~~min wordt dan gebruikt om de stap-
lengte langs de lijn s te bepalen:
Q (i) - (a. ) S
(1) I
i min ...(3.13)
waarna de nieuwe vector van parameters kan berekend worden:
e(it1) - e(i) f Q(i) ...(3.14)
Dit algorithme wordt herhaald tot een minimum bereikt wordt
(zie (3.6)).
3.5 Het bepalen van de H-matrix
De methode verschilt grotendeels van die van Hartley
H.O. ~13~ , vanwege het feit dat er noch een matrix van
tweede afgeleiden, noch zijn inverse vereist is. Het is vaak
voorgekomen dat na een aantal iteraties de matrix van tweede
partiële afgeleiden singulier werd.
De Quasi-Newton methode t zal ~S~ -1 door een H(1)
matrix benaderen., De startmatrix H(~) aag elke positief de-
finiete symmetrische natrix zijn, Kiezen we als eerste start-
waarde de eenheidsmatrix, dan wordt de eerste richtinq ge-
kozen langs de lijn van de steilste hellinq. (Zie (3.4)).
Uit de formules (3,4, 3.13, en 3.14) volgt:
t BROYDEN, C.G. ~3~ .
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- g(if1) - g(i) en
- v Q- x t s e(1)
z(i) - S(6(if1) - 6(i))
Voor-vermenigvuldigen met H(1) geeft:
H(i) z(i) - a(i)
zie(3,14)
... (3.15)
Aangezien aan de betrekking (3.15) in het algemeen
níet zal voldaan zijn, wordt aangenomen dat de fout toe te
schrijven is aan de berekeningswijze van H(1), De matrix
H(1) bezit reeds tot op zekere hoogte de eigenschappen van
de inverse van de S-matrix. Daarom wordt aan H(1) een correc-
tie-matrix D(1) toegevoegd zodat wel aan de betrekking (3,15)
is voldaan:
(H(i) t D(i)) z(i) - a(i)
of:
zie(3,1,3,2)
D(i) z(i) - Q(i) - Híi) z(i) ... (3.16)
Stel H(1}1) - H(1) f D(1), D(1) voldaan aan (3,16), dan heb-
ben we:
H(it1) z(i) - a(i) ...(3.17)
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Het belang van het voldoen van de matrix H(it1)
aan de betrekking (3.17) ligt hierin dat:
Theorem 1 (Fletcher en Powell)
Indien Q een positief definiete kwadratische vorm is,
en bij elke stap aan (3,17) is voldaan, dan zal het
minimum van de functie bereikt worden in maximaal p-
iteraties.
Het bewijs is gegeven in Fletcher, R, en M.J.D. Powell
~8, blz. 164] . Voor algemenere functies, die niet kwadra-
tisch zijn, maar wel bij benadering in de buurt van het mi-
nimum, geldt de convergentie van H ook, maar niet zo snel.
Om D(1) te berekenen kunnen we (3.16) als functie
van een parameter t als volgt herschrijven:
D(i) z(i) - t a(i) t(1-t) Q(1) - H(1) z(1) ... (3.18)
waaruit volgt dat:
D(i) - t a (i) Q (i) '
Q(i)'z(i)
f
L(1-t)a(1) - H(1)z(1)~ ~(1-t)Q(i) - H(i)z(i)~
~
~(1-t)Q i) - H(i)z(i)J' z(i)
...(3.19)
Als t- 0 dan hebben we de Barnes-Rosen ~1~ ,~18~ cor-





H(if1) - H(i) t t a 1 a(1) }
a(i)'z(i)
(i) (i) (i) (i) (i) (i) '(1-t)a - H z ( 1-t)a - H z
(1-t)a(i) - Híi)z(i) ' z(i)
Theorem 2 (Shanno)
Voor H(1) positief definiet en K t ~
positief definiet.
...(3.20)
ai-1 (it1), i s Iia.i
Het lang bewijs hiervan kan gevonden worden in Shanno
D.F, r19, blz. 8- 11] .
Het gevolg van deze stelling is dat voor t~
a.-1i
ai
(itljH positief definiet is, zodat in geen enkele stap
de kleinste eigenwaarde van deze matrix ooit nul kan worden.
Het is evenwel mogelijk dat ~1 de kleinste eigenwaarde van
H(it1) naar nul nadert:
lim a1 - 0 .
i-.m
In dit geval zal het algorithme ontaarden voor i~m.
Daarom zal bij elke stap,t zodanig gekozen worden dat
de kleinste eigenwaarde van Ii(1}1) gemaximaliseerd wordt en
a. -1
tevens t ~ i -
ai
Dit wordt o.a. bereikt door v'H(1}1)v, voor een wille-
ke urige v, als functie van t te maximaliseren.
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Theorem 3 (Shanno)
~,H(it1)v, v een willekeurige vector, is een niet -
afnemende functie van t.
Uit Theorem 3 volgt dus dat de conditie van de ma-
trix fi(it1) verbetert met t te laten toenemen. Daarom is het
gewenst een uitdrukking voor H(1}1) te vinden voor t- .
Theorem 4 (Shanno)





a (iT'Z ( i~z (i) 'H ( i) z (i)
(i) (i) (i)~ 1-,(i) (i) (i)1 ~
lim
H(it1) - II(i) }~a - r II z ., - r H z J




z (i 'H-~iz (i)
...(3.21)
Het algorithme voor het bepalen van het minimum
van Q(x; 6) kan nu als volgt samenvattend weergegeven worden:
- Kies een startwaarde voor 6o en stelt Ho - I
a) Bepaal s(1) - -
H(i)g(i)
b) Vind ai waarvoor Q(x; ?(1) - ais(1)) een minimum
is.
Een noodzakelijke voorwaarde hiervoor is
g(it1)'H(i)g(i) - 0
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c) Stel a(1) - a. s(1) en vorm de vectori
d) e(it1) - r(i) ~ a(i)
e) Bepaal H(1}1) volgens de uitdrukking (3.20) met
t ~ ai
- Ga terug naar a)
3.6 Stopcriteria
Stopcriteria voor het algorithme kunnen zijn
a) Elke parameter van de vector ~- verandert procentueel maar
weinig meer:
)
J ,~ (i) -1 ` 1 .0-5 , j - 1 (1 )p
J i
b) De functiewaarde verandert zo goed als niet meer:
4(x;
a(if1) - Q(x 5(i) I
Q(x; e(i))
~ 1 .0-5
c) De afgeleide Q(1)(x; 6), d.w.z, de gradient g(1) verschilt
weinig van nul.
d) Het aantal iteraties bereikt een vooraf vastgesteld maxi-
mum.
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3.7 Asymptotische covariantie-matrix van de KK-benadering
Men kan bewijzen t dat de asymptotische covarian-
tiematrix van de meest aannemelijke schatters gegeven wordt
door:
cov(9) - r- E(lij)1-1
waarbij lij - 26180Li ~
en
n
ln L- hnl F(Yh - f(xh; e) )




kE1 ryh - f(xh; A)~2
- c - Q(x; e)
2a2
onder de veronderstelling dat de yh - f(xh; 9), h- 1(1)n,
onderling onafhankelijk normaal verdeeld zijn met verwach-
tingswaarde nul en variantie a2.
Na differentiatie ván ln L naar e vinden we voor
1 22Q(x; 8) - 1ij - - ~ aeiaej - - 2a2 Sij
(3.23) wordt dus:
cov(6) - r- E(lij)1-1 - 2a2 rE(Sij)1-1 - cov(9)
aangezien de KK-schatters dezelfde zijn als de MA-schatters
(maximeren van ln L- minimeren van Q(x; 0)) en dus
t KENDALL, M.G. en A, STUART [15, blz. 55]
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E(F - 6) (6 - 0)'- E(6 -~)(6 - 6)'.
Aldus is er een verband gelegd tussen de asymptotische co-
variantie-matrix van de MA-schatters en de KK-schatters.
Indien we nu de verwachtingswaarde van Si~, E(S.~)ibenaderen door ue waargenomen waarde Si~, dan wordt
cov(~) - 2a2 ...(3.24)
Een schatter voor a2 is:~
Q2 - 4(x; -)
n -~
Sommige auteurs delen door n, i.p,v, n-k, De matrix ~S. ~-1
(if1 ) 1Jis gevonden via de matrix 1i van de laatste iteratie,
zie (3.20),
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4. Het betrouwbaarheidsgebied bij niet-lineaire modellen
Zn 4 3 werd het volgende probleem aangepakt: Het
vinden van KK-schatters voor een niet-lineair model (2.1),
nl, door het minimaliseren van de criteriumfunctie (3.2),
de som van de kwadraten van de resttermen:
n
4(x; e) - hE1 (yh - f(xh; e))2 zie (3.2)
In deze paragraaf gaan we uit van een KK-schatter
é van e en stellen ons de vraag hoe een theoretisch verant-
woord betrouwbaarheidsgebied voor è gevonden kan worden.
Hierbij zal worden uitgegaan van de formule voor
het vinden van betrouwbaarheidsgebieden bij een lineair mo-
del. Beale, E.M. [2~ heeft immers kunnen aantonen dat het
betrouwbaarheidsgebied bij een niet-lineair model gevormd
wordt door het lineair betrouwbaarheidsgebied te corrigeren
met een factor welke van de mate van niet-lineariteit afhangt.
Daarom beginnen we deze paragraaf inet een uitleg over de ma-
ten van niet-lineariteit.
Er wordt vanuit gegaan dat men vertrouwd is met de
begrippen: waarneminqsruimte, schattingsruimte (oploesings-
ruimte), tangensruimte aan dé~schattingsruimte in een punt
60, parameterruimte. Verwezen kan worden naar Malinvaud, E.
[16, Hoofdstukken 5 en 9] . Ook het boek van Draper, N.R.
en H. Smith bevat een goede uitleg voor het gebruik ervan in
niet-lineaire modellen [7, blz. 295 - 299~ .
4.1 Beale's maten voor niet-lineariteit
Maten voor niet-lineariteit zijn ontwikkeld door
Beale, E.M.L. [2~ (zie ook Guttman, I, en D.A. Meeter [11])
om te onderzoeken of de graad van niet-lineariteit in een niet-
lineair regressieprobleem klein genoeg is om de resultaten
van het lineaire model als benadering te mqen gebruiken.
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Deze zijn:
A. Empirische maat voor niet-lineariteít
Ne -
P52 wm1 ~~ f(x: ew) - t(ew)~~Z
m - 4
wE~ ~~ f(x; 6w) - f(x; 6)~~
B. Theoretische maat voor niet-lineariteit
N -e
2
Pa2 ,aE1 ~ ~' f(x; ew) - t(Aw) ~ ~
m 4
wE1 ~~ f(x; ew) - f(x; e)~~
C. Empirische minimale maat voor niet-lineariteit
Ps2 wE1 ~~ f(x;6w) - t~(8w)~~2
m 4




D. Theoretische minimale maat voor niet-lineariteit
Pa2 ,aL1 ~ ~ f(x;ew) - t~(ew) ~ ~2
wE1 I f(x; ew) - f(x; é) ~ ~ 2
We gaan uit van het model (2.1)
...(4.4)
y- f(x;6) f e zie(2.1)
met de veronderstellingen (i), (ii), (iii) en(iv). F~ier wordt
dus aangenomen dat E ti N(0, a~I).
Als 9 de vector van de kleinste kwadraten schatters
is, dan wordt een gelineariseerde schattingsruimte in de vorm




p a f (xh~ e)
th(e) - f(xh; e) t jE1 (ej - á~) aa.J e - e
h - 1(1)n ...(4.5)
t(9) - f(x; 6) ~- X(0 - 6) ...(4.6)
X - a f (x; e)
ae
matrix ( zie ook (3.3)).
e - è
a f (xh; 9)
a -
Dit begrip kan geometrisch als volgt verduidelijkt
worden. De waarnemingsruimte voor een niet-lineaire functie
met n- 2 en p- 1 is weergegeven in figuur 2. De oplossings-
ruimte is de kromme met de punten { f(xl; 6), f(x2; 6) } als
functie van 9, waarbij x1, x2 vast zijn. P is het punt in de
oplossingruimte gelegen op de kleinste afstand van y




In figuur (2) is aangenomen dat e- 0 is en het punt 1 op
de oplossingsruimte is het punt bereikt als e- 1 is in de
niet-lineaire functie. Het feit dat 1, 2, 3, .., op de op-
lossingsruimte geen equidistante punten zijn is te wijten
aan het niet-lineair zijn van het model.
De punten op de tangensruimte zijn wel equidistant aange-
zíen dit de eenheidtoename voorstelt van de functie in e.
Veronderstel we bekijken de punten ew, w- 1(1)m,
(waarbij elke ew een p-dimensionale vector is), in de buurt
van de kleinste kwadraatoplossing 6, dan is volgens Beale,
E,M,L, een ruwe maat voor niet-lineariteit:
m n
Q5 - w~1 h~1 f(xh, 6w) - f(xh; 6 )
p a f(xh; e)
j~1 { (aw)j - e j) ae.~ e - à
2
m
- wE1 ~~ f(x; 6w) - t(ew)~~2 ...(4.7)
Qe is dus de som van het kwadraat van de afstanden
van de punten f(x; ew) op de oplossingsruimte t,o.v, de pun-
ten t(ew) op de tangensruimte in f(x; 9). In de praktijk kan
men als waarde voor 9w gebruiken de waarden die reeds gevon-
den zijn tijdens de iteratieve procedure voor het vinden van
e.
Het is duidelijk dat deze maat Qe afhankelijk is
van het aantal punten f(x; 6w) dat men gebruikt en hun af-
standen t,o.v, f(x; B), Daarom stelt Beale, E.M.L, voor Q~
te normaliseren tot de empirische maat van niet-lineariteit
Ne
- 20 -
P52 ~,,E1 j ~ f(x; ew) - t(ew)
Ng - m
w~1 j j f(x; ew) - f(x; é)
Hierin stellen we





- wE1 hE1 { f(xh; 6w) - f(xh; e)}2
en
s2 is de beste schatter voor a2
...(4.8)
Beale, D.M.L, definieert Ne, de genormaliseerde
maat voor niet-lineariteit, als de empirische maat voor niet-
lineariteit. N9 heeft de volgende eigensc:~appen:
1. Het is een dimensieloze grootheid: daar Q6 en s2 elk van
de dimensie twee in de waarnemingen zijn en D de dimensie
vier heeft;
2. Deze maat wordt slechts in zeer geringe mate beinvloed
door w, het aantal punten'gekozen rond 5;
3. De afstanden van f(x; ~) tot f(x; aw) in de waarnemings-
ruimte hebben geen invloed meer, indien deze afstanden
niet al te groot zijn,
Analoog met de empirische maat voor niet-lineari-
teit Ne is er een theoretische maat voor niet-lineariteit
N~, zie ( 4.2). Deze wordt verkregen door i n Ne, s2 te ver-
vangen door a2 en het aantal waarden Bw naar oneindig te la-
ten toenemen.
De empirische maat voor niet-lineariteit N5 kan
nu a1s volgt aangewend worden om te toetsen of een niet-line-
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air model in de buurt van het optimum voldoende door een li-
neair model te benaderen is.
Bij een lineair model wordt het 100(1-a)~ betrouw-
baarheidsgebied in de waarnemingsruimte weergegeven door de
p-dimensionale ellipsoTde met middelpunt P gedefinieerd als:
E - { e
waar
S(e) - 4(x; e) ~ Ps2 Fa (P,n-P)}...(4.9)
s2 een schatter van o2 met n-p vrijheidsgraden,
Fa(p, n-p) is het 100(1-a)~ punt van een F verdeling met p,
(het aantal te schatten parameters), en n-p vrijheidsgraden,
en S(0) de afstand tussen y en t(e). Aangezien Q(x; é) ook






~De rand van deze verzameling vinden we door 6
danig te kiezen dat t(e~") op een afstand
d - (ps2 Fa (p,n-P))~
van f(x; é) ligt in de waarnemingsruimte.
zo-
...(4,10)
Indien het model (2.1) volledig lineair zou zijn,
dan was de afstand ed in figuur 3 nul.
We weten dat
~~f(x; 9w) - f(x; - d2 t(ed)2 - 2 ed2 cos g




s~Nd d4 - d
zodat
I~ d 2
E2 - C 2 - N~ Fa(p~n-P)
ps
Beale, E.M.L, neemt nu aan àat de lineaire bena-
dering toegelaten is als e2 ~ 0.01, d.w.z, t(e~') ligt op een~afstand van f(x;e ) welke kleiner is dan een tiende van de
afstand f(x, ~~`) - f(x, 0). Aldus leidt men af dat als
Nd c 0,01 ~ Fa(p,n-p)





dan verwerpt Beale de linearisatie,
Indien 0,01 ~ N ~ 1Fa(p, n-p) e Fa(p, n-p dan moet gebruik
gemaakt worden van de empirische minimale maat voor niet-
lineariteit I~~ (4,3).
Hierop wordt verder teruggekomen,
Beale, E,.M,L, heeft verder bewezen dat er een
theoretische minimale maat voor niet-lineariteit (4.4) be-
staat corresponderenàe met de theoretische maat voor niet-
lineariteit gedefinieerd in (4,1),
Deze theoretische maat verkrijgt men via een para-
metertransformatie ~ - ~(6) zodat
af(xh; e)
t~(a) - f(xh; 0) t P1 m. ae.j- 7 ~ ; h-1(1)ne - é
- f(x; é) t X m zie (4,6), ...(4.13)
lleze parametertransformatie houdt in dat we uit de
oplossingsruimte loodrecht projecteren op de tangensruimte.
Zodoende krijgen we:
~
Pa2 wEl ~~ f(x; ew) - t~(ew) ~~2
wi1 ~~ f(x; ew) - f(x;6) ~~4
het minimum van Ne,
zie(4.4)
Deze N~ is dus de minimale waarde welke we voor
Ne kunnen krijgen indien het model (2.1) als gegeven wordt
beschouwd, maar een parametertransformatie toegelaten is.
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De empirische minimale maat voor niet-lineariteit
N~ wordt als volat berekend, Het analogon van (4,7) is:
Q~ - ~,,E1 ~ I f(x; e~,,) - t~ (e~,,) ~ ~ 2 ...(4,14)
De transformatie ~-~(e) wordt zodanig qekozen
dat Q~ minimaal wordt m.a.w, door het oplossen van het stel-
sel van normaalvergelijkingen voor elke w:
X' rf(x; ew) - f(x; é) - X~wl - 0 w- 1(1)m
C;it deze p lir.eaire vergelijkíngen volgen de ~w voor elke
w, Aldus is N~ bepaald
m
N~ - Ps2 4~ ~ wE1 ~~f(x; aw) - f(x;e)~~4 zie(4.3)
Aangezien N,~ tevens de minimale waarde is van Ne,
kan nu, voor het geval men met Ne tot geen uitspraak kan
komen, N~ aan dezelfde toetsen onderworpen worden.
~loldoet I1~ aan (4.11), dan betekent dit dat de niet-linea-
riteit via een parametertransformatie binnen aanvaardbare
proporties teruqgebracht kan worden.
Is evenwel I~~ i 0,01~Fa(p, n-p) dan kan men geenszins de
lineaire methoden zinvol op de niet-lineaire functie toe-
passen,
4,2 Het betrouwbaarheidsgebied bij niet-lineaire modellen
Een benadering van het betrouwbaarheidsgebied in
het niet-lineaire model, gelegen in de n-dimensionale waar-
nemíngsruimte wordt weergegeven door




(Q(x; 8) - hE1 Íyh - f(xh; e)1 2, zie (3.1))
Beale, E.M,L, heeft bewezen 2, Appendix 1 dat
voor N~ niet te groot (N~ c 0.01~Fa(p, n-p)) de rechterzijde
van de ongelijkheid in de verzamelinq (4.15) vermenigvuldigd
dient te worden met:
1 t NQ (p - 1)
1 f P N~ (p ~~ 2) } ...(4.16)
om een betrouwbaarheidsgebied groter dan of gelijk aan
100(1-a)8 te krijgen. In de toepassingen wordt N~ als schat-
ter van N~ gebruikt.
Als het aantal parameters groot is, heeft het be-
palen van simultane betrouwbaarheidsgebieden volgens (4.15),
(4.16) slechts een beperkte bruikbaarheid.
Teneinde een beter inzicht te krijqen in het si-
multaan betrouwbaarheidsgebied, gaan we eerst dit gebied uit
de n-dimensionale waarneminqsruimte afbeelden in de p-dimen-
sionaleiparameterruimte, Bij het lineaire model wordt het
betrouwbaarheídsgebied in de parameter-ruimte weerqegeven
door:
Ep -{ e ~(e - é)' x'x(e - é) ~ ps2Fa(p, n-p) }
3{ e ~(e - é)~ x'x(e - é) ~~ Q(x; Á)Fa(p,n-p)}
...(4.17)
hetqeen een ellipsoide is met middelpunt é(Zie GoldberQer,
A.S, [10, blz. 178], Draper, N.R, en H. Smith, C7, blz. 286])
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Met behulp van de F projectie (Scheffé) kan men de-
ze ellipsoTde insluiten door 2p hypervlakken (lineaire va-
rieteiten), loodrecht op de cobrdinaatassen, Voor een ellips
in de 2-dimensionale parameter ruimte kan men dit als volgt
illustreren:
Figuur 4.
Het is duidelijk dat als een punt binnen de ellip-
soTde ligt, het zeker binnen het rechthoekig gebied ligt,
maar ilet omgekeerde is niet waar. Daarom is het betrouw-
baarheidsgebied van het rechthoekig gebied groter dan
100 (1-a) s.
In de Appendix is aangetoond dat de afwijking bij
elke parameter t.o.v. zijn kleinste kwadraat gelijk is aan:
-~. - é. - t ps2 F(p, n-p) (X'X)jj7 J - ~
- t Vn-P Q(x; e) Fa(p, n-P) (X'X)jj
j - 1(1)p ,,,(4,18)
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waarbij (X'X)~~ het j-de diagonaal element is van de matrix
(X'X)-~, en ej een punt op de rand van de p-dimensionale
ellipsoTde is, zodat ~ej - éj~ maximaal is.
Rekening houdend met de door Beale, E.M.L, gein-
troduceerde correctiefactor luidt het aangepaste betrouw-
baarheidsgebied bij het niet-lineair model:





k- nP Q(x; é) Fa(p, n-p)a
...(4.19)
S de correctie factor (4.16).
- 28 -
5 De variantie van het geschat niet-lineair model
Stel we gaan uit van het niet-lineair model
y- f(x; 5) t e
met veronderstellingen (i, ii, iii, iv)
De cxeschatte waarde voor y is:
)
...(2.1)
Indien de linearisatie van het niet-lineair model
verantwoord is, dan wordt een goede benadering van cïe vari-
antie rond ci~ voorspelde waarc:e gegeven door
VAR(yh)
p ,f (xh; -) 2
- j"-1 ( y,; -)~~
p p
var(-~) t 2 ~-1 r-1
~-r
~f (xh; é)
( a„r ) cov. (`"j ar ) ...(5.1)
t SVESHNIKOV, A.A. [21, blz. 136J,HEUTS, R. (14, blz. 16].
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f Efl h - 1(1)n ...(6.1)










2~2 h-1 (yh - 1t~e ~)2
}...(6.3)
De Jacobiaan van de transformatie (6.2) naar (6.3) is 1,
n n 2 1 nln L-- 2 ln 2n -~ ln a- z h`-1 (yh - -a2a 1fk~e
2
...(6.4)
6.2 De meest aannemelijke schatters van K, B, a worden ge-
vonden door de partiële afgeleiden naar K, B, z nul te
stellen:
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d1nL 1 ~ { 1 ( - K ) }
~K - a2 h-1 ltse-ah yh ltse-ah
álnL 1 n
2S - -a2 h~1
-ah
(1tge-ah)
2 (yh - 1ts~) }
alnL 1 ~ { KBhe-ah ( - ) }
~a - `2 h-1 (1tBe-ah)2 yh 1t6e-ah
... (6.5)
i;et is duidelijk dat het maximeren van 1nL naar k.,
B en a gelijk staat met het minimeren van de kleinste kwa-
draatsom
n
4 (x; ~: ) - h~1 (yt - - ~h)1tBe
ti
2 ...(6.6)
De kleinste kwadraatschatters ti, ë, a zijn L-ij de gestelae
veronàerstellingen àus gelijk aan de meest aannemelijke
schatters K, ; en ~. Voor de oplossing van het vergelijkin-
genstelsel (6.5) wordt verwezen naar ~ 3.
6.3 De asymptotische covariantie-matrix van de K.K, schatter
is:
cov(~~) - 2a2 rE(Sij) 1-1 - 2á2(Sij)-1 zie(3.24)
De (S. )-1 van deze covariantie-matrix kan met de
l~ (it1)procedure uit 4 3. banaderd worden, (de matrix H van
de laatste iteratie), maar de verwachting van de Si kan
j
ook als volgt expliciet opgeschreven worden:
- 3~ -
{ E (S1J ) }-1 -
n 1 2 n Ke-ah
2 h~l(ltse-ah) -2 h~1 (ltse-ah)3
n KBhe-ah
2 h~1 (ltse-ah)3




2 E ~` e -2 E K Sheh-1 (ltse-ah)4 h-1 (ltse-ah)4
-2 ~ K2Bhe-2ah 2 ~ K2S2h2e-2ah
h~-1 (1tge-ah) 4 h-1 (1tse-ah) 4
... (6.7)
De matrix (6.7) voorvermenigvuldigd met 202 geeft
bij benadering cov(é).
6.4 Vervolgens gaan we onderzoeken of linearisatie van het
model verantwoord is.
Een lineaire benadering van iedere theoretische
verwachte waarde in de buurt van 0-(K , S, à) is te schrij-
ven als:









Neem nu waarden voor K , 6 en a ín de buurt van K,
S en à nl K w, Sw en aw, w- 1(1)m, dan is een ruwe maat voor
niet-lineariteit:
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m n Kw K 1
QK,R,a - w~1 h~1 -awh - 1tge-ah - 1tse-ah
(Kw-K)
1ts ew
-ah - -ah 2
t K-e--~ (sw-S) - Ksh-e-àh 2 ( a,,~ - a)~ ... (6.9)(1tse ) (1tBe )
De genormaliseerde maat voor niet-lineariteit is:
N -
Als aan voorwaarde (4.11) voldaan is, of N
K,S,a m n Kw K 2 2





tussen de grenzen (4,11) en (4.12) ligt gaan we de empirische
minimale maat voor niet-lineariteit berekenen. Zoals eerder
uitgelegd lossen we daartoe het volgende stelsel van normaal














~ ( K )
- X'X ~ (B)
~(a)
waarbij





- -á- Ke Kse




ltge-nà (ltge-ná) 2 (1f"ge-ná)~
... (6.11)
De gevonden waarden voor de ~-vector, worden in Q~
(4,3) gesubstitueerd om vervolgens N~ te berekenen
3s2 Q~
N~ - m n K - 2 2 -..(6,12)W K
w~1 hEl -awh - ltse-~]ltgwe
Indien ( 6,10) geen uitspraak qeeft m,b,t. de li-
neaire benaderínq, wordt (6.12) getoetst volgens het crite-
rium (4,11),
Als de linearisatie verantwoord is, kan als benade-
rend 100(1-a)8 betrouwbaarheidsgebied voor e de volgende drie
dimensionale ellipsoide gebruikt worden
n K 2 n K 2
hE1 (yh - 1t8e-~) - hE1 (yh - 1tBe-aFi) ~
2Kge-2á
(ltge-á)2
3s2 Fa(3, n-3) (1 3 N~) ,,,(6,13)
Een betrouwbaarheidsuitspraak welke een benadering
is van (6.13) is
~ - i: X'X1 ~
r




`A - 1uk X'X33 c
K ~ K t k X'X 11
S ~ e-~ k X'X22 ~~ 100 (1-7) ó
.. (6.14)
a i
nt` - 3 ( - - - )2 F (3, n-3) (1t5 :~.in-3 h-1 yh 1t-e-ah , 3,
en
X'X~~, het j-de diagonaal element van (X'`í)-1.
De variantie rond de geschatte niet-lineaire re-
gressie-lijn wordt als volgt berekend:
var (yh) - u2 var (~) t vZ var ( ~) t w2 var ( x) t








`'~ - -áh ) 2(1fBe
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7 Appendix Scheffé F- projectie t
Lemma 1 ,
De lineaire varieteiten
M1 - {Y la~(y-c) - r(a'a)~} ...(A.1)
M2 - (Y ~a~(y-c) --r(a'a)Z} ...(A.2)
zijn evenwijdig, staan loodrecht op de vector a en raken
een bol met straal r-en middelpunt c,
Bewijs
1o Voor het bewijs dat M1 en M2 twee evenwijdige lineaire
varieteiten ( hypervlakken) zijn, loodrecht op de vector
a, kunnen we verwijzen naar Hadley, G. 12, blz, 197, 199 ,
EIet volgt uit het feit dat a de normaal vector is, elke
hypervlak loodrecht staat op zijn normaal vector, en twee
hypervlakken evenwijdig zijn, als ze dezelfde normaal vec-
tor hebben,
2o Het raken van deze hypervlakken aan een bol, Hiertoe
zullen we bewijzen dat zowel M1 als M2 draagvlakken
(supporting hyperplanes) zijn d,w.z,
a) dat de doorsnede van de lineaire varieteit met de bol
niet leeg is;
b) dat de bol volledig ligt in een gesloten half-ruimte
gevormd door het hypervlak.
t Deze appendix is gebaseerd op MILLER, R,G, 17, blz,
45-67 . We danken ook Dr, van de Kerkhof, H,P,J, voor
de stimulerende discussies,
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De vergelijking van een bol met straal r en middel-
punt c is:
B - {s~(s-c)'(s-c) ~ r2}
waarbij s - (s~,
,..(A.3)
..., sp), een punt in of op de bol is.
a) Te bewijzen: M~ n B~)ó;
M2 n B ~ fó
r5tet b- c t-~ a
(a'a)
Nu is b e M~ immers deze vector voldoet aan de definitie
van M~ :
a' (~- a) - r (a' a) ~
(a'a)
en
b E B immers
(b-c) ' (b-c) - (r~ a) ' (r-~ a) - r2,
(a'a) (a'a)
voldoet dus aan (A.3)
dus b e M~ n B en M~ n B~ a.
Indem voor M2 n B~~
b) Te bewijzen: a' (y-c) ~ r of a' (y-c) ~~~I y e B
Stel s e B. Gebruik makend van de Cauchy-Schwarz onge-
lijkheid (~a'b~ ~~a~. ~b~), kunnen we schrijven
~a' (s-c) ~ ~ ~a~ . ~s-c~ - r(a'a)~ ~ r ... (A.4)
We mogen dus ook schrijven:
- r(a'a)~ ~ a'(s-c) ~ r(a'a)~
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M.a,w.
de bol B ligt volledig tussen de hypervlakken M1
en M2
Theorema 1,
Indien S ~~ Np (B, a2(X'X)-1), X een nxp matrix met rang
p, (p ~ N) en L is de p-dimensionale parameterruimte,
dan is:
P{ SI ~1'(ï3-S)~ ~ ps2 Fa(p~n-p)
(1'(X'X)-11)', K 1 E L} - 100(1-a)~
Bewijs
Aangezien (X'X)-1 een positief definiete matrix is, be-
staat er een niet-singuliere matrix D zodanig dat
D(X'X)-1 D' - I zie Goldberger, A.S. ~10, b1z,36]
Stel nu
ó- DB en ó- DB ...(A.5)
dan is
6 ~ N(ó, a2I)
We weten (zie Goldberger, A,S. ~10, blz, 178~ dat het
100(1-a)~ betrouwbaarheidsgebied voor d gedefinieerd
wordt als
P {dl (ó-d)'(ó-6) ~ psZFa(p,n-p)} - 100(1-a)á
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Dit gebied is dus een bol met middelpunt d en straal
ps Fa(pr n-P).
Uit Lemma 1 (A.4) volgt nu
P{ó~ ~a'(ó-d)~ c ps2Fa(p~ n-P)
(a' a) ~`, a} - 100 (1-a) ~
Uit (A.5) volgt nu:
a'ó - a 'Da1 , - -
a'ó - a'DS
~ a (ó-ó) - a'D(B-~)
a'a - a'Ia - a'D(X'X)-1 D'a
...(A.6)
en aangezien D een niet-singuliere matrix is, kunnen we
a kiezen zodat
a'D - 1'
(A.6) kan nu geschreven worden als
P {BI ~1' (s-S)~ ~ ~s2Fa(pr n-P)




P{Bj~ ~Bj - Bj~ ~ ps2 Fa(p, n-p)(X'X)~~ }-
100(1-a)~
met X'X)~~ e , -1( , het j diagonaal element van (X X)
Dit is te bewijzen door een juiste keuze van de 1
vector: een 1 als je element en de andere componenten nul.
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