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Abstract-A mathematical model describing the age-dependent dynamics of a population is studied. Under 
very general assumptions, existence of nonzero equilibrium solutions is proven. For some special 
kind of rate law it is shown that this model can asymptotically be described by means of a simpler system 
of ordinary differential equations. An example is.given where the model admits nonconstant time-periodic 
solutions. ? -. 
1. INTRODUCTION 
In this paper we continue our study of a mathematical model of an n-species population with 
age-specific interactions. The basic assumption of this model is the existence of density 
functions u’(t, x) such that 7 ti’ (t, x) dx is the total number at time t of all individuals of age x 
between x, and x2, belon&g to the ith species. In absence of migration, changes in the 
population are due to birth and death only, and if these processes are assumed to operate 
instantenously, the governing equations for u(t, x) = (u,(t, x), . . . u,,(t, x)) are 




bi(Xy U(t, * ))U’(t, X) dx, f, x 2 O (lb) 
0 
d(O,x)= uoyx), i= 1,. . .) n. UC) 
Here b’, d’ denote the age-dependent birth and death rates of the ith species and in general, 
these rates also depend on the standing population u(t, * ) in a functional manner. Of course, b’ 
and d’ are nonnegative for all values of x and u. Since u’(f, x) represents a density, ui(t, x) 
should be nonnegative for all t, x and, moreover, the total number of all individuals of species i




should be finite, i.e. u’(t, . ) E L’(R+) for all i, t. 
Within the last few years, wellposedness of (1) has been studied by many people under 
various assumptions. Let us mention only the papers of Gurtin and McCamy[5], Di Blasio [2,3], 
Webb [14-171, and PrtiB [ 111. In Section 2 we briefly discuss this topic without going into details. 
An important problem concerning (1) is that of existence of nontrivial equilibrium (i.e. 
time-independent) solutions. Theorem 1 provides fairly general conditions ufficient for existence, 
generalizing the results of Gurtin and McCamy[5] and earlier results of the author[ 111. 
To discuss some special kinds of vital rates consider tirst the Verhulst rate law 
bi(X, II) = b,(P), di(X, U) = di(P), i = 1,. . . , ?L 
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In this case (1) turns out to be completely equivalent o a system of ordinary differential 
equations. In fact, integration of (1.a) yields 
i)i = (hi(P) - d,(P)) * Pi, t 2 0 
Pi(O)=PlOy i=l,...,n, (4) 
where Pi0 = f u,‘(X) dx and the dot indicates differentiation. Once these equations have been 
solved, i.e. i(1) = (p,(t), . . . , P,,(t)) can be considered as a known quantity, (1) reduces to a 
linear system of first order differential equations which can be solved to obtain 
x 
uoi(f - x) * exp (- 
f 
di(P(s)) ds), f s x 
x-t 






where B’(t) = u’(t,O) = b’(P(t)). Pi(t) is the total number of birth’s of species i at time t. In 
particular, the equilibrium solutions of (1) are given by 
S(X) = bi(P*) * Pi* * exp (- U’i(P*) *X), i = 1,. . . , n. 
where P* is a solution of the n-dimension system 
hi(P) = d,(P), i = 1,. . . , TV. 
Gurtin and McCamy [5,6] treated the more general rate law 
bi(x, U) = bi(x, P), di(XTU) = di(X, P), i = 1, a e s 7 II. (5) 
Besides the problems mentioned above they mainly studied several subclasses of (5) and 
proved for these that (1) is equivalent o ordinary differential equations in some sense, in 
analogy with rate law (3). For instance, they demonstrated for n = 1 that rate law 
b(x, u) = b(x), d(x, u) = d(P) (5’) 
leads to an asymptotic equivalence of (1) to 
l-j = (A - d(P))P (4’) 
for some suitable A E R. As a consequence it turns out that (1) cannot have nonconstant 
time-periodic solutions in this case. 
However, for (3) as well as for (5), the size P = (PI,. . . , PJ of the population is rate 
controlling and for this reason (3) and (5) seem to be too special in many situations. There may 
be other factors which determine the vital rates such as “number of adults” or “consumption of 
food”. 
Thus, if qii(X) are suitable nonnegative functions and 
it is at hand to consider ate law 
bi(x, U) = bi(x, Q), 4(X, U) = di(X, Q), i=l,...,n. (5’1 
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For instance, if it is the number of adults that counts we may choose qii = 0, ifj and 
q;;(x) E [0, I] as the probability for an individual of species i at age x to be adult, or more 
roughly qii(x) = 1 for x 2 ai, qi(x) = 0 for x s q and a; > 0 is some age characteristic for species 
For many populations an increase of the standing population will result in an increase of the 
death rates di and di will depend more sensitive on IJ than the birth rates b;, hence as a first 
order approximation it makes sense to neglect he latter. These observations yield the following 
semilinear rate law which was studied in [I I]. 
bi(X, U) = b,(X), di(X, II) = d;(X) + fi(X, U), i = I, . . * 9 n (6) 
The functions d,(x) can be interpreted as natural death rates whereas fi(x,u) represents the 
increase of mortality due to interactions in the population. In case this increase of mortality is 
equal for all ages, we shall prove in Section 3 that (1) is asymptotically equivalent to ordinary 
differential equations in some sense specified there, and in particular for n = 1 there are no 
nonconstant time-periodic solutions of (1) in this case. 
Finally, in section 4 we consider n = 1 and the most simple nonlinear ate law which has not 
age-independent i creases of mortality. 
bku) = b(x),d(x, u)= dW+p(x). Q, Q= j b(~)u(~)dy. (6') 
0 
(6’) is a direct generalization of the famous logistic law in population dynamics. to the age- 
dependent case. In contrast to the result of Section 3 we show that (1) may have periodic 
solutions provided p(x) is nonconstant. We shall give an example, where a periodic solution 
bifurcates from the unique nonzero equilibrium and destabilizes it as a certain parameter 
crosses a critical value. p(x) is chosen “near” to Dirac’s distribution, i.e. p(x) is large at x = 0 
and zero elsewhere. This result is intimately connected to an age-dependent predator-prey model 
proposed by Gurtin and Levine[7] quite recently. 
?.EXISTENCE OF EQUILIBRIUM SOLUTIONS 
To fix some notation, for p E [l, to] we let LP(a, b) denote the space of all p-summable 
real-valued functions defined on [a, b] and Lp = Lp(R+) for short. As usual, (II],, = 
(/ lc(.r)lp dx)“P if u E L” and Iu(,= es~~~plu(x)l. L kc means the space of all measurable 
functions on R, which are p-summable on each compact interval of R,. L+’ = {v E Lp : v(x) 2 0 
a.~} denotes the standard cone in Lp. For u E(LP)” we let (~1~ = max (Vilp, and (u, w) = 
i=l,...,n 
[ v(x)w(x) dx for v E Lp, w E Lq, p-’ + q-’ = 1. 
Finally, if X is some Banach space, X’ denotes its dual, and for any densely defined linear 
operator A in X, we let A* denote its adjoint. For a bounded subset B of X the Hausdorff- 
measure of noncompactness P(B) of B is defined by /3(B) = inf {r>O: B admits a finite 
covering by balls of radius I-}, and, if T is any bounded linear operator in X, we let 
p(T) = ,8( TB,(O)). where B,(uJ denotes the closed ball with center u. and radius r in X. 
Throughout his section the vital rates b and d will satisfy the following general conditions. 
(B) b:R,x(L,‘)“-,R”andfori=I,....n, bi(.,ii)EL+“and 
(Bl) lb;(x. U) - bi(X, v)l I M(r) JU --v/l for III/,, /VII 5 r and a.~. x 2 0. 
(B?) bi(X, U)S b, for all u E (L,')", U.U x E W,. 
(D) d:W_x(L,‘)“+!?“andfori=I.....n. d;( . . ii) E Lk, and 
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(Dl) (di(X,U)- di(Xyv)lI M(~)(u-~(1 for (~(1, (~(15 f and U.U. X10. 
(DZ) di(x, U) 2 do(x) 1 o for all u E (L+')", U.U.X E R, 
where do(x) is some measurable function with d, = lim ess inf do(x) > o. 
x-= 
Notice that (Bl) and (Dl) merely means that the vital rates depend on the standing 
population in a “smooth” manner, whereas (B2) requires the birth rates to be bounded, with 
bound independent of age and population density u. (D2) means that the death process always 
takes place for sufficiently large ages, with magnitude of the rates at least d&x). On the other 
hand, we do not assume the death rates to be bounded. In fact they may grow very fast as 
x+m, but in view of (Dl) this growth should be similar for all densities U. 
By means of evolution equations techniques one can prove wellposedness of (1) in (~5’)” in 
the following sense. If (B) and (D) are satisfied, there is a unique nonlinear semigroup generated 
by (1) in (L,‘)“, i.e. a family of nonlinear operators V(t): (L+‘)“-+(L+‘)” for all t L 0, such that 
V(O)u = u, V(t + s)u = V(t) V( s)u and 
V(t)u is continuous w.r. to t 20 and uE (~5,‘)“~ 
The function u(t) = V(t)& then represents the “solution” of (1) in (L’)” ; see Webb [ 171 and [ 111 
for more details. 
In this section we are interested in existence of equilibrium solutions to (1) i.e. in nonnegative 





bi(X, V)Ui(X) dX, i = 1,. . . , tl (7) 
0 
x 
If we let Di(X,V)= 
I 
di(yy v) dy for each i, (7) is easily seen to be equivalent to 
0 
Ui(X) = Yi(O)exp (-Di(X, V)) 
m 
Vi(O) = I bi(X, v)Ui(X) dXo (8) 
0 
Notice first that v = 0 is always a solution of (7), the trivial one. To obtain a condition necessary 
for existence of a nontrivial v note that (8) implies 
P 
q(O)[ 1 - 
I 




Si(V) = I bi(X, V) exp (-9(X, v)) dx, i = 1,. . . , TV (9) 
0 
are usually called net reproduction rate of species i and, of course, depend on the standing 
population v. Now, in competition models the rates frequently satisfy 
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(M) di(x,~)Z di(x,O), bi(x, U)S b;(x,O) for all i E 1, . . . , n, u E (L,‘)“. This condition implies 
si(v) 5 s;(O) for each i, hence necessary for existence of nontrivial nonegative solutions of (7) in this 
case is 
s{(O)21 for some iE{l,...,n}. (10) 
On the other hand, if (M) holds but (10) is violated it can be shown that each solution of (1) 
tends to zero in (L’)” as t-m, i.e. the whole population will become extinct, and then of 
course v = 0 is the only nonnegative quilibrium of (1); cp. also Webb [17]. Conversely, without 
assuming (M) we will prove existence of a nontrivial equilibrium in case (10) does not hold and each 
species i with Si(0) > 1 is self-limiting. More precisely, we have 
THEOREM 1 
Let (B) and (D) hold and let net reproduction rate si(0) > 1 for some i E { 1,. . . , n}. Suppose there 
is R > 0 such for each i with Si(0) > 1 we have 
si(u) 5 1 for ~11 UE (L+‘)” with lUi[lz R. 
Then (7) has at least one nontrivial nonnegative solution. 
To prove Theorem 1 notice first that we may assume Si(0) > 1 for all i; if not let Vi = 0 and omit 
the jth component if sj(0)5 1. Let Banach space Z = (L’)” +R” be normed by Il(v,c)ll= 
max ((vii, + Icil) and consider the standard cone. 
I 
K = {(v, C) E Z: Vi(X) L 0 a.e., ci 2 0, i = 1, . . . , TV}. 
Define F: K + K by means of F(v, c) = (F’(v, c)F*(v, c)) where 
Fi’(V, C) = Ci exp (-Di(X, V)), fi’(V, C) = Ci . Si (V). 
Then the solutions of (7) or (8) are exactly the fixed points of F in Z. The following Fixed Point 
Theorem taken from Amann[l] is appropriate for our purposes. 
THEOREM A
Let Z be u Bunuch space, K C Z a closed convex cone, K, = K n B,(O), F : K,+K continuous 
such that F(K,) is relatively compact. Suppose 
(i) Fz# AZ for all ((z(( =r, A > 1. 
(ii) There ure p E (0, r), e E K\(O) such thut 
z - Fzf he for all jIz/ = p, A > 0. 
Then F has at least on fixed point Q, E {z E K : p s llzll s r}. 
Proof of Theorem 1. Let Z, K, F be defined like in front of Theorem A. Then, by (D) and 
(B), it is an easy matter to verify that F : D,+K is continuous and that F(K,) is bounded. To 
prove relative compactness of F(K,) it therefore suffices to show that F,‘(K,) C L’ is relatively 
compact for each i. But F,‘(K,) C Gi, where Gi C L’ is defined by 
Gi = {S . exp(- W(X)): 0 5 s 5 r, w is absolutely continuous with 
W(X) 2 Do(x) and j w’(x)1 I di(x, 0) + r. M(r)}, 
and by means of Kolmogoroff’s criterion on compactness in L’ it is easy to see that G; C L’ is 
relatively compact. 
c 4MA .4 \‘,I1 9. 10 q--B 
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To prove (i) of Theorem A, let /(v, c)l\ = r, A > 1 and F(v, c) = A(v, c) hold. If i is such that 
/uJ + ci = r, we obtain 
AU{(X) =ci * exp (-Di(X, v)) and hci = ci . si(v). (11) 
ci = 0 would imply Vi = 0 since A > 1, hence we have ci#O. Then, (11) yields SJV) = A > 1 and SO 
the suppositions of Theorem 1 imply /Vi/i < R. Combining equations (11) we get 
II 
Ci = I bi(x, v)ui(X) dx, 
0 
which in turn implies 
Now, chasing r 2 R(1 t b,) we see that (i) of Theorem A is satisfied. 
To prove (ii), choose p > 0 sufficiently small such that Si(V) > 1 for all i and [aili 5 p, and let 
e=(O,l)EK\{O} where l=(l,..., 1) E W”. Then Il(v, c))J = p, A > 0 and f(v, c) - (v, c) = Ae 
imply 
Vi(X) = ci * exp (-Di(X, v)) and Ci(l - Si(v)) = A. (12) 
Since si(v) > 1 and h > 1 we obtain c, = Vi = 0 for all i, a contradiction to \I(v, c)[l= p >O. 
Thus (ii) is also fulfilled. 
Therefore Theorem A implies the existence of a fixed point ~0 E K={O} which yields a 
nontrivial nonnegative solution of (7). 
3,PERSISTENTSOLUTIONSANDASYMPTOTIC BEHAVIOUR 
In Section 1 we have seen that the special rate law (3) reduces (1) completely to a simpler 
problem given by the system of ordinary differential equations (4). Now, we examine another 
class of rate laws which yields at least asymptotically in time a description of (1) by means of 
ordinary differential equations. This class will be given by 
bi(Xv U) = b,(x), di(Xv U) = di(X) + ji(U), i = 1, . . . , II. (13) 
where 
(A) biEL+“nL’,diEL&, di(X)~Ou.e.andlimessinfd~(x)=d~‘>Oforalli=l,...,n. 
I-+_ 
(F) f: (~5,‘)” +R+” is continuously differentiable, f(0) = o, and f’ maps bounded sets into 
bounded sets 
hold. Rate law (13) is such that (1) admits persistent solutions, i.e. solutions u(r, x) with 
ui(t, x) = vi(t). q(x); cp. Gurtin and McCamy[6]. In fact, such u(t, x) will be a solution of (1.a) 
(1.b) iff 
~pi + di(x)qi + hiqi = 0 
I = qi(O) = 
I 
bi(x)q,(x) dx, i = 1,. . , TV. 
0 
is satisfied for some Ai and functions vi, and 
tii = (Ai - gi(V)) ’ Ui = hi(V), i = 1, . . . , fl 
(14) 
(15) 
where gi(v) = f,(u, . ~1,. . , u, . cp.) and v = (v,, . . . , v,). 
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exp (- D;(s) - hip,(s) = .Y) (16a) 
1 = 
I 
h;(x) exp (- D,(x) - A;x) dx. (16b) 
0 
To each i there corresponds exactly one real root Ai of (16b) and consequently only one 
function pi(X), unless hi(x) ~0, a degenerate case which we shall omit in the following. 
Therefore the functions g;(o) are uniquely determined. 
Note in particular that any equilibrium solution of (1) is persistent and corresponds to a 
time-independent solution of (15), i.e. to a solution of 
Now, we have to collect some facts proved in [l I] and which are needed in the sequel. We 
define operators A, in Banach space Y = L’ with domain D(Ai) by means of 
A;w = - W’ - di(X)W for w E D(A;), where 
D(A) = {M. E L’: \v’E LI,,, A,w E L'. W(O) = (bi, w)}. (17) 
These are closed linear operators in Y with essential spectrum o,(Ai) C {CL E Q: Re CL 5 d,“}, A, 
is the only real eigenvalue of (17) and it is simple and for all other (complex) eigenvalues p# hi 
of Ai we have Re p < hi. Moreover, the operators Ai generate linear &semigroups ui(t) = eAi’ 
in Y which obey to the estimate 
IUi(f)i,IM.exp(t.maX(hi,-d,i/2)) for all t?O, i= l,..., n, (1% 
where M 2 1 is some fixed constant. 
Let X = Y” be normed by [lull= max(u,l, and put A = diag(A,, . . . ,A,,) and U(t)= 
diag( U,(t), . . . , U,,(t)). Let K = (L,‘)” and F : K-X be defined by 
(Fu)i(X) x -f;(u) . Ui(X) for all u E K, i = 1,. . . , TV. (19) 
Then (1) can be given the abstract form 
u’ = Au + Fu, u(0) = IQ,, (20) 
and it has been shown in [ 111 that, to every ~0 E K, (20) has exactly one mild solution u(t) which 
exists for all t 2 0, remains in K (i.e. u(t) E K for all t 5: 0) and depends continuously on its 
initial value ~0. Now, from uniqueness of the solutions and from the discussion at the beginning 
of this section it is clear that the closed convex cone K. C K n D(A) defined by 
Ko = Nu,cp,( * 1,. . . , u,tp,( . )> E x: v = (v,, . * . ) u,) E it,“} (21) 
is invariant w.r. to (20), i.e. a mild solution of (20) starting in K. remains there in the future, and, 
(20) considered on K. is equivalent to (i5). 





b,(y) exp (- 
I 
d;(s) ds - Ai(y-x)) dy, i = 1,. . , IZ. (22) 
x x 
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Then Y = span {vi}@ yi according to the decomposition 
I(i = eitw, rPi*)cPi + tw - ei( W, Cpi*)Cpj) = pi ’ $Di + yi, (23) 
where 8i = (vi, pi*)-‘* If u(t) is any solution of (20), then p(t) satisfies 
ii(t) = hi(dt))- C_fi(U(~)) - gi(Pi(t)))Pi(t)* (24) 
NOW, if u(t) is bounded at least, it turns out that yi(t)~O, i.e. u(t)+& as t+m and also 
fi(U(t)) - gi(p(t)+O, i.e. the functions pi(f) are asymptotically approximate solutions of (IS). 
More precisely, we have 
THEOREM 2
Let the rate law (13) as well as (A) and (F) hold, and let u(t) be any bounded solution of (20) in 
K. Then 
(i) u(t)* K0 as t-+x exponentially. 
(ii) There are constants C, 77 > 0 such that 
Ipi - hi(o(t))( 5 C * e-“’ for all t 2 0, i = 1, . . . , n. 
Proof. Fix any component i.Then we may assume Ai 2 0, Ugi 2 0, since otherwise ui(t) will tend 
to zero as t-m, the trivial case. 
(1) We claim that 
lim t-’ * log Ie’4”Uoi(l = Ai holds for any i, uoi# 0. 
*-Wn 
In fact, since Ai L 0, (18) yields lim sup t-’ log JeA’tUoiJ 5 Ai, on the other hand, according to (23), 
,-rm 
for w E Y we have 
(@WI, 5 M, . e(*i-q)’ 1 w(,, t 5 0, for some n > 0, 
and (w, vi*) > 0 holds for all w E K\(O). Therefore 
limi$f t-’ log leA”UoiI1 Z lierrf t-’ log (eAQi(cpi(, - h&e-“]) = Ai* 
(2) Let u(t) be a bounded solution of (20) in K, Ui(O)#O. Then ui(t) admits the following 
representation 
s(t) = exp (- 
I Xi(s) ds) 0 eAitUOi, where xi(s) = f(u(s)), 
0 
hence by step 1 we obtain 
t-’ 
I 
xi(S) ds = -t-l log IUi(t)l+ f-’ log /eA”Uoil 2 Ai - E for t 2 t(c). 
0 
This in turn implies 
(Ui(f)-pi(t)cpi(l 5 (eA”yi(l . e”-*+ I Ml e-‘v-f” for t 2 f(E), 
and so part (i) is proved. But part (ii) is also clear since f is Lipschitz on bounded subsets of K. 
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The first assertion of Theorem 2 means that all bounded solutions of (1) asymptotically have 
the same age-structure modulo some amplitude factors pi. These are in turn approximate 
solutions of (15) for large t, by (ii). Note that in case 
h;<infIfi(u):uEK, (UiJI ?R} i=l,...,n (25) 
holds for some R > 0, any solution of (20) remains bounded. On the contrary, for unbounded 
u(t) we only obtain (Ui(t)/pi(t))-,l in L’ as t+ 0: , similar to the result of Gurtin and 
McCamy[6], and nothing like (i) as (ii) of Theorem 2 can be asserted. A direct consequence of 
part (i) is 
COROLLARY 1 
Let rate law (13) as well as (A) and (F) hold. Then, any time-periodic solution of (1) is a 
persistent solution ul(t, X) = Vi(t)qi(X), i = 1, . . . , n, and v(t) = (vi(t), . . . , v,(t) is u periodic solution 
of (15). In particular, for n = 1, problem (1) then does not admit nonconstant time-periodic 
solutions. 
Finally, let us indicate how (ii) of Theorem 2 can be used. 
COROLLARY 2 
Let rate law (13) as well us (A) and (F) hold, assume (25) and suppose (15) has exactly one in 
k:={vEBP::v,,.. . , v, > 0) globally asymptotically stable equilibrium v” E k”. Then u” = 
(vl”G3,. * a, vnOpPn) E It = {u E (L,‘)“: Ill, * . . , u,#O} is the only equilibrium of (1) in & and it is 
globally asymptotically stable in Z!? with respect to (1). 
For the definition of the stability concepts used in Corollary 2, see Massera[lO], for instance. 
Proof. Since equilibrium v” of (15) is globally asymptotically stable in R,“, there is a 
Ljapunov-function 4: R+“+R+ of class C’ such that +<v”, =0, do 2 a@- v”l), 4’(v) * h(v) s 
- b((v -v”() for all v E R,“, where a, b are strictly increasing continuous functions with 
u(O) = b(0) = 0; cp. Massera[lO]. 
Now, let u(t) be any solution of (1) in g; notice that g is also invariant w.r. to (1). Then, 
by (25), u(t) is bounded for all t z 0, hence p(t) defined by (23) satisfies (ii) of Theorem 2. 
Therefore, 4(t) = &(t)) satisfies 
h(t) = +‘(p(t))b(t) 5 4’(p)+ h(p) + cl . e-“* 5 - b(u-‘(IL(t)))+ cte-V1, 
and this differential inequality implies +(t)+O as t+m. Thus, [p(t) - v”l+O as t-+m, and by (i) of 
Theorem 2 we obtain u(t)+u” as t+m, i.e. u” is in g globally attracting. 
Concerning stability of u”, notice first that the convergence just proved is uniform for initial 
values R~lu~(O)/~r>0, i= l,... , n. This is a consequence of the fact thet C and 17 in (ii) of 
Theorem 2 can be chosen uniformly for such initial values: check the proof of Theorem 2. 
Together with continuous dependence of the solutions on initial values we therefore obtain 
stability of u” in &. 
4. BIFURCATION OF PERIODIC SOLUTIONS 
In this section we consider n = 1 and rate law 
b(x, u) = b(x), d(x, u) = d(x) + p(x) . (b, u) (26) 





d(y) dy, P(x) = \ p(y) dy, g(x) = b(x)e-D”’ for x 2 0 
0 0 
the equilibrium solutions of (l), (26) are easily determined. In fact, if A0 denotes again the largest 
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eigenvalue of operator A defined by (17) i.e. the real solution 




then for A0 I 0 the trivial solution v. = 0 is the only nonnegative equilibrium and it is stable and for 
A0 < 0 even globally attracting in L,‘. On the other hand if A0 > 0 then 
udx) = p . exp (- D(x) -dW) (284 
defines another one provided the side condition 
f(p) = ,f g(x)e-pP’“‘dx =1 
0 
(28b) 
is fulfilled; note the p is unique. (28.b) has a solution p > 0 if for instance 
ess inf{x 2 0: p(x)#O} 5 ess inf {x 10 : b(x)#O} 
holds. u. is now unstable and even rejecting in L,‘, whereas the stability of aI depends on the 
solutions of the following equation; cp. [Ill. 
ic 
h(A) = I g(x)e- PP(x)-Ar{l e^‘p(y) dyj dx - 1 = 0 
0 0 
(2% 
If each complex solution of (29) satisfies Reh <O then uI is asymptotically stable in L’ while U, 
is unstable if there is a solution with ReA > 0; note that the solutions of (29) are the eigenvalues 
of the linearization of (l), (26) at ul. 
In case p(x)=p it is easy to see that the first case always holds true and moreover aI is 
globally attracting in L+‘, in accordance with Corollary 2. In general, (29) does not have 
solutions A 2 0 since h(A) 5 h(0) < 1 for all A 2 0, but there may be complex solutions with 
positive real part. In fact, let 
b,(x) = bx’ emu’, d,(x) = d, pa(x) = p * 6(x), a, b, 4 p > 0, (30) 
where S(x) denotes Dirac’s distribution. Then we have go(x) = bx’e-w, with p = a + d, and (27) 
yields A0 = --p + d3(2b). Since P(x) = p, we obtain p . p = log (2b/b3) and so (29) reduces to 
(A + /.d3 = ~‘(1 - log(2b/p3)), (31) 
the solutions of which are given by 
A,,2 = ~(-2 - r 2 i&3)/2, A3 = ~(-1 + r), (32) 
where r = (1 - log(3b/p1))“3. Now, Reh, = 0 iff r = -2, i.e. CL’ = 2b . ems, hence if CL decreases, at 
Jo = p. = (2b)“3 . e-‘, a pair of complex conjugate eigenvalues of the linearization of (1) at 
u,(x;po) crosses the imaginary axis and destablizes the equilibrium u,(x; p). Note that 
Re &- A,(/L)(~ -b’II = - l/g <o 
and no solution A#A,,? of (31) has real part zero for p = pO. This situation is the standard one 
for Hopf-bifurcation, i.e. the bifurcation of a periodic solution from an equilibrium, and the 
remainder of this section is devoted to the proof that this type of bifurcation really occurs in 
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our present situation. Let us state a version of the celebrated Hopf-bifurcation Theorem 
appropriate for our purposes; cp. Marsden and McCracken[9]. 
THEOREM B 
Let X be a real Banach space, A a generator of a linear Co-semigroup e*’ in X, F: W x X+X be 
of class C’, v: [p,, pJ-,X of class C’ and such that 
McL)+F(F,v(PL))=O ford CL •~cLzI, (34) 
i.e. v(p) is a brunch of equilibrium solutions. For some fixed P,,E (CL,, p2) let v,, = v(&, 
B0 = A + FV’o(LO, vO), Lo = FLr&,, vO) + F&,, vO)v’(& and suppose that 
(El) ‘,im t-’ . log /3(eB0’) = 0: <O 
as weII as the following eigenvaiue condition hold. 
W) iwo, - iwO are algebraically simple eigenvaiues of B,, for some w. > 0 and none of the 
integer multiples k . ioo, k # 1, - 1 is also an eigenualue of B,+ Ifp E X, ‘p* E X*, cp, cp* f 0, 
are such that B,cp = ioocp and Boat* = ioocp* then Rep*(L,q)#O. 
Then there is a continuous one-parameter family (T(E), p(e), u( * ,E)), E E (- co, l o) such that 
u(*, E) is a periodic solution with period T(e) of 
u’ = Au + F( CL, u), (35) 
where k = p,(e). Furthermore, T(0) = 27r/w,,, ~(0) = b, u(t, 0) = v. and there is a neighborhood U in 
W x X of (CL,,, vo) such that there are no other periodic solutions of (35) in U, besides the known 
brunch v(p), of course. 
Conditions (E 1) means that the spectral radius of ue(eBO’) equals eW1’ for all t 2 0, hence 
uJB,) C {Reh 5 o, < 0) and so o,(B) does not cause any trouble; notice that B. also generates a 
linear Co-semigroup since F,‘(po, vo) is bounded. The second part of (E2) admits the following 
interpretation. Let A(p) denote the eigenvalue curve of B(p) = B + F&, V(F)) passing 
though ho = A(p,o) = iwo; it is of class C’ around ~~~ since ho is simple; cp. Kato[B]. Then 
Re~*(L~)#O means Reh’(p)lPzW#O, i.e. the eigenvalue curve h(p) crosses the imaginary axis 
for p = ~~ with nonzero velocity. 
To apply Theorem B to the problem in question it is clear that we first have to study the 
dependence of u, as well as h(A) on the data b, d, p, a topic which is interesting for itself. So let 
C, denotes the space of all continuous functions I& R++R with compact support and define M 
as the topological space consisting of all nonnegative Baire-measures p on R, topologized by 
means of the weak topology, i.e. the coarsest opology of M such that the functionals 4: M+R 
r 
defined by 1,6(p) = 1 $(x)p(dx) are continuous for all 4 E C,. Note that L+= C M by virtue of 
0 
the correspondence p(x)- p(x) dx. This topology is metrizable, p,, + p means $(p,) + J(p) for all 
$ E C,. If we let P(x) = i p(dy) for each p E M, then pn+p in M implies P,(x)+P(x)a.e.. For 
a > 0 let H, denote the space of all analytic complexvalued functions h(A) defined on 
{A E C : ReA > - a} endowed with the topology of uniform convergence on compact subsets. 
Let D be the subset of L,’ x L,” x M defined by 
D = {(b, d, p) : lbjl 5 c, lim ess inf d(x) 2 a, g(x) dx 2 1, P(x) I c(1 + x)a.e.}, 
1-I I 
0 
where c and a are fixed positive constants. Let f(p, b, d, p), p(b, d, p), v,(x, b, p) and h(h, b, d, p) 




(i) u, : D+L,’ is continuous and h : D+H, is continuous too. (ii) Suppose b,(x) = bx’e-d’L, 
d,(x) = p -a with 0 < 2ae3 < 3d(2b), fet,u, = 2a, gL? = 3d(2b). Then v, : [p,, pJ-sL_’ und h : [g,, 
~~]+H,definedby v,(x,p) = v,(x,b,,,d,,p) and h(A,p) = h(A, b,,d,,p) areofclass C’foranyfixed 
p EM, such that P(x) s c(1 +x) a.e. for some c > o. 
The assertions of this Lemma can be proved straight forward and so we omit the details here. 
Now, let bo, d,, pl, pz be like in Lemma (ii), put X = L’ and define 
Au = u’, D(A) = {u E X : u’ E X, u(0) = (b,, u)} 
F(CL, u) = -(CL - a)u - PW@o, ub (36) 
where p E L,“. Then it is clear that all of the assumptions infront of Theorem B hold, and we have 
F,‘(P, u)h = -(CL - a)h -p(x){@,, v)h + @o, h)v) 
F”,&, I))h = -h (37) 
F’:&, W,, h2) = -&){(bo, W2 + (bo, h2Vd. 
Furthermore, for any choice of /I E [CL,, p2], Condition (El) holds, since lim ess inf {(k - a) + 
p(x)(b,,v&)} 2 a > 0; see [l l] for a proof. Hence, it remains to verify the ei&&alue condition 
(E2). Recall that the eigenvalues ofthe linearization B( CL) of (l), (26) are precisely the zeros of h( A, 
CL, p). For pO(x) = p - So(x) with p > 0 we have already seen that &(,LL) given by (32) is a branch of 
simple zeros of h(A, p, po) and A,(p) crosses the imaginary axis at p = p. in A0 = iuo . d/3 with 
nonzero velocity. By Hurwitz’ Theorem, cp, Conway[4], for any p E M with p(x) 5 C( 1 + x) close 
to p. in M and p close to p. the same holds true for a branch of zeros hp(~) of h(A, 1, p), 
hence hp(p) also crosses the imaginary axis with nonzero velocity at some ~~ and these 
zeros are also simple. Moreover, no other zeros of h(h, CL, p) are located on the imaginary axis, 
besides the complex conjugate of A, p = hp(pp) of course. Finally, to prove that ApP is a 
simple eigenvalue of PP = I?&), notice that the eigenspace n(B, - APP) is one-dimensionsl. It is 
easy to see that (BP - App)*+ =0 for some $t N(B, - A,“) implies 
x x 
I x2e-%,(x, pp, p) e-*Jx . (x - pbp, P) 1 (x - Y)P(Y) eAppy dy) dx = 0 
0 0 
which is impossible for p E L+- near to p. in M. Thus App is algebraically simple, hence (E2) is 
satisfied. Application of Theorem B yields 
THEOREM 3 
Let ho(x) = bx2edax, d(x) = ,u -a, pa(x) = pSo(x), where a, b, p > 0 and 2ae’ < ‘d(2b). Then there 
is a neighborhood of p. in M such that to any p E U(p,) n L,” there corresponds CLI, such that 
Hopf -bifurcation for (1) occurs as CL decreases below gP. There the uniquenontrivial equilibrium of 
(1) becomes unstable. 
A more detailed analysis hows that the bifurcating solutions are nonnegative, initially at least, 
hence they are biologically significant. Notice that, by the nature of the neighborhoods in M, only 
the behaviour of p(x) in “young” ages determines whether there may be oscillations in the 
population. Finally, it should be stressed that the shape of b,(x) also is crucial. For instance for 
b(x) = be-” such a phenomenon does not occur, as an analysis of the analog of (31) for these rates 
immediately shows. 
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