Abstract
Introduction
It is fairly common to find some form of structural instability in time series models. Tests often reject (Stock and Watson (1996) ) the stability of bivariate relationships between macroeconomic series. Similar results have been found for data used in finance and international macroeconomics, for example Lettau and Ludvigston (2001) and Paye and Timmmermann (2004) find instabilities in return forecasting models. The next step after finding such instability in the parameters of models is to document the form of their instability. In general, the answer to this question is going to be the evolution of the unstable parameter over time.
With the additional assumption that the parameters change only once, the answer boils down to the time and magnitude of the break. Arguably, the timing of the break is typically of greater interest. This paper examines a multiple regression model and considers inference about the time of a single break in a subset of the coefficients.
Locating where parameters change is interesting for a number of reasons. First, this is often an interesting question for economics in its own right. Having observed instability in the mean of growth, we may be well interested in determining when this happened in order to trace the causes of the change. Second, such results can be useful for forecasting. When models are subject to a break, better forecasts will typically emerge from putting more (or all) weight on observations after the break (Pesaran and Timmermann (2002) ). Finally, from a model building perspective, it is of obvious interest to determine the stable periods, which are determined by the time of the break.
The literature on estimation and construction of confidence sets for break dates back to Hinkley (1970) , Hawkins (1977) , Worsley (1979) , Worsley (1986) , Bhattacharya (1987) and others-see the reviews by Zacks (1983) and Stock (1994) and Bhattacharya (1995) for additional discussion and references. The standard econometric method to construct confidence intervals for the time of breaks relies on work by Bai (1994) , which is further developed in Bai (1997a) , Bai (1997b) , Bai, Lumsdaine, and Stock (1998) , Bai and Perron (1998) and Bai (1999) . For the problem of a single break in a linear time series regression, the main reference is Bai (1997b) . The asymptotic thought experiment that justifies this standard method is such that the magnitude of the break shrinks, but at a rate that is slow enough such that for a large enough sample size, reasonable tests for breaks will detect the presence of the break with probability one. In other words, this asymptotic thought experiment focusses on a the part of the parameter space of the magnitude of breaks that corresponds to 'large' breaks, as the p-values of tests for breaks will converge to zero. Inference for the presence of breaks becomes trivial for such 'large' breaks, although the exact timing of the break remains uncertain. In contrast, one might speak of 'small' breaks when both the presence and the timing of breaks are uncertain. Analytically, small breaks can be represented by an asymptotic thought experiment where the magnitude of the break shrinks at a rate such that tests for the break have power that is strictly below one.
In many practical applications, breaks that are of interest are arguably not large in this sense. After all, formal econometric tests for the presence of breaks are employed precisely because there is uncertainty about the presence of a break. From an empirical point of view, the observed p-values are often borderline significant; in the Stock and Watson (1996) study, for instance, the QLR statistic investigated by Andrews (1993) rejects stability of 76 US postwar macroeconomic series for 23 series on the 1% level, for an additional 11 series on the 5% level, and for an additional 6 series on the 10% level. In a similar vein, variations in the conduct of monetary policy that some argue are crucial to understand the US postwar period are small enough that a debate has arisen as to both the size and nature of the breaks or whether they are there at all. For example Orhpanides (2004) argues that the relationships are quite stable. Clarida et. al. (2000) argue that the economic differences pre adn post the Volker chairmanship of the US Federal Reserve Board are economically important although did not test the break. Boivin (2003) finds with tests and robustness analysis that a fixed 'Volker' break does not capture well changes in the Taylor rule relationships. In all, any changes to the relationship are small compared to the variation of the data even though their existence is important to assessing the conduct of monetary policy through the inflationary 1970's and the stable prices of the 1990's. It is also found that instabilities arising through Lucas-critique arguments have been difficult to find empirically (Linde (2001) ) and are by implication small, too.
Breaks that are small in this statistical sense are, of course, not necessarily small in an economic sense. As usual, economic and statistical significance are two very distinct concepts. As an example, consider the possibility of a break in growth. Post-war quarterly U.S. real Gross Domestic Product growth has a standard deviation of about unity. Even if growth is i.i.d. Gaussian, this variation will make it very difficult to detect, let alone date, a break of mean growth that is smaller than 0.25 percentage points. But, of course, a break that leads to yearly growth of that is 1 percentage point higher is a very important event for an economy.
Given the importance of 'small' breaks, one might wonder about the accuracy of the asymptotic thought experiment that validates the confidence intervals developed in Bai (1997a). As we show below, the coverage rates of these confidence intervals are much below nominal levels for small breaks. This is true even for breaks whose magnitude is such that their presence is picked up with standard tests with very high probability.
The question hence arises how to construct valid confidence sets for the time of a break when the break is, at least potentially, small. We suggest basing confidence sets on the inversion of a sequence of tests for a break. The idea is to test the sequence of null hypotheses that maintain the break to be at a certain date. The hypotheses are tested by tests that allow for a break under the null hypotheses at the maintained break, but that reject for breaks at other dates. If the maintained break date is wrong, then there is a break at one of these other dates, and the test rejects. The confidence sets is given by all maintained dates for which the test does not reject. By imposing invariance of the tests to the magnitude of the break at the maintained date, we ensure that coverage of the tests is correct for any magnitude of the break. By a judicious choice of the efficient test that we suggest to invert, the critical values of the sequence of test statistics does not depend on the maintained break date, at least asymptotically. The construction of a valid confidence set for the break date of arbitrary magnitude can hence be generated by comparing a sequence of test statistics with a single critical value.
In the next section we investigate the coverage properties of the popular method of obtaining confidence intervals when the magnitude of the break is small. This motivates the need for a new method. The third section derives the test statistics to be inverted. Section four evaluates the methods numerically for some standard small sample data generating processes.
Properties of Standard Confidence Intervals When Breaks Are Small
This paper considers the linear time series regression model
where 1[·] is the indicator function, y t is a scalar, X t , β and δ are k × 1 vectors, Z t and γ are d × 1, {y t , X t , Z t } are observed, τ 0 , β, δ and γ are unknown and {u t } is a mean zero
→' denote convergence in probability and '⇒' convergence of the underlying probability measures. We assume the following high level regularity condition on model (1):
with Ω 1 and Ω 2 some full rank k × k matrices and W (·) a k × 1 standard Wiener process.
where Σ Q1 and Σ Q2 are full rank.
In the asymptotic thought experiments considered in this paper, the data that precedes and follows the break are in the fixed proportion r 0 /(1 − r 0 ). This thought experiment is standard in the breaking literature, although recently alternative asymptotics have been considered by Andrews (2003) . With τ 0 = [r 0 T ], the data generated by this model necessarily becomes a double-array, as τ 0 depends on T , although we do not indicate this dependence on T to enhance readability. Conditions (ii)-(iv) are standard high-level time series conditions, that allow for heterogeneous and autocorrelated {u t } and regressors {Q t }. Condition 1 also accomodates regressions with only weakly exogenous regressors. As in Bai (1997b) , both the second moment of {Q t } and the long-run variance of {Q t u t } are allowed to change at the break date τ 0 .
The state of the art econometric method to obtain confidence intervals for τ 0 developed by Bai (1997b) is the 100c percentile of the distribution of an absolutely continuous random variable whose distribution depends on two parameters that can be consistently estimated byδ Bai (1997b) for details. In the special case where Ω 1 = Ω 2 and
This distribution is symmetric, so that the level C confidence interval becomes
with m =δ
Typically, Ω i and Σ Xi for i = 1, 2 are unknown, but can be consistently estimated. For expositional ease, we abstract from this additional estimation problem and assume Ω i and Σ Xi known in the following discussion of the properties of the confidence intervals (2).
As shown by Bai (1997b) , the intervals (2) are asymptotically valid in the though experiment where δ = T −1/2+ d for some 0 < < 1/2 and d 6 = 0. Although the magnitude of the break δ shrinks under these asymptotics, the generated breaks are still large in the sense that they will be detected with probability one with any reasonable test for breaks:
The neighborhood in which the tests of Nyblom (1989) , Andrews and Ploberger (1994) and Elliott and Müller (2003) have nontrivial local asymptotic power is where = 0. In other words, in the asymptotic thought experiment that justifies the confidence intervals (2) the p-values of any standard test for breaks converge to zero. With 0 < < 1/2, there is ample information about the break in the sense that it is obvious that there is a break, the only question is concerns its exact location.
In fact, when 0 < < 1/2,τ/T is a consistent estimator of r 0 -see Bai (1997b) . The break is large enough to pinpoint down exactly its location in terms of the fraction of the sample. The uncertainty that is described by the confidence interval (2) arises only because the break date τ 0 is an order of magnitude larger than r 0 , since τ 0 = [T r 0 ].
As argued above, it is very much unclear whether breaks typically encountered in practice are necessarily large enough for this asymptotic thought experiment to yield satisfactory approximations. The p-values of tests for breaks are never zero, and quite often indicate only borderline significance. Also from an economic theory standpoint there is typically nothing to suggest that breaks are necessarily large in the sense that their statistical detection is guaranteed. This raises the important question about the accuracy of approximation that underlies (2) when in fact the break is smaller.
In order to answer this question, we consider the properties of the confidence interval (2) in the asymptotic though experiment where For expositional ease and to reduce the notational burden, the following proposition establishes the asymptotic properties of the confidence interval (2) in the special case where
Then under Condition 1 and
whereτ minimizes the sum of squared residuals in the linear regression (1) with τ 0 replaced by τ over all τ ∈ (λT, (1 −λ)T ).
There are several points to make about the result in Proposition 1. First, in the statement of the proposition, the potential choices of the break date are trimmed away from the endpoints. While such trimming is standard in the literature on tests for breaks (Andrews (1993) , Andrews and Ploberger (1994) ), it is quite innocuous in the statement of the Proposition. The reason is that W (s) 0 W (s)/s converges to zero as s → 0 almost surely, so that the probability forr a to be close to the bounds is very small even for a very small choice of λ.
Second, the margin of error of the confidence intervals (2) becomes of order m = O p (T ) (and not o p (T )). As discussed, the uncertainty about the break location under these local asymptotics extends to uncertainty about r 0 . Although the confidence intervals (2) have not been constructed for this case, they automatically adapt and appropriately cover (with probability one) a positive fraction of all possible break dates asymptotically.
Third, the asymptotic distribution of (τ − τ 0 )/m is no longer given by arg min s W (s) − |s|/2, but it depends on r 0 . It is hence not possible to construct asymptotically justified confidence intervals for local asymptotics by adding and subtracting a margin of error from τ.
Finally, the asymptotic distribution of (τ − τ 0 )/m also depends on additional nuisance
parameters Ω and Σ X . Their disappearance in non-local asymptotics is due to the fact that r 0 is consistently estimated byr. The asymptotic coverage rates of the confidence intervals under local asymptotics hence also depends on the generally unknown Ω and Σ X . Table 1 depicts the asymptotic coverage rates of nominal 95% confidence intervals (2) for k = 1, Ω = Σ X and various values of Ω −1/2 d and r 0 , along with the asymptotic local power of Nyblom's (1989) test for breaks for these values. For d = 8, coverage rates are below 87%, and much smaller still for d = 4. This is despite the fact that breaks with d = 8 have a very high probability of being detected with Nyblom's tests for breaks, at least as long as they do not occur at the very beginning or very end of the sample. The asymptotic distribution of Stock and Watson (1996) for the stability of 76 macro series, although this comparison obviously suffers from the lack of independence of the macro series. When d = 16, which corresponds to a break that is big enough to be almost always detected, the asymptotic approximation that justifies (2) seems ot become more accurate, as effective coverage rates become closer to the nominal level.
Returning to the example of US GDP growth introduced in Section 1, suppose one wanted to date a break in mean growth with a sample of T = 180 quarterly observations. When quarterly growth is i.i.d. with unit variance (which roughly corresponds to the sample variance), then d = 12 corresponds to a break in the quarterly growth rate of 12/ √ 180 = 0.89 percentage points. For the asymptotic approximation underlying (2) to be somewhat accurate, the break in mean growth has hence to be larger than 3.5 percent on a yearly basis! This asymptotic analysis suggests that the standard way of constructing confidence intervals based on (2) leads substantial undercoverage in small samples when the magnitude of the break is not very large, but large enough to be detected with high probability by a test for structural stability. A small sample Monte Carlo study in section 4 below confirms this to be an accurate prediction for some standard data generating processes.
Valid Confidence Sets for Small Breaks
As shown in the preceding analysis, the standard way of constructing a confidence interval for a the time of a break in the coefficient of a linear regression does not control coverage when the break is small. At the same time, small breaks are often plausible from a theoretical point of view, and are found to be highly relevant empirically. This raises the question of how to construct valid confidence intervals for the time of such small breaks.
A level C confidence set can be thought of as a collection of parameter values that cannot be rejected with a level 1 − C hypothesis test. In standard set-ups, estimators are asymptotically unbiased and Gaussian with a variance that does not depend on the parameter value. If one bases the sequence of tests on this estimator, the set of parameter values for which the test does not reject becomes a symmetric interval around the parameter estimator.
The problem is hand is not standard in this sense, as the asymptotic distribution of the estimatorr is not Gaussian centered around r 0 -see Proposition 1 above. What is more, the asymptotic distribution ofr depends on r 0 in a highly complicated fashion. Basing valid tests for specific values of r 0 (or equivalently τ 0 ) onr therefore becomes a difficult endeavor.
But this does not affect the fact that a valid level C confidence set for τ 0 can be constructed by inverting a sequence of level (1 − C) significance tests, each maintaining that under the null hypothesis, τ 0 = τ for τ = 1, · · · , T . As long as each of these tests has correct level, the resulting confidence set has correct coverage, as the probability to exclude the correct value is identical to the type I error of the employed significance test. When τ 0 6 = τ , the break will occur at another date than what is maintained. Tests that reject with high probability for a break that occurs at another date than the maintained break date τ will result in short confidence sets. The more powerful the sequence of tests, the more values of τ that are not equal to τ 0 will be excluded from the confidence set (cf. Pratt (1961) ).
Confidence sets for the break date of the coefficient in a linear regression model hence can be obtained by inverting a sequence of hypothesis tests of the null hypothesis of a maintained break at date τ against the alternative that the break occurs at some other date
The construction of these tests faces three challenges: (i) Their rejection probability under the null hypothesis must not exceed the level for any value of the break size δ.
(ii) It is pow-erful against alternatives where τ 0 6 = τ . (iii) A practical (but not conceptual) complication is that in general, the critical value of a test statistic of (3) will depend on the maintained break date τ. For the construction of a confidence set, one would hence need to compute T test statistics, and compare them to T different critical values, which is highly cumbersome.
Consider these complications in turn. First, concerning (i), in order to control the rejection probability under the null hypothesis for any value of δ, we impose invariance of the test to transformations of y t that correspond to varying δ. Specifically, we consider tests that are invariant to transformations of the data
When {X t , Z t } is strictly exogenous, this invariance requirement will make the distribution of the test statistic independent of the values of β, γ and δ under the null hypothesis. But even if {X t , Z t } is not strictly exogenous, the asymptotic null distribution of the invariant test statistics will still be independent of β, γ and δ under Condition 1, as shown in Proposition 3 below. For a scalar AR(1) process with no Z t and X t = y t−1 , for instance, the requirement of invariance to the transformations {y t , y t−1 } → {y t − b 0 y t−1 , y t−1 } for all b 0 amounts to the sensible restriction that the stability of the regression of {y t } on {y t−1 } should not be decided differently than the stability of the regression of {∆y t } on {y t−1 }.
Second, in order to ensure that the tests to be inverted are powerful (ii), one would like to choose the most powerful test of (3). For the construction of an efficient tests based on the Neyman-Pearson Lemma one needs an assumption concerning the distribution of the disturbance u t and other properties of model (1).
Condition 2 (i) {u t } is a sequence of independent and mean zero Gaussian variates of variance σ 2 .
(ii) The conditional distribution of Q t given {Q t−1 , Q t−2 , · · · , y t−1 , y t−2 , ...} is independent of {u t }, and it does not depend on β, γ, δ and τ 0 for all t = 1, · · · , T.
Part (i) of the condition specifies the distribution of {u t } to be Gaussian. Only the efficiency of the following tests depends on this (often unrealistic) assumption, but not the validity of the resulting tests. Part (ii) of Condition 2 requires the conditional distribution of Q t given past values of Q t and y t not to depend on β, γ, δ and τ 0 , which is the assumption of weak exogeneity as described in detail by Engle, Hendry and Richard (1983) . This assumption will allow a factorization of the likelihood of {y t , Q t } T t=1 into two pieces, one capturing the contribution to the likelihood of u t = y t − X
t γ and the other the contribution of Q t conditional on {Q t−1 , Q t−2 , · · · , y t−1 , y t−2 , ...}. The independence of the latter piece of the parameters ensures that it cancels in the ratio of the likelihoods of the null and alternative hypothesis, making the resulting optimal statistic independent of the conditional distribution of Q t .
Unfortunately, even under Condition 2, a uniformly most powerful test does not exist, as efficient test statistics depend on both the true break date τ 0 and δ, both of which are unknown. In fact, under the invariance requirement (4), the parameter δ that describes the magnitude of the break under the alternative is not identified under the null hypothesis, as the distribution of any maximal invariant to (4) does not depend on δ (at least in the case of strictly exogenous {X t , Z t }). As in Andrews and Ploberger (1994) , we therefore consider tests that maximize weighted average power: A test ϕ is an efficient level α test ϕ * of τ 0 = τ against τ 0 6 = τ when it maximizes the weighted average power criterion
over all tests which satisfy P (ϕ rejects|τ 0 = τ ) = α, where {w t } T t=1 is a sequence of nonnegative real numbers, and {ν t } T t=1 is a sequence of nonnegative measures on R k . The prespecified sequences {w t } T t=1 and {ν t } T t=1 direct the power against alternatives of certain dates τ 0 and break magnitudes, respectively. From a Baysian perspective, the weights {w t } and {ν t }, suitably normalized to ensure their integration to one, can be interpreted as probability measures: If τ 0 and δ were random and followed these distributions under the alternative, then ϕ * is the most powerful test against this (single) alternative.
The efficient tests depends on the weighting functions {w t } and {ν t }, so that the question arises how to make a suitable choice. As demonstrated in Elliott and Müller (2003) , however, the power of tests for structural stability does not greatly depend on the specific choice of weights, at least as long as they do not concentrate too heavily on specific values for τ 0 and δ. With power roughly comparable for alternative weighting schemes, ease of computation becomes arguably a relevant guide.
A solution to the final complication (iii), the dependence of the critical value of the sequence of tests on the maintained break date, can hence be generated by a judicious choice of the weighting functions with little cost in terms of inadequate power properties.
Specifically, consider measures of the break size ν t that are probability measures of mean zero k × 1 Gaussian vector with covariance matrix b 2 H t , where
2 Ω 2 for t > τ and w t = 1 ∀t 6 = τ
This choice of weighting functions puts equal weight on alternative break dates. Furthermore, the direction of the break as measured by the covariance matrix of the measures ν t corresponds to the long-run covariance matrix of {X t u t } (which depends on whether t < τ or t > τ). The magnitude of the potential break is piecewise constant before and after the maintained break date τ . Even if Ω 1 = Ω 2 , the break size will not be identical, though, but depends on τ : When τ is close to T , for instance, then this choice of ν t puts more weight on large breaks that occur prior to τ compared to those that occur after.
While not altogether indefensible, this choice of weighting scheme is mostly motivated by the fact that the resulting efficient test statistic has an asymptotic distribution that does not depend on τ . This makes the construction of an (asymptotically) valid confidence set especially simple, as the sequence of test statistics can be compared to a single critical value.
Proposition 2 Under condition 2, the locally best test with respect to b 2 of H 0 that is invariant to (4) and that maximizes the weighted average power (5) with weighting functions (6) rejects for large values of the statistic
where v t = X t e t and e t are the residuals of the ordinary least squares regression (1) with τ 0 replaced by τ .
The locally best test against martingale variation in the coefficients of a linear regression model has been derived by Nyblom (1989) . Specialized to the test of a single break of random magnitude and occurring at a random time (which results in a martingale for the now random coefficient), the usual Nyblom statistic applied to a stable linear regression model puts equal probability on the break occurring at all dates, and the covariance of the break size is constant. It is possible to apply the Nyblom statistic to the breaking regression model (1) with τ 0 replaced by the maintained break date τ, although one would not recover the usual asymptotic distribution, as the regressor {1[t > τ 0 ]X t } does not satisfy the necessary regularity conditions.
From this perspective, the weighting scheme (6) can be understood as yielding the sum of two Nyblom statistics, at least when there is no Z t : One for the regression for t = 1, · · · , τ and one for the regression t = τ + 1, · · · , T . This makes perfect intuitive sense: When the maintained break τ is not equal to the true break date τ 0 , there is one break either prior or after τ . One way to test this is to use a Nyblom statistic for the (under the null hypothesis stable) standard regression model for t = 1, · · · , τ, and another Nyblom statistic for the (under the null hypothesis also stable) standard regression model for t = τ +1, · · · , T .
Proposition 2 shows that this this procedure does not only make intuitive sense, but is also optimal for the weighting scheme (6).
As described in Proposition 2, the test statistic U T (τ ) is not a feasible statistic, as Ω 1 and Ω 2 are typically unknown. But under the null hypothesis of τ 0 = τ , under weak regularity conditions on X t and u t , Ω 1 and Ω 2 can typically be consistently estimated by any standard long-run variance estimator applied to {v t } τ −1 t=1 and {v t } T t=τ -for primitive conditions see, for instance, Newey and West (1987) or Andrews (1991) . Denote byÛ T (τ ) the statistic U T (τ )
with Ω 1 and Ω 2 replaced by such estimatorsΩ 1 andΩ 2 .
Proposition 3 IfΩ
The distribution of a the integral of a squared Brownian Bridge has been studied by MacNeill (1978) and Nabeya and Tanaka (1988) . For convenience, critical values ofÛ T (τ 0 )
for k = 1, · · · , 6 are reproduced in Table 2 .
As required, the asymptotic distribution ofÛ T (τ 0 ) does not depend on δ. For any size of break δ, the collection of values of τ = 1, · · · , T for which the testÛ T (τ ) does not exceed its asymptotic critical value of significance level (1 − C) hence has asymptotic coverage of C,
i.e. is a valid confidence set. Note that this in particular implies that the confidence set is valid under asymptotic thought experiments where δ = T −1/2 d for some fixed d, in contrast to the confidence interval (2).
In detail, one proceeds as follows:
.
•
, where e t are the residuals from this regression.
• Compute the long-run variance estimatorsΩ 1 andΩ 2 of {v t } τ −1 t=1 and {v t } T t=τ , respectively. An attractive choice is to use the automatic bandwidth estimators of Andrews (1991) or Andrews and Monahan (1992) . If it is known that Ω 1 = Ω 2 , then it is advisable to rely instead on a single long-run variance estimatorΩ based on {v t } T t=1 .
• ComputeÛ T (τ ) as in (7) with Ω 1 and Ω 2 replaced byΩ 1 andΩ 2 , respectively.
• Include τ in the level C confidence set whenÛ T (τ ) < cv 1−C (k) and exclude it otherwise, where cv 1−C is the level (1 − C) critical value of the statisticÛ T (τ ) from Table 2 .
There is no guarantee that this method yields contiguous confidence sets. The reason for this is straightforward. The confidence set construction procedure looks for dates that are compatible with no breaks elsewhere. When the break is small, there may be a number of possible regions for dates that appear plausible candidates for the break. The confidence set includes all these regions. Note that this is not a sign that there are two breaks, but rather that the exact location of one break is difficult to determine. A confidence set with good coverage properties will reflect this uncertainty.
It is also possible that the confidence set is empty-this will happen when the test rejects for each possible break date. When the model contains multiple large breaks, this will happen asymptotically with probability one. In practice then, one would take this as a signal that the maintained model of a single break is not appropriate for the data. The converse situation, where there are no breaks, will result in confidence intervals that suggest a break could be anywhere and so for models without a break most dates will be included in the confidence set. The reason for this is that the test, looking for a break in the sample away from the maintained break date, will fail to reject with probability equal to one minus the level of the test. Also this result makes sense. If there is weak to no evidence of a break, then a procedure that tries to locate the break finds it could be anywhere.
Small Sample Evaluation
This section explores the small sample properties of the confidence sets suggested here and those derived in Bai (1997b) . We find that the analytical results of Section 2 accurately predict the performance of Bai's (1997) confidence intervals, as they tend to substantially undercover when the break magnitude is not very large. A comparison of confidence set lenghts reveals that confidence sets constructed by inverting the sequence of testsÛ T (τ ) tend to be somewhat longer even for breaks that are large enough for Bai's (1997) method to yield adequate coverage. At the same time, effective rates of confidence sets constructed by inverting the testsÛ T (τ ) is extremely reliable.
Specifically, the we consider two regression models. The first model (M1) is a simple break in the mean model,
whereas the second model has a break in the coefficient of an i.i.d. Gaussian regressor {x t }, such that
In the homoskedastic case (M2), the disturbances {ε t } of are independent standard normal and independent of {x t }, whereas in the heteroskedastic case (M3) the disturbances are in addition multiplied by the absolute value of x t of the same period. In all experiments, we consider confidence sets 95% nominal coverage and a sample size of T = 100.
Tables 3 shows the empirical coverage rates and average confidence set lenghts for the confidence interval (2) and the confidence sets constructed by inverting the test statisticŝ U T (τ ) as described in section 3.
Insmall samples the confidence interval based on invertingÛ T (τ ) has excellent coverage rates for all of the experiements. This is quite a contrast to the results using the Bai approach, which fail to cover with the stated coverage rate as indicated by the asymptotic theory. We of course cannot really compare the lengths of the confidence intervals between tests that control coverage and those that do not, however a number of interesting features can be discussed.
First, when the break is small the Bai method gives quite misleading results as to the uncertainty over where the break is. When the break is very small, it stands to reason that the data is not going to be terribly informative about where that break is. Consider the breaks when d = 4, which is a break that is relatively diffucult to detect. Here if one were to place a Bai type confidence interval it would appear from the method that we could narrow down the placement of the break to within about half the sample. However in truth the correct break point only appears in 68% of such intervals.
Second, to really narrow down the placement of the break the size of the break needs to at least be moderate. In the case of a break in the mean we see that at d = 8 we can correctly narrow down the break point to less than half the sample. This is true even though such a break is difficult to see from simply looking at the data. So in a real sense the method is able to remove possible break dates that would be difficult to remove by examining the data informally.
Third, when there is really very little information on the break date, the suggested method tells us that this is true by returning a very wide break Thus the true uncertainty in the placement of the break is shown by the statistical method.
Overall, these results underline the relevance of the asymptotic result derived in section 2: The confidence interval (2) is has coverage far below nominal level for breaks that are not very large. Confidence sets constructed by inverting the sequence of testsÛ T (τ ), in contrast, control coverage remarkably reliably, making them an attractive choice for applied work. 
Conclusion
It is more difficult to determine the location of a break than it is to distinguish between models with and without breaks. In practice, breaks that can be detected reasonably well with hypothesis tests are often difficult to date and standard methods of constructing confidence intervals for the break date fail to deliver an accurate description of this uncertainty.
As a remedy, we suggest an alternative method of constructing a confidence set by inverting a sequence of tests. Each of the tests maintains the null hypothesis that the break occurs at a certain date. By imposing an invariance requirement, the tests control coverage for any magnitude of the break. The confidence so obtained hence control coverage also for a small break. In addition, the test statistics to invert have an (asympotitc) critical value that does not depend on the maintained break date. The confidence set can hence be computed relatively easily by comparing a sequence of T test statistics with a single critical value,
where T is the sample size.
process out of the arguments put forward in Kim and Pollard (1990) , as an application of their Theorem 2.7.
Proof of Proposition 2:
Let B Q be the matrix T ×(T −2k−d) matrix that satisfies B (3) maximizing (5) can hence be based on (see Elliott and Müller (2003) for development)
where Ξ(t) is a T × k matrix with rows X 0 s when s ≥ τ and 1 × k zero row vector otherwise. Under the choice of weight functions (6), we compute for t < τ
