ABSTRACT A community question answering (CQA) site is a well-known online community, where user interacts on a wide variety of topics. To the best of our knowledge, the selection of a best answer for the question asked on the CQA site is done manually, which is traditional and tedious. In this paper, a model is developed for selecting best answer for the question asked on the CQA site. Instead of taking data related to question-answer only into account as done in manual process, this model takes both question-answer and answerers' data into account, which gives an insight view into the answers given by the experts that is more likely to be selected as the best answer. The presented approach analyzes StackOverflow Q&A posts with at least five answers to extract features for pattern identification using which the best answer is selected for the asked questions based on topic modeling and classifier. To evaluate correctness of the proposed model, a set of parameters are used, such as Receiver Operating Characteristics Area Under Curve, Precision Recall Area Under Curve, Gmean, and Accuracy. Results show that the proposed model is effective in predicting the best answer.
I. INTRODUCTION
Community question answering (CQA) sites have become an important source of content creation over the years, as these CQA sites have exceeded the rate of content consumption. Users ranging from naive to outshiners, visit CQAs to gain knowledge and seek answers to various type of questions [1] . There has been a rapid increase in two types of CQA (i) general question-answer sites (such as Quora 1 & Yahoo! Answers) 2 (ii) domain specific question-answer sites (such as StackOverflow 3 and AskUbuntu) 4 which have catered to programming related questions and turned into repositories of software engineering knowledge. StackOverflow is an interactive CQA site for software knowledge by hosting collaborative network of millions of users (developers). The users can create free account to: ask/answer questions, upvote/downvote questions/answers, gain reputation etc. to become an expert in the domain of software engineering.
In today's age, every day users are engaged on CQA sites with myriads of questions and their corresponding answers, which in turn, lead to continuous growing size of contents on this site. Such growing contents are posing several challenges which open up new opportunities for researchers to comprehend and establish meaningful patterns from the large size of contents that are available on such CQA sites. Analyzing and understanding the StackOverflow knowledge repository could provide key insights about domain knowledge (topical interest), activeness, expertise etc. that will help developers to choose the questions being answered in their working environments. However, it is tedious to analyze such huge and semi-structured textual contents along with associated post scores manually [2] .
There are two types of users involved on StackOverflow (i) Asker -a user who posts question on a wide array of topics and wait an answer from other users. (ii) Answerer -a user who posts answer to the question posted by the asker. StackOverflow allows askers to pose their queries as questions and receives multiple answers from their fellow users. Posts on StackOverflow suggest that the first answer on a question arrives in about 9 minutes. The best answer to be accepted is the answer that satisfies the asker's question, usually arrives in a span of minutes. In this work, we study the answers received for the question and their related metrics for pattern identification of answers to decide which answer will get accepted.
The rest of the paper is organized as follows. We present study on related work in Section II. Section III describes our research questions with research data. The research methodology used is presented in Section IV. The classifier modelling with experimental results has been presented in Section V. Section VI comprises of the extensive feature impact analysis related to our work. The potential threats to validity are discussed in Section VII. Finally, we conclude our work with their future scope in Section VIII.
II. RELATED WORK
''Activeness'', ''Topical interest'', ''Expert Computation'' and ''Recommending the best answer'' are the recent topics on CQA which has attracted many researchers' interest.
In [3] , the activeness of users' has been explored in CQA. They have shown how badges and reputation scores are related to find activeness in different forums based on statistical analysis. In [4] , the StackOverflow posts has been analyzed through quantitative (statistical data analysis) and qualitative (user interviews) approaches in order to visualize the activity signatures for the success of CQA. In [1] , Anusha et al. discussed on clustering the users of StackOverflow into four clusters namely naive, surpassing, experts and out shiners based on characteristics accounting various metrics by using machine learning algorithm in order to predict the users' activities. But they mainly focused on: who dominate the community and how their expertise levels make impact on reputation in the community.
The generative model has been proposed by Guo et al. [5] based on topical interest of the user for recommending answer providers. In [2] , Barua et al. has worked on the goal of uncovering topic interest, main discussion topics and technology trends over time with the help of statistical topic modelling [6] .
Finding the best answer from a list of answers can be seen as the problem of ranking the answers, where the best answer gets the maximum rank. Ranking technique can also be utilized effectively for selecting the best answer. Some of the popular state-of-the-art ranking techniques are discussed here. The PageRank [7] and HITS algorithm [8] are graphbased approach to rank the web pages. These algorithms consider a web page as a node of the graph and a directlink from one web page to another as an edge of the graph. The PageRank algorithm computes a random surfer landing probability based on Markov chains of a given web page and accordingly ranks them. The HITS algorithm computes authority and hub value of the web page. Authority value is used to estimate the content of the web page whereas the hub value is used to estimate the links of the web page with other web pages. The ExpertiseRank [9] which is a variant of PageRank [7] computes the expertise score of CQA users. In addition to the graphical features, this algorithm also includes a metric Z -score based on (i) the number of answers given by a user and (ii) the number of questions asked by that user. Their results suggest that a simple metric like Z -score outperforms complex graph based algorithm such as PageRank. In [10] , the similar work has been proposed for expert identification in Yahoo! Answers, however they used the number of best answers given by the user as a metric to compute the expertise level of the user based on clustering algorithms. The CQARank [11] algorithm has been proposed to measure user interests and expertise score under different topic using Topic Expertise Model (TEM), which is a novel probabilistic generative model with Gaussian Mixture Model (GMM) hybrid. Zhou et al. [12] proposed the topic sensitive random surfer model (TSPR) by considering the topical similarity among users when setting the affinity weight ignored in TEM [11] for expert finding. Yang and Manandhar [13] learnt the latent feature space of both user and tag to build user-tag matrix and proposed tag based expert recommendation model with the help of probabilistic matrix factorization (PMF) [14] , and they showed that the results as well as the computational time obtained by usertag matrix using PMF outperform those of TEM [11] in the domain of expert recommendation. Pal et al. [15] explored users' question selection preferences through probabilistic model to run machine learning algorithms in order to identify experts and potential experts in CQA.
Treude et al. [16] analyzed StackOverow and categorized the questions using tag and question coding. They used five tag and ten question categories statistically to identify the kind of questions asked and answered. In [17] , Wang et al. have extended the work presented in [16] by investigating the distribution of questioners and answerers. They used Latent Dirichlet Allocation (LDA), a well known topic modelling technique [6] , to identify topics from questions for learning and assigned a question to several topics with some probabilities. In [18] , the User Topical Ability Model (UTAM) has been proposed that exploits both users' expertise and descriptive abilities in CQA sites. UTAM is a probabilistic model, to depict the topic-specific user ability based on textual content (words and tags) and voting scores of questions. In addition to textual and voting information, they also explore social links within a Q&A community by integrating the results of UTAM to describe User Social Topic Ability (USTA). In [19] , a topic-sensitive probabilistic model has been proposed that extends the PageRank algorithm [7] . They combined the link information with user information to overcome the drawback of existing link analysis techniques. In [20] , Tian et al. have predicted the best answerer for a new question on CQA site considering both topical interest and expertise of the user relevant to the topics of the question asked. They used LDA to identify topical interest from previous answers given by the user, while expertise level is computed using collaborative voting mechanism. In [21] , Riahi et al. compared the statistical topic modelling techniques namely LDA [6] and Segmented Topic Model (STM) [22] with the help of traditional information retrieval approaches namely Language Model (LM) [23] and TF-IDF [24] . They found that STM outperforms LDA, LM and TF-IDF.
Tian et al. [25] uses learning from labeled data of questionanswer features using classification and predicted the best answer for the question for which the answer is not accepted yet. Similarly, Shah and Pomerantz [26] evaluated and predicted the best answer using classifier learned from the features of question, answer and user in order to meet the satisfaction level given by human under 13 different criteria. In [27] , the high quality answers has been identified by running hybrid hierarchy of classifiers trained on the features identified in order to predict the quality score of the answer. They trained type-based quality classifier to aggregate overall quality score of an answer to improve the accuracy which is not achieved by modelling each individual Q&A pair differently.
Motivated from the work presented by Treude et al. [16] , this paper addresses the answer to unanswered research question 3 -how are the best answers selected?. First, we use activity signatures [1] , [3] , [10] , domain knowledge [13] and topical similarity [2] of the user to identify active answerers in the domain of the questions asked. Second, we use topical interest, topical expertise for expertise computation as used in [11] , [20] , and [21] using topic modelling and voting scores. Third, we find topic relevancy to find the relationship between Q&A pairs as in [2] . Next, we focus on features involved in posts as in [25] and [26] for predicting whether the answer to the question will be accepted or not based on different classifiers.
III. EMPIRICAL STUDY
The empirical study of the work is performed based on extensive literature survey in terms of research questions. As of now, we didn't find any model from the literature which automatically accepts the best answer. The first question that comes in our mind is that if every question receives multiple answers then how and what basis the best answer is accepted for the question. In order to answer this question, we study StackOverflow CQA site and develop a model to accept the best answer automatically for the asked question which allows us to formulate the following four research questions.
A. RESEARCH QUESTIONS

1) Who provide answers to the question on stack overflow?
The answerer works on multiple domains and has knowledge in a wide array of topics, tools, technologies and programming languages. StackOverflow CQA site is designed to resolve the challenges faced by the users in computer programming by knowledge sharing in the form of question answering. Clearly, you can find that the question asked by the user must belong to a particular domain of the programming. So, how to find the domain of the question that can help us to identify the answerer in that domain who answers the question [16] . Moreover, the domain knowledge of the answerer is the possible research area that has high impact in expert identification.
2) How much expertise does the answerer has in (i) same domain (ii) different domain?
Expertise computation [9] , [11] , [13] , [15] in CQA has been gaining popularity amongst researcher over recent years. Answerer of the question may have expertise on the same domain as well as on different domain of the question. In general, the answer given by the answerer of the same domain has high quality and more likely to be accepted. In addition to the domain knowledge, the number of question asked and the number of answer given in various domains play important roles for computing the expertise level.
3) To what extent the answer is relevant to the question?
The asker or community, review the received answers so as to meet the requirement of the asker described by the question. We found that the requirement of the question is explained through textual information. We use the textual information of both question and answer to find the closeness between them. The more similarity between textual information of question and answer represents the more relationship [2] . Text mining is the area to deal the textual content of the document to learn the properties for further inference.
4) How the best answer is selected amongst a set of answers?
There is no limitation in posting the number of answers to the question. The asker or community then review the answers manually to accept the answer that explains the requirement of the question. It takes a lot of time to review these answers as the size of StackOverflow growing rapidly. This would encourage us to work on this field.
B. DATASET DESCRIPTION
StackOverflow is an interactive CQA site for exchanging the knowledge in the software engineering field. It provides the wide variety of functionality for users to gain the knowledge. The basic function is asking and answering the questions by the registered user. The users are free to give their opinion about questions/answers either in terms of up-voting/ down-voting or posting comments on them. The users gain the reputation through different activities like answering the question, their answer is accepted etc. The access privileges on the site are decided by the reputation score of the users, which indicates how useful the user is for the community. Similarly, the importance of the post (question/answer) is determined using the score obtained by the number of up-votes minus the number of down-votes for the post. Furthermore, the asker or community review the answers manually to select an answer as the accepted answer, which satisfies the requirement of the asker and represents that it is the best answer for the given question. January 01, 2015 and March 31, 2015 on Stack Overflow through Stack Exchange Data Explorer. Additionally, we used 3,23,972 prior answers given by 10,340 answerer involved in the extracted dataset to judge topical expertise. The statistics about the dataset relevant to our study has been presented in Table 2 . However, we have not included the data of posts (i) which have less than five answers (ii) for which answer is not accepted yet so as to analyze how the answers will get accepted.
IV. RESEARCH METHODOLOGY A. RQ 1. (WHO ANSWERS THE QUESTION ON STACK OVERFLOW?)
In StackOverflow, there are many questions from various topics related to programming. There are about 10M questions, 17M answers, 4.5M users and 42K tags in the StackOverflow till May 31, 2015. So, it's a challenge to detect who answers the questions of the StackOverflow. In our analysis, we found that the user who belongs to the domain of the question and have prior knowledge in that domain can answer the question on StackOverflow. Our criteria for evaluating the user's knowledge of the domain are based on user's tags and topics on which the user has been previously involved. But knowledge alone is not sufficient for a user to answer on a particular question and we found that there is a strong relation of activeness of the particular user during the period when the question was asked. The detailed research methodology for RQ 1 is presented in Figure 1 . Based on our study, we try to identify answerer based on three key features:
1) TAG MEMBERSHIP
It is defined as the association amongst tags of the question with the tags of the user on which s/he has answered previously across StackOverflow and given by the following formula.
where, ∅ (t, u) and ∅(t, q) gives the tags associated with user (u) and question (q) respectively.
2) TOPICAL SIMILARITY
It is defined as a cosine similarity between the topic terms of the question and previous answers given by the answerer and given by the following formula.
where, Tt (q) and Tt (a i ) are the set of topic terms of question (q) and prior answers (a i ) given by the answerer respectively.
3) ACTIVENESS
The average number of answers given by the answerer per day and it is given by the following formula. where, |a i | is the number of answers given by the answerer in N days. From Table 3 , we can draw the inference that the active user, who has knowledge on domain of the question, can answer the question. We use Pearson's Correlations between the number of answer given by the user and features of RQ 1 to see the effect in identifying the answerer of the question. Pearson's correlation coefficient (r) ranges from −1 to +1 and p represents the significant level. The positive value of (r) indicates both variables are increases or decreases together i.e. positive correlation, whereas negative value of (r) indicates that as one variable increases, so the other decreases, and vice versa i.e. negative correlation. For the strength of correlation, |r| < 0.3 indicates small correlation, 0.3 ≤ |r| < 0.5 indicates medium correlation, and |r| > 0.5 indicates strong correlation. First, the Tag Membership (r = 0.472, p < 0.001) and the Topical Similarity (r = 0.458, p < 0.001) are positively correlated with the number of answer given by the users, indicating that the higher value of Tag Membership and Topical Similarity increases the number of answer given by the users. Second, Activeness is by default positively correlated as per the definition.
B. RQ 2. (HOW MUCH EXPERTISE DOES THE ANSWERER HAS IN (i) SAME DOMAIN (ii) DIFFERENT DOMAIN OF THE QUESTION?)
We observed that the number of answerer gives the answer to the question; these answerers have certain level of knowledge in the question domain. The knowledge of the answerer can be derived from the metrics such as number of up-votes, reputation and percentage of accepted answer as in Figure 2 . As the knowledge of the answerer increases the expertise level also increases, consequently the respective answers are likely to be accepted. Now, we focus on the expertise of the answerer by using the knowledge level metrics in two categories as follows.
1) TAG SCORE
The number of up-votes the answerer has on the tags to which s/he has given the prior answer and is given by the following formula.
a: SAME DOMAIN
where, |∅ (t, q) | is the number of common tags between question and answerer, |∅ (t, A) | is number of tags associated with the answerer, and UV i is the number of up-votes of the answerer in i th tag.
2) TOPIC REPUTATION
The prior contribution of the topics of question on the overall reputation (R) of the answerer and is given by the following formula. 
b: DIFFERENT TOPIC
where, R is the reputation earned by the answerer and TSim qa i is the topical similarity between question and prior answers given by the answerer.
3) ACCEPTED ANSWER
The ratio of number of accepted answer to the total number of answer given by the answerer and is given by the following formula.
a: SAME DOMAIN
where, |aa i | is the number of accepted answer, |a t | is the total number of answer, and µ TM is the tag membership of answerer to the question.
The above three metrics along with the overall reputation is combined to explore the expertise of the answerer posses on the (i) Same Domain (ii) Different domain. From Table 4 , we can draw the inference that not all answerer are experts on the question domain but certainly they have knowledge.
Clearly, answerer 73226 is expert in the question domain; while other answerer has less expertise or knowledge in question domain but they may be experts in different domain except the answerer 4299161. Now, we use Pearson's Correlations between the Z -score [9] and metrics of RQ 2 to see their effect in describing the expertise level. The Tag Score (SD) (r = 0.637, p < 0.001), Tag Score (DD) (r = 0.598, p < 0.001), Topical Reputation (ST) (r = 0.87, p < 0.001), Topical Reputation (DT) (r = 0.757, p < 0.001), Overall Reputation (R) (r = 0.875, p < 0.001), Accepted Answer Ratio (SD) (r = 0.774, p < 0.001), and Accepted Answer Ratio (DD) (r = 0.74, p < 0.001) are positively correlated with the Z -score of the answerers, indicating that the higher value of metrics represents higher expertise in the respective domain.
C. RQ 3. (TO WHAT EXTENT THE ANSWER IS RELEVANT TO THE QUESTION ASKED?)
In RQ 2, we found the knowledge level of each answerer in terms of their expertise they have, but it is not always true that the answer given by the answerer is that much relevant to the question as required. As the question and answer is composed of various topics, we try to find the compatibility of the answer with the question using various topics to meet the satisfaction level of the asker as in Figure 3 [2] . Now, we calculate the relevancy of the answer given by each answerer to the question asked and is given by the following formula. 
1) TOPIC RELEVANCY
It is defined as the relationship between topics found in questions (Zq i ) and topics found in the corresponding answers (Za j ) and is given by the following formula. To limit the number of topics, we set threshold value δ = 0.1 for both question and answer. Table 5 represents the relationship between question and answer. The higher the value of TR qa represents the higher relevancy between question and their corresponding answer. The relevancy between question (PostID = 27729802) and answer (PostID/AnswerID = 27730892) is higher than other QA pairs. Pearson's Correlations is used between the answer score and metric of RQ 3 to see the effect and found (r = 0.443, p < 0.001), which represents topic relevancy is positively correlated with the answer score of the answer, indicating that the higher value of metric represents high relevancy between question and answer.
D. RQ 4. (HOW THE BEST ANSWER IS ACCEPTED AMONGST A SET OF ANSWERS?)
Currently, the evaluation of the answers is carried out manually for accepting the answer that meet the requirement of the asker, which is explained through the question. Generally, the answer is evaluated using evaluation parameters, these evaluation parameters are hidden in the current scenario. We compile the answer of above three research questions, which acts as the baseline in order to answer the research question RQ 4 along with one more metric i.e. time span of the answer using classifier. The detailed research methodology is shown in Figure 4 .
1) TIME SPAN OF ANSWER
It is defined as the time difference between question posting and corresponding answer posting and can be expressed as:
where, t(a → q) is the answer a posting time to the question q, and t(q) is question posting time. Table 6 gives elapsed time of the answers after posting the corresponding question of PostID 27729802. The asker is expecting the answer as early as possible so as to meet the requirement. Therefore, the time span of the answer is very important metric in accepting the answer.
Again, we use Pearson's Correlations between the time span and the class whether the answer is accepted or not to see the effect and found (r = −0.233, p < 0.001), which represents time span is negatively correlated with VOLUME 4, 2016 the class of the answer, indicating that the higher value of metric represents less chance of acceptance of the answer.
V. CLASSIFIER MODELING AND EXPERIMENTAL RESULTS
A. CLASSIFIER MODELING
Based on a posts feature vector that we have extracted, the answer is classified whether accepted or not. We used BayesNet and NaiveBayes for the task of binary classification, in which the generative model is utilized for modelling question and answer based on Gaussian distribution. The model assumes that answers are Gaussian distributed in terms of their acceptance. The scatter plot of features for the dataset can be drawn and the contours of the Gaussian distribution fitted based on the MLE estimates. The smaller contours will capture majority of the accepted answer and some of the non-accepted answers as well. The model parameters of Gaussian distribution are θ = {µ, .
The model parameters for the two classes are θ YES µ YES , YES and θ NO µ NO , NO . We assume that an answer acceptance is independent and identically distributed (i.i.d.) which simplifies Maximum Likelihood Estimation (MLE): For classification, Bayes rule is used to generate the posterior distribution of class conditioned on feature vector:
where, P(YES) is prior probability of an answer being accepted. Prior probability is the ratio of accepted answers to total answer in the training data. We also compute posterior probability of an answer belonging to the other class, whichever class has a higher probability.
B. EXPERIMENTAL RESULTS
We model the features of a post in Bayes rule framework for evaluating the performance of binary classification. BayesNet and NaiveBayes classifiers are used in the prediction task and results are presented in Table 7 . The well known 10 fold cross validation is used for training and testing of the dataset. We run the Weka implementation of the classifiers with default settings [28] .
To assess the prediction quality of the classifier, we use four evaluation measures namely Receiver Operating Characteristics Area Under Curve (ROC-AUC), Precision Recall Area Under Curve (PRC-AUC), G-mean and accuracy. First three evaluation measures are generally used to assess the performance of the classification where the dataset is imbalanced as we have. Table 7 presents the experimental results and indicating that BayesNet classifier outperforms over NaiveBayes classifier.
VI. FEATURE IMPACT ANALYSIS A. STATISTICAL ANALYSIS
The characteristics of Accepted and Non-Accepted are investigated through the various measures like central tendencies (median and mean) and standard deviations of the extracted features. Table 8 and Table 9 shows that the characteristics of the actual and normalized dataset respectively. The range value (min and max) of the features doesn't give any idea about acceptance of the answer. It happens because of the large proportions of Non-Accepted answer compared to Accepted answer. However, It is observed that the median and mean value of the features for Accepted answer are clearly greater than that of Non-Accepted answer, which reveals that the answers having greater value for the features from S. No. 1 to 11 and less value for the feature of S. No. 12 are more likely to be accepted.
B. STATISTICAL DISTRIBUTION
In order to see the distribution of the features amongst both the classes Accepted and Non-Accepted, the overlaying bar graph has been presented for these features of normalized dataset in Figure 5 
C. FEATURE RANKING
The statistical measures and statistical distribution of the features are different for both Accepted and Non-Accepted class presented in previous section. This finding indicates that the features are key in predicting whether a question will get accepted or not. However, the previous section doesn't deal with the relative importance of the features for differentiating Accepted and Non-Accepted answers. Therefore, we use three well known ranking algorithms for feature evaluation based on information gain, gain ratio and chi-squared statistics to rank the features. A feature ranking algorithm is helpful to filter unimportant features in the prediction task.
1) Information Gain: In information theory, the information gain of a random variable is defined as the change in information entropy from a prior state to a state that takes the variable as given. Therefore, the information gain of a particular feature in classifying if a question is Accepted or Non-Accepted is:
where, C represents a particular class (Accepted or Non-Accepted), f i denotes the feature, and H denotes information entropy. 2) Gain Ratio: Although information gain is usually a good measure for deciding the relevance of a feature, it favours the features that can take on a large number of distinct values. Therefore, we have used gain ratio to rank our features, which overcomes the previous problem. Gain ratio is defined as:
3) χ 2 Statistic: Feature Selection using Chi-square χ 2 test is yet another and very commonly used method. Attribute evaluation via chi-squared evaluates the importance of a feature by computing chi-squared statistic value with respect to the class. The null hypothesis H 0 assumes that the feature and class are independent based on their occurrences. We then rank the features by chi-squared formula: rankings to select the prominent features. We use the Weka implementation [28] of Information Gain, Gain Ratio and Chi-squared Ranking algorithm with default settings to rank the features defined as above. The detailed ranking result with their corresponding values is presented in Table 10 . The rankings are same for information gain and chi-squared whereas there are some differences in ranking using Gain Ratio. But in total, the three ranking algorithms agreed on selecting the 12 features listed in the table for the proposed problem. From all the rankings, we found that the first 7 features which represent the expertise of the answerer are the most dominant features in predicting whether an answer for the particular question will get Accepted or Non-Accepted. The rest features are also important as discussed in Section IV.
VII. THREATS TO VALIDITY
Although the extensive empirical analysis and experiments has been performed in the evaluation and selection of the features for accepting the answer for the asked question. There are some threats which can affect the results: (i) posts selected for experiments can affect the parameters of studies (ii) Other CQA sites can arrange the metadata in different format, so preprocessing can affect the performance parameters (iii) our model fails to calculate the expertise level for potential experts [15] .
VIII. CONCLUSION AND FUTURE SCOPE
In this paper, we study and analyse the StackOverflow answers with their question to predict whether the answer will get accepted or not. We perform an extensive empirical analysis on StackOverflow dataset to answer the four research questions. To answer the research questions, we extracted the corresponding features to answer the framed research questions. Our findings will suggest that: i) prior involvement of the answerer on question tags and topics increases the chance to give the answer for that question ii) expertise will increases the chance in acceptance of the answer iii) topical compatibility between the question and answer increases the satisfaction of asker or community with that answer. We use various statistical methods in order to answer the first three research questions whereas classifier model is used in order to answer the fourth research question based on the previous research questions. With this, we conduct the experiments and found that the extracted features have the great importance for the proposed problem using various feature evaluation metrics. Armed with this observation, we next use classification algorithms based on Bayes rule to predict acceptability of the answer by the asker or community. The evaluation parameter of the classifier reveals that the results are remarkable in predicting the answer acceptability.
As of now, we are the first to analyze and conduct the experiments to predict the acceptance of the answer whatsoever. We have achieved the maximum accuracy of 46% for minority class (accepted), 74% for majority class (non-accepted) and overall accuracy 69% with 0.645 PRC area using BayesNet Classifier. The accuracy may be improved in future for both the classes with increased PRC area in several ways. First, classifier model must be designed in such a way that the class imbalance problem doesn't influence the accuracy of both the classes and so overall accuracy keeping in view PRC area. Second, Feature extraction plays a vital role in classification problem, so identifying additional features especially temporal features w.r.t. questions, answers and users can improve the performance of the classifier. Third, Ensemble learning can be devised to model the suggested problem in order to improve the accuracy.
