Expectation-Maximization (EM) is the fallback method for parameter estimation of hidden (aka latent) variable models. Given the full batch of data, EM forms an upper-bound of the negative log-likelihood of the model at each iteration and then updates to the minimizer of this upper-bound. We introduce a versatile online variant of EM where the data arrives in as a stream. Our motivation is based on the relative entropy divergences between two joint distributions over the hidden and visible variables. We view the EM upperbound as a Monte Carlo approximation of an expectation and show that the joint relative entropy divergence induces a similar expectation form. As a result, we employ the divergence to the old model as the inertia term to motivate our online EM algorithm. Our motivation is more widely applicable than previous ones and leads to simple online updates for mixture of exponential distributions, hidden Markov models, and the first known online update for Kalman filters. Additionally, the finite sample form of the inertia term lets us derive online updates when there is no closed form solution. Experimentally, sweeping the data with an online update converges much faster than the batch update. Our divergence based methods also lead to a simple way to combine hidden variable models and this immediately gives efficient algorithms for distributed setting.
Introduction
The goal of EM is to minimize 1 the negative log-likelihood (loss) of a hidden variable model given a set of iid observations from the data. Instead of directly minimizing the negative log-likelihood, EM forms an upper-bound of the loss at each iteration and then updates to the minimizer 2 of the upper-bound. A basic lemma guarantees that due to the tightness of the upper-bound at the current estimate of the parameters, every iteration of the EM algorithm decreases the negative log-likelihood (or keeps it unchanged when the current estimate is at a local minimum). EM is naturally a batch algorithm and requires the full set of observations to carry out each iteration. This limits the applicability of the EM for large datasets or streaming data.
In order to develop an online variants of EM, we focus on the relative entropy between the joint distributions of two hidden variable models. We show that the EM upper-bound may be seen as a Monte Carlo approximation of an expectation that has the same form as the joint relative entropy divergence. This motivates the use of this divergence as an inertia term for our online variant of the EM algorithm. We add the relative entropy divergence between the joint distributions at the old and the new model to the EM upper-bound and update to the minimizer. Our divergence based online EM formulation reduces to the one in (Cappé & Moulines, 2009) 3 . However, we will show that the new formulation is more versatile. In particular it avoids having to identify the sufficient statistics of the joint distribution. Our contributions can be summarized as follows:
-We provide an alternative view of the online EM algorithm of (Cappé & Moulines, 2009 ) as minimizing the upper-bound plus an inertia term. -Using the new formulation, we obtain updates for mixtures of exponential distributions, hidden Markov models (HMMs), and Kalman filters. -We introduce an approximate form of the online EM algorithm for cases where the updates do not have a closed form. -Most importantly, we develop divergences between hidden variable models and provide a method for combining such models by minimizing convex combinations of divergences.
Previous Work
EM is one of the most well-studied algorithms due to its simplicity and monotonic descent property (McLachlan & Krishnan, 2008; Do & Batzoglou, 2008; Gupta et al., 2011) . It was also shown that EM converges to a stationary point of the negative log-likelihood under some mild conditions (Wu, 1983) . EM is naturally a batch algorithm. Attempts for developing online versions of EM start with the work of Titterington (1984) , which employs a second order method by approximating the complete data Fisher information matrix. This algorithm has been shown to almost surely converge to a local minimum of the negative log-likelihood (Wang & Zhao, 2006) . However, deriving the updated for this method requires calculating sophisticated derivatives and matrix inversions which makes it intractable for complex models such as HMMs and Kalman filters. We show that our alternative divergence based motivation of the EM algorithm reduces to the work of (Cappé & Moulines, 2009) , which substitutes the E-step by a stochastic approximation of the EM upper-bound while keeping the M-step unchanged. Cappé & Moulines (2009) showed that for models where the complete data likelihood belongs to an exponential family, the updates correspond to stochastic approximation of sufficient statistics. While this is intuitive, identifying the complete data sufficient statistic for more complex models becomes infeasible in practice. On the other hand, our new formulation provides several advantages. First, we avoid characterizing the sufficient statistics by directly forming the inertia term between the current model and the updates. As a result, we can easily derive online EM updates for more complex models such as HMMs and Kalman filters. Additionally, we can apply the approximate form of the inertia term for problems where the minimization of the EM upper-bound does not have a closed form solution. Finally, the new divergences between hidden variable models lead to a method for combining multiple hidden variable models and this has useful applications in the distributed setting.
Previous online EM algorithms for learning exponential family models have been mainly based on gradient ascent methods or heuristic approaches for maximizing the likelihood or updating the sufficient statistics. Therefore, the resulting updates are commonly unstable and require careful tuning of the parameters. Generally, these updates also lack performance guarantees. Specifically, online methods have been developed for mixture of exponential distributions (Neal & Hinton, 1998; Singer & Warmuth, 1999) and for online (aka block-wise) learning of HMMs (Baldi & Chauvin, 1994; Singer & Warmuth, 1997; Cappé et al., 1998; Mizuno et al., 2000) . Also, inline (aka symbol-based) methods have been proposed for learning HMMs (Krishnamurthy & Moore, 1993; Collings et al., 1994; LeGland & Mevel, 1997; Garg & Warmuth, 2003; Florez-Larrahondo et al., 2005; Mongillo & Deneve, 2008; Cappé, 2011; Kontorovich et al., 2013) . Our method falls into the category of block-wise updates for HMMs. To the best of our knowledge, no online algorithms were known for Kalman filters. All earlier training methods were based on either the batch EM algorithm via Kalman smoothing or inline updates via Kalman filtering (Ghahramani & Hinton, 1996) .
Batch EM Motivation
Given an iid sample V = {v n } N n=1 from an underlying unknown distribution P UK (v), the EM algorithm seeks to minimize the negative log-likelihood loss
, wrt the parameters Θ. Here v n is the n-th observation of some visible variable and h denotes the hidden variable. The above minimization problem, which involves logs of integrals (or sums in the discrete case) is typically nonconvex and infeasible in practice. Adding a divergence to a loss can simplify the minimization. The following lemma assures that decreasing the sum also decreases the loss.
Note that the upper-bound is tight at Θ = Θ, i.e. UP Θ (Θ|V) = L(Θ| V) . Batch EM employs the following upper-bound of the loss:
where Θ denotes the current parameter set.
Batch EM algorithm proceeds by forming the upper-bound by calculating the posteriors P (h|v n , Θ) based on the current estimate Θ (the E-step) and then minimizing (1) wrt Θ and updating Θ to the minimized parameters (the M-step).
Minimizing the upper-bound is easier than minimizing the negative log-likelihood directly because logs of integrals are now replaced by logs of joints.
We now rewrite the upper-bound into a form that helps us Divergence-Based Motivation for Online EM motivate our online EM update. Since h P (h|v n , Θ) = 1:
Note that this can be viewed as a Monte Carlo approximation of the following expectation wrt the unknown distribution P UK (v) using the sample V = {v n },
Online EM Motivation
In general, online algorithms only receive one example (or a small batch V t ) at every iteration t. The updates minimize the loss of the given batch (in our case an upper-bound of the loss) plus an inertia term (a second divergence) that ensures that the updates remain close to the current estimates Θ t :
where Θ t and V t are the parameters and the given batch of observations at round t, respectively. The parameter η can be seen as a learning rate which controls the extent that the parameters are affected by the new observations. Note that η → ∞ recovers the batch EM algorithm while η → 0 keeps the parameters unchanged.
Since UPP Θ t ( Θ|V t ) is the loss for the current set of observations V t plus two divergences from the current parameter Θ t , it immediately follows from Lemma 1 that
i.e., the negative log-likelihood of the parameters over the current observations V t decreases by minimizing Θ.
There still remains the choice of a suitable inertia term which is ideally of the same form as UP Θ t ( Θ| V t ). For this, consider the relative entropy divergence between the joint distributions of two hidden variable models parameterized by Θ and Θ, that is,
where H(Θ) = − v P (v| Θ) log P (v| Θ) is the differential entropy of the distribution P (v| Θ). The relative entropy between the joint distributions (4) has the same expectation form as the EM upper-bound (2) but the expectation expressing the inertia term (4) is wrt the marginal distribution of the model P (v| Θ) and not the underlying data distribution P UK (v). To clarify this further, we also use a Monte Carlo approximation to approximate the inertia term expectation (4) by a finite number sample V = {v n } N n =1 drawn from the distribution P (v| Θ), that is
This Monte Carlo approximation of (4) has the same form as the EM upper-bound (1). However, the sample V is drawn from the current model P (v| Θ). The sample V may be seen as pseudo-observations that encourage the solution to remain close to the current model parameters Θ.
Note that (3) using the above divergence is equal to the objective function of the online EM algorithm of (Cappé & Moulines, 2009) up to additive constant terms wrt Θ. More specifically, the formulation by (Cappé & Moulines, 2009) involves replacing the E-step by a stochastic approximation of the expected complete data log-likelihood
while keeping the M-step unchanged. The formulation is specifically applied to models where the complete data likelihood belongs to an exponential family and the updates are shown to reduce to stochastic approximation of the sufficient statistics. While their approach is applicable to simpler models such as mixture of Gaussians, identifying the sufficient statistics immediately becomes tedious for more complex models such as HMMs and Kalman filters. As a result, the corresponding updates for these models had not been discovered. Moreover, the decrement of the negative loglikelihood over the current observation V t is not evident in this formulation. Cappé & Moulines (2009) showed that under mild assumptions for models where the complete data likelihood belongs to an exponential family, the updates converge almost surely to a local minimum of the relative entropy between the unknown underlying distribution P UK (v) and the model P (v| Θ). The proofs are based on the reduction of the value of the relative entropy after each update with a sufficiently small learning rate. We repeat this result for mixtures of exponential distributions, HMMs, and Kalman filters in the Appendix. However, our proofs are based on directly analyzing the updates which naturally reveal the complete data sufficient statistics for each model. It is an open problem how to generalize these proofs to arbitrary hidden variable problems.
Example Updates -Easy Case
Omitting constants in the objective, the online update objective (3) becomes
The objective is easier to minimize when it reduces to a linear combination of negative log-likelihoods of exponential family distributions which includes mixtures of exponential families, HMMs and Kalman Filters. Note that the latter two cases are already hard to handle with the methodology of (Cappé & Moulines, 2009 ).
We start with some background on this family of distributions. The exponential family (Wainwright et al., 2008) with vector of sufficient statistics x and natural parameter θ is defined as
is called the log partition function that ensures that P G (x|θ) integrates to one. The expectation
) of the natural parameter θ where g(θ) := ∇ θ G(θ). The duality implies θ = g −1 (µ). It is easy to show that G(θ) is a convex function. In fact, the relative entropy divergence between two exponential distributions (of the same form) with parameters θ and θ yields
where Bregman, 1967) induced by the convex function G(·). The following lemma will be useful for deriving the updates.
Mixture of Exponential Distributions
In k-mixture of exponential, model h ∈ [k] is chosen according to the probability ω h := P (h| Θ) and the observation is drawn from the corresponding distribution
, which belongs to an exponential family. Thus, the model parameters are Θ = {ω h , µ h } h . The joint distribution becomes
and the marginal is
The EM upper-bound can be formed using the posterior distributions of each observation v n , that is,
where we ignored the constants. The posteriors γ n,h are calculated as
.
The inertia term for the online EM algorithm becomes
Combining the inertia term with the upper-bound and applying Lemma 9, we have
Hidden Markov Models
A Hidden Markov Model (HMM) (Rabiner, 1989) consists of an underlying finite-state (hidden) Markov chain with probability of transitioning from state h to h equal to a h,h := P (h| h , Θ) and an initial state probability equal to π h1 := P (h 1 | Θ). At every round, the model makes a transition to a new state according to the state transition probabilities and given the new state h, generates an observation according to the state emission probability P (v| h, Θ). We make the assumption that the state emission probabilities are members of an exponential family, that is, P (v| h, Θ) = P G (v| θ h ). Thus, the model parameters
The joint distribution of the model can be written as
in which, we define a h0,h1 := π h1 and the marginal can be obtained by summing over all the possible hidden states
The EM upper-bound can be written as
in which, we again ignore the constant terms. The state posteriors are found using the Baum-Welch algorithm by performing a forward-backward pass (Rabiner, 1989) . We define
The inertia term can be written as
where
In other words, u h is the expected usage of state h. Note that the usage u h is not finite in general and should be instead approximated by a finite length sequence. However, for the class of absorbing HMMs, we can calculate the usages in the exact form. More specifically, the transition matrix A = [a h,h ] of an absorbing HMM with r absorbing states has the following form
where the Q entails the transition probabilities from a transient state to another while R describes the transition probabilities of from transient states to absorbing states. I r is an identity matrix which describes the transitions from each absorbing state back to itself. The expected usages of the transient states can be calculated as
Additionally, note that for an absorbing state h, we always have h a h,h log a h,h a h,h = 0. Therefore, the corresponding terms can be omitted from the inertia term.
Combining the EM upper-bound and the inertia term and applying Lemma 9 gives the following updates
Kalman Filters
Kalman filters (Welch & Bishop, 1995) can be described using the following two update equations
where h t is the underlying (hidden) state at t and v t is the corresponding output. Both state and observation noise, ρ t and ε t , are zero-mean Gaussian random variables with covariance matrices equal to Q and R, respectively. The initial state h 1 is generally assumed to be drawn from a Gaussian distribution with mean π 1 and covariance V . Thus, the model parameters are Θ = {π 1 , V, A, C, Q, R}. In Kalman filters, only the output is observed and thus, the state as well as the noise variables are hidden.
The joint distribution of a Kalman filter can be written as
Here, N ξ, Σ denotes a Gaussian probability density with mean and covariance equal to ξ and Σ, respectively. The marginal can be obtained by integrating over all the state variables, that is,
Forming the EM upper-bound requires calculating the posteriors. Note that because all the random variables are Gaussian, it suffices to keep track of the means and covariances. The posteriors depend on the following three expectationŝ
which can be calculated recursively using the Kalman filtering and Kalman smoothing equations (Ghahramani & Hinton, 1996) . Thus, the EM upper-bound can be written as
Again, our inertia term for the online EM algorithm is relative entropy between the joints, assuming a fixed observation length equal to T , that is,
where (Cichocki et al., 2009b) .
Combining the inertia term with the EM upper-bound and setting the derivatives wrt the parameters to zero yields
Observation 4. For mixtures of exponential families, HMMs, and Kalman filters the following holds: for a sufficiently small learning rate η, the negative log-likelihood wrt the underlying unknown distribution P UK (v),
improves after each update.
The proof is given in Appendix B. Note that the Observation is a re-statement of a result given in (Cappé & Moulines, 2009 ). However, our proof techniques are quite different and naturally reveal the complete data sufficient statistics for each model.
Harder Case -No Closed Form for Updates
The minimization problem of the M-step of batch EM does not always have a closed form solution. In those cases, it is likely the divergence term between the models also does not have a closed form either. An example of such a model is the compound Dirichlet distribution (Gupta et al., 2011) . In this case, applying the online EM updates in form of (3) is infeasible. However, we can use the finite sample form of the inertia term. That is, in each iteration, we draw N samples V = {v n } N n =1 from P (v| Θ t ) and form the corresponding EM upper-bound by treating the additional samples as pseudo-observations. The update can be achieved by (numerically) minimizing the combined upper-bounds,
where again η > 0 is a learning rate parameter. Note that this is fundamentally different than combining the samples V t ∪ V and forming a single upper-bound. In fact, combining the samples may require larger number of pseudosamples as we proceed with the online updates (which corresponds to a decaying learning rate) while our approach can be carried out by a fixed number of samples at every iteration. Note that the quality of the approximation of the inertia term depends on the size of the pseudo sample N . Approximating the inertia term leads to a higher variance. This variance decreases with N but comes at a cost. We will show an experimental result on the online parameter estimation of compound Dirichlet distribution.
Combining Models
In many cases, multiple local models need to be combined to form a global model. For instance due to the large amount of data, the model training is distributed over multiple machines where each machine only receives a subset of the dataset and performs updates on its local model. The local models are then combined into a single global model at the end of each iteration (synchronous) or the end of the training process (asynchronous). Our divergences between the hidden variable models provide a natural way of combining the local models in a distributed setting. More formally, let Θ (m) denote the set of local parameters of model m ∈ [M ]. We can define the combined model parameters Θ (comb) as
where α m ≥ 0 is the associated weight for combining model m (s.t. m α m > 0. The value of α m can be tuned based on the amount of data seen by model m, accuracy of the solver, etc. For the exponential family models, updates in (7) reduces to a convex combination of the complete data sufficient statistics of the models 5 . As an example, for hidden Markov models, Equation (7) yields
We experimentally show that combining the models via (7) provides improved results compared to the commonly used methods of combining the models via other ways of averaging (Sanderson & Curtin, 2017) Again for cases where the divergence between the model does not admit a closed form, we can use the sampling 5 And not the sufficient statistics of the components.
form of the divergence to combine the models. That is, we draw N m samples V m from P (v| Θ (m) ) and form
The combined model can be obtained as
Experiments
In this section, we first conduct experiments on online learning of absorbing HMMs and Kalman filters. Next, we apply the approximate form of the inertia term for estimating a compound Dirichlet distribution in which the updates (as well as the inertia term) do not have a closed form solution. Finally, we consider learning of Gaussian mixture models in a distributed setting. In all experiments, we use a decaying learning rate of the form η = η 0 /t β where t is the iteration number and η 0 > 0 and 0.5 < β < 1 are specified for each case. We repeat each experiment over 20 random initializations.
Absorbing HMM
We validate the derived updates for HMMs by conducting an experiment on estimating the parameters of an absorbing HMM with 3 transient and a single absorbing state (4 hidden states in total) and Gaussian emission probabilities of dimension 4. We consider 2000 samples from the model and apply batch EM updates as well as online updates with (η 0 , β) = (0.5, 0.9). The results are shown in Figure 1 -a. The online algorithm rapidly outperforms the single batch EM updates after around 30 iterations and converges to a value close to the loss of 10 batch EM iterations. Notice that the online updates are stable using a lower or higher learning rate. The final loss values obtained for η 0 = 0.1 and η 0 = 1.0 are 77.17 and 72.27, respectively (not shown in the figure) . For comparison, we also apply a gradient based update based on (Cappé, 2011) . The gradient based updates are extremely unstable and best final result obtained is 83.84 (also not shown in the figure).
Kalman Filter
To validate the correctness of the updates for Kalman filters, we consider online estimation of the parameters of a Kalman filter with hidden state vector of dimension 5 and observation vector of dimension 10. We assume that the noise covariances Q and R are known and consider estimating the remaining parameters, i.e. {π 1 , V, A, C}. We apply the batch EM updates as well as the online updates with parameters (η 0 , β) = (1.0, 0.9). The results are shown in Figure 1 -b. Again, the online updates outperform the solution of one batch EM after around 40 iterations and converge to a solution with a loss close to 10 batch EM updates. Moreover, the updates are stable wrt the initial learning rate 
Compound Dirichlet Distribution
We consider online estimation of a compound Dirichlet distribution (Gupta et al., 2011) . In this case, the EM updates for the model do not have a closed form solution and therefore, numerical techniques such as Newton's (Nocedal & Wright, 2006) method are used for performing the updates. The details are given in Appendix E. As a result, the relative entropy inertia term also does not admit a closed form and thus, we use the sampling approximation of the inertia term. We consider 2000 samples from a 10 dimensional model and perform batch EM updates as well as online updates with mini-batch size equal to 100. In order to form the inertia term, we use 2000 samples from the model and use parameters (η 0 , β) = (1.0, 0.9) for the learning rate. We use Newton's method for optimization. The result is shown in Figure 1 -c. As can be seen, the online EM algorithm effectively learns the model parameters. The updates are stable for a lower or higher initial learning rate. The final negative log-likelihood values for η 0 = 0.5 and η 0 = 2.0 are 10.09 and 10.08, respectively (results not shown in the figure).
Distributed Training of Gaussian Mixtures
We conduct experiments on combining the parameters of mixture models in a distributed setting. We generate 2000 samples from a mixture of 100 Gaussians in 10 dimensions. We consider M = 5 machines starting with the same initial parameters and perform online updates with batch sizes equal to 5. We also apply the online EM algorithm on a single machine with mini-batch size equal to 25. Each machine receives a subset of 400 points. For all the updates, we use the learning rate (η 0 , β) = (0.05, 0.5). We consider two cases: 1) synchronous updates where the parameters of all machines are combined into a single set of parameters at the end of each iteration and propagated back to each individual machine for the next iteration, and 2) asynchronous updates where the parameters are combined only at the end where all machines have performed one pass through their respective subset of data. We compare two parameter combining strategies: 1) averaging where mixture weights as well as the expected values of sufficient statistics (of the marginals and the conditionals) are averaged over all machines (Sanderson & Curtin, 2017) , and 2) our entropic combining of parameters as in (7). For the asynchronous updates, we report the negative log-likelihood of the model for the combined model, however, we do not propagate the values back to local machines. The results of the experiments averaged over 20 trials are shown in Figure 1 -d. As can be seen, the divergence based combining the model provides a considerably better performance, especially in the synchronous setting. Moreover, online EM with mini-batches outperforms other methods by exploiting the whole dataset in a single model. However, sweeping the whole dataset in a single machine is relatively slower than distributing the data and running the updates in parallel.
Conclusion and Open Problems
We provided an alternative view of the online EM algorithm (Cappé & Moulines, 2009 ) based on divergences between the models. Our new formulation casts new insight on the algorithm and facilitates finding the updates for more complex models without the need for identifying the sufficient statistics. The divergences between models that we use as inertia terms are interesting and the most important outcome of this research. They can be approximated in cases where EM updates do not have a closed form. Also, the divergences between the models introduce a new technique for combining models which can be used in distributed settings.
There are a number of intriguing open problems coming out of the current work. All our divergences are based on joint relative entropies where the new model is always in the second argument. In online learning, the new model is typically in the first argument (see e.g. (Kivinen & Warmuth, 1997) ). Also in the context of reinforcement learning (Neu et al., 2017) , the alternate joint entropies for HMMs (with the new parameters as the first argument) have been used effectively. The alternate relative entropies appear to be more stable. Therefore, the question is whether there is a use of the alternate for producing useful updates for minimizing the negative log-likelihood of hidden variable problems. 
A. Bregman Divergence and Exponential Family
In this section, we review Bregman divergence and exponential family as well as the required lemmas for deriving the updates.
For a real-valued absolutely convex function F : R d → R, the Bregman divergence (Bregman, 1967; Cichocki et al., 2009b ) ∆ F ( τ , τ ) between τ and τ is defined as
where f (τ ) := ∇ τ F (τ ). The gradient wrt the first arguments take the form
while the gradient wrtthe second argument becomes
The Fenchel dual (Hiriart-Urruty & Lemarchal, 2001 ) of the function F is defined as
Assuming that the supremum is achieved at τ , we have the following relation between variables τ and τ *
Note that as a result of convexity of F * , we can form the dual Bregman divergence using F * as the generating convex function. The following equality holds for pairs of dual variables (τ , τ * ) and ( τ , τ * )
Note that the order of variables is reversed when switching to the dual divergence. Additionally, using the definition of the dual function, we have
The following lemmas for combining Bregman divergences are useful for our discussion of our EM updates.
where α i ∈ R + and i α i > 0. We have
Proof. Taking the derivative of the objective function wrt τ and using the gradient property of the Bregman divergence with respect to the first argument, we have
Using the fact that f −1 = f * completes the proof.
Corollary 6. Forward Triangular Equality
Proof. Taking the derivative of the objective function wrt τ * and using the gradient property of the Bregman divergence with respect to the first argument, we have
Using the fact that ∇ 2 F * ( τ * ) 0 and rearranging the terms concludes the proof.
Corollary 8. Backward Triangular Equality
In some cases, the value of F * (τ * i ) becomes unbounded (see Appendix B). However, we can still apply Lemma 5 and 7 by dropping the F * (τ * i ) terms from the objective.
Many distributions used in practice (Multinomial, Poisson, Gaussian, Wishart, etc.) are members of the exponential family (Wainwright et al., 2008) . The exponential family with vector of sufficient statistics x and canonical parameter θ is defined as
where G(θ) = log x exp(θ · x) is called the log partition function and ensures that P G (x|θ) integrates to one. The expectation (or mean) parameter µ = g(θ) = x x P G (x|θ) is dual of the canonical parameter θ and g(θ) := ∇ θ G(θ). Furthermore, the duality implies θ = g −1 (µ) . It is easy to show that G(θ) is a convex function. In fact, the relative entropy divergence between two exponential distributions (of the same form) with parameters θ and θ yields
where G * is the dual of G and µ and µ are the corresponding dual (mean) parameters.
B. Alternative Formulation of the Online EM
Let us rewrite the upper-bound (1) in the following form
The first term in (B.1) is sum of relative entropies between distributions over the hidden variable (data posterior and model prior). Now, consider the relative entropy divergence between the joint distributions of two latent variable models parameterized by Θ and Θ, that is,
2)
The first term in (B.2) is a relative entropy between the priors (i.e. hidden variables) while the second term is a conditional relative entropy. Now given observation v n and the current estimate of the parameters Θ, consider the following distribution parameterized by Θ vn
in which, we made the assumption that h and v are independent. Now, we would like to write the upperbound of EM in (B.1) in the form of a joint relative entropy (B.2). First, we set
That is, the prior probability over hidden variable h is equal to the posterior probability given v n and using the current estimate Θ. Next, we choose P (v| Θ vn ) such that
In other words, P (v| Θ vn ) is set to be a singleton distribution centered at the observation v n . For instance, this assumption is easily achieved in exponential distributions by considering
The assumptions in (B.3) and (B.4) have a very intuitive implication: Θ vn corresponds to the estimate of the parameters of the model obtained using the batch EM algorithm by using only a single observation v n . For instance, in a mixture of Gaussian distributions, the mixture weights are set to the posterior of the single point v n , i.e. P (h| v n , Θ) and the mean and the covariance parameters of each mixture component are set to v n and (v n − v n ) (v n − v n ) = 0, respectively. Note that Θ vn does not necessarily induce a valid model in the hypothesis class. This can be easy seen from the mixture of Gaussians example.
Following the discussion above, the upperbound of EM (B.1) can be written as sum of relative entropies
Note that each integral in (B.5) is the negative differential entropy of a singleton distribution. For continuous distributions, the value of the integral is equal to +∞. Therefore, completing the log-likelihood term into a Bregman divergence requires introducing constant terms that are unbounded. However, using Lemma 9, the constant value can be dropped without affecting the optimum value. Thus, for our analysis, we can always consider UP Θ ( Θ| V) and 1 /N n ∆ RE (Θ vn , Θ), interchangeably.
C. Proof of Observation 4
We consider each model separately in the following.
C.1. Mixture of Exponential Family
To prove the observation for mixture of exponential family, we need to show that the derivative of the expected loglikelihood wrt the learning rate η after performing an update on a single observation is non-negative. First, let P UK (v) be the (unknown) underlying distribution from which, the data has been sampled. Note that we make no further assumption about P UK (v) such as belonging to a certain hypothesis class. The relative entropy between P UK (v) and the mixture distribution P (v| Θ) which estimates P UK (v) is defined as
in which, the first term is the negative entropy of the distribution P UK (v) and the second term is the expected loglikelihood of the parameters Θ. Note that because of the non-negativity of the relative entropy, the expected log-likelihood is upper-bounded by the negative entropy of P UK (v). For a mixture of exponential family, let Θ = {ω h ,θ h } h be a local maximum of the expected loglikelihood, i.e., the parameters at which the gradient of (C.1) vanishes. Using a Lagrange multiplier to enforce the constraint ω h = 1 and setting the derivatives to zero, we have the following equalities
Let Θ and Θ denote the set of current and updated parameters, respectively. Suppose that the updates are performed on a single observation v s drawn from the (unknown) underlying distribution P UK (v s ). The proof can be easily generalized to a mini-batch of observations. The average loglikelihood of Θ involves two expectations; the first one over the observation P UK (v s ), and the second one over P UK (v) . Thus, the expected difference in the log-likelihood, before and after update becomes
Note that the second term in (C.4) is a constant wrt η. Taking the derivative wrt η and using the update equations (Section 4.1, Equations (9) and (10)), we have
h is posterior probability P (h| v s , Θ) and · denotes inner-product. Note that in the limit η → 0, we have Θ → Θ and since v s and x have the same distribution., we can treat the expectations interchangeably. Thus, the first term in (C.5) becomes
where, we use the fact that
Note that (C.6) is a Csiszár f -divergence (Cichocki et al., 2009a) with f (u) = u − 1 between the expected posteriors of x and the current weights, thus non-negative. The second term in (C.5) can be written as
) . Note that due to the convexity of G * (·), the Hessian ∇ 2 G * (µ) is a positive definite matrix. Thus, (C.7) is non-negative. As a result, the derivative of expected log-likelihood (C.4) is non-negative in the limit lim η → 0. Since the expected log-likelihood and its derivative are continuous functions of η, the value of log-likelihood increases for sufficiently small values of η in expectation after each update.
Finally, in the case where the current parameterΘ is a maximizer of the expected log-likelihood, from (C.2) and (C.3), it is easy to check that both (C.6) and (C.7) become zero.
C.2. Hidden Markov Model
Similar to the first part of the proof, we can show that for an HMM, the minimizer of the relative entropy divergence (C.1) with parametersΘ = {π h , {ā h,h } h ,μ h } h satisfies the following equalities
Next, we show that the derivative of the expected loglikelihood is non-negative at η = 0. Taking the derivative yields
Thus, due to the continuity of the expected log-likelihood and its derivative, for a sufficiently small learning rate η the updates improve the log-likelihood on expectation. Finally, at a local minimumΘ, the derivative becomes zero by plugging the values (C.8)-(C.10).
C.3. Kalman Filter
Finally, we show the results for Kalman filter. By direct derivation, it is easy to show that for a local maximum of the expected log-likelihood Θ = {π 1 ,V ,Ā,C,Q,R}, the following equalities hold
Taking the derivative of the expected log-likelihood wrt η is quite involved. However, after some simplification, the derivative at η = 0 reduces to
Note that again the derivative is non-negative at η = 0. Moreover, the derivative becomes zero at the local minimum.
D. Additional Example: Probabilistic Word Edit Distance
Probabilistic edit distance (Ristad & Yianilos, 1998) denotes the problem of finding the optimal edit sequence (i.e. actions) to convert a given word x t of length t into the word y s of length s. Every edit sequence h T of length T is sampled from the set of possible actions A. The set A includes the actions deletion, insertion, and substitution with corresponding probabilities δ d , δ e , and δ s , respectively. An edit sequence is always terminated by sampling the termination action with probability δ # . Thus, A = {d, e, s, #} and a∈A δ a = 1. Moreover, the set of model parameters can be denoted by Θ = {δ} where δ = [δ d , δ e , δ s , δ # ].
By < x t , y s >∈ R(h T ) we indicate that x t can be converted to y s by the sequence of actions h T . Thus, we can define
The probabilistic edit distance can thus be defined either as the negative log-probability of the most likely edit sequence (Viterbi) or the negative log-probability of all possible sequences (Stochastic), that is,
Because the actions are sampled from a memory-less Markov chain, the probability of a state sequence h T can be written as a product, that is,
Given a set of samples {(x tn , y sn )} N n=1 , the EM upper-bound can be formed as UPΘ( Θ) = − 1 /N n i∈{s,d,e,#} γ n i log δi , where γi is the expected number of times that state i for the pair (x tn , y sn ). These values are calculated approximately using a forward-backward algorithm (Ristad & Yianilos, 1998) . The inertia term is now defined as the relative entropy over all possible edit sequences generated by the model parameters Θ and Θ. Notice that every edit sequence ends with a termination action. Additionally, given an action i ∈ {s, d, e} at a given step t < T , there remains T − 2 possible actions that are sampled independently from the set {s, d, e}, each having probability (1 − δ#) in total, Thus, 
E. Compound Dirichlet Distribution
Compound Dirichlet distribution (also referred to as Pólya distribution) (Gupta et al., 2011) is commonly used to model distribution over topics. A topic entails a distribution over words. More specifically, the compound Dirichlet distribution includes a non-negative parameter vector α > 0 corresponding to a Dirichlet distribution over topics. The sampling process consists of sampling a topic hn for the n-th document from the Dirichlet distribution. The component hn,i corresponds to the probability of sampling the i-th word. Next, a set of iid samples vn are drawn from the topic. That is, vn,i denotes the frequency of the i-th word and i vn,i is the total number of words in the n-th document. Note that the sampled topics are hidden and only the set of documents are given. The set of model parameters equals to Θ = {α}.
The join distribution over the hidden topics and visible documents can be written as
where α0 = j αj and Γ(·) is the gamma function.
The marginal probability of the documents can be calculated by integrating out the hidden topics, that is, A standard approach to minimize the upper-bound is the Newton's method (Nocedal & Wright, 2006) , which requires calculating the gradient and the Hessian matrix. The gradient of the upper-bound can be written as ∇α i UPΘ( Θ| V) = ψ( α0) − ψ( αi)
The Hessian is H = ψ1( α0)11 − diag ψ1 ( α1) 
