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ON THE COMMUTANT OF C(X) IN C∗-CROSSED PRODUCTS
BY Z AND THEIR REPRESENTATIONS
CHRISTIAN SVENSSON AND JUN TOMIYAMA
Abstract. For the C∗-crossed product C∗(Σ) associated with an arbitrary
topological dynamical system Σ = (X, σ), we provide a detailed analysis of
the commutant, in C∗(Σ), of C(X) and the commutant of the image of C(X)
under an arbitrary Hilbert space representation p˜i of C∗(Σ). In particular,
we give a concrete description of these commutants, and also determine their
spectra. We show that, regardless of the system Σ, the commutant of C(X) has
non-zero intersection with every non-zero, not necessarily closed or self-adjoint,
ideal of C∗(Σ). We also show that the corresponding statement holds true for
the commutant of p˜i(C(X)) under the assumption that a certain family of pure
states of p˜i(C∗(Σ)) is total. Furthermore we establish that, if C(X) ( C(X)′,
there exist both a C∗-subalgebra properly between C(X) and C(X)′ which
has the aforementioned intersection property, and such a C∗-subalgebra which
does not have this property. We also discuss existence of a projection of norm
one from C∗(Σ) onto the commutant of C(X).
1. Introduction
Let Σ = (X, σ) be a topological dynamical system where X is a compact Haus-
dorff space and σ is a homeomorphism of X . We denote by α the automorphism of
C(X), the algebra of all continuous complex valued functions on X , induced by σ,
namely α(f) = f ◦σ−1 for f ∈ C(X). Denote by C∗(Σ) the associated transforma-
tion group C∗-algebra, that is, the C∗-crossed product of C(X) by Z, where Z acts
on C(X) via iterations of α. The interplay between topological dynamical systems
and C∗-algebras has been intensively studied, see for example [6, 10, 11, 12, 13].
The following result constitutes the motivating background of this paper.
Theorem 1.1. [10, Theorem 5.4] For a topological dynamical system Σ, the fol-
lowing statements are equivalent.
(i) Σ is topologically free;
(ii) I ∩ C(X) 6= 0 for every non-zero closed ideal I of C∗(Σ);
(iii) C(X) is a maximal abelian C∗-subalgebra of C∗(Σ).
Recall that a system Σ = (X, σ) is called topologically free if the set of its non-
periodic points is dense in X . We say that C(X) has the intersection property for
closed ideals of C∗(Σ) when (ii) is satisfied (cf. Definition 4.1).
Many significant results concerning the interplay between Σ and C∗(Σ) have been
obtained under the assumption that Σ is topologically free. As there are important
examples of topological dynamical systems that are not topologically free, rational
rotation of the unit circle being a typical one, our aim is to analyze the situation
around Theorem 1.1 for arbitrary Σ.
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We shall be concerned in detail with the commutant of C(X), which we denote
by C(X)′, and the commutant of the image of C(X) under Hilbert space represen-
tations of C∗(Σ). In a series of papers, [7, 8, 9], improved analogues of Theorem 1.1
have been obtained in the context of an algebraic crossed product by the integers
of, in particular, commutative Banach algebras A more general than C(X) by the
integers, and especially A′ has been thoroughly investigated there. In that setup
it is an elementary result that A′ is commutative ([7, Proposition 2.1]) and thus a
maximal commutative subalgebra of the corresponding crossed product, and that
A′ has non-zero intersection with every non-zero ideal ([9, Theorem 3.1]) even when
A is an arbitrary commutative complex algebra.
Here we give an explicit description ofC(X)′ ⊆ C∗(Σ) and π(C(X))′ ⊆ π˜(C∗(Σ))
where π˜ = π×u is a Hilbert space representation of C∗(Σ) (Proposition 3.2). More-
over, we prove that these algebras constitute commutative, hence maximal commu-
tative, C∗-subalgebras that are invariant under Ad δ (recall that, for a ∈ C∗(Σ),
Ad δ(a) = δaδ∗) and Ad δ∗ respectively under Adu and Ad u∗ (here δ denotes the
canonical unitary element of C∗(Σ) that implements the action of Z on C(X) via
α, and u = π˜(δ)), and determine the structure of their spectra (Theorem 3.6).
Invariance under these automorphisms implies that their restrictions to C(X)′ and
π(C(X))′, respectively, correspond to homeomorphisms of the spectra of these alge-
bras. Certain aspects of the associated dynamical systems are investigated (Propo-
sition 3.8) and later used to prove Theorem 4.3: π(C(X))′ has the intersection
property for ideals, not necessarily closed or self-adjoint, under the assumption
that a certain family of pure states of π˜(C∗(Σ)) is total and, consequently, Corol-
lary 4.4, one of the main results of this paper: regardless of the system Σ, C(X)′ has
the intersection property for ideals of C∗(Σ). It is a consequence of Proposition 4.2
that these algebras have the intersection property for arbitrary ideals rather than
just for closed ones, which also sharpens our background result, Theorem 1.1. In
Section 5 we investigate ideal intersection properties of so called intermediate sub-
algebras, meaning C∗-subalgebras B of C∗(Σ) such that C(X) ⊆ B ⊆ C(X)′. In
Proposition 5.1 we give an abstract condition on such B, in terms of the relation
of its spectrum to the spectrum of C(X)′, that it satisfies precisely when it has the
intersection property for ideals. Using this, we provide in Theorem 5.2 a rather
short alternative proof of a refined version of our aforementioned background re-
sult. In Theorem 5.9 we clarify completely the situation concerning C(X) and its
commutant, as well as the intersection property for ideals of these algebras and
intermediate subalgebras: C(X)′ is the unique maximal abelian C∗-subalgebra of
C∗(Σ) containing C(X), C(X)′ = C(X) precisely when Σ is topologically free and
as soon as C(X)′ is strictly larger than C(X) there exist intermediate subalgebras
Bi with C(X) ( Bi ( C(X)
′, for i = 1, 2, such that B1 has the intersection prop-
erty for ideals and B2 does not. Finally, in Section 6 we discuss the existence of
norm one projections from C∗(Σ) onto C(X)′.
2. Notation and preliminaries
Throughout this paper we consider topological dynamical systems Σ = (X, σ)
whereX is a compact Hausdorff space and σ : X → X is a homeomorphism. Here Z
acts onX via iterations of σ, namely x
n7→ σn(x) for n ∈ Z and x ∈ X . We denote by
Per∞(σ) and Per(σ) the sets of aperiodic points and periodic points, respectively. If
Per∞(σ) = X , Σ is called free and if Per∞(σ) is dense in X , Σ is called topologically
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free. Moreover, for an integer n we write Pern(σ) = Per−n(σ) = {x ∈ X : σn(x) =
x}, and Pern(σ) for the set of all points belonging to Pern(σ) but to no Perk(σ)
with |k| non-zero and strictly less than |n|. When n = 0 we regard Per0(σ) = X .
We write Per(x) = k if x ∈ Perk(σ). Note that if Per(y) = k and y ∈ Pern(σ) then
k|n. For a subset S ⊆ X we write its interior as S0 and its closure as S¯. When a
periodic point y belongs to the interior of Perk(σ) for some integer k we call y a
periodic interior point. We denote the set of all such points by PIP(σ). Note that
PIP(σ) does not coincide with Per(σ)0 in general, as the following example shows.
Let X = [0, 1]× [−1, 1] be endowed with the standard subspace topology from R2
and let σ be the homeomorphism of X defined as reflection in the x-axis. Then
clearly X = Per(σ) = Per(σ)0 = Per2(σ). Furthermore, Per1(σ) = [0, 1] × {0}
which is a closed subset of X with empty interior so PIP(σ) = Per2(σ). Hence
Per1(σ) = Per(σ) \ PIP(σ). As we just saw that Per2(σ) is open and non-empty,
this example also shows that the sets Pern(σ) are in general not closed, as opposed to
the sets Pern(σ) which are easily seen to always be closed. The following topological
lemma will be a key result in what follows.
Lemma 2.1. The union of Per∞(σ) and PIP(σ) is dense in X.
Proof. Suppose the union were not dense in X , and let Y be the complement
of its closure. Then Y is a non-empty open subset of X and hence it is locally
compact in the induced topology. Since a locally compact space is a Baire space
and Y = ∪∞k=1 Perk(σ) ∩ Y , where the Perk(σ) ∩ Y are closed in Y , there exists a
positive integer n such that Pern(σ)∩Y has non-empty interior in Y and hence in X
as Y is an open subset of X . Take the minimal such integer and write it as n again.
If n = 1 we arrive at a contradiction as Per1(σ) = Per1(σ) and the above then
implies that Per1(σ) has non-empty interior in X . Thus we assume that n > 1. Let
k1, k2, . . . , ki be the positive divisors of n that are strictly smaller than n. Suppose
that ∪ij=1 Perkj (σ)∩Y has non-empty interior, say ∅ 6= V ∩Y ⊆ ∪ij=1 Perkj (σ)∩Y
for some open subset V of X , so that V ∩Y = ∪ij=1 Perkj (σ)∩V ∩Y . Since V ∩Y ,
being open inX , is a locally compact Hausdorff space in the induced topology, hence
a Baire space, there exists j such that the closure (in V ∩ Y ) of Perkj (σ) ∩ V ∩ Y
has non-empty interior in V ∩ Y . However, since Perkj (σ) ∩ V ∩ Y is closed in
V ∩ Y , because Perkj (σ) is closed in X , and since V ∩ Y is open in X , we see that
Perkj (σ) ∩ V ∩ Y itself has an interior point in X . Hence Perkj (σ) has an interior
point in Y and using the assumption on n we arrive at a contradiction since kj < n.
We conclude that ∪ij=1 Perkj (σ) ∩ Y has empty interior. Denote by U the interior
of Pern(σ)∩Y in Y . Since U is non-empty by assumption, it follows from the above
that U \ (∪ij=1 Perkj (σ)∩Y ) is a non-empty open subset of Y and hence of X . But
U \ (∪ij=1 Perkj (σ) ∩ Y ) ⊆ Pern(σ) ∩ Y \ (∪ij=1 Perkj (σ) ∩ Y ) = Pern(σ) ∩ Y . We
conclude that Pern(σ) has an interior point in Y , which is a contradiction. 
We remark that when speaking of ideals we shall always mean two-sided ideals
which are not necessarily closed or self-adjoint unless we state this explicitly.
With the automorphism α : C(X) → C(X) defined by α(f) = f ◦ σ−1 for f ∈
C(X), we denote the C∗-crossed product C(X)⋊α Z by C
∗(Σ). For simplicity, we
denote the natural isomorphic copy of C(X) in C∗(Σ) by C(X) as well. We denote
the canonical unitary element of C∗(Σ) that implements the action of Z on C(X)
via α by δ, recalling that α(f) = Ad δ(f) for f ∈ C(X). By construction, C∗(Σ)
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is generated as a C∗-algebra by C(X) together with δ. A generalized polynomial
is a finite sum of the form
∑
n fnδ
n with fn ∈ C(X), and we shall refer to the
norm-dense ∗-subalgebra of C∗(Σ) consisting of all generalized polynomials as the
algebraic part of C∗(Σ). We write the canonical faithful projection of norm one
from C∗(Σ) to C(X) as E and recall that E is defined on the algebraic part of
C∗(Σ) as E(
∑
n fnδ
n) = f0. For an element a ∈ C∗(Σ) and an integer j we define
a(j) = E(aδ−j), the j-th generalized Fourier coefficient of a. It is a fact that a = 0
if and only if a(j) = 0 for all integers j and that a is thus uniquely determined by its
generalized Fourier coefficients ([10, Theorem 1.3]). A Hilbert space representation
of C∗(Σ) is written as π˜ = π×u, where π is the representation of C(X) on the same
Hilbert space given by restriction of π˜, and u = π˜(δ). The operations on C∗(Σ)
then imply that
π(α(f)) = uπ(f)u∗ = Adu(π(f)), for f ∈ C(X).
We shall often make use of the dynamical system Σπ = (Xπ, σπ) derived from a
representation π˜. As explained in [10, p.26], we define this dynamical system as
Xπ = h(π
−1(0)) and σπ = σ↾Xpi ,
where h(π−1(0)) means the standard hull of the kernel ideal of π in C(X); Xπ is
obviously a closed subset of X that is invariant under σ and its inverse. The system
Σπ is topologically conjugate to the dynamical system Σ
′
π = (X
′
π , σ
′
π) where X
′
π is
the spectrum of π(C(X)) and the map σ′π is the homeomorphism of X
′
π induced by
the automorphism Adu on π(C(X)). To see this, note that the homeomorphism θ :
Xπ → X ′π induced by the isomorphism π(f) 7→ f↾Xpi between π(C(X)) and C(Xπ)
is such that σ′π ◦ θ = θ ◦ σπ . Thus we identify these two dynamical systems. Note
that under this identification, π(f) corresponds to the restriction of the function f
to the set Xπ. We denote the canonical unitary element of C
∗(Σπ) by δπ. We now
recall three results that will be important to us throughout this paper.
Proposition 2.2. [13, Proposition 3.4.] If π˜ = π × u is an infinite-dimensional
irreducible representation of C∗(Σ), then the dynamical system Σπ is topologically
free.
Theorem 2.3. [10, Theorem 5.1.] Let π˜ = π × u be a representation of C∗(Σ) on
a Hilbert space H. If the induced dynamical system Σπ is topologically free, then
there exists a projection ǫπ of norm one from the C
∗-algebra π˜(C∗(Σ)) to π(C(X))
such that the following diagram commutes.
C∗(Σ)
π˜
//
E

π˜(C∗(Σ))
ǫpi

C(X)
π
// π(C(X))
Corollary 2.4. [10, Corollary 5.1.A.] Suppose the situation is as in Theorem 2.3.
Then the map defined by π(f) 7→ f↾Xpi for f ∈ C(X) and u 7→ δπ, extends to an
isomorphism between π˜(C∗(Σ)) and C∗(Σπ).
For x ∈ X we denote by µx the functional on C(X) that acts as point evaluation
in x. Since the pure state extensions to C∗(Σ) of the point evaluations on C(X)
will play a prominent role in this paper, we shall now recall some basic facts about
them, without proofs. For further details and proofs, we refer to [10, §4]. For
ON THE COMMUTANT OF C(X) IN C∗-CROSSED PRODUCTS BY Z 5
x ∈ Per∞(σ) there is a unique pure state extension of µx, denoted by ϕx, given by
ϕx = µx ◦E. The set of pure state extensions of µy for y ∈ Per(σ) is parametrized
by the unit circle {ϕy,t : t ∈ T}. We write the GNS-representations associated
with the pure state extensions above as π˜x and π˜y,t. For x ∈ Per∞(σ), π˜x is the
representation of C∗(Σ) on ℓ2, whose standard basis we denote by {ei}i∈Z, defined
on the generators as follows. For f ∈ C(X) and i ∈ Z we have π˜x(f)ei = f◦σi(x)·ei,
and π˜x(δ)ei = ei+1. For y ∈ Per(σ) with Per(y) = p and t ∈ T, π˜y,t is the
representation on Cp, whose standard basis we denote by {ei}p−1i=0 , defined as follows.
For f ∈ C(X) and i ∈ {0, 1, . . . , p − 1} we set π˜y,t(f)ei = f ◦ σi(y) · ei. For
j ∈ {0, 1, . . . , p − 2}, π˜y,t(δ)ej = ej+1 and π˜y,t(δ)ep−1 = t · e0. We also mention
that the unitary equivalence class of π˜x is determined by the orbit of x, and that
of π˜y,t by the orbit of y and the parameter t.
In what follows, we shall sometimes make use of the following important result
([12, Proposition 2]).
Proposition 2.5. For every closed ideal I ⊆ C∗(Σ) there exist families {xα} of
aperiodic points and {yβ, tγ} of periodic points and parameters from the unit circle,
such that I is the intersection of the associated kernels ker(π˜xα) and ker(π˜yβ ,tγ ).
3. The structure of C(X)′ and π(C(X))′
We shall now make a detailed analysis of the commutants C(X)′ of C(X) ⊆
C∗(Σ) and π(C(X))′ of π(C(X)) ⊆ π˜(C∗(Σ)), respectively. Here π˜ = π × u is a
Hilbert space representation of C∗(Σ) as usual. These C∗-subalgebras are defined
as follows
C(X)′ = {a ∈ C∗(Σ) : af = fa for all f ∈ C(X)}
and
π(C(X))′ = {π˜(a) ∈ π˜(C∗(Σ)) : π˜(af) = π˜(fa) for all f ∈ C(X)}.
We shall need the following topological lemma.
Lemma 3.1. The system Σ = (X, σ) is topologically free if and only if Pern(σ) has
empty interior for all positive integers n.
Proof. Clearly, if there is a positive integer n0 such that Per
n0(σ) has non-empty
interior, the non-periodic points are not dense. For the converse, we recall that X
is a Baire space since it is compact and Hausdorff, and note that
Per(σ) =
⋃
n>0
Pern(σ).
If Per∞(σ) is not dense, its complement Per(σ) has non-empty interior, and as the
sets Pern(σ) are clearly all closed, there must exist an integer n0 > 0 such that
Pern0(σ) has non-empty interior since X is a Baire space. 
The following proposition describes the commutants C(X)′ and π(C(X))′.
Proposition 3.2. Let π˜ = π × u be a Hilbert space representation of C∗(Σ).
(i) C(X)′ = {a ∈ C∗(Σ) : supp(a(n)) ⊆ Pern(σ) for all n}. Consequently,
C(X)′ = C(X) if and only if the dynamical system is topologically free.
(ii) π(C(X))′ consists of all elements π˜(a) such that π˜xα(a) ∈ πxα(C(X)) and
π˜yβ ,tγ (a) ∈ πyβ ,tγ (C(X)) for all α, β, γ that appear in the description of
the ideal I = ker(π˜) as in Proposition 2.5.
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Proof. The first assertion is a direct extension of [7, Corollary 3.4] to the context
of C∗-crossed products. The main steps of the proof are contained in the first part
of the proof of [10, Theorem 5.4], but we reproduce them here for the reader’s
convenience, and because this is also our basic starting point. Let a ∈ C∗(Σ) and
f ∈ C(X) be arbitrary. We then have, for n ∈ Z,
(fa)(n) = E(faδ∗n) = f · E(aδ∗n) = f · a(n),
(af)(n) = E(afδ∗n) = E(aδ∗nαn(f)) = E(aδ∗n) · αn(f) = a(n) · f ◦ σ−n.
Hence for a ∈ C(X)′ we have, for any f ∈ C(X), x ∈ X and n ∈ Z, that
f(x) · a(n)(x) = a(n)(x) · f ◦ σ−n(x).
Therefore, if a(n)(x) is not zero we have that f(x) = f ◦ σ−n(x) for all f ∈ C(X).
It follows that σ−n(x) = x and hence that x belongs to the set Pern(σ), whence
supp(a(n)) ⊆ Pern(σ).
Conversely, if supp(a(n)) ⊆ Pern(σ) for every n, it follows easily from the above
that
(fa)(n) = (af)(n)
for every f ∈ C(X) and n ∈ Z and hence that a belongs to C(X)′.
Moreover, by Lemma 3.1, Σ is topologically free if and only if for every nonzero
integer n the set Pern(σ) has empty interior. So when the system is topologically
free, we see from the above description of C(X) that an element a in C(X)′ nec-
essarily belongs to C(X). If Σ is not topologically free, however, some Pern(σ)
has non-empty interior and hence there is a non-zero function f ∈ C(X) such that
supp(f) ⊆ Pern(σ). Then fδn ∈ C(X)′ \ C(X) by the above.
For the second assertion, note that for an element a in C∗(Σ), π˜(a) belongs
to π(C(X))′ if and only if af − fa belongs to the kernel I for every function
f ∈ C(X). Hence this is equivalent to saying that the image of a belongs to the
commutant of the image of C(X) for all irreducible representations with respect
to the indices α, β, γ. This in turn is equivalent to the assertion in (ii) because
when x is aperiodic we know that π˜x is infinite-dimensional, whence it follows
from Proposition 2.2 that Σπx is topologically free, and since C(Xπx) corresponds
to πx(C(X)) under the isomorphism in Corollary 2.4, part (i) of this proposition
implies that πx(C(X))
′ = πx(C(X)). So π˜xα(a) ∈ πxα(C(X)) for all α that occur
in the description of I. When y is periodic with period n, the image πy,t(C(X))
consists of the diagonal matrices in Mn and thus coincides with its commutant. We
conclude that π˜yβ ,tγ (a) ∈ πyβ ,tγ (C(X)) for all β, γ that occur in the description of
I. 
Before continuing, we recall the following noncommutative version of Fejér’s
theorem on Cesàro sums, which we shall use in our arguments.
Proposition 3.3. [12, Proposition 1]. The sequence {σn(a)}∞n=0, where σn(a) is
the n-th generalized Cesàro sum of an element a ∈ C∗(Σ), defined by
σn(a) =
n∑
−n
(1− | i |
n+ 1
)a(i)δi,
converges to a in norm.
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Actually it is known that replacing the Cesàro sums by any other summability
kernel such as the de la Vallée-Poussin kernel, Jackson kernel etc, we obtain the
corresponding approximation sequences converging to a in norm ([12, Proposition
1]).
In the passage following Corollary 2.4 we described the pure state extensions to
C∗(Σ) of the point evaluations on C(X). Recalling the notation introduced there,
we define the following two sets.
Φ = {ϕx : x ∈ Per∞(σ)} ∪ {ϕy,t : y ∈ Per(σ), t ∈ T}.
Φ′ = {ϕx : x ∈ Per∞(σ)} ∪ {ϕy,t : y ∈ PIP(σ), t ∈ T}.
We notice that a representation π˜ of C∗(Σ) can be factored as π˜ = πˆ ◦ ρ˜, where ρ˜
is the canonical homomorphism from C∗(Σ) to C∗(Σπ) induced by the restriction
map from C(X) to C(Xπ) and πˆ is the associated homomorphism from C
∗(Σπ)
onto π˜(C∗(Σ)). Writing this out, we have
f
ρ˜7→f↾Xpi πˆ7→ π(f) for f ∈ C(X),
δ
ρ˜7→δπ πˆ7→ π˜(δ) = u.
Note that here the restriction of πˆ to C(Xπ) is an isomorphism onto π(C(X)). In
the following arguments we often use this factorization, and may then regard C(Xπ)
as an embedded subalgebra of π˜(C∗(Σ)) = πˆ(C∗(Σπ)). Moreover, we consider the
pure state extensions to C∗(Σπ) of point evaluations on C(Xπ) as well as the
pure state extensions to π˜(C∗(Σ)) of point evaluations on C(Xπ) when the latter
is viewed as an embedded subalgebra of the former. We denote the families of
pure state extensions to C∗(Σπ) corresponding to Φ (the pure state extensions
of all point evaluations on C(Xπ)) and to Φ
′ (the pure state extensions of point
evaluations on C(Xπ) in the set of points Per
∞(σπ) ∪ PIP(σπ)) by Φπ and Φ′π,
respectively. The family of pure state extensions to π˜(C∗(Σ)) of point evaluations
on the aforementioned embedded copy of C(Xπ) will be denoted by Φ(π˜).
For the following arguments, we recall the notion of right multiplicative domain
for a unital positive linear map τ between two unital C∗-algebras A and B. We
write
Arτ = {a ∈ A : τ(ax) = τ(a)τ(x) ∀x ∈ A},
and call this set the right multiplicative domain of τ . For a detailed account of
the theory of positive linear maps between C∗-algebras, we refer to [2]. Using the
fact that positive linear maps between unital C∗-algebras respect involution, the
following right-sided version of [1, Theorem 3.1], which concerns left multiplicative
domains, is readily concluded.
Theorem 3.4. If τ : A → B is a 2-positive linear map between two unital C∗-
algebras A and B, then Arτ = {a ∈ A : τ(aa∗) = τ(a)τ(a)∗}.
Since a state of a unital C∗-algebra is even completely positive, the above result
holds in particular when τ is a state. The Cauchy-Schwarz inequality for states on
C∗-algebras implies that if a state vanishes on a positive element, a, then it also
vanishes on its positive square root,
√
a. It follows from Theorem 3.4 that
√
a, and
hence a, is in the right multiplicative domain of every state that vanishes on a. We
shall make use of right multiplicative domains in the following lemma. Recall that
a family of states of a C∗-algebra A is said to be total if the only positive element
of A on which every state in the family vanishes, is zero.
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Lemma 3.5. The family Φ(π˜) is total on π˜(C∗(Σ)). Furthermore, the familiy Φ′
is total on C∗(Σ).
Proof. Suppose the family Φ(π˜) vanishes on a ≥ 0. By the comment preceding
this lemma it follows that
√
a is in the right multiplicative domain of every state
in Φ(π˜). We consider the closed ideal J generated by a, which by the functional
calculus coincides with the closed ideal generated by
√
a. Note that this ideal is
the closed linear span of elements having the form fuiaguj = f(uiaui∗)(uiguj)
for functions f, g ∈ C(Xπ). Clearly f belongs to the right multiplicative domain
of every member of Φ(π˜) by Theorem 3.4. To see that uiaui∗ does as well, note
firstly that if ϕ ∈ Φ(π˜) is a pure state extension of the point evaluation in x ∈ Xπ
on C(Xπ), then ϕ ◦ Adui ∈ Φ(π˜) since it is a pure state extension of the point
evaluation in σ−iπ (x) on C(Xπ) and hence ϕ(u
iaui∗) = 0. As ui
√
aui∗ is the positive
square root of uiaui∗ it follows again by the comment preceeding this lemma that
ui
√
aui∗ is in the right multiplicative domain of every element of Φ(π˜) and this
clearly implies that uiau∗i is as well. Hence for every ϕ ∈ Φ(π˜) we have
ϕ(f(uiaui∗)(uiguj)) = ϕ(f)ϕ(uiau∗i)ϕ(uiguj) = 0
since ϕ(uiaui∗) = 0. We conclude that every member of Φ(π˜) vanishes on the whole
ideal J . We want to deduce that J is the zero ideal, so assume for a contradiction
that it is not. Then there exists a positive element b ∈ C∗(Σπ) such that 0 6= πˆ(b) ∈
J . Since ker(πˆ) is a closed ideal of C∗(Σπ), we know by Proposition 2.5 that it is the
intersection of the kernels of a certain family of irreducible representations. So there
must be at least one of the representations determining ker(πˆ) as in Proposition 2.5,
π˜ǫ say, for which π˜ǫ(b) 6= 0. As ker(πˆ) ⊆ ker(π˜ǫ), we may well-define an irreducible
representation π¯ of π˜(C∗(Σ)) = πˆ(C∗(Σπ)) by π¯(πˆ(a)) = π˜ǫ(a) for a ∈ C∗(Σπ).
Then the functional ϕ¯ defined by ϕ¯(πˆ(a)) = (π¯(πˆ(a))ξǫ, ξǫ) = (π˜ǫ(a)ξǫ, ξǫ) = ϕǫ(a)
is a pure state acting as a point evaluation on the embedded copy of C(Xπ) in
π˜(C∗(Σ)). Hence ϕ¯ ∈ Φ(π˜) and by the above ϕ¯(πˆ(b)) = 0 as πˆ(b) ∈ J . Similarly
to above, one easily concludes that ϕ¯(πˆ(δiπbδ
∗i
π )) = ϕǫ(δ
i
πbδ
∗i
π ) = 0 for all integers
i. Writing this out, using that b ≥ 0, we get 0 = ϕǫ(δiπbδ∗iπ ) = (π˜ǫ(δiπbδ∗iπ )ξǫ, ξǫ) =
(π˜ǫ(
√
bδ∗iπ )ξǫ, π˜ǫ(
√
bδ∗iπ )ξǫ) = ‖π˜ǫ(
√
bδ∗iπ )ξǫ‖2. Since π˜ǫ is a representation of the
kind described in the passage following Corollary 2.4, we know that the closed linear
span of the set {π˜ǫ(δiπ)ξǫ}i∈Z is the whole underlying Hilbert space Hǫ, whence the
above equality implies that π˜ǫ(
√
b) = 0 and thus finally π˜ǫ(b) = 0. This is a
contradiction. Hence J was the zero ideal after all. In particular, a = 0.
Next, to see that Φ′ is total on C∗(Σ) we suppose it vanishes on a positive
element a ∈ C∗(Σ). Let x ∈ Per∞(σ). Since ϕx is the unique pure state extension,
and hence the unique state extension, of µx, we have
E(a)(x) = µx ◦ E(a) = ϕx(a) = 0.
Now let y ∈ PIP(σ). Since the set {ϕy,t : t ∈ T} exhausts all pure state extension
of µy to C
∗(Σ) it follows that if all members vanish at a, its state extension µy ◦E
vanishes at a, too. Hence by Lemma 2.1 E(a) vanishes on a dense subset of X , and
thus E(a) = 0. As E is faithful, this implies that a = 0. 
Denote by Γ the spectrum of C(X)′ and by Γ(π˜) the spectrum of π(C(X))′ for
an arbitrary representation π˜ = π × u of C∗(Σ). The following theorem clarifies
the structure of Γ(π˜). As every C∗-algebra has a faithful representation it also
determines Γ.
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Theorem 3.6. Let π˜ = π × u be a representation of C∗(Σ).
(i) π(C(X))′ is a commutative C∗-subalgebra of π˜(C∗(Σ)) (necessarily maxi-
mal abelian), invariant under Adu and its inverse. In particular, C(X)′
is a maximal abelian C∗-subalgebra of C∗(Σ), invariant under Ad δ and
its inverse. Moreover, the latter is the closure of its algebraic part, i.e., of
the set of generalized polynomials in C(X)′.
(ii) The spectrum Γ(π˜) consists of the restrictions of the set Φ(π˜) of pure state
extensions.
Proof. Clearly, π(C(X))′ is a C∗-subalgebra of π˜(C∗(Σ)). Take two elements π˜(a)
and π˜(b) in π(C(X))′. Then by Proposition 3.2 (ii), π˜xα(ab−ba) = π˜yβ ,tγ (ab−ba) =
0 for all α, β, γ determining the kernel of π˜ as in Proposition 2.5. Hence π(C(X))′
is indeed commutative and clearly it is maximal abelian. Invariance of π(C(X))′
under Adu and its inverse follows readily. The corresponding statement about
C(X)′ and Ad δ and its inverse holds since C∗(Σ) has a faithful representation, but
can also be obtained by an explicit calculation using Proposition 3.2 (i) together
with Proposition 3.3. The last statement of assertion (i) also follows from the
characterization of C(X)′ in Proposition 3.2 (i) combined with Proposition 3.3.
For the assertion (ii), we may assume that π˜ = πˆ, and hence that C∗(Σ) = C∗(Σπ)
withX = Xπ and σ = σπ. Since every element of Γ(π˜) is the restriction to π(C(X))
′
of at least one element of Φ(π˜), it is sufficient to show that the restriction of each
pure state in Φ(π˜) to π(C(X))′ is in Γ(π˜). This is equivalent to proving that the
restriction of every element of Φ(π˜) to π(C(X))′ is multiplicative. For an aperiodic
point x ∈ X , recall that there is a unique pure state extension of µx from C(X)
to C∗(Σ), as mentioned in the passage following Corollary 2.4. This implies that
there is a unique pure state extension of µx to π˜(C
∗(Σ)), since if there were two
different ones, ψ1 and ψ2, say, then ψ1◦π˜ and ψ2◦π˜ would be two different pure state
extensions of µx to C
∗(Σ), which is a contradiction. It follows that there is a unique
pure state extension of µx to π(C(X))
′, namely the restriction to this subalgebra
of the pure state extension of µx to π˜(C
∗(Σ)). The pure states of a commutative
C∗-algebras are precisely its characters, so this restriction is indeed multiplicative.
Now take a periodic point y ∈ X and consider a pure state extension ϕ′y of µy to
π˜(C∗(Σ)). Then the pure state ϕ′y ◦ π˜ is a pure state extension of µy to C∗(Σ),
hence it is of the form ϕy,t for some t ∈ T. Then ϕy,t vanishes on I = ker(π˜) and it
follows that π˜y,t does as well. To see this, let a ∈ I be a positive element. Then, as
ϕy,t vanishes on I, we have that 0 = ϕy,t(δ
iaδ∗i) = (π˜y,t(
√
aδ∗i)ξy,t, π˜y,t(
√
aδ∗i)ξy,t)
and hence π˜y,t(
√
a) = 0, as Hy,t is the closed linear span of the set {π˜y,t(δi)ξy,t}i∈Z.
We conclude that π˜y,t vanishes on I since a closed ideal is generated by its positive
part. This implies that there are parameters β, γ appearing in the description of
I as in Proposition 2.5 such that yβ = y and tγ = t. Now, for an element π˜(a) in
π(C(X))′ we first see that
ϕ′y(π˜(a)) = ϕy,t(a) = (π˜y,t(a)ξy,t, ξy,t).
By (ii) of Proposition 3.2 we can replace a by a function f ∈ C(X). It follows that
the rightmost side of the above equalities becomes simply f(y). Therefore, if for
two elements π˜(a) and π˜(b) in π(C(X))′ we replace a and b with the functions f
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and g, we have that
ϕ′y(π˜(a)π˜(b)) = ϕ
′
y ◦ π˜(ab) = ϕ′y ◦ π˜(fg)
= f(y)g(y) = ϕ′y(π˜(a))ϕ
′
y(π˜(b)).
Hence restrictions of pure state extensions to π(C(X))′ always induce characters
on it. This completes the proof. 
We now introduce some notation. A character in Γ(π˜) is denoted by γ(x) if
it is the restriction to π(C(X))′ of some ψx ∈ Φ(π˜) such that ψx ◦ πˆ = ϕx for
x ∈ Per∞(σπ). Similarly, we denote by γ(y, t) a character in Γ(π˜) that is the
restriction to π(C(X))′ of some ψy,t ∈ Φ(π˜) such that ψy,t◦πˆ = ϕy,t for y ∈ Per(σπ)
and t ∈ T. Clearly every element of Γ(π˜) is of this form. Note that in general
it may happen that γ(y, s) = γ(y, t) even though s 6= t. If π˜ is faithful and Σ is
topologically free, for example, we know by Theorem 1.1 that π(C(X))′ = π(C(X))
and hence γ(y, t) is independent of t. A slight subtlety occurs as for y ∈ Per(σπ)
it is not necessarily so that γ(y, t) appears in Γ(π˜) for each t ∈ T. In the following
lemma we determine the γ(y, t) that appear.
Lemma 3.7. Γ(π˜) = {γ(x) : x ∈ Per∞(σπ)} ∪ {γ(y, t) : ker(πˆ) ⊆ ker(π˜y,t)}. For
every y ∈ Per(σπ) there is at least one t ∈ T such that γ(y, t) ∈ Γ(π˜).
Proof. That γ(x) appears in Γ(π˜) for every x ∈ Per∞(σπ) follows from the fact that
µx has a unique pure state extension to C
∗(Σπ), namely ϕx. The last statement of
the lemma follows since every µy has a pure state extension to πˆ(C
∗(Σπ)), hence
its composition with πˆ must be of the form ϕy,t for some t ∈ T. If γ(y, t) ∈ Γ(π˜),
then it has a pure state extension ψy,t to πˆ(C
∗(Σπ)) such that ψy,t ◦ πˆ = ϕy,t,
whence ϕy,t vanishes on ker(πˆ). As in the proof of Theorem 3.6, it follows readily
that ker(πˆ) ⊆ ker(π˜y,t). Conversely, if ker(πˆ) ⊆ ker(π˜y,t) we can well-define a pure
state extension ψy,t of µy to πˆ(C
∗(Σπ)) by ψy,t(πˆ(a)) = ϕy,t(a) for a ∈ C∗(Σπ). In
this notation, the restriction of ψy,t to π(C(X))
′ is γ(y, t). 
When using this notation, the homeomorphism σ(π˜) of Γ(π˜) induced by the au-
tomorphism Adu of π(C(X))′ is such that σ(π˜)(γ(x)) = γ(σπ(x)) for x ∈ Per∞(σπ)
and σ(π˜)(γ(y, t)) = γ(σπ(y), t) for y ∈ Per(σπ) and t ∈ T. To see this, note that
if, for example, ψy,t ◦ πˆ = ϕy,t, then ψy,t ◦Ad u ◦ πˆ = ϕσ−1pi (y),t. Since π(C(X))′ is
invariant under Adu and its inverse by Theorem 3.6 (i) and ψy,t extends γ(y, t), it
follows that ψy,t◦Adu extends γ(y, t)◦Adu. We use the notation Σ˜ = (Γ(π˜), σ(π˜))
for the corresponding dynamical system. Similarly, we denote by σ˜ the homeomor-
phism of Γ induced by the restriction of the automorphism Ad δ to C(X)′. Note
that γ(x) ∈ Per∞(σ(π˜)) for every x ∈ Per∞(σπ) and that γ(y, t) ∈ Perk(σ(π˜))
implies that y ∈ Perk(σπ).
Define Φ′(π˜) to be the set of all pure state extensions of elements of
Per∞(σ(π˜)) ∪ PIP(σ(π˜))
to π˜(C∗(Σ)). It is important to know which elements of Γ(π˜) have unique pure
state extensions to elements of Φ(π˜). The following proposition sheds some light
upon this question.
Proposition 3.8. The elements of Per∞(σ(π˜)) ∪ PIP(σ(π˜)) all have a unique ex-
tension to an element of Φ(π˜).
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Proof. As mentioned above, points in Per∞(σ(π˜)) must be of the form γ(x) where
x ∈ Per∞(σπ). By definition, there is a ψx ∈ Φ(π˜) such that ψx ◦ πˆ = ϕx. As
ϕx is the unique pure state extension of µx to C
∗(Σπ) we see that, if there were
another extension ψ ∈ Φ(π˜), then ψ ◦ πˆ = ψx ◦ πˆ, and thus ψ = ψx. Now consider
the set Perk(σ(π˜))
0 for some positive integer k and suppose that the pure states
ψy,t and ψy,s induce the same point there, i.e., γ(y, t) = γ(y, s) ∈ Perk(σ(π˜))0. Let
F ∈ C(Γ(π˜)) be a continuous function whose support is contained in that interior
such that F (γ(y, t)) is not zero. Then the element Fuk is an element of π(C(X))′.
To see this, let π(g) ∈ π(C(X)) and note that the condition on the support of F
implies that Fukπ(g) = Fukπ(g)u∗kuk = Fπ(g) ◦ σ(π˜)−kuk = π(g)Fuk. Since F
belongs to the right multiplicative domain for both ψy,t and ψy,s by Theorem 3.4,
and since Per(y) = Per(γ(y, t)) = k, we have
Fuk(γ(y, t)) = ψy,t(Fu
k) = ψy,t(F )ψy,t(u
k) = F (γ(y, t))ψy,t ◦ πˆ(δkπ)
= F (γ(y, t))ϕy,t(δ
k
π) = F (γ(y, t))t.
On the other hand, we conclude in the same fashion that Fuk(γ(y, s)) = F (γ(y, s))s
and hence that t = s. Thus ψy,t = ψy,s. When the y-components are different, say
as y1 and y2, we can easily separate ψy1,t and ψy2,s by functions in C(Xπ). Thus
all elements of Perk(σ(π˜))
0 are uniquely extended to elements of Φ(π˜). 
Note that continuity of restriction maps implies that
{γ(y, t) ∈ Γ(π˜) : y ∈ PIP(σπ)} ⊆ PIP(σ(π˜)),
and clearly {γ(x) ∈ Γ(π˜) : x ∈ Per∞(σπ)} = Per∞(σ(π˜)).
4. Ideal intersection property of C(X)′ and π(C(X))′
In the theory of C∗-crossed products, an important direction of research is the
investigation of how the structure of closed ideals of a crossed product reflects its
building block C∗-subalgebra, which in our case is C(X). Theorem 1.1 sheds some
light upon this question. It tells us that all non-zero closed ideals have non-zero
intersection with C(X) precisely when the system is topologically free. Hence for
a dynamical system that is not topologically free, for example rational rotation of
the unit circle, there always exists a non-zero closed ideal whose intersection with
C(X) is zero.
In this section we analyse the situation for general dynamical systems. Since
Theorem 1.1 tells us that C(X) has non-zero intersection with every non-zero closed
ideal precisely when C(X) = C(X)′, and since C(X) ⊆ C(X)′ in general, it appears
natural to investigate what ideal intersection properties C(X)′ has for an arbitrary
system. In [8, Theorem 6.1] it is proved that in an algebraic crossed product the
commutant of the subalgebra corresponding to C(X) ⊆ C∗(Σ) always has non-zero
intersection with every non-zero ideal of the crossed product. In [9, Theorem 3.1]
a generalization of that result with a more elementary proof is provided.
We make the following definition.
Definition 4.1. Let A be a unital C∗-algebra and B be a commutative C∗-
subalgebra of A with the same unit.
(i) B is said to have the intersection property for closed ideals of A if for any
non-zero closed ideal I of A, I ∩B 6= {0}
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(ii) B is said to have the intersection property for ideals of A if for any non-zero
ideal J of A, not necessarily closed or self-adjoint, J ∩B 6= {0}.
Proposition 4.2. The above two properties for B are equivalent.
Proof. It is enough to show that (i) implies (ii). We let Y be the spectrum of
B and identify B with C(Y ). Let J be a non-zero ideal of A. By assumption,
B ∩ J¯ 6= {0}. Since B ∩ J¯ is then a non-zero closed ideal of B, we may, under the
identification B ∼= C(Y ), write B∩ J¯ = ker(Z) for some closed subset Z ( Y . Take
a point p ∈ Y \ Z and a positive function g ∈ C(Y ) vanishing on Z and such that
g(p) = 1. Let f ∈ Cc(R) be such that f vanishes on (−∞, 12 ] and f(1) = 1. Then
f↾(0,∞) ∈ Cc((0,∞)) and by the characterization of the minimal dense ideal (also
known as the Pedersen ideal) PJ¯ of J¯ in [5, Theorem 5.6.1] (see also [3],[4]), we
have that f(g) = f ◦ g ∈ PJ¯ . Since PJ¯ ⊆ J , this implies that f ◦ g ∈ J and since
clearly also f ◦ g ∈ B we are done. 
Theorem 4.3. Given a representation π˜, if the family Φ′(π˜) is total on π˜(C∗(Σ)),
then the algebra π(C(X))′ has the intersection property for ideals in π˜(C∗(Σ)).
Proof. By Proposition 4.2, it is enough to consider closed ideals. Suppose there
exists a closed ideal I that has trivial intersection with π(C(X))′. We shall show
that I = {0}. Let q be the quotient map from π˜(C∗(Σ)) = πˆ(C∗(Σπ)) to the
quotient algebra π˜(C∗(Σ))/I. Then it induces an isomorphism between π(C(X))′
and q(π(C(X))′). This implies that every pure state ϕ ∈ Γ(π˜) on π(C(X))′ is of
the form ξ ◦ q↾π(C(X))′, where ξ is a pure state of q(π(C(X))′). Let ξ˜ be a pure
state extension of ξ to q(π˜(C∗(Σ)). Clearly, ϕ˜ = ξ˜ ◦ q is a pure state extension of ϕ
to π˜(C∗(Σ)). Since pure state extensions of elements of Per∞(σ˜) ∪ PIP(σ˜) ⊆ Γ(π˜)
to π˜(C∗(Σ)) are unique by Proposition 3.8, it follows that every element of Φ′(π˜)
factors through q and hence vanishes on I. As Φ′(π˜) was assumed to be total, we
conclude that I = {0}. 
Corollary 4.4. C(X)′ has the intersection property for ideals of C∗(Σ).
Proof. Consider a faithful representation of C∗(Σ) and apply Lemma 3.5. 
The following example shows that it can happen that π˜(C(X)′) ( π(C(X))′ and
that the former does not necessarily have the intersection property for ideals.
Example 4.5. We consider again the dynamical system mentioned in Section 2.
Namely, let X = [0, 1]×[−1, 1] ⊆ R2 be endowed with the standard topology and let
σ be the homeomorphism ofX defined as reflection in the x-axis. Using the notation
Σ[0,1] = ([0, 1], σ↾[0,1]) and noting that σ↾[0.1] is just the identity homeomorphism,
we consider the map from C∗(Σ) to C∗(Σ[0,1]) defined on the algebraic part of
C∗(Σ) as
∑
n fnδ
n 7→ ∑n fn↾[0,1]δn[0,1], where δ[0,1] denotes the canonical unitary
element of C∗(Σ[0,1]). It cleary extends by continuity to a surjective homomorphism
π˜ = π×u : C∗(Σ)→ C∗(Σ[0,1]). By Proposition 3.2 (i), C(X)′ is the C∗-subalgebra
of C∗(Σ) generated by C(X) and δ2. We also note that C∗(Σ[0,1]) ∼= C([0, 1]× T).
As π(C(X)) = C([0, 1]), and C∗(Σ[0,1]) is commutative, we see that π(C(X))
′ =
C∗(Σ[0,1]), while π˜(C(X)
′) only contains elements a ∈ C∗(Σ[0,1]) with a(j) = 0 for
odd integers j. Hence π˜(C(X)′) ( π(C(X))′. To see that π˜(C(X)′) does not have
the intersection property for ideals, consider the ideal I ⊆ C([0, 1]×T) consisting of
all functions that vanish on [0, 1]×C, where C ⊆ T is the closed upper halfcircle. As
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π˜(C(X)′) is identified with the C∗-subalgebra of C([0, 1]×T) generated by C([0, 1])
and z2 it is clear that π˜(C(X)′) ∩ I = {0}.
5. Intermediate subalgebras
As we now know that C(X)′ always has the intersection property for ideals in
C∗(Σ), while C(X) has it if and only if C(X) = C(X)′ by Theorem 1.1, we shall
consider C∗-subalgebras B with C(X) ⊆ B ⊆ C(X)′ and in particular investigate
their intersection properties with ideals. We call such a C∗-subalgebra an inter-
mediate subalgebra. In [9, Section 5] intermediate subalgebras are studied in the
context of an algebraic crossed product. The following proposition gives an abstract
characterization of intermediate subalgebras which have the intersection property,
and consequently of those who do not, in terms of the relation of their spectra to
the spectrum of C(X)′.
Proposition 5.1. Suppose B ⊆ C∗(Σ) is a C∗-subalgebra such that C(X) ⊆ B ⊆
C(X)′ and denote by ∆ and Γ the spectrum of B and C(X)′, respectively. Then B
has the intersection property for ideals if and only if for every proper closed subset
S ⊆ Γ that is invariant under σ˜ and its inverse, the restriction of S to B is a proper
subset of ∆.
Proof. By Proposition 4.2, it is enough to consider closed ideals. Let S be a proper
closed subset of Γ that is invariant under σ˜ and its inverse. Let I be the closed ideal
of C∗(Σ) generated by the hull h(S) of S, defined by h(S) = {a ∈ C(X)′ : s(a) =
0 for all s ∈ S}. We first assert that I ∩ C(X)′ = h(S). Note that I is the closed
linear span of elements of the form fδiFgδj = f(δiFgδ∗i) δi+j , where F ∈ h(S).
As Fg ∈ C(X)′, we can rewrite this as f(δiFgδ∗i) δi+j = f(Fg) ◦ σ˜−iδi+j . Let ϕx
and ϕy,t be pure state extensions of points γ(x) and γ(y, t) in S. Since the element
f(Fg) ◦ σ˜−i belongs to C(X)′, and hence to the right multiplicative domain for ϕx
and ϕy,t by Theorem 3.4, and to h(S) by invariance of S under σ˜ and its inverse,
we have
ϕx(fδ
iFgδj) = ϕx(f(Fg) ◦ σ˜−i)ϕx(δi+j) = 0,
and also
ϕy,t(fδ
iFgδj) = ϕy,t(f(Fg) ◦ σ˜−i)ϕy,t(δi+j) = 0.
Therefore, all pure states ϕx and ϕy,t vanish on I, and thus I ∩ C(X)′ ⊆ h(S)
and we conclude that I ∩ C(X)′ = h(S). Denoting by rB : Γ → ∆ the restriction
map, we see that I ∩ B = h(rB(S)). So if B has the intersection property, then
h(rB(S)) 6= {0}, which implies rB(S) ( ∆. On the other hand, suppose that B
does not have the intersection property and hence that there exists a nonzero closed
ideal I that has trivial intersection with B. Since C(X)′ itself has the intersection
property by Corollary 4.4, and since it is easy to see that I∩C(X)′ is a closed ideal
of C(X)′ invariant under Ad δ and its inverse, we may write I ∩ C(X)′ = h(S) for
some proper closed subset S of Γ that is invariant under σ˜ and its inverse. Since
B ∩ I = {0} we see that {0} = B ∩ I ∩ C(X)′ = B ∩ h(S) = h(rB(S)), whence
rB(S) = ∆. 
Combining this result with Proposition 3.2, Theorem 3.6 and Corollary 4.4 we
can provide the following alternative proof of a refined version of Theorem 1.1.
Theorem 5.2. For a topological dynamical system Σ, the following statements are
equivalent.
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(i) Σ is topologically free;
(ii) I ∩ C(X) 6= 0 for every non-zero ideal I of C∗(Σ);
(iii) C(X) is a maximal abelian C∗-subalgebra of C∗(Σ).
Proof. Since C(X)′ is maximal abelian by Theorem 3.6 (i), equivalence of (i) and
(iii) is an immediate consequence of Proposition 3.2 (i). The implication (iii) ⇒
(ii) follows from Corollary 4.4 since C(X) ⊆ C(X)′. To prove (ii) ⇒ (i), suppose
that Per∞(σ) is not dense in X . Then C(X) ( C(X)′ by the above, and by
Theorem 3.2(i) it follows that there exists a positive k for which Perk(σ)0 6= ∅.
Let S = {γ(x) : x ∈ Per∞(σ)} ∪ {γ(y, 1) : y ∈ Per(σ)}. It is easy to see that S is
invariant under σ˜ and its inverse, and clearly its restriction to C(X) coincides with
X . We will show that S is a proper subset of Γ. Let y ∈ Perk(σ)0. Then there are
positive integers l, r such that Per(y) = l and k = l · r. Let s be a complex number
such that sr = i and let f ∈ C(X) be real-valued and such that supp(f) ⊆ Perk(σ)0
and f(y) = 1. Then by Proposition 3.2 (i) it follows that fδk ∈ C(X)′. To see that
γ(y, s) /∈ S, note that γ(x)(fδk) and γ(y, 1)(fδk) are real valued for all x ∈ Per∞(σ)
and y ∈ Per(σ), while γ(y, s)(fδk) = sr · f(y) = i · 1. Hence by Proposition 5.1,
C(X) does not have the intersection property for ideals. 
Given a dynamical system Σ, it seems natural to ask which kinds of properly in-
termediate C∗-subalgebras, by which we mean C∗-subalgebrasB with C(X) ( B (
C(X)′, exist in C∗(Σ), regarding the intersection property for ideals. In [9, Theo-
rem 5.4], a related result is obtained in the case when an algebraic crossed product
is associated with a more general dynamical system than the ones considered in this
paper. In our context of C∗-crossed products, it turns out that if C(X) ( C(X)′,
there always exist C∗-subalgebras B1, B2 with C(X) ( Bi ( C(X)
′ for i = 1, 2
such that B1 has the intersection property for ideals and B2 does not. The result
will follow easily from a number of propositions in which we construct intermediate
C∗-subalgebras of C∗(Σ) for restricted classes of Σ. The following two propositions
are extensions of [9, Proposition 5.2] and [9, Proposition 5.3], respectively, to the
context of C∗-crossed products.
Proposition 5.3. Suppose that there exists an integer n > 0 such that Pern(σ)0
contains at least two orbits. Then there exists a C∗-subalgebra B of C∗(Σ) with
C(X) ( B ( C(X)′ that does not have the intersection property for ideals.
Proof. Fix an integer n > 0 such that Pern(σ)0 contains at least two orbits. Then
it is easy to see that there exist two disjoint open subsets U1, U2 of Per
n(σ)0
that are invariant under σ and σ−1. Define B = {a ∈ C∗(Σ) : supp(a(k)) ⊆
U1 ∩Perk(σ) for k 6= 0}. Using the continuity of the projection map E and Propo-
sition 3.3 it is easy to check that B is indeed a C∗-subalgebra of C∗(Σ). By
the explicit description of C(X)′ in Proposition 3.2(i) we see that we have the
inclusions C(X) ⊆ B ⊆ C(X)′. To see that the inclusions are strict, consider
non-zero functions fn1 , fn2 ∈ C(X) with support in U1 and U2, respectively. Then
fn1δ
n ∈ B\C(X) and fn2δn ∈ C(X)′\B and thus C(X) ( B ( C(X)′. We now ex-
hibit a non-zero closed ideal that has trivial intersection with B. Let fn2 be as above
and let I = (fn2−fn2δn), the closed ideal generated by the element fn2−fn2δn. We
first prove that I∩C(X) = {0}. For a point y ∈ Per(σ), consider the representation
π˜y,1 of C
∗(Σ) as described in the passage following Corollary 2.4. We see that for
y /∈ Pern(σ), π˜y,1(fn2) = 0 whence π˜y,1(fn2 − fn2δn) = 0 and hence π˜y,1 vanishes
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on I for such y. For y ∈ Pern(σ), clearly Per(y)|n. Then π˜y,1(δn) = π˜y,1(1) = id
and thus π˜y,1(fn2 − fn2δn) = 0, so π˜y,1 vanishes on I also in this case. For
x ∈ Per∞(σ), it is clear that π˜x(fn2) = 0 and thus π˜x vanishes on I. Suppose
now that f ∈ C(X) ∩ I. Since the family {π˜x : x ∈ Per∞(σ)} ∪ {π˜y,1 : y ∈ Per(σ)}
is easily seen to be total on C(X), we conclude that f must be zero and thus
I ∩ C(X) = {0}. Knowing this, to conclude that B ∩ I = {0} it suffices to show
that for any integer j 6= 0 and a ∈ B ∩ I we have a(j) = 0. Clearly, I can be
described as the closure of the set
{(
∑
i
giδ
i)(fn2 − fn2δn)(
∑
j
hjδ
j) : only finitely many gi, hj ∈ C(X) non-zero}.
The facts that supp(fn2) ⊆ U2 and that U2 is invariant under σ and σ−1 imply
that the generalized Fourier coefficients of elements of this dense subset of I all
have support contained in U2. Continuity of E then implies that for a ∈ I and
i ∈ Z we have supp(a(i)) ⊆ U2. Now suppose a ∈ B ∩ I. By the above we know
that supp(a(i)) ⊆ U2 for every i ∈ Z since a ∈ I, but by definition of B we also
have that, for i 6= 0, supp(a(i)) ∩ U2 = ∅. So the only non-zero generalized Fourier
coefficient of a is a(0), meaning that a ∈ C(X). By the above, however, we know
that I ∩ C(X) = {0} so B ∩ I = {0} as desired. 
Proposition 5.4. Suppose that there exists an integer n > 0 such that Pern(σ)0
contains a point x0 that is not isolated. Then there exists a C
∗-subalgebra B of
C∗(Σ) with C(X) ( B ( C(X)′ that has the intersection property for ideals.
Proof. Suppose that a point x0 ∈ X is as in the statement of the theorem. Define
B = {a ∈ C(X)′ : a(k)(x0) = 0 for k 6= 0}.
Using the continuity of the projection map E and Proposition 3.3 it is easy to check
that B is indeed a C∗-subalgebra of C∗(Σ) and clearly C(X) ⊆ B ⊆ C(X)′. To
show that the inclusions are strict we note that the fact that x0 is not isolated
implies that Pern(σ)0 must be infinite, so we can choose an x1 ∈ Pern(σ)0 and
separate x0 from x1 by two open subsets U0, U1 ⊆ Pern(σ)0. Take two functions
fn0 , fn1 ∈ C(X) with support contained in U0 and U1, respectively, and such that
fn0(x0) 6= 0 and fn1(x1) 6= 0. Then fn0δn ∈ C(X)′ \ B and fn1δn ∈ B \ C(X)
and thus C(X) ( B ( C(X)′. Now let I ⊆ C∗(Σ) be an ideal. We wish to show
that B ∩ I 6= {0}. By Corollary 4.4 we know that C(X)′ ∩ I 6= {0}. Suppose
0 6= a ∈ C(X)′∩I. If a(i)(x0) = 0 for every integer i 6= 0 then a ∈ B∩I and we are
done, so suppose there is an i 6= 0 such that a(i)(x0) 6= 0. Since x0 is not isolated
we can find an x1 6= x0 such that a(i)(x1) 6= 0. Separate x0 and x1 by open sets
V0, V1 and choose a function g ∈ C(X) such that g(x1) = 1 and supp(g) ⊆ V1. The
module property of E (by which we mean that if a ∈ C∗(Σ) and f, g ∈ C(X) we
haveE(fag) = fE(a)g implies that (ga)(i) = g·a(i) 6= 0. Hence 0 6= ga ∈ B∩I. 
To analyze the last possibility we need to recall two basic results from the theory
of C∗-crossed products as introduced in this paper. The following result is part
of [11, Proposition 3.5].
Proposition 5.5. Suppose Σ = (X, σ) is such that X consists of a single σ-orbit of
order p, X = {x, σ(x), . . . , σp−1(x)}, where p is a positive integer. Then C∗(Σ) ∼=
C(T,Mp), where Mp is the set of p× p-matrices over the complex numbers, via the
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isomorphism ρ˜x = ρx × u, where
ρx(f) =


f(x) 0 . . . 0
0 f ◦ σ(x) . . . 0
...
...
. . .
...
0 0 . . . f ◦ σp−1(x)


for f ∈ C(X), and
u(z) =


0 0 . . . 0 z
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0


for z ∈ T.
The following result is easily proved using the definition of a C∗-crossed product.
Lemma 5.6. Suppose Σ = (X, σ) is such that X is the union of two disjoint non-
empty open (hence closed) subsets A1, A2 ⊆ X that are invariant under σ and its
inverse. Denoting Σi = (Ai, σ↾Ai) for i = 1, 2 we then have that C
∗(Σ) ∼= C∗(Σ1)⊕
C∗(Σ2) as C
∗-algebras. Denoting the canonical unitaries of the two summands by
δi for i = 1, 2, an isomorphism is given by f 7→ f↾A1 ⊕ f↾A2 for f ∈ C(X) and
δ 7→ δ1 ⊕ δ2.
We also make the following definition.
Definition 5.7. Let p be a positive integer. For a subset A ⊆ C(T) we de-
note by diag(A) the subset of C(T,Mp) consisting of diagonal p × p-matrices
with entries from A. Given p functions f0, f1, . . . , fp−1 ∈ C(T) we denote by
diag(f0, f1, . . . , fp−1) the diagonal p× p-matrix having fi as entry (i, i).
Proposition 5.8. Suppose that Σ = (X, σ) is such that X contains an orbit of
order p, Oσ(x) = {x, σ(x), . . . , σp−1(x)}, consisting of isolated points. Then there
exist C∗-subalgebras Bi of C
∗(Σ) with C(X) ( Bi ( C(X)
′ for i = 1, 2 such that
B1 has the intersection property for ideals, and B2 does not.
Proof. Denote the complement of Oσ(x) in X by X1, and let σ1 = σ↾X1 . Using the
notation Σ1 = (X1, σ1) we then have, by Proposition 5.5 together with Lemma 5.6,
that C∗(Σ) ∼= C∗(Σ1) ⊕ C(T,Mp), and it is straightforward to check that C(X)
is identified with C(X1) ⊕ diag(C) ⊆ C∗(Σ1)⊕ C(T,Mp) under this isomorphism.
If X1 is empty, the left summands above and in what follows are naturally zero.
Since the commutant of diag(C) in C(T,Mp) is easily seen to be diag(C(T)), we
conclude that C(X)′ is identified with C(X1)
′ ⊕ diag(C(T)), where C(X1)′ is the
commutant of C(X1) in C
∗(Σ1), under the isomorphism. Now take two distinct
points x1, x2 ∈ T and consider the C∗-subalgebra B = {f ∈ C(T) : f(x1) = f(x2)}
of C(T). Let
B1 = C(X1)
′ ⊕ diag(B) ⊆ C∗(Σ1)⊕ C(T,Mp).
It is readily checked that B1 is a C
∗-subalgebra of C∗(Σ1)⊕ C(T,Mp) such that
C(X1)⊕ diag(C) ( B1 ( C(X1)′ ⊕ diag(C(T)).
Now let I ⊆ C∗(Σ1) ⊕ C(T,Mp) be a non-zero ideal. Then by Corollary 4.4 there
exists a non-zero a⊕ b ∈ (C(X1)′ ⊕ diag(C(T))) ∩ I. If b = 0 then a⊕ b ∈ I ∩ B1
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and we are done, so suppose b 6= 0. Writing b = diag(f0, . . . , fp−1) where the fi are
in C(T), we see that at least one of the fi is such that there exist a t ∈ T \ {x1, x2}
with fi(t) 6= 0. Take an f ∈ C(T) such that f(t) = 1 and f(x1) = f(x2) = 0
and let M = diag(f, f, . . . , f) ∈ C(T,Mp). Then 0 ⊕ 0 6= (0 ⊕ M) · (a ⊕ b) =
0⊕M ·b ∈ I∩B1. We conclude that B1 has the intersection property. To construct
an intermediate subalgebra that does not have the intersection property, take two
proper closed subsets C1, C2 ⊆ T such that C1 ∪ C2 = T. Note that connectedness
of T implies that C1 ∩ C2 6= ∅ and that both C1 and C2 are infinite. Now let
B2 = C(X1)
′ ⊕ diag({f ∈ C(T) : f is constant on C1}). It is not hard to see that
B2 is a C
∗-subalgebra of C∗(Σ1)⊕ C(T,Mp) such that
C(X1)⊕ diag(C) ( B2 ( C(X1)′ ⊕ diag(C(T)).
Now let I = {0} ⊕Mp(ker(C2)) ⊆ C∗(Σ1) ⊕ C(T,Mp), where Mp(ker(C2)) is the
set of p× p-matrices with entries in ker(C2). This is easily seen to be a non-trivial
closed ideal and clearly I ∩B2 = {0⊕ 0} as C1 ∩ C2 6= ∅. 
We can now easily derive the main result of this section.
Theorem 5.9. For a topological dynamical system Σ = (X, σ), C(X)′ always has
the intersection property for ideals in the associated C∗-crossed product C∗(Σ).
Furthermore, precisely one of the following two cases occurs:
(i) Σ is topologically free. Then C(X) = C(X)′;
(ii) Σ is not topologically free. Then C(X) ( C(X)′ and C(X) does not have
the intersection property for ideals. In this case, there exist C∗-subalgebras
Bi with C(X) ( Bi ( C(X)
′ for i = 1, 2 such that B1 has the intersection
property for ideals and B2 does not.
Proof. That C(X)′ always has the intersection property for ideals is stated in Corol-
lary 4.4. Case (i) is clear by Theorem 1.1. If Σ is not topologically free, C(X) is
properly contained in C(X)′ and does not have the intersection property for ideals
by Theorem 1.1. The explicit description of C(X)′ in Proposition 3.2(i) implies
that there exists a positive integer n such that Pern(σ)0 6= ∅. Suppose first that
Pern(σ)0 contains a non-isolated point. Then it is easy to see that the conditions
in Propositions 5.3 and 5.4 are both satisfied and case (ii) follows. If Pern(σ)0
contains only isolated points, the condition in Proposition 5.8 is satisfied and again
case (ii) follows. 
6. Projections onto C(X)′
With the norm one projection E : C∗(Σ) → C(X) in mind, one might wonder
whether there exists a projection map of norm one onto C(X)′. We have the
following result.
Theorem 6.1. A necessary and sufficient condition for the existence of a projection
of norm one from C∗(Σ) onto C(X)′ is that for every positive integer k the set
Perk(σ)
0 is closed. In this case the projection is uniquely determined and it is
faithful.
As we feel that the proof of this result is rather long in relation to its relevance, we
omit it here and content ourselves with a proof in the special case when Σ = (X, σ)
is such that Σ = Perq(σ) for some positive integer q.
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Proposition 6.2. Suppose Σ = (X, σ) is such that Σ = Perq(σ) for some positive
integer q. Then there exists a unique projection E0 of norm one from C
∗(Σ) onto
C(X)′. Furthermore, E0 is faithful.
Proof. Here PIP(σ) = Perq(σ) = X . It follows from Proposition 3.2(i) that
C(X)′ = {a ∈ C∗(Σ) : a(j) = 0 if q does not divide j}.
We define a linear map E0 from the algebraic part of C
∗(Σ) to C(X)′ by
E0(
n∑
k=−n
fkδ
k) =
∑
{l:|lq|≤n}
flqδ
lq for fk ∈ C(X) and n a non-negative integer.
Note that the image of E0 is dense in C(X)
′ by Proposition 3.2(i) and Proposi-
tion 3.3. We will show that E0 is norm-decreasing and then extend it by continuity
to the whole of C∗(Σ). First we show that for ϕ ∈ Φ and any a in the algebraic part
of C∗(Σ), we have ϕ(a) = ϕ ◦ E0(a). Write a =
∑n
k=−n fkδ
k and take a ϕy,t with
y ∈ Perq(σ) and t ∈ T. Denote by π˜y,t its associated irreducible GNS-representation
with cyclic unit vector ξy,t and note that
ϕy,t(a) = (π˜y,t(a)ξy,t, ξy,t) =
n∑
k=−n
(π˜y,t(fkδ
k)ξy,t, ξy,t) =
∑
{l:|lq|≤n}
flq(y)t
l.
On the other hand
ϕy,t ◦ E0(a) =
∑
{l:|lq|≤n}
(π˜y,t(flqδ
lq)ξy,t, ξy,t) =
∑
{l:|lq|≤n}
flq(y)t
l.
Now as E0(a) ∈ C(X)′, it follows by Theorem 3.6(ii) and the above conclusion that
‖E0(a)‖ = sup
ϕ∈Φ
|ϕ ◦ E0(a)| = sup
ϕ∈Φ
|ϕ(a)| ≤ ‖a‖.
So indeed E0 is norm decreasing on algebraic elements a and thus extends by
continuity to a norm one projection from C∗(Σ) onto C(X)′. To see that E0 is
faithful, let b ∈ C∗(Σ) be a non-negative element and suppose E0(b) = 0. By
definition, γ(y, t) ◦E0 = ϕy,t ◦E0 and by the above ϕy,t ◦E0 = ϕy,t, so ϕy,t(b) = 0.
Since every element of Φ has this form and Φ is total by Lemma 3.5, it follows that
b = 0 and hence E0 is faithful. Suppose there is another norm one projection E1 :
C∗(Σ)→ C(X)′. Since X = Perq(σ) it follows easily that the system Σ˜ = (Γ, σ˜) as
introduced in the passage following Lemma 3.7 above is such that Γ = Perq(σ˜) =
PIP(σ˜) and hence by Proposition 3.8 every element of Γ has a unique pure state
extension to C∗(Σ). Letting γ(y, t) ∈ Γ be arbitrary, we see that γ(y, t) ◦ E1 is a
state extension of it and since the unique pure state extension of γ(y, t) must also
be the unique state extension of it, it follows that γ(y, t) ◦E1 = γ(y, t) ◦E0 = ϕy,t.
Since γ(y, t) was arbitrary it follows that E1 = E0 as desired. 
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